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Résumé 
Ce mémoire a pour sujet les systèmes intégrables et les réductions par symétries des 
équations aux dérivées partielles non-linéaires de la physique mathématique. Il se divise 
en deux parties principales. Dans première partie, constituée des chapitres deux et trois, il 
est question des transformations de Darboux-Backlund et du théorème de permutabilité. 
On trouve ces thèmes dans la littérature sur le sujet. On y retrouve les solutions clas-
siques, solitoniques et multi-solitoniques des modèles intégrables. Dans la seconde partie, 
composée des chapitres quatre et cinq, on prête attention aux symétries des équations aux 
dérivées partielles. En premier lieu, on présente les méthodes classiques telles les symétries 
classiques, non-classiques, partielles et conditionnelles. Ces techniques sont illustrées de 
plusieurs exemples. En second lieu, est présentée une nouvelle approche pour les symé-
tries conditionnelles qui permet de reconstruire les transformations de Backlund et par 
conséquent de retrouver les solutions solitoniques et multi-solitoniques. La méthode des 
contraintes différentielles permet d'intégrer des équations qui ne sont pas nécessairement 
intégrables. Plusieurs nouvelles solutions sont discutées dans ce mémoire. 
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Chapitre 1 
Introduction 
Il est important de développer des méthodes d'obtention de solutions des équations dif-
férentielles partielles non-linéaires, parce que celles-ci sont présentes dans la formulation 
de plusieurs théories physiques. Par exemple, plusieurs équations différentielles partielles 
non-linéaires interviennent en grand nombre dans la théorie moderne des solitons ainsi 
qu'en mécanique des fluides, en théorie des champs classiques et quantiques. Les trans-
formations de Backlund apparaissent pour la première fois dans les années 1880 dans le 
cadre de la théorie classique de la géométrie différentielle des surfaces et de la théorie des 
équations différentielles. La toute première équation de Backlund obtenue a été celle pour 
l'équation de sine-Gordon. La dérivation originale de cette transformation de Backlund 
pour l'équation de sine-Gordon a lieu dans le contexte de l'étude des surfaces pseudosphé-
riques, i.e. les surfaces dont la courbure est négative et constante. Il s'est toutefois écoulé 
près de cent ans avant que l'on saisisse l'importance de ce résultat. En effet, c'est dans la 
théorie moderne des solitons, dans les années 1970, que se réarmorce l'étude des transfor-
mations de Backlund. Il a été constaté que les équations aux dérivées partielles ont des 
solutions solitoniques si et seulement si elles possèdent des transformations de Backlund. 
De plus, les transformations de Backlund peuvent être utilisées pour dériver des lois de 
conservation. 
Les groupes de Lie sont d'une importance fondamentale dans les mathématiques mo-
dernes et dans les autres sciences se basant sur ces mathématiques telle la physique. Une 
application intéressante des groupes de Lie est lorsqu'ils sont des groupes de symétries 
des équations aux dérivées partielles. En général, les groupes de symétrie d'un système 
peuvent être vus comme des groupes de transformations dont les éléments transforment des 
solutions du système en d'autres solutions du système. On s'intéresse souvent davantage 
aux groupes de symétrie continus, pour la simple raison que ceux-ci peuvent être obtenus 
par des méthodes de calcul explicites. Sophus Lie a constaté que ces groupes de symétrie 
continus, normalement déterminés par des conditions d'invariance non-linéaires, peuvent 
généralement être trouvés à partir de conditions infinitésimales linéaires. Le système formé 
de ces conditions infinitésimales, les dites équations déterminantes, peut généralement être 
résolu sous forme explicite pour une grande quantité de systèmes physiques importants. 
La connaissance du groupe de symétrie d'un système offre plusieurs possibilités. Entre 
6 
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CHAPITRE 1. INTRODUCTION 7 
autre, si une solution particulière du système est connue, alors il est possible de trouver 
d'autres solutions du système en appliquant les transformations du groupe de symétrie à 
la solution connue. On peut aussi trouver des solutions invariantes en réduisant le système 
en l'exprimant à l'aide de coordonnées invariantes. 
Ce mémoire constitue une revue de certaines méthodes de résolution pour les équa-
tions différentielles partielles non-linéaires. On y trouve aussi plusieurs applications de 
ces méthodes. La majorité des exemples d'applications sont des résultats connus et fré-
quemment rencontrés dans la littérature du sujet. Toutefois, ce mémoire présente quelques 
nouveautés. En effet, dans les chapitres quatre et cinq, plusieurs exemples des applications 
présentées conduisent à des résultats qui n'ont jamais paru dans la littérature. Parmi ceux-
ci, on compte les exemples 4.3 et 4.4 de la section 4.1. Dans ces exemples, nous obtenons 
les classes de fonctions b qui admettent des symétries et les générateurs de symétrie de 
l'équation 
Ut - exp ( -u)b(uxt) = 0 
dans l'exemple 4.3 et de l'équation 
dans l'exemple 4.4. De nouvelles solutions ont été obtenues à la section 5.2 pour l'équation 
double sine-Gordon (DSG) 
1 . 2 >'. U x = 2 sm u + znu, 
l'équation de Schrodinger cubique (NLS) cubique 
€ = ±1 
et à la section 5.3 l'équation de Korteweg-de Vries modifiée avec un terme dissipatif 
(DKdV) 
Ut + 3u; + Uxxx + [UXX = O. 
Un autre résultat jamais paru est celui de la section 5.4 dans laquelle nous utilisons une 
méthode de séparation généralisée pour solutionner l'équation de Laplace non-linéaire 
uxx + Uyy = b(u) 
pour les trois classes de fonctions b( u) possibles. Certains autres résultats d'applications 
ont déjà paru, mais les exemples présentés sont tout de même intéressants puisque ces 
résultats sont obtenus par l'utilisation de techniques plus simples. De tels exemples se 
retrouvent surtout dans les sections 5.2 et 5.3 portant sur les symétries conditionnelles, 
parmi eux, on compte les exemples pour les équations KdV et mKdV. 
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Le second chapitre porte sur les transformations de Backlund. Ce chapitre est intégrale-
ment théorique. On y présente, dans une première section, un rappel des notions de base de 
la géométrie différentielle classique, puis on démontre comment l'équation de sine-Gordon 
est obtenue comme une condition de compatibilité pour les équations de Gauss-Weingarten 
associées aux surfaces pseudosphériques. La seconde section est consacrée à la dérivation 
de la transformation de Backlund classique pour l'équation de sine-Gordon. Ensuite, une 
courte section présente le théorème de permutabilité de Bianchi et comment celui-ci sert 
à l'élaboration de solutions multi-solitoniques. Dans la cinquième section, du second cha-
pitre, il est question des surfaces parallèles et des transformations de Backlund associées 
à ces surfaces qui sont induites. Le chapitre 2 se termine avec une section se rapportant 
aux transformations de Backlund pour les surfaces hyperboliques, au système de Bianchi 
et à son auto-transformation. Le chapitre 3 est aussi totalement théorique. Il est direc-
tement lié au chapitre 2. Il se divise en trois sections, dont la première comprend une 
dérivation de l'équation de sine-Gordon se basant sur l'étude du mouvement des courbes 
à courbure ou torsion constante. Dans la section d'après, on donne une représentation 
2 X 2 de l'équation de sine-Gordon, tandis que dans la troisième et dernière section du 
chapitre 3, il est question du mouvement des surfaces pseudosphériques, des systèmes de 
Weingarten et de leurs transformations de Backlund. Le quatrième chapitre est une courte 
révision des techniques de réduction par symétries qui se fondent sur la théorie de Lie des 
groupes de symétrie des équations différentielles. Chaque section inclue des exemples, les-
quels illustrent bien les techniques qui y sont introduites. Le chapitre débute avec une 
section qui illustre la méthode de Lie pour l'obtention des groupes de symétrie à un pa-
ramètre des systèmes d'équations différentielles. La seconde section montre comment on 
obtient des solutions invariantes dans un groupe à l'aide d'un système réduit. La section 
trois porte sur la méthode dite non-classique qui peut être vue comme une généralisation 
de la méthode classique où les solutions sont invariantes sous un groupe qui n'est plus 
nécessairement un groupe de symétrie du système d'équations différentielles en question, 
mais plutôt un groupe laissant le système invariant. C'est une courte section sur l'ap-
poche directe de Clarkson-Kruskal qui suit. La cinquième section présente les groupes de 
symétrie faible ce qui est une généralisation de la méthode non-classique. L'avant-dernière 
section du chapitre quatre porte sur les solutions partiellement invariantes qui sont des 
solutions invariantes sur un sous-groupe du groupe de symétrie de l'équation considérée. 
Le chapitre se termine avec une section sur les contraintes différentielles. Le cinquième et 
dernier chapitre, avant la conclusion, couvre les solutions conditionnellement invariantes. 
Sa première section est une discussion sur l'existence des symétries conditionnelles pour 
les systèmes de premier ordre. On y présente de quelle façon les solutions des symétries 
conditionnelles peuvent être liées aux transformations de Backlund. La section qui suit 
est consacrée à des exemples d'applications de la méthode de recherche des symétries 
conditionnelles d'un système d'équations différentielles partielles du premier ordre. À la 
troisième section du chapitre 5, on aborde les contraintes différentielles d'ordre plus élevé. 
Le chapitre se termine avec une section où est présentée une généralisation de la méthode 
de séparation de variables pour les équations non-linéaires de Laplace. 
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Chapitre 2 
Surfaces pseudosphériques et 
transformations de Backlund classiques. 
Le système de Bianchi 
C'est dans les travaux de Minding [28], en 1838, que les surfaces à courbure totale néga-
tive ont été étudiées explicitement pour la première fois. Minding a formulé un théorème 
affirmant que de telles surfaces sont isométriques. En d'autres termes, ces surfaces sont 
liées les unes aux autres par des correspondances biunivoques de leurs points, de sorte que 
la métrique est préservée. 
Dans ce chapitre, un résumé des résultats de la théorie des surfaces dans ]R3, exprimées 
en termes du repère mobile et satisfaisant les équations de Gauss-Weingarten et Gauss-
Mainardi-Codazzi, sera présenté. Nous discutons, aussi, des transformations de Backlund 
et de leurs origines géométriques. 
2.1 Les équations de Gauss-Weingarten pour les surfaces hyper-
boliques. Surfaces pseudosphériques. L'équation de sine-Gordon. 
2.1.1 Notions fondamentales de géométrie différentielle des surfaces dans ]R3 
Soit T = T(U, v) le vecteur position d'un point générique P qui repose sur la surface 
E de ]R3. Alors, les vecteurs Tu et Tv sont tangents à la surface E au point P. Ces deux 
vecteurs sont linéairement indépendants l'un de l'autre, ce qui nous permet de construire 
un vecteur unitaire normal à la surface en P, qui est donné par 
N = Tu X Tv . 
ITu x Tvl (2.1) 
9 
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CHAPITRE 2. TRANSFORMATIONS DE BACKLUND CLASSIQUES 
Les première et seconde formes fondamentales de ~ sont respectivement 
1= dr· dr = Edu2 + 2Fdudv + Gdv2, 
II = -dr· dN = edu2 + 2fdudv + gdv2, 
où 
E = ru . ru, F = ru . r v, G = rv . r v, 
10 
(2.2) 
e = -ru' Nu = ruu' N, 9 = -rv' N v = rvv' N, (2.3) 
f = -ru' N v = -rv' Nu = ruv' N. 
C'est un fait connu, que l'on doit à Bonnet [6], que les coefficients E, F, G, e, f, 9 déter-
minent la surface ~ à sa position spatiale près. 
Les équations de Gauss de la surface 2: sont 
ruu = r~lrU + rilrV + eN, 
ruv = n2r U + ri2r v + fN, 
rvv = r~2ru + r~2rv + gN, 
tandis que les équations de ~eingarten sont 
\ f F - eG eF - f E 
Nu = H2 ru + H2 r v, 
gF-fG fF-gE 
Nu = H2 ru + H2 r v, 
où 
(2.4) 
(2.5) 
(2.6) 
Les qk dans l'expression (2.4) sont les symboles de Christoffel et sont donnés par les 
relations 
i gij 
r jk = 2 (gjl,k + gkl,j - gjk,l), 
où, en considérant xl = u et x2 = v, nous avons que 
avec 
. k 
l = gjkdv dx , 
(2.7) 
(2.8) 
gjkgkl = 6{. (2.9) 
Dans les équations (2.7), (2.8) et (2.9) nous utilisons la convention de sommation d'Ein-
stein pour les indices répétés. 
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Les conditions de compatibilité 
(ruu)v = (ruv)u, 
(ruv)v = (rvv)u 
11 
(2.10) 
appliquées au système linéaire de Gauss (2.4) produisent le système non-linéaire de Mainardi-
Codazzi 
(e) (f) e 2 f 2 9 2 H v - H u + H r22 - 2 H rl2 + Hrll = 0, 
(kt - (~)v + ~n2-2~r~2+ kr~l=o. 
Le système (2.11) est équivalent à 
ev - fu = er~2 + f (ri2 - r~l) - gril' 
fv - gu = er~2 + f (r~2 - r~2) - gri2 
(2.11) 
(2.12) 
que l'on augmente du «Theorema egregium» de Gauss, qui fournit une expression pour la 
courbure de Gauss (ou courbure totale), laquelle est 
eg- f2 
K= EG-F2' (2.13) 
Dans la représentation de Liouville, la courbure totale s'exprime en terme de E, F, G 
seulement, i.e. 
(2.14) 
Physiquement, le «Theorema egregium» implique que la courbure totale de la surface E 
est invariante sous une flexion sans étirement. 
2.1.2 Surfaces hyperboliques 
Dans le présent chapitre, ainsi que dans le suivant, ce sont les surfaces hyperboliques 
qui nous intéressent. Une surface E est dite hyperbolique si sa courbure totale est négative 
en tous points. 
Théorème 2.1 Dans un voisinage suffisamment petit d'un point hyperbolique d'une sur-
face de classe C 3 , il est possible d'introduire des coordonnées asymptotiques. Les coordon-
nées curvilignes (u, v) sont des coordonnées asymptotiques si et seulement si la seconde 
forme fondamentale PT'end la forme 
II = 2f(u, v)dudv. (2.15) 
Puisque E est une surface hyperbolique, nous pouvons l'exprimer en termes des coordon-
nées asymptotiques. Ainsi, e = 9 = 0 et les équations de Mainardi-Codazzi (2.11) prennent 
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CHAPITRE 2. TRANSFORMATIONS DE BAcKLUND CLASSIQUES 
la forme plus simple 
où nous définissons 
et 
(~) u + 2r~2 ~ = 0, 
(~ ) v + 2r~2 ~ = 0, 
P 1 
K = - H2:= - p2 
ri _ GEv - FGu 
12 - 2H2 ' 
ri _ EGu - FEv 
12 - 2H2 
12 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
Du produit scalaire et du produit vectoriel des vecteurs Tu et Tv, nous déduisons l'angle 
w entre les lignes paramétriques, lequel est donné par 
F 
cosw = JEG' 
. H 
smw = JEG' 
De plus, étant donné que E, G > 0, nous pouvons utiliser sans perte de généralité 
E = p2a2, G = p2b2. 
En vertu de (2.21), les deux formes fondamentales (2.2) se réduisent à 
1= p2 (a2du2 + 2abcoswdudv + b2dv2) , 
II = 2p absinwdudv. 
Les équations de Mainardi-Codazzi (2.12) prennent la forme plus simple 
1 Pv 1 Pu 
a + --a - --bcosw = 0 
v 2p 2p , 
1 Pu 1 Pv b + --b - --acosw = 0 
u 2p 2p , 
tandis que, de la représentation de Liouville (2.14), nous avons que 
W uv + - - - sm w + - - - sm w - ab smw = O. 1 (Pu b. ) 1 (pv a.) . 2 pa u 2 pb v 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
Le système de Gauss-Mainardi-Codazzi non-linéaire formé des équations (2.23)-(2.25) 
a été originellement établi par Bianchi (voir [22]). Son importance dans la théorie des 
solitons a été notée par Cenkl [7] et par la suite par Levi et Sym [13]. Comme nous le 
verrons plus tard, si nous ajoutons la contrainte Puv = 0, le système devient solitonique. 
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Dans le cas particulier où K, = -1/ p2 < 0 est une constante, ~ est une surface dite 
pseudosphérique. Des équations de Mainardi-Codazzi (2.23), (2.24), nous avons que a = 
a(u), b = b(v). Si ~ est maintenant paramétrisée par la longueur d'arc (paramétrisation 
naturelle) le long des lignes asymptotiques (ce qui correspond aux transformations du -t 
du' = JE(u)du,dv -t dv' = JG(v)dv) , alors les formes fondamentales deviennent, en 
omettant les apostrophes, 
1= du2 + 2coswdudv + dv2 , 
2 . 
II = - smwdudv, 
p 
tandis que (2.25) se réduit à la bien connue équation de sine-Gordon 
1 . 
Wuv = 2 slnw. p 
Les équations de Gauss associées deviennent alors 
ruu = Wu cotwru - Wu cscwrv, 
1. N 
ruv = - Slnw , 
p 
rvv = -wvcscwru - wvcotwrv, 
tandis que celles de Weingarten donnent 
1 1 
Nu = - cotwru - - cscwrv, p p 
1 1 
N v = -- cscwru + - cotwrv· p p 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
Au cours du vingtième siècle, l'équation de sine-Gordon a trouvé application dans plu-
sieurs domaines de la physique (voir [17]). Par exemple, la transformation de Backlund 
trouve une application importante dans la théorie de la dislocation d'un cristal. La pre-
mière démonstration de cette application se retrouve dans Seeger et al. [40, 12, lI]. De 
plus, dans Lamb [21] et Barnard [3] le principe de superposition non-linéaire associé à la 
transformation de Backlund est utilisé dans la théorie de la propagation des impulsions 
optiques ultra courtes. Par exemple, Gibbs et Slusher [16] ont constaté un phénomène de 
décomposition solitonique dans les vapeurs de Rb. Un tel phénomème a été parfaitement 
reconstruit théoriquement. Finalement, la transformation de Backlund classique a aussi 
été utilisée dans la théorie des jonctions longues de Josephson [36]. 
2.2 La transformation de Backlund classique pour l'équation de 
sine-Gordon. 
Originellement, la transformation de Backlund pour l'équation de sine-Gordon (2.27) 
a été obtenue comme une construction géométrique pour des surfaces pseudosphériques. 
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Géométriquement parlant, la transformation de Backlund pour l'équation de sine-Gordon 
relie les points d'une surface pseudosphérique initiale ~ un-à-un avec les points d'une 
surface pseudosphérique image ~'. Cette correspondance d'un point Po de ~ à un point 
correspondant P~ de ~' s'effectue par l'entremise d'un vecteur r' - r de longueur constante 
L et qui est tangentiel à la fois à ~ et à ~'. La transformation préserve la paramétrisation 
naturelle asymptotique. Leur courbure totale est la même et les plans tangents à des points 
correspondants se croisent à angle constant. Voyons maintenant en détails comment la 
transformation de Backlund, pour l'équation de sine-Gordon, peut être dérivée. 
Soit ~ une surface pseudosphérique de courbure totale donnée par K. = -1/ p2. Soit 
r = r( u, v) la fonction vectorielle qui définit une telle surface, dans laquelle u, v corres-
pondent à la paramétrisation par longueur d'arc le long des lignes asymptotiques. Dans 
cette paramétrisation, les vecteurs unitaires ru, rv et N ne forment pas une base or-
thonormée, puisque ru et rv ne sont pas orthogonaux. Pour des raisons pratique, nous 
introduisons le trièdre de vecteurs {A, B, C} défini comme suit : 
(ru x rv) 
A = ru, B = -ru x N = -ru x sinw C = N. (2.30) 
= cscw rv - cotw ru 
Les expressions des dérivées de A, B et C par rapport à u et v sont obtenues à l'aide des 
équations de Gauss-Weingarten (2.28)-(2.29) et sont 
-Wu 
o 
l/p 
o 
o 
(l/p)cosw 
(1/ p) sin w ) (A ) 
-(1/P6cosw ~. 
(2.31) 
Ce système linéaire est compatible si et seulement si w satisfait l'équation de sine-Gordon 
(2.27). 
Les points de la surface pseudosphérique ~, avec vecteur position r, doivent être reliés 
aux points de la nouvelle surface pseudosphérique ~', avec vecteur position r', par un 
vecteur r' - r de longueur constante et tangent à ~, c'est-à-dire qu'il est coplanaire avec 
A et B. Ainsi, le vecteur position r' de ~' est 
r' = r + L cos <PA + L sin <PB, (2.32) 
où la grandeur L = Ir' -ri est constante. Ici, <p(u,v) est contraint de respecter le fait que 
sur ~', tout comme sur ~, u et v forment une paramétrisation naturelle le long des lignes 
asymptotiques. Mathématiquement, ceci signifie qu'il est nécessaire que ~' ait des formes 
fondamentales du type (2.26). En particulier, ceci exige que 
(2.33) 
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où les dérivées, obtenues en utilisant (2.31) et (2.32), sont 
r~ = [1 - L( CPu - wu) sin cp] A + L( CPu - wu) cos cpB + !:.- sin cpC, 
p 
r~ = (cos w - Lcpv sin cp) A + (sin w + Lcpv cos cp) B + !:.- sin( w - cp) C. 
P 
Les conditions (2.33) mènent à leur tour à 
et 
~, ~ ± (1 '1' )1- ~) sin(~-w). 
En définissant 
~~ f (l±)1- ~:) ~ ~ (1'1')1- ~) -1, 
15 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
nous avons alors que les relations (2.35), (2.36) nous conduisent aux conditions nécessaires 
CPu = Wu + ~ sin cp, 
p 
CPv = ;p sin(cp - w), 
(2.38) 
(2.39) 
sur l'angle cp afin que E' soit une surface pseudosphérique paramétrisée par longueur d'arc. 
En fait, (2.38) et (2.39) sont des conditions nécessaires et suffisantes à cet égard. De plus, 
ces équations sont compatibles modulo l'équation de sine-Gordon (2.27). 
En utilisant (2.38), (2.39), l'expression (2.34) devient 
r~ = (1- !:..{3Sin2cp) A+ !:..{3sin cp cos cpB + !:..sincpC, pp  
r~ = [cosw - ~ sin cpsin(cp - w)] A + [sinw + p~ cos cpsin(cp - W)] B 
- !:.- sin(cp - w)C, 
p 
(2.40) 
(2.41 ) 
de sorte que r~ . r~ = cos(2cp - w) et que la première forme fondamentale de E' devient 
l' = du2 + 2 cos(2cp - w)dudv + dv2 . (2.42) 
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Nous avons en plus que le vecteur normal unitaire N' à l:' est donné par 
N = = -- sm cP A + - cos cP B + 1 - - C, , r~ x r~ L . L (Lf3) Ir~ x r~1 ppp (2.43) 
d'où, en utilisant (2.32), nous avons que (r' - r) . N' = 0, ce qui démontre que le vecteur 
r' - r, qui lie deux points correspondants de l: et l:', est tangent à l:'. De plus, 
, Lf3. (Lf3 2 1) L Nu = - p2 sm cP cos cP A + p2 cos cP - P B + p2 cos cP C, (2.44) 
N~ = [2~f3 sin(w - 2cP) + ~ (1 - 2~(3) sinw] A 
+ [~cOS(w - 2cP) - ~ (1- _1_) cosw] B _!:... cos(w - cP)C, 2p2f3 P 2pf3 p2 (2.45) 
d'où 
r~· N~ = 0, 'N' 'N' 1·(cP ) r· = r· = -- sm 2 - w u v v u p , r~' N~ = O. 
La seconde forme fondamentale de l:' est 
n' = ~ sin(2cP - w)dudv. 
p 
(2.46) 
En comparant la seconde forme fondamentale (2.46) avec celle du théorème 1, (2.15), 
nous constatons que l:' est paramétrisée le long de ses lignes asymptotiques, tandis que 
l'expression de sa première forme fondamentale (2.42) nous indique que la paramétrisation 
est naturelle de long de ces lignes. L'angle entre les lignes asymptotiques sur l:' est donné 
par 
w' = 2cP - w, (2.47) 
où w' joue le même rôle pour la surface l:' que w joue pour la surface l: originale. En 
particulier, w' doit satisfaire l'équation de sine-Gordon 
, 1., ( ) wuv = 2' smw. 2.48 p 
Nous éliminons cP de (2.38) et de (2.39) en nous servant de la relation (2.47), ce qui donne 
( w' ; w). ~ ~ sin (w' ; w), li (249) 
( w' + w) = ~ sin (w' - w). /3 2 v f3p 2 
Ainsi, toute transformation w --t w' respectant (2.49), ou de façon équivalente toute so-
lution de (2.49), laisse l'équation de sine-Gordon invariante. Les relations (2.49) sont la 
forme standard de la transformation de Backlund liant les équations de sine-Gordon (2.27) 
et (2.48). 
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Il faut remarquer que, sous lB.a, 
, L(3 N . N = 1 - - = const, 
p 
17 
(2.50) 
c'est-à-dire, les plans tangents à des points correspondants sur les surfaces 2: et 2:' se 
coupent à un angle constant (, où (3 = tan((/2). Le résultat de Backlund est une extension 
de celui de Bianchi, dans lequel 
L=p, (3 = 1, (2.51) 
ce qui a pour conséquence que les plans tangents sont orthogonaux. Backlund a donc 
généralisé la transformation de Bianchi en éliminant l'exigence d'orthogonalité, ce qui a 
permis l'introduction du paramètre clé (3 dans la transformation de Bianchi. En fait, la 
transformation de Backlund lB.a peut être vue comme la composition de la transformation 
de Bianchi avec une simple invariance d'un groupe de Lie. Ainsi, l'équation de sine-Gordon 
(2.27) est invariante sous la transformation d'échelle 
u* = (3u, v v* =-(3' (3 i= O. (2.52) 
Nous avons donc que toute solution w = w(u,v) génère une classe de solutions à un 
paramètre w* = w*(u*,v*). Lie a constaté que la conjugaison de l'invariance (2.52) avec 
la transformation de Bianchi originale 
(w' - w) = ~ sin (w' + w) , 2 u. p 2 
(w' +w) = ~sin (w' -w) 2 v. p 2 
(2.53) 
produit la transformation de Backlund (2.49). 
En termes de la construction de surfaces pseudosphériques, la transformation de Ba-
cklund correspond au résultat suivant: soit r le vecteur de coordonnées de la surface 
pseudosphérique 2: qui correspond à une solution w de l'équation de sine-Gordon (2.27). 
Soit w' la transformation de Backlund de w via lB. Alors, le vecteur de coordonnées r' de 
la surface pseudosphérique 2:' correspondant à w' est donné par 
L [ (w - w') (w + w' )] r' = r + sinw sin --2- ru + sin --2-rv , (2.54) 
où L = psin(. 
Observations: 
• L'équation de sine-Gordon non-linéaire (2.27) est dérivée comme étant la condition 
de compatibilité pour les équations de Gauss linéaires (2.28). 
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• La transformation 18,8 donnée par (2.49) agit sur l'équation de sine-Gordon (2.27) et 
la laisse invariante. En effet, l'action de 18,8 est restreinte à (2.27) dans quoi (2.49) 
est un système valide pour w' si et seulement si (2.27) tient, ou sinon la condition de 
compatibilité w~v = w~u n'est pas satisfaite. 
• 18,8 contient un paramètre f3 = tan ((/2) introduit dans la transformation de Bianchi 
par l'invariance d'un groupe de Lie. 
• Au niveau linéaire, la transformation de Backlund est représentée par (2.54) et agit 
sur le système de Gauss (2.28) associé à des surfaces pseudosphériques paramétrisées 
par longueur d'arc le long des lignes asymptotiques. La transformation (2.54), agis-
sant sur la représentation linéaire (2.28), induit la transformation de Backlund 18,8 
opérant au niveau non-linéaire. 
18,8 représente une correspondance entre les solutions de la même équation et est habi-
tuellement appelée une auto-transformation de Backlund. 
À la prochaine section, nous allons porter notre attention sur un principe de super-
position non-linéaire associé à l'auto-transformation de Backlund 18,8, qui conduit à des 
solutions multi-solitoniques de l'équation de sine-Gordon. 
2.3 Le théorème de permutabilité et la génération de solutions 
multi-solitoniques. 
Nous allons à présent nous servir de l'auto-transformation (2.49) pour construire des 
solutions multi-solitoniques de l'équation de sine-Gordon. 
Prenons comme solution initiale de (2.27) le vide, i.e. w = o. À l'aide la transformation 
de Backlund (2.49), nous pouvons construire une nouvelle solution non-triviale w' de (2.48) 
par l'intégration de la paire d'équations du premier ordre 
, 2f3. (w') w = -sm -
U P 2' 
, 2. (w') 
Wv = f3p sm 2" ' 
(2.55) 
ce qui conduit à la nouvelle solution simple-soli tonique 
w' = 4 arc tan [exp (~u + ;p v + a)] , (2.56) 
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où a est une constante d'intégration arbitraire. Il faut remarquer que ce sont les quantités 
w~ = 2: sech (~u + ;p v + a ) , 
1 2 (f3 1 ) Wv = f3p sech pU + f3p v + a , 
(2.57) 
qui ont la forme caractéristique en dos d'âne associée à un soliton. 
Ce qui est intéressant, ici, c'est que des expressions analytiques pour des solutions multi-
solitoniques, lesquelles englobent leurs interactions non-linéaires, peuvent maintenant être 
obtenues par des moyens purement algébriques. Ceci est une conséquence d'un élégant 
principe de superposition non-linéaire dérivé à partir de l'auto-transformation de Backlund 
:8,8 et qui a originellement été établi par Bianchi (5) en 1892. Ce principe se retrouve dans 
son travail monumental [22) et est connu comme étant le Théorème de permutabilité de 
Bianchi. 
2.3.1 Le théorème de permutabilité de Bianchi. 
Si nous connaissons une solution de départ W de l'équation de sine-Gordon (2.27) et 
que Wl et W2 sont les transformées de Backlund de W par l'application respective de B,81 
et B/h' alors nous avons donc Wl = B,81(W) et W2 = B/h(w), De plus, notons W12 = B/h(Wl) 
et W21 = :8,81 (W2)' La situation est illustrée par le diagramme de Bianchi à la figure 2.1. 
FIG. 2.1 - Diagramme de Bianchi 
Il est naturel de se demander s'il existe des circonstances pour lesquelles la condition 
de commutativité W12 = W21 existe. Afin de trouver la réponse, nous allons établir les 
transformations de Backlund pour la partie u qui correspondent au diagramme de Bianchi. 
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Ainsi, 
2/31 . (W1 + W) W1,u = Wu + p sm 2 ' (2.58) 
2/32 . (W2 + w) W2 u = Wu + - SIn , 
, P 2 (2.59) 
2f32 . (W12 + W1) W12,u = W1,u + p sm 2 ' (2.60) 
2/31 . (W21 + W2) W21 u = W2 u + - sm . , 'p 2 (2.61 ) 
Si nous imposons 
W12 = W21 = 0, (2.62) 
alors les opérations (2.58) - (2.59) + (2.60) - (2.61) donnent 
FIG. 2.2 - Diagramme de Bianchi commutatif 
0 _2[/3 (. (Wl+W) . (0+W2)) -- 1 sm -sm p 2 2 
( . (0+W1) . (W2+W))] + /32 sm 2 - sm 2 ' 
(2.63) 
d'où 
(
0 - w) /32 + /31 (W2 - Wl) 
tan -4- = /32 _ /31 tan 4 . 
Si la condition de commutativité (2.62) tient, alors il est nécessaire que 
[ /32 + /31 (W2 - Wl)] o = W + 4 arctan /32 _ /31 tan 4 . (2.64) 
Si nous remplaçons W12 et W21 par l'expression (2.64) dans (2.60) et (2.61), alors ces équa-
tions sont satisfaites modulo les équations (2.58) et (2.59). De plus, (2.64) respecte aussi 
les équations similaires pour la partie v de la transformation de Backlund. Cette considé-
ration permet la fermeture du diagramme de Bianchi (voir la figure 2.2). L'équation (2.64) 
constitue un principe de superposition non-linéaire appelé le Théorème de permutabilité. 
Il produit une solution multi-solitonique 0 à partir de l'ensemble de solution {W,WbW2}. 
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La propriété de commutativité nous permet à présent de construire un réseau de Bian-
chi qui correspond à des applications itérées du théorème de permutabilité. Des solutions 
N -solitoniques de l'équation de sine-Gordon peuvent donc être construites de manière 
purement algébrique. Ceci représente une superposition non-linéaire de N solutions sim-
plement solitoniques (2.56) avec paramètre f3 = f31' ... ,f3N· Ainsi, à chaque application 
de la transformation de Backlund, un nouveau paramètre f3i est introduit et un soliton 
d'ordre i est généré. 
2.4 Surfaces pseudosphériques correspondant à des solitons. Brea-
thers 
Ici, nous utilisons la transformation de Backlund dans sa version linéaire (2.54) pour 
construire des surfaces pseudosphériques correspondant à des solutions soli toniques de 
l'équation de sine-Gordon. Pour effectuer cette tâche, il est plus pratique de travailler en 
termes des coordonnées de courbure 
x=u+v, y = u -v. (2.65) 
Si nous posons w = 2(}, alors les première et seconde formes quadratiques fondamentales 
(2.26) deviennent 
l = cos2 (}dx2 + sin2 (}dy2, 
II = ~sin(}cos(}(dx2 - dy2). 
P 
Ainsi, un trièdre orthonormal peut être introduit comme suit 
A*=~ B*=~ 
cos () , sin () , C*=N, 
par conséquent les équations de Gauss-Weingarten (2.28) et (2.29) deviennent 
( ~C: ) x = (-~ ~ -~ si~() 0 
( BC
A
: ) y = ( -o~x ~ ~ cos () 
;r) (~:), 
-+0 ) (~:). 
Ce système linéaire en {A *, B*, C*} est compatible si et seulement si 
Oxx - Oyy = 12 sin 0 cos O. p 
(2.66) 
(2.67) 
(2.68) 
(2.69) 
(2.70) 
(2.71) 
C'est sous cette forme, en coordonnées de courbure, que l'on rencontre le plus souvent 
l'équation de sine-Gordon dans les applications physiques. Dans ces applications, la plupart 
du temps, x représente l'espace et y le temps, c'est pourquoi on se réfère à l'équation (2.71) 
comme étant l'équation de sine-Gordon à 1 + 1 dimensions. 
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2.4.1 La pseudosphère 
Ici, nous allons faire le lien entre la solution simplement soli tonique stationnaire de 
(2.71) 
(2.72) 
obtenue en substituant (2.65) et {3 = 1 dans (2.56), et la surface pseudosphérique de 
révolution appelée la pseudosphère de Beltrami [38]. 
Pour établir la connexion entre la solution simplement solitonique stationnaire (2.72) 
et la pseudosphère, nous nous servons du fait que le vecteur position r de la surface de 
révolution générée par la rotation de la courbe plane z = </J(r) autour de l'axe des z est 
donné par 
T=u~~n· (2.73) 
Les courbes pour lesquelles on fixe r sont les parallèles et les courbes pour lesquelles on fixe 
'TI sont les méridiens. Les première et seconde formes fondamentales associées à la surface 
(2.73) sont données par 
(2.74) 
Ainsi, F = f = 0 tel que les lignes de coordonnées r = const, 'TI = const, respectivement 
les parallèles et les méridiens, sont les lignes de courbure sur la surface de révolution. Nous 
posons 
dE. = JI + </J'(r)2dr, r = r(ç) (2.75) 
de sorte que la première forme fondamentale s'écrive 
(2.76) 
Nous avons alors, de la représentation de Liouville de la courbure de Gauss (2.14), que la 
courbure totale est donnée par 
(2.77) 
Toutefois, la courbure totale d'une surface pseudosphérique, ce qui inclut notre pseudo-
sphère, est donnée par K = -{. Nous obtenons, comme surface pseudosphérique de p 
révolution générale, 
h
Ç 
. h ç 
r = Cl cos - + C2 sm -, (2.78) p p 
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où p est une constante. En particulier, dans le cas Cl = C2 = c, correspondant auxdites 
surfaces pseudosphériques paraboliques de révolution, les méridiens sont donnés par 
(2.79) 
tandis que 
(2.80) 
La substitution 
dans (2.80) donne 
(2.81) 
d'où 
dz = cot1jJdr (2.82) 
de telle sorte que 1jJ est l'angle que la tangente au méridien fait avec l'axe z. La distance 
d = r csc 1jJ, entre un point sur un méridien et l'intersection avec l'axe des z de la tangente 
à ce point, est égale à p. Cette distance est donc constante. Une courbe possédant cette 
caractéristique est une tractrice et sa révolution autour d'un axe génère une pseudosphère. 
Pour déterminer la solution de l'équation de sine-Gordon (2.71) correspondant à la 
pseudopshère, cette dernière doit être paramétrisée selon (2.66) et (2.67). En termes de 1jJ 
et .", le vecteur position de la pseudosphère est donné par 
d'où 
( 
p sin 1jJ cos." ) 
r = p sin 1jJ sin." , 
p (cos 1jJ + ln 1 tan ~ 1) 
1 = p2 cot2 1jJd1jJ2 + p2 sin2 1jJd.,,2, 
II = P cot 1jJd1jJ2 - p sin 1jJ cos 1jJd.,,2 . 
Si nous introduisons à présent x et y comme suit: 
dx = pcsc1jJd1jJ, y = PrJ, 
(2.83) 
(2.84) 
(2.85) 
alors 1 et II dans (2.84) prennent les formes (2.66) et (2.67) respectivement, avec e = 1jJ. 
L'intégration de (2.85) produit la solution simplement solitonique (2.72). 
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En termes des paramètres de lignes de courbure x et y, le vecteur position de la pseu-
dosphère est 
r(x, y) = ( : :::~ g:: ~:: m ). 
p [~ + a - tanh (~ + a ) ] 
(2.86) 
Ici, les lignes de coordonnées x = const et y = const sont respectivement les parallèles et 
les méridiens. La pseudosphère de la figure 2.3 est tracée à l'aide du vecteur (2.86). 
FIG. 2.3 - Une pseudosphère de Beltrami 
2.4.2 Une hélicoïde pseudosphérique 
Si nous effectuons la rotation d'une courbe autour d'un axe, de manière à ce que 
le ratio de sa vitesse de translation à sa vitesse de rotation soit constant, alors nous 
obtenons une hélicoïde. Plus spécifiquement, une hélicoïde générée à l'aide d'une tractrice 
est pseudosphérique et est dite une surface de Dini. En termes des coordonnées de courbure 
x, y, le vecteur de coordonnées d'une telle surface est donné par 
où 
r(x, y) = ( :::~ :~::: m ) (2.87) 
x - psin( tanhx, 
x - ycos( 
x= psin( (2.88) 
et ( est une constante. Si nous définissons ( = 7r /2, alors nous retrouvons la pseudosphère. 
Ici, la longueur tangente de la tractrice est p sin ( et le paramètre hélicoïdal associé au 
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rapport de la vitesse de rotation à la vitesse de translation de la tractrice génératrice 
est p cos (. La solution correspondante de l'équation de sine-Gordon en 1 + 1 dimensions 
(2.71) est la solution simplement solitonique en déplacement donnée par (2.56) et réécrite 
en termes des coordonnées de courbure et avec /3 = tan(/2) comme suit: 
o = ~ = 2 arctan [exp {2~ (/3 + ~ ) x + 2~ (/3 - ~ ) y } ] (2.89) 
= 2 arctan exp X. 
Une surface de Dini tracée à l'aide du vecteur de coordonnées (2.87) est illustrée à la figure 
2.4. 
FIG. 2.4 - Une hélicoïde pseudosphérique 
2.4.3 Surface double solitonique 
La transformation de Backlund (2.49) pour l'équation de sine-Gordon en 1 + 1 dimen-
sions (2.71), en termes des coordonnées de courbure, prend la forme 
O~ - Ox = -~- (sin 0' cos 0 - cos (cos 0' sin O)} 
p@n( B 
O~ - Oy = ~ (cos 0' sin 0 - cos(sinO' cos 0) {J, 
psm." 
(2.90) 
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où (3 = tan((/2). De plus, si r est le vecteur de coordonnées de la surface pseudosphérique 
correspondant à la solution 0 de (2.71), alors le vecteur de coordonnées de la nouvelle 
surface pseudosphérique correspondant à 0' = lB.a(O) est donné par 
, [cos 0' sin 0' ] 
r = r + L --O-rx - -:--0 ry , 
cos sm 
(2.91) 
où L = psin(. 
Le principe de superposition non-linéaire (2.64) donne 
(2.92) 
où 00 est la solution initiale, 01 = lB.al(OO), O2 = lB/h(Oo) et 012 = lB/h(Ol) = lB.al(02). Dans 
le cas où nous choisissons 00 = 0 comme solution initiale, nous avons que 
Oi = 2 arctan(exp Xi), i = 1,2, (2.93) 
où 
1 
Xi = -.-(x - YCOS(i), (1 # (2 (2.94) 
psm(i 
et la relation (2.92) produit, par l'exigence de l'invariance 0 --+ -0 de l'équation de sine-
Gordon (2.71), la solution double solitonique 
sm 2 sm 2 
[
. ((2+(1) . h(X1-X2)] 
(2.95) 
Le vecteur de coordonnées r' de la surface pseudosphérique correspondant à la solution 
(2.95) de (2.71) peut maintenant être obtenu en effectuant les substitutions 0 = 01, ( = (2, 
0' = e± dans (2.91). Une surface pseudosphérique correspondant à une solution double-
solitonique est illustrée à la figure 2.5. Dans un chapitre ultérieur, la solution double-
solitonique de l'équation de Laplace sine-Gordon sera obtenue par une approche directe 
en utilisant la méthode de séparation de variables généralisée. 
2.4.4 Breathers 
Il existe, parmi les solutions double-solitoniques, une sous-classe de solutions qui sont 
périodiques. De telles solutions sont appelées des breathers. Dans la présente sous-section, 
nous allons voir quelle est la forme de ces solutions, en nous servant du théorème de permu-
tabilité. De plus, nous allons obtenir les surfaces pseudosphériques qui leur correspondent. 
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FIG. 2.5 - Surface double-solitonique 
En termes des paramètres de Backlund {Ji = tan( (d2), la solution double-solitonique 
e+ donnée par (2.95) devient 
e+=2tan-I [{J2+{3Isinh(~)l (2.96) 
{J2 - {JI cosh (~:I;X2) 
avec les solutions simple-solitoniques qui la constituent (2.93), où 
Xi = 2~iP [(1 + (Ji) x - (1 - (Ji) y] . (2.97) 
Pour obtenir une solution périodique, nous introduisons des paramètres de Backlund conju-
gués complexes {JI = c + id, {J2 = c - id, de sorte que (2.95) s'écrive 
[ 
. ( de)] csm (2 cF)" 
e+ = 2arctan 2p c + 
dcosh (2P(c2
c
+ cF) 7]) 
(2.98) 
avec ç = [1 - (c2 + ~)lx - [1 + (c2 + ~)ly et 7] = [1 + (c2 + ~)lx - [1 - (c2 + ~)lY. Par 
conséquent, e+ est réel et périodique en ç. 
Si nous posons que !(JI! = 1, nous avons, par conséquent, que c2 + ~ = 1 et alors nous 
obtenons la solution périodique en y 
+ [ csin(dyj p) ] 
e = -2arctan dcosh(cxjp) . (2.99) 
Cette solution est appelée le breather stationnaire, puisqu'il ne subit aucune translation 
lorsque y varie. 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
CHAPITRE 2. TRANSFORMATIONS DE BACKLUND CLASSIQUES 28 
FIG. 2.6 - Une surface associée à un breather stationnaire 
2.4.5 Surfaces correspondantes aux breathers stationnaires 
Puisque 012 peut être généré autant par lB/32(01) que par lB/31(02), l'expression (2.91) 
admet la représentation symétrique 
1 [ 0 (. r Tl x • r T2 x ) T12 = -2 Tl + T2 + pcos 12 sm..,2--'0- + sm..,l--'O-
cos 1 cos 2 
. 0 (. r Tl y • r T2 y ) ] + P sm 12 sm..,2 ~O + sm..,l ~O . 
sm 1 sm 2 
Pour les solutions de type breather stationnaire, 
. Î • Î 1 
sln..,l = sln..,2 = -, 
c 
X2 = 21p (ex - idy) = Xl, 
(2.100) 
(2.101) 
Ainsi, en utilisant (2.100) avec Tl> T2 donnés par (2.87) où ( = (1 et (2 respectivement, la 
surface pseudosphérique correspondant à la solution de type breather stationnaire (2.99) 
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est réelle avec un vecteur position donné par 
( 0) 2d sin(dy) cosh(ex) (Sin y ) rbreather = ~ + -; d2coSh2(ex) +c2sin2(dy) -c~sy 
2~ cosh( ex) ( C?s y cos( dy) ) + - 2 2 sm y cos(dy) , 
C d2 cosh (ex) + c2 sin (dy) _ sinh(ex) 
(2.102) 
où C = JI - d2 et p = 1. On peut vérifier que les lignes de courbure y = const sont planes 
et que, par conséquent, les surfaces pseudosphériques constituent des surfaces d'Eneper. 
Ces dernières ont été étudiées en détail par Steuerwald [371. 
A tout nombre rationnel compris entre 0 et 1, correspond une surface pseudosphérique 
de type breather, laquelle est périodique selon le paramètre y. Si nous écrivons d = p/q, 
où p et q sont des entiers co-premiers avec p < q, alors la période de la solution de 
type breather est 2rrq/p. Un exemple de surface pseudosphérique associée à un breather 
stationnaire est illustré à la figure 2.6. 
Par l'application répétée de (2.91), nous sommes en mesure d'obtenir le vecteur position 
de surfaces pseudosphériques associées avec des solutions N-solitoniques de l'équation de 
sine-Gordon telle que générée via l'itération du théorème de permutabilité. 
2.5 Surfaces parallèles. Transformation de Backlund induite pour 
une classe de surfaces de Weingarten 
Une surface ~' est dite parallèle à une surface ~, de vecteur position r, si son vecteur 
position est donné par 
r = r+cN, (2.103) 
où c est une constante. La constante c représente la distance, dans la direction de la 
normale, entre ~ et t. Si les lignes de courbure x = const, y = const sur ~ correspondent 
aux courbes paramétriques, alors (2.103) implique que 
rx = rx + cNx = rx - ~ rx = (1 - CI);1)rx , 
ry = ry + cNy = ry - ~ ry = (1- CI);2)r y , 
où 1);1 et 1);2 sont les courbures principales au point générique r sur ~. Ainsi, 
- 2 - - 2 E = (1 - C1);1) E, F = 0, G = (1 - C1);2) G, 
fI2 = (1 - cl);d2(1 - CI);2)2, 
(2.104) 
(2.105) 
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tandis que 
N- - fox x ry - N - _ - E H ' (2.106) 
où E = ±1, dépendemment si (1 - c/'\;l)(l - C/'\;2) est positif ou négatif. De plus, 
ï=o, (2.107) 
Il est clair que les lignes paramétriqes de la surface I; vont induire les lignes paramétriques 
de la surface parallèle t. La surface parallèle t a donc des lignes de courbure qui corres-
pondent à celles de la surface originale I;. Les tangentes à des points correspondants sont 
parallèles. 
Les courbures principales ~I et ~2 sur t sont 
(2.108) 
de telle sorte que la courbure moyenne Nt et la courbure totale ié de la surface parallèle 
t sont 
(2.109) 
(2.110) 
2.5.1 Surfaces de courbure moyenne constante. Un théorème de Bonnet 
Si I; = t!c=o est une surface pseudosphérique avec K = _1/p2, alors les courbures 
moyenne et totale des surfaces parallèles t dépendent paramétriquement de la courbure 
moyenne M de I;. Celles-ci sont 
(2.111) 
d'où, nous obtenons la relation 
(2.112) 
ou, de façon équivalente, en termes des courbures principales, 
(2.113) 
Ainsi, les surfaces t parallèles à une certaine surface pseudosphérique I; sont des surfaces 
de Weingarten particulières, et donc leurs courbures moyenne et totale Nt et ié (ou de 
façon équivalente leurs courbures principales K,I et K,2) sont fonctionnellement dépendantes. 
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Si la surface 2: a une courbure totale positive et constante 
K:=~ p2 (2.114) 
alors l'équation de Gauss se réduit à une équation sinh-Gordon elliptique intégrable. La 
courbure moyenne des surfaces parallèles est donnée par 
Nt = _c-,-(M_-_C-,-/,-p2-,-)_ 
1 - 2cM + c2 / p2, 
laquelle est indépendante de M si et seulement si 
c=±p. 
(2.115) 
(2.116) 
Dans ce cas, Nt est une constante et nous pouvons formuler le théorème suivant qui doit 
son existence à Bonnet. 
Théorème 2.1 Une surface de courbure Gaussienne constante positive K: = 1/ p2 admet 
deux surfaces parallèles de courbure moyenne constante ±1/(2p). La distance à la surface 
de courbure Gaussienne positive est p. 
2.5.2 Une transformation de Backlund induite 
Si une transformation de Backlund pour une classe de surfaces 2: est connue, alors, 
naturellement, une transformation de Backlund pour la classe des surfaces parallèles E est 
induite. En particulier, nous obtenons aisément une transformation de Backlund pour les 
surfaces de Weingarten gouvernées par la relation (2.113). Le résultat est une conséquence 
de la transformation de Backlund (2.91), qui est 
r' = r + p( N x N'), 
où N'est donné par (2.43). En termes des coordonnées de courbure, 
L N' = . B [- cos(B' - B) + cos(B' + B)] rx psm2 
L ( ~) + . B [- cos(B' - B) + cos(B' + B)] ry + 1 - - N psm2 p 
=!: (sinB' rx _ c~sB' r ) + (1 _ Lf3) N. 
p cos B sm B y p 
(2.117) 
(2.118) 
Les surfaces f; et f;' parallèles aux surfaces 2: et 2:' respectivement, sont données par 
T = r+cN, T' = r' + c'N', (2.119) 
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d'où 
f' = f + p(N X N') + c' N' - cN 
- L [cos (J' sin (J' ] 
=r+ --rx---r 
cos (J sin (J y 
+ c'L [sin (J' r _ cos (J' r ] + [c' (1- Lf3) - c] N 
p cos (J x sin (J y p (2.120) 
_ _ L [cos (J' + (c' / p) sin (J' _ sin (J' + (c' / p) cos (J' _ ] 
- r + cos (J _ (c' / p) sin (J r x - sin (J + (c' / p) cos (J r y 
+ € [c' (1- L:) -c] N. 
Ceci fournit une transformation de Backlund agissant sur la classe de Weingarten de 
surfaces t avec courbures moyenne et totale M et t reliées par (2.112). Puisque 
K'=-~ 
2 ' P 
1 M' = -- cot2(J', 
p 
nous constatons que, sous cette transformation de Backlund, 
K' = -1 
p2 (p2 - c'2 + 2c' P cot 2(J') , 
M' = €( c' - P cot 2(J') 
p2 - c'2 + 2c' P cot 2(J' 
(2.121) 
(2.122) 
Comme auparavant (J' dénote la transformée de Backlund lB.a((J) (2.90). De plus, (2.120) 
mène à 
If' - fl 2 = L 2 + C,2 - 2cc' cos ( + c2 
de telle sorte que f' - f soit de longueur constante. 
Les surfaces de Weingarten caractérisées par la relation 
(c2 ± p2)K: + 2c€M = -1 
(2.123) 
(2.124) 
sont solitoniques, puisqu'elles sont parallèles à des surfaces de courbure de Gauss constante. 
Sous l'hypothèse que les quantités cet p, dans (2.124), sont harmoniques dans un certain 
système de coordonnées, il peut être démontré que les surfaces de Weingarten générales 
associées sont intégrables. 
Dans la section qui suit, nous nous intéressons au cas où c = 0 et Puv = 0, i.e., 
( 1) _ 0 Vïë
xy
-' 
(2.125) 
en termes des coordonnées asymptotiques. Les surfaces respectant une telle contrainte 
sont connues sous l'appellation des surfaces de Bianchi. 
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2.6 Le système de Bianchi et son auto-transformation de Back-
lund 
Comme nous l'avons vu à la section 2.1, les surfaces hyperboliques paramétrisées en 
termes des coordonnées asymptotiques sont gouvernées par le système 
1 Pv 1 Pv 
a + --a - --bcosw = 0 
v 2p 2p , 
1 Pu 1 Pu b + --b - --acosw = 0 
u 2p 2p , 
W uv + - --smw + - --smw - absmw = O. 1 (Pu b. ) 1 (pva.) . 2 pa u 2 pb v 
Les formes fondamentales correspondantes sont 
1= p2 (a2du2 + 2abcoswdudv + b2dv2) , 
II = 2pab sin wdudv. 
La courbure de Gauss est donnée par 
1 Je = -- < O. p2 
(2.126) 
(2.127) 
(2.128) 
En 1890, Bianchi [4] a présenté une construction purement géométrique de surfaces 
hyperboliques sujettes à la contrainte 
Puv = O. (2.129) 
Les surfaces hyperboliques assujetties à la contrainte (2.129) sont appelées les surfaces de 
Bianchi. La présente section est principalement consacrée à la dérivation d'une transfor-
mation de Backlund pour les surfaces hyperboliques. 
2.6.1 Surfaces hyperboliques. Représentation sphérique 
Soit la surface L: : r = r(u,v) et soit N = N(u,v) le vecteur normal à L: au point 
décrit par r(u,v). Si nous ramenons les vecteurs N = N(u,v) à une même origine, alors 
la fonction vectorielle N = N(u,v) trace un système de coordonnées sur une sphère. Ce 
dernier est appelé la représentation sphérique ou la surface de Gauss. 
La première forme fondamentale de la sphère est 
dN2 = &du2 + 2Fdudv + Qdv2, (2.130) 
où 
Q=N~. (2.131) 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
CHAPITRE 2. TRANSFORMATIONS DE BACKLUND CLASSIQUES 34 
La métrique de la représentation sphérique est reliée à celle de la surface ~. En termes 
des coordonnées asymptotiques, ce lien prend la forme 
pour une surface hyperbolique avec courbure de Gauss 
1 K=--. 
P 
(2.132) 
(2.133) 
Par conséquent, les équations de Weingarten pour la surface hyperbolique peuvent être 
mises sous la forme 
(2.134) 
avec 1{2 = &g - P, et les équations de Mainardi-Codazzi se réduisent à 
Pv -1 
- = -2r12 , P (2.135) 
où ft sont les symboles de Christoffel associés à la métrique de la représentation sphérique. 
De plus, la compatibilité de (2.135) exige que 
a -1 8 -2 
8u r12 = 8V r12 ' (2.136) 
En fait, une surface de Gauss N = N(u, v), N 2 = 1, peut être associée à la représenta-
tion sphérique des lignes asymptotiques d'une surface hyperbolique si et seulement si les 
coefficients correspondants &, :F et 9 obéissent à la relation (2.136). De ce fait, (2.136) 
garantit qu'il existe une fonction p satisfaisant (2.135), ce qui garantit, par conséquent, la 
compatibilité du système (2.134). Nous pouvons donc facilement vérifier qu'en effet N est 
la normale de la surface définie par r. Il faut noter que le vecteur de surface r est définie 
à une transformation homothétique près seulement, c'est-à-dire un changement d'échelle 
ou une translation, puisque p est donné seulement à un facteur multiplicatif près et r à 
une constante d'intégration près. 
Le résultat ci-dessus peut être reformulé. Ainsi, les formes fondamentales peuvent être 
écrites, en termes de la normale N de la surface hyperbolique, c'est-à-dire 
en vertu de 
l = p2 (N;du2 - 2N u • N vdudv + N~dv2) , 
II = 2p(Nu X N v)' Ndudv = ±2plNu x Nvldudv, 
1 K=--= p2 
j2 
-.,..:.....--=0=- = EG-F2 
(2.137) 
(2.138) 
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Maintenant, les équations de Gauss-Weingarten impliquent que N satisfait l'équation 
hyperbolique 
(2.139) 
D'où, en prenant le produit vectoriel avec N, nous obtenons l'équation vectorielle 
(pN x Nu)v + (pN x Nv)u = 0, (2.140) 
laquelle est la condition d'intégrabilité pour (2.134) écrite sous la forme 
ru = pNu x N, rv = -pNv x N. (2.141) 
On réfère couramment à la dernière relation comme étant la formule de Lelieuvre. 
Réciproquement, toute solution de l'équation vectorielle (2.140) avec N 2 = 1 garantit 
l'existence d'une fonction vectorielle r satisfaisant (2.141). Ce qui, à son tour, implique 
que 
ru . N = 0, ru . N = 0, ru . Nu = 0, rv . N v = 0, (2.142) 
d'où r peut être vu comme le vecteur position d'une surface paramétrisée en coordonnées 
asymptotiques avec comme première et seconde formes fondamentales (2.137). En fait, on 
vérifie directement que les équations de Gauss-Mainardi-Codazzi (2.126) sont satisfaites 
modulo (2.140). Nous concluons que l'équation vectorielle (2.140), ou de façon équivalente, 
1 Pv 1 Pu êuêv€ 
êuv + 2pêu + 2pêv = 21êl2 + l' 
N= 11/ (-t(:!€)) , 
ê + 1 lêl 2 - 1 
(2.143) 
est une autre manifestation des équations de Gauss-Mainardi-Codazzi (2.126). En parti-
culier, le système de Bianchi classique est équivalent à (2.143 :1) auquel nous ajoutons la 
contrainte Puv = O. 
L'équation vectorielle (2.140) a une signification importante en théorie des solitons. 
Ainsi, si nous introduisons la fonction matricielle 
N=N·u, (2.144) 
où u = (al, a2, (73f et les ai sont les matrices de Pauli 
(
0 -i) (72 = i 0 ' (2.145) 
alors une forme équivalente de (2.140) est donnée par 
(2.146) 
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Ceci constitue une extension du modèle de type sigma non-linéaire. Ici, le groupe de Lie 
sous-jacent est 0(3). Il est à remarquer que le modèle sigma non-linéaire qui se base sur 
le groupe de Lie 0(2,1) est donné par 
Puv = 0, (2.147) 
Si la matrice S est paramétrisée de telle sorte que 
S = _1_ ( i(c - t) :-2ct _ ) 
c+t 2 -z(c-c) (2.148) 
et u, v sont pris comme étant les variables conjuguées complexes z, E, alors nous retrouvons 
l'équation d'Ernst de la relativité générale [10] 
1 Pz 1 Pz CzCz ( ) Czz + 2pCZ + 2pcz = lR(c) , pzz = O. 2.149 
Par conséquent, cette équation de Ernst peut être vue comme une contre-partie elliptique 
du système de Bianchi. 
Il est à noter que des versions en 2 + 1 dimensions du système de Bianchi, aussi bien 
que de l'équation de cognate Ernst, peuvent être construites en ajustant ces modèles de 
type sigma non-linéaire en un contexte plus général des systèmes LKR. 
2.6.2 Une transformation de Backlund pour les surfaces hyperboliques 
Nous allons à présent construire une transformation de Backlund obéissant à la condi-
tion de tangence 
r' = r + pr u + qr v, (2.150) 
c'est-à-dire, nous exigeons que les lignes, joignant des points correspondants de E et E', 
soient tangentielles à E. Nous considérons que les surfaces E et E' sont toutes les deux 
paramétrisées en terme des coordonnées asymptotiques u, v. Nous avons alors les condi-
tions 
e' = r' ·N' = 0 uu , g' = r' . N' = 0 vv (2.151) 
qui constituent deux équations différentielles non-linéaires de second ordre pour les fonc-
tions pet q. Toute solution de (2.151) donne naissance à des transformations de la forme 
(2.150) entre des surfaces hyperboliques E et E'. 
Nous sommes toutefois dans une situation fort différente si nous exigeons en plus que 
le vecteur r - r' soit aussi tangent à la surface E'. Il est alors approprié d'introduire un 
trièdre orthonormé constitué du vecteur normal N et de vecteurs unitaires tangentiels 
aux lignes de courbures sur E. On se convainc sans peine que les directions des lignes de 
courbures sont données par 
ru ± rv 
a b 
(2.152) 
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ou de façon équivalente :u ± ~v. (2.153) 
Ainsi, à l'instar de Bianchi [4], nous choisissons une base orthonormée de vecteur tangents 
w= 1 (Nu+Nv) 2cos~ ab' (2.154) 
où 
O=W+1r. (2.155) 
Il faut noter que les considérations de Bianchi se basent sur la représentation sphérique 
de la surface ~. Dans cette représentation, la première forme fondamentale est 
(2.156) 
de telle sorte que l'angle 0 entre les lignes de coordonnées sur la sphère est définie par 
N = N(u,v). 
En terme du trièdre orthonormé {V, W, N}, les équations de Gauss-Weingarten de-
viennent 
( 
0 -01 
0 1 0 
asin ~ a cos ~ 
(
0 O2 
-02 0 
-bsin n bcos n 2 2 
-asin~ ) ( V ) 
-acos- W 
2 ' o N 
bsin~ ) ( V ) -b~OS~ ~' 
(2.157) 
où 0 1 et rh sont définies par 
1 1 a Pv . 0 1 = -0 - --- SlllO 2 u 2bp , (2.158) 
Ces équations sont compatibles si et seulement si a, b, p et W = 0 - 1r satisfont les 
équations de Gauss-Mainardi-Codazzi (2.126). Le système (2.157) est rapidement dérivé 
par l'utilisation des équations de Weingarten sous la forme 
0v .Ow 
Tu = -pa cos "2 + paslll"2 ' 
Tv = -pb cos ~V + pb sin ~W. (2.159) 
En conséquence, le vecteur position T de ~ est obtenu par intégration de (2.159) une fois 
que V et W sont connus. 
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Étant donné que ces surfaces sont exprimées en termes des coordonnées asymptotiques 
u, v, les vecteurs de position T et T' satisfont la formule de Lelieuvre (2.141), c'est-à-dire 
où 
Tu = Vu X V, 
T' = V' X V' u u , 
V = ..[pN, 
Tv = -Vv x V, 
, " Tv =-vv xv , 
V' = RN'. 
En ces variables, les équations qui régissent V et v' (2.139) prennent la forme 
v uv = Av, 
et les courbures de Gauss s'écrivent 
v' = A'v' uv 
, 1 
K = -lv'14' 
L'exigence que T' - T soit tangentiel à la fois à E et à E' implique que 
T' - T = mv' xv. 
En considérant (2.160), nous obtenons en dérivant (2.164) par rapport à u que 
v~ x (v' - mv) + Vu X (mv' - v) - muv' x v = 0 
tel que la composante dans la direction v' - mv délivre 
(m2 - l)(v x vu) . v' = O. 
Similairement pour v, nous avons 
(m2 - l)(v x vv) . v' = O. 
(2.160) 
(2.161) 
(2.162) 
(2.163) 
(2.164) 
(2.165) 
(2.166) 
(2.167) 
Si nous assumons que les vecteurs vu, Vv et v sont linéairement indépendants et que 
E' f. E, alors m2 = 1. Sans perte de généralité, nous pouvons à présent poser 
m=l 
ce qui réduit (2.165) et son équivalent pour v à 
(v~ + vu) X (v' - v) = 0, (v~ - vv) X (v' + v) = O. 
Les conditions nécessaires (2.169) peuvent être mises sous la forme 
v~ +vu = k(v'- v), v~ - v v = l (v' + v), 
(2.168) 
(2.169) 
(2.170) 
où k, l sont jusqu'ici des fonctions indéterminées. La différentiation de la première et 
la seconde équation dans (2.170) respectivement par rapport à u et à v, et l'évaluation 
modulo (2.162), produit les contraintes 
(A' - kl- kv)v' + (A - kl + kv)v = 0, 
(A' - kl - lv)v' + (A - kl + lv)v = O. (2.171) 
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Ainsi, si nous assumons que v' et v sont des vecteurs non-parallèles, alors 
A = -kv + kl, A' = kv + kl, (2.172) 
La troisième équation de (2.171) est satisfaite identiquement par l'introduction d'un po-
tentiel 1/1 respectant 
k = - (ln 1/1)u' (2.173) 
tel que les deux relations restantes deviennent 
A' = A - 2(ln1/1)uv. (2.174) 
Dans un tel cas, le système (2.170) adopte la forme 
(2.175) 
Les relations (2.174) et (2.175) déterminent la transformation classique de Moutard. 
Dans le contexte actuel, si r est le vecteur position de la surface hyperbolique E donné 
en coordonnées asymptotiques et v est la normale à l'échelle correspondante satisfaisant 
l'équation de Moutard (2.162 :1), alors le système (2.175) est compatible si 1/1 est une 
solution de l'équation de Moutard (2.174 :1). Le vecteur position r' donné par (2.164) avec 
m = 1 représente alors une deuxième surface hyperbolique E', laquelle reste paramétrisée 
en termes des coordonnées asymptotiques u, v. De plus, r' - r est tangentiel aux deux 
surfaces E et E'. 
2.6.3 Le système de Bianchi 
Les équations de Gauss-Mainardi-Codazzi (2.126) représentent un système sous-déterminé 
pour les fonctions w, a, b et p. Ainsi, il est naturel d'augmenter ce système par des 
contraintes, lesquelles sont invariantes sous la transformation de Backlund dérivée à la 
section précédente. Ici, nous exigeons que la courbure de Gauss K soit invariante sous la 
transformation de Backlund, c'est-à-dire que 
1 1 
K=K=-p2' 
Par l'insertion des relations (2.161) avec p' = p et la paramétrisation 
N' = cos aN + sin a( cos ev + sin eW), 
(2.176) 
(2.177) 
où a dénote l'angle entre les normales N et N', dans le système (2.169), nous obtenons 
1 a ( 0) 1 a Pv . r""\ e = -0 + atan-eos e + - - ---smH 
u 2 u 2 2 2bp , 
1 a ( 0) 1 b Pu . e =--0 -beot-cos e-- +---smO 
v 2 v 2 2 2ap 
(2.178) 
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et les relations 
(J" = - P11. tan :: 
v. P 2' 
Pv (J" 
(J" = -cot-
v P 2' (2.179) 
lesquelles sont compatibles si et seulement si 
P11.v = O. (2.180) 
En ce sens, nous retrouvons la transformation de Backlund classique de Bianchi pour les 
surfaces hyperboliques avec courbure Gaussienne 
1 
J(=--
2 ' P 
P = U(u) + V(v). 
Celles-ci sont connues comme étant les surfaces de Bianchi. 
(2.181) 
Pour faire de la transformation de Backlund pour les surfaces de Bianchi quelque chose 
de plus explicite, le système (2.179) peut être intégré, ce qui donne 
(J" 
J.L = tan - = ± 2 
V(v) - k 
U(u) + k' (2.182) 
où k est une constante d'intégration. D'un autre côté, il est bien connu que les systèmes 
de Frobenius de la forme (2.178), i.e. 
(2.183) 
avec (u l , u2 ) = (u, v), sont équivalents aux équations de Riccati et par conséquent peuvent 
être linéarisés. En effet, en prenant 
<pl 
() = 2 arctan <p2 ' (2.184) 
la solution générale de (2.178) peut être exprimée en termes des solutions du système 
linéaire 
(2.185) 
où 
<p = ( :~ ) (2.186) 
et 
1 (1 0) Xl = 2" 0 -1 ' 1 (0 1) X 2 = 2" 1 0 ' 1 (0 1) X 3 = 2" -1 0 . (2.187) 
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Dans la terminologie de la théorie des solitons, le système linéaire (2.185) représente une 
paire de Lax «non-isospectrale» pour le système de Bianchi (2.126), (2.129) puisque nous 
pouvons voir f.L comme un «paramètre spectral» non constant. En fait, comme dans le cas 
des surfaces pseudosphériques, il constitue précisément la version su(2) des équations de 
Gauss-Weingarten (2.157) si k --+ 00. 
La transformation de Backlund (2.164) ou, de façon équivalente, 
r = r - -- -.- cos () - - - + cos () + - -, ( 2f.L ) 1 [ ( D) ru (D) rv] 
1+f.L2 smD 2 a 2 b (2.188) 
est maintenant appliquée aux surfaces de Bianchi les plus simples (dégénérées). La pre-
mière application est due à Bianchi qui a considéré le paraboloïde hyperbolique 
(2.189) 
comme surface semence. En termes des coordonnées asymptotiques, le vecteur position 
correspondant se lit 
1 
x = .,fj,(u + v), 1 y= .,fj,(u-v), z=uv, (2.190) 
et la courbure de Gauss prend la forme requise, i. e. 
Je _ _ 1 
- (u2 + v2 + 1)2 . (2.191) 
On démontre rapidement qu'une solution particulière de (2.178) conduit à une seconde 
surface E' donnée par 
, 1 ( 1-3U2 ) , 1 ( 1-3U2 ) 
x =.,f2 3u - v 1 + u2' y =.,f2 3u + v 1 + u2 ' 
Z' = ~ (~ ~ ~:) . (2.192) 
Une section particulière de cette surface est illustrée à la Figure 2.7. 
La seconde application de la transformation de Bianchi est associée avec la surface 
semence dégénérée pour laquelle les lignes de coordonnées sont parallèles, i.e. w = O. Nous 
effectuons le choix naturel 
D = 7r, a = a(p), (2.193) 
lequel se réduit aux équations de Gauss-Mainardi-Codazzi 
1 a 1/3 
a + -- - -- = 0 p 2p 2p , 
1/3 1 a 
/3 + -- - -- = 0, 
p 2 p 2 p (2.194) 
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FIG. 2.7 - Surface de Bianchi à partir d'un paraboloïde hyperbolique 
dont la solution générale est 
La comparaison des systèmes de Frobenuis (2.178), i.e. 
s~; e = - (Cl + ; ) Pu tan ~, 
Si~ e = - (Cl - ; ) Pv cot ~ 
avec (2.179) démontre alors que 
d'où 
e 
tan 2" = exp 'Y, 
• li 1 
Slnu = --h-' 
cos 'Y 
cose = tanh'Y. 
42 
(2.195) 
(2.196) 
(2.197) 
(2.198) 
D'un autre côté, les équations de Gauss-Weingarten (2.157) sont rapidement intégrées 
pour donner 
v ~ ( ~~: ) , 0 ) , (-S~:. ) (2.199) 
avec fJ = CIP cos ()" + c2ln P tel que le vecteur position r de la surface semence dégénérée E 
est donné par 
(2.200) 
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Si nous écrivons 
r' = r + psinu(sinOV - cosOW) 
pour le vecteur position générique de la seconde surface 2;', alors 
r' = ( P C~~~7 cœ: ) . 
P--h- smu 
cos, 
~Clp2 + C2PCOSU + psinutanh, 
Pour C2 = 0, le vecteur position r' est périodique en u. 
43 
(2.201) 
(2.202) 
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Chapitre 3 
Le mouvement des courbes et des 
surfaces. Les connexions solitoniques 
Dans ce chapitre, il est question de la connexion qui existe entre le mouvement des 
courbures et des surfaces et la théorie solitonique moderne. 
3.1 Les mouvements des courbes à torsion ou courbure constante. 
La connexion de sine-Gordon 
Quoique dans plusieurs travaux sur le mouvement des courbes soli toniques on traite la 
torsion et la courbure à l'aide d'une quantité complexe, nous baserons, ici, notre approche 
sur le trièdre orthonormé {t, n, b} habituel. Cette section se consacre à la dérivation de 
l'équation de sine-Gordon à partir de l'analyse du mouvement d'une courbe inextensible 
à torsion constante, laquelle, à son tour, balaie une surface pseudosphérique. 
Soit une courbe C en mouvement dans l'espace décrite par la fonction vectorielle r = 
r(s, t), où s est le paramètre naturel de la courbe et t le temps. Les vecteurs unitaires 
tangent, normal et binormal seront donc donnés par les relations de Serret-Frenet 
t s = Yi.n, 
ns = Tb - Yi.t, 
bs = -Tn, 
(3.1) 
où Yi. est la courbure et T la torsion. Il est à noter que le temps apparaît dans (3.1) comme 
un paramètre. 
44 
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Nous voulons que le trièdre t, n, b soit orthonormal en tout temps lors de son évolution 
temporelle. La forme générale que prend l'évolution du trièdre est alors 
tt = an + {3b, 
nt = -at+,b, 
bt = -{3t - ,n. 
(3.2) 
Nous exigeons que la dérivée par rapport au paramètre naturel et la dérivée temporelle 
commutent, c'est-à-dire 
(3.3) 
bts = bst , 
ce qui implique que la courbe C est inextensible. En appliquant les conditions de compa-
tibilité (3.3) aux systèmes (3.1) et (3.2), nous obtenons 
as = Kt + {3T, 
{3s = K, - Ta, 
,s = Tt - K{3. 
3.1.1 Le mouvement d'une courbe à torsion constante 
Comme conséquence du système (3.4), nous avons que 
(a2 + {32 + ,2)s = 2(aKt + ,Tt). 
(3.4) 
(3.5) 
Dans le cas particulier où a = 0 et Tt = 0, l'équation (3.5) implique que {32+,2 = 62(t), où 
62(t) est une fonction dépendante du temps et indéterminée. Nous pouvons alors définir 
{3 = 6(t) sin a, ,=6(t)cosa, (3.6) 
de telle sorte que les conditions de compatibilité (3.4) se réduisent à 
ast = -6(t)T(S) sin a, (3.7) 
où 
K = as. (3.8) 
Dans la situation où T = ! = TO et 6 = _l, l'équation (3.7) devient l'équation de sine-p p 
Gordon (2.27) sous la correspondance {a, s, t} -t {w, u, v}. De plus, les équations (3.1) et 
(3.2) prennent maintenant la forme 
as 
o 
-l/p 
o 
o 
(l/p) cos a 
( -1 / p) sin a ) ( t ) (-l/p) cos a n. 
o b 
La condition de compatibilité pour ce système produit l'équation de sine-Gordon. 
(3.9) 
(3.10) 
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Nous venons d'établir le lien qu'il y a entre une courbe en mouvement à torsion constante 
avec courbure K, = Wu et l'équation de sine-Gordon. La question qui s'en suit est: Est-ce 
qu'il existe un lien entre la dérivation de l'équation de sine-Gordon à l'aide du mouvement 
d'une courbe à torsion constante et la dérivation de cette même équation par l'approche 
classique qui se base sur les surfaces pseudosphériques? En fait, les deux représentations 
linéaires (2.31) et (3.9), (3.10) sont en effet équivalentes sous les correspondances 
{w,u,v} -+ {-a,8,t}, {A, B, C} -+ {t, n, b}. (3.11) 
Ainsi, une courbe C à torsion constante associée à l'équation de sine-Gordon trace, au 
fur et à mesure qu'elle évolue dans le temps, une surface pseudosphérique. De plus, à 
chaque instant cette courbure représente une ligne asymptotique sur la surface. Ceci est 
consistant avec le théorème classique de Beltrami-Enneper, lequel énonce que les lignes 
asymptotiques sur une surface à courbure Gaussienne -1/ p2 ont une torsion de magnitude 
égale à 1/ p. 
Nous obtenons aisément une expression pour la vitesse de la courbe à l'aide de la 
correspondance (3.11). En effet, (2.30 :2) démontre que 
Tv = cosw A + sinw B, 
d'où 
v = Tt = cosat - sinan. (3.12) 
Pour trouver une courbe à torsion constante en mouvement associée à une solution de 
l'équation de sine-Gordon, il s'agit de prendre une ligne asymptotique sur la surface pseu-
dosphérique en coordonnées asymptotiques qui correspond à cette solution et de l'animer 
à l'aide de l'autre paramètre. Si ceci est fait pour une solution double-solitonique, alors 
nous aurons une courbes à deux boucles. Au fur et à mesure que le temps avancera, ces 
boucles se déplaceront le long de la courbe, se rapprocheront, interagireront et ultime-
ment ressortiront inchangées mis-à-part un changement de phase dans leur position dû à 
l'interaction non-linéaire. 
3.1.2 Le mouvement d'une courbe inextensible à courbure constante 
Dans le cas où 'Y = 0 et K,t = 0 dans l'équation (3.5), le système (3.4) admet la solution 
cos a 
a=---, 
p 
1 
K, =-, 
p 
f3 - sina - , p 
où a est une solution de l'équation de sine-Gordon 
1 . 
ast = :2 S111a. p 
(3.13) 
(3.14) 
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La représentation linéaire avec la condition de compatibilité (3.14) est 
( 
t ) (0 1/ PO) ( t ) n = -1/ P 0 as n 
b 0 -as 0 b 
s 
( 
0 
(l/p) cos a 
( -1 / p) sin a 
(-l/p) cos a 
o 
o 
47 
(3.15) 
(3.16) 
Ce système peut être mis en correspondance avec la représentation linéaire (2.31) via 
{w,u,v} --+ {a,s,t}, {A,B,C} --+ {b,n,-t}. (3.17) 
Cependant, ici, t . N = t . C = -1 # 0, de telle sorte que la courbe à courbure constante 
en mouvement ne repose pas sur la surface pseudosphérique et donc ne la recouvre pas 
lorsque le temps s'écoule. 
3.2 Une représentation linéaire matricielle 2 x 2 pour l'équation 
de sine-Gordon 
Au chapitre précédent, nous avons dérivé l'équation de sine-Gordon comme une condi-
tion de compatibilité pour le sytème linéaire 3 x 3 généré par les équations de Gauss-
Weingarten (2.31) associées à des surfaces pseudosphériques. Par ailleurs, au début de ce 
chapitre, nous avons dérivé l'équation de sine-Gordon comme condition de compatibilité 
d'un autre sytème, c'est-à-dire le système linéaire 3 x 3 (3.9) (3.10) qui décrit l'évolution 
du trièdre {t, n, b} d'une courbe à torsion constante. 
L'équation de sine-Gordon peut aussi être dérivée comme condition de compatibilité 
d'un sytème linéaire 2 x 2. 
Nous pouvons constater que le système (2.31) est équivalent au système 
Wu = S'li, (3.18) 
Wv = T'li, 
où 
( ~" -Wu l~P ) , S= 0 
-l/p (3.19) 
( (-l/J)SinW 
0 (1/ p) sinw ) 
T= 0 (-1/ P6 cosw 
(1/ p) cosw 
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et la matrice \li est donnée par 
(3.20) 
où Ai, Bi et Ci sont les composantes des vecteurs unitaires A, B, C. Le fait que le 
trièdre {A, B, C} soit orthonormé et positivement orienté (right-handed) implique que la 
matrice \li est à la fois spéciale (det \li = 1) et orthogonale (\liT \li = 1). L'ensemble des 
matrices ayant ces caractéristiques forment le groupe (de Lie) sous la multiplication, connu 
sous l'appellation 80(3) (special orthogonal matrices). Il constitue une représentation du 
groupe des rotations en trois dimensions dans un espace Euclidien. 
La condition de compatibilité pour le système (3.18) est 
(3.21) 
où [8, Tl = 8T - T8 est le commutateur de 8 et T. En considérant 8 et T donnés par 
(3.19), la condition (3.21) est équivalente à l'équation de sine-Gordon (2.27). 
A un groupe de Lie correspond une algèbre de Lie qui consiste en un espace vectoriel 
assorti d'une bracket de Lie [·,·l : V x V ~ V qui est bilinéaire, anticommutative et qui 
satisfait l'identité de Jacobi, i.e. 
[a, lb, cl] + lb, [e, a]] + [e, [a, b]] = 0, Va,b,e E V. (3.22) 
Nous pouvons identifier l'algèbre de Lie du groupe 80(3) à l'aide de l'espace vectoriel réel 
avec la base {LI, L2 , L3} où les matrices Li, i = 1, 2, 3 sont données par 
(
0 0 0) LI = 0 0 -1 , 
010 ( 0 0 1) L2 = 0 00 , -1 0 0 ( 0 -1 0) L3 = 1 0 0 , 000 (3.23) 
et le bracket de Lie est l'opérateur de commutation. Les matrices Li satisfont les relations 
de commutation 
(3.24) 
lesquelles caractérisent l'algèbre de Lie du groupe 80(3). Cette algèbre de Lie est notée 
80(3). Ici, S, TE 80(3) avec 
1 8 = wv,L3 - -LI, 
P 
1 LI. L T = - cos W I + - sm W 2· 
P P 
(3.25) 
(3.26) 
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Pour faire la connexion entre la représentation linéaire matricielle 3 x 3 {A, B, C} et la 
représentation linéaire 2 x 2 AKNS, nous devons nous servir du fait que l'algèbre so(3) 
admet une représentation 2 x 2 en terme des matrices de Pauli 
( 0 -i) (J2 = i 0 ' (3.27) 
Les matrices (Ji, i = 1,2,3 satisfont les relations de commutation 
(3.28) 
Si nous défisssons (Jk 
ek = 2i' (3.29) 
alors le trièdre {eb e2, e3} est isomorphique à celui formé par {Lb L2' L3} sous la cor-
respondance ek +-t Lk. Nous pouvons donc construire une représentation linéaire 2 x 2 
pour l'équation de sine-Gordon à partir de la représentation linéaire 3 x 3. Ainsi, si 
S = slLI + s2L2 + s3L3 et T = tlLI + t2L2 + t3L3 sont des éléments de so(3) tels 
que la condition de compatibilité (3.21) tienne, alors les matrices 
satisfont 
Pv - Qu + [P, Q] = O. (3.30) 
Par conséquent, l'équation de sine-Gordon (2.27) peut en effet être généré comme la condi-
tion de compatibilité pour une représentation linéaire 2 x 2 
où 
<I>u = P<I>, 
<I>v = Q<I>, 
P = Wue3 - ~el = ~ (~7; ~:), 
1 1 . i ( 0 Q = -cosw el + -SlllW e2 = --2 iw ppp e 
L'introduction de la transformation de jauge ~ = G<I>, où 
G=(~ 1.), 
1, -1, 
(3.31) 
(3.32) 
(3.33) 
modifie la représentation linéaire déterminée par (3.31), (3.32) en un système équivalent 
de jauge, c'est-à-dire 
~ = GPG-I~ = (i/2P -w.u / 2P ) ~ 
u wu /2p -1,/2p , 
~ = GQG-I~ = _~ (C?SW sinw )~. 
v 2p SlllW - cosw 
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L'utilisation de l'invariance 
w=-w, 
_ u 
u =:x' fj =..\v 
50 
(3.34) 
de l'équation (2.27) injecte à présent le paramètre spectral réel ..\ dans le dernier système 
pour produire la représentation linéaire 2 x 2 AKNS standard pour l'équation de sine-
Gordon (2.27), via 
~u = ~ [( -~ù ~ù) + i~ (~ ~1)]~' 
~ = ~ ( - ~o~ w sin ~ ) ~. 
v 2..\p smw cosw 
(3.35) 
3.3 Le mouvement des surfaces pseudosphériques. Un système de 
Weingarten et sa transformation de Backlund 
La relation entre l'équation de sine-Gordon et la géométrie des surfaces pseudosphé-
riques ou le mouvement des courbes de torsion constante sur de telles surfaces a été établie. 
Dans cette section, certains mouvements des surfaces pseudosphériques seront examinés. 
Le mouvement d'une surface pseudosphérique L:: r = r (u, v, t) paramérisée dans les 
coordonnées asymptotiques u, v est examiné. À chaque instant t, la courbure totale 
JC = JC (t) < 0 est constante et négative sur I:. La base orthonormée {A, B, Cl, comme 
introduite dans (2.30), est utilisée et ainsi les équations de Gauss-Weingarten sont don-
nées par (2.31), où cette fois cependant, p = p (t) et w = w (u, v, t). L'évolution temporelle 
générale qui maintient l'orthonormalité du trièdre {A, B, C} est ajoutée, c'est-à-dire 
(3.36) 
où a, b et c sont des fonctions réelles de u, v et t. Le système linéaire (2.31), dans lequel 
le temps t entre seulement paramétriquement, englobe l'information que la surface I: 
est pseudosphérique et paramérisée par longueur d'arc le long des lignes asymptotiques. 
Pour construire une évolution du temps dans lequel ces propriétés sont préservées, il 
est requis que (3.36) soit compatible avec le système (2.31). Ceci impose les conditions 
Aut = Atu, Avt = Atv, etc. lesquelles, à leur tour, produisent le système linéaire non 
homogène suivant pour a, b et c : 
(3.37) 
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( ~) = ( (l/p) ~osw - {l/p6 cosw c (l/p) sin w 0 
v 
+ ( (1/p)~inw ) 
- (l/p) cosw t 
(3.38) 
Ce système est compatible modulo l'équation de sine-Gordon (2.27). 
Jusqu'ici, le mouvement de la surface E a été spécifié par l'évolution du champ de 
trièdres {A, B, C}. Dans ce qui suit, il est commode de travailler en terme de vélocité Tt 
de E . Si Tt est la représentation 
alors 
Tt = IA+mB +nC, 
At =Tut = Ttu = (lA + mB + nC)u 
=(lu +mwu) A + (-lwu + mu - n/p)B + (m/p+ nu) C, 
Bt = [Wt - n/ p - (lu + mwu) cotw + lvcscw] A 
+ [( -Wt + lwu - mu + 2n/ p) cotw + mvcscw] B 
+ [l/p - (nu + 2m/ p) cotw + nvcscw] C, 
(3.39) 
tandis que Ct = AtxB+AxBt . La condition que {A, B, C} reste un trièdre orthonormé, 
fournit les conditions nécessaires 
auquel cas 
lu +mwu = 0, 
Wt -lwu + mu - 2n/p - mvsecw = 0, 
lv cosw + mv sinw = 0, 
a = -lwu + mu - n/ p, 
b = nu + m/p, 
c = - (nu + 2m/ p) cotw + l/ p + nvcscw. 
(3.40) 
(3.41) 
(3.42) 
(3.43) 
(3.44) 
(3.45) 
Le réarrangement des contraintes (3.40)-(3.42) montre que, dans le but d'obtenir un mou-
vement valide, il est requis de déterminer 1 tel que 
sinw 
luv = lvwu cot w + lu -2-' 
P Wu 
alors que les quantités m et n sont données par 
m = -lu/Wu 
et p 
n = 2" (Wt - lwu + mu - mv sec w) , 
respectivement. 
(3.46) 
(3.4 7) 
(3.48) 
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Les contraintes résiduelles sur le mouvement sont obtenues par l'insertion de {a, b, c} 
données par (3.43)-(3.45) dans (3.37), (3.38). Celles-ci sont déterminées comme étant 
n 2 
nuu = (nu cot W - nvcscw) Wu + 2" + - (mwu cot w - mu) , p p 
n 2secw 
nvv = (nu cot w - nucscw) Wv + 2 + -- (mv - mwv cot w) , p p 
n (1). nuv = 2 cosw + - smw, 
P P t 
Ainsi, une évolution viable (3.39) requiert la solution du système (3.46)-(3.51). 
(3.49) 
(3.50) 
(3.51) 
Si un ensemble {a, b, c} et de ce fait le mouvement du trièdre {A, B, C} est connu, alors 
(3.43)-(3.45) fournit un système linéaire non homogène pour {l, m, n} pour déterminer 
v = Tt . Par exemple, une classe de solutions a p = 0 et 
{a,b,c} = {«(t)pwu,6(t)sinw,-«(t) -6(t)cosw} (3.52) 
pris avec la condition d'évolution linéaire auxiliaire 
Wt = P [6 (t) Wu - «(t) wu] (3.53) 
où 6 (t) , «(t) sont des fonctions arbitraires de t. Un mouvement constant avec l'ensemble 
de solutions (3.52) est donné par 
{l, m, n} = {p (8 cosw - (), p6 sinw, O}. (3.54) 
Ceci correspond à un glissement de L: dans lequel il n'y a pas de propagation normale. 
3.3.1 Une limite continue d'un modèle de réseau anharmonique 
Un autre mouvement possible {l, m, n} est donné par 
{l, m, n} = {p [ ~ + 8 cos w - (] ,p [8 sin w - W;u] , Wu } , 
où 
p P 3 (3 ) r Wt = 2wuuu + 4:wu + 2p - p( Wu + upwv, 
1 . 
W uv = p2 SIn w 
(3.55) 
(3.56) 
et 8 = 6 (t), ( = «(t) sont arbitraires tandis que p = 0 tel que la courbure totale K reste 
constante sur L: dans tout le mouvement. L'ensemble {a, b, c} est obtenu par la substitution 
de (3.55) dans (3.43)-(3.45). Le système de trièdre linéaire correspondant, consistant de 
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(2.31) augmenté par l'évolution temporelle (2.33), a comme condition de compatibilité le 
système non-linéaire couplé. L'élimination de W v de (3.56) donne 
P 3 2 (3 ) 6 . 
Wut = 2"wuuuu + 4: PWuwuu + 2p - p( Wuu + p sm W (3.57) 
L'équation solitonique avec 6 =1- ° et ( = 3/(2p2) a été originalement dérivée par Konno 
et al. [42] comme la limite continue d'un modèle de propagation d'onde dans un réseau 
anharmonique. 
La spécialisation 6 = 0, ( = 3/2p2 dans (3.57) produit l'équation de Korteweg-de Vries 
modifiée (mKdV) dans w' = Wu , c'est-à-dire 
1 1 6 12 1 ° w t' + wu'u'u' + W wu' = , (3.58) 
où u' = u/2, t ' = -t et p = 16 . L'équation mKdV a d'importantes applications, en 
particulier, dans l'analyse des ondes non linéaires de Alfvén dans un plasma sans collision 
[14]. Cette connexion avec la propagation d'onde acoustique dans le réseau anharmonique 
a été décrite par Zabusky [47]. 
3.3.2 Le système Weingarten 
Dans un mouvement en direction purement normale dans lequel la courbure Gaussienne 
K, = -1/ p2 de 1: peut maintenant évoluer dans le temps, les relations (3.40)-(3.42) donnent 
{l,m,n} = {0,0,pwt!2}. (3.59) 
Dans ce cas, la substitution dans le système de composantes normales (3.49)-(3.51) produit 
1 
Wuut = WuWut cot W - WuWvtCSCW + 2Wt, 
P 
1 
Wvvt = WvWvt cot W - WvWutCSCW + 2Wt, 
P 
1 . 
Wuv = 2 smw p 
Le mouvement normal (3.59) a la vitesse 
Tt = p()tN , (() = 2/w) 
(3.60) 
(3.61) 
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et, en terme des coordonnées de courbure x = u + v, y = u - v, le système (3.60) est 
équivalent à 
Oxyt - OxOyt cot 0 + OyOxt tan 0 = 0, 
-- - - - sm 0 - -.-0 0 t = 0, ( Oxt ) 1 (1.) 1 cos 0 x P P t sm 0 y y 
( ~yt) _ ~ (~cos 0) - _1_0xOxt = 0, sm 0 y P P t cos 0 
(3.62) 
Oxx - Oyy = 12 sin 0 cos O. P 
Ce système apparaît dans Eisenhart [91 en connexion avec une classe spéciale de surfaces 
triplement orthogonales. Il a été considérablement étudié par Weingarten dans le cas de 
P constant, par Bianchi et Darboux. En particulier, il a été démontré par Darboux que la 
solution générale du système dépend de cinq fonctions arbitraires d'une seule variable (voir 
aussi [43]). Il faut noter que, dans le système (3.62), chacun des (3.62 :2) ou (3.62 :3) est 
une conséquence de (3.57 :4) et de l'autre. Conséquemment, une de (3.62 :2) ou (3.62 :3) 
est redondante et peut être enlevée. 
3.3.3 Les transformations de Backlund 
Soit le vecteur position d'un point générique sur une surface pseudosphérique E en 
mouvement. Une transformation de Backlund peut être appliquée à chaque instant t afin 
de générer une nouvelle surface pseudosphérique. Ici, nous cherchons à faire cela de ma-
nière à ce que les contraintes du mouvement soient préservées. En particulier, des auto-
transformations de Backlund sont construites, lesquelles, à leur tour, maintiennent les 
restrictions sur le mouvement associé aux sytèmes de Weingarten et du réseau anhar-
monique. Ces auto-transformations de Backlund admettent génériquement (2.64) comme 
un principe de superposition non-linéaire pour la génération des solutions. Elles sont in-
duites par l'invariance de représentation linéaire 2 x 2 sous une transformation de jauge 
appropriée. 
Ainsi, au système linéaire 2 x 2 (3.31), avec P et Q donnés par (3.32), nous asssocions 
une évolution temporelle 2 x 2 correspondant à la représentation (3.36). Nous considérons 
la représentation linéaire 
où, puisque 
( 
~a 
-b 
a 
o 
-c 
<Pu = P(w)<p, 
<Pv = Q(w)<p, 
<Pt = R(w)<p, 
(3.63) 
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sous la correspondance ek ~ Lk , nous obtenons 
R(w) = ~ ( b ~aiC -~taiC) (3.64) 
avec a = a(w), b = b(w) et C = c(w). 
L'introduction de la transformation de jauge q,' = Hq" à l'intérieur de (3.63), donne 
q,' = P'q,' u , 
q,' = Q'q,' v , (3.65) 
q,~ = R'q,', 
où 
P' = (Hu + H P)H-1, Q' = (Hv + HQ)H-1, 
R' = (Ht + HR)H- 1• (3.66) 
Un trièdre orthonormé {A', B', C'}, où A = r~, B' = -A x N'et C' = N' sont donnés, 
à leur tour, par (2.40), (2.41) et (2.43), est maintenant introduit sur la transformée de 
Backlund E' de la surface E. Si \li est la matrice avec A, B et C comme lignes, et \li' est 
la matrice primée correspondante, alors, en utilisant (2.54), on démontre facilement que 
\li' = A\lI, 
où la matrice de transformation A est donnée par 
L{3 . 2
cP L{3 . cP cP 1- - sm -sm cos 
L{3 P P L 
A= - sin cP cos cP 1 - -{3 cos2 cP 
P 
L·
cP 
t 
--sm 
- cos cP 
P P 
avec cP = (w + w')/2. 
L. 
-smcP 
PL 
-- cos cP 
P L{3 
1--
P 
Puisque, \li, \li' E 80(3), il s'en suit que A E 80(3), c'est-à-dire, 
detA = 1. 
(3.67) 
(3.68) 
(3.69) 
En terme géométrique, ces relations sont juste une conséquence de l'observation que n'im-
porte quels deux trièdres orthonormés et positivement orientés sont reliés par une rotation. 
L'utilisation des isomorphismes 8u(2) - 80(3) délivre une matrice de transformation 
SU(2) correspondant à A, explicitement 
H = (1 + f3)-1/2 (-i~éP -i{31e- Üp ). (3.70) 
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La transformation de jauge particulière 
éP' = H(cp,{3)éP 
avec H donné par (3.70) agit sur la représentation linéaire 2 x 2 
pour produire 
éPu = P(w)éP, 
éPv = Q(w)éP, 
éP~ = P'(w)éP', 
éP~ = Q'(w)éP'. 
56 
(3.71) 
Cette transformation de jauge dépendant de {3 constitue une transformation matricielle 
de Dardoux prototypicale. Au niveau non-linéaire, elle induit l'auto-transformation de 
Backlund (2.49) pour l'équation de sine-Gordon (2.27). 
Dans le contexte présent, avec l'évolution temporelle accollée (3.63 :4), le paramètre de 
Backlund {3 peut dépendre de t dans (3.70). L'utilisation de la dernière expression prise 
avec (3.64) montre que 
R' = HtH- l + H RH-1 = HtHt + H RHt 
= ! ( ia' -b' + id ) 
2 b' + id -ia' 
(3.72) 
où Ht = fIT et 
a' = a - 1 :{32 [(3(a + CPt) + (bcoscp + csincp)], 
b' = b + 1 :{32 [(3( a + 4>t) cos 4> + ,B sin 4> - (32 cos 4>(b cos 4> + csin 4»] , (3.73) 
c' = c + 1 :{32 [(3( a + 4>t) sin 4> - ,B cos 4> - (32 sin 4>(b cos 4> + c sin 4»] . 
Un ensemble {a, b, c} particulier associé aux équations non-linéaires compatibles avec 
l'équation de sine-Gordon peut maintenant être inséré dans (3.73) pour générer une auto-
transformation de Backlund. 
1. Le système de Weingarten. Pour le sytème de Weingarten (3.60), avec {l,m,n} 
donné par (3.59), les relations (3.43)-(3.45) montrent que 
{a,b,c} = {- ~t, ~wut, ~(Wvtcscw - Wutcotw)}. (3.74) 
De manière à ce que la condition d'invariance 
R' = R'(w) (3.75) 
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soit satisfaite, il est nécessaire que, sur la substitution de (3.74) dans (3.73 :1), 
, 1 + {32 
Wt = 1 _ {32 Wt 
+ 1 ~~2 csc [wvt sin ( w' ; w) - Wut sin (w' ; w) ] . 
57 
(3.76) 
La dernière relation et les relations de Backlund classiques (2.49), prises avec les équations 
constituantes du système de Weingarten (3.60), montrent que les conditions résiduelles 
(3.73 :2 et 3) sont satisfaites modulo 
(3.77) 
d'où 
(3.78) 
où k est une constante d'intégration arbitraire, ici prise comme étant non nulle. Il faut 
noter que la relation (3.78), laquelle détemine le paramètre de Backlund (3(t) pour une 
évolution temporelle arbitraire de la courbure de Gauss K = -1/ p2(t) < 0, est consistante 
avec la relation (2.37), où k = 1/ L. 
Ce n'est maintenant qu'une routine de démontrer que les relations de Backlund clas-
siques (2.49) et la relation (3.76) sont compatibles modulo le système de Weingarten (3.60). 
Ainsi, l'auto-transformation de Backlund suivante, pour le système de Weingarten, a été 
établie: 
Théorème 3.1 Le système de Weingarlen (3.60) est invariant sous la transformation 
de Backlund 
, 2{3 . (w'+w) Wu =wu + -;;sm -2- , 
, 2 . (w'-w) Wv = -wv + {3psm -2- , 
, 1 + {32 
wt =1_{32Wt 
(3.79) 
2p{3 [. (w' +w) . (W'-w)] + 1 _ (32 CSC W Wvt sm -2- - Wut SIn -2- . 
Ici, K = -1/p2(t) et (3 = (3(t) est lié à p(t) par (3.78). 
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2. Un système pour un réseau anharmonique. Pour le système (3.56), en posant 
( = 3j(2p2), les relations (3.43)-(3.45) donnent 
{a,b,c} = {;; -Wt+&pwv, w;u +&sinw, 2 - - -&cosw w
2 
1 } 
4 2p2 ' (3.80) 
tandis que p = 0 et /J = O. La condition (3.75) exige, sur la substitution des relations 
(3.80) dans (3.73 :1), que 
1 f32 (wl + w) (f3 2 (33). (wl + w) wt = Wt + r;wu + f3wuu cos -2- + "2wu + p2 sm -2-
+ & [ _ 2pwv + ~ sin ( w' ~ w) ] (3.81) 
pris avec les relations de Backlund (2.49) où w = w(u,v,t), w' = w(u,v,t). En effet, le 
résultat qui suit peut être vérifié. 
Théorème 3.2 Le système 
(3.82) 
est invariant sous la transformation de Backlund 
1 2f3 . (wl+w) Wu =wu+ --;;sm -2- , 
1 2 . (wl-w) Wv = -Wv + f3p sm -2- , 
f32 (wl + w) (f3 (33) (wl + w) w~ = Wt + r;wu + f3w - uu cos -2- + 2w~ + p2 sin -2-
(3.83) 
[ 2 (wl-w)] + & -2pwv + psin -2- . 
Ici, P = /J = O. 
Il a été observé que la partie spatiale de la transformation de Backlund (3.83) coïncide 
avec la transformation de Backlund B,8 donnée par (2.49) pour l'équation de sine-Gordon 
classique. Ceci suggère que le théorème de permutabilité (2.64) associé avec B,8 peut aussi 
s'appliquer aux deux systèmes (3.60) et (3.82). En effet, il s'avère que ce principe de 
superposition non-linéaire est générique à tous les systèmes intégrables compatibles avec 
l'équation de sine-Gordon classique en ce sens qu'ils dérivent des mouvements compatibles 
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de surfaces pseudosphériques. En particulier, dans l'application du théorème de permuta-
bilité pour le système de Weingarten, les paramètres de Backlund (Ji sont indépendants 
du temps et donnés par 
pour la courbure totale spécifique J( = -1/p2(t). 
Le théorème de permutabilité (2.64) a été exploité par Konno et Sanuki [15] pour générer 
des solutions kink et solitonique du système hybride (3.57). 
3. L'équation de potentiel mKdV. On remarque que la spécialisation 8 = 0 dans 
(3.83) produit l'auto-transformation de Backlund habituelle donnée par (3.83 :1 et 3) pour 
l'équation de potentiel mKdV 
(3.84) 
et de ce fait pour l'équation mKdV (3.58). Les solutions multi-solitoniques de l'équation 
mKdV ont été construites, par Wadati [46], pour un réseau non-linéaire décrit, dans l'ap-
proximation continue des grandes longueurs d'onde, par une équation combinée mKdV-
KdV. 
Les relations (3.55) avec 8 = 0 et ( = 3/(2p2 ) établissent que l'équation de poten-
tiel mKdV peut être associée avec le mouvement d'une surface pseudosphérique E avec 
courbure totale J( = -1/ p2 et vélocité 
( [W~ 3 ] Wuu ) v = p 4 - 2p2 ' - PT' WU • (3.85) 
Il est intéressant de noter que la composante binormale de Wu de la vitesse de propagation 
de E est gouvernée par l'équation mKdV. 
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Étude des symétries et des solutions 
explicites aux E.D.P. 
Le sujet principal du présent chapitre constitue l'utilisation des symétries et de leurs 
généralisations dans l'obtention de solutions explicites aux équations aux dérivées par-
tielles. Tout d'abord, nous effectuons une révision des points cruciaux de la théorie de Lie 
sur les groupes de symétrie des équations différentielles. Pour une étude détaillée voir [191 
et [311. 
4.1 Symétries des équations différentielles 
Nous représentons par 
b. (x u(n)) = 0 1/ , , v=I, ... ,m (4.1) 
un système d'équation aux dérivées partielles d'ordre n en p variables indépendantes et 
q variables dépendantes. Dans l'équation (4.1), u(n) représente une dépendance sur les 
variables dépendantes u ainsi que sur leurs dérivées partielles d'ordre inférieur ou égal à 
n. Nous entendons par une symétrie du système (4.1) une transformation qui modifie les 
solutions de ce système de sorte qu'elles restent des solutions. 
Définition 4.1: Un groupe de Lie local de transformations C est dit un groupe de 
symétrie du système d'équations différentielles partielles (4.1) si 7 = g. J, où g E C, est 
une solution lorsque que f en est une. 
Dans le reste de la discussion, nous allons considérer le groupe de transformations G 
comme étant connexe. Nous excluons donc les groupes de symétries discrètes, car on ne 
peut les déterminer à l'aide de la technique infinitésimale que nous allons décrire. Le fait 
que G soit connexe implique qu'il suffit de travailler avec les générateurs infinitésimaux 
60 
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associés. Ces derniers forment une algèbre de Lie de champs de vecteurs 
p. â q â 
y= Lçl(X,U)âxi + LcpO(x,u)âuo' (4.2) 
i=l 0=1 
dans l'espace des variables indépendantes et dépendantes. On obtient, à partir de (4.2), les 
transformations du groupe G par la procédure d'exponentiation. Le groupe à un paramètre 
G = {gô 1 é E lR} qui est généré à partir de cette procédure est donclasolution gô'(xo, uo) = 
(X(é), U(é)) du système d'équations différentielles ordinaires du premier ordre 
dxi. duO di = çl(X, u), dé = cpO(x, u), (4.3) 
déterminée en utilisant les conditions initiales (xo, uo) à é = O. 
L'effet des transformations de G se situe au niveau des fonctions u = f(x). Cet effet 
se répercute aussi au niveau des dérivées de ces fonctions, ce qui induit les transforma-
tions prolongées. Étant donné la complexité de la formule pour de telles transformations 
prolongées, nous allons préférer les générateurs infinitésimaux prolongés puisqu'il est plus 
simple de travailler avec eux. Ces derniers sont les champs de vecteurs 
P â q â 
pr(n)y = L çi(X, u){ji + L L cpj(x, u(n») â 0' 
i=l X 0=1 #J~n UJ 
(4.4) 
dans l'espace des variables indépendantes, dépendantes et des dérivées de ces dernières 
jusqu'à l'ordre n. À l'intérieur de l'équation (4.4), les dérivées sont notées uj = âJuo jâxJ, 
où J = (j1,"" jp), 1 ~ jv ~ n. Ici, jv est l'ordre de la dérivation par rapport à la z}ème 
variable indépendante, xv. Notez que Uj,i = âxiuj. Les coefficients cpj de pr(n)y sont donnés 
par la formule explicite 
p 
CPJ = DJQo + LçiUJ,i' (4.5) 
i=l 
en terme des coefficients çi, cpo du champ de vecteurs original (4.2). Dans l'équation 
(4.5), D J = Di1 ~2 ••• dl, où Dv représente la dérivée totale par rapport à la variable 
indépendante Xv et est donnée par la formule 
â q â 
Dv = ex + L L uJ,vâuo' (4.6) 
v 0=1 #J~n J 
Dans les équations (4.4) et (4.6), 2:: signifie que l'on somme sur les combinaisons de jv 
#J~n 
telles que j1 + j2 + ... + jp ~ n. Les QO sont donnés par 
p âuo QO(X,U(l») = cpO(x,u) - t;tçi(x,U) âXi' Ct = 1, ... ,q. (4.7) 
L'ensemble des q fonctions QO est appelé la caractéristique du champ de vecteurs (4.2). 
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Théorème 4.3: Un groupe de transformations connexe G est un groupe de symétrie 
du système (non-dégénéré) d'équations différentielles (4.1) si et seulement si le critère de 
symétrie infinitésimal 
quand b,. = 0, (4.8) 
est satisfait pour tout générateur infinitésimal y de G. 
On appelle (4.8) les équations déterminantes du groupe de symétrie pour le système. 
On détermine le groupe de symétrie du système (4.1) en résolvant le système linéaire sur-
déterminé d'E.D.P. pour les coefficients ~i et cpo de y que forment les équations (4.8) et 
en résolvant ensuite le système (4.3). 
A titre d'exemple, considérons le cas où le nombre de variables indépendantes et dépen-
dantes sont respectivement p = 2 et q = 1 dans le système (4.1). De plus, supposons que 
le système est d'ordre 2. On obtient donc, de l'équation (4.2), que le champ de vecteurs 
peut s'écrire 
y = ~(x, t, U)! + r(x, t, u) :t + cp(x, t, u) :u· (4.9) 
Ainsi la prolongation du champ de vecteurs (4.9) est 
a a a a a a a a 
pr(2)y = ~_ + r- + cp- + 4JX- + 4Jt- + 4Jxt _ + 4Jxx __ + 4Jtt_. (4.10) 
ax at au aux aUt aUxt auxx aUtt 
Les coefficients de (4.10) sont alors les suivants: 
cpxx =CPxx + (2cpux - ~xx) Ux + (CPuu - 2~xu) Ux 2 - ~uuux 3 
+ (CPu - 2~x) Uxx - rxxUt - 2rxuxt - 2rxuuxut - ruuux 2Ut 
- 2TuUtUxt - ruUtUxx - 3~uuxuxx 
(4.11) 
(4.12) 
(4.13) 
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cpxt =CPxt + (CPtu - €xt) Ux + (CPxu - Txt) Ut + (CPuu - €xu - Ttu) UxUt 
- €tuUx
2 
- TxuUt
2 
- €uuu x 2Ut - TuuUxUt2 + (CPu - €x - Tt) Uxt 
- €tUxx - TxUtt - 2€uu xUxt - 2TuUxtUt - €uUxxUt - TuUxUtt 
cptt =CPtt + (2CPut - Ttt) Ut - €ttUx + (CPuu - 2Tut) Ut2 - 2€utUxUt 
- TuuUt
3 
- €uuUx Ut
2 + (CPu - 2Tt) Utt - 2€tUxt - 3TuUtUtt 
- 2€uUtUxt - €uUttUx 
63 
(4.14) 
(4.15) 
Nous allons maintenant présenter quelques exemples pour illustrer la démarche à suivre 
pour obtenir le groupe de symétrie G d'un système d'équations différentielles partielles. 
Exemple 4.1 Un exemple classique que l'on retrouve souvent dans la littérature pour 
illustrer ces techniques est l'équation de chaleur 
t:1 == Ut - Uxx = o. (4.16) 
Dans le cas présent les variables indépendantes sont x et t, tandis qu'il n'y a qu'une seule 
variable dépendante, c'est-à-dire u. Nous avons donc que p = 2 et q = 1 et notre champ de 
vecteurs est celui donné par l'équation (4.9). L'équation (4.16) est une sous-variété de X x 
U(2). On a alors n = 2 et la prolongation du champ de vecteurs est donnée par l'équation 
(4.10). Afin d'obtenir les générateurs infinitésimaux, il faut déterminer les fonctions €,T et 
cp en résolvant le système sur-déterminé (4.8). Pour ce faire, on commence par appliquer 
la prolongation du champ de vecteurs (l'équation (4.9) à l'équation de chaleur (4.16). On 
obtient ainsi que le critère infinitésimal de symétrie est 
cpt _ cpxx = O. (4.17) 
En substituant les coefficients (4.12) et (4.13) dans l'équation (4.17) et en éliminant les 
dérivées par rapport au temps à l'aide de l'équation (4.16), on obtient 
CPt - CPxx - (2cpux - €xx + €t) Ux - (CPuu - 2€xu) Ux 2 + €uuux 3 + TuuUx 2uxx 
+ (2Txu + 2€u) UxUxx + (Txx - Tt + 2€x) Uxx + 2TuUxUxt + TxUxt = O. (4.18) 
On exige que les coefficients des dérivées partielles de U s'annulent, ce qui nous donne un 
système à résoudre. À partir des coefficients des deux derniers termes de l'équation (4.18), 
on conclut que T = T(t). La dérivée mixte de T présente dans le coefficient de UxUxx est 
nulle, donc €u = 0 et nous pouvons affirmer que € = €(x, t). Du coefficient de Uxx , on a 
que 
(4.19) 
En dérivant l'équation précédente par rapport à x, on trouve que €xx = 0 ce qui implique 
que € est au plus linéaire en x, c'est-à-dire que 
(4.20) 
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Puisque ç ne dépend pas de u, le coefficient de U x 2 nous indique que CPuu = 0 et donc que 
cp est au plus linéaire en u, ainsi nous pouvons écrire 
cp = a(x, t)u + f3(x, t). (4.21) 
La différence des deux premiers termes de l'équation (4.18) doit être nulle, car ce sont les 
seuls termes n'étant pas des coefficients de dérivées partielles de u. Ainsi, en se servant de 
(4.21), on trouve que 
atu + f3t - axxu - f3xx = o. (4.22) 
L'équation (4.22) ne peut être respectée que si 
(4.23) 
et 
f3t - f3xx = o. (4.24) 
Du coefficient de ux , en considérant (4.21) et (4.20), on a que 
Ttt 
2ax + 2"x + 'f/t = O. (4.25) 
En intégrant par rapport à x, on obtient 
a = - Tttx2 _ 'f/t +,(t) 
8 2 . (4.26) 
En substituant (4.26) dans (4.23), on trouve 
Tttt 2 + 'f/tt Ttt 
-x -X-ft =-. 
8 2 4 
Pour que la dernière équation soit vraie pour n'importe quelle valeur de x et de t, il faut 
que Tttt = 0, 'f/tt = 0 et -ft = Ttt/4. On peut donc écrire 
et 
Ainsi, 
, = -2c1t + Ctl· 
Finalement, la solution la plus générale est 
ç = 4clXt + C2X + 2C4t + C5 
T = 4c1t2 + 2C2t + C3 
cp = (-C1X2 - C4X - 2c1t + Ctl) u + f3(x, t), 
( 4.27) 
(4.28) 
(4.29) 
( 4.30) 
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où (3(x, t) est soumis à la condition {3t = {3xx et les coefficients Ci sont arbitraires. Ainsi le 
champ de vecteurs v est donné par 
a (2 ) a 
v = (4Clxt + C2X + 2C4t + cs) ax + 4Clt + 2C2t + C3 at 
+ (( -CIX2 - C4 X - 2clt + Cfj) u + (3(x, t)) :u' 
(4.31) 
Nous avons donc une algèbre de Lie des symétries infinitésimales de l'équation de chaleur 
générée par les champs de vecteurs 
a a a 
VI = (4xt + 4t) ax + 4t2 at - (x2 + 2t)u au 
a a 
v2 = x- +2t-
ax at 
a 
v3= -
at 
a a 
V4 = 2t- -xu-
ax au 
a 
vs=-
ax 
a 
v6=u-
au 
et la sous-algèbre de dimension infinie 
(Cl = 1,c2 = a,C3 = a,C4 = a,cs = a,Cfj = a) 
(Cl = a,C2 = 1,c3 = a,C4 = a,cs = a,Cfj = a) 
(Cl = a,C2 = a,C3 = 1,c4 = a,cs = a,Cfj = a) 
(Cl = a,C2 = a,C3 = a,C4 = l,cs = a,Cfj = a) 
(Cl = a, C2 = a, C3 = a, C4 = a, Cs = 1, Cfj = a) 
(Cl = a,C2 = a,C3 = a,C4 = a,cs = a,Cfj = 1), 
( 4.32) 
a 
v{3 = (3(x, t) au' 
où {3 est une solution arbitraire de l'équation de chaleur, c'est-à-dire soumise à la condition 
(4.24). Du dernier générateur v{3, on conclut que l'équation de chaleur admet un principe 
de superposition des solutions. Les groupes de symétrie à un paramètre Gi générés par les 
Vi sont 
G2 : 
G3 : 
G4 : 
Gs : 
(x, t, u) ~ (eEx, e2Et, u), 
(x,t,u) ~ (x,t+e,u), 
(x, t, u) ~ (x + 2ét, t, u· exp ( -ex - e2t)), 
(x, t, u) ~ (x + e, t, u)), 
G6 : (x, t, u) ~ (x, t, eEu), 
G{3 : (x, t, u) ~ (x, t, u + e{3(x, t)). 
( 4.33) 
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Ainsi, si U = f(x, t) est une solution de l'équation de chaleur, alors les solutions suivantes 
le sont aussi. 
U(1) = JI! 4ét exp { 1-:~:t } f (1 : 4ét' 1 +t 4ét ) 
U(2) = J(e-ex , e-2et) 
u(3) = f(x, t - ê) 
U(4) = e-ex+e2t f(x - 2êt, t) 
U(5) = f(x - ê, t) 
U(6) = ee f(x, t) 
u{(3) = f(x, t) + ê{3(X, t) 
(4.34) 
Puisque chaque groupe de transformation modifie une solution de sorte qu'elle soit tou-
jours une solution après la transformation, il est légitime de prendre une composition 
des transformations des Gi . Ainsi, la solution la plus générale que l'on puisse obtenir des 
groupes de transformations à un paramètre est 
Exemple 4.2: Intéressons nous maintenant à l'équation de Boussinesq 
Utt + UUxx + ux 2 + Uxxxx = 0 (4.36) 
apparaissant dans le traitement de la propagation d'ondes solitaires unidirectionnelles en 
eau peu profonde, [2]. Nous avons, comme pour l'équation de chaleur, deux variables 
indépendantes x et t, et une variable dépendante u. Toutefois, l'équation (4.36) est ici une 
sous-variété dans X x U(4) plutôt que dans X x U(2) comme dans l'exemple de l'équation 
de chaleur. Ainsi, p = 2, q = 1 et n = 4. Le champ de vecteur, ici, est aussi donné par 
l'équation (4.9). La prolongation sera quant à elle similaire à l'équation (4.10), mais avec 
davantage de termes de manière à inclure les dérivées partielles d'ordre inférieur et égal 
à quatre. Le critère de symétrie est obtenu en faisant agir la quatrième prolongation du 
champ de vecteurs (4.9) sur l'équation (4.36). Nous obtenons 
(4.37) 
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où les coefficients rpx, rpxx, rptt sont donnés respectivement par les équations (4.11),(4.13),(4.15), 
tandis que 
rpXXXX =rpxxxx + (4rpxxxu - ~xxxx)ux + (4rpxxuu - 4~xxxu)Ux 2 + (4rpxuuu - 6~xxuu)Ux 3 
+ (rpuuuu - 4~xuuu)Ux 4 - ~uuuuUx 5 + (6rpxxu - 4~xxx)uxx + (rpu - 4~x - ~u)Uxxxx 
+ (3rpuu - 12~xu)uxx 2 + (4rpxu - 6~xx)uxxx - TxxxxUt - 4TxxxUxt - 6TxxUxxt 
- (Tu + 4Tx )Uxxxt + (12rpxuu - 18~xxu)uxUxx + (6rpuuu - 25~xuu)ux 2uxx 
- 10~uuuux 3uxx - 15~uuuxuxx 2 + (4rpuu - 16~xu)uxUxxx - lO~uuux 2uxxx 
- 4~uuxuxxxx - 10~uuxxUxxx - 4TxxxuUxUt - 6TxxuuUx 2Ut - 4TxuuuUx 3Ut - TuuuuUx 4Ut 
- 6TxxuUxxUt - 3TuuUxx2Ut - 4TxuUxxxUt - TuUxxxxUt -12TxxuUxUxt - 6TxuuUx2Uxt 
- (6Txuu + 4Tuuu )Ux 3Uxt - 12TxuUxxUxt - 4TuUxxxUxt - 12TxuUxUxxt - 6TuuUx 2Uxxt 
- 6TuUxxUxxt - 3TuUxUxxx - 12TxuuUxUxxUt - 6TuuuUx 2UxxUt 
- 4TuuUxUxxxUt - 12TuuUxUxxUxt. 
( 4.38) 
Les équations (4.37) et (4.36) forment ensemble le système sur-déterminé, correspondant 
au système (4.8), qu'il faut résoudre, après quoi on obtient les générateurs infinitésimaux 
V3 = xôx + 2tôt - 2uôu . ( 4.39) 
Les symétries données par ces générateurs sont des translations et des changements d'échelles 
plutôt triviaux. Le théorème 4.3 nous assure que ce sont les seules symétries de l'équation 
de Boussinesq. 
Exemple 4.3: Nous allons à présent trouver les symétries de l'équation suivante: 
b. == Ut - exp (-u)b(uxt) = 0, (4.40) 
où b(uxt) est une fonction indéterminée. On constate que l'équation (4.40) est d'ordre 
deux. De plus, elle est formée de deux variables indépendantes, c'est-à-dire x et t, et d'une 
variable dépendante u. Notre champ de vecteurs est donc celui de l'équation (4.9) et ainsi 
la seconde prolongation est donnée par (4.10). En appliquant la prolongation (4.10) à 
l'équation (4.40), on obtient son critère de symétrie, qui est 
(4.41 ) 
quand l'équation (4.40) est respectée. Les coefficients rpi nécessaires sont évidemment 
donnés par les équations (4.12) et (4.14). En introduisant ces coefficients dans l'équation 
(4.41) et en substituant les valeur de Ut par exp-u b(uxt) (puisque l'équation (4.40) doit 
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être respectée) on obtient, après quelques manipulations, 
( -çt - çue-ub - (cptu - çxt)e-Ub' - (CPuu - Çxu - Ttu)e-2ubb' + Tuue-3ub2b') Ux 
+ (çtue-ub' + çuue-2ubb') (Ux)2 + (-e-U(cpu - Çx - Tt)b' + 2e-2UTubb') Uxt 
+ (çue-2Ubb' + çte-Ub')uxx + Txe-ub'utt + 2çue-ub'uxuxt + Tue-ub'uxutt 
+ cpe-ub + CPt + (<Pu - Tt)e-Ub - Tue-2ub2 - <Pxte- Ub' - (<Pxu - Txt)e-2ubb' 
+ Txue-3ub2b' = 0 
(4.42) 
On exige, comme dans les exemples précédents, que les coefficients des différentes dérivées 
partielles de U s'annulent, ce qui nous donne un système d'équations différentielles par-
tielles à résoudre. Le coefficient du terme en Utt et celui du terme en UxUtt nous permettent 
de conclure que 
T = T(t). (4.43) 
De même, les coefficients du terme en UxUxt et celui du terme en Uxx nous permettent de 
conclure que 
ç = ç(x). 
On peut dès lors réduire le système, de sorte qu'il devient 
- <Ptu - <Puue-ub = 0, 
<Pu - Çx - Tt = 0, 
~b ( )~b ~b' ~bb' 0 cpe + CPt + CPu - Tt e - CPxte - CPxue =. 
(4.44) 
(4.45) 
(4.46) 
(4.47) 
Puisque T = T(t) et ç = ç(x), l'intégration par rapport à U de l'équation (4.46) donne 
cP = (çx + Tt)U + f3(x, t), (4.48) 
où f3 est une fonction pour l'instant indéterminée. En conséquence de (4.48), nous avons 
que <Puu = O. En considérant ce résultat, nous avons de l'équation (4.45) que <Ptu = o. En 
prenant la dérivée seconde mixte par rapport à t et à U de l'équation (4.48), nous trouvons 
que Ttt = O. Ainsi, le coefficient T est une fonction linéaire du temps, i.e. 
(4.49) 
où Cl et C2 sont des constantes arbitraires. En substituant la forme pour le coefficient cP 
donnée par l'équation (4.48), tout en tenant compte de l'équation (4.49), dans l'équation 
(4.4 7), on trouve 
[((çx + cr)u + f3 + çx) b - f3xtb'] e-u - çxxe-2ubb' + f3t = O. (4.50) 
En prenant la dérivée seconde mixte ô2jôtÔUx t de l'équation (4.50), on trouve 
f3tb' + f3xttb" = o. 
Les deux solutions suivantes sont alors possibles : 
(4.51) 
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i) {3 = {3(x) => {3t = {3xtt = 0 
ii) bl/" = f3{3tt = A, où A est une constante et b' =f O. 
xtt 
Considérons tout d'abord le cas i). Puisque {3 ne dépend pas de la variable t, l'équation 
(4.50) peut se réduire à 
(4.52) 
En dérivant l'équation (4.52) par rapport à Uxt, nous avons que 
Ici encore nous avons deux possibilités. 
1) b" =f 0 
II) b" = 0, c'est-à-dire que b est une fonction linéaire en Uxt. 
Considérons le cas 1). Puisque b" =f 0, nous avons que Çxx et par conséquent que 
ç = ex + C3. 
En introduisant cette forme pour ç dans l'équation (4.52), nous obtenons 
(e + CI)U + {3 + e = o. (4.53) 
Une conséquence évidente de l'équation (4.53) est que e = -Cl et que {3 = Cl. Nous avons 
donc que tous les coefficients du générateur infinitésimal v sont déterminés pour le sous 
cas 1) du cas i). Ceux-ci sont 
T = clt + C2, 
ç = -CIX + C3, 
cp = Cl· 
( 4.54) 
On se rappelle que pour trouver ces résultats nous avons fait les hypothèses que {3 = {3(x) 
et que b" =f o. Outre ces dernières hypothèses, aucune restriction ne s'impose sur le choix 
de la fonction b. En d'autres termes, la fonction b est n'importe quelle fonction de Uxt qui 
n'est aucune de ces trois types: 
• fonction nulle, 
• fonction constante, 
• fonction linéaire. 
Pour ce qui est du cas II) la fonction b est restreinte à être une fonction linéaire de Uxt, 
i.e. b = AUxt + B. Si l'on suppose A =f 0, nous retrouvons les même valeurs de coefficients 
que (4.54). Pour ce qui est du cas ii), la fonction b est restreinte à être une fonction 
exponentielle. Cette restriction nous conduit rapidement à la condition {3 = {3(x), et ainsi 
nous nous retrouvons dans un sous cas du cas 1) de i) que nous avons calculé en détail 
précédemment. 
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En conclusion, la base de générateurs de symétrie de l'équation (4.40), où b est une 
fonction totalement arbitraire autre q'une fonction constante, est la suivante: 
a a a 
VI =t- -x- +-, 
at ax au 
a 
V2=-
at 
( 4.55) 
a 
Va=-
ax 
Exemple 4.4: Nous allons maintenant chercher les symétries de l'équation 
(4.56) 
où b(uxx ) est une fonction indéterminée. L'équation (4.56) est d'ordre deux et est formée de 
deux variables indépendantes, nommément x et t, ainsi que d'une variable dépendante, u. 
A l'instar des exemples précédents, notre champ de vecteurs est donné par l'équation (4.9) 
et sa prolongation d'ordre deux donnée par (4.10). En appliquant la deuxième prolongation 
à l'équation (4.56), on trouve que le critère de symétrie de cette équation est 
b. = O. ( 4.57) 
En substituant les coefficients (4.12) et (4.13) dans l'équation (4.57) et en substituant Ut 
par b( uxx ) conformément à b. = 0, on obtient, après quelques manipulations, que 
çuub'(uxx)(ux)3 + (Tuub'(uxx)b(uxx) - (CPuu - 2çxu)b'(uxx )) (ux? 
+ (Tub' (uxx)b( uxx ) - (CPu - 2çx)b' (uxx )) Uxx + 3çub' (uxx)uxuxx 
+ (2Txub'(uxx)b(uxx) - çt - çub(uxx ) - (2cpxu - çxx)b'(uxx )) Ux 
+ 2Tub'(uxx)uxUxt + 2Txb'(uxx )uxt + Txxb'(uxx)b(uxx) 
- Tu (b(uxx ))2 - CPxxb'(uxx ) + CPt + (CPu - Tt)b(uxx ) = O. 
(4.58) 
On détermine les coefficients ç(x, t, u), T(X, t, u) et cp(x, t, u) du champ de vecteurs en 
résolvant le système sur-déterminé d'équations aux dérivées partielles obtenu en annulant 
les coefficients des dérivées partielles dans l'équation (4.58). Du coefficient de UxUxx on 
constate que 
ç = ç(x, t). ( 4.59) 
Des coefficients de UxUxt et de Uxt on a que 
T = T(t). (4.60) 
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En tenant compte de (4.59) et (4.60), le système d'équations aux dérivées partielles se 
réduit à 
De (4.62), on a que 
CPuu = 0, 
2çx - cpu = 0, 
- çt - (2cpxu - çxx)b' = 0, 
CPt - CPxxb' + (CPu - 'Tt)b = O. 
cP = 2çxu + f3(x, t), 
(4.61) 
(4.62) 
(4.63) 
(4.64) 
(4.65) 
où f3(x, t) est une fonction à déterminée. L'équation (4.65) satisfait l'équation (4.61). En 
considérant l'équation (4.65), l'équation (4.63) devient 
çt + 3çxxxb' = O. 
Toujours en considérant l'équation (4.65), l'équation (4.64) devient 
2çxtu + f3t - (2çxxxu + f3xx)b' + (2çx - 'Tt)b = O. 
(4.66) 
( 4.67) 
Le système est à présent formé des équations (4.65),(4.66) et (4.67). Commençons par 
dérivée l'équation (4.66) par rapport à uxx , ce qui donne 
3çxxx b" = o. 
Il existe deux possibilités faisant en sorte que cette dernière équation soit vérifiée, c'est-à-
dire i)çxx = a ou ii)b" = O. 
cas i): En substituant Çxx = a dans l'équation (4.66), on conclut sans peine que ç = ç(x), 
et ainsi 
( 4.68) 
On calcul les dérivées de ç nécessaire à l'aide de l'équation (4.68) et on les substitut dans 
l'équation (4.64). On obtient alors 
(4.69) 
En dérivant la dernière équation par rapport à U xx , on trouve 
(4.70) 
Dans cette équation le membre de gauche peut s'annuler de différentes manières . 
• De manière à ce que la fonction b reste totalement arbitraire, considérons f3xx = 0 et 
2Cl - 'Tt = O. Nous avons immédiatement des conditions que nous imposons que 
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De l'équation (4.69), on a que f3t = 0 et ainsi que 
f3 = f3(x). 
De la conditions f3xx = 0, on obtient 
Finalement, les coefficients du générateur infinitésimal sont 
T = 2Clt + C3, 
ç = CIX + C2, 
cp = 2Cl U + C4X + C5 
La base de générateurs de l'équation (4.56) pour une fonction b( uxx ) arbitraire est: 
VI = 2tÔt + XÔX + 2uôu , 
V2 = ôX , 
V3 = Ôt, 
V4 = XÔU , 
Vs = ôu· 
• Une autre façon que l'équation (4.70) soit vériéfiée est la suivante, sous les hypothèses 
b' =1= 0 et f3xx =1= 0, l'équation (4.70) implique 
b" -(2Cl - Tt) 
- - A (4.71) b' - f3xx -, 
où A est une constante. En effet, le terme à gauche de la première égalité est fonction 
de U xx , tandis que celui à droite est fonction de x et t, l'égalité n'est possible que si 
ces deux termes sont des fonctions constantes. On peut donc écrire 
ôu,.., ln b' = A. 
En intégrant, on obtient que la fonction b doit être de la forme 
(4.72) 
où B est une constante d'intégration. En substituant la forme de b donnée par (4.72) 
dans l'équation (4.69), on arrive à la conclusion que f3t = 0 et donc que f3 = f3(x). 
L'équation (4.70) peut s'écrire sous la forme 
2Cl - Tt = -Af3xx' 
En dérivant cette équation par rapport à t, on obtient facilement que 
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En utilisant se résultat, on conclut de l'équation (4.70) que 
C3 - 2Cl 2 {3 = 2A x + CsX + ct;. 
En résumé les coefficients sont 
T = C3t + C4, 
ç = CIX + C2, 
C3 - 2Cl 2 
cp = 2CIU + 2A x + CsX + ct;. 
Les générateurs de symétries de l'équation (4.56) pour une fonction b donnée par 
(4.72) sont: 
X2 
VI = x8x + (2u - A )au, 
V2 = 8x, 
X2 
V3 = t8t + 2A 8u , 
V4 = 8t , 
Vs = x8u , 
V6 = 8u • 
cas ii): Considérons le cas où b" = O. Ainsi, la fonction b est une fonction linéaire, 
c'est-à-dire 
b = Auxx + B, (4.73) 
où A et B sont des constantes arbitraires. En introduisant cette forme pour b dans l'équa-
tion (4.67), on trouve rapidement les coefficients 
T = 2Clt + C3, 
ç = CIX + C2, 
cp = 2CIU + {3(x, t), 
où {3 est une solution de l'équation 
{3t = A{3xx. 
La base de générateurs associée est : 
VI = 2t8t + x8x + 2u8u , 
V2 = 8x , 
V3 = 8t , 
v{3 = {38u . 
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Exemple 4.5: Nous terminons cette section avec le calcul des groupes de symétrie de 
l'équation de Dirac 
J.L = 0, 1,2,3, (4.74) 
où i est le nombre imaginaire, li = 6,58 X 10-16 eV.s, m est la masse de la particule et 
c est la vitesse de la lumière. Les "(IJ. sont les matrices de Dirac, données explicitement à 
l'équation (4.76), et le symbole 'li représente le quadrivecteur des variables dépendantes 
(4.75) 
L'équation (4.74) sert en fait à la description du comportement relativiste d'un électron 
libre, puisqu'aucun terme de potentiel n'y apparait. C'est une équation qui joue un rôle 
fondamentale en mécanique quantique de l'électron. Elle est dans traité Marchildon [261 
ou bien dans Messiah [271. Les matrices (contravariantes) de Dirac sont 
(H ~1 o 0 0 
( ~ ~ ~ o i 0 
-i 0 0 
~ ), 
-1 
~i ) 
o ' 
o 
Une forme équivalente de l'équation de Dirac est 
8 il! 
'VIJ._ + A'lI = 0 
1 8xIJ. ' 
(4.76) 
J.L = 0,1,2,3, (4.77) 
où A = -7~. L'équation de Dirac représente donc un système d'équations aux dérivées 
partielles d'ordre 1 que l'on peut écrire explicitement sous la forme 
o 3 ·3 2 A O 0 Uxo + UX l - ZUx 2 + Ux 3 + U = , 
1 2 ·2 3 Al 0 Uxo + Ux l + 'tUx 2 - U x3 + U = , 
2 1 ·1 0 A 2 0 
-Uxo - Ux l - ZUx 2 - Ux 3 + U = , 
(4.78) 
3 0 ·0 1 A 3 0 
-Uxo - UX l - ZUx 2 + Ux3 + U = . 
Le calcul des groupes de symétrie du système (4.78) est très élaboré, c'est pourquoi ne 
sont présentées que les principales étapes. 
Tout d'abord, l'expression du champ de vecteurs (4.2) prend la forme 
3 8 3 8 
v = L ~IJ.(x, U, ü) 8xIJ. + L cpCi(X, u, ü) 8uCi ' 
IJ.=O Ci=O 
(4.79) 
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où les ü représentent les conjuguées complexes des u. Étant donné que notre système est 
d'ordre 1, nous allons travailler avec la première prolongation. Celle-ci prend la forme 
(4.80) 
où 
3 
cp~ = DIJQcx + I: ç"U~,I, (4.81) 
11=0 
où DIJ sont les dérivées totales d'ordre 1. Les caractéristiques des champs de vecteurs sont 
(4.82) 
Une fois l'expression pour les caractéristiques (4.82) introduite dans (4.81), et après y 
avoir explicité l'expression de la dérivée totale DIJ, l'équation (4.81) s'écrit sous la forme 
En respect avec le théorème 4.3, le critère de symétrie du système (4.78) est 
cpt + (J'X _ i(J'Y + pz + Acp = 0, 
où 
ot + pX + ipY - (J'Z + AO = 0, 
- pt _ ox + iOY - cpz + Ap = 0, 
_(J't - cpx - icpY + Oz + A(J' = 0, 
uO = -u3 + iu3 - u2 - Auo t x y Z , 
u l = _u2 _ iu2 + u3 - Aul t x y Z , 
u2 = -ul + iul - uO + Au2 t x y Z , 
u3 = _uo - iuo + u l + Au3 t x y Z , 
dans la nouvelle notation suivante : 
xO = t, cpo = cp, cpg = cpt, cpo _ cpx 1- , cpo _ cpY 2- , 
xl = x, cpl = 0, cpl _ ot 0- , cpl _ ox 1- , cpl - oy 2- , 
x2 = y, cp2 = p, cp2 _ pt 0- , cp~ = pX, cp2 _ pY 2- , 
x3 = Z, cp3 = (J', cp3 _ (J't 0- , cp3 _ (J'x 1- , cp3 - (J'Y 2- , 
cpo _ cpz 3- , 
cpl _ Oz 3- , 
cp2 _ pz 3- , 
cp3 _ (J'z 3- . 
( 4.83) 
(4.84) 
( 4.85) 
(4.86) 
Il s'agit maintenant d'éliminer des dérivées par rapport à t des UCX de l'équation (4.84) 
à l'aide de l'équation (4.85), ensuite expliciter les coefficients cpt, (J'x, etc. et regrouper 
les termes de mêmes puissance de ucx, u~, ucxu~, etc., et puis exiger que les coefficients 
de ces différentes puissances soient nuls. Le système ainsi formé doit être résolu pour 
les coefficients du champ de vecteur (4.79). Par exemple, le coefficient cpt de la première 
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équation de (4.84) dans lequel les dérivées par rapport à t sont éliminées à l'aide de (4.85) 
prend la forme 
Pour se faciliter la tâche, on résout les équations de façon successive. Nous obtenons alors 
des sous-systèmes qui imposent des conditions sur les coefficients du champ de vecteurs 
(4.79). On résout par la suite, le système formé de ces quatre sous-systèmes. Par exemple, 
pour la première équation dans (4.84), nous obtenons les conditions 
T = T (X), ç = ç (X), 1j; = 1j; (X) , (= ((X), 
'P = 'P (X, u) , P = p(X,u), 0- = 0- (X, u). 
3 
'Pt+A'P+o-x-io-y+pz- L: [A (_1)L.8/2J ('Pupu.8+'Pupü.8)] + Tt AuO 
.8=0 
-ATxU3 + iATy U3 - ATzU2 = 0, 
Tx - iTy - çt - 'Pu3 + o-uo = 0, iTx + Ty -1j;t - i'Pu3 - io-uo = 0, 
Tz - (t - 'Pu2 + pua = 0, Tz - 'Pu2 + O-u1 = 0, 
Tz - 'Pu2 + O-u1 = 0, 
Çz + 'Pu1 - O-u2 = 0, 
Tt - (z - 'Puo + Pu2 = 0, 
Tt - i1j;x -1j;y - 'Puo + O-u3 = 0, 
Tx - iTy - 'Pu3 - Pu1 = 0, 
i1j;z - 'Pu1 - O-u2 = 0, 
Tt - Çx + içy - 'Puo + O-u3 = 0, 
(x - i(y - 'Pu1 - pu3 = O. 
(4.87) 
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Le système à résoudre pour les quatres équations est donné par les contraintes suivantes: 
T = T(X), 
C{)=C{)(X,u), 
ç = ç(X), 
0= O(X,u), 
1/J = 1/J (X) , 
P = p(X,u), 
(= ((X), 
a = a(X,u), 
C{)t + AC{) + a x - iay + Pz - AC{)uouo - AC{)uIU1 + AC{)u2U2 + AC{)u3U3 + TtAuO 
-ATxU3 + iATyU3 - ATzU2 = 0, 
Ot + Px + ipy - a z + AO - AOuouo - AOUIU1 + AOu2U2 + AOu3U3 + ATtU1 
-ATxU2 - AiTyU2 + ATzU3 = 0, 
-Pt + Ap - Ox + iOy - C{)Z + ATtU2 + Apuouo + APul u 1 - APu2U2 - Apu3U3 
-ATxU1 + iTyAu1 - ATzUO = 0, 
-at - C{)x - iC{)y + Oz + Aa + Aauouo + AauIu1 - Aau2u2 - Aau3u3 - ATxUO 
-AiTyUO + ATzU1 + ATtU3 = 0, 
Tt - (z - C{)uo + Pu2 = 0, 
Tt - i1/Jx -1/Jy - C{)uo + a u3 = 0, 
Tt - Çx - içy - OuI + Pu2 = 0, 
Tt - (z + C{)uo - Pu2 = 0, 
Tt - i1/Jx - 1/Jy + OuI - Pu2 = 0, 
Tt + i1/Jx -1/Jy + C{)uo - a u3 = 0, 
Tx - iTy - çt - C{)u3 + auo = 0, 
Tx - iTy - C{)u3 - Pui = 0, 
Tx + iTy - çt - Ou2 + Pu i = 0, 
Tx - iTy - çt + Ou2 - Pu i = 0, 
Tx + iTy - çt + C{)u3 - auo = 0, 
Tz - (t - C{)u2 + pua = 0, 
Tz - (t + Ou3 - aui = 0, 
Tz - (t + C{)u2 - pua = 0, 
Çz + C{)uI - au 2 = 0, 
i1/Jz - C{)uI - a u2 = 0, 
(x - i(y - C{)uI - Pu3 = 0, 
Tt - Çx + içy - C{)uo + au3, 
Tt + i1/Jx -1/Jy - OuI + Pu2 = 0, 
Tt - (z - OuI + au3 = 0, 
Tt - Çx + içy + OuI - Pu2 = 0, 
Tt - Çx - içy + C{)uo - a u3 = 0, 
Tt - (z + OuI - au3 = 0, 
Tx - iTy + i1/Jt - C{)u3 - auo = 0, 
Tx + iTy - Ou2 - auo = 0, 
Tx + iTy - i1/Jt - Ou2 - Pui = 0, 
Tx - iTy + i1/Jt - Ou2 - Pu i = 0, 
Tx + iTy - i1/Jt - C{)u3 - auo = 0, 
Tz - C{)u2 + aui = 0, 
Tz + Ou3 - pua = 0, 
Tz - (t - Ou3 + aui = 0, 
Çz - Ouo + Pu3 = 0, 
i1/Jz - Ouo - Pu3 = 0, 
(x + i(y + Ouo + au2 = O. 
Une façon de procéder, pour résoudre ce système, qui est efficace, est de d'abord résoudre 
individuellement chacun des sous-systèmes qui le compose et d'utiliser les nouvelles condi-
tions obtenues par la résolution des sous-systèmes précédents. Les coefficients du généra-
teur de symétrie (4.79) solutions de ce système sont 
T = c1x + c2y + c3z + c4, 
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ç = clt + c5y + c6z + C7, 
1/J = c 2t - C5X + CBz + C9 , 
( = c3t - c6x _ cBy + cIO, 
r.p = (en + ~C5) uO _ ~ (C6 _ icB) ul + ~ u2 + ~ (Cl _ ic2) U3 +WO, 
e = ~ (C6 + icB) UO + (cn - ~C5) ul + ~ (Cl + ic2) u2 - ; u3 +wl, 
P = ; uO + ~ (Cl _ ic2) ul + (cn _ ~C5) u2 _ ~ (c6 _ icB) u3 +w2, 
1 2 1 (' ) a = 2 (cl +ic2) uO - "2UI + 2 (c6 +icB) u2 + en + ~C5 u3 +w3., 
où les Ci sont des constantes arbitraires et n = (wo, WI, W2, W3) T est une solution particulière 
de l'équation de Dirac. 
On peut alors former la base de générateurs suivante: 
Ô Ô u3 Ô u2 Ô u l Ô uO Ô 
VI = X ôt + t ôx + 2" ôuo + 2" ôul + 2" ôu2 + 2" ôu3' 
Ô Ô .u3 Ô .u2 Ô .ul Ô uO Ô 
v
2 
= y ôt + t ôy - ~2" ôuo + ~2" ôu1 - ~2" ôu2 + i2" ôu3' 
ô Ô u2 Ô u3 Ô UO Ô u 1 Ô 
v
3 
= z ôt + t ôz + 2" ôuo - 2" ôu1 + 2" ôu2 - 2" ôu3' 
V4=~ 
ôt' 
5 Ô Ô . uO Ô . u l Ô . u2 Ô . u3 Ô 
V = Y ôx - x ôy + ~2" ôuO - ~2" ôu1 - ~2" ôu2 + ~2" ôu3 ' 
6 _ Ô Ô u 1 Ô uO Ô u3 Ô u 2 Ô 
V - Z ôx - x ôz - 2" ôUO + 2" ôu1 - 2" ôu2 + 2" ôu3' 
7 Ô 
V = ôx' 
B Ô Ô . u 1 Ô . UO Ô . u3 Ô . u2 Ô 
V = Z ôy - y ôz + ~2" ÔUO + ~2" ôu1 + l2" ôu2 + ~2" ôu3' 
9 Ô 
V = ôy' 
10 Ô 
V = ôz' 
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11 0 8 1 8 2 8 3 8 
v = u 8uo + U 8u1 + U 8u2 + U 8u3 . 
Nous avons de plus la sous algèbre de dimension infinie générée par 
n 0 8 1 8 2 8 3 8 
v =w 8uo +w 8u1 +w 8u2 +w 8u3 . 
On vérifie aisément que l'action de des générateurs v1 à v11 sur le spineur 'lj; donne le 
même résultat que l'action des opérateurs suivants appliqués sur ce même spineur : 
.8 
PI' = ~ 8xl" ( 4.88) 
où les U l'II sont données par 
i 
UI'II = 2 [')'l','YII]. 
Par exemple l'action de iv1 correspond à l'action de LlO. Noter que ici les matrice 'YI' sont 
les matrices de Dirac covariante et non contravariante. Ces résultats sont donnés dans 
[1]. Cette exemple pour l'équation de Dirac conclut la présente section en démontrant les 
applications des techniques de Lie à un système physique. Une autre application de ces 
techniques sur les équations d'Einstein dans le vide est présenté dans [25]. 
4.2 Solutions invariantes dans un groupe 
Nous allons maintenant introduire la notion classique d'une solution invariante dans un 
groupe. Ce type de solution inclut les solutions spéciales habituelles aux équations diffé-
rentielles partielles, telles les solutions de similarité, les solutions en ondes de propagation, 
etc. 
Définition 4.2: Soit G un groupe de symétrie du système d'équations différentielles 
(4.1) et r f le graphe de f. Une solution u = f (x) est dite invariante dans le groupe G si 
9 . r f = r f pour tout 9 E G. 
En d'autres termes, une solution est invariante dans G si elle ne change pas sous l'action 
des transformations du groupe de symétrie G. Les solutions de similarité correspondent à 
des groupes de transformations d'échelle, tandis que les groupes de translations produisent 
des solutions en ondes de propagation. 
Théorème 4.4: Supposons qu'un groupe de symétrie G agit régulièrement et qu'il a 
une dimension d'orbite égale à r. Alors toutes les solutions du système D. = 0 invariantes 
sous l'action de G peuvent être trouvées en résolvant un système réduit d'équations diffé-
rentielles D.jG = 0 en r variables indépendantes de moins que pour D. = o. 
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Le théorème précédent signifie que dans le cas d'un système d'équations différentielles 
ayant deux variables indépendantes, les solutions invariantes sous un groupe de symétrie 
à un paramètre peuvent toutes être trouvées en intégrant un système d'équations différen-
tielles ordinaires. Toutefois, si l'orbite a une dimension r plus grande que le nombre p de 
variables indépendantes, alors le théorème ne tient plus. Si r = p, on obtient les solutions 
à partir d'un système d'équations algébriques. Il est intéressant de noter que la dimension 
d'orbite coïncide souvent avec la dimension ou le nombre de générateurs indépendants du 
groupe. 
Il existe plusieurs manières d'obtenir le système réduit d'équations différentielles !:l.jG. 
Nous allons illustrer une de ces façons, mais tout d'abord énonçons une proposition. 
Proposition 4.1: Soit G un groupe de Lie local de transformations ayant comme gé-
nérateurs infinitésimaux Yb"" Y r . Soient QI, . .. , Qr les caractéristiques associées à ces 
champs de vecteurs, cf./30J. Alors une fonction u = f(x) est invariante sous G si et seule-
ment si elle est une solution du système d'équations différentielles partielles du premier 
ordre 
/'i, = 1, ... ,r, Q = 1, ... ,q. ( 4.89) 
Ainsi, les solutions u = f(x) du système d'équations différentielles (4.1) qui sont in-
variantes sous les transformations de G sont celles qui, en plus de satisfaire le système, 
obéissent à une collection de contraintes différentielles, c'est-à-dire les E.D.P. du système 
(4.89). Autrement dit, on trouve les solutions invariantes sous G, en solutionnant le sys-
tème sur-déterminé d'équations différentielles 
!:l.v(x, u(n)) = 0, 
Q~(x, U(I)) = 0, 
v=I, ... ,m, 
/'i, = 1, ... ,r, Q = 1, ... ,q. 
(4.90) 
Le théorème 4.4 implique que si G est un groupe de symétrie du système (4.1), alors le 
système sur-déterminé (4.90) peut être réduit à un système d'équations différentielles ayant 
moins de variables indépendantes. Une façon de procéder habituelle est de commencer 
par résoudre le système (4.89) par l'utilisation de coordonnés invariantes qui forment les 
nouvelles variables pour le système réduit. (Pour d'autres approches voir [191.) 
Définition 4.3: Une fonction 'f}(x, u) est dite un invariant du groupe de transformation 
G s'il n'est pas affecté par les transformations de G ; autrement dit 
'f}(g. (x, u)) = 'f}(x, u), pour tout g E G. (4.91) 
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De façon générale, les invariants d'un groupe de transformations sont plutôt évidents. 
Toutefois, quand ce n'est pas le cas, nous pouvons les obtenir en résolvant le critère infini-
tésimal d'invariance v",[1]J = 0, /'i, = 1, ... ,r, en utilisant la méthode des caractéristiques. 
Selon un résultat élémentaire, localement, n'importe quel groupe régulier avec une orbite 
de dimension r a un ensemble complet de p + q - r invariants fonctionnellement indépen-
dants 
1 _ 1() P-T() _ .,.,p-T( ) Y - 1] x, U , ... , y x, U -'1 X, U , ( 4.92) 
Les y deviendront les nouvelles variables indépendantes, tandis que les w deviendront 
les nouvelles variables dépendantes. Il arrive fréquemment que p - r invariants soient 
indépendants des u, ainsi nous choisissons naturellement ces invariants comme nouvelles 
variables indépendantes même si ce n'est pas strictement nécessaire. Une fonction u = f(x) 
sera invariante sous G ou, de façon équivalente, une solution du système (4.89), si et 
seulement si elle peut être réécrite en termes des invariants de base (4.92), Le. sous la 
forme 
w = h(y), ou explicitement, ((x,u) = h [1](x,u)J. (4.93) 
Ces expressions sont alors substituées dans le système original (4.1). L'argument crucial 
de la preuve est que, parce que G est un groupe de symétrie de (4.1), les équations 
résultantes sont nécessairement équivalentes à un système réduit d'équations différentielles 
b.jG(y, w(n)) = 0 impliquant seulement y, w et les dérivées de w. À chaque solution du 
système réduit correspond une solution invariante sous le groupe du système original, via 
(4.93). 
Exemple 4.6 Considérons le cas de l'équation de chaleur (4.16). Pour chacun des 
générateurs de symétries, ainsi que toutes combinaisons linéaires de ceux-ci, l'algorithme 
de réduction mènera à une équation différentielle ordinaire pour les solutions invariantes 
dans un groupe associé. Nous allons traiter le cas associé à la symétrie d'échelle xâx + 
2tât + 2auâu correspondant à une combinaison linéaire de V2 et V6 de l'exemple 4.1, où 
a est une constante qui génère le groupe à un paramètre (x, t, u) I------t ('xx, ,X2t, ,X2au). 
La caractéristique associé à ce générateur est Q = 2au - xUx - 2tut. Ainsi le système 
sur-déterminé (4.90) dans ce cas particulier devient 
xUx + 2tut - 2au = 0 (4.94) 
Les fonctions invariantes de ce groupe sont y = xj.Ji, w = t-au. Ainsi, de (4.93), toute 
solution invariante par changement d'échelle peut être écrite sous la forme w = w(y), ou, 
explicitement, 
laquelle est juste la solution générale de l'équation caractéristique Q = O. En dérivant 
cette formule, nous trouvons 
1 
ta- 1( , + ) u - ta- 1w" Ut = -2Yw aw, xx - . 
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En substituant ces résultats dans l'équation de chaleur et en annulant les puissances de t 
on obtient immédiatement l'équation réduite: 
1 
w" + -yw' - aw = ° 2 ' 
dont la solution générale est 
où U dénote une fonction cylindrique parabolique. Par conséquent, la solution de similarité 
générale à l'équation de chaleur est 
u(x t) = to.e-x2 / 8tU(2a + ~ ~). 
, 2' VU 
4.3 Méthode non-classique 
Dans la preuve du théorème 4.4, l'argument essentiel est que le groupe en question 
est un groupe de symétrie du système d'équations différentielles original (4.1). Toutefois, 
il n'est pas obligatoire d'exiger que G soit un groupe de symétrie. Il suffit seulement 
d'exiger que le système sur-déterminé (4.90) soit invariant sous le groupe G. Cet affai-
blissement de conditions peut conduire à de nouveaux types de symétrie qui ne peuvent 
être obtenues à partir de la méthode classique, d'où le nom de «méthode non-classique». 
Cependant, il existe un inconvénient qui provient du fait que les équations déterminantes 
pour l'invariance des systèmes combinés (4.90) sont non-linéaires. Il est donc, habituelle-
ment, impossible de le résoudre parce que les fonctions coefficients çi, <pa du champ de 
vecteurs (4.2) apparaissent aussi dans les équations elles-mêmes via les caractéristiques 
(4.7). Néanmoins, toutes solutions aux équations déterminantes non-classiques apporte-
ront des groupes de symétrie non-classiques et nous permettront de trouver des solutions 
invariantes qui peuvent être déterminées par le même algorithme de base que dans le cas 
classique. 
Exemple 4.7: Considérons l'équation de Boussinesq (4.36). Un exemple explicite d'un 
groupe «non-classique» est le groupe Galiléen généré par le champ de vecteur v = t8x + 
8t - 2t8u . Ce n'est pas une symétrie de l'équation de Boussinesq du fait qu'il n'apparaît 
pas dans le groupe de symétrie classique complet de l'exemple 4.2. Néanmoins, le système 
combiné sur-déterminé d'équations différentielles partielles 
Utt + ~(U2)xx + Uxxxx = 0, -Q = tux + Ut + 2t = 0, 
admet v comme une symétrie, ce qui peut être vérifié à partir du critère infinitésimal 
de symétrie (4.8). Les solutions invariantes Galiléennes de l'équation de Boussinesq s'ob-
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tiennent comme dans le cas classique. Les invariants du groupe sont donnés par les fonc-
tions y = x - !t2 et w = U + t2 , ainsi la solution invariante générale aura la forme 
1 
u(x,t) = w(y) - t2 = w(x - '2t2) - t2. (4.95) 
En dérivant et en substituant dans (4.36), nous obtenons l'équation différentielle ordinaire 
réduite 
Will' + ww" + (W')2 - W' + 2 = O. 
Cette équation n'a pas de solution explicite, mais est de type Painlevé. 
Exemple 4.8: Considérons la bien connue équation de sine-Gordon 
1 . 2 Uxt = '2 sm u. 
Cherchons une solution invariante sous les champs de vecteurs 
c'est-à-dire qui annule les caractéristiques de ces champs de vecteurs, d'où 
QI == cp - U x = 0 
Q2 == 'I/J - Ut = O. 
(4.96) 
(4.97) 
(4.98) 
La condition de compatibilité Uxt = CPt + CPu'I/J = 'l/Jx + 'l/JuCP = Utx implique que (en tenant 
compte de l'équation (4.96)) 
CPt + CPu'I/J = ~ sin 2u 
'l/Jx + 'l/JuCP = ~ sin 2u. 
Nous cherchons une solution du système (4.99) sous la forme 
cP = Al(x, t) sin U + BI COSU + Cl(x, t) 
'I/J = A2(x, t) sin U + B2 cosu + C2(x, t). 
(4.99) 
(4.100) 
(4.101) 
(4.102) 
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Les coefficients des différentes puissances de sin u et cos u doivent s'annuler. On obtient 
donc le système d'équations aux dérivées partielles suivant: 
Al B 2 - A2B l = 0, 
A: - B l C2 = 0, 
A2 - B 2Cl = 0 ;z; , 
Bt + Al C2 = 0, 
B 2 + A2Cl = 0 ;z; , 
AlB2 A2B l 
Cl+-----=O 
t 2 2 ' 
A2Bl AlB2 
C2 +-----=0. 
;z; 2 2 
(4.103) 
(4.104) 
(4.105) 
(4.106) 
(4.107) 
(4.108) 
(4.109) 
(4.110) 
En multipliant l'équation (4.105) par Al, l'équation (4.107) par BI et en additionnant les 
résultats, on trouve que 
Al A: + BI Bt = 0 ::} (Al)~ + (Bl)~ = O. (4.111) 
L'équation (4.111) implique 
(4.112) 
Par ailleurs, en multipliant l'équation (4.106) par A2, l'équation (4.108) par B2 et en 
additionnant les résultats, on trouve que 
A2A; + B2B; = 0 ::} (A2); + (B2); = 0, (4.113) 
ce qui implique 
(4.114) 
En multipliant (4.103) par -B2 , (4.104) par A2 et en additionnant les résultats, on obtient 
Bl[(A2)2 + (B2)2] = _B2. (4.115) 
En multipliant (4.103) par A2, (4.104) par B2 et en additionnant les résultats, on obtient 
Al[A2? + (B2)2] = A2. (4.116) 
En sommant le carré de l'équation (4.115) avec le carré de l'équation (4.116) et en divisant 
par [(A2)2 + (B2)2], on obtient 
[(Al)2 + (Bl?][(A2)2 + (B2)2] = 1. (4.117) 
En substituant (4.112) et (4.114) dans (4.117), on a que f(x)g(t) = 1, ce qui implique 
f(x) = l/g(t) = )...2. On peut alors écrire 
(Al)2 + (Bl)2 =)...2 
(A2)2 + (B2? = 1/>'.2. 
(4.118) 
(4.119) 
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En substituant (4.119) dans (4.115), puis dans (4.116), on obtient respectivement 
Al = >..2 A2 (4.120) 
et 
(4.121) 
En sommant l'équation (4.109) à l'équation (4.110), on trouve immédiatement que 
cf = -C;. 
Définissons une fonction v telle que dv = -Cldx + C2dt, ainsi 
Cl = -Vx et C2 = Vt. 
(4.122) 
(4.123) 
En prenant l'équation (4.123) en considération, les équations (4.105) à (4.108) peuvent 
être réécrite sous la forme 
A: - Blvt = 0, 
A; + B 2vx = 0, 
Bf + Alvt = 0, 
B; - A2vx = o. 
En isolant BI dans l'équation (4.118), on trouve 
BI = ±VÀ2 - (Al)2. 
En substituant (4.128) dans (4.124) et en isolant Vt, on obtient 
v = ± At = ± AUÀ 
t VÀ2 - (Al)2 V1- (Al/À)2 
Ainsi, 
J Al/À v=1= - V1_ t(Al/À)2dt+ 1J(x). 
En effectuant l'intégrale, on obtient 
v - 1J = 1= arccos(A 1/ À) 
(4.124) 
(4.125) 
(4.126) 
(4.127) 
(4.128) 
(4.129) 
(4.130) 
(4.131) 
En appliquant 1= de chaque côté de l'équation (4.131) et en égalisant par la suite le cosinus 
du membre de gauche à celui du membre de droite, on obtient 
Al = Àcos1=(V -1J) = ÀCos(v -1J). (4.132) 
On trouve, en procédant de manière similaire à partir de l'équation (4.125), que 
A2 = ±~ sin(v - u), u = u(t). (4.133) 
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En introduisant (4.132) et (4.133) dans (4.120), on a que cos(v - 'Tl) = ±cos(v - CT). Ceci 
implique que 'Tl = CT + mT, où n est un entier. Autrement dit, 'Tl (et du même coup CT) est 
une constante qui ne représente qu'un déphasage. Sans perte de généralité, on peut donc 
éliminer les constantes 'Tl et CT. En introduisant (4.132) dans (4.128), on trouve 
BI = ±.J.~2 - (À cos v)2 = ±Àsin v. (4.134) 
De plus, à l'aide de (4.120) et (4.121), on a immédiatement que 
1 
A2 = >: cos v, B 2 = T~sinv. (4.135) 
En substituant les coefficients (4.132), (4.134) et (4.135) dans (4.100) et dans (4.110), on 
obtient 
où 
cp = À cos v sin U ± À sin v cos U - vx , 
./. 1 . 1. 
'fi = >: cos v sm UT>: sm v cos U + Vt, 
1 . 2 
Vxt = T2'sm v. 
(4.136) 
( 4.137) 
Finalement, en introduisant (4.136) dans les caractéristiques (4.98), on obtient les trans-
formations de Backlünd 
où 
Ux = Àsin(u ± v) - vx , 
Ut = ~sin(uTv) +Vt, 
1 . 2 
Vxt = T2'sm v. 
(4.138) 
(4.139) 
Exemple 4.9: Considérons ce coup ci une autre équation bien connue, c'est-à-dire 
l'équation de Korteweg-de Vries, qui est donnée par 
Ut + Uxxx + 3ux = 0, (4.140) 
où x et t sont les variables indépendantes, tandis que u est la variable dépendante. Cher-
chons une solution invariante sous les champs de vecteurs 
X 2 = ât + 1/J(x, t, u)âu. (4.141) 
Autrement dit, on cherche une solution de l'équation (4.140) telle qu'elle annule les carac-
téristiques de ces champs de vecteurs. De façon explicite cela signifie 
(4.142) 
La condition de compatibilité Uxt = Utx implique que 
CPt + CPu1/J -1/Jx -1/JuCP = O. (4.143) 
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En substituant les caractéristiques (4.142) dans l'équation (4.140), on obtient 
'IjJ + tpxx + 2tptpxu + tpxtpu + tptp~ + tp2tpuu + 3tp2 = o. 
Supposons que tp et 'IjJ prennent une forme quadratique 
tp(x, t, u) = Al(X, t)u2 + Bl(X, t)u + el(x, t), 
'IjJ(x, t, u) = A2(X, t)u2 + B2(X, t)u + e 2(x, t). 
(4.144) 
(4.145) 
En substituant (4.145) dans le système formé de l'équation (4.143) et de l'équation (4.144), 
tout en regroupant en terme des puissances de u, on obtient 
(A; + AlB2 - A; - A2Bl)U2 + (BI + 2Ale 2 - B; - 2A2e l )u + cl 
+ B le 2 _ C2 - B2e l = 0 x 
3(Al)2(2Al + 1)u4 + 6Al(A; + 2Al BI + Bl)U3 
+ (A2 + A;x + 4Al B; + 5A;Bl + 7Al(Bl)2 + 8(Al )2el + 3(Bl)2 + 6Ale l) u2 
+ (B2 + BI + 3Bl BI + 4Al Cl + 2Ale l + (Bl )3 + 8Al BlCl + 6Ble l ) u . xx x x x 
+ e 2 + C;x + 2Al(Cl)2 + 2B;el + BIC; + (Bl?el + 3(el)2 = o. 
(4.146) 
(4.147) 
On détermine les coefficients Ai, Bi et Ci en résolvant le système d'équations aux dérivées 
partielles, obtenu en annulant les coefficients des différentes puissances de u dans les 
équations (4.146) et (4.147), suivant: 
A;+AlB2-A;-A2B l =0 
Bt + 2Ale 2 - B; - 2A2e l = 0 
Cl + B l C2 - e2 - B 2el = 0 t x 
2AI + 1 = 0 
Al + 2AlB l + BI = 0 x 
A2 + A;x + 4Al B; + 5A;Bl + 7Al(Bl)2 + 8(Al )2el + 3(Bl)2 + 6Ale l = 0 
B2 + BI + 3BIB I + 4Al Cl + 2A l e l + (B I)3 + 8AIB Ie i + 6B l e l = 0 xx x x x 
e 2 + e;x + 2Al (CI )2 + 2AB;Cl + Ble; + (Bl )2el + 3(el )2 = o. 
De l'équation (4.151), on a immédiatement que 
Al =_~ 2· 
En substituant le coefficient (4.157) dans l'équation (4.153) on a que 
A2 = 2B; + ~(BI)2 + Cl. 
(4.148) 
(4.149) 
(4.150) 
(4.151) 
(4.152) 
(4.153) 
(4.154) 
(4.155) 
(4.156) 
(4.157) 
(4.158) 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
CHAPITRE 4. ÉTUDE DES SYMÉTRIES ET DES SOLUTIONS EXPLICITES AUX E.D.P. 88 
En substituant (4.157) et (4.158) dans (4.148), on obtient 
B2 = _(B1)3 _ 6B1 BI - 4B1 - 2B1C1 - 201 x xx x· (4.159) 
En substituant (4.157), (4.158) et (4.159) dans (4.149), (4.150), (4.154) et (4.155), on 
obtient 
BI _ C2 + 3{B1)2B1 + 6{B1)2 + 6B1 BI + 4B1 + 2B1C1 + 2B10 1 t x x xx xxx x x 
+ 2C;x - 4B;C1 - (B1)2C1 - 2(C1)2 = 0, 
Cl + B 1C2 _ C2 + {B1)3C1 + 6B1 B 1C1 + 4B1 Cl + B 1{C1)2 + 2C1C2 = 0 t x x xx x , 
BI B; + B;x + C; = 0, 
C2 + C;x + 2B;C1 + BIC; + {B1)2C1 + 2{C1)2 = O. 
En dérivant l'équation (4.163) par rapport à x et en isolant -C;, on obtient 
(4.160) 
(4.161) 
(4.162) 
( 4.163) 
-C; = C;xx + 2B;xCl + 3B;C; + B 1C;x + 2B1 B;C1 + (B1)2C; + 4C1C;. (4.164) 
En substituant (4.163) dans (4.160), on trouve 
Bf + 4B;xx + 3{B1)2 B; + 6{B;)2 + 6B1 B;x + 3B1C; + 3C;x = o. (4.165) 
En substituant (4.161) dans (4.165), on obtient 
Bf + B;xx + 3(B;)2 = 0, (4.166) 
ainsi 
BI = v(x, t), ( 4.167) 
où v est une solution de l'équation KdV, i.e. (4.140). En introduisant (4.167) dans (4.162) 
et en isolant C;, on a que C; = -vVx - Vxx , que l'on intègre pour obtenir 
1 1 2 ( C = -2v - Vx + À t). (4.168) 
En substituant (4.163) et (4.164) dans (4.161), on trouve 
cl + 3vxC; + C;xx = o. (4.169) 
En substituant (4.168) dans (4.169) et en isolant Àt, on trouve 
Àt = v{Vt + 3(vx)2 + vxxx ) + 8Avt + 3(vx)2 + vxxx ). 
Toutefois, v est une solution particulière de l'équation l'équation KdV, ce qui signifie 
que Vt + 3(vx)2 + Vxxx = O. Ainsi, Àt = 0 et on en conclut que À est une constante. En 
substituant, (4.167) et (4.168) dans les équations (4.158), (4.159) et (4.163), on obtient 
A2 = V x + À, 
B2 = -2v(vx + À) - 2vxx , 
C2 = (vx)2 + 2vvxx + Vxxx + {v2 - 2À)vx + v2 À - 2À2 • 
(4.170) 
(4.171) 
(4.172) 
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En introduisant les coefficients Al,A2,Bl,B2,Gl et C2 dans (4.145), on a que 
1 1 
<p(x, t, u) = - 2U2 + vu - 2V2 - Vx + >.(t), 
'IjJ(x, t, u) =(vx + >.)u2 - 2(v(vx + >') + vxx)u + (vx)2 (4.173) 
+ 2vvxx + Vxxx + (v2 - 2>')vx + v2>. - 2>.2. 
Finalement, en substituant (4.173) dans (4.142), on obtient 
u = - ~u2 + vu - ~V2 - V + >.(t) 
x 2 2 x , 
Ut =(vx + >.)u2 - 2(v(vx + >') + vxx)u + (vx)2 (4.174) 
+ 2vvxx + Vxxx + (v2 - 2>')vx + v2>. - 2>.2. 
Exemple 4.10: Un autre exemple intéressant est celui de l'équation de Korteweg-de 
Vries modifiée donnée par 
a E JR. (4.175) 
Afin de simplifier les calculs effectuons la transformation w = a ln u sur l'équation (4.175). 
Ainsi, nous cherchons des solutions de l'équation transformée 
uxuxx Ut +uxxx - 3-- = 0 
u 
qui sont invariantes sous les champs de vecteurs 
( 4.176) 
(4.177) 
En d'autres termes, nous cherchons les solutions faisant en sorte que les caractéristiques 
de ces champs de vecteurs s'annulent. Explicitement, 
La condition de compatibilité Uxt = Utx implique que 
<Pt + <Pu'IjJ - 'ljJx - 'ljJu<P = O. 
En substituant les caractéristiques (4.178) dans l'équation (4.175), on obtient 
2 2 <p( <Px + <P<Pu) 0 
'Ij; + <Pxx + 2<P<Pxu + <Px <Pu + <P<Pu + <P <puu + 3 = . 
u 
Supposons que <P et 'IjJ sont de forme quadratique, ainsi 
<p(x, t, u) = Al(X, t)u2 + Bl(X, t)u + C1(x, t), 
'IjJ(x, t, u) = A2(X, t)u2 + B2(X, t)u + C2(x, t). 
(4.178) 
(4.179) 
(4.180) 
(4.181) 
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En substituant (4.181) dans le système formé de l'équation (4.179) et de l'équation (4.180), 
tout regroupant en terme des puissances de u, on obtient 
(Ai - A~ + AIB 2 - A2 BI)U2 + (Bt - B; + 2AIC2 - 2A2C I )u + ct 
- C2 + BIC2 - B2C l = 0 x 
3AI (A; + Al BI)U3 + (A2 + A;x + Al B; + 2A;BI - 5AI(BI)2 - 4(AI )2CI ) u2 
+ (B2 + BI + AlCI - AICI - 2(BI )3 -lOAI BICI ) U + C2 + Cl _ BICI = x x = x 
_ 2BIC; _ 5(BI)2CI _ 4AI(CI)2 + 3Cl (C; + BlCI) = o. 
u 
(4.182) 
(4.183) 
On détermine les coefficients Ai, Bi et Ci en résolvant le système d'équations aux dérivées 
partielles, obtenu en annulant les coefficients des différentes puissances de u dans les 
équations (4.182) et (4.183), suivant: 
Al _ A2 + AIB 2 - A2B I =0 t x , 
BI _ B 2 + 2AIC2 - 2A2C l = 0 t x , 
Cl - C2 + B IC2 - B 2Cl = 0 t x , 
AI-AIBl=O x , 
A2 = -A;x - AlB; - 2A;Bl + 5Al(Bl)2 + 4(Al )2Cl 
B 2 = _BI _ AlCI + AIC I + 2(Bl )3 + lOAI BlCl xx x x , 
C2 = _Cl + BICI + 2BIC I + 5(BI)2Cl + 4Al (CI)2 xx x x , 
C; + BICI = O. 
(4.184) 
(4.185) 
( 4.186) 
(4.187) 
(4.188) 
(4.189) 
(4.190) 
(4.191) 
(4.192) 
En substituant (4.188), (4.189) et (4.190) dans (4.186) (ainsi que leurs dérivées si néces-
saire), on obtient 
Cl + Cl _ 3BlC l _ 3Ble l _ 9Bl B l C I _ 3(BI)2Cl _ 3AI (Cl)2 t xxx xx xx x x x 
- 9AlClC; + 3(BI )3C I - 6Al B I (CI )2 = o. (4.193) 
En substituant (4.191) dans (4.193) et en utilisant (4.190), on trouve 
Cl Cl 3 C;C;x 0 
t + xxx - ----ct = . (4.194) 
L'équation (4.194) implique que Cl est une solution particulière de (4.175) que nous allons 
noter v, ainsi 
Cl =v. (4.195) 
En substituant Cl par v dans l'équation (4.191), on a alors que 
BI = _ vx . 
v 
(4.196) 
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De l'équation (4.187), en y introduisant (4.196), on a que 
1 1 â ( 1) 
vAx + vxA = 0 =? âx vA = 0, 
d'où l'on trouve, en intégrant, que 
(4.197) 
En substituant (4.195), (4.196) et (4.197) dans (4.188), dans (4.189) et puis dans (4.190), 
on trouve 
A2 = 2'\ Vxx + 4 ,\2, 
V 2 V 
2 1 B = --(Vt + 8,\vx ) , 
v 
2 
C2 Vx , = -2vxx + 4- + 4AV. 
V 
En introduisant (4.198), (4.199) et (4.200) dans (4.184), on obtient 
'\t 2,\ ( vxxvx ) 
- - 2 Vt + Vxxx - 3-- = 0 =? '\t = 0, 
v v v 
(4.198) 
(4.199) 
( 4.200) 
donc ,\ est une constante. Finalement, en substituant les coefficients (4.197), (4.196), 
(4.195), (4.198), (4.199) et (4.200) dans les caractéristiques (4.178), on obtient 
où 
À 2 V x 
Ux = -U - -U+V, 
v v 
2'\ (Vxx 2') 2 (Vt + 8,\vx ) 2 4 v ; 4' Ut = - -- + A U - U - Vxx + - + AV, 
V V V V 
VxVxx 
Vt + Vxxx - 3-- = O. 
v 
4.4 L'approche directe de Clarkson-Kruskal 
Une méthode directe de réduction des équations différentielles partielles à des équations 
différentielles ordinaires a été introduite par Clarkson et Kruskal, [30]. L'idée de base est 
de faire un «ansatz» du genre de celui de similarité 
U(x, t) = U(x, t, w(z)), où z = ((x, t), (4.201) 
et de choisir les fonctions U et ( de telle manière que l'équation différentielle partielle se 
réduira à une équation différentielle ordinaire pour w(z). 
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Exemple 4.11 Pour l'équation de Boussinesq (4.36), il peut être démontré qu'il n'y a 
pas de perte de généralité si nous assumons que la fonction U dans l' «ansatz» (4.201) est 
linéaire en w, de la forme 
u(x, t) = a(x, t) + (3(x, t)w(z), z = ((x, t). ( 4.202) 
La substitution de (4.202) dans (4.36) mène à une expression polynomiale plus compli-
quée faisant intervenir divers produits de monômes des dérivées de w dont les coefficients 
dépendent des dérivées partielles de a, (3, (. Pour que cette expression soit une équation 
différentielle ordinaire pour w (z), les coefficients des différents monônes doivent être des 
fonctions de z seulement. Plutôt que de reproduire la longue analyse nécessaire, nous 
référons le lecteur à [30] et soulignerons seulement le résultat final. 
Théorème 4.5 L'ansatz (4.201) le plus général réduisant l'équation de Boussinesq (4.36) 
à une équation différentielle ordinaire est 
u(x, t) = 0(t)2w (z) - 0(tt2 (xO'(t) + a'(t))2 , z = xO(t) + a(t), 
où 0, a sont, en général, des fonctions elliptiques satisfaisant 
0" = A05 , a" = 04(Aa + B), 
pour A, B constants. La fonction w(z) correspondante satisfait une équation différentielle 
1'éduite de type Painlevé 
Will + ww" + w12 + (Az + B)w' + 2Aw = 2(Az + B)2. (4.203) 
Levi et Winternitz, [8], ont montré comment toutes les réductions de Clarkson-Kruskal 
de l'équation de Boussinesq proviennent soit d'un groupe de réductions classique ou non-
classique. Par exemple, le cas A = 0, B = -1 inclut notre tout premier «ansatz» non-
classique (4.95). Cependant, la connexion entre ces deux approches pour les équations 
différentielles partielles générales reste obscure. 
4.5 Les groupes de symétrie faible 
Dans [33], Peter J. Olver et Philip Rosenau ont proposé une meilleure généralisation de 
la méthode non-classique. Puisque le système combiné (4.90) est un système sur-déterminé 
d'équations différentielles partielles, on devrait, en le traitant, prendre en compte n'im-
porte quelles conditions d'intégrabilité données en égalisant les dérivées mixtes partielles. 
(Le théorème de Cartan-Kuranishi, [34], nous assure que, sous des conditions de régula-
rité moyenne, les conditions d'intégrabilité peuvent toutes être trouvées en un nombre fini 
d'étapes; la méthode élémentaire de Grobner, comme dans [18], [45], fournit des moyens 
pratiques de les calculer.) Par conséquent, on devrait calculer le groupe de symétrie du 
système (4.90) augmenté de toutes les conditions d'intégrabilité qui lui sont associées. 
Ainsi, un groupe de symétrie faible du système (4.1) est défini comme étant n'importe 
quel groupe de symétrie du système (4.90) et de toutes ces conditions d'intégrabilité. 
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Les groupes de symétrie faible, quoique à priori très prometteurs, ont quelques revers 
critiques. Il peut être démontré que tout groupe est un groupe de symétrie faible d'un 
système d'équations différentielles partielles donné, et en plus que toute solution du sys-
tème peut être dérivée d'un certain groupe de symétrie faible, cf. [33]. Par conséquent, la 
généralisation est trop sévère. Néanmoins, elle donne quelques indices sur la façon de pro-
céder lors d'une analyse pratique de telles méthodes de solution. Ce qui est nécessaire est 
une théorie appropriée des systèmes sur-déterminés d'équations différentielles partielles. 
Cela nous permettra d'écrire des classes de groupes raisonnables pour lesquelles le système 
combiné (4.90) est compatible, dans le sens qu'il a des solutions, ou plus restrictivement 
qu'il admet des solutions qui peuvent être calculées algorithmiquement. Par exemple, se 
restreindre aux groupes de changement d'échelle, ou aux autres classes de groupes élémen-
taires, pourrait être un point de départ utile. 
Exemple 4.12: Un exemple d'un groupe de symétrie faible pour l'équation de Bous-
sinesq (4.36) est le groupe de changement d'échelle généré par le champ de vecteur 
v = xax + tat. Ce n'est ni une symétrie de l'équation de Boussinesq, ni une symétrie 
du système combiné 
2 -0 Utt + UUxx + U x + Uxxxx - , Q = XUx + tUt = o. (4.204) 
Néanmoins, si on ajoute les conditions d'intégrabilité à (4.204), nous trouvons que v 
satisfait les conditions de symétrie faible. Pour calculer les solutions invariantes, nous 
commençons comme avant, en introduisant les invariants, y = x/t, et w = u. En dérivant 
la formule U = w(y) = w(x/t) et substituant dans l'équation de Boussinesq, nous obtenons 
l'équation suivante 
r 4w"" + r 2 [(y2 + w)w" + (W')2 + 2yw'] = o. 
À ce point la différence cruciale entre les symétries faibles et les symétries non-classiques 
(ou classiques) apparaît. Dans le dernier cas, n'importe quelle coordonnée non-invariante, 
e.g. la variable t ici, peut être mise complètement en évidence du terme de gauche de 
l'équation précédente. Ainsi, il ne reste seulement qu'une équation différentielle ordinaire 
pour la fonction invariante w(y). Pour les symétries faibles, ce n'est plus vrai, puisque nous 
avons déjà incorporé les conditions d'intégrabilité pour (4.204). Cependant, nous pouvons 
séparer les coefficients des différentes puissances de t dans l'équation ci-haut, conduisant 
à un système sur-déterminé d'équations différentielles ordinaires, 
w"" = 0, (y2 + w)w" + (w')2 + 2yw' = 0, 
pour la fonction inconnue w. Dans ce cas particulier, le système sur-déterminé résultant 
a des solutions, soit w(y) = _y2, ou w(y) = constant. La dernière expression est triviale, 
mais la première mène à une solution de similarité non-triviale: u(x, t) = _x2 /t 2 • Ainsi 
nous avons le phénomène intrigant d'une équation avec une solution de similarité laquelle 
ne provient pas d'un groupe de symétrie d'échelle classique! Ceci conduit à des considé-
rations intéressantes concernant les comportements asymptotiques ou les catastrophes du 
gradient des solutions, souvent gouvernés par des solutions de similarité classique. 
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4.6 Les solutions partiellement invariantes 
Le concept de solution partiellement invariante a été introduit par Ovsiannikov, [23], 
comme une généralisation du concept classique d'une solution invariante dans un groupe. 
Supposons que G est un groupe de symétrie d'un quelconque système d'équations diffé-
rentielles partielles qui agit régulièrement avec une orbite de dimension r. Soit u = f(x) 
une solution du système (4.1), dont le graphe ri est une sous-variété de dimension p 
de l'espace des variables indépendantes et dépendantes. Considérons l'ensemble G· ri = 
{g. (x,u)l(x,u) E ri} obtenu en transformant le graphe de f par tous les éléments de 
groupe possibles dans G. Comme mentionné plus tôt, une solution f est invariante dans 
G si et seulement si G· ri = ri' D'un autre côté, si f est une solution «générique», alors 
on peut s'attendre que la sous-variété G . ri sera de dimension p + s, où s = min{r, q}. 
Une solution partiellement invariante en est une telle que la dimension de G . ria une 
certaine valeur intermédiaire, précisée par la prochaine définition. 
Définition 4.4: Le défaut 8 d'une solution f par rapport au groupe G est donné 
par 8 = dim( G . ri) - p. Une solution f est invariante dans G si 8 = 0, générique si 
8 = s = min{r, q} et partiellement invariante si 0 < 8 < s. 
Ovsiannikov a introduit un algorithme compliqué pour le calcul des solutions partiel-
lement invariantes d'un défaut donné, exigeant la solution à un système sur-déterminé 
associé d'équations différentielles partielles. Une simplification significative, basée sur les 
suggestions dans [32], a été introduite dans la thèse de Ondich, [20]. À partir des ca-
ractéristiques QI, ... , Qr des générateurs infinitésimaux VI, ... ,Vr de G, nous formons la 
«matrice caractéristique» r x q 
Cl! = 1, ... , q K, = 1, ... ,r. ( 4.205) 
Proposition 4.2 La fonction u = f(x) est une solution partiellement invariante à (4.1) 
de défaut 8 si et seulement si 
rang Q(x, u{l)) = 8. ( 4.206) 
Il est à noter que l'inégalité correspondante, rang Q(x, U{l)) ~ 8, correspondant aux so-
lutions partiellement invariantes de rang au plus 8, est prescrite par une collection de 
contraintes différentielles de premier ordre trouvée en égalisant tous les sous déterminants 
8 x 8 de Q à zéro. 
Exemple 4.13 Considérons les équations pour un flot régulier de gas trans-sonique 
Vt + uUx = 0, (4.207) 
(où t = Y est la coordonnée verticale) lesquelles sont équivalentes à l'équation hyperbolique 
non-linéaire Utt + Hu2 )xx = 0, une limite de l'équation de Boussinesq (4.36) quand il n'y 
a pas de dispersion. Par exemple, nous trouvons les solutions partiellement invariantes 
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de défaut 1 du groupe de symétrie consistant des changements d'échelle en x, t et des 
translations en v, lesquelles sont générées par les deux champs de vecteurs xôx+t8t et ôv. 
La matrice caractéristique (4.205) est 
= ( -XUx - tUt -xVx - tVt ) 
Q 0 1 . 
Une solution de défaut 1 satisfera la condition rang Q = 1, laquelle requiert XUx +tUt = O. 
Par conséquent, nous avons besoin de résoudre le système combiné d'équation différen-
tielles partielles 
Vt +uux = 0, XUx + tUt = o. 
(Il est à noter que la contrainte, de plus, n'est pas la même que la contrainte d'invariance 
d'un groupe, (4.89), laquelle nécessiterait deux équations additionnelles; par exemple, 
l'invariance sous le sous-groupe d'échelle généré par xôx + tÔt donne les contraintes XUx + 
tUt = XVx + tVt = O.) La solution à l'équation de contrainte est U = cp(z) , où z = xlt. 
La substitution dans (4.207) mène au système Vx = Ut = -r1zcp'(x), Vt = -UUx = 
-t-1cp(z)cp'(z), lequel a la condition d'intégrabilité [(z2 + cp)cp'J' = O. Ceci peut être réduit 
à l'équation différentielle ordinaire de premier ordre (cp + z2)cp' = k, qui, cependant, n'a 
pas de solution générale élémentaire. 
Exemple 4.14 Un exemple plus substantiel est donné par les équations de couches 
frontières de Prandtl (Prandtl bondary layer equations) 
Uyy = Ut + UUx + vUy + Px, 
Les générateurs de symétrie classiques sont 
U x +Vy = 0, Py = o. 
VI = Ôt, V2 = 2tôt + 2xôx + YÔy - VÔV, V3 = xôx + UÔ" + 2pôp , 
Va = a(t)ôx + a'(t)ô" - a"(t)xôp , V{3 = f3(t)ôy + f3'(t)ôv . 
(4.208) 
Comme exemple particulier, nous considérons les solutions partiellement invariantes de 
défaut 2 pour le sous-groupe généré par 
La matrice caractéristique (4.205) est 
-Q = ( ~: 
XUx - U 
Pt ) o . 
xpx - 2p 
Pour un défaut r5 = 2, nous exigeons un rang Q = 2. Nous nous concentrons sur le sous cas 
où les deux premières colonnes de Q sont linéairement dépendantes, ce qui est équivalent 
à la condition v = cP(ulx). Substituant cet «ansatz» dans le système, on obtient 
1 , (U) 
U x + ~cP ~ U y = 0, Uyy = Ut + UUx + cP (~) Uy + Px, Py = o. 
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Par exemple, si ifJ(s) = s, alors U = 'l/J(xe-Y , t), où 'l/J satisfait 
'l/Jzt = 'l/Jz + 3z'l/Jzz + z2'l/Jzzz. 
Ainsi, nous avons réduit le système non-linéaire (4.208) à une équation linéaire. Une so-
lution particulière trouvée par les méthodes de séparation de variables standard est 
U = cos (Vk[logx - y]) e-kt , v = ~ cos ( Vk [log x - y]) e-kt , p=o. 
4.7 Contraintes différentielles 
La généralisation ultime, proposée dans 1321, laquelle inclut toutes les précédentes mé-
thodes, et plusieurs autres, est l'introduction des «conditions frontières» générales ou des 
«contraintes différentielles». (Voir aussi les travaux plus récent de Yanenko, 129], et Mele-
shko, [39].) Maintenant, nous généralisons le système (4.90) en permettant la possibilité de 
contraintes lesquelles dépendent des dérivées de plus haut ordre, conduisant à un système 
sur-déterminé de la forme 
~1I(x, u(n» = 0, 
QK.(x, u(n» = 0, 
v=l, ... ,m, 
K, = 1, ... , T. 
(4.209) 
Les contraintes différentielles QK.(x, u(n» = 0 ne sont plus restreintes à être des équations 
différentielles partielles d'ordre 1 données par les caractéristiques de symétrie (faible, non-
classique ou classique), ou les conditions d'invariance partielle. La méthode des contraintes 
différentielles inclut (pratiquement) toutes les méthodes connues pour la détermination de 
solutions spéciales à des équations différentielles partielles, comme les solutions invariantes 
dans un groupe, les non-classiques, les symétries faibles, les solutions partiellement inva-
riantes, la séparation de variables, aussi bien que toutes les autres. A côté des contraintes 
de premier ordre discutées ci-haut, des contraintes d'ordre plus élevé incluent la séparation 
des variables additive «ansatz» u(x, t) = a(x)+.B(t), correspondant à la contrainte Uxt = 0 
et la plus commune séparation des variables multiplicative u(x, t) = a(x).B(t) correspon-
dant à la contrainte UUxt - U x Ut = 0 (Bien sür, ces deux «ansatzes» sont très facilement 
mises en relation par le changement de variables U 1-----+ log u.) Les contraintes différentielles 
ont une interprétation théorique de groupe comme «les symétries faibles généralisées» bien 
que ça ne semble pas être une observation très utile. La difficulté principale est que cette 
approche, quoique apportant une structure générale complète laquelle inclut n'importe 
quelle approche spéciale, est beaucoup trop générale pour être d'une utilité calculatoire 
directe. 
Exemple 4.15: Considérons une fois encore l'équation de Boussinesq (4.36). Nous 
imposons la contrainte différentielle UUxt -UxUt = 0, laquelle est équivalente à la séparation 
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de variables U = a(x)f3(t). En substituant cette expression dans (4.36) et séparant les 
termes qui dépendent soit en x ou en t, nous obtenons un système réduit 
Àa + aa" + af2 + a"" = 0, 
La solution générale de ce système inclut nos solutions de similarité initiales u(x, t) -
_x2 jt2 • 
Exemple 4.16: Considérons l'équation d'évolution parabolique non-linéaire 
2 2 
Ut = U xx + U x + u , (4.210) 
apparaissant comme un modèle pour la combustion. La contrainte UxUxxt - UxxUxt = 0 
correspond à la séparation «ansatz» 
U(x, t) = a(t) + f3(t)O(x), (4.211) 
où a, f3, 0 sont des fonctions d'une seule variable. En introduisant (4.211) dans (4.210), on 
obtient 
(4.212) 
Puisque a, f3 dépendent seulement de t, tandis que 0 dépend seulement de x, l'équation 
(4.212) sera incompatible à moins que 0 satisfasse 
0" = aO + b, 
pour a, b, c, d constant. Ceci fonctionne si, par exemple, a = 1, b = c = 0, d = 1, avec 
O(x) = cos(x). Dans ce cas, (4.212) se réduit à un système couplé d'équations différentielles 
ordinaires de premier ordre 
f3' = 2f3a - f3, 
pour lequel il reste des fonctions indéterminées a(t), f3(t). Le dernier des systèmes d'équa-
tions différentielles ordinaires du premier ordre n'a pas de solution générale explicite; 
néanmoins, des investigations numériques et analytiques conduisent à des applications 
importantes dans l'étude des «blow-up» des solutions à l'équation originale (4.210), cf. 
[441· 
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Chapitre 5 
Solutions conditionnellement 
invariantes 
Le dernier chapitre s'est terminé avec une section dans laquelle il est question de la 
méthodes des contraintes différentielles. Cette dernière inclut toutes les autres méthodes 
d'obtention de classes de solutions des EDPs, telles que les solutions invariantes dans un 
groupe, la méthode non-classique, les symétries faibles, les solutions partiellement inva-
riantes, etc. Toutefois, la méthode par les contraintes différentielles a une interprétation 
par la théorie des groupes, c'est-à-dire les symétries conditionnelles. Ce sont ces dernières 
qui font l'objet de notre attention dans ce chapitre. L'approche par les symétries condi-
tionnelles peut être vue comme une extension de la méthode de réduction par symétrie 
pour les EDPs que l'on retrouve dans la théorie classique de Lie. Cette approche, dite non 
classique, consiste à appliquer le critère de symétrie au système sur-déterminé composé du 
système original augmenté de contraintes différentielles, lesquelles vérifient identiquement 
un critère de symétrie. 
Tout d'abord, nous nous intéressons aux symétries conditionnelles du 1er ordre pour les 
systèmes d'EDPs du 1er ordre en p variables indépendantes et q variables dépendantes. 
Nous allons nous intéresser au cas particulier où le nombre de contraintes différentielles est 
égal au nombre de variables indépendantes. La raison pour laquelle nous nous concentrons 
sur ce cas est que nous allons établir un lien entre les contraintes différentielles et les trans-
formations de Backlund. En effet, c'est M. Clairin [24] qui fut le premier à remarquer que 
le nombre de contraintes différentielles nécessaires à l'établissement de la transformation 
de Backlund pour une équation scalaire en deux variables indépendantes était deux. L'ap-
proche présentée peut donc être vue comme une généralisation de la méthode de Clairin 
combinée aux méthodes de réduction par symétrie. 
Nous débutons en discutant l'existence des symétries conditionnelles pour un système 
d'EDPs du 1er ordre. Ensuite, nous mettons en évidence le lien avec les transformations 
de Backlund dans le cas où elles existent. Nous terminons, en présentant des exemples de 
98 
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l'application de cette méthode. 
5.1 Conditions nécessaires et suffisantes pour l'existence de sy-
métries conditionnelles de leT ordre pour un système de 1er 
ordre. Les transformations de Backlund associées 
Considérons un système de premier ordre en p variables indépendantes x = (Xl, x 2 , ••• , xP) 
et q variables dépendantes u = (u l , u2 , ••• , uq) 
b.. S(x u U{l») = 0 , , , s= l, ... ,m, (5.1) 
où U{l) = (u~, ... , u~, ... , ur, ... , u;) et ur = ôuo. / ôxi. De plus, considérons les champs de 
vecteurs 
Yk = ~~(x, U)Ôi + IP'k(x, u)Ôo., k = 1, ... ,p (5.2) 
définis dans Jo = X x U, où X = RP est l'espace des variables indépendantes et U = Rq 
est l'espace des variables dépendantes et où Ôi = ô/ôxi, Ôo. = ô/ôuo.. Les premières 
prolongations des champs de vecteurs (5.2) sont 
k=l, ... ,p, (5.3) 
lesquelles sont définies dans l'espace des jets JI = Jl(X x U) et où Di dénote la dérivée 
totale par rapport à xi. Le symbole Q'k dans (5.3) représente les caractéristiques des 
champs de vecteurs (5.2). Explicitement celles-ci sont 
a=l, ... ,q, k=l, ... ,p. (5.4) 
Exigeons maintenant que les caractéristiques Q'k = 0, de sorte que nous obtenons p X 
q contraintes différentielles que nous ajoutons au système d'EDPs (5.1) pour former le 
système sur-déterminé 
f)" S(x u U{l») = ° , , , 
Q'k(x, u, U(l») = O. (5.5) 
Par ailleurs, le système d'EDPs f)"s : Jl -+ Rm peut être associé à la sous-variété 
de l'espace des solutions S6, = {(x, u, u{l») : b.."(x, u, U{l») = 0, s = 1, ... , m}, tandis 
que les caractéristiques Q'k : Jl -+ Rpxq peuvent être associées à la sous-variété SQ = 
{(x,u,u{l»):Q'k(x,U,U{l)=O, a=l, ... ,q, k=l, ... ,p}. 
Définition 5.1: Les champs de vecteurs Yk sont dits des symétries conditionnelles si 
et seulement s'ils sont tangents à l'intersection des sous-variétés S6, et SQ, i.e., tangents 
à S = S6, nSQ. 
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Le critère de symétrie du système sur-déterminé (5.5) est 
pr(I)Yk (b/) = 0, 
pr(I)Yk (Qf) = 0, 
100 
(5.6) 
où t1s = 0 et Qr = O. Dans un tel cas, les Yk sont des symétries de (5.1) sous les conditions Qr = 0, en d'autres termes, ce sont des symétries conditionnelles de (5.1). 
Hypothèse 5.1: Le système d'EDPs (5.1) admet un module de Lie 0 de dimension p 
de symétries conditionnelles dans le sens de la définition 5.1, tel que 
r = 1, ... ,p. (5.7) 
Hypothèse 5.2: det Çk =1= O. 
L'hypothèse 5.2 nous permet d'écrire les champs de vecteurs Yk sous la forme 
Zr = (ç-l)~Yi = ôr + if>~ôa, (5.8) 
où if>~ = (Ç-l )~cpr. Les commutateurs des champs de vecteurs (5.8) sont 
[Zk' Zi] = (if>j,k + if>j,ufJ<!4 - if>k,j - if>k,UfJif>:) ôa. (5.9) 
Ainsi, les Zk forment une algèbre de Lie seulement si 
if>j,k + if>j,ufJif>~ - if>kJ - if>~,ufJif>: = 0, (5.10) 
dans lequel cas, l'algèbre de Lie est abélienne. Il est clair que les conditions (5.10) sur 
les fonctions if>~ des champs de vecteurs Zr sont nécessaires et suffisantes pour que les Zk 
forment une algèbre de Lie abélienne. En considérant la forme (5.8) pour les champs de 
vecteurs, nous pouvons réécrire le système sur-déterminé (5.5) sous la forme 
(5.11) 
et 
uf - if>f(x, u) = O. (5.12) 
En substituant (5.12) dans (5.11), on voit que les fonctions if>k doivent, en particulier 
satisfaire 
(5.13) 
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Définition 5.2: Une algèbre de Lie générée par les champs de vecteurs Xl, ... ,Xp est 
appelée une algèbre de Lie de symétries conditionnelles du système /j. S = 0 si les conditions 
suivantes sont respectées : 
où CkiXI sont constantes de structure 
et 
modulo /j.s = 0 et Qf = O. 
Sous les hypothèses précédentes nous avons le théorème suivant : 
Théorème 5.6: Soit p champs de vecteurs continuement différentiables 
k= 1, ... ,p. 
Si les fonctions cPk sont choisies de sorte qu'elles satisfont 
(a) cP'J,k + cP'J,ufJcP! - cPk,j - cP'k,ufJcP: = 0, 
(b) /j..!(xi , ua, cPf) = 0, s = 1, ... , m, 
dans un certain voisinage de (xo, Ua) E S, alors le système de premier ordre 
/j..!(X,U,U(I») = 0 
admet une algèbre de Lie abélienne L de dimension p de symétries conditionnelles (dans 
le sens de la définition 5.2) avec générateurs Zk, 1 ~ k ~ p. 
Preuve Les générateurs Zk constituent des symétries conditionnelles pour le système 
(5.1) s'ils sont des symétries ponctuelles de Lie du système sur-déterminé (5.11)-(5.12). 
En effet, le critère infinitésimal (5.6) pour (5.12) est satisfait identiquement en considérant 
la condition (i), i.e. 
pr(l) Zk( Qi) = cP'J,k + cP2cP'J,ufJ - cPk,i - cP: cP'k,ufJ == O. 
En appliquant le critère de symétrie (5.6) à (5.11), nous obtenons 
pr(1)Zk(/j.S) = 8k/j.s + cPkÔa/j.s + (cPk,i + cP:cP'k,ufJ ) ôu~/j.s. (5.14) 
D'un autre côté, en dérivant (ii), nous trouvons 
(5.15) 
où les Dj sont les dérivées totales où (5.12) tient. En substituant (5.15) dans (5.14) en 
tenant compte de la condition (i), nous obtenons que l'équation (5.14) est identiquement 
nulle, ce qui termine la preuve. 
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Remarque: 
- Si les conditions (i) et (ii) sont satisfaites, alors le graphe de la solution de (5.11)-
(5.12) est invariant sous les champs de vecteurs Zk, 1 ~ k ~ p. 
- Si l'ensemble des solutions des dites équations déterminantes obtenues en appliquant 
ce critère le symétrie au système sur-déterminé (5.11)-(5.12) est plus grand que le 
l'ensemble obtenu en appliquant ce critère au système initial (5.1), alors le système 
(5.11)-(5.12) admet un groupe de symétrie plus large que pour le système original 
(5.1). Ainsi, de nouvelles réductions pour le système (5.1) peuvent être obtenues. 
Dans l'approche présentée, pour obtenir des solutions du système original (5.1), il faut 
résoudre le système (5.10)-(5.13) pour <Pk comme fonctions de x et u. Toutefois, ce système 
est en général non-linéaire et ne peut donc pas être résolue sous forme fermée, sauf dans 
quelques cas particuliers. Il existe quand même plusieurs cas physiquement intéressants 
pour lesquels les solutions de ce système conduisent aux transformations de Backlund 
de 1er ordre ou à des solutions qui dépendent de constantes arbitraires. Les solutions 
de (5.10)-(5.13) sont obtenues en effectuant l'expansion des fonctions <Pk en une forme 
polynomiale en ua. . 
Pour obtenir les transformations de Backlund à partir des conditions (5.10)-(5.13), il 
faut substituer la forme polynomiale assumée dans le système (5.10)-(5.13). Il faut ensuite 
exiger que les coefficients des différentes puissances de ua soit nuls, ce qui conduit à un 
système d'EDPs pour les coefficients ail:. Deux cas sont possibles pour les solutions de ce 
système. Soit l'ensemble des solutions est paramétré par certaines fonctions obéissant à 
des EDPs de premier ordre. Dans ce cas, des transformations de Bi:i.ckund sont données 
par les relations (5.12). Soit l'ensemble des solutions est paramétré par des constantes 
arbitraires. Dans ce cas, nous n'avons que des solutions particulières. Pour plus de détail 
sur la façon d'obtenir les transformations de Backlund, on consultera [41). 
5.2 Exemples d'applications 
Présentons à présent plusieurs exemples d'application des techniques de construction 
des solutions conditionnellement invariantes. Notre étude portera sur une classe d'équa-
tions complètement intégrables. Nous allons, de plus, construire leurs transformations de 
Backlünd. Un exemple d'une équation qui n'est pas complètement intégrable sera aussi 
illustré. Nous ne présenterons ici que les résultats principaux sans entrer dans les détails. 
Nous commençons en considérant les implications du théorème (3.2 de la référence [41)) 
pour le cas d'une unique EDP d'ordre k 
(5.16) 
Quand q = 1, la forme des contraintes différentielles «3.4) de [41)) se simplifie considéra-
blement. C'est un résultat bien connu, que dans ce cas la seule algèbre de Lie de dimension 
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finie pouvant être construite en terme du champ de vecteurs (3.5 de [41]) est sl(2, IR), ainsi 
que ses sous algèbres. La représentation de sl(2, IR), à un changement de la variable u près, 
est donnée par 
A d A d A 1 2 d 
Vo = du' VI = u du' V2 = 2"u du' (5.17) 
Ceci signifie que les contraintes différentielles ((3.4) de [41]), satisfaisant le théorème de 
Lie, deviennent une famille d'équations de Riccati, i.e. 
8u O() l () 1 2( ) 2 
-8 . = Ai X + Ai X U + -Ai X U • 
x' 2 (5.18) 
Ainsi, les fonctions cpi prennent une forme trinomiale en u. Introduisons cette forme pour 
les fonctions cpi dans le système (5.11)-(5.12) et dans l'EDP (5.16). Nous exigeons ensuite 
que les coefficients des puissances successives de u dans les équations ainsi obtenues soient 
nulles. Ainsi, les conditions ((3.8) de [41]) peuvent être exprimées sous la forme 
AO[. '] + A[I.A~] = 0 
',J l J ,u 
A[l . . ] + A2[.A~] = 0 l,J l J ,u (5.19) 
A~J] + A~A}],u = 0 
et l'équation originale (5.16) devient une EDP d'ordre (k - 1) pour les coefficients A~ de 
la fonction trinomiale cpi. 
Exemple 5.17 Considérons l'équation de KdV de forme potentiel 
Ut + 3u; + Uxxx = O. (5.20) 
Nous cherchons des solutions de l'équation (5.20) invariantes sous les champs de vecteurs 
(5.21) 
Exécutant la procédure décrite à la section précédente, nous construisons une algèbre 
de Lie de symétries conditionnelles à deux dimensions associées à l'équation KdV. Les 
conditions de l'invariance de l'équation (5.20) sous les champs de vecteurs (5.21) prennent 
la forme 
U x - cp(x, t, u) = 0, Ut - 'if;(x, t, u) = O. (5.22) 
L'équation (5.20) prise avec les contraintes (5.22) correspond au système sur-déterminé 
composé de (5.11), (5.12) et (5.13) qui prend à présent la forme 
CPt + 'if;cpu - ('if;x + cP1/Ju) = 0 
'if; + CPxCPu + CPcP~ + CPxx + cp(2cpux + CPCPuu) + 2CP2 = O. (5.23) 
Pour résoudre les équations (5.23), nous considérons que les fonctions C 2 , cP et 'if; sont 
analytiques en u et qu'elles satisfont les critères du théorème de Lie. Ceci implique que les 
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fonctions <p et 'IjJ sont de forme trinomiale en u avec des coefficients réels qui dépendent 
de x et t. 
<p = a(x, t)u2 + b(x, t)u + c(x, t) 
'IjJ = p(x, t)u2 + q(x, t)u + r(x, t) (5.24) 
En introduisant la forme (5.24) dans le système sur-déterminé (5.23) et en exigeant ensuite 
que les coefficients des puissances successives de u de l'équation ainsi obtenue s'annulent, 
on obtient 
at - Px + aq - pb = 0 
bt - qx + a( ar - pc) = 0 
Ct - r x + rb - cq = 0 
3a2 (2a + 1) = 0 
6ab(2a + 1) = 0 
p + 3b2 + 6ac + 4abx + 5bax + 4a2c + 7ab2 + 4a + axx = 0 
q + 6bc + 2aCx + 3bxb + 8abc + b3 + bxx + 4axc = 0 
r + 3c2 + Cxb + b2c + Cxx + 2bxc + 2ac2 = o. 
(5.25) 
L'intégrale générale de ces dernières équations est paramétrisée par une fonction b, laquelle 
satisfait l'équation de KdV (5.20), i.e. 
(5.26) 
et 
(5.27) 
où >. est une constante réelle arbitraire. Ainsi, en prenant les caractéristiques (5.22) en 
considération, on voit que les transformations de Backlünd prennent la forme 
1 2 
U x = -2>' - 2"(u - b) - bx 
Ut = -2(u; + uxbx + b;) + (u - b)(u - b)xx - bt, 
(5.28) 
ce qui est une autre méthode pour obtenir ce résultat connu. 
Exemple 5.18 Considérons à présent l'équation de Kadomste-Petviashvili (KP) dans 
sa forme du potentiel 
(5.29) 
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où l = 1, H. Afin d'être en mesure d'utiliser les calculs déjà effectués pour l'équation 
de KdV (exemple 5.17), on réduit l'équation (5.29) à la forme plus convenable 
3 2 1 3 2 
Ut + 4"ux + 4"uxxx + 4"l fy = 0 (5.30) 
U y = fx· 
Selon les exigences de la méthode, nous considérons un système d'E.D.P. sur-déterminé 
obtenu en augmentant le système (5.30) des contraintes différentielles de premier ordre 
Ux = cp(x, y, t, u, f), 
ft = T](x, y, t, u,j), 
Ut = 'I/J(x,y,t,u,f), 
fx = p(x, y, t, u, f), 
uy = p(x,y,t,u,j) 
fy = ç(x, y, t, u, f). (5.31) 
Nous assumons le fait qu'il est possible de trouver des formules pour (Ut, u x, uy) et (ft, fx, fy) 
en terme des variables x, y, t, u et f. Ceci signifie que nous cherchons une classe spéciale 
de solutions de (5.30) et (5.31), lesquelles sont invariantes sous les champs de vecteurs 
Zl = Ôx + cp(x, y, t, u, f)ôu + p(x, y, t, u, f)ôf 
Zl = Ôt + 'I/J(x, y, t, u, f)ôu + T](x, y, t, u, f)ôf 
Zl = ôy + p(x, y, t, u, f)ôu + ç(x, y, t, u, f)ôf. 
(5.32) 
Les conditions de compatibilité entre (5.30) et (5.31) sont trouvées par l'application des 
opérateurs différentielles (5.32), i.e. 
CPt + 'l/JCPu + T]CPf + Pt + 'l/JPu + T]Pf - ('l/Jx + cp'I/Ju + p'l/Jf + T]x + cpT}u + PTJf) = 0 
Pt + 'l/JPu + T]Pf + çt + 'l/Jçu + T]Çf - ('l/Jy + p'l/Ju + Ç'I/Jf + T]y + PTJu + ÇT]f) = 0 
Cpy + pcpu + ÇCPf + Py + PPu + ÇPf - (Px + CPPu + PPf + Çx + cPçu + PÇf) = 0 (5.33) 
3 2 1[ 2 ( ] 3 2 
'I/J + 4"CP + 4" CPxCPu + CPCPu + CPxx + cP 2cpux + CPCPuu) + 4"l ç = O. 
Nous postulons que les fonctions de classe (j2, cp, p, 'I/J, T], ç prennent la forme de séries 
de puissances en u et en f avec des coefficients réels qui dépendent de x, y, t, et nous 
substituons les fonctions sous cette forme dans (5.33). L'analyse des termes dominants de 
ces séries, dans l'équation ainsi construite, nous conduit à plusieurs cas. Un des cas les 
plus intéressants est celui où les séries ne dépendent pas de f et sont cubiques en u avec 
des coefficients ne dépendant que de x et t. En suivant la procédure décrite, on obtient un 
système de 12 E.D.P. pour ces coefficients. L'intégrale générale de ce système peut être 
paramétrisée par les fonctions v et 9, lesquelles satisfont l'équation de KP, c'est-à-dire 
T] = 9t = ~ (CPx + CPCPu - vxx + 3 [l(P + vy) + (u - v) (cp + vx + ~(u - V)2)]) 
P = 9x + l (u - v) 
ç = 9y + cp + vx + ~ (u - V)2, 
(5.34) 
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où 
V y - 9x = o. (5.35) 
Ainsi, en vertu de l'équation (5.31), les auto-transformations de Backlünd, qui relient une 
solution de l'équation KP à une autre, sont données par les relations 
(5.36) 
lesquelles sont un résultat connu. 
Exemple 5.20 Un autre exemple intéressant est celui l'équation de Liouville généralisée 
(GL) en (n + 1) dimension. Elle a été formulée par P. Santini [35] et prend la forme 
(5.37) 
L'analyse de cette équation par l'approche des symétries conditionnelles a été effectuée par 
P.Santini. Nous présentons ci-dessous ses résultats principaux. On cherche une solution de 
(5.37) invariante sous (n + 1) champs de vecteurs 
(0) . (j) Zo = 8t + cp (x, t, u)8u , Zj = ~ + cp (x, t, u)8u , xE R. (5.38) 
Nous complétons le système original (5.37) en exigeant que les caractéristiques des champs 
de vecteurs Zo et Zj soient nulles, i.e. 
Ut - cp(O) (x, t, u) = 0, Uxi - cp(j)(x, t, u) = O. (5.39) 
Les conditions de compatibilité pour (5.37) et (5.39) donnent les équations suivantes: 
cp~) + cp(i)cp~) = cp~] + cp(j)cp~) 
cpP) + cp(O)cp~) = cp~~) + cp(j)cp~O) 
t, (1"::) + 1"(0) l''~~. + l''P) l''~) + 1"(0) (l''~))' + l''UV;!} (5.40) 
+ cp(j)cp(0)cp~2 - cp(j)cpP) - cp(O)cp(j)cp~») = o. 
Les conditions d'intégrabilité, (5.40) prisent avec l'exigence que le système (5.39) satisfait 
les conditions ((3.4) de [411) et ((3.6) de [411), nous mènent aux équations de Riccati 
couplées de la forme (5.18). Il est approprié d'exprimer les fonctions cp(O) et cp(j) comme 
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des séries de Fourier en u. Ces séries sont au plus d'ordre 1 quand on les introduit dans 
(5.40), ainsi nous avons 
<p(O) = a(x, t) + f3(x, t)eU / 2 
<pU) = "(U) (x, t) + ,\ (j) (x, t)eu / 2 • (5.41) 
En conséquence, (5.40) devient un système d'équations différentielles pour 2(n + 1) coef-
ficients réels a, f3, "(u) et ). (j). L'intégrale générale de ce système prend la forme 
a = "(U) = 0, f3 = Wte-V/2, ). (j) = wxie-v/ 2, (5.42) 
où la fonction v doit satisfaire l'équation de Liouville généralisée (5.37) et la fonction W 
satisfait l'équation différentielle linéaire 
n 
2)Wxi xi - Vxi~) = o. 
;=1 
(5.43) 
Après avoir effectué les substitutions appropriées dans les équations (5.39), (5.41) et (5.42), 
nous obtenons les auto-transformations de Backlünd de premier ordre pour l'équation de 
Liouville généralisée sous la forme 
(u - v)xi = wxie(u-v)/2 
(u - v)t = Wte(u-v)/2. (5.44) 
Noter que si l'équation différentielle (5.43) peut être résolue pour une solution v donnée de 
l'équation de Liouville généralisée (5.37), alors le système (5.44) définit une transformation 
spécifique entre l'équation GL pour u et celle pour v. De telle manière, on peut construire 
une solution u pour chaque solution v connue et vice versa. Nous remarquons qu'après 
la transformation u = 2lnp et v = 2ln q dans l'équation (5.44), nous pouvons réécrire 
l'auto-transformation de Backlünd (5.44) sous la forme Riccati 
1 2 1 2 
Yxi = 2WxiY , Yi = 2WtY , où Y = p/q. (5.45) 
Une solution explicite de (5.45) en (2 + 1) dimensions peut facilement être construite à 
partir de la solution constante 
u = 2ln It(XI + iX2, t) + g(Xl - iX2, t)1 + h(t), (5.46) 
où t et 9 sont des fonctions arbitraires différentiables de leurs arguments et h est une 
fonction arbitraire différentiable en t. Dans le cas où la fonction W a la forme 
n 
W = wo(t) + L w;(x;), (5.47) 
;=1 
la solution multi-solitonique suivante peut être construite en (n + 1) dimensions par des 
applications successives de l'auto-transformation de Backlünd (5.45) 
(5.48) 
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où Fo, Fj et G sont des fonctions arbitraires de leurs arguments et le point dénote la 
d , ., . F' dF(s) envee, l. e. = ds . 
Finalement, considérons l'équation GL (5.37) pour une variété pseudo-Riemannienne 
(X, ·1·) de dimension p = n + 1, où la métrique (·1·) est non-dégénérée mais nécessairement 
définie positivement. Alors, pour la fonction u (de la classe c3 ), définie dans un voisinage 
de 1) c X, l'équation (5.37) prend la forme 
! (V2u - ~ (vuIVu)) = 0, (5.49) 
où Vu dénote le gradient de la fonction u et V 2 est l'opérateur de Laplace-Beltrami par 
rapport à la métrique (·1·). L'auto-BT de premier ordre (5.44) pour l'équation (5.49) 
a la même forme que lorsque la métrique est définie positivement (i. e. quand X est un 
espace Euclidien). Comme auparavant, la fonction w doit satisfaire l'équation différentielle 
linéaire de la forme 
(5.50) 
Supposons maintenant que la variété X est un espace de Minkowski de dimension (2 + 1) 
avec les coordonnées cartésiennes (XO.XI, X2) telles que IxI2 = x5 - x~ - x~. Alors, une 
solution explicite de (5.49), écrite en coordonnées polaires, a la forme 
(5.51) 
où Xl = r cos cp, X2 = r sin cp, F est une fonction réelle de deux variables, A et B sont deux 
fonctions arbitraires d'une variable. 
Exemple 5.21 L'exemple que voici constitue une application des méthodes présentées. 
Le résultat obtenue n'a jamais paru dans la littérature jusqu'ici. 
On cherche les solutions de l'équation double sine-Gordon (DSG) 
sous les champs de vecteurs 
1 . 2 \. 
Uxt = 2 SIn u + A sm u 
Xl =ôx+cp(x,t,u)ôu 
X 2 = Ôt + 'I/J (X, t, u) Ôu 
en exigeant que les caractéristiques de ces champs de vecteurs s'annulent, d'où 
QI = <P - U x = 0 
Q2 = 7/J - Ut = O. 
(5.52) 
(5.53) 
(5.54) 
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En dérivant (5.54.a) par rapport à t et (5.54.b) par rapport à x, on obtient 
ifJt + ifJu'I/J = Uxt 
'l/Jx + 'l/JuifJ = Utx· 
La condition Uxt = utximplique que 
d'où 
ifJt + ifJu'I/J = 'l/Jx + 'l/JuifJ = ~ sin 2u + .À sin u, 
ifJt + ifJu'I/J = ~ sin 2u + .À sin u 
'l/Jx + 'l/JuifJ = 2 sin 2u + .À sin u 
sont satisfaites. On cherche une solution sous la forme 
r 
cp = E (Ak (x, t) sin (ku) + Bk (x, t) cos (ku)) 
k=O 
s 
'I/J = E (Cl (x, t) sin (lu) + Dl (x, t) cos (lu») 
1=0 
109 
(5.55) 
(5.56) 
(5.57) 
En introduisant cette forme de solution dans (5.57), on constate aisément que la solution 
est de degré 2. On cherche alors une solution sous la forme 
cp = Al (x, t) sin (u) + BI (x, t) cos (u) + Cl (x, t) 
'I/J = A2 (x, t) sin (u) + B 2 (x, t) cos (u) + C2 (x, t). 
En substituant (5.58) dans (5.57), nous obtenons 
A~ sin (u) + BI cos (u) + cl 
(5.58) 
+ (Al cos (u) - BI sin (u») (A2 sin (u) + B2 cos (u) + C2) = ~ sin2u + .À sin u, 
A; sin (u) + B; cos (u) + C; 
+ (A2 cos (u) - B 2 sin (u)) (Al sin (u) + BI cos (u) + Cl) = ~ sin 2u +.À sin u, 
(5.59) 
que l'on peut réécrire 
AlB2 Cl + (Ai - B l C2 ) sin (u) + (BI + Al C2 ) cos (u) + -2- (1 + cos (2u» 
A2B l 1 1 
- -2- (1 - cos (2u» + (Al A2 - BI B2) 2 sin (2u) = 2 sin2u + .Àsinu, 
A2B l 
C; + (A; - B 2Cl ) sin (u) + (B; + A2Cl ) cos (u) + -2- (1 + cos (2u» 
A l B 2 1 1 
- -- (1 - cos (2u» + (Al A2 - BI B2) - sin (2u) = -2 sin 2u + .À sin u. 
2 2 
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Nous regroupons les termes en puissances de fonctions trigonométriques, ce qui donne 
AIB2 A2BI 
cl + -2- - -2- + (Ai - BIC2) sin (u) + (Bt + AIC2) cos (u) 
(
AIB2 A2BI) 1 1 + -2- + -2- cos (2u) + (AI A2 - B 1B 2 ) 2 sin (2u) = 2 sin2u + À sin u, 
A2 B 1 A I B 2 
C; + -2- - -2- + (A; - B2CI ) sin (u) + (B; + A2Cl ) cos (u) 
(
A2BI AIB2) 1 1 + -2- + -2- cos (2u) + (Al A2 - BI B2) 2 sin (2u) = 2 sin 2u + À sin u. 
(5.60) 
On exige que les coefficients de (5.60) des fonctions sinusoïdales s'annulent. On obtient 
alors le système suivant : 
sin (2u) : 
cos (2u) : 
sin (u) : 
cos (u) : 
1 : 
A I A2 - B I B 2 = 1 
A 1B 2 + A2 B I = 0 
Ai - B I C2 = À, A; - B2C1 = À 
Bt+AIC2 =0, B;+A2CI =0 
AIB2 A2BI A2BI AIB 2 
ct + -2- - -2- = 0, C;+-2- - -2- =0. 
À l'aide des équations (5.61) et (5.62), on trouve aisément que 
et 
((AI )2 + (BI)2) A2 = Al, 
((A2)2 + (B2)2) Al = A2, 
((AI)2 + (BI)2) B2 = _BI 
((A2)2 + (B2)2) BI = _B2 
En introduisant (5.66) dans (5.67), on conclut que 
En éliminant Cl et C2 des équations (5.63) et (5.64), on trouve 
AlAi + BIBt = ÀAI 
et 
De (5.69), on a que 
tandis que de (5.80), on a que 
(5.61) 
(5.62) 
(5.63) 
(5.64) 
(5.65) 
(5.66) 
(5.67) 
(5.68) 
(5.69) 
(5.70) 
(5.71) 
(5.72) 
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En divisant (5.71) par (5.66), on obtient 
((AI)2 + (BI )2) 
-'-_~_--;ic...::.t = 2,\A 2 ((AI)2 + (BI)2) . 
En divisant (5.72) par (5.67), on obtient 
On a donc 
et 
((A2)2 + (B2)2t = 2,\AI 
((A2)2 + (B2)2) . 
[ln ((AI)2 + (BI)2) L = 2,\A2 
[ln ((A2)2 + (B2)2) L = 2'\AI. 
On intègre ensuite (5.75) et (5.76), d'où 
ln ((AI)2 + (BI)2) = J 2,\A2dt + f (x), 
ln ((A2)2+ (B2)2) = J 2'\A l dx+g(t). 
On additionne les équations (5.77) et (5.78), ce qui donne 
mais en vertu de l'équation (5.68), (5.79) donne 
J 2,\Al dx + J 2,\A2dt + 9 (t) + f (x) = 0, 
que l'on peut dériver par rapport à x et ensuite par rapport à t, de telle sorte que 
Posons Vxt = A; = -Al, ainsi (5.81) 
A2 = Vt, 
Ainsi, les équations (5.77) et (5.78) deviennent, en tenant compte de (5.82), 
ln ((A I)2 + (BI)2) = 2'\v, 
ln ((A2)2 + (B2)2) = -2'\v. 
III 
(5.73) 
(5.74) 
(5.75) 
(5.76) 
(5.77) 
(5.78) 
(5.80) 
(5.81) 
(5.82) 
(5.83) 
(5.84) 
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Ce qui implique 
((A1)2 + (B1)2) = e2>'v, 
((A2)2 + (B2)2) = e-2,\v. 
En vertu de (5.66) et (5.67), nous avons 
((A1)2 + (B1)2) = _ ::' 
et 
En comparant (5.85) et (5.86), 
v% 2,\v 
--=e 
Vt 
En comparant (5.66) et (5.87), on a que 
BI = ±e,\vVl- v'fe2>'v, B 2 = =Fe-,\vvl- v;e-2,\v. 
Nous avons comme conséquence différentielle de (5.91.a) que 
e'\vv (À - 2Àv2e2'\v - v e2>'v) 
B I _ ± t t tt t - . VI - v'fe2>'v 
112 
(5.85) 
(5.86) 
(5.87) 
(5.88) 
(5.89) 
(5.90) 
(5.91) 
(5.92) 
En substituant (5.92) dans (5.69), en tenant compte de (5.82), nous avons que 
~----:~:-e>.vvt (À - 2Àv2e2>'v - Vtte2>'v) 
VxVxt + e>.vVl - v'fe2>'v t = -).v%, (5.93) VI - v'fe2>'v 
d'où, après quelques manipulations, nous obtenons 
(2).v + ln Vt - ln vx)t = O. 
Par ailleurs, nous avons comme conséquence différentielle de (5.91.b) que 
B; = =Fvxe->'v xx x . (
-). - v e-2>'v + 2).v2e-2>.V) 
V(1 - v;e-2>'v) 
En substituant (5.95) dans (5.80), on trouve 
VtVxt + e~2>'vvx (-). - vxxe-2>.v + 2).v;e-2>.v) = ÀVt, 
d'où après quelques manipulations, on a 
(ln Vt -ln Vx + 2).v)x = 0 
(5.94) 
(5.95) 
(5.96) 
(5.97) 
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En comparant (5.94) et (5.97), on conclut que 
2Àv + ln Vt - ln Vx = 0, (5.98) 
ce qui nous conduit à 
2Àv V x 
e =-
Vt 
(5.99) 
Toutefois, (5.99) doit être consistante avec (5.89), ce qui implique 
Vt = 0 
et 
V x = 0, 
et par conséquent 
Al = 0, A2 = O. (5.100) 
L'introduction de (5.100) dans les équations (5.61) à (5.65) réduit le système constitué de 
ces équations à 
_Bl B 2 = 1, 
_B1C2 = À, 
_B2C l = À 
Bl =0, 
B; =0, 
cl =0, 
C; =0. 
De (5.104) et (5.105) on a immédiatement que 
(5.108) dans (5.102) et (5.103) implique que 
sont des constantes. Nous posons 
ce qui implique 
BI B 2 Cl C2 , , , 
B 2 =_.!. , 
/-L 
Cl = /-LÀ, 
C2 = -~. 
/-L 
(5.101) 
(5.102) 
(5.103) 
(5.104) 
(5.105) 
(5.106) 
(5.107) 
(5.108) 
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En introduisant, ces valeurs de BI, B 2 , Cl et C3 dans (5.58), nous obtenons 
cp = fLCOS (u) + fLÀ, 
1 À 
'I/J = -- cos (u) - -. 
fL fL 
Ainsi, en vertu de (5.54), nous avons 
Ux = fL (cosu + À), 
1 Ut = -- (cosu + À). 
fL 
114 
(5.109) 
(5.110) 
La paire d'équations (5.110) constitue la transformation de Backlund pour l'équation 
(5.52), où fL est le paramètre de Backlund. 
Exemple 5.22 Considérons un cas spécial de l'équation de Schr6dinger non-linéaire 
(NLS), c'est-à-dire l'équation de Schr6dinger cubique 
€=±1, UEC, (5.111) 
où ü est la conjuguée complexe de u. Les résultats obtenus, ici, sont tout à fait nouveau. 
Cherchons les classes de solutions de (5.111) qui sont invariantes sous les champs de 
vecteurs 
Zl = âx + cp(x, t, u, ü)âu + cp(x, t, u, ü)âü, 
Z2 = âx + 'I/J(x, t, u, ü)âu + 'if; (x, t, u, ü)âü. (5.112) 
Ainsi, nous augmentons l'équation NLS avec le système obtenu en exigeant que les carac-
téristiques soient zéro, i.e. 
QI = (Qn = (cp - ux , cp - üx ) = (0,0), 
QI = (Qn = ('I/J - Ut, 'if; - Üt) = (0,0). (5.113) 
Les conditions (5.113) impliquent que cp et 'if; sont les conjuguées complexes de cp et 'I/J 
respectivement. Ainsi, nous cherchons des solutions du système sur-déterminé formé en 
ajoutant 
Ux = cp(x, t, u, ü), Ut = 'I/J(x, t, u, ü) (5.114) 
à l'équation (5.111). Le problème est équivalent à l'étude de l'existence de solutions du 
système suivant : 
(i) 
(ii) 
CPt + 'l/JCPu + 'if;CPü = 'l/Jx + cp'I/Ju + cp'I/Jü, 
CPx + CPCPu + CPCPü + i'I/J - wlul2 • (5.115) 
Supposons que les fonctions cP et 'I/J sont trinomiales en u seulement. En introduisant cette 
forme pour cP et 'I/J dans (5.115) et en exigeant que les coefficients des puissances successives 
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de u dans les équations ainsi obtenues soient nuls, nous obtenons alors 16 équations pour 
6 coefficients complexes de <p et 'I/J à déterminer. La solution générale de ces équations est 
E v 2 
<p = 2"V - Àu - 2"u , 
iE i (2 2) i 2 'I/J = -"2 (vx - ÀV) - 2" 2À - Elvl u - 2" (Àv + vx) u 
(5.116) 
où la fonction v satisfait l'équation de NLS cubique 
E = ±1 (5.117) 
et À est un paramètre complexe arbitraire. En considérant les équations caractéristiques 
(5.114), nous pouvons reconstruire l'auto-transformation de Backlund 
1 2 E 
U = --vu -Àu+-v 
x 2 2 ' 
i ) 2 i ( 1 12 2 . E ( ut=-2"(Àv+Vx u +2" EV -aÀ )u+'t2" ÀV-V). 
(5.118) 
Les exemples présentés ici démontrent l'efficacité de l'approche par symétrie condition-
nelle. Notre reconstruction de résultats déjà bien connus pour les équations KdV, KP, 
SG et DSG prouve que les techniques proposées apportent une manière plus rapide et 
plus efficace de reconstruire les transformations de Backlünd que les autres méthodes 
classique. L'exemple de l'équation de Liouville généralisée démontre le potentiel de cette 
technique pour produire de nouveaux résultats intéressants. Nous pouvons ajouter que la 
procédure est pratiquement complètement algorithmique et qu'il est possible d'utiliser des 
programmes mathématiques. 
5.3 Contraintes différentielles d'ordre plus élevé. 
Portons notre attention sur la possibilité d'obtenir des solutions conditionnellement 
invariantes à partir de contraintes différentielles d'ordre plus élevé que le premier ordre. 
Nous adaptons les résultats de la section 5.1 au cas d'une EDP unique d'ordre k soumise 
à des contraintes différentielles d'ordre deux. Soit 
(5.119) 
une EDP scalaire d'ordre k en p + 1 variables indépendantes x = (x, xo) E X C RP+l. 
Effectuons deux suppositions. La première est que le système (5.119) peut être développé 
comme une série de puissances finie des variables uQ et de leurs dérivées jusqu'à l'ordre k 
avec des coefficients qui dépendent des x. La seconde supposition est que (5.119) admet 
un module de Lie A de symétries conditionnelles dont la dimension est (p + 1) et dont les 
générateurs, définis sur Jo = X X U2 , sont donnés par 
Xa = aXQ + "Yaau + Àaav , 
X o = aXQ + vau + cpav , 
a = 1, ... ,p, (5.120) 
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tels que 
[X,., Xv] = r;"XCT , 0 :S J1., 1/, a :S p, 
où nous introduisons une nouvelle fonction réelle v : D -? U(D c X). Nous considé-
rons que les fonctions ifJ, "fa, Àa et r;:v dépendent des variables x, u et v seulement. Nous 
nous limitons au cas où l'EDP initial (5.119) est soumise à des contraintes différentielles 
obtenues en exigeant que les caractéristiques des champs de vecteurs X,. soient nulles, i.e. 
Qo(x, U(l), V(l» = (ua - v, Vo - ifJ) = (0,0), 
Qa(x, U(l), V(l» = (Ua - "fa, Va - Àa) = (0,0). (5.121) 
Nous formons un système sur-déterminé composé de (5.119) et (5.121). En éliminant 
la variable auxiliaire v des contraintes (5.121), ce système se réduit à un système sur-
déterminé pour u seulement avec des contraintes d'ordre un et d'ordre deux, i.e. 
Uo - ifJ(x, u, uo) = 0, Uoa - Àa(x, u, Uo) = 0, 
Ua - "fa {X, u, Uo) = O. 
Les conditions de compatibilité pour (5.122) nous donnent 
et 
"fa,o + Uo"fa,u + ha.ua - Àa = 0, 
Àa.O + UoÀa, Uo - (ifJ.a + "faifJ.u + ÀaifJ,ua) = 0, 
"f(b.a) + "f(a"fb).u + À(a"fb).ua = 0, 
À(a.b) + "f(aÀb).u + À[aÀbJ.ua = 0, a, b = 1, ... ,p 
/).(x U lIh ,I..(k-2) À (k-2) ",k-l) = 0 
, ,....vu, 'f' 'a 'fa , 
où nous utilisons les opérateurs de dérivée totale modifiés 
plutôt que (5.120). 
(5.122) 
(5.123) 
(5.124) 
(5.125) 
Si les conditions (5.124) sont satisfaites, alors les commutateurs [X,., Xv] sont égaux à 
zéro. Dans un tel cas, les champs de vecteurs {Xo, Xl,"" X p } forment une distribution 
abélienne de dimension (p + 1) définie sur X x U(1). Les conditions (5.124) et (5.125) nous 
assurent que les solutions de (5.122)-(5.123) obtenues, constituent les solutions de l'EDP 
originale (5.119). 
Le théorème sur l'existence des symétries conditionnelles associées à des contraintes 
différentielles d'ordre plus élevé prend la forme suivante. 
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[41] Théorème 5.7 Une EDF (5.119) non dégénérée d'ordre k admet une algèbre L de 
dimension p de symétries conditionnelles si et seulement si les (p + 1) champs de vecteurs 
linéairement indépendants(définis sur BeX x U(1» 
X o = âxo + uoâu + rjJ(x, u, uo)âuo ' 
X a = âXQ + 'Ya(x, u, UQ)âu + Àa(x, u, uo)âuo ' 
satisfont les conditions (5.124) et (5.125) dans un voisinage de (xo, U~l» E B. 
La preuve de ce théorème s'effectue de manière similaire à celle du théorème 2.4. Les 
générateurs Xp. sont des symétries conditionnelles de (5.119) s'ils sont des symétries du sys-
tème sur-déterminé (5.119) et (5.121). On peut démontrer que sous les conditions (5.124) 
le critère de symétrie pour ce système est satisfait, i. e. 
pr(l) Xp.(.6.) = 0, (5.126) 
quand .6. = a et Q" = 0, J-L, v = 1,2 ... ,p. 
Le restant de la section est consacré à des exemples qui illustrerons l'approche qui vient 
d'être présentée. 
Exemple 5.23 Considérons l'équation dissipative de Korteweg-de Vries (DKdV) sous 
sa forme du potentiel 
Ut + 3u~ + Uxxx + 'YUxx = O. (5.127) 
Nous cherchons une classe de solutions de (5.127) qui sont invariantes sous les champs de 
vecteurs 
(5.128) 
où cp,'I/J et À sont des fonctions de (x,t,u,v) seulement. Les caractéristiques de ces champs 
de vecteurs doivent être égales à zéro, ainsi 
(5.129) 
En ajoutant les conditions (5.129) à l'équation initiale (5.127), nous obtenons ce qui suit: 
Ut + 3u~ + uxxx + 'Yuxx = a 
Ux = v, vx = cp(x, t, u, v) (5.130) 
Ut = 'I/J(x, t, u, v), Vt = À(x, t, u, v), 
où les fonctions cp, 'I/J et À peuvent être déterminées à partir des conditions de compatibilité. 
Nous éliminons v de (5.130), de sorte que les dérivées (Ut, Uxx , uxxx ) peuvent être exprimées 
en terme de (x, t, u, ux ) seulement, i.e. 
Ut = 'I/J(x, t, u, ux), Uxx = cp(x, t, u, ux), Uxt = À(x, t, u, ux). (5.131) 
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En utilisant les opérateurs différentiels (5.128) et "cross-differentiating" (5.127) et (5.131), 
nous obtenons 
'l/Jx + ux'I/Ju + cP'I/Ju", = >. 
CPt + 'l/JCPu + >'CPu", ='l/Jxx + 2ux('l/Jxu + cp'I/Juu",) + u;'l/Juu + 2cp'l/Jxu", 
+ cp2'I/Ju",u", + 'l/Ju",(CPx + UxCPu + CPCPu",) + cP'I/Ju, 
CPt + 'l/Jcpu + >'CPux = >'x + ux>'u + cp>.u", 
'I/J + CPx + UxCPu + CPCPu", + 3u; + "'(CP = O. 
(5.132) 
Afin de simplifier le problème, nous assumons que cP, 'I/J et >. sont analytiques en u et Ux et 
qu'elles peuvent être représentées par des séries de puissances en u et U x avec coefficients 
constants. Nous substituons cette forme polynomiale de cP, 'I/J et>. dans (5.132) et analysons 
leurs termes dominants. Pour les calculs qui vont suivre, nous choisissons le cas où les 
fonctions cP, 'I/J et >. sont cubiques en u et ux. Alors, la solution générale de ces fonctions, 
qui satisfait (5.132), est donnée par 
4,2 ( 24,2 ) 
cP = 6u2 + 25 -25u + 5ux 
'I/J = -61 (~, + 1) u2 + 3u; - 12uux + 96~~5 (1 + ~, ) u - ~~ (5 + ~~, ) Ux 
(5.133) 
). = [6U2 + ~~2 ( _ ~: ,2U + 5Ux)] ( -12u + 6ux _ ~~3 (5 + ~~, ) ) 
+ [-12, (~, + 1) u - 12ux + 9662~5 (1 + ~, ) ] Ux. 
En introduisant (5.133) dans (5.131), nous obtenons un système sur-déterminé pour les 
fonctions u, compatible avec l'équation de départ (5.127), lequel est très facile à résoudre. 
Une solution non-triviale de ce système est 
_ 6,2 6,2 (J3 - 1)A2 _2"'(I't+x) en [Ae-I CPt+x) + E, k] - (2 + J3) (5.134) 
u - 25 - J1. - 25J3 21/3 e 5 1 _ en [Ae-I(I't+x)+B,k] , 
où k = H2 - J3)1/2 et A, B et J1. sont des constantes arbitraires. Ce résultat était déjà 
existant mais avait été trouvé à l'aide d'une procédure plus complexe. 
Exemple 5.24 L'interaction résonante de trois ondes (3WR) en 1+1 dimensions peut 
être décrite par le système de trois équations de la forme 
0: =1= (3" = 1,2,3 - cyclique, (5.135) 
où Üi(X, t) sont les amplitudes complexes des paquets d'ondes et Ci dénote leur vitesse de 
groupe, telle que Cl < C2 < C3. Supposons que Ua satisfait l'équation (5.135). Sans perte 
de généralité, il est pratique du point de vue calculatoire d'effectuer la transformation 
0:=1,2,3 (5.136) 
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dans l'équation (5.135) où Pa est une fonction complexe sur le sous-ensemble V C 1R2 • 
Alors, (5.135) peut être écrite sous la forme 
+ '( * * + * * + * *) (5137) Pa,t c(a)Pa,x = l upP..., u...,Pp PpP..." . 
où a =1= {J, cyclique. Selon les considérations faites à la section 5.1, nous cherchons des 
solutions de (5.137) invariantes sous les champs de vecteurs 
(5.138) 
Nous assumons que les coefficients Aa et Ba sont des fonctions de Pa, P~, Ua et u~ seulement 
et qu'elles ne dépendent pas explicitement de x et t. Ajoutons maintenant au système 
(5.137) un système obtenu en exigeant que les caractéristiques des champs de vecteurs 
(5.138) égalent zéro, i.e. 
( ") * A* ( * *) n Pa,x = a Pa, Pa' Ua, Ua , 
(5.139) 
Les conditions (5.139) impliquent que A~ et B~ sont les conjuguées complexes de Aa et Ba 
respectivement. Ainsi, nous cherchons les solutions du système sur-déterminé formé par 
(5.137) et (5.139.i) qui sont invariantes sous l'algèbre de Lie abélienne de dimension deux 
générée par les champs de vecteurs (5.138). Étant donné le théorème 5.5, nous pouvons 
réduire le problème de la construction de solutions conditionnellement invariantes à celui 
de l'étude de l'existence de solutions du système d'équations suivantes : 
(i) XIAa = X2Ba (5.140) (ii) Ba + C(a)Aa = i(u~p~ + u~P~ + p~p~). 
À partir de ces équations, nous avons que 
(1 + C(a»)XIAa = iX2(U~p~ + u~P~ + p~p~), a =1= {J" - cyclique. (5.141) 
L'analyse des conditions d'intégrabilité (5.141) ainsi que l'exigence que le système (5.139.i) 
satisfasse les conditions (3.4 de 141]) et (3.6 de 141]) du théorème de Lie, nous conduit aux 
équations projectives de Riccati associées à l'algèbre sl(3,C). 
Dans les coordonnées affines 
VI = p3/pi, (5.142) 
les équations (5.139.i) peuvent être réduites à un système d'équations de Riccati couplées 
de la forme 
(i) 
(ii) 
p,v,a = 1,2 (5.143) 
où les variables indépendantes sont notées (Xi) = (x, t), i = 1,2 et les coefficients 
a~, b~"v" et c~ sont des fonctions de UI, U2 et U3' Cependant, les coefficients Ai, Bi et 
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Ci dépendent de Ull U2, U3 et de VI, V2 aussi. On utilise les équations (5.142) et on substi-
tue (5.143) dans (5.141) et (3.21 de [41]). Nous exigeons ensuite que les coefficients des 
différentes puissances de vp et P3, des équations ainsi obtenues, soient nuls. En résolvant 
ces équations, nous obtenons les conditions bien connues pour les coefficients de (5.143), 
i.e. 
et 
Al = A2 = 0, 
bl -1 11 = M 
b2 - ~ 11 - ),,6 
bl .• 21 = 2j..LU3 
b2 . • 21 = 2j..LC3U3 
bl =iH 12 = ).. U3 
b2 iH 12 = ).. C3U3 
bl -1 22= T 
b2 - El 22 - 6 
2 ij..L 2 
C = -. (c3lvd - Cl) 
VIV2 
1 . (u2 ui (Vi 1V2) .ç) B = 2J.L - + -; - U3 -; + -- - 2-
).VI V2 V2 ). VI ). 
2 . (C2U2 clui (Vi 1 V2) .C3Ç) B =-2j..L -+-. -C3U3 -;+-- -2- , 
).VI V2 V2). VI ). 
où 0 est le paramètre de Backlünd et où nous utilisons la notation 
(5.144) 
(5.145) 
(5.146) 
Les équations (5.143) constituent un ensemble de transformations de Backlünd du premier 
ordre pour les équations 3WR (5.137). Noter aussi que l'équation (5.143) se sépare en deux 
types d'équations de Riccati. Le premier type d'équations est pour les fonctions vp(x, t) 
et le second pour les fonctions P3(X, t), lesquelles deviennent une équation de Riccati une 
fois que les vp(x, t) sont trouvées à partir (5.143.i) et ensuite substituées dans (5.143.ii). 
5.4 Méthode de séparation généralisée appliquée aux équations 
non-linéaires de Laplace 
À la présente section, il est question de l'existence et de l'obtention de solutions des 
équations non-linéaires de Laplace 
(8; + 8;) u = b(u), (5.147) 
par la séparation de variables généralisée de la forme 
u(x,y) = <1>(8) 8 := X(x) . Y(y). (5.148) 
De plus, faisons l'hypothèse de l'existence de fonctions ç = ç(X) et 'T] = 'T](Y) telles que 
dX 1 
dx = X' := E lç(X)12 , où E = ±1, (5.149) 
ce qui garantit localement l'inversibilité de X = X(x) et Y = Y(x). 
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Il s'agit d'effectuer la classification des classes de fonctions b(u) qui permettent de 
solutionner l'équation de Laplace non-linéaire par la séparation de variables (5.148). 
En introduisant le changement de variables (5.148) dans l'équation (5.147), tout en 
considérant les conditions (5.149), on a que 
(5.150) 
Soit deux opérateurs différentiels : 
Al := Xâx - Yây, A2 := Xâx + Yây. (5.151) 
Les opérateurs différentiels (5.151) sont respectivement des annihilateurs de n'importe 
quelles fonctions M(s) et N(r), où 
Cela signifie que : 
s := X(x)Y(y), X(x) r:= Y(y)' 
AIM(s) == 0 et A2N(r) == O. 
L'application de l'opérateur Al sur l'équation (5.150) donne 
où on a introduit la notation 
<1>" + !e<1>' = 0 2 ' 
Al (Ye + X1}') 
8:= Al (Y2ç + X21})" 
En appliquant l'opérateur Al sur l'équation (5.154), on obtient 
(5.152) 
(5.153) 
(5.154) 
(5.155) 
(5.156) 
ce qui signifie que e doit s'exprimer comme une fonction de s seulement. En remplaçant 
l'expression de l'opérateur Al dans (5.155), on trouve 
1 1 1 ç" - -ç' - 1}" + -1}' 
8=- 1 1 1 YI' 
s _ç' _ 2-ç - -1]' + 2-1} X X2 y y2 
Il est commode ici de définir la grandeur 
1, 1 1, 1 
F:= X ç - 2 X2 Ç - y1} + 2Y21}, 
(5.157) 
(5.158) 
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qui est le dénominateur de (5.157). L'application de l'annihilateur A2 sur ln IFI donne 
ç' , 
E,," - - - r/' + '!L 
A2 ln IFI = Ç' : r/ y TJ - 2. 
--2---+2-X X2 y y2 
On en conclut que Ç' , 
E,," - - - TJ" + '!L 
X Y -A 1 IFI E,,' E" TJ' TJ - 2 n + 2. 
--2---+2-X X2 y y2 
En introduisant (5.159) dans (5.157), on obtient 
1 
8 = - (A2 1n IFI + 2) . 
S 
En substituant (5.160) dans (5.156), on obtient 
AIA2 1n IFI = O. 
En intégrant l'équation (5.161), on trouve que 
(5.159) 
(5.160) 
(5.161) 
(5.162) 
où Hl et H 2 sont des fonctions à déterminer qui dépendent respectivement de s et r. En 
substituant (5.162) dans (5.160), on trouve la forme de 8 en terme de s 
2 ( Hl (s)') 8(s) = -; 1 + S HI(S) . (5.163) 
On peut déterminer <1> comme une fonction de s. En introduisant (5.163), (5.154) on 
obtient l'équation différentielle ordinaire pour <1>, qui peut être résolue par séparation de 
variables : 
<1>" + ~ (1 + sHI(S)') <1>' = O. 
S HI(S) (5.164) 
La solution de (5.164) s'écrit 
<1> = J ds SH~(S) (5.165) 
En comparant (5.162) à (5.158), on élimine F. En prenant la dérivée seconde mixte par 
rapport à X et Y de ce résultat, on obtient 
(5.166) 
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L'équation différentielle (5.166) peut être transformée en un système d'E.D.O. par sépa-
ration de variables : 
S2 :2 Hl(S) + S ~ Hl(S) - )'Hl(s) = 0 
r
2 
:2H2(r) + r ! H2(r) - )'H2(r) = 0, (5.167) 
où ). est une constante de séparation. Les solutions du système (5.167) vont dépendre 
évidemment du signe de la constante de séparation ).. Il y a donc trois cas à considérer, 
soit). < 0, ). = 0 ou ). > 0 
5.4.1 Classification de la fonction b(u) pour le cas ). = 0 
Dans ce cas, le système d'équations différentielles (5.167) devient 
2cf2 d 
S ds2Hl(s) + S dsHl (s) = 0 
2cf2 () d 
r dr2H2 r +r drH2(r) = O. 
Les solutions générales de (5.168) sont 
Hl(S) = ClIn Isi + C2 
H2(r) = Dl ln Irl + D2' 
(5.168) 
(5.169) 
où CI, C2, Dl et D2 sont des constantes d'intégration. En introduisant Hl dans l'équation 
(5.165) et en effectuant l'intégrale, on détermine la fonction cI> comme une fonction de S 
1 
cI>(s) = Cl ln ICI In Isi + C21 + cI>o, (5.170) 
où cI>o est une constante d'intégration. En comparant (5.162) et (5.158), tout en tenant 
compte de (5.152), on obtient 
X X Ç' ç rl 1] 
Cl Dl ln IXYlln 1 y 1 + C2Dl in 1 y 1 + ClD2ln IXYI + C2D2 = X - 2 X2 - y + 2 y2 ' 
Par séparation de variables, on obtient 
ç' - 2l = ClDIX In2 1XI + (C2Dl + CID2) X ln IXI + (alC2D2 + J.L) X 
1]' - 2; = ClDlY In2 1YI + (C2Dl - ClD2) YIn IYI + (-a2C2D2 + J.L) Y, (5.171) 
où J.L est une constante de séparation et où al et a2 sont deux constantes soumises à la 
condition al + a2 = 1. En intégrant (5.171) et en exprimant a2 en terme de al, on obtient 
ç = X 2 [CI:lln3IXI + (C2Dl ; Cl D2) In21XI + (a1C2D2 + J.L)] 
1] = y 2 [CIDI In31Y1 + (C2Dl - CID2) In2 1Y1 + ((al - 1)C2D2 + J.L)] • .32 
(5.172) 
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La substitution de (5.172) dans (5.149) permet d'obtenir x comme une fonction de X et 
y comme une fonction de Y par quadrature 
J dX x = IX2 [c'ih In31XI + (C2Dl~ClD2) In2 1XI + (alC2D2 + IL)] 11/ 2 
J dY Y = IY 2 [C'f' In31Y1 + (C2 Dl;ClD2) In2 1Y1 + ((al -1)C2D2 + IL)] 11/ 2. 
(5.173) 
Pour certaines valeurs numérique, les intrégrales (5.173) peuvent être résolues et dans des 
cas spéciaux, on obtient des fonctions elliptiques. En substituant (5.170) et (5.172) dans 
l'équation (5.150), on trouve b comme fonction de s, sous la forme 
b(~(s)) = ~ (ln Isl [Cl (ClDl ln2lsl-1L _ C2D2 ( 2al -1)) 
Hl Hl 3 2 
(2al - 1)C2D2 ç ]) 
+ 2 +IL-T/o-",o 
(5.174) 
De l'équation (5.170), il est possible de trouver la fonction inverse s(~) 
_ {eC1 (4)-4>O) _ C2} 
S - exp Cl Cl' (5.175) 
et conséquemment, en vertu de (5.169) la fonction Hl exprimée en terme de ~ devient 
Hl(S(~)) = e Cl (4)-4>o). (5.176) 
En substituant (5.175) et (5.176) dans (5.174) on obtient la fonction b(~) qui admet la 
séparation de variables (5.148). 
b(~) = E ((eCl(4>-4>O) _ C2) [( Dl eCl(4)-4>o) _ 2C2Dl 
eCl (4)-4>o) 3Cl 3Cl 
( D
l (C2)2 C2D2(2al -1)) -Cl(4)-4>O)) C2Dl] (5.177) 
+ 3C
l 
- IL - 2 e + -2-
C2D2(2al - 1) ç ) 
+ 2 + IL - T/o - "'0 • 
On trouve une classe de fonctions b( ~) qui contient dix paramètres, soit huit constantes 
d'intégration et deux constantes de séparation. 
5.4.2 Classification de la la fonction b(u) dans le cas À> 0 
Dans ce cas, les solutions générales de (5.167) pour Hl et H2 sont 
Hl(S) = Cls../). + C2s-../). 
H2(r) = Dlr../). + D2r-../).. 
(5.178) 
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En remplaçant (5.178) dans (5.165), on trouve la forme de <1> comme une fonction de s 
<1> = EC arctan ( (G;CC1 sv>.) + <1>0, 
..jC1 2>' Y C; (5.179) 
où <1>0 est une constante de séparation. A partir de (5.179), on trouve la fonction inverse 
s( <1» 
(5.180) 
En comparant (5.162) et (5.158), tout en tenant compte des solutions (5.178) et de la 
définition (5.152), on obtient que 
r/ _ 2~ + C D y 2v>. + C2D1 = ç' _ 2~ _ C D X2v>. _ C2D2. 
y y2 1 2 y2v>. X X2 1 1 X2v>. 
Par séparation des variables, on obtient le système d'équations différentielles ordinaires 
suivant: 
où p est la constante de séparation. Les solutions du système (5.181) sont 
ç = X2 (C1D1 X 2v>. _ C2D2 X-2v>. + ln IXI + ç ) 2..J>.. 2..J>.. p 0 
= y2 (_ C1D2y2v>. _ C2D2y_2v>. + ln IYI + ) 
1] 2..J>.. 2..J>.. p 1]0 , 
(5.181) 
(5.182) 
où ço et 1]0 sont des constantes d'intégration. A l'aide de (5.149), on obtient x comme une 
fonciton de X et y comme une fonction de Y par quadrature 
J dX x = 1/2 IX2 (~~IX2v>. - ~1fX-2v>. + pIn IXI + ço) 1 
J dY Y = 1/2' IY 2 (_~~2Y2v>. - ~1fY-2v>. + pIn IYI + 1]0) 1 
(5.183) 
En introduisant (5.179) et (5.182) dans (5.150), on détermine b comme une fonction de s 
sous la forme 
(5.184) 
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où E est une constante d'intégration. En introduisant (5.180) dans (5.184), on obtient b 
comme une fonction de <1>, qui admet la séparation de variables (5.148) sous la forme 
(5.185) 
On trouve une classe de fonction b( <1» qui contient huit paramètres, soit six constantes 
d'intégration et 2 constantes de séparation. 
5.4.3 Classification de la fonction b(u) pour le cas ,\<0 
Dans ce cas les solutions réelles du système d'équation (5.167) sont 
Hl(S) = Cl COS ( JfXilns) + C2 sin( JfXiln s) 
H2(r) = Dl cos( JfXi ln r) + D2 sin( JfXi ln r), 
(5.186) 
où Cl, C2 , Dl et D 2 sont des constantes d'intégration. En substituant (5.186) dans (5.165), 
on trouve 
(5.187) 
où E et <1>0 sont des constantes d'intégration. En introduisant (5.162) et (5.186) dans 
(5.158) on obtient que 
( Cl Dl cos2 ( JfXi ln IXI) + C2D 2 sin2 ( JfXi ln IXI) 
- (ClDl + C2D2 ) sin2 (JfXi ln IYI) 
+ (Cl D 2 + C2D l ) sin (JfXiln IXI) cos (MIn IXI) 
+ (C2D l - Cl D2 ) sin ( JfXi ln IYI) cos ( M ln IYI) ) 
= xE.' - 2J.- - 1}y' + 2.!J...... X2 y2 
(5.188) 
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En appliquant la séparation de variables à l'équation (5.188), on obtient le résultat suivant: 
ç' - 2 ~ = (C2D 2 - CIDd X sin2 ( v1Xî ln IXi) 
+ (CI D2 + C2DI ) X sin (v1Xîln IXI) cos ( ~ln IXI) 
+ (CIDI + JL) X 
rl- 2; = (CIDI + C2D2 ) y sin2 ( v1Xî ln IYI) 
- (C2D I - CI D2) Y sin (v1XîlnlYl) cos (~lnIYI) 
+JLY, 
où JL est une constante de séparation. La solution de ce système est 
(5.189) 
(5.190) 
En vertu de (5.149), on trouve x comme une fonction de X et y comme une fonction de 
y par quadrature 
x = J X2 [- C2D 2 - CIDI sin (2v1Xî ln IXI) + CID 2 + C2D 1 sin2 (v1Xî ln IXI) 4M 2M 
+ (C'D'; C,D, + l') ln IXI + €o]-'/'dX 
y = J y 2 [- CIDI - C2D2 sin (2M ln IYI) - C2D I + CID 2 sin2 (M ln IYI) 4M 2M 
+ (C'D' ; C,D, + l' ) ln IYI + 7)0 ]-'/' dY. 
(5.191) 
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En introduisant (5.187) et (5.190) dans (5.150), on obtient une expression pour b en 
fonction de s sous la forme 
(5.192) 
De (5.187), il est possible de déterminer s comme une fonction de <P. Pour ce faire, on 
commence par écrire l'équation (5.187) sous la forme 
cp = Cl sin(8) - C2 cos(8), (5.193) 
où l'on a effectué le changement de variable 
(5.194) 
En multipliant (5.194) par eiS et en utilisant l'identité d'Euler pour exprimer les fonctions 
sinusoïdales en terme d'exponentielles, on obtient, en isolant eiS , 
De (5.195), on conclut que 
(8) _ ±C1.JCl + C? - cp2 - C2cp cos - C2 C 2 
1 + 2 
Par ailleurs, l'identité 
sin2 (8) + cos2 (8) = 1 
doit être respectée, ce qui implique que 
4C1 C2CPV Ci + C? - cp2 = o. 
(5.195) 
(5.196) 
(5.197) 
(5.198) 
Pour respecter (5.198) tout en étant le plus général possible, il faut que C1C2 = O. Deux 
cas sont sont possibles, soit Cl =1= 0, C2 = 0, soit Cl = 0, C2 =1= O. 
cas où Cl =1= 0, C2 = 0 : 
En tenant compte de (5.196),(5.197) et du fait que C2 = 0, les équations (5.187), 
(5.190), (5.191) et (5.192) subissent quelques changements. Finalement, l'équation (5.192) 
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devient 
(5.199) 
On se rappelle que cp = .jfXï<l>E4>Q. Si dans l'équation (5.147), la fonction b peut s'exprimer, 
par un choix approprié des paramètres, comme (5.199), alors (5.147) admet une solution 
par la séparation de variables (5.148). La solution est donnée par 
(5.200) 
dans la mesure où les intégrales 
(5.201) 
se solutionnent. 
cas où Cl = 0, C2 1= 0 : 
En tenant compte de (5.196),(5.197) et du fait que Cl = 0, les équations (5.187), 
(5.190), (5.191) et (5.192) subissent quelques changements. L'équation (5.192) devient 
b (<P) -E [((C2D2 ) 1 (±v'Ci - cp2) ) -- + IL Ii\ï arctan + ço + 'rio ±JCi - cp2 2 V l.xl -cp 
( 
-cp.jfXï exp { ~ arctan ( ±~) }) + C2D2 + J. 
±JCi - cp2 2 J1. 
(5.202) 
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On se rappelle que cp = M~Ë~Q. Si dans l'équation (5.147), la fonction b peut s'exprimer, 
par un choix approprié des paramètres, comme (5.202), alors (5.147) admet une solution 
par la séparation de variables (5.148). La solution est donnée par 
<P = -E ~cos (Mlnlsl) + <Po, (5.203) 
dans la mesure où les intégrales 
(5.204) 
se solutionnent. 
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Chapitre 6 
Conclusion 
Ce mémoire constituait en première partie une revue théorique des transformations de 
Backlund, c'est-à-dire au cours des chapitres deux et trois. Le quatrième chapitre portait 
sur les symétries des systèmes d'EDPs et sur l'obtention de leurs solutions explicites par des 
méthodes de réduction par symétrie. Le dernier chapitre avant cette conclusion portait sur 
l'interprétation des contraintes différentielles comme étant des symétries conditionnelles. 
Plus, précisemment le chapitre deux a commencé par un rappel des notions essentielles 
de la géométrie différentielle classique. Ces notions ont servi de fondement pour l'étude 
des surfaces hyperboliques, plus précisemment des surfaces pseudosphériques qui sont des 
surfaces hyperboliques à courbure totale (de Gauss) constante. Nous avons ensuite dérivé 
l'équation de sine-Gordon 
1 . 
W uv = rl- SIn w 
comme une condition de compatibilité du système d'équations composé des équations 
de Gauss et des équations de Weingarten qui décrivent une surface pseudosphérique. La 
transformation de Backlund 
reliant deux solutions de l'équation de sine-Gordon, a été dérivée comme une construc-
tion géométrique entre des surfaces pseudosphériques. Le chapitre s'est poursuivi avec 
l'introduction du théorème de permutabilité, lequel est un principe de superposition non-
linéaire permettant l'application itérative de transformations de Backlund, ce qui nous a 
conduit à obtenir des solutions multi-solitoniques de l'équation de sine-Gordon. Le restant 
du chapitre a consisté, principalement, à assouplir l'exigence que la coubure de Gauss 
des surfaces étudiées soit constante, que nous avons remplacée par la condition plus gé-
nérale p = f(u) + g(v). Ainsi, nous avons cessé de nous restreindre aux surfaces pseu-
dosphériques et nous avons considéré les systèmes de Gauss-Weingarten plus généraux 
131 
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décrivant les surfaces hyperboliques respectant p = f(u) + g(v). Nous avons, par la suite, 
obtenu les transformations de Backlund liées à ce système. Toutefois, puisque le système 
de Gauss-Mainardi-Codazzi associé est sous-déterminé, nous avons augmenté ce système 
des contraintes invariantes sous la transformation de Backlund. 
Dans le troisième chapitre, nous avons présenté des dérivations alternatives de l'équa-
tion de sine-Gordon se basant sur le mouvement d'une courbe à torsion constante, puis à 
courbure constante. Nous avons vu que le mouvement d'une courbe à torsion constante 
peut être associé au mouvement d'une courbe paramétrique sur une surface pseudosphé-
rique. Le restant du chapitre a été consacré aux surfaces pseudosphériques en mouvement, 
puis au système de Weingarten et sa transformation de Backlund. 
Nous avons fait du chapitre quatre, une revue des techniques de réduction par symétrie 
ponctuelle de Lie. Nous y avons introduit rapidement la notion de groupe de symétrie 
et donné les formules nécessaires à leur calcul. Il faut garder en tête que les techniques 
présentées se limitent aux groupes connexes, ainsi les symétries discrètes n'ont pas été 
considérées. Cette technique a été illustrée par plusieurs exemples classiques, mais nous 
avons aussi obtenu les classes de fonctions b qui font en sorte que les équations 
Ut - exp -ub(uxt) = 0 
et 
Ut - b(uxx ) = 0 
admettent des symétrie. Nous avons calculé les générateurs des groupes de symétries pour 
les classes de fonctions admises. Par la suite, nous avons présenté brièvement de quelle 
manière les solutions invariantes sont obtenues de ces groupes en considérant les inva-
riants de ces groupes. À la section qui suivait, nous avons présenté une généralisation 
de la méthode d'obtention des solutions invariantes. Nous avons remplacé l'exigence que 
les solutions soient invariantes sous un groupe de symétrie G du système considéré, par 
l'exigence plus faible que les solutions soient invariantes sous un groupe G qui n'est pas 
nécessairement un groupe de symétrie du système considéré. Toutefois, cette méthode 
nous donne un système d'équations, pour les coefficients des générateurs du groupe de 
symétrie, qui est un système non-linéaire et qui est donc souvent difficile à résoudre. Nous 
avons ensuite souligné l'approche directe de Clarkson-Kruskal dans une très courte sec-
tion, puis nous avons enchaîné avec les groupes de symétrie faible. Les symétries faibles 
d'un système sont les symétries du système composé du système original augmenté de la 
condition que les caractéristiques soient nulles et de toutes ces conditions de compatibilité. 
Les solutions partiellement invariantes ont, dans la section qui suit, été introduites comme 
une généralisation du concept de solutions invariantes dans un groupe. Le chapitre quatre 
s'est terminé avec une section sur les contraintes différentielles lesquelles peuvent être vues 
comme la généralisation ultime des méthodes précédentes. Dans ce cas plus général les 
contraintes différentielles ne sont pas restreintes à être les caractéristiques des générateurs 
et peuvent être d'ordre plus élevé que de premier ordre. 
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Les symétries conditionnelles nous fournissent une interprétention de groupe des contraintes 
différentielles. C'est de ces symétries conditionnelles qu'il y été question dans le chapitre 
cinq. Nous avons consacré la première section de ce cinquième chapitre à la question de 
l'existence des symétries conditionnelles de premier ordre pour les systèmes d'EDPs de 
premier ordre. Le résultat principal de cette section est le théorème 5.5. Des exemples de 
calcul par les symétries conditionnelles se basant sur ce théorème ont été illustrés dans 
la section d'après. Parmi ceux-ci, les calculs pour les équation DSG et NLS cubique sont 
des calculs n'ayant jamais paru, dont le résultat est l'obtention des transformations de 
Backlund. Dans la troisième section de ce cinquième chapitre, nous avons discuté des 
symétries conditionnelles pour des contraintes différentielles d'ordre plus élevé. Cette sec-
tion contient aussi un calcul jamais paru qui aboutit à la transformation de Backlund 
pour l'équation de DKdV. La dernière section portait sur les solutions de l'équation de 
Laplace non-linéaire à l'aide d'une méthode de séparation de variables généralisée, ceci est 
également un résultat jamais paru. 
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