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Abstract
An evolution compressible Stokes system is studied in a bounded cylindrical region Q =
× (0, T ). The initial datum of pressure is assumed to have a jump at a speciﬁed curve C0
in . As predicted by the Rankine–Hugoniot conditions, the pressure and velocity derivatives
have jump discontinuities along the characteristic plane of the curve C0 directed by an ambient
velocity vector. An explicit formula for the jump discontinuity is presented. The jump decays
exponentially in time, more rapidly for smaller viscosities. Under suitable conditions of the
data, a regularity of the solution is established in a compact subregion of Q away from the
jump plane.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction and main result
We are interested in constructing discontinuous solutions to the initial and boundary
value problems of compressible Navier–Stokes equations in bounded regions provided
the initial datum is discontinuous at a curve in the regions. The issues have been studied
by several authors; for instance, among the references given in this paper, we refer to
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[3,4,7–11]. In [8,9] Hoff showed global existences to the Navier–Stokes equations for
one and multi-dimensional compressible ﬂows with discontinuous initial data and in [10]
proved its global existence of the solutions having convecting singularity curves. The
results obtained are thought of valuable contributions but we recall that the considered
regions for the problems were the whole spaces Rn (n = 2 or 3). In [3,11] linearized
equations or simple versions to the stationary compressible Stokes or Navier–Stokes
equations were studied in an inﬁnite strip in R2 with discontinuous initial data.
On the other hand, many physical and engineering problems lead to the Navier–
Stokes equations in domains with singular (or smooth) boundaries [2,6,15,16]. Hence
it is wonder whether or not the results are true in bounded domains with boundaries
having corners or edges, etc. In [4] discontinuous solutions to steady state viscous
compressible Navier–Stokes equations were discussed on a rectangle of the plane.
In this paper, we start with a linearized evolution compressible Stokes system in
a bounded region and will study the whole compressible Navier–Stokes system in a
forthcoming paper. We show that if the pressure initial data has a jump at a curve C(0),
then the pressure and velocity derivatives have jump discontinuities across a plane curve
C(t) which is a transport of the curve C(0) by the ambient velocity U. The governing
system considered in this paper is
ut − u + ∇p = f in Q,
 (pt + U · ∇p) + div u = g in Q,
u = 0 on ,
p = h on in,
u(·, 0) = u0, p(·, 0) = p0 on .
(1.1)
Here Q = × (0, T) is a cylindrical domain, with a bounded plane domain  and a
number T > 0,  = ×[0, T] is the lateral boundary of Q with the boundary  of ;
[u, p] is the velocity and pressure variable;  is the viscous number with  > 0,  := 1
is the compressibility number and U is the ambient velocity vector; in = in × [0, T]
with in = {(x, y) ∈  : U · n < 0} where n is the unit normal vector to ; f, g, h
are given functions and [u0, p0] is the initial data.
For a simplicity of our setting, we let  = (−1, 1) × (−1, 1) and U = [1, 0] in
problem (1.1).
For derivation of the equations in (1.1), we refer to [2,12,13].
The continuity equation of (1.1) is a transport equation in pressure, so a disconti-
nuity on either the inﬂow boundary of domain or an interior portion of the domain
of the initial time can be developed into an interior of the ﬂow region Q along the
characteristic lines directed by the vector U˜ = [U, 1]. Regarding this, we suspect that
many mathematical and physical issues [2,15,16] are involved and has been resolved
yet, so it will be worthwhile to investigate how the discontinuities develop into the
region and what qualitative information we can have. In [3,11] it was shown that a lin-
earized stationary compressible Stokes system admits an interior discontinuity solution
by imposing a jump on that part of the boundary for which the ambient ﬂow enters
the region, and Chen and Xie [4] investigated a discontinuity for the solution to the
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stationary barotropic compressible Navier–Stokes system in the rectangle by imposing
a jump at y = 0 to the pressure.
For the consistency of problem (1.1) it is assumed that the boundary data [u0, p0, h]
satisﬁes the continuity equation at the line {(−1, y, 0) : |y|1}:
ht (−1, y, 0) + p0,x(−1, y) = (g − div u0)(−1, y, 0) (1.2)
and a compatibility condition
p0(−1, y) = h(−1, y, 0), p0,y(−1, y) = hy(−1, y, 0). (1.3)
Note that (1.3) is needed for a higher regularity of solution.
The function u(x, t) in this paper is often considered as a mapping u : [0,T] → X
deﬁned by
[u(t)](x) := u(x, t) (x ∈ , 0 tT),
where X is a Banach space, and u′ = du/dt is the derivative of u with respect to the
time t. It is assumed that the initial datum p0 is of the form
p0(x, y) = (x, y) + (y)H(x), (1.4)
where  is a smooth function on the closure of ,  is a smooth real-valued function
on R and H is the Heaviside function with H(x) = 1, if x0 and 0, otherwise.
Set Qin = {(x, y, t) ∈ Q : U˜ · n˜ < 0} where n˜ = [n, n0] is the outward pointing
normal vector to Q, with the scalar time component n0. Then Qin =  ∪ in. For
any curve x˜0 deﬁned on Qin, we deﬁne a plane curve C(t) := {x˜(s, t) : 0s < ∞}
convected by the vector U˜ where x˜(s, t) := (x(s, t), t) is deﬁned by
x˜(s, t) = x˜0(s) +
∫ t
0
U˜(x(s, ), ) d. (1.5)
Now, if x˜0(s) = (a(s), b(s), c(s)) is a parametric curve on Qin and U˜ = [1, 0, 1], then
x˜(s, t) = (a(s) + t, b(s), c(s) + t). (1.6)
Let C0 = {(0, y, 0) : |y|1}. Then the transport curve of C0 by U˜ is
C∗(t) := {(t, y, t) : |y|1},
which is in fact the jump curve by (1.4) for each positive time t. So
C∗(t) = Q−t ∩ Q+t ,
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Fig. 1. The jump plane in Q.
where Q−t = {(x, y, t) ∈ Q : x < t} and Q+t = {(x, y, t) ∈ Q : x > t}. We now
deﬁne the (jump) plane
C∗ = {C∗(t) : 0 t t∗}, (1.7)
where t∗ = sup{t : (t, y, t) ∈ Q, t0}. Clearly t∗ > 0. By the plane C∗ we divide the
region Q into two parts
Q+ = {Q+t : 0 t t∗}, Q− = {Q−t : 0 tT }. (1.8)
Graphically the above constructions are depicted in Fig. 1.
We say that the pair [u, p] is a weak solution of (1.1) with Cauchy data [u0, p0]
provided that p,u,∇u are in L1(Q) and for [f, g] ∈ L2(0, T;H−1)×L2(0, T;L2), we
have
∫
 u(x,T)v(x,T) dx +
∫ T
0
∫
(−u v′ + ∇u · ∇v − p div v) dx dt
= ∫ T0 ∫ f · v dx dt + ∫ u0(x)v(x, 0) dx, ∀v ∈ C(0, T;H10()),∫
 p(x,T)q(x,T) dx +
∫ T
0
∫
(−p q ′ − p div (U q) − u · ∇q) dx dt
= ∫ g q dx + ∫ p0(x)q(x, 0) dx, ∀q ∈ C(0, T;H1()).
(1.9)
The unique existence of the solution of (1.9) is shown in Theorem 3.2. If f ∈
L2(0,T;H−1) and g ∈ L2(0,T;L2), then there is a unique solution [u, p] of (1.1),
satisfying u ∈ L∞(0,T;L2) ∩ L2(0,T;H10) ∩ H1(0,T;H−1) and p ∈ L2(0,T;L2) ∩
L∞(0,T;L2) provided that [u0, p0] ∈ L2 × L2.
We state a main result of this paper, which is shown in Section 5.
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Theorem 1.1. Let 	 ∈ (0, 	1] where 	1 = (
√
17−3)/4. Suppose  is sufﬁciently large.
Assume that [f, g] ∈ H1+	,(1+	)/2 × H2+	,(3+	)/2, h ∈ H2+	,2+	(in), and u0 ∈ H2+	0 .
Suppose that (1.2) and (1.3) hold. Let [u, p] be the weak solution of (1.1) by (1.9).
Then [u, p] ∈ H3+	,(3+	)/2loc (Q±) × H2+	,(3+	)/2loc (Q±), and for any V ⊂⊂ Q±,
‖u‖H3+	,(3+	)/2(V ) + ‖p‖H2+	,(3+	)/2(V )C
(‖f‖H1+	,(1+	)/2
+‖g‖H2+	,(3+	)/2 + ‖h‖H2+	,2+	(in) + ‖u0‖2+	 + ‖‖2+	
+‖‖H2+	(−1,1)
)
,
(1.10)
where C = C(, ,T). Now the pressure and velocity derivatives have one sided limits
with respect to the jump plane C∗ and satisfy
[p]t + U · ∇[p] + [div u] = 0 on C∗, (1.11)
[p] =  [div u] on C∗, (1.12)
[p] = (y) e− t on C∗, (1.13)
[ux] = −1 [p] , [vx] =
[
vy
] = 0 on C∗, (1.14)
where [ · ] represents the jump. For any number t > t∗, we have
[u, p] ∈ H3+	,(3+	)/2(Q∗) × H2+	,(3+	)/2(Q∗), (1.15)
where Q∗ := × [t∗,T).
The number 	1 was chosen to use the trace theorem [14, Vol. II, Proposition 2.3]
suitably (see the proof of Lemma 2.1). The a priori estimate (1.10) is thought as
a minimal required regularity for the solution [u, p] to have the one-sided limits of
p,u,∇u at each point of C∗. Eq. (1.11) is the jump condition for the continuity equation
and the (1.12) is for the momentum equation. From (1.13) the jump discontinuities
decay exponentially in time, more rapidly for smaller viscosity.
Note that the number t∗ depends on the vector U and is the least upper bound for
the time t such that the jump can be persisted in the region Q, starting at the initial
jump line C0. After the time t∗, from (1.15) we see that the solution has no jump and
is as smooth as the data are permitted. From (1.5) we see that the regularity of the
singularity curve C∗(t) is determined by the one of the vector U.
We next rephrase Theorem 1.1 in the classical sense.
Corollary 1.2. Under the hypotheses of Theorem 1.1, we have [u, p] ∈ C1+	,0loc (Q±)×
C	,0loc (Q±). Also, the other corresponding results of Theorem 1.1 hold.
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Proof. From [14, Vol. II, Proposition 2.3], we have: Let u ∈ Hr,s(Q) for r > 0 and
s > 0. If j and k are the positive integers such that j/r+k/s1, then kt ∇j u ∈ H,
(Q)
for /r = 
/s = 1 − j/r − k/s0.
Assume that u ∈ Hr,s , where r = 3 + 	 and s = (3 + 	)/2. Let j = k = 1, so
1/r+1/s < 1. Then  = 	 and 
 = 	/2. So t∇u ∈ H	,	/2. Hence t∇u ∈ L2(0,T;H	).
By assumption, we have ∇u ∈ L2(0,T;H2+	). Using [5, Theorem 4, p. 288], we see
that ∇u ∈ C(0,T;H1+	). Thus u ∈ C([0, T ];C1+	). Similarly, if p ∈ H2+	,(3+	)/2,
then p ∈ C([0, T ];C	). 
We deﬁne A : L2(0, T;H−1)×L2 → L2(0, T;H10) to be the solution operator where
u = A[F, u0] is the solution of
ut − u = F in Q,
u = 0 on ,
u(·, 0) = u0 on .
(1.16)
We deﬁne B : L2(0, T;L2) × L2(0, T;L2(in)) × L2 −→ L2(0, T;L2) to be the
operator where p := B[G, h, p0] is the solution of
pt + U · ∇p = G in Q,
p = h on in,
p(x, 0) = p0 on .
(1.17)
Depending on the initial data of pressure p, the solution of (1.17) can be expressed in
different forms: For x t − 1,
p(x, y, t) =
∫ t
0
G(x + s − t, y, s) ds + p0(x − t, y) (1.18)
and for x < t − 1,
p(x, y, t) =
∫ t
t−x−1
G(x + s − t, y, s) ds + h(−1, y, t − 1 − x). (1.19)
Indeed, if c0(s) = (a(s), b(s), 0) ∈ , then c(s, t) = (a(s) + t, b(s), t) by (1.6).
Integrating (1.17) along the curve c(s, t), (1.18) follows. If c0(s) = (−1, b(s), c(s)) ∈
in, then c(s, t) = (t−1, b(s), t+c(s)) and integrating over this curve, (1.19) follows.
In this paper we use the following spaces and corresponding norms [1,5,14]. For
any real s0 we denote by Hs(D) the Sobolev space of fractional order s with norm
‖u‖s,D . If D = , we write Hs = Hs(D) and ‖u‖s = ‖u‖s,D . We also set L2 = H0.
We denote by H−1 the usual dual space of H10 with the norm ‖u‖−1. For 1p < ∞,
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let Lp(0,T;X) be the set of measurable functions u satisfying
‖u‖Lp(0,T;X) :=
(∫ T
0
‖u(t)‖pX dt
)1/p
< ∞,
where ‖ · ‖X denotes the norm of X. For two real numbers r, s0, we set Hr,s(D ×
(0,T)) := L2(0,T;Hr (D)) ∩ Hs(0,T;L2(D)) with the norm
‖u‖Hr,s (D×(0,T)) := ‖u‖L2(0,T;Hr (D)) + ‖u‖Hs (0,T;L2(D)).
If D = , we write Hr,s = Hr,s(D × (0,T)) and ‖u‖Hr,s = ‖u‖Hr,s (D×(0,T)). We write
V ⊂⊂ U , which means that V is a compact subset of U. We denote by Hsloc the
space of functions u ∈ Hs(K) for every compact subset K ⊂ Q. Finally, we denote by
the classical Hölder space C,(V ) := C(0,T;C(V )) with the corresponding Hölder
norm [v],Q where ,  are non-negative real numbers.
This paper is organized as follows. In Section 2, we give an a priori estimate for the
transport equation (1.17). In Section 3, we discuss the existence of solution of (1.1) and
its regularity. In Section 4, we give an interior regularity for the solution. In Section
5, as expected in the Rankine–Hugoniot conditions we derive jump conditions for the
continuity and momentum equations.
2. Transport equation
This section gives the a priori estimates for the transport equation (1.17). For this
we use formulas (1.18) and (1.19).
Lemma 2.1. (i) Let [G,h, p0] ∈ L2(0,T;L2) × L2(0,T;L2(in)) × L2. Then p =
B[G,h, p0] satisﬁes
‖p‖L2(0,T;L2)C
(‖G‖L2(0,T;L2) + ‖h‖L2(0,T;L2(in)) + ‖p0‖0) , (2.1)
where C = C(T). (ii) Let 	 ∈ (0, 	1], where 	1 = (
√
17 − 3)/4. Assume that G ∈
H2+	,(3+	)/2, h ∈ H2+	,2+	(in) and p0 ∈ H2+	. Then p = B[G,h, p0] satisﬁes
‖p‖H2+	,(3+	)/2C
(‖G‖H2+	,(3+	)/2 + ‖h‖H2+	,2+	(in) + ‖p0‖2+	) , (2.2)
where C = C(,T).
Proof. (i) We ﬁrst split  into two regions depending on the boundary condition of
pressure. We set D+t = {(x, y) ∈  : x t − 1} and D−t = {(x, y) ∈  : x < t − 1}.
Then if t − 1 t∗, then  = D−t ∪ D+t and if t − 1 > t∗, then  = D−t . Using (1.10)
J.R. Kweon, M. Song / J. Differential Equations 219 (2005) 202–220 209
and the Schwarz inequality,
‖p(t)‖20,D+t  C
(
t
∫ t
0
∫
D+t
|G(x − t + s, y, s)|2dx ds +
∫
D+t
|p0(x − t, y)|2dx
)
 C
(
T
∫ t
0
∫ 1
−1
∫ 1−t
−1
|G(x + s, y, s)|2 dx dy ds
+
∫ 1
−1
∫ 1−t
−1
|p0|2 dx dy
)
. (2.3)
Similarly,
‖p(t)‖20,D−t  C
(∫
D−t
(x + 1)
∫ t
t−x−1
|G(x − t + s, y, s)|2ds dx
+
∫
D−t
|h(−1, y, t − x − 1)|2 dx
)
 C
(
T
∫ t
0
∫ 1
−1
∫ 1
−1
|G(s, y, s − x + 1 + t)|2ds dx dy
+‖h‖2L2(0,T;L2(in))
)
. (2.4)
If t > t∗, then ‖p(t)‖20 = ‖p(t)‖20,D−t . If t t∗, then
‖p(t)‖20 = ‖p(t)‖20,D−t + ‖p(t)‖
2
0,D+t
 C
(
‖G‖2L2(0,T;L2) + ‖p0‖20 + ‖h‖2L2(0,T;L2(in))
)
. (2.5)
Integrating ‖p(t)‖20 from 0 to T, (2.1) follows, with C = C(T).
(ii) To show (2.2) we use the result [14, Vol. I, Theorem 10.2]: for 0 < s < 1,
v ∈ Hs,0(Q) ⇐⇒ −(s+1/2)(iv) ∈ L2(0, 1;L2(Q)),
where (iv)(x1, . . . , xn) := v(. . . , xi + , . . .) − v(. . . , xi, . . .).
For x t − 1, we have
pxx(x, y, t) =
∫ t
0
Gxx(x − t + s, y, s)ds + p0,xx(x − t, y)
= A1 + A2 (2.6)
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and for x < t − 1,
pxx(x, y, t) =
∫ t
t−x−1
Gxx(x − t + s, y, s)ds + B2(−1, y, t − x − 1)
= B1 + B2, (2.7)
where B2 = Gx − Gt + htt . Among the second derivatives for p, pxx is more difﬁcult
to estimate than the others. That is why we give above.
We claim that if G ∈ H2+	,0 for 	 ∈ (0, 	1], then B1 ∈ H	,0. Fix t ∈ [0,T]. If
x + − t < −1, then, using the Schwarz inequality,
|1B1| 
∫ t
t−x−1
|1Gxx(x − t + s, y, s)|ds
+√
(∫ t−x−1
t−x−−1
|Gxx(x + − t + s, y, s)|2ds
)1/2
. (2.8)
So
‖1B1‖20,D−t  C
(
t
∫
D−t
∫ t
t−x−1
|1Gxx(x − t + s, y, s)|2ds dx
+
∫
D−t
∫ t−x−1
t−x−−1
|Gxx(x + − t + s, y, s)|2ds dx
)
 C
(‖1Gxx‖L2(0,T;L2) + ‖Gxx‖L2(0,T;L2)) . (2.9)
Similarly,
‖1A1‖20,D+t C‖1Gxx‖
2
L2(0,T;L2). (2.10)
Combining (2.9) and (2.10), integrating from 0 to T, and integrating with respect to
the variable  from 0 to 1,
‖−(	+1/2)1A1‖L2(0,1;L2(Q)) + ‖−(	+1/2)1B1‖L2(0,1;L2(Q))
C
(
‖−(	+1/2)1Gxx‖L2(0,1;L2(Q)) +
(∫ 1
0
−2	dt
)1/2
‖Gxx‖L2(Q)
)
C‖G‖H2+	,0(Q), (2.11)
where C = C(T). Similarly, −(	+1/2)2A1 (and 2B1) ∈ L2(0, 1;L2(Q)). Hence A1
(and B1) ∈ H	,0(Q) and is bounded by the right-hand side of (2.11).
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We estimate the remaining terms in (2.6) and (2.7). Using the change of variables,
‖1B2‖20,D−t =
∫ 1
−1
∫ t
0
|3(Gx − Gt + htt )(−1, y, s)|2ds dy
 C
(
‖3Gx‖2L2(in) + ‖3Gt‖2L2(in) + ‖3htt‖2L2(in)
)
. (2.12)
Similarly,
‖2B2‖20,D−t C
(
‖2Gx‖2L2(in) + ‖2Gt‖2L2(in) + ‖2htt‖2L2(in)
)
. (2.13)
On the other hand, for i = 1, 2,
‖iA2‖20,D+t ‖ip0,xx‖
2
0. (2.14)
Combining (2.12)–(2.14) we have, for i = 1, 2,
∫ 1
0
−(1+2	)
∫ T
0
(
‖iB2(t)‖20,D−t + ‖iA2(t)‖
2
0,D+t
)
dt d
C
(
‖Gx‖2H0,	(in) + ‖G‖
2
H0,1+	(in) + ‖G‖
2
H1+	,0(in)
+‖Gt‖2H	,0(in) + ‖h‖
2
H0,2+	(in) + ‖htt‖
2
H	,0(in)
+ ‖p0‖2H2+	
)
. (2.15)
We now have to bound the right-hand side of (2.15) in terms of the right-hand side
of (2.2). For this, we can derive the following continuous imbedding result from [14,
Vol. II, Theorem 2.1]: For 	 ∈ (0, 	1], we have
H2+	,(3+	)/2(Q) → H,
(in), (2.16)
where  = 3/2 + 	 and 
 =  (3 + 	)/(4 + 2	). If we require that  > 1 + 	 and

1 + 	, then
‖G‖H0,1+	(in) + ‖G‖H1+	,0(in)C‖G‖H,
(in). (2.17)
Clearly,  = 3/2 + 	 > 1 + 	. If 
 =  (3 + 	)/(4 + 2	)1 + 	 is required, then
2	2 + 3	 − 10 and 0 < 	(√17 − 3)/4. Deﬁne 	1 = (
√
17 − 3)/4. If 0 < 		1,
then ‖G‖H0,1+	(in) + ‖G‖H1+	,0(in)C‖G‖H2+	,(3+	)/2(Q).
For the numbers  and 
 given in (2.16) and using [14, Vol. II, Proposition 2.3], we
have
‖∇G‖H0,(in) + ‖Gt‖H,0(in)C‖G‖H,
(in), (2.18)
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where  = (3 + 	)(1/2 + 	)/(4 + 2	) and  = [	2 + (5	+ 1)/2]/(3 + 	). Since  > 	
and  > 	,
‖∇G‖H0,	(in) + ‖Gt‖H	,0(in)C‖G‖H,
(in). (2.19)
If h ∈ H2+	,2+	(in), then htt ∈ H	,	(in) and ‖h‖H0,2+	(in) + ‖htt‖H	,0(in)
C‖h‖H2+	,2+	(in). Thus
‖pxx‖H	,0(Q)C
(‖G‖H2+	,(3+	)/2(Q) + ‖p0‖H2+	 + ‖h‖H2+	,2+	(in)) .
Similarly we can show that pt ∈ H0,(1+	)/2 and pyy, pxy ∈ H	,0. 
3. Existence
We show a unique existence of solution for (1.1) and establish its regularity under
suitable conditions of initial and boundary data. For this we use the existence and
regularity results for the heat equation (1.16).
Lemma 3.1. Let  be a bounded domain with smooth boundary. (i) If F∈L2(0,T;H−1)
and u0 ∈ L2, then there is a unique solution u ∈ L2(0,T;H10) of (1.16), with u′ ∈
L2(0,T;H−1), satisfying
ess sup
0 tT
‖u(t)‖0 + ‖u‖L2(0,T;H10) + ‖u
′‖L2(0,T;H−1)
C
(‖F‖L2(0,T;H−1) + ‖u0‖0) ,
where C = C(). (ii) Let r0 be given. Let u := A[F, u0] be the solution of
(1.16). If F ∈ H2r,r and u0 ∈ H2r+10 , then u ∈ H2r+2,r+1 and satisﬁes the inequality‖u‖H2r+2,r+1C
(‖F‖H2r,r + ‖u0‖2r+1) , where C = C().
Proof. The proof follows from [5,14]. 
Using Lemmas 2.1 and 3.1 we obtain:
Theorem 3.2. Let  be a smooth bounded domain like Lemma 3.1. Suppose that 
is sufﬁciently large. (i) If [f, g, h] ∈ L2(0,T;H−1) × L2(0,T;L2) × L2(0,T;L2(in)
and [u0, p0] ∈ L2 × L2 hold, then there is a unique solution [u, p] ∈ L2(0,T;H10)×
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L2(0,T;L2) of (1.1), satisfying the a priori estimate
ess sup
0 tT
‖u(t)‖0 + ‖u‖L2(0,T;H1) + ‖u′‖L2(0,T;H−1)
+‖p‖L2(0,T;L2)C
(‖f‖L2(0,T;H−1) + ‖g‖L2(0,T;L2)
+‖h‖L2(0,T;L2(in)) + ‖u0‖0 + ‖p0‖0
)
. (3.1)
(ii) Let 	 ∈ (0, 	1]. Assume that [f, g, h] ∈ H1+	,(1+	)/2 ×H2+	,(3+	)/2 ×H2+	,2+	(in)
and [u0, p0] ∈ H2+	0 × H2+	. Then [u, p] ∈ H3+	,(3+	)/2 × H2+	,(3+	)/2 and satisﬁes
the inequality
‖u‖H3+	,(3+	)/2 + ‖p‖H2+	,(3+	)/2C
(‖u0‖2+	 + ‖p0‖2+	
+‖f‖H1+	,(1+	)/2 + ‖g‖H2+	,(3+	)/2 + ‖h‖H2+	,2+	(in)
)
, (3.2)
where C = C(T , ).
Proof. Let X = L2(0,T;H10) × L2(0,T;L2) and ‖[u, p]‖X its corresponding norm.
Let f and g be ﬁxed. For given [w, q] ∈ X, we have u = A[f − ∇q,u0] and p =
B[g − divw, h, p0]. We deﬁne a mapping A : X → X by A[w, q] = [u, p]. We claim
that A is a contraction for a large  and a small T. Applying Lemmas 3.1 and 2.1,
‖u‖L2(0,T;H10) C
−1 (‖f − ∇q‖L2(0,T;H−1) + ‖u0‖0) ,
‖p‖L2(0,T;L2) C
(‖g − divw‖L2(0,T;L2) + ‖h‖L2(0,T;L2(in)) + ‖p0‖0) . (3.3)
Given [w1, q1] ∈ X set u1 = A[f − ∇q1,u0] and p1 = B[g − divw1, h, p0]. Then
u − u1 = A[∇(q1 − q), 0] and p − p1 = B[div (w1 − w), 0, 0]. So
‖u − u1‖L2(0,T;H10) a‖q − q1‖L2(0,T;L2),
‖p − p1‖L2(0,T;L2) b‖w − w1‖L2(0,T;H10),
(3.4)
where a = C√−1 and b = CT . Since the numbers a, b can be chosen so that
a + b < 1 provided that  is large and T is small, the mapping A is a contraction.
With the ﬁxed point [u, p] in (3.3), (3.1) follows.
We now remove the restriction that T is small, so ﬁx any T > 0 and suppose  is
large enough. We choose T1 > 0 so small that a + b < 1. Apply the Banach’s ﬁxed
point theorem to ﬁnd a weak solution [u, p] existing on the time interval [0,T1]. Since
[u(t), p(t)] ∈ H10 × L2 for a.e. 0 tT1, we may, redeﬁning T1 if necessary, assume[u(T1), p(T1)] ∈ H10 × L2. Again, apply the ﬁxed point theorem to extend a weak
solution existing on the time interval [T1, 2T1]. We can repeat the above argument,
after ﬁnitely many steps, to construct a weak solution existing on the whole time
interval [0,T].
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We are now ready to apply Lemma 3.1 to u = A[F,u0] with F = f − ∇p, so
‖u‖H3+	,(3+	)/2  C
(‖u0‖H2+	 + ‖f − ∇p‖H1+	,(1+	)/2)
 C
(‖u0‖H2+	 + ‖f‖H1+	,(1+	)/2 + ‖p‖H2+	,(1+	)/2) . (3.5)
Using Lemma 2.1 and p = B[G,p0] with G = g − div u,
‖p‖H2+	,(3+	)/2  C
(‖u‖H3+	,(3+	)/2 + ‖p0‖H2+	
+‖h‖H2+	,2+	(in) + ‖g‖H2+	,(3+	)/2
)
. (3.6)
If  is large enough, then (3.2) follows from (3.5) and (3.6). 
4. Interior regularity
In this section we show an interior regularity of solution of (1.1) on a subregion of
Q away from the jump plane C∗ so that the ﬂuid pressure and velocity gradient have
jump discontinuities pointwise at the plane C∗.
Let p0 be the initial datum of pressure deﬁned in (1.4). Let 0 < 		1. Let f ∈
H1+	,(1+	)/2 and g ∈ H2+	,(3+	)/2 be given. Let u0 ∈ H2+	0 and h ∈ H2+	,2+	(in).
Let [u, p] be a weak solution of (1.1) in the sense of (1.9). We claim that
[u, p] ∈ H3+	,(3+	)/2loc (Q±) × H2+	,(3+	)/2loc (Q±) (4.1)
and
[u, p] ∈ H3+	,(3+	)/2loc (Qt ) × H2+	,(3+	)/2loc (Qt ), (4.2)
where Qt :=  × (t,T) for t ∈ (t∗,T). We ﬁrst show (4.1) on the region Q−. The
inequality for Q+ follows similarly. For  > 0 we pick a cutoff function 0 ∈ C∞()
such that 001 and
0(x) =
⎧⎨
⎩
1 if dist(x,+),
0 if x ∈ +,
smooth if 0dist(x,+) < .
(4.3)
Let  solve the equation
t + x = 0 in Q,  = 1 on in, (0) = 0 on . (4.4)
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Then  ∈ C∞(Q) and is given by
(x, y, t) =
⎧⎨
⎩
1 if x +  < t,
0 if x > t,
smooth otherwise.
(4.5)
Fix any V ⊂⊂ Q−. Pick a  > 0 so that
V ⊂⊂ supp  ⊂⊂ Q−. (4.6)
In order to show that [u, p] ∈ H3+	,(3+	)/2(V ) × H2+	,(3+	)/2(V ), it sufﬁces to show
[u, p] ∈ H3+	,(3+	)/2 × H2+	,(3+	)/2. From (1.1) the pair [u, p] solves
(u)t − (u) + ∇(p) = F in Q,
(p)t + (p)x + div (u) = G in Q,
u = 0 on ,
p = h on in,
p = p0, u = u0 on ,
(4.7)
where
F = f + tu − u− 2∇ · ∇u + p∇,
G = g + ∇ · u. (4.8)
Assume, for the moment,
[F,G] ∈ H1+	,(1+	)/2(Q) × H2+	,(3+	)/2(Q). (4.9)
Since u0, p0, and h satisfy the hypotheses of Theorem 3.2 and since ‖p0‖2+	
‖‖2+	 + ‖‖2+	,
‖u‖H3+	,(3+	)/2 + ‖p‖H2+	,(3+	)/2
C
(‖F‖H1+	,(1+	)/2 + ‖G‖H2+	,(3+	)/2 + ‖u0‖H2+	
+‖h‖H2+	,2+	(in) + ‖‖2+	 + ‖‖2+	
)
. (4.10)
Thus, to show (4.1), it is sufﬁcient to prove (4.9). We use the “bootstrap” argument.
Clearly [F,G] ∈ H0,0 × H1,0. Using Theorem 3.2 we have u ∈ H2,1(Q). In addition,
we can show that p ∈ H1,0 by solving the equation
[∇(p)]t + [∇(p)]x + ∇div (u) = ∇G in Q,
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with ∇(p) = ∇(h) on in and ∇(p) = ∇(p0) on . Multiplying (p)t to the
continuity equation of (4.7), integrating over , and using the Schwarz inequality, we
have p ∈ H1,1. Doing this argument repeatedly, we have (4.9).
As shown in Theorem 3.2, inequality (4.2) follows because the function p0(x − t, y)
is not discontinuous any more for t t∗ where t∗ = sup{t : (x, y, t) ∈ Q, x = t}.
5. A derivation of jump condition
Using the weak formulation (1.9) and formula (1.18), we show that the ﬂuid pres-
sure and velocity derivatives have jump discontinuities across the plane C∗, which is
the discontinuity plane convected by the vector U˜ starting at the C0. In fact, normal
derivatives of the velocity to the plane C∗ and the pressure have jumps across C∗ and
satisfy certain jump relations which are similar to the Rankine–Hugoniot conditions in
the conservation laws.
We recall the sets deﬁned in (1.8). In Section 4, under suitable conditions of the
data [f, g, h,u0, p0] we showed an interior regularity of the solution [u, p] of (1.1),
i.e., which is in H3+	,(3+	)/2loc (Q±) × H2+	,(3+	)/2loc (Q±), where 0 < 		1. So [u, p]
satisﬁes the equations
ut − u + ∇p = f
pt + px + div u = g
}
at a.e. x in ±t and for a.e. t ∈ (0,T), (5.1)
where ±t are the subregions of  split by the curve C∗(t) for each ﬁxed t > 0. By
the result of Section 4 and Corollary 1.2, we have
u ∈ C1+	,0loc (Q±), p ∈ C	,0loc (Q±), (5.2)
where C,(Q) := C(0,T;C()).
We derive a jump condition for the velocity u. For a.e. t ∈ [0,T] and for all
v ∈ C10(), we have
∫

(utv + ∇u · ∇v − p div v) dx =
∫

fv dx. (5.3)
Letting t = −t ∪ +t and using that v = 0 on ,
∫
t
∇u · ∇v dx = −
∫
+t
u v dx −
∫
−t
u v dx
+
∫
C∗(t)
(
u+
n+
+ u
−
n−
)
v d, (5.4)
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where n+ is the outward unit normal vector to C∗(t), with n+ = −n− and u± denote
the right and left limits of u at C∗(t). Similarly,∫
t
p div v dx = −
∫
+t
∇p · v dx −
∫
−t
∇p · v dx
+
∫
C∗(t)
(
p+n+ · v + p−n−) · v d. (5.5)
Setting n = n+ and inserting (5.4) and (5.5) into (5.3), we have
0 =
∫
−t
(ut − u − f + ∇p) · v dx
+
∫
+t
(ut − u − f + ∇p) · v dx
+
∫
C∗(t)
(

[
u
n
]
− [p]n
)
· v d, ∀v ∈ C10(). (5.6)
Using (5.1) and (5.2), we have

[
u
n
]
= [p]n on C∗(t) and for t t∗. (5.7)
Since n = (−1, 0) on C(t), we have
[ux] = [p] , [vx] = 0 on C∗(t) and for all t t∗. (5.8)
We next recall that the weak solution [u, p] satisﬁes the equation
∫ T
0
∫

(−pt − px − u · ∇) dx dt =
∫

g  dx, ∀ ∈ C10(Q).
Choose any open region K ⊂⊂ t := −t ∪ +t such that
K ∩ C∗(t) = ∅.
Choose any function  ∈ C10(t ) with a compact support in K such that  = 0 on
C∗(t). Write K+ = K ∩ +t and K− = K ∩ −t . We have∫
t
pt dx =
∫
C∗(t)[p]n0 d−
∫
t
pt dx,∫
t
px dx =
∫
C∗(t)[p]nx d−
∫
t
px dx,∫
t
u · ∇ dx = ∫C∗(t)[u] · n d− ∫t div u dx.
(5.9)
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Because of the diffusion term u in the momentum equation, u should become con-
tinuous for t > 0 so that [u] = 0. So
0 =
∫
t
(g+ pt + px + u · ∇) dx
=
∫
K−
(g − divu − pt − px) dx +
∫
K+
(g − divu − pt − px) dx
+
∫
K+
p+(n+0 + n+x ) d+
∫
K−
p−(n−0 + n−x ) d
=
∫
C∗(t)
[p](n0 + nx) d, (5.10)
where n˜+ := (n+x , n+y , n+0 ) is the normal vector to the plane C∗, with n˜− = −n˜+. Since
 was arbitrary in (5.10),
[p] (n0 + nx) = [p] U˜ · n˜ = 0 on C∗, (5.11)
where U˜ = [1, 0, 1] and n˜ is the unit normal vector to C∗. If [p] = 0, then
U˜ · n˜ = 0 on C∗.
From (1.18), we have, for x t − 1,
p(x, y, t) =
∫ t
0
G(x − t + s, y, s) ds + (x − t, y) + (y)H(x − t),
where G = g − div u. If x = t for 0 t t∗, then
p+(t, y, t) = ∫ t0 G+(s, y, s) ds + +(0, y) + (y),
p−(t, y, t) = ∫ t0 G−(s, y, s) ds + −(0, y). (5.12)
If  is continuous, then
[p] (t, y, t) = −
∫ t
0
[div u](s, y, s) ds + (y). (5.13)
Differentiating (5.13) with respect to t and from (5.8), we have
[p]t + [p]x + −1 [p] = −
[
vy
]
on C∗,
[p] (0, y, 0) = (y). (5.14)
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Setting q := et/ [p] and multiplying by et/,
qt + qx = et/[vy] on C∗, q(0, y, 0) = (y). (5.15)
Solving (5.15), we have, for t t∗,
[p] (t, y, t) = e−t/
(
(y) −
∫ t
0
es/
[
vy
]
(s, y, s) ds
)
. (5.16)
On the other hand, for deriving the jump condition of the momentum equation, we
rewrite the equation as follows:
u
j
t = ( div u − p)xj + 
2∑
k=1
j,kxk , (5.17)
where u = [u1, u2] = [u, v] and j,k = ujxk − ukxj is the vorticity. Following the same
procedures as in [10], the weak solution [u, p] of (1.1) will satisfy
[p] =  [div u] on C∗. (5.18)
Inserting (5.18) into (5.14), we have
D[p]
Dt
= −−1[p] on C∗, [p](0, y, 0) = (y), (5.19)
where D[p]Dt = [p]t + U · ∇[p] is the convective derivative, with U = [1, 0]. Solving(5.19) for [p],
[p] = (y) e−t/ on C∗. (5.20)
Combining (5.16) and (5.20),
∫ t
0
es/[vy](s, y, s) ds = 0 for all t > 0. (5.21)
So [vy] = 0 on C∗. From the relation [ux] = −1[p] of (5.8), the jump [ux] is
determined. So far we have shown relations (1.11)–(1.14). The results (1.10) and (1.15)
were already shown in Section 4. Thus, Theorem 1.1 is obtained.
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