It has been widely accepted that Graphics Processing Units (GPUs) is one of promising schemes for encryption acceleration, in particular, the support of complex mathematical calculations such as integer and logical operations makes the implementation easier; however, complexes such as parallel granularity, memory allocation still imposes a burden on real world implementations.
Introduction
A graphics processing unit (GPU) is a specialized electronic circuit, which is originally designed to rapidly manipulate, and alter memory to accelerate the creation of images in a frame buffer. Nowadays GPUs are very efficient at manipulating computer graphics and image processing as well. Also their highly parallel structure makes them more efficient than general CPUs in the related fields such as statistical mechanics, mathematical biology and information security where the processing of large blocks of data is done in parallel. Compute Unified Device Architecture (CUDA), a parallel computing platform and application programming interface model developed by NVIDIA, is the earliest widely adopted programming model for GPU computing. To make it more easier for specialists in parallel programming, the CUDA platform is designed to work with programming languages such as C, C++, Fortran, MATLAB and etc. Additionally, CUDA supports many programming frameworks like OPENACC, OpenCL and etc. It has become one of the most popular choices for the implementation of computationally demanding algorithms.
Related Work
Abdelrahman et al., [1] propose an implementation of the AES-128 ECB Encryption on three different GPU architectures (Kepler, Maxwell and Pascal). The results show that encryption speeds with 207 Gbps on the NVIDIA GTX TITAN X (Maxwell) and 280 Gbps on the NVIDIA GTX 1080 (Pascal) have been achieved by performing new optimization techniques using 32bytes/thread granularity.
Chengjian et al., [2] propose a graphics processing unit (GPU)-based implementation of erasure coding named G-CRS which employs the Cauchy ReedSolomon (CRS) code to overcome the aforementioned bottleneck. To maximize the coding performance of G-CRS, they designed and implemented a set of optimization strategies, such as a compact structure to store the bitmatrix in GPU constant memory, efficient data access through shared memory, and decoding parallelism, to fully utilize the GPU resources.
Kaiyong et al., [3] develope G-BLASTN, a GPU-accelerated nucleotide alignment tool based on the widely used NCBI-BLAST. G-BLASTN can produce exactly the same results as NCBI-BLAST, and it has very similar user commands. Compared with the sequential NCBI-BLAST, G-BLASTN can achieve an overall speedup of 14.80X under megablast mode. And they [4] propose to exploit the computing power of Graphic Processing Units (GPUs) for homomorphic hashing. Specifically, they demonstrate how to use NVIDIA GPUs and the Computer Unified Device Architecture (CUDA) programming model to achieve 38 times of speedup over the CPU counterpart. They also develop a multi-precision modular arithmetic library on CUDA platform, which is not only key to our specific application, but also very useful for a large number of cryptographic applications. Also, they [5] propose a GPU based AES implementation of which the frequently accessed T-boxes were allocated on on-chip shared memory and the granularity that one thread handles a 16 bytes AES block was adopted. They achieved the performance of around 60 Gbps throughput on NVIDIA Tesla C2050 GPU, which runs up to 50 times faster than a sequential implementation based on Intel Core i7-920 2.66GHz CPU.
Iwai et al., [6] present results of several experiments that were conducted to elucidate the relation between memory allocation styles of variables of AES and granularity as the parallelism exploited from AES encoding processes using CUDA with an NVIDIA GeForce GTX285 (Nvidia Corp.). Results of these experiments showed that the 16 bytes/thread granularity had the highest performance. It achieved approximately 35 Gbps throughput.
Xinxin et al., [7, 8] propose a novel fine-grained benchmarking approach and apply it on two popular GPUs, namely Fermi and Kepler, to expose the previously unknown characteristics of their memory hierarchies. They also investigate the impact of bank conflict on shared memory ac-cess latency.
Xiaowen et al., [9, 10] exploit the potential of the huge computing power of Graphic Processing Units (GPUs) to reduce the computational cost of network coding and homomorphic hashing. With their network coding and HHF implementation on GPU, they observed significant computational speedup in comparison with the best CPU implemen-tation. Their implementation can lead to a practical solution for defending against the pollution attacks in distributed systems.
Ahmed et al., [11] propose an AES-128 algorithm (ECB mode) implementation on three different GPU architectures with different values of granularities (32,64 and 128 bytes/thread). Their results show that the throughput factor reaches 277 Gbps, 201 Gbps and 78 Gbps using the NVIDIA GTX 1080 (Pascal), the NVIDIA GTX TITAN X (Maxwell) and the GTX 780 (Kepler) GPU architectures.
Conti et al., [12] presents a direct comparison between FPGA and GPU used as accelerators for the AES cipher. The results achieved on both platforms and their analysis has been compared to several others in order to establish which device is best at playing the role of hardware accelerator by each solution showing interesting considerations in terms of throughput, speedup factor, and resource usage. Their analysis suggests that, while hardware design on FPGA remains the natural choice for consumer-product design, GPUs are nowadays the preferable choice for PC based accelerators, especially when the processing routines are highly parallelizable.
Ma et al., [13] implement AES decryption in CBC mode, a mode that is widely used by many applications, on GPU using Cuda, a framework developed by NVIDIA and friendly to use. To achieve the best performance, they give a comprehensive performance analysis to the implementations based on GPU under different parameters setting that include the size of input data, the number of threads per block, memory allocation style and parallel granularity. Through experiment evaluation based on our implementation, the best performance of AES on GPU is 112 times over the serial AES algorithm on CPU.
Preliminary

Block Cipher Mode
Block cipher mode is a schema that uses a block cipher to encrypt messages of arbitrary length in a way that provides confidentiality and authenticity. Many block cipher modes [14, 15] have been well defined. Five of them will be discussed below.
The Electronic Codebook Mode
The Electron Code book (ECB) is a mode that assigns a fixed cipher text block to each plaintext block, which can be defined as the equation (1).
where i = 1, 2, 3, ..., n. The plain text P can be represented as P = P 1 P 2 P 3 ...P n , and the cipher text C can be represented as C = C 1 C 2 C 3 ...C n , respectively.
The Cipher Block Chaining Mode
The Cipher Block Chaining (CBC) is a mode where the previous cipher-text blocks are combined with the plain-text blocks. An initialization vector is required to combine with the first plain-text block. The encryption in CBC mode can be defined as the equation (2).
where i = 1, 2, 3, ..., n. The plain text P can be represented as P = P 1 P 2 P 3 ...P n , and the cipher text C can be represented as C = C 1 C 2 C 3 ...C n . In particular, the initialization vector C 0 is not necessary to be secret but it should be unpredictable.
The Cipher Feedback Mode
The Cipher Feedback (CFB) is a mode that is similar to the previous described CBC mode. A main difference is that the CFB mode is fed with the cipher-text data (not the plain-text data) from previous rounds. The encryption in CFB mode can be defined as the equation (3).
where i = 1, 2, 3, ..., n. The plain text P can be represented as P = P 1 P 2 P 3 ...P n , and the cipher text C can be represented as C = C 1 C 2 C 3 ...C n . If any one single bit of a plain text P i is damaged, the output cipher block will be damaged.
The Output Feedback Mode
The Output Feedback (OFB) is a mode where key-stream bits IV are created for data encryption. The encryption of OFB mode can be defined as the equation (4).
where i = 1, 2, 3, ..., n. The plain text P can be represented as P = P 1 P 2 P 3 ...P n , and the cipher text C can be represented as C = C 1 C 2 C 3 ...C n .
The Counter Mode
The Counter (CTR) mode makes block cipher the way similar to OFB mode. The key-stream bits are created regardless of the content of encrypted blocks data. In such a mode, subsequent values of an increasing counter are added to a unique number and then the plain text data are encrypted as usual. The encryption of CTR mode can be defined as the equation (5).
where
The plain text P can be represented as P = P 1 P 2 P 3 ...P n , and the cipher text C can be represented as C = C 1 C 2 C 3 ...C n . Table 1 shows the parallel capacity of five block cipher modes. As we can see, both ECB and CTR modes naturally support parallel computing because every one single block of them can be encrypted independently. In the following sections, we will focus on ECB mode and analyze the implementation of ECB based AES algorithms.
Comparison
AES Basics
It is widely acknowledged that Rijndael is a government encryption standard that has been submitted to the International Organization for Standardization (ISO) and the Internet Engineering Task Force (IETF) as well as the Institute of Electrical and Electronics Engineers (IEEE) as an approval encryption standard. One of the main factors for its succeed acceptance is that it supports parallel implementations on a wide range of platforms. In this section, we will discuss both the theory and the construction of AES.
GF (2 n ) is a finite field that contains 2 n elements. It supports some basic mathematical operations like multiplication, addition and etc. Elements in a finite field can be represented in several different ways such as polynomial expressions, integer numbers etc. In AES, the field of GF (2 8 ) is adopt. To describe a finite field in detail, a simple example of GF (2 3 ) is given in Table 2 . Table 2 shows all elements in the field of GF (2 3 ) in three different ways: polynomial expressions, tri-tuple and integer numbers. In general, all elements of a finite filed GF (2 n ) can be represented in equation (6) .
where i = 0, 1, 2, 3, ..., n − 1, a i = 0 or 1. In particular for AES, n = 8. Definition 1. Addition: in the polynomial representation, the addition of two elements in a finite field simply means adding the coefficients of the two elements. For example, given f (x) = x 2 + x, g(x) = x 2 + x + 1, then f (x) + g(x) can be represented in equation (7).
Definition 2. Multiplication: in the polynomial representation, the multiplication of two elements in a finite field is similar to normal polynomial multiplication, the only difference is that an irreducible polynomial is required for finite filed multiplication. An irreducible polynomial is a non-constant polynomial that cannot be factored into the product of two non-constant polynomials. Specifically, in AES the irreducible polynomial denoted as m(x) as given in equation (8) .
can be reasoned as follows,
and
Definition 3. xtime(): in AES, the multiplication by 02 in decimal (or x in polynomial) is denoted as xtime(). For example, if we multiply f (x) by the polynomial x, we can reason it as follows,
thus,
One implementation of xtime() is to take a fixed number of cycles which are independent from the value of its arguments; however, such an approach suffers the power analysis attacks [16] [17] [18] . A better approach is to define look-up tables denoted by M, where M[a] = xtime(a). All elements of AES can be written as a sum of powers of x, thus it is clear that multiplication by any value in AES could be implemented by a repeated use of look-up table M. Note that the function of xtime() equals to a shift operation and a conditional XOR operation. Therefore, the function xtime() is helpful to improve the performance of AES.
AES Specification
Definition 4. sub-bytes(): in AES, the sub-bytes() transformation is a non-linear operation where each byte of a state is operated independently. In addition, to accelerate the speed of AES, a 256-byte loop-up table named sbox [19] is used during the process of encryption and decryption. The sub-bytes() transformation can be represented as follows.
The equation (18) shows the sub-bytes() operation where the state matrix is represented as state and the sbox is represented as sbox. Obviously, the sub-bytes() operation can be implemented in parallel by operating on each byte of the state matrix. Definition 5. shift-rows(): in AES, the shift-rows() operation is to shift rows of a state. In general, the rows of the state matrix are cyclically shifted over different offsets. In this case, the original state matrix is denoted as state, the state matrix after shifting rows is denoted as state ′ . Then, the shift-rows() operation can be expressed in equation (19) .
where t = (i + j)mod (4) . After the shift-rows() operation, all four bytes of each specific column are spread over four distinct columns. Note that the shift-rows() operation heavily depends on the round key. Definition 6. mix-columns(): assume that the state matrix state, after the operation of shifting rows, the state matrix is denoted by state ′ . In addition, a fixed matrix is denoted by A. Then, the mix-columns operation can be expressed in equation (20) .
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where A is a fixed matrix representing the rows shifting operation. Definition 7. add-roundkey(): a round key is applied to the state by a simple bitwise operation. Let assume that the state matrix state, after the operation of adding round key, the state matrix is denoted as state ′ and the expanded round key used in this step is denoted as epdkey. Then the add-roundkey() operation can be expressed in equation (21).
Note that one of the most important things is about how to generate and use round keys. The round keys are generated from the input cipher key by Key Schedule [20] . The key schedule involves two steps: the key expansion and round key selection. In the first step, the total length of twelve round keys is equal to the block length that multiplies the number of rounds. For example, for a block with 128 bits block size and 10 rounds, the total length round keys (or expanded key) is 128 * (10 + 1) = 1408 bits. In the second step, round keys are sequentially taken from the expanded key. For example, the first round key consists of the first Nb words in the expanded key, the second round key consists of the second Nb words in the expanded key, so on and so forth.
T Tables
So far, all specific operations of AES, including sub-bytes(), shift-rows(), mixcolumns(), add-roundkey(), have been discussed (also see Algorithm 1).
Algorithm 1: An overview of AES implementation
Input : a state, a cipherkey. Output: an encrypted state. 
However, in order to achieve a higher performance, four look-up tables named T Tables are introduced. Note that for each AES round, T boxes consists of round transformations including sub-bytes, shift-rows, mix-columns and add-roundkey. In other words, a T Table represents a round transformation. All four T Tables are  computed as equations (22, 23, 24 and 25) , where w = 0, 1, 2, 3, ..., 255. Consider a given round input p, the round output could be represented as follows,
where k j represents the j − th column of a round key.
GPU Accelerated AES
Parallel Granularity
Our GPU Accelerated AES adapts the 'one state per thread' parallel granularity which means that each thread is mapped to a AES state. Messages are divided into multiple 16-byte states and these states are executed by GPUs synchronously. Note that each GPUs thread in this case can be completed independently since states of different threads do not have interdependencies, meaning that any thread do not need to wait for other threads.
T-Tables Allocation
T Tables are essentially look-up tables through which users can quickly implement part of cryptographic operations. Every thread needs to get access T tables in each round of cryptographic operations. Hence we need to load T tables in the memory of GPU in advance. In our benchmarking approach, we load T tables into CUDA constant memory. Another possible solution is to load T tables into CUDA share memory or registers.
Round-keys Allocation
AES mainly guarantees the security of the password through the confidentiality of the key and the length of the key. In the implementation of a specific AES algorithm, each round of AES encryption requires key operations. Each thread of CUDA needs an input of a different round key. Of course, tens of different round keys are generated from one single input key. In this case, we put round keys in the constant memory. All threads share user round keys in the constant memory.
Plaintext Allocation
In the AES of ECB mode, the plaintext information is divided into several different states/blocks to be encrypted. In our benchmarking approach, we use 'one thread per state' method. For example, if we have 100 states, that is 1600 bytes, then we need at least 100 GPU threads. After each thread acquires 16 bytes of data, the plaintext data is stored in the thread's register. Register data between threads is inaccessible to each other. After all threads complete the data encryption, we get back the encrypted data from GPU memory. Table 3 shows the configuration of our experiment platform. We conduct our experiments on a Ubuntu 16.04 LTS 64-bit operating system with a 12-GiB memory, an Intel Core i5-7200U @ 2.5GHz*4, an GeForce 940MX/PCIe/SSE2 GPU. The version of nvcc compliation is V7.5.17 and the version of GCC is V5.4.0. Our CPU code is written in standard C language and the GPU code is written in CUDA. Table 4 shows the performance between CPU based AES encryption and GPU based AES encryption. When the file size is small, say 1024 bytes, CPU performs better than GPU; however, when the file size is getting larger, say 10 KBytes, GPU performs much better than CPU. The performance of CPU is relatively stable while the performance of GPU can be highly excavated, meaning that GPU Table 5 shows the performance between CPU based AES decryption and GPU based AES decryption. When the file size is small, say 1024 bytes, CPU performs better than GPU; however, when the file size is getting larger, say 10 KBytes, GPU performs much better than CPU. In particular, when the file size is 1190402 bytes, the CPU's decryption performance is still maintained at 5239385 bytes per second while the GPU's performance has increased to 203592269 bytes per second.
Experimental Results
Conclusion
In this paper, we propose a benchmarking approach for GPU based AES implementation involving both encryption and decryption progress. We adapt the Electronic Code Book (ECB) mode for cryptographic transformation, T-boxes scheme for fast lookups, and a granularity of 'one state per thread' for thread scheduling. Our benchmarking results offer researchers a good understanding on GPU architectures and software accelerations. Our experimental results show that GPU has significantly advantages than CPU in performance when using AES for encrypting (or decrypting) large files, say more than 4K bytes. And when the size of parallelizable files is getting larger, the performance of GPU can be fully utilized. In addition, both our source code and experimental results are freely available at github (https://github.com/Canhui/AES-ON-GPU).
