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HAMILTONIAN PARTIAL DIFFERENTIAL
EQUATIONS AND SYMPLECTIC SCALE MANIFOLDS
JOÃO BERNARDO CRESPO AND OLIVER FABERT
Abstract. This paper defines symplectic scale manifolds based
on Hofer-Wysocki-Zehnder’s scale calculus. We introduce Hamil-
tonian vector fields and flows on these by narrowing down sc-
smoothness to what we denote by strong sc-smoothness, a concept
which effectively formalizes the desired smoothness properties for
Hamiltonian functions. We show the concept to be invariant un-
der sc-smooth symplectomorphisms, whence it is compatible with
Hofer’s scale manifolds. We develop and verify the theory at the
hand of the free Schrödinger equation.
Contents
1. Introduction 1
1.1. Finite-dimensional Symplectic Geometry 2
1.2. Hamiltonian Partial Differential Equations 3
1.3. Main Contribution 6
1.4. Organization of Paper 7
1.5. General Notation 7
2. Scale Structures 8
2.1. Banach Scales 8
2.2. Hilbert Scales 15
3. Hofer-Wysocki-Zehnder Scale Smoothness 19
3.1. Scale Calculus 20
3.2. Scale Manifolds 25
4. Hamiltonian Partial Differential Equations 32
4.1. Flows on Banach scales 33
4.2. Hamiltonian Flows on Symplectic Scales 35
4.3. Hamiltonian Flows on Symplectic Scale Manifolds 41
References 45
1. Introduction
Hamiltonian partial differential equations (PDEs) have received in-
creasing attention in the last forty years. A select number of examples
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include the Schrödinger, Korteweg-de Vries and the Boussinesq equa-
tions. These PDEs are intrinsically linked to infinite-dimensional sym-
plectic geometry: their evolution is typically analysed on an infinite-
dimensional space, and their solutions can heuristically be expressed
as integral curves of a vector field obtained by means of a Hamiltonian
function and a symplectic structure. In fact, the link between Hamil-
tonian PDEs and infinite-dimensional symplectic geometry is, in some
sense, akin to the one between the well-known Hamilton’s equations
(1)

q˙k =
∂h
∂pk
p˙k = − ∂h
∂qk
, k = 1, 2, . . . , d .
of classical mechanics and finite-dimensional symplectic geometry.
1.1. Finite-dimensional Symplectic Geometry. Before delving in-
to the expectedly more involved case of infinite dimensions, we start by
reviewing finite-dimensional symplectic geometry. A real vector space
V of dimension 2d is said to be symplectic whenever adjoined with a
bilinear skew-symmetric form ω : V × V 7→ R which, similarly to an
inner product, identifies V with its dual by means of the isomorphism
of vector spaces ιω : V
∼7−→ V ∗, v 7→ ω(·, v). The canonical example
to have in mind is the coordinate space R2d = Cd with its standard
symplectic form
(2) ω(v, w) = 〈iv, w〉 ,
where i : Cd 7→ Cd, v 7→ iv is its standard complex structure and 〈·, ·〉
its standard real inner product.
More generally, a smooth manifold M of dimension 2d is said to be
symplectic whenever a maximal smooth atlas is available with sym-
plectomorphisms as transition maps. This means that for each pair of
coordinate charts φ : Uφ ⊆ M ∼7−→ Vφ ⊆ R2d and ψ : Uψ ∼7−→ Vψ, we
require that the derivative Tφ,ψ(x) := dx(ψφ−1) : R2d
∼7−→ R2d preserves
the standard symplectic form for all x ∈ φ(Uφ ∩ Uψ), in the sense that
ω(Tφ,ψ(x) · v, Tφ,ψ(x) · w) = ω(v, w) for all v, w ∈ R2d. An equivalent
definition due to Darboux [32, Theorem 3.15] is that of a manifold M
together with a closed two-form which is comprised of a symplectic
form ωp : TpM × TpM 7→ R on each tangent space, p ∈M . Naturally,
a symplectic vector space is also a symplectic manifold with its sym-
plectic form at every point. The study of symplectic manifolds is the
topic of symplectic geometry, and a sound introduction may be found
in [32].
The link between Hamilton’s equations and finite-dimensional sym-
plectic geometry is settled down in the following. Any smooth function
h : M 7→ R on a symplectic manifold M gives rise to a Hamiltonian
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vector field Vh : M 7→ TM uniquely defined by the relation
(3) − dph = ωp(·, Vh(p)) ∈ T∗pM for all p ∈M ,
or compactly written using the isomorphism of vector bundles ιω :
TM
∼7−→ T∗M induced by the symplectic structure of M ,
(4) − dh = ιω ◦ Vh : M 7→ T∗M .
The flow ϕh of the vector field Vh is then itself said to be Hamiltonian,
and both are said to be generated by h. Returning to our canonical
example M = R2d with its standard form, simple computations show
that the integral curves of the Hamiltonian vector field generated by a
smooth Hamiltonian function h : R2d 7→ R are precisely the solutions
of Hamilton’s equations (1) if we label the coordinates of R2d = Rd⊕Rd
as x = (q, p). Accordingly, for a general manifold, the integral curves
of Vh are locally given as solutions of Hamilton’s equations as well.
Though at first sight this geometrical approach might seem an un-
necessary mathematical artefact to study these equations of classical
mechanics, symplectic manifolds arise naturally in the study of Hamil-
tonian functions with symmetries. Consider, for instance, the smooth
action of the circle S1 = {λ ∈ C : |λ| = 1} on Cd by pointwise mul-
tiplication and an S1-invariant Hamiltonian function h : Cd 7→ R,
such as the one used in a finite-dimensional quantum mechanical sys-
tem [5]. One can check that the fundamental vector field of the action is
generated by the S1-invariant Hamiltonian function (momentum map)
µ : Cd 7→ R
(5) µ(x) =
1
2
(1− ‖x‖2)
and that the action is free on µ−1(0). By the Marsden-Weinstein sym-
plectic reduction theorem [2, Theorem 4.3.1], one obtains a natural
symplectic manifold structure on
(6) CPd−1 := C
d \ {0}upslopeC∗ ∼= µ
−1(0)upslopeS1 .
Furthermore, the Hamiltonian function h and flow ϕh descend to func-
tions h¯ and ϕ¯h on the quotient, respectively, and ϕ¯h is precisely the
Hamiltonian flow generated by h¯ [2, Theorem 4.3.5]. One can then
study the reduced system on the lower-dimensional manifold CPd−1
and recover the original dynamics therefrom [2, pp. 304–305].
1.2. Hamiltonian Partial Differential Equations. Similarly to the
finite-dimensional case, the solutions of Hamiltonian PDEs can be con-
sidered to be integral curves of a Hamiltonian vector field, but infi-
nite-dimensional symplectic vector spaces are needed instead. As an
example, take the free Schrödinger equation on the circle
(7) iut = −∆u
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for an unknown wave function u : R× S1 7→ C, (t, x) 7→ u(t, x), where
∆u = uxx is the Laplacian operator. To study this equation, introduce
the Hilbert space of square-integrable functions on the circle
(8)
L2 := L2(S1,C) =
ß
u : S1 7→ C : u measurable and
∫
S1
|u|2 <∞
™
and its standard symplectic form ω : L2 ×L2 7→ R given by (2), where
now the real inner product and complex structure are the ones of L2.
As in Section 1.1, we try and define Hamiltonian vector fields for
each Hamiltonian map h by requiring
(9) − dh(u) = ω(·, Vh(u))
for an adequate set of functions {u}. With this idea in mind, we observe
that the solutions of (7) are integral curves of the Hamiltonian vector
field generated by the Hamiltonian function
(10) h(u) =
1
2
∫
S1
|ux(a)|2 da .
Indeed, integration by parts shows that dh(u)·v = 〈ux, vx〉 = −〈uxx, v〉,
whence Vh(u) = iuxx. The corresponding Hamiltonian flow is
(11) ϕh(t, u) = eit∆u .
Further examples and ellaboration on Hamiltonian PDEs can be found
in [1, 3, 6, 10,28,33].
Although the presented setup seems plausible, it shows a crucial
difference with respect to the finite dimensional case. If we inspect the
proposed mathematical objects, we see that the Hamiltonian function
(10) cannot be defined on the entire space L2, but only on the dense
subset W 1,2 = W 1,2(S1,C) of weakly differentiable functions with L2
derivative. Similarly, the vector field Vh is only densely-defined and two
derivatives are needed. Rather in contrast to this, the Hamiltonian flow
ϕh defines a map R× L2 7→ L2. We thus recognize that several vector
spaces are needed for defining the different objects at stake.
This nuance was elegantly solved by Kuksin [28], who used Hilbert
scales to frame Hamiltonian PDEs. A Hilbert (Banach) scale is a fil-
tration of Hilbert (Banach) spaces which are densely and compactly
embedded into each other. From L2, we can build the Levi-Sobolev
Hilbert scale {W k,2}k∈Z withW 0,2 = L2 and extend the real inner prod-
uct of L2, hence also ω, to a non-degenerate pairingW k,2×W−k,2 7→ R.
Since (10) defines a (Frèchet) smooth map h : W 1,2 7→ R, the usual ω-
gradient relation (9) produces a vector field Vh : W 1,2 7→ W−1,2 which
is simply i∆ — Kuksin’s framework involving Hilbert scales delivers
the expected results.
Moving one step further, suppose that we are only interested in
nonzero wave functions of Schrödinger’s equation up to a nonzero com-
plex scalar. This is the case of interest in physics, where the equivalence
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classes in the projective Hilbert space
(12) P(L2) := L
2 \ {0}upslopeC∗
represent the state of the quantum-mechanical system [5,14] (again, C
acts on L2 by pointwise multiplication). To describe such a system we
desire, by analogy with the finite-dimensional case, to have some local
symplectic scale structure on P(L2) where we can make sense of basic
symplectic geometry as in Section 1.1.
In our path towards this aim, part of the work by Hofer, Wysocki
and Zehnder on polyfolds is essential [21, 24, 25, 27]. Departing from a
Banach scale, they develop the notion of scale calculus, which allows
the derivative of a function between scales to be defined only on a dense
subspace of higher regularity. Subsequently, they extend scale differ-
entiation inductively to scale smoothness, where an arbitrary number
of scale derivatives may be taken. In a similar way as in classical dif-
ferential geometry [29], [41, Chapter 73], the authors then proceed to
introduce smooth scale manifolds (also notated sc∞-manifolds) locally
modeled on Banach scales.
As expected, scale manifolds inherit structures from the underlying
local model. Specifically, an sc∞-manifold M gives rise to a natural
filtration {Mk}k∈N0 induced by the local scale structure, and for each
point of a filtration subspace Mk, k ≥ 1, we can associate a partial
Banach scale which plays the role of the tangent space. Also, a tangent
bundle piTM : TM 7→ M1 is defined, where M1 = {Mk+1}k∈N0 is the
shifted filtration. The shift appearing in the base space of the bundle
reflects the higher regularity of the differentiation points.
Scale smoothness and polyfolds were originally introduced with the
purpose of solving problems in symplectic field theory and related ar-
eas [13, 26]. Fabert et al. [15] review the theory in a broader perspec-
tive, also extending the idea of Banach scales to filtrations of topolog-
ical spaces. Wehrheim [40] elaborates on the Hofer-Wysocki-Zehnder
Fredholm theory of [21–23, 25], while noting that a Banach scale can
be recovered from its (Frèchet) limit and restricted norms. Gersten-
berger [20] works with the limits of Banach scales as well, modifying
the scale smoothness and Fredholm theories of Hofer and Wehrheim so
as to allow for the application of the Nash-Moser theorem on “tame”
Frèchet limits.
We choose scale smoothness and manifolds to handle Hamiltonian
PDEs since, as motivated above, Hamiltonian functions and vector
fields are expected to be defined on points of higher regularity compared
to the flow. In fact, for our guiding example of the free Schrödinger
equation, informally differentiating the flow with respect to the time
variable delivers
(13)
d
dt
eit∆u = i∆eit∆u = Vh ◦ eit∆u
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which exists as an element of L2 whenever u ∈ W 2,2. Whereas the more
classical formulation devised by Kuksin works with Frèchet smoothness,
using scales only to handle the symplectic structure, Hofer-Wysocki-
Zehnder have a native approach, incorporating the scale structure in
their definition of smoothness. What is more, scale manifolds suit our
example well, as the projective Hilbert space P(L2) can be given such
an sc-smooth structure (essentially in the same way as CPd).
1.3. Main Contribution. The work of Hofer-Wysocki-Zehnder allows
us to generalize Banach scales to the manifold context, and it is not
difficult to carry the generalization through to sc-smooth vector fields
and flows: for example, a vector field is simply an sc-smooth section of
the tangent bundle V : M1 7→ TM . Nevertheless, their work lacks a
notion of a symplectic structure on an sc-smooth manifold. Naturally,
with the lack of symplectic structures comes the lack of Hamiltonian
vector fields and flows. Furthermore, it is not clear in what sense a
Hamiltonian function should be smooth so as to obtain an sc-smooth
vector field via a suitable symplectic gradient relation.
To fill this gap, we propose to define symplectic scale manifolds as
scale manifolds locally modeled on a symplectic Banach scale, endowed
with a maximal atlas of coordinate charts where all transition maps
are symplectomorphisms. The latter condition allows for the definition
of a cotangent bundle T∗M and a canonical isomorphism ιω between
tangent and cotangent bundles. Furthermore, we narrow down the
scale smoothness concept of Hofer-Wysocki-Zehnder to what we baptize
as strong scale smoothness1. As it turns out, a desirable definition for
the regularity of a Hamiltonian function requires the test vectors of the
scale derivative to be taken from spaces of increasingly lower regularity
as the regularity of the differentiation point increases, and the original
sc-smoothness concept is too weak to accommodate this requirement.
We prove that the concept of strong scale smoothness is invariant under
pre-composition with symplectomorphisms, hence it is consistent with
symplectic sc-smooth manifolds.
The definition of strong scale smoothness leads to a natural general-
ization of Hamiltonian vector fields and flows in a symplectic sc-smooth
manifold M : for a strongly sc-smooth function h : M1 7→ R, we can
interpret its derivative as an sc-smooth section of the cotangent bun-
dle Dh : M1 7→ T∗M and, as in the finite-dimensional case of (4),
Dh gives rise to an sc-smooth vector field Vh by means of the bundle
isomorphism ιω : TM
∼7−→ T∗M and the symplectic gradient relation
(14) −Dh = ιω ◦ Vh : M1 7→ T∗M .
1Not to be confused with the side definition of [27, Remark 1.3].
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The contributions of this work are developed and presented at the
hand of the free Schrödinger equation (7) which, in the authors’ mod-
est opinion, is simple enough to avoid distractions and, at the same
time, serves as a prototypical example exhibiting the core property of
Hamiltonian PDEs: the vector field is only densely defined. Corre-
spondingly, the projective Hilbert space M = P(L2) is presented as
a symplectic sc-smooth manifold locally modeled on the Hilbert scale
X = {Xk = W 2k,2}k∈N0 . The flow ϕh : R×X 7→ X of (11) is shown to
be sc-smooth and Hamiltonian, generated by the strongly sc-smooth
Hamiltonian function h : X1 7→ R of (10). In the trend of symplec-
tic reduction, these maps are subsequently seen to descend to maps
ϕ¯h : R × M 7→ M and h¯ : M1 7→ R inheriting the corresponding
regularity properties, and ϕ¯h is concluded to be a Hamiltonian flow
generated by h¯.
1.4. Organization of Paper. This paper is based on the first au-
thor’s master thesis on the topic [11], and the remainder is organized
in three sections. Section 2 starts by reviewing linear scale structures.
We introduce the concepts of Banach and Hilbert scales, showing how
to build such a scale departing from a separable infinite-dimensional
Hilbert space. We also outline basic notions of linear symplectic ge-
ometry on scales. Subsequently, in Section 3, we present scale calculus
by Hofer-Wysocki-Zehnder and corresponding scale manifolds. Finally,
Section 4 contains the main contribution of this paper. We extend the
notions of vector fields and flows to scale manifolds and define strong
scale smoothness on Banach scales, deducing its invariance under pre-
composition with symplectomorphisms. After this, we generalize the
introduced concepts to the manifold setting. Throughout the section,
we pair the developed theory with the guiding example of the free
Schrödinger equation.
1.5. General Notation. In this paper, by convention, the natural
numbers N = {1, 2, 3, . . .} start at one and we notate N0 = {0} ∪
N = {0, 1, 2, . . .} when starting at zero. Also, natural numbers can
be considered as sets: m = {0, 1, . . . ,m − 1} for m ∈ N. For the
Kronecker delta, we use δmn. For sets X and Y , Y X denotes the set
of functions X 7→ Y . Furthermore, we denote the strictly positive real
numbers by R>0, the complex unit by i, the real and imaginary parts
of complex numbers by Re{·} and Im{·}, respectively, and complex
conjugation by (·). Hermitian inner products are conjugate-linear in
the second argument. For a subset of some ambient space U ⊆ X, the
notation U(x) signifies x ∈ U . For the tangent bundle of a manifold
M at p ∈M , we use TpM , and for the tangent and cotangent bundle,
TM and T∗M , respectively. The derivative of a map of manifolds
f : M 7→ N at p ∈M is dpf : TpM 7→ Tf(p)N . For the time derivative
of a curve u : R 7→ Z, we use du/dt : R 7→ Z or simply u˙. The
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remaining notation is either standard or explained in the course of the
paper.
2. Scale Structures
In this section, we introduce Banach and Hilbert scales. We first
define Banach scales within a framework which allows for natural op-
erations such as translation of the index set, the product of scales, or a
scale composed out of the topological duals of each space — the “dual
scale”. Within the presented framework, we explore morphisms and
several types of maps between scales. Subsequently, we narrow the
focus down to Hilbert scales, where each underlying space has a com-
patible inner product. We show that a single separable Hilbert space
induces a Hilbert scale prototypically modeled on weighted l2 spaces.
We also introduce symplectic structures on Banach and Hilbert scales.
2.1. Banach Scales. For introducing Banach scales, we use the basic
categorical structure of a projective system. In this paper, we opt for a
brief presentation, referring details to [18,31]. Although Banach scales
are frequently dealt with within a simpler framework of a filtration,
when introducing dual scales, this simple framework will not suffice.
Indeed, as we will see in this section, the dual scale of a filtration is
not bond by inclusions but by adjoints of inclusions, and the explicit
structure of a filtration disappears. Luckily, these adjoints will still be
injective and it will still be useful to intuitively think of Banach scales
as filtrations.
Consider the category of locally convex spaces (LCS) over a fixed
field F = R or C, with continuous linear maps as morphisms, and a
non-empty index set S ⊆ Z. A projective system of LCS on S is a
family X := {Xs}s∈S of LCS together with maps psr : Xs 7→ Xr for
all s > r ∈ S, the so-called bonding maps, such that psq = prq ◦ psr
for all s > r > q ∈ S. To such a projective system, we can assign a
limit: a pair consisting of an LCS, X∞ := lims∈S Xs, and a collection
of morphisms, {p∞s : X∞ 7→ Xs}s∈S, such that p∞r = psr ◦ p∞s for all
s > r ∈ S and with the universal property that for any other such pair
(Y, {fs : Y 7→ Xs}), there exists a a unique map φ : Y 7→ X∞ such
that fs = p∞s ◦ φ for all s ∈ S. From this condition it follows that the
limit is unique up to isomorphism, and an explicit expression is
(15) X∞ =
{
x = (xs)s∈S ∈
∏
s∈S
Xs : psr(xs) = xr for all s > r
}
together with the canonical projections p∞s : X∞ 7→ Xs, x 7→ xs.
Similarly, we can define the notion of a colimit X−∞ := colims∈SXs
by reversing the arrows in the definition. Although X∞ is Hausdorff
whenever all Xs are so, the same is not compulsorily true for X−∞ [16].
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The most important example of a projective system is a descending
filtration of LCS, {Xs}s∈S with Xs ⊆ Xr for s > r, bond by the
canonical inclusions. In this case, the limit is X∞ =
⋂
s∈S Xs, colimit
X−∞ =
⋃
s∈S Xs and the corresponding limit maps are the inclusions
as well. As in this particular case, the bonding maps will always be
injective in this work, whence we notate them suggestively as ιsr instead
of psr. Due to this assumption, much of the set-theoretic machinery
which is valid for filtrations remains valid in general.
In the following technical discussion, we bridge ubiquitous intuition,
available when dealing with filtrations, with the more general case of
an injective projective system. Basically, for any s ∈ S ∪{∞} and any
A ⊆ Xs, we have isomorphic copies ιsr(A) ⊆ Xr of A for all r < s,
whence it makes sense to define set-theoretical relations on subsets of
different spaces. For A ⊆ Xs, B ⊆ Xr, s > r, and an arbitrary set Z,
we employ the following conventions:
• We say that A ⊆ B if ιsr(A) ⊆ B and identify A with ιsr(A).
• If A ⊆ B and f : B 7→ Z is a function, we can restrict it to A,
specifically f |A := f ◦ ιsr. Dually, if we have f : Z 7→ A instead,
we can embed the codomain in B.
• Switching the roles of the spaces, for C ⊆ Xs and D ⊆ Xr,
s > r, we have D ⊆ C if D ⊆ ιsr(C) and in that case, we
identify D with ι−1sr (D) ⊆ C.
• Let now A ⊆ B and f : Z 7→ B. Then the codomain of f
restricts to A if and only if f(Z) ⊆ A.
• We define A ∩ B ⊆ Xs by A ∩ ι−1sr (B), which is isomorphic to
ιsr(A) ∩B ⊆ Xr.
Still on an injective projective system X, we define a system of sub-
sets on X, A ⊆ X, to be a collection of subsets A = {As}s∈S with
As ⊆ Xs on each s ∈ S, such that As ⊆ Ar for all s > r (as with the
above conventions). It is called a system of open subsets if each As is
open in Xs. Such a collection allows us to restrict the projective sys-
tem to subsets by restricting the bonding maps ιsr : As ↪→ Ar. For two
projective systems X and Y on S and two systems of subsets A ⊆ X
and B ⊆ Y , we define the cartesian product A×B := {As×Bs}s∈S. If
the domains of X and Y differ, say the domains are S and S ′, respec-
tively, we restrict them to the common domain S ∩ S ′ before taking
the cartesian product. We also define, for τ ∈ Z, the shifted system
Aτ := {As+τ}s∈S∩(S−τ). Although the shifted system could be defined
to take values on S − τ , we do not use indices outside S in this work.
Finally, before introducing Banach scales, we establish conventions
on operator space topologies. Unless otherwise mentioned, we endow
the set B(X, Y ) of linear continuous maps between two Banach spaces
X and Y with the operator norm ‖L‖ := supx∈X,‖x‖X≤1 ‖L(x)‖Y . This
norm makes B(X, Y ) into a Banach space and its induced topology
is called the strong or norm topology. Correspondingly, we denote by
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X∗ := B(X,F) the topological dual of X with operator norm. Yet,
occasionally, it will be convenient to work with a weaker topology on
B(X, Y ) called the compact-open topology. This is the topology with
subbasis given by sets of the form {L ∈ B(X, Y ) : L(K) ⊆ U}, where
K ⊆ X is compact and U ⊆ Y is open. The compact-open topology
on B(X, Y ) has the property that for a metric space A and a map
f : A×X 7→ Y with f(a, ·) ∈ B(X, Y ) for all a ∈ A, f is continuous if
and only if the induced map f¯ : A 7→ B(X, Y ), a 7→ f(a, ·) is continuous
[17]. If B(X, Y ) has the strong topology, only the “if” part is valid in
general.
After the technical framing of injective projective systems, we are
now ready to define and explore Banach scales.
Definition 2.1. A Banach scale on a non-empty index set S ⊆ Z (over
F) is a projective systemX := {Xs}s∈S of LCS where allXs are Banach
spaces, the bonding maps ιsr : Xs ↪→ Xr are injective, s > r ∈ S,
(a) the limit X∞ is dense in Xs for all s ∈ S, and
(b) the bonding maps ιsr are compact operators.
The space Xs is called the sth layer or level of X, s ∈ S. If each Xs
is completely normable but no specific norm is available, we call X a
Banachable scale. If S = −S and 0 ∈ S, then X0 is called the center
of the scale2. Also, for a property of a Banach(able) space P , e.g.,
reflexivity or separability, X is said to have property P whenever all
Xs have property P , s ∈ S.
Compactness of the bonding maps is crucial in applications [21] and
allows for a chain rule when we introduce calculus in this framework.
We should also note that X∞ is a Frèchet space due to the (at most)
countable cofinality of S [19, 37]. A trivial example of a scale is the
constant scale Xs = X, s ∈ S for a finite-dimensional vector space
X. In fact, this is the only possible scale if one of the spaces is finite-
dimensional, since finite-dimensional subspaces of a normed space are
closed. On the other hand, due to the compactness requirement, the
same construction is not a scale if X is infinite-dimensional, unless S
is a singleton. The same argument shows that all scales X = {Xs}s∈S
built out of infinite-dimensional Banach spaces Xs are proper, i.e.,
Xs ( Xr for all s > r.
We proceed with two important propositions which allow us to con-
struct new scales departing from old ones by means of natural opera-
tions such as restriction, translation, products and taking duals of the
individual Banach spaces.
Proposition 2.2. Let X = {Xs}s∈S, S ⊆ Z, be a Banach scale and
let S ′ ⊆ S be a non-empty subset. Then X|S′ := {Xs}s∈S′ is a Banach
2This is not to be confused with the center as defined in [7], which is the limit
of the scale instead.
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scale with bonding maps ι′sr := ιsr, s > r ∈ S ′. Its limit X ′∞ :=
lims∈S′ Xs is X∞ if S ′ is unbounded above and XmaxS′ otherwise.
Proof. It is clear that the projective system {Xs}s∈S restricts to an
injective projective system on S ′ with compact bonding maps. To
compute the limit X ′∞, we distinguish two cases. If S ′ is unbounded
above, then so is S. Consequently, S ′ is cofinal in S, meaning that
for each r ∈ S there is s ∈ S ′ such that s ≥ r. This implies that the
limits X∞ and X ′∞ are uniquely isomorphic [18], and the density claim
follows immediately. On the other hand, if S ′ is bounded above, then
{maxS ′} is cofinal in S ′. The limit is then XmaxS′ and density follows
from X∞ ⊆ XmaxS′ (via ι∞,maxS′). 
Proposition 2.3. Let X := {Xs}s∈S and Y := {Ys}s∈S be Banach
scales on S ⊆ Z with (co-)limits X±∞, Y±∞ and maps ιXsr and ιYsr, s >
r ∈ S ∪ {±∞}, respectively. We introduce the following constructions:
(a) (shifted scale) For τ ∈ Z, Xτ := {Xs+τ}s∈S−τ is a Banach
scale on S − τ = {s − τ : s ∈ S} with bonding maps ιXs+τ,r+τ ,
s > r ∈ S − τ , and limit (X∞, {ιX∞,s+τ}s∈S−τ ).
(b) (product of scales) X ×Y := {Xs×Ys}s∈S is a Banach scale on
S with bonding maps ιXsr×ιYsr, s > r, and limit (X∞×Y∞, {ιX∞s×
ιY∞s}s∈S).
(c) (dual scale) Endow X∗s with the operator norm, s ∈ S. If each
Xs is a reflexive Banach space, then X−∞ is a Hausdorff LCS
and X∗ := {X∗−s}s∈−S is a Banach scale on −S = {−s : s ∈ S}
with bonding maps (ιX−r,−s)∗ : X∗−s ↪→ X∗−r, s > r ∈ −S, and
limit (X∗−∞, {(ιX−s,−∞)∗}s∈−S).
Proof. The crux of (a) is that a cone to X induces a cone to Xτ and
vice-versa by shifting indices by τ . Similarly, (b) is proven by adjoining
the universal cones X∞ and Y∞ to a cone X∞ × Y∞ to X × Y and
proving universality by noting that if (Z, {fs}) is a cone to X × Y ,
then (Z, {prXs fs}) and (Z, {prYs fs}) are cones toX and Y , respectively,
where prXs : Xs × Ys 7→ Xs and prYs : Xs × Ys 7→ Ys are the canonical
projections. Also, products of compact operators are compact.
As to (c), first note that (ιX−r,−s)∗ is compact for s > r ∈ −S since the
adjoint of a compact operator is compact [36, Theorem 4.19]. Secondly,
the map (ιX−r,−s)∗ is injective since ιX−r,−s has dense range [36, Theo-
rem 4.12]. Thirdly, since X−s and X−r are reflexive, the double adjoint
(ιX−r,−s)
∗∗ = ιX−r,−s : X
∗∗
−r ∼= X−r 7→ X−s ∼= X∗∗−s is injective, which again
by [36, Theorem 4.12] implies that (ιX−r,−s)∗ has dense range. Con-
sequently, by [12, Proposition 2], the limit (X∗)∞ of X∗ is dense in
each X∗−s, s ∈ −S and by [12, Proposition 3], the colimit X−∞ of X
is Hausdorff. The computation of the limit (X∗)∞ ∼= X∗−∞ is a stan-
dard result of category theory, and a thorough derivation can be found
in [11,31]. 
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Remark 2.4. Similar remarks hold as for handling systems of subsets:
(a) Although the shifted scaleXτ is defined on S−τ , in the sequel of
this document, we will restrict this type of scales to S∩ (S− τ).
(b) For the product scale, if {Xs}s∈S and {Ys}s∈S′ are defined on dif-
ferent subsets S, S ′ ⊆ Z, one restricts both scales to the overlap
S ∩ S ′ before applying the product construction.
Our next goal is to study maps between scales and their systems of
subsets. In the roughest case, a map between scales can be a non-linear
map between each layer. Eventually, we can add more structure to the
map and require each layer to be linear or even continuous. This gives
rise to the notion of morphisms and isomorphisms of scales.
Definition 2.5. Let X = {Xs}s∈S, Y = {Ys}s∈S and Z = {Zs}s∈S be
Banach scales on S ⊆ Z, and let A ⊆ X, B ⊆ Y and C ⊆ Z be systems
of subsets.
(a) A map between the two systems of subsets A and B is a family
of functions f := {fs : As 7→ Bs}s∈S which satisfies the compat-
ibility requirement fr|As = fs for all s > r ∈ S (as maps from
As to Br). Explicitly, this means that the diagram
As Bs
Ar Br
fs
ιXsr ι
Y
sr
fr
is required to commute for all s > r. When the systems of
subsets are clear from context, f is simply said to be a map of
scales or a scale map. A map between the (full) Banach scales
X and Y is simply defined as a map between the trivial systems
of subsets A = X and B = Y .
(b) Composition of maps of scales is defined layer-wise: if f : A 7→ B
and g : B 7→ C are maps of scales, then g ◦ f : A 7→ C defined
by (g ◦ f)s = gs ◦ fs : As 7→ Cs, s ∈ S, is a map of scales. We
define the identity map idA : A 7→ A, (idA)s = idAs .
(c) A map of scales f : A 7→ B is called injective, surjective or
bijective if each fs : As 7→ Bs is injective, surjective or bijective,
respectively. A bijective map of scales f : A 7→ B defines an
inverse map f−1 : B 7→ A, (f−1)s = fs−1 with f−1 ◦ f = idA
and f ◦ f−1 = idB.
(d) A map of scales L : A 7→ B is called linear if As ⊆ Xs and
Bs ⊆ Ys are linear subspaces and all Ls : As 7→ Bs are linear.
(e) A map of scales f : A 7→ B is called continuous or sc0 if fs :
As 7→ Bs is continuous for all s ∈ S, where As and Bs inherit
the topologies of Xs and Ys, respectively. It is an isometry if
each fs is an isometry.
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(f) A morphism between X and Y , also called an sc-operator, is an
sc0 linear map T : X 7→ Y . An isomorphism between X and
Y , or an sc-isomorphism, is a morphism T : X 7→ Y for which
Ts : Xs
∼7−→ Ys is an isomorphism of vector spaces for all s ∈ S.
It is an isometric isomorphism if, in addition, it is an isometry.
Remark 2.6. (a) If T : X ∼7−→ Y is an isomorphism of scales as
defined above, the open mapping theorem implies that T−1 :
Y 7→ X, defined by (T−1)s = T−1s , is also a morphism of scales.
(b) A morphism T : X 7→ Y defines a unique continuous linear
map, the limit map T∞ := lims∈S Ts : X∞ 7→ Y∞, with the
property ιY∞s T∞ = Ts ιX∞s for all s ∈ S. Similarly, it defines the
colimit map T−∞ := colims∈STs : X−∞ 7→ Y−∞ uniquely by the
property T−∞ ιXs,−∞ = ιYs,−∞ Ts for all s. These are isomorphisms
of topological vector spaces if T is an sc-isomorphism.
(c) If X and Y admit dual scales, a morphism T : X 7→ Y defines
an adjoint morphism T ∗ := {T ∗−s}s∈−S : Y ∗ 7→ X∗.
(d) If S is bounded below in Z, with r := minS, any subset Ar ⊆ Xr
defines a system of subsets by putting As := Ar∩Xs, s ≥ r, and
this system is open if Ar ⊆ Xr is open. Similar considerations
hold for Br ⊆ Yr. A function fr : Ar 7→ Br with fr(As) ⊆ Bs for
all s ≥ r then defines a unique map of scales f : A 7→ B which is
linear if f is linear, and all maps of scales arise in this way. Note
that although fr injective implies f injective, the same cannot
be said about surjectivity. A counterexample is the inclusion
I : X|2N0 7→ X, Ik = ιX2k,k : X2k ↪→ Xk, k ∈ N0, for any proper
scale X on N0.
(e) If X and Y are Banach scales on different index sets, say S and
S ′, respectively, we restrict A ⊆ X and B ⊆ Y to S ∩ S ′, and
define maps of scales A 7→ B simply as being maps of scales
A|S∩S′ 7→ B|S∩S′ .
(f) (induced scales) If X = {Xs}s∈S is now simply a collection of
Banach spaces without bonding maps a priori, Y = {Ys}s∈S is a
Banach scale, and we are given continuous linear isomorphisms
Ψs : Xs
∼7−→ Ys for s ∈ S, then there is a unique structure of a
Banach scale on X such that Ψ = {Ψs}s∈S is an isomorphism of
scales. This structure is obtained by pulling back the bonding
maps of Y , and the required properties for a Banach scale on X
are directly derived from the corresponding properties on Y .
We conclude this subsection with some basic definitions of linear
symplectic geometry for Banach spaces and scales. A (strong) sym-
plectic form on a real Banach space X is a continuous skew-sym-
metric bilinear form ω : X × X 7→ R such that the induced map
ιω : X 7→ X∗, w 7→ ω(·, w) is an isomorphism of locally convex spaces.
The pair (X,ω) is then called a symplectic Banach space. A symplectic
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Banach space is always reflexive, since −(ι−1ω )∗ ◦ ιω : X ∼7−→ X∗∗ is the
canonical injection.
Concerning scales, symplectic structures are defined on Banach scales
over the reals and on an index set S ⊆ Z with S = −S. A symplectic
structure on such a scale X = {Xs}s∈S is a skew-symmetric collection
ω = {ωs}s∈S of continuous and bilinear forms ωs : Xs×X−s 7→ R, s ∈ S,
which induce an isomorphism of scales ιω : X
∼7−→ X∗, Xs 3 w 7→
ω−s(·, w) ∈ X∗−s. In this context, skew-symmetry means ωs(v, w) =
−ω−s(w, v) for all v ∈ Xs, w ∈ X−s and s ∈ S. Due to continuity,
it is enough to check this condition for smooth vectors v, w ∈ X∞.
Also, note that the existence of the dual scale X∗ is an immediate
consequence of the individual isomorphisms in ιω since, similarly as
for the single Banach space, −((ιω) −1−s )∗ ◦ (ιω)s : Xs ∼7−→ X∗∗s is the
canonical injection. The pair (X,ω) is called a symplectic Banach
scale.
Remark 2.7. By using the intrinsic identification of a symplectic Ba-
nach scale with its dual, we can extend single-sided Banach scales which
are isomorphic to a given symplectic scale. Indeed, let (X,ω) be a sym-
plectic Banach scale on S = −S ⊆ Z, and let Y be a Banach scale on
S≥0 := S ∩ N0 with isomorphism of scales Ψ : Y ∼7−→ X|S≥0 . Let also
S>0 := S ∩ N. The adjoint of Ψ and ιω induce an isomorphism
(16) (Ψ−1)∗ : (Y |S>0)∗ ∼7−→ (X|S>0)∗ ιω 7 →∼ X|−S>0 .
Define Ys := Y ∗−s and Ψs := (Ψ −1−s )∗ : Ys
∼7−→ Xs for s ∈ −S>0. As
in Remark 2.6(f), we obtain bonding maps for the extended collection
Y = {Ys}s∈S making it into a Banach scale with extended isomorphism
Ψ = {Ψs}s∈S : Y ∼7−→ X. In particular, by setting Y = X|S≥0 and
Ψ = idX , we see that a symplectic Banach scale (X,ω) is completely
determined by its one-sided structure X|S≥0 .
If (X,ω) and (Y, η) are symplectic Banach scales on S = −S ⊆ Z and
S ′ ⊆ S is a non-empty subset, a morphism of scales T : X|S′ 7→ Y |S′
always induces a symplectic adjoint
(17) T ω,η : Y |−S′ ιη7→∼ (Y |S′)
∗ T ∗7−→ (X|S′)∗ ιω 7 →∼ X|−S′
uniquely defined by the relation η(Tv, w) = ω(v, T ω,ηw) for all v ∈
Xs, w ∈ Y−s and s ∈ S ′. If S ′ ∩ (−S ′) 6= ∅, such a morphism T is
called symplectic if η(Tv, Tw) = ω(v, w) for all v ∈ Xs, w ∈ X−s and
s ∈ S ′ ∩ (−S ′). Again due to continuity, it is enough to check this
for v, w ∈ X∞ ⊆ (X|S′)∞. It is easy to see that a morphism T is
symplectic if and only if
(18) T ω,η ◦ T = idX|S′∩(−S′) .
Note that since (T ω,η)η,ω = T , T ω,η is symplectic if and only if T ◦T ω,η =
idY |S′∩(−S′) . Also, both T
ω,η ◦ T = idX and T ◦ T ω,η = idY hold on
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S ′ ∩ (−S ′) if and only if T is an isomorphism of scales on S ′ ∩ (−S ′)
which is symplectic. In that case, T−1 = T ω,η on S ′ ∩ (−S ′) and we
call T a linear symplectomorphism of scales.
2.2. Hilbert Scales. A Hilbert scale is a Banach scale {Xs}s∈S, where
eachXs is required to be a Hilbert space. This important special case of
Banach scales arises naturally in symplectic geometry: starting from a
complex separable infinite-dimensional Hilbert space X, we can define
a linear symplectic form ω : X × X 7→ R, a scale structure X =
{Xs}s∈Z with center X0 ∼= X, and eventually a symplectic structure on
X derived from ω. To differentiate between Hilbert spaces and scales,
and also to avoid ambiguity, we underline Hilbert scales and scale maps
in this section.
We start with a prototypical example of a Hilbert scale, l2ν , which
characterizes all Hilbert scales we will be dealing with. This is a scale
on Z with center l2 = {x ∈ FZ : ∑n∈Z |xn|2 < ∞}, and where the
remaining spaces are weighted according to a positive sequence ν. On
this scale, we can identify spaces on the one side of the scale with
the duals of their symmetric counterparts. Using this prototype we
build, for every separable infinite-dimensional Hilbert space X, a scale
X on Z by pulling back the scale structure of l2ν using the isometric
isomorphism arising from a Hilbert basis {φk}k∈Z. In principle, it is
also possible to have these scales indexed on R (it is not difficult to
extend the theory this index set), but that will be rarely needed in this
document.
Proposition 2.8. Let ν ∈ RZ>0 be a sequence with νn →∞ as |n| → ∞,
define
(19) l2,s := l2,sν :=
{
x ∈ FZ : ∑
n∈Z
|xn|2ν2sn <∞
}
for s ∈ Z, and endow this vector space with the (real or hermitian)
inner product
(20) 〈x, y〉s :=
∑
n∈Z
xnyn ν
2s
n .
Then each l2,s is a Hilbert space and l2 := l2ν := {l2,sν }s∈Z is a Hilbert
scale on Z with limit l2,∞ := ∩s∈Zl2,s and colimit l2,−∞ := ∪s∈Zl2,s.
Furthermore, the collection F := Sp{δk : k ∈ Z} ⊆ l2,∞ of finite linear
combinations of the standard basis δk(n) = δkn is dense in each l2,s,
s ∈ Z ∪ {∞}.
Proof. Each l2,s, s ∈ Z, is a weighted l2 space, and consequently a
Hilbert space. It is also clear that l2,s ⊆ l2,r for s > r ∈ Z, hence l2 =
{l2,s}s∈Z is a descending filtration with mentioned limit and colimit.
Let s ∈ Z ∪ {∞} and define, for k ∈ N, the projection pks : l2,s 7→ F ,
x 7→ x · 1{−k+1,−k+2,...,k−1}, where the product · is pointwise and 1(·) ∈
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{0, 1}Z is the indicator function. Then F is dense in l2,s: if s <∞, for
x ∈ l2,s, ‖x− pks(x)‖s → 0 as k →∞, and if s =∞, ‖x− pks(x)‖s′ → 0
for all s′ ∈ Z. This implies, in particular, that l2,∞ is dense in l2,s
for each s ∈ Z. Furthermore, for Z 3 s > r, let ιsr : l2,s ↪→ l2,r and
ι∞r : l2,∞ ↪→ l2,r be the inclusions and define pksr := ι∞r pks : l2,s 7→ l2,r,
k ∈ N. Fix  > 0 and let N ∈ N be such that ν2(r−s)n ≤  for all |n| ≥ N .
For x ∈ l2,s with ‖x‖s ≤ 1, we have that whenever k ≥ N ,
(21) ‖(ιsr − pksr)(x)‖2r =
∑
|n|≥k
|xn|2ν2sn ν2(r−s)n ≤ ‖x‖2s ≤  .
From this, we conclude that ‖ιsr − pksr‖B(l2,s,l2,r) → 0. Seen that pksr is
a finite rank operator for each k ∈ N and that the compact operators
are a closed subset of B(l2,s, l2,r), we conclude that ιsr is compact. 
Lemma 2.9. Let ν ∈ RZ>0 and l2ν be as in Proposition 2.8. Define
complex conjugation (·) : l2,s 7→ l2,s pointwise3. Then
(a) For s ∈ Z, we have an (F-)bilinear continuous pairing l2,s ×
l2,−s 7→ F, (x, y) 7→ 〈x, y〉0 = ∑n∈Z xnyn.
(b) The induced map l2,−s 7→ (l2,s)∗, y 7→ 〈·, y〉0 is an isometric
isomorphism with inverse D 7→ {D(δn)}n∈Z for each s ∈ Z. It
induces an isometric isomorphism of scales l2 ∼7−→ (l2)∗.
(c) We have an isomorphism of vector spaces l2,−∞ ∼7−→ (l2,∞)∗ given
by the same formula (and same inverse).
Proof. For the first statement, note that for x ∈ l2,s and y ∈ l2,−s,
Hölder’s inequality gives
(22) |〈x, y〉0| ≤
∑
n∈Z
Ä|xn|νsnäÄ|yn|ν−sn ä ≤ ‖x‖s‖y‖−s ,
so that 〈·, · 〉0 is defined and continuous (it is clearly bilinear). As far
as the second statement is concerned, by the above, with y ∈ l2,−s,
‖〈·, y〉0‖ ≤ ‖y‖−s. But also with xn := ynν−2sn , we have x = {xn}n∈Z ∈
l2,s, ‖x‖s = ‖y‖−s and |〈x, y〉0| = ‖y‖2−s. We thus conclude that y 7→
〈·, y〉0 is an isometry. Now let D = 〈·, x〉s ∈ (l2,s)∗ for x ∈ l2,s. Then
D(δn) = xnν
2s
n and {xnν2sn }n∈Z ∈ l2,−s, hence we have a well-defined
candidate inverse map. The fact that it is indeed an inverse comes from
the fact that Sp{δk : k ∈ Z} ⊆ l2,s is dense (Proposition 2.8). Finally,
since Hilbert spaces are reflexive, (l2)∗ exists and the scale isomorphism
is a direct consequence of the former isomorphisms.
To prove the last statement, we first note that the direct map is
well defined, since (l2,s)∗ ⊆ (l2,∞)∗ for all s ∈ Z. For the inverse map,
we use the fact that since l2,∞ is a limit of the Banach spaces l2,s,
any D ∈ (l2,∞)∗ factors through some l2,s [19, Theorem 5.1.1]. Choose
D ∈ (l2,∞)∗ thus arbitrarily and let s ∈ Z and Ds ∈ (l2,s)∗ be such
3This is a conjugate-linear isomorphism which squares to the identity when F = C
and simply the identity map when F = R.
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that D = Ds ι∞s. Then D(δn) = Ds(δn) = yn, where y ∈ l2,−s ⊆ l2,−∞
is the result of the (inverse) isomorphism in (b) applied to Ds. It
follows that the candidate inverse is well-defined, and again we invoke
Proposition 2.8 to complete the proof. 
Note that even if we choose F = C in Proposition 2.8, the complex
Hilbert spaces l2,sC = l2,s can still be regarded as a real Hilbert spaces
(l2,sC )R by restricting scalar multiplication to the reals and using the
inner product Re{〈·, ·〉s}. It is not difficult to see that {(l2,sC )R}s∈Z is
still a Hilbert scale (over R). The following corollary, which is needed
to handle real symplectic forms on complex Hilbert spaces, extends
Lemma 2.9 to this scale.
Corollary 2.10. In the setting of Lemma 2.9 with F = C, let l2,sC = l
2,s
ν,C
be Eq. (19). Define ν˜ ∈ RZ>0 by ν˜2n = ν˜2n+1 := νn, n ∈ Z, and let
l2,sR = l
2,s
ν˜,R be Eq. (19) with F = R instead of C and ν˜ instead of ν.
Then we have a continuous pairing
(23) (l2,sC )R × (l2,−sC )R 7→ R, (x, y) 7→ Re{〈x, y〉0} = Re
{∑
n∈Z
xnyn
}
which induces an isometric isomorphism.
Proof. By choosing the orthonormal basis of (l2C)R given by δ˜2k =
δk, δ˜2k+1 = iδk, k ∈ Z, we obtain (R-linear) isometric isomorphisms
(l2,sC )R
∼7−→ l2,sR , x 7→ (. . . , xR−1, xI−1, xR0 , xI0, xR1 , xI1, . . .), s ∈ Z, where
xn = x
R
n + ix
I
n is the real-imaginary decomposition. Composing this
map with the pairing of Lemma 2.9(a) delivers the desired pairing. 
Now let X be a separable infinite-dimensional Hilbert space with
orthonormal basis {φk}k∈Z ⊆ X. This basis induces an isometric iso-
morphism Φ : X ∼7−→ l2, v 7→ {〈v, φk〉}k∈Z. Let also ν ∈ RZ>0 be as in the
above discussion. From X, we construct a Hilbert scale X = {Xs}s∈Z
with center X0 ∼= X as follows. Restrict Φ to an isomorphism of vec-
tor spaces Φ∞ := Φ|X∞ : X∞ ∼7−→ l2,∞, with X∞ := Φ−1(l2,∞) ⊆ X,
and pull the limit topology of l2,∞ back to X∞. Subsequently, define
the isomorphism Φ−∞ : (X∞)∗ ∼= (l2,∞)∗ ∼7−→ l2,−∞, D 7→ {D(φn)}n∈Z
using the map of Lemma 2.9(c). Then, in a similar fashion, we can
restrict Φ−∞ to isomorphisms Φs := Φ−∞|Xs : Xs ∼7−→ l2,s, with Xs :=
Φ−1−∞(l
2,s), and pull the inner product of l2,s back to Xs, s ∈ Z. By con-
struction, X := {Xs}s∈Z is a Hilbert scale and Φ := {Φs}s∈Z : X ∼7−→ l2
is an isometric isomorphism of scales. Consequently, all properties of
l2 carry directly over to X. The following proposition reveals some of
these properties.
Proposition 2.11. Let X be a separable infinite-dimensional Hilbert
space with orthonormal basis {φk}k∈Z and corresponding isometric iso-
morphism Φ : X ∼7−→ l2. Furthermore, let ν ∈ RZ>0 as in Propo-
sition 2.8, X = {Xs}s∈Z be the corresponding induced Hilbert scale
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with isometric isomorphism of scales Φ : X ∼7−→ l2. To ease notation,
pull complex conjugation back to Xs, i.e., define (·) : Xs 7→ Xs, v 7→
Φ−1s (Φsv), s ∈ Z. Then the following holds:
(a) For s ≥ 0, we can make the identification
(24) Xs ∼= Φ−1(l2,s) = {v ∈ X : ‖Φ(v)‖s <∞} .
(b) The limit of X is ∩Xs ∼= X∞ as topological vector spaces (D ∼7−→∑
n∈ZD(φn)φn) and the colimit is X−∞ := ∪Xs = X∗∞.
(c) We have a continuous pairing Xs ×X−s 7→ F, (v, w) 7→ 〈v, w〉0.
This map induces an isometric isomorphism X−s
∼7−→ X∗s for
each s ∈ Z, and hence an isometric isomorphism of scales
X
∼7−→ X∗, w 7→ 〈·, w〉0.
Proof. The proof boils down to composing obvious maps. For s ≥ 0,
Φs : Xs
∼7−→ l2,s and Φ|Φ−1(l2,s) : Φ−1(l2,s) ∼7−→ l2,s are vector space
isomorphisms which are isometries by construction, provided we pull
the inner product of l2,s back to the corresponding spaces. The iso-
morphism for the limit is obtained using the limit map lims∈Z Φs :
∩s∈ZXs ∼7−→ l2,∞ and Φ∞ : X∞ ∼7−→ l2,∞. For the remaining state-
ments, one can use Lemma 2.9. 
Example 2.12. For the separable complex Hilbert space
(25) L2(S1,C) =
ß
u : S1 7→ C : u measurable and
∫
S1
|u|2 <∞
™
with Fourier basis
{
x 7→ eikx√
2pi
: k ∈ Z
}
, inner product
(26) 〈u, v〉 =
∫
S1
u(x)v(x) dx ,
and sequence νn := (1 + n2)1/2, n ∈ Z, the induced Hilbert scale is the
scale of Levi-Sobolev spaces [19]
(27)
W s,2(S1,C) =
ß
D ∈ C∞(S1,C)∗ : ∑
n∈Z
∣∣∣DÄx 7→ einx√
2pi
ä∣∣∣2(1 + n2)s <∞™
for s ∈ Z, with the smooth functions C∞(S1,C) = limk∈NCk(S1,C)
as limit and the distributions C∞(S1,C)∗ as colimit. For s ≥ 0, these
spaces are simply
(28) W s,2(S1,C) ∼=
ß
u ∈ L2(S1,C) : ∑
n∈Z
|uˆn|2(1 + n2)s <∞
™
,
where
(29) uˆn =
1√
2pi
∫
S1
u(x)e−inx dx
is the nth Fourier coefficient of u and where we identify L2 functions
with the subspace W 0,2 ⊆ (C∞)∗ of distributions by sending u ∈ L2 to
(ϕ 7→ ∑n∈Z uˆnϕˆn = ∫S1 u(x)ϕ(−x) dx) ∈ W 0,2.
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Remark 2.13. Similarly to Remark 2.7, a single-sided Hilbert scale
which is isomorphic toX extends to a double-sided scale, but now using
the isometric isomorphism of Proposition 2.11(c) induced by the inner
product of X instead of a symplectic structure. Clearly, the extended
isomorphism is isometric if and only if the original isomorphism is so.
Again, X is completely determined by its one-sided structure X|N0 .
Regarding linear symplectic geometry on Hilbert spaces, if (X, 〈·, ·〉)
is a complex Hilbert space, it can be given the structure of a real
Hilbert space XR = X with inner product 〈·, ·〉R := Re{〈·, ·〉} in a way
similar to the discussion prior to Corollary 2.10. With this structure,
ω = −Im{〈·, ·〉} is a symplectic form on XR, denoted the standard
symplectic form. It is compatible with the inner product 〈·, ·〉R and the
complex structure i : X 7→ X, v 7→ iv, in the sense that ω = 〈i·, ·〉R.
In the same way, if X is a separable infinite-dimensional complex
Hilbert space and X = {Xs}s∈Z is the construction of Proposition 2.11,
we can regard each Xs as a real Hilbert space (Xs)R. Thereby, we ob-
tain isometric (R-linear) isomorphisms Φs : (Xs)R
∼7−→ (l2,sC )R, s ∈ Z,
which give rise to a scale structure (over R) on {(Xs)R}s∈Z. By abuse
of notation, we also denote this restriction-of-scalars scale by X. By
Corollary 2.10, the map 〈·, ·〉0,R := Re{〈·, ·〉0} : (Xs)R × (X−s)R 7→
R, (v, w) 7→ Re{〈v, w〉0} induces an isomorphism of scales, hence ω =
〈i·, ·〉0,R = −Im{〈·, ·〉0} furnishes X with a symplectic structure, de-
noted the standard symplectic structure on the scale X induced by
X.
Example 2.14. For the prototypical case X = l2C, the previous con-
struction endows {(l2,sC )R}s∈Z with the symplectic structure
(30) l2,sC × l2,−sC 7→ R, (x, y) 7→ −Im
{∑
n∈Z
xnyn
}
which pulls back for N ∈ N via the embedding C2N−1 ↪→ l2,∞C
(31) x = (x−N+1, x−N+2, . . . , xN−1) 7→
xn if |n| < N0 otherwise
to the standard symplectic form i
2
∑N−1
n=−N+1 dzn∧dzn on C2N−1. For Ex-
ample 2.12, one pre-composes (30) with the Fourier transformW s,2 ∼7−→
l2,sC , D 7→
¶
D
Ä
x 7→ einx√
2pi
ä©
n∈Z.
3. Hofer-Wysocki-Zehnder Scale Smoothness
With the necessary working tools for Banach scales in our pockets,
our next step is to introduce the notion of sc-smoothness developed by
Hofer, Wysocki and Zehnder [21, 24, 25, 27]. This notion differs from
classical Frèchet smoothness in that it utilizes several layers of reg-
ularity to allow for densely-defined derivatives and maps which “loose
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regularity” in their infinitesimal form. In a way similar to Banach man-
ifolds, this notion also gives rise to a manifold structure by endowing a
topological space with a (maximal) atlas whose transition maps are sc-
smooth diffeomorphisms. Unless otherwise mentioned, in this section
all Banach scales are assumed to be over the real numbers and with
index set N0.
3.1. Scale Calculus. To put the new notion in context, we first recall
the classical notion of smoothness between Banach spaces. Let X and
Y be real Banach spaces and let U ⊆ X be open. A function f : U 7→ Y
is said to be Frèchet differentiable if there exists a function df : U 7→
B(X, Y ) with
(32) lim
h→0
‖f(x+ h)− f(x)− df(x) · h‖Y
‖h‖X = 0
for all x ∈ U , where h ∈ X converges to 0 in X. As usual, Frèchet
differentiable functions are continuous. Since B(X, Y ) has the structure
of a Banach space by itself, one can iterate the concept using df . Hence,
the function f is said to be C1 if it is differentiable and df is C0
(continuous) and we define, recursively, f to be Ck+1 if df is Ck, k ≥ 1.
The function f is then said to be C∞ or smooth if it is Ck for all k ∈ N.
For X = Rm and Y = Rn, m,n ∈ N, this notion recovers standard
multivariate calculus.
Before proceeding, recall from Remark 2.6(d) that if X is a Banach
scale on N0 and U0 ⊆ X0 is an open subset, U0 induces an open system
of subsets U ⊆ X given by Uk := U0 ∩ Xk, k ∈ N0. If Y is another
Banach scale on N0, a map of scales f : U 7→ Y can be seen as a
map f0 : U0 7→ Y0 such that f0(Uk) ⊆ Yk for all k ∈ N0. We use this
configuration in what follows, always regarding scales, open systems
of subsets and maps as their zeroth layers: X ≡ X0, U ≡ U0, (f :
U 7→ Y ) ≡ (f0 : U0 7→ Y0), and so on. We also recall that for k ∈ N0,
Uk = {Uk+m}m∈N0 is the k-shifted system of subsets. Clearly, it is an
open system of subsets of the shifted scale Xk = {Xk+m}m∈N0 which is
induced by Uk = (Uk)0.
Definition 3.1. Let X and Y be Banach scales (over the reals and on
N0), and U ⊆ X be open.
(a) The tangent bundle of U is defined as TU := U1×X = {Um+1×
Xm}m∈N0 . It is an open system of subsets TU ⊆ TX = X1×X
induced by U1 ×X0.
(b) An sc0 map f : U 7→ Y is said to be sc1 if there exists an sc0
map Df : TU 7→ Y which is linear in the second argument and
such that
(33) lim
h→0
‖f(x+ h)− f(x)−Df(x, h)‖Y0
‖h‖X1
= 0
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for all x ∈ U1, where h ∈ X1 converges to 0 in X1. We use the
notation Dxf := Df(x, ·) ∈ B(Xm, Ym) for x ∈ Um+1, m ∈ N0.
(c) For an sc1 map f : U 7→ Y , we define its tangent map Tf :
TU 7→ TY, (x, v) 7→ (f(x),Df(x, v)), which is clearly sc0.
(d) For k ∈ N0, f is recursively defined to be sck+1 if Tf is sck.
In that case, with Tk+1U := Tk(TU) and Tk+1Y := Tk(TY ),
the (k + 1)st tangent map of f is defined as Tk+1f := Tk(Tf) :
Tk+1U 7→ Tk+1Y .
(e) The map f is said to be sc∞ or sc-smooth if it is sck for every
k ∈ N0.
(f) For U ⊆ X and V ⊆ Y open and k ∈ N∪{∞}, a bijective scale
map f : U 7→ V is an sck-diffeomorphism if both f : U 7→ V ⊆ Y
and f−1 : V 7→ U ⊆ X are sck. For k = 0, we adopt the
terminology sc0-homeomorphism instead.
Remark 3.2. (a) Re-interpreting (33), we see that in fact we re-
quire f |U1 : U1 7→ Y0 to be Frèchet differentiable with derivative
(Dxf)|X1 ∈ B(X1, Y0) for all x ∈ U1. As mentioned in the fol-
lowing Proposition 3.3, the definition of an sc1 map actually
implies that f |U1 is C1.
(b) If we endow each B(Xm, Ym) with the compact-open topology,
we can re-interpret the sc0 condition on Df . We have that Df
is sc0 if and only if Um+1 7→ B(Xm, Ym), x 7→ Dxf is continuous
for all m ∈ N0.
(c) The tangent map Tf is defined even if f is only assumed to be
scale-differentiable: to define the latter, simply replace “sc0 map
Df ” by “scale map Df ” in Definition 3.1(b). In that case, Tf
is sc0 if and only if Df is so. Actually, Corollary 3.9 below will
prove that Tf is sck if and only if Df is so, k ∈ N0.
Note that due to the density of X1 in X0, if the sc-derivative Df
exists it is unique, and therefore the sck conditions are local, meaning
that f : U 7→ Y is sck if and only if for each x ∈ U , there exists an open
neighbourhood V (x) ⊆ U such that f |V : V 7→ Y is sck. For notational
convenience later on, we define sck(U, Y ) := {sck maps U 7→ Y } for
k ∈ N0.
Hofer et al. examine several properties of sc-smoothness and derive
results relating this notion with classical Frèchet differentiability [21,
24, 25]. Here, we state an equivalent formulation of the sc1 condition
(Definition 3.1(b)) and present two additional results which make sc-
smoothness compatible with scale shifting and composition of maps.
The first result is of more technical nature, whereas the last two are
more essential. Especially the last result is crucial when introducing
an sc-smooth structure on a topological space so that differentiation
behaves well while changing coordinate charts (Section 3.2).
22 J.B. Crespo and O. Fabert
Proposition 3.3 (in [25, Proposition 2.1]). Let X and Y be Banach
scales and U ⊆ X be open. Then an sc0 map f : U 7→ Y is sc1 if and
only if for every m ∈ N0, the following holds:
(a) f |Um+1 : Um+1 7→ Ym is C1.
(b) For x ∈ Um+1, d(f |Um+1)(x) ∈ B(Xm+1, Ym) extends to a con-
tinuous operator d¯(f |Um+1)(x) ∈ B(Xm, Ym). Equivalently, the
former linear map is continuous when Xm+1 inherits the topol-
ogy of Xm.
(c) the map (Df)m : Um+1 ×Xm 7→ Ym, (x, ξ) 7→ d¯(f |Um+1)(x) · ξ is
continuous.
If these conditions hold, the sc-derivative Df : U1 ×X 7→ Y is simply
{(Df)m}m∈N0.
Remark 3.4. If an sc0 map f : U 7→ Y is such that each f |Um : Um 7→
Ym is C1, m ∈ N0 then, since the bonding maps Um+1 ↪→ Um are
restrictions of linear continuous maps, we see that the conditions of
Proposition 3.3 are fulfilled, where the extension d¯(f |Um+1)(x) is simply
the original derivative d(f |Um : Um 7→ Ym)(x). In particular, we thus
observe that scale maps which are C1 on each layer are sc1.
Proposition 3.5 (in [25, Proposition 2.2]). Let X and Y be Banach
scales, U ⊆ X be open, and k ∈ N. If f : U 7→ Y is sck, then
f |U1 : U1 7→ Y 1 is sck and D(f |U1) = (Df)|TU1 : TU1 7→ Y 1.
Proposition 3.6 (Chain Rule [21, Theorem 2.16]). Let X, Y and Z
be Banach scales, U ⊆ X and V ⊆ Y be open, and k ∈ N. Assume we
are given two sck maps f : U 7→ Y and g : V 7→ Z with f(U) ⊆ V .
Then g ◦ f : U 7→ Z is sck and
(34) Tm(g ◦ f) = (Tmg) ◦ (Tmf)
for all 1 ≤ m ≤ k.
Proof. The proposition was proved in [21] for k = 1. For k > 1,
induction using the definition of an sck map gives the result. 
As an application of these results, we derive basic properties of scale
differentiation and prove sc-smoothness of some template maps. The
properties in question are similar to the ones in traditional calculus,
and so is their derivation.
Lemma 3.7. Let X, Y , Z and W be Banach scales, U ⊆ X and
V ⊆ Y be open, and k ∈ N. If f : U 7→ Z and g : V 7→ W are sck, then
f × g : U × V 7→ Z ×W is sck and D(f × g) = Df ×Dg : TU ×TV ∼=
T(U ×V ) 7→ Z×W . Consequently, T(f × g) = Tf ×Tg : TU ×TV ∼=
T(U × V ) 7→ T(Z ×W ) ∼= TZ × TW .
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Proof. For (x, y) ∈ X1 × Y1, we have
(35)
‖f × g((x, y) + (t, s))− f × g(x, y)−Df ×Dg((x, y), (t, s))‖Z0×W0
‖(t, s)‖X1×Y1
≤ ‖f(x+ t)− f(x)−Df(x, t)‖Z0‖t‖X1
+
‖g(y + s)− g(y)−Dg(y, s)‖W0
‖s‖Y1
,
and the latter vanishes as t→ 0 in X1 and s→ 0 in Y1. Furthermore,
the tangent map is T(f × g) = Tf × Tg which is sc0. Finally, by
induction, if the statement is assumed for some k ∈ N and f and g are
sck+1, then T(f × g) = Tf × Tg is sck by the induction hypothesis,
hence f × g is sck+1. This inductive method of proving smoothness is
called bootstrapping. 
Lemma 3.8. Let X, Y , Z and W be Banach scales, U ⊆ X and
V ⊆ Y be open, and k ∈ N.
(a) The inclusion ι : U 7→ X is sc-smooth and Dxι = idX0 for all
x ∈ U1.
(b) For y ∈ Y∞, the constant map consty : U 7→ Y, x 7→ y is sc-
smooth and Dx(consty) = 0 for all x ∈ U1.
(c) An sc0-operator L : X 7→ Y is sc-smooth and DxL = L ∈
B(X0, Y0) for all x ∈ X1.
(d) An sc0 bilinear map B : X × Y 7→ Z is sc-smooth and D(x,y)B ·
(ξ, η) = B(ξ, y) + B(x, η) for all (x, y) ∈ X1 × Y1 and (ξ, η) ∈
X0 × Y0.
(e) (Coordinate Restriction) If f : U × V 7→ Z is sck and y ∈ V∞,
then f(·, y) : U 7→ Z is sck and D[f(·, y)] = Df(·, y, ·, 0) : TU 7→
Z.
(f) (Diagonal Product) If f : U 7→ Y and g : U 7→ Z are sck, then
f×diagg : U 7→ Y×Z, x 7→ (f(x), g(x)) is sck and Dx(f×diagg) =
Dxf ×diag Dxg for all x ∈ U1.
(g) (Linearity of the sc-Derivative) sck(U, Y ) is a linear subspace of
sc0(U, Y ) and D : sc1(U, Y ) 7→ sc0(TU, Y ), f 7→ Df is linear.
Hence, T : sck(U, Y ) 7→ sck−1(TU,TY ) is linear.
(h) (Leibniz Rule) If f : U 7→ Y and g : U 7→ Z are sck and B = · :
Y ×Z 7→ W is sc0 bilinear, then f · g : U 7→ W, x 7→ f(x) · g(x)
is sck and D(f · g)(x, ξ) = Df(x, ξ) · g(x) + f(x) · Dg(x, ξ) for
all x ∈ U1 and ξ ∈ X0.
Proof. Beginning with (c), we have ‖L(x+h)−L(x)−DL(x, h)‖Y0 = 0
for all x, h ∈ X1 by linearity, hence the Frèchet condition is satisfied.
The tangent map is given by TL = L|X1 × L : X1 × X 7→ Y 1 × Y ,
which is sc0. To prove smoothness, we again use bootstrapping: if L is
sck for k ∈ N, then TL is also sck by Lemma 3.7 and Proposition 3.5,
whence L is sck+1. In other words, TL is as smooth as L is. One can
prove (a) and (b) using the same methodology.
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For (f), we note that f×diagg = (f×g)◦diagX |U , where diagX : X 7→
X ×X, x 7→ (x, x) is the (sc0 linear) diagonal map, and use the chain
rule (Proposition 3.6), Lemma 3.7 and Lemma 3.8(a),(c). Similarly,
regarding (g), sck(U, Y ) is an (additive) subgroup of sc0(U, Y ) and the
derivative is additive, since for sck maps f, g : U 7→ Y , f + g factors as
a ◦ (f ×diag g), where a : Y × Y 7→ Y is the (sc0 linear) vector space
addition. Regarding (e), it is clear that y ∈ V∞ induces a scale map
f(·, y), since V∞ ⊆ Vm for m ∈ N0 and f is a scale map. This map
factors as f ◦ (idU ×diag consty).
The Frèchet condition of (d) is satisfied, since for some K > 0
(36)
‖B(x+ t, y + s)−B(x, y)−B(t, y)−B(x, s)‖Z0
‖(t, y)‖X1×Y1
≤
≤ K
Ç
1
‖t‖X1
+
1
‖s‖Y1
å−1
,
and the latter vanishes as t→ 0 in X1 and s→ 0 in Y1. Again, TB is as
smooth as B is, since it is a composition of above proven constructions
derived from B. The Leibniz rule is an easy corollary stemming from
f · g = B ◦ (f ×diag g) and the homogeneity of (g) is a corollary thereof
with B : F × Y 7→ Y given by the scalar multiplication of Y and the
maps constα : U 7→ F for α ∈ F and f : U 7→ Y . 
Corollary 3.9. Let X and Y be Banach scales, U ⊆ X be open, and
f : U 7→ Y be an sc1 map. Then for k ∈ N0, Tf is sck if and only Df
is sck.
Proof. We have Df = prTY2 ◦Tf : TU 7→ Y and Tf = ((f |U1 ◦ prTU1 )×
Df) ◦ diagTU : TU 7→ TY , where prTY2 : Y 1 × Y 7→ Y and prTU1 :
U1 ×X 7→ U1 are the canonical projections. 
For more easily dealing with scale maps defined on a product scale,
and also for expressing flow equations on scales in Section 4, it is im-
portant to have a notion of partial differentiation. The most elegant
solution consists of extending scale calculus to finitely-indexed Banach
scales, subsequently regarding a partial sc-derivative as the usual sc-de-
rivative with respect to one argument while keeping the other argument
fixed at a point of certain regularity. Such an extension of the theory
is needed since, keeping the notation of Lemma 3.8, for a scale map
f : U ×V 7→ Z and a fixed element y ∈ Vm, m ∈ N, the scales involved
on the map f(·, y) are indexed on {0, 1, . . . ,m} only. The extension
is presented in [11], but to avoid the overhead, we opt for an ad hoc
definition here which gives the same result when the map in question
is jointly sc1 a priori.
For an sc1 map f : U × V 7→ Z (notation of Lemma 3.8), we define
the partial sc-derivative with respect to the first argument as the sc0
map ∂f
∂x
:= Df(·, ·, ·, 0) : U1 × V 1 × X 7→ Z. Similarly, with respect
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to the second argument, we have the sc0 map ∂f
∂y
:= Df(·, ·, 0, ·) :
U1 × V 1 × Y 7→ Z. Note that according to the coordinate restriction
property of Lemma 3.8(e), for every y ∈ V∞, f(·, y) is an sc1 map and
D[f(·, y)](x, ξ) = ∂f
∂x
(x, y, ξ) for every x ∈ Um+1 and ξ ∈ Xm, m ∈ N0
(and similar formulas hold for f(x, ·), x ∈ U∞).
As a last examination of the properties of sc-smoothness, we now
turn our attention to curves, where the domain scale X = R is the real
one-dimensional constant scale. This kind of maps will be used when
dealing with sc-smooth flows in Section 4. To begin with, note that
for a Banach scale Y and A ⊆ R, scale (sc0) maps A 7→ Y are in 1-1
correspondence to plain one-layer (continuous) maps A 7→ Y∞, since all
elements of A are smooth. The correspondence is obtained by sending
a scale (sc0) map u : A 7→ Y to its limit map limk∈N0 uk : A 7→ Y∞.
Furthermore, for a Banach scale Z and W ⊆ Z open, scale maps
g : W × R 7→ Y which are linear in the second argument are in 1-1
correspondence with scale maps g¯ : W 7→ Y by sending g to g¯ = g(·, 1),
and g is sck if and only if g¯ is so, k ≥ 0. This allows us to simplify
the treatment of the sc-derivative of sc1 maps u : U ⊆ R 7→ Y∞ by
analysing Du(·, 1) : U 7→ Y∞ instead of the complete Du. The following
proposition, which ends this subsection, relates classical smoothness4
with sc-smoothness for these maps.
Proposition 3.10. Let Y be a Banach scale, U ⊆ R be open, and
k ∈ N. Then a scale map u : U ⊆ R 7→ Y∞ is sck if and only if it is
Ck. If this holds, the sc-derivative Du(·, 1) : U 7→ Y∞ and the classical
derivative u˙ : U 7→ Y∞ coincide.
Proof. Beginning with k = 1, by Proposition 3.3, u : U 7→ Y is sc1
if and only if u : U 7→ Ym is C1 for all m ∈ N0. If this holds, the
sc-derivative is simply the classical derivative u˙ : U 7→ Y∞ upon the
above described identifications. In turn, all u : U 7→ Ym being C1
is equivalent to u : U 7→ Y∞ being C1, since the bonding maps ιY∞m
are linear continuous. Note here that the topology of Y∞ is generated
by the norms of Ym, m ≥ 0. Induction completes the argument for
k > 1. 
3.2. Scale Manifolds. In a way similar to standard differential ge-
ometry [30, 41], we can generalize sc-smoothness to topological spaces
which are locally modeled on a Banach scale. We begin by introduc-
ing the notion of an sc∞-manifold [21, 25] and show subsequently that
every sc∞-manifold gives rise to a filtration induced by the local scale
structure. Next, we define the tangent scale at each point of a filtration
4One can still consider smoothness of curves into Frèchet spaces: a map u : U ⊆
R 7→ Y∞ is continuously differentiable if (as usual) a continuous map u˙ : U 7→ Y∞
exists with u(t+h)−u(t)h → u˙(t) in Y∞ as h→ 0, for all t ∈ U . u is recursively defined
to be Ck+1 if u˙ is Ck, k ≥ 1.
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subspace: a finitely-indexed Banach scale for which each choice of a co-
ordinate chart gives rise to an isomorphism to the local model. Finally,
we define tangent bundles, sc-smooth maps between sc∞-manifolds and
corresponding tangent maps. Recall that m = {0, 1, . . . ,m− 1} can be
seen as a set for m ∈ N, and that for this section, Banach scales are
assumed to be over the reals and on N0.
Definition 3.11. Let M be a Hausdorff space and X be a Banach
scale.
(a) A coordinate chart is a pair (U, φ), where U ⊆ M is an open
subset and φ : U ∼7−→ φ(U) ⊆ X0 is a homeomorphism onto an
open subset φ(U) of X0. U is called the coordinate domain of
(U, φ), whereas φ is called the coordinate map.
(b) Two coordinate charts (U, φ) and (U ′, ψ) are called sc∞-com-
patible whenever U ∩ U ′ = ∅ or the transition map ψ ◦ φ−1 :
φ(U ∩ U ′) 7→ ψ(U ∩ U ′) is an sc∞-diffeomorphism.
(c) An sc∞-atlas is a collection A = {(Ua, φa)}a∈A of coordinate
charts such that ∪a∈AUa = M and (Ua, φa) is sc∞-compatible
with (Ub, φb) for all a, b ∈ A.
(d) An sc∞-atlas A is called maximal whenever for all sc∞-atlases
B with A ⊆ B, we have B = A.
(e) An sc-smooth structure forM is a maximal sc∞-atlasA of charts
from open subsets of M onto open subsets of X0 as above. The
pair (M,A) is called an sc∞-manifold (locally) modeled on X.
Usually, A is suppressed from notation.
Remark 3.12. (a) Replacing ∞ by k, one has the definition of an
sck-manifold, k ∈ N0. Note that sck-manifolds are Banach man-
ifolds as well.
(b) With the same proof as in the finite-dimensional case, an sc∞-
atlas A admits a unique maximal atlas A with A ⊆ A [30,
Proposition 1.17(a)]. Hence, for defining an sc∞-manifold, we
only need to specify some (eventually non-maximal) atlas.
(c) It follows from the definition of an sc∞-manifold that a basis for
the topology of M is given by sets of the form φ−1(V ), where
(U, φ) is a coordinate chart and V ⊆ φ(U) is open.
(d) If M is a set instead of a topological space, one can modify the
definition requiring, for each coordinate chart (U, φ), the coor-
dinate domain U only to be a subset of M , φ to be a bijection
onto an open subset φ(U) of X0, and φ(U ∩ U ′) ⊆ φ(U) to be
open for all coordinate domains U ′ ⊆ M , while maintaining
the sc∞ compatibility condition. The basis in (c) then gener-
ates a unique topology on M such that the coordinate domains
are open in M and the coordinate maps are homeomorphisms.
Consequently, if M endowed with this topology is Hausdorff,
the coordinate charts induce an sc-smooth structure on M .
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(e) It is possible to change the topological requirements for sc∞-
manifolds. We restrain ourselves to the fairly weak Hausdorff
condition, since it is easily shown to be inherited by each mem-
ber of the filtration induced by an sc∞-manifold (Lemma 3.13);
stronger conditions are more difficult to handle.
If M is an sc∞-manifold, (U, φ) is a coordinate chart and we define
V := φ(U) ⊆ X0, the open system of subsets induced by V , Vm = V ∩
Xm,m ∈ N0, pulls back to a descending filtration on U , Um := φ−1(Vm),
m ∈ N0. An sc∞-atlas A = {(Ua, φa)}a∈A for the sc-smooth structure
ofM then induces a global filtrationMm := ∪a∈A(Ua)m, m ∈ N0. Since
the transition maps of A are scale maps, we have Um ∩U ′ = U ∩U ′m =
Um ∩ U ′m and the filtration is independent of the chosen atlas. For a
general U ⊆M open, we may then set Um := U∩Mm, m ∈ N0, and this
definition is consistent with the case that U is a coordinate domain.
Each coordinate chart φ : U ∼7−→ V ⊆ X0 of M restricts to bijections
φm := φ|Um : Um ∼7−→ Vm. We claim that for an sc∞-atlas A as above
and fixed m > 0, the bijections {(φa)m}a∈A, induce an sc-smooth struc-
ture on Mm with local model Xm. It is then clear that the filtration of
Mm is given by (Mm)l = Mm+l, l ∈ N0. In analogy to the linear case
of a Banach scale, we define the shifted filtration Mm := {Mm+l}l∈N0
and the limit M∞ := ∩m∈NMm with limit topology.
Lemma 3.13. Let M be an sc∞-manifold, A = {(Ua, φa)}a∈A be an
sc∞-atlas for the sc-smooth structure of M and Mm = ∪a∈A(Ua)m,
m ∈ N0. Then, for each m ∈ N0, Mm is an sc∞-manifold with local
model Xm and coordinate charts (φa)m : (Ua)m
∼7−→ (Va)m, a ∈ A.
Furthermore, the inclusions Mm ↪→Ml are continuous for all m > l ∈
N0.
Proof. Only the case m > 0 is new. We aim to prove the statement by
using Remark 3.12(d) for the set Mm, the bijections (φa)m, a ∈ A, and
the local model Xm. First, let A 3 φ : U ∼7−→ V ⊆ X0 be a coordinate
chart with induced bijections φm : Um
∼7−→ Vm, m ∈ N0, and U ′ ∈ A be
a further coordinate domain. One has φm(Um ∩ U ′) = φ(U ∩ U ′) ∩ Vm
and since Um ∩ U ′ = Um ∩ U ′m, the continuity of the inclusion map
Vm ↪→ V implies that φm(Um∩U ′m) is open in Vm. Hence, the bijections
(φa)m induce a topology on Mm with basis given by sets of the form
(φa)
−1
m (W ) with W ⊆ (Va)m open5 and a ∈ A.
To see that the inclusions Mm ↪→Ml are continuous for m > l ∈ N0,
let (U, φ) ∈ A, W ⊆ Vl be open, and x ∈ φ−1l (W )∩Mm. Then x ∈ Um,
hence x ∈ φ−1m (W ∩Vm) ⊆ φ−1l (W )∩Mm. Again using the continuity of
the inclusion Vm ↪→ Vl, we conclude that x is an inner point. Now, the
fact thatMm ↪→M0 is continuous precisely means that the topology on
5we stress the fact that (Va)m inherits the (finer) topology of Xm and not the
one of Va ⊆ X0.
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Mm is finer than the subspace topology induced by M0. The Hausdorff
property of Mm then follows directly from the fact that M = M0 is
Hausdorff. 
To complement the basic definitions, we give simple constructions of
sc∞-manifolds which work the same way as in the finite-dimensional
case and, subsequently, we introduce the pivotal example of an sc∞-
manifold which will be used when discussing Hamiltonian flows in Sec-
tion 4. The proof of the constructions is simple and left to the reader.
Lemma 3.14. Let X and Y be Banach scales, M and N be sc∞-
manifolds locally modeled on X and Y , and A = {(Ua, φa)}a∈A and
B = {(Ωb, ψb)}b∈B be atlases for M and N , respectively.
(a) X is by itself an sc∞-manifold: the single chart idX0 : X0 7→ X0
defines an sc-smooth structure on X0 with local (global!) model
X and filtration (X0)m = ιm0(Xm) ∼= Xm, where ιm0 : Xm ↪→
X0 is the bonding map. Clearly, the sc-smooth structure of
(X0)m is the one obtained by applying this construction to Xm.
(b) An open subset U ⊆M has an sc-smooth structure given by the
charts φa|U∩Ua : U ∩ Ua ∼7−→ φa(U ∩ Ua), a ∈ A, local model X
and filtration Um = U ∩Mm, m ∈ N0.
(c) The product M × N has an sc-smooth structure given by the
charts φa × ψb : Ua × Ωb ∼7−→ φa(Ua) × ψb(Ωb), (a, b) ∈ A × B,
local model X×Y and filtration (M×N)m = Mm×Nm, m ∈ N0.
Example 3.15. If X is a separable Hilbert space over F = R or C and
X is its induced scale (restricted to indices in N0 and scalars in R),
then the projectivization of X = X0,
(37) M := P(X) = X \ {0}upslopeF∗ ,
is an sc∞-manifold modeled on X. To prove this, first note that
the isometric isomorphism X ∼7−→ l2F descends to a homeomorphism
P(X)
∼7−→ P(l2F), hence X = l2F without loss of generality. Simi-
larly to the finite-dimensional case of P(Fd) = FPd−1, we can define
Ua := {[x] ∈ P(X) : xa 6= 0} ⊆ P(X) open, a ∈ Z, and coordinate
charts φa : Ua
∼7−→ X0 given by
(38) φa([x])n =
1
xa
·
xn if n < axn+1 if n ≥ a .
These charts are easily seen to be homeomorphisms and the corre-
sponding transition maps are sc-smooth.
To obtain a natural filtration on P(X), we need to impose a slight
condition on the defining sequences. Specifically, if both sequences
{νn/νn+1}n∈Z and {νn+1/νn}n∈Z are bounded, we can define a compat-
ible atlas for P(Xm) given by (38), but as maps {[x] ∈ P(Xm) : xa 6=
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0} ∼7−→ Xm. In that case, we have a homeomorphism
(39) Mm
∼7−→ P(Xm), [x]P(X0) 7→ [x]P(Xm)
which is actually an sc∞-diffeomorphism (see Definition 3.18). The
topology on P(Xm) can be seen to be separable metrizable (in partic-
ular Hausdorff) for all m ∈ N0.
As Lemma 3.13 and the preceding discussion show, an sc∞-manifold
can be re-interpreted as a filtration of topological spaces which locally
is levelwise homeomorphic to an open subset of the local model, and
where the transition maps are sc-smooth. It is then natural to extend
the definitions of Section 2.1 involving scale maps to this context. A
function f : M 7→ N between two sc∞-manifolds M and N modeled
on X and Y , respectively, is said to be a scale map if f(Mm) ⊆ Nm
for each m ∈ N0. In other words, we require f to restrict to maps
fm := f |Mm : Mm 7→ Nm. A scale map f : M 7→ N is called sc0 if all
fm are continuous. It is an sc0-homeomorphism if, additionally, it is
bijective and f−1 : N 7→M is sc0.
Following our developments of Section 3.1, one also expects to define
sck maps (k > 0) in the manifold context. For this, we need the concept
of tangent scales and bundles on sc∞-manifolds.
Definition 3.16. Let M be an sc∞-manifold modeled on a Banach
scale X and let p ∈Mm+1, m ∈ N0.
(a) For pairs ((U, φ), v), where (p ∈ U, φ) is a coordinate chart ofM
around p and v ∈ Xm, define ((U, φ), v) and ((U ′, ψ), w) to be
equivalent if D(ψ φ−1)(φ(p), v) = w. Define the mth-layer tan-
gent space (TpM)m of M at p to be the corresponding quotient
space.
(b) Endow (TpM)m with the structure of a Banachable (completely
normable) space by pulling back the vector space operations
and topology of Xm via the well-defined bijection (Dpφ)m :
(TpM)m
∼7−→ Xm, [(U ′, ψ), w] 7→ D(φψ−1)(ψ(p), w) for a given
coordinate chart (U(p), φ).
(c) Since p ∈ Mm+1 ⊆ Mm ⊆ . . . ⊆ M1, we have well-defined kth-
layer tangent spaces (TpM)k, 0 ≤ k ≤ m. The maps (Dpφ)k, k ∈
m+1 = {0, 1, . . . ,m}, induce the structure of a Banachable scale
on TpM := {(TpM)k}k∈m+1 with bonding maps (TpM)k ↪→
(TpM)l, [(U, φ), v] 7→ [(U, φ), ιkl(v)], k > l ∈ m + 1, and with
this structure, Dpφ := {(Dpφ)k}k∈m+1 : TpM ∼7−→ X|m+1 is an
isomorphism of scales. The scale TpM is called the tangent scale
of M at p.
One can easily verify that the structures introduced in Definition 3.16
(b),(c) are independent of the chosen coordinate chart (U, φ). We em-
phasize the fact that, as in the finite-dimensional case, there is no pre-
ferred norm on (TpM)m, hence the denomination of Banachable spaces
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(TpM)m and scale TpM , where we only refer to their vector topology.
Norms on TpM only become defined when choosing coordinates and
two coordinate charts induce equivalent norms. Note also that when
p ∈M∞, we obtain a tangent scale TpM on N0 since M∞ ⊆Mm+1 for
all m ∈ N0.
The constructions of Lemma 3.14 have the tangent scales expected
from finite dimensions, as the following lemma shows.
Lemma 3.17. Let X and Y be Banach scales, M and N be sc∞-
manifolds locally modeled on X and Y , respectively, and let also m ∈
N0. We have canonical isomorphisms of scales as follows.
(a) The tangent scale of the sc∞-manifold X at x ∈ Xm+1 is TxX ∼=
X|m+1.
(b) The tangent scale of an open subset U ⊆ M at p ∈ Um+1 is
TpU ∼= TpM .
(c) The tangent scale ofM×N at (p, q) ∈ (M×N)m+1 is T(p,q)(M×
N) ∼= TpM × TqN .
Proof. The construction of the isomorphisms is straightforward. For
example, for p ∈Mm+1 and q ∈ Nm+1, coordinate charts (U(p), φ) and
(Ω(q), ψ) of M and N , respectively, give rise to isomorphisms of scales
Dpφ : TpM
∼7−→ X|m+1, Dqψ : TqN ∼7−→ Y |m+1 and D(p,q)(φ × ψ) :
T(p,q)(M × N) ∼7−→ (X × Y )|m+1, which combine to the isomorphism
(Dpφ×Dqψ)−1 ◦D(p,q)(φ× ψ) : T(p,q)(M ×N) ∼7−→ TpM ×TqN, [(U ×
Ω, φ×ψ), (v, w)] 7→ ([(U, φ), v], [(Ω, ψ), w]). This isomorphism is easily
seen to be independent of the chosen coordinate charts. 
By varying p, we construct the tangent bundle of M as TM :=
∪p∈M1{p} × (TpM)0 with the canonical projection piTM : TM 7→ M1,
(p, v) 7→ p. If for U ⊆M open we set TU := pi−1TM(U1), each coordinate
chart φ : U ∼7−→ V ⊆ X0 of M induces a bijection Tφ : TU ∼7−→
V1 ×X0, (p, v) 7→ (φ(p),Dpφ(v)). Moreover, if (U ′, ψ) is an additional
coordinate chart, then Tφ(TU ∩ TU ′) = φ(U ∩ U ′)1 × X0 is open in
V1×X0, and since ψ ◦φ−1 : φ(U ∩U ′) ∼7−→ ψ(U ∩U ′) is sc-smooth, the
transition map Tψ ◦ (Tφ)−1 : φ(U ∩U ′)1×X ∼7−→ ψ(U ∩U ′)1×X is sc-
smooth as well. Consequently, an sc∞-atlas {(Ua, φa)}a∈A for M gives
rise to an sc∞-atlas {(TUa,Tφa)}a∈A for TM , whence an sc-smooth
structure with local model X1 ×X. It is easy to see that the induced
filtration is simply (TM)m = ∪p∈Mm+1{p} × (TpM)m, where (TpM)m
is considered as a subspace of (TpM)0 via the corresponding bonding
map. Moreover, the fiber pi−1TM(p) over p ∈ Mm+1 is {p} × (TpM)0 ∼=
(TpM)0, where we recover the scale structure of the tangent scale as
(TpM)m ⊆ (TpM)m−1 ⊆ . . . ⊆ (TpM)0.
Tangent scales and bundles allow us to formalize sc-smoothness on
sc∞-manifolds by working locally, as the following definition shows.
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Definition 3.18. Let M and N be sc∞-manifolds modeled on X and
Y , respectively, f : M 7→ N be an sc0 map, and let k ∈ N ∪ {∞}.
(a) The map f is said to be sck if for each p ∈ M there are charts
(U(p), φ) of M and (Ω(f(p)), ψ) of N such that f(U) ⊆ Ω and
ψ f |U φ−1 : φ(U) 7→ ψ(Ω) ⊆ Y is sck.
(b) If f is sc1 we define, for each p ∈Mm+1, m ∈ N0, the derivative
of f at p to be the scale morphism Dpf : TpM 7→ Tf(p)N given
by the diagram
TpM Tf(p)N
X|m+1 Y |m+1
Dpf
∼Dpφ Df(p)ψ∼
Dφ(p)(ψ f |U φ−1)
,
where the lower row is the sc-derivative of Section 3.1. We define
the tangent map Tf : TM 7→ TN, (p, v) 7→ (f(p),Dpf(v)).
(c) The map f is said to be an sck immersion (submersion) if it
is sck and Dpf is injective (surjective) for all p ∈ Mm+1 and
m ∈ N0.
(d) The map f is said to be an sck-diffeomorphism if it is sck, bi-
jective, and f−1 : N 7→M is sck.
As expected, since the transition maps of M and N are sc∞-diffeo-
morphisms and since the chain rule of Proposition 3.6 holds, Defini-
tion 3.18(a),(b) is independent of the choice of charts (U, φ) and (Ω, ψ)
satisfying f(U) ⊆ Ω. Also, one could have dropped the umbrella as-
sumption that f is sc0, since this follows directly from part (a). Some
easy consequences of this definition are summarized in the following
lemmas.
Lemma 3.19 (Chain Rule). If M , N and P are sc∞-manifolds and
f : M 7→ N and g : N 7→ P are sck, k ∈ N∪ {∞}, then g ◦ f : M 7→ P
is sck with Dp(g ◦ f) = Df(p)g ◦ Dpf : TpM 7→ Tg◦f(p)P for every
p ∈Mm+1 and m ∈ N0, hence T(g ◦ f) = Tg ◦ Tf : TM 7→ TP .
Proof. Apply the chain rule for Banach scales in Proposition 3.6. 
Lemma 3.20. Let M and N be sc∞-manifolds modeled on X and Y ,
respectively.
(a) A coordinate chart ϕ : U ∼7−→ V ⊆ X0 of M is an sc∞-diffeo-
morphism.
(b) The inclusion maps Mk ↪→ M l are injective sc-smooth immer-
sions, k > l ∈ N0.
(c) The projection piTM : TM 7→ M1 is a surjective sc-smooth sub-
mersion.
(d) For an sc1 map f : M 7→ N , f is sck if and only if Tf : TM 7→
TN is sck−1, k ∈ N ∪ {∞}.
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Proof. Part (a) essentially holds by definition: for every p ∈ U , we can
use trivialize U using ϕ itself and V using idV . In turn, the maps of (b)
are locally given by the inclusions V k ↪→ V l, where φ : U ∼7−→ V ⊆ X0
is a coordinate chart, and these have sc-derivative Xk ↪→ X l at every
point in V k+1. Similarly, the tangent bundle projection is locally given
by the projection V 1 × X 7→ V 1. Finally, the tangent map of an
sc1 map f is given around p ∈ M by V 1 × X 7→ W 1 × Y, (x, v) 7→
(ψ f |U φ−1(x),D(ψ f |U φ−1)(x, v)), where φ : U(p) ∼7−→ V ⊆ X0 and
ψ : Ω(f(p))
∼7−→ W ⊆ Y0 are charts with f(U) ⊆ Ω. 
Generalizing partial differentiation of Section 3.1 is straightforward:
for sc∞-manifolds M , N and P , an sc1 map f : M × N 7→ P and
(p, q) ∈ Mm+1 × Nm+1, m ∈ N0, the partial derivative at (p, q) with
respect to the first argument is
(40)
∂f
∂p
(p, q) := D(p,q)f(·, 0) : TpM 7→ Tf(p,q)P ,
where we use the identification of Lemma 3.17(c). Naturally, a similar
formula holds for differentiation with respect to the second argument.
We also remark that when M = R, we regard ∂f
∂p
(p, q) as an element
of (Tf(p,q)P )m by noting TpR ∼= R and applying 1 to the above map of
scales.
As a final addendum to this section, we define sections of the tangent
bundle (vector fields) in a similar manner as in the finite-dimensional
case.
Definition 3.21. An sck section of the tangent bundle of an sc∞-
manifoldM , k ∈ N0∪{∞}, is an sck map s : M1 7→ TM with piTM ◦s =
idM1 .
4. Hamiltonian Partial Differential Equations
In this section, we carry the concepts of Hamiltonian vector fields
and flows in finite-dimensional symplectic geometry over to the sc-cal-
culus framework. We first introduce the relevant concepts in the linear
case of a Banach scale while being guided by the prototypical example
of the free Schrödinger equation. Eventually, we arrive at the conclu-
sion that an extension of sc-calculus is needed to handle Hamiltonian
maps: strong sc-smoothness. After an extensive motivation, we define
this new concept and show that it is invariant under pre-composition
with sc-smooth symplectomorphisms. This property makes strong sc-
smoothness amenable to being used with sc∞-manifolds. All Banach
scales in the presentation are assumed to be over the real numbers, or
restricted by scalars when necessary.
After presenting the linear case, we generalize to sc∞-manifolds. We
introduce symplectic sc∞-manifolds by restricting the atlas so that the
transition maps are symplectic. Once a symplectic sc∞-manifold is
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given, we may extend the tangent structure of the manifold to support
a symplectic form on each tangent scale, and we may also construct a
cotangent bundle. We outline the necessary backbone for this, subse-
quently generalizing sc-smoothness, Hamiltonian vector fields and flows
to this non-linear case. We illustrate the use of the new concepts with
the free Schrödinger equation on a projective Hilbert space.
4.1. Flows on Banach scales. Naturally, one needs to understand
vector fields and flows on Banach scales before discussing Hamilton-
ian vector fields and flows. We define and use these to formalize the
free Schrödinger equation. For simplicity, we only work with complete
autonomous vector fields in this paper. That is to say, we assume the
vector fields to be time-independent and that their integral curves exist
on the complete real line.
Let X be a Banach scale on N0. We define an autonomous sc-smooth
vector field on X to be an sc∞ map V : X1 7→ X. We use the shifted
scale X1 for the domain, since the vector fields we are interested in
Hamiltonian PDEs are densely defined (e.g., see the prototypical Ex-
ample 4.1 further on). V is said to be complete, or to have a global
flow, if there exists an sc-smooth map ϕ : R×X 7→ X such that
∂ϕ
∂t
(t, v) = V ◦ ϕ(t, v) , ϕ(0, v) = v(41)
for all t ∈ R and v ∈ Xm+1, m ∈ N0, where ∂ϕ∂t : R × X1 7→ X is
the partial derivative of ϕ in the scale sense. Clearly, it is sufficient
that the equality holds for v ∈ X1. Note here that the vector field can
be recovered as V = ∂ϕ
∂t
(0, ·). Moreover, taking Proposition 3.10 into
account, if a global flow ϕ exists, then the initial value problem
du
dt
= V ◦ u : R 7→ X∞ , u(0) = u0(42)
for a smooth unknown u : R 7→ X∞ and initial condition u0 ∈ X∞ has
solution given by t 7→ ϕ(t, u0).
Example 4.1. The free Schrödinger equation
(43) iut = −∆u
for u : R× S1 7→ C, (t, x) 7→ u(t, x), where ∆ = (·)xx is the Laplacian
operator, can be rewritten in evolution form by taking the (double-
spaced) Levi-Sobolev scale Xs = W 2s,2(S1,C), s ∈ N0, and defining the
vector field V : X1 7→ X, u 7→ i∆u. Here, X is seen as a real scale and
the Laplacian ∆ : Xs+1 7→ Xs is taken in the weak sense, corresponding
to the Fourier multiplier [n 7→ (in)2] ∈ CZ. The evolution equation then
simply reads u˙ = V (u), u(0) = u0 for a smooth curve u : R 7→ X∞ and
u0 ∈ X∞.
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We claim that the vector field V is complete with sc-smooth flow
given by
(44) ϕ : R×X 7→ X, (t, u) 7→ eit∆u ,
where eit∆ is the bounded linear Xs operator with Fourier multiplier
e−itn
2 . To see that ϕ is sc0 to begin with, identify the scale X with
{l2,2sC }s∈N0 using the Fourier series. For x ∈ l2,2s fixed and N ∈ N, the
function R 7→ C2N−1 ⊆ l2,2s, t 7→ {e−itn2xn}|n|<N is continuous and the
expression
(45)
sup
t∈R
‖{e−itn2xn}|n|<N−ϕ(t, x)‖l2,2s = sup
t∈R
Ñ ∑
|n|≥N
|e−itn2xn|2(1 + n2)2s
é 1
2
vanishes as N → ∞, from where ϕ(·, u) : R 7→ Xs is continuous for
all u ∈ Xs by the uniform limit theorem. To prove joint continuity of
ϕ : R × Xs 7→ Xs, just note that ϕ is linear in the second argument,
that
(46) ‖ϕ(t, u)− ϕ(t0, u0)‖Xs ≤
≤ ‖ϕ(t, ·)‖B(Xs)‖u− u0‖Xs + ‖ϕ(t, u0)− ϕ(t0, u0)‖Xs
for t, t0 ∈ R and u, u0 ∈ Xs, and that ϕ(t, ·) is uniformly bounded in
B(Xs) (by 1).
As to the sc-smoothness claim, note that ϕ(·, u) : R 7→ X0 is C1
for u ∈ X1 with derivative dϕ(·, u)/dt = i∆ϕ(t, u). From this and the
above mentioned linearity follows the suggestive sc-derivative
(47) Dϕ : R×X1 × R×X 7→ X, (t, u, h, ξ) 7→ ϕ(t, ξ) + h i∆ϕ(t, u) .
The required Frèchet condition of (33) is satisfied: for t, h ∈ R and
u, ξ ∈ X1, we see in the estimate
(48)
‖ϕ(t+ h, u+ ξ)− ϕ(t, u)−Dϕ(t, u, h, ξ)‖X0
|h|+ ‖ξ‖X1
≤
∥∥∥∥∥ϕ(t+ h, u)− ϕ(t, u)h − i∆ϕ(t, u)
∥∥∥∥∥
X0
+‖ϕ(t+h, ·)−ϕ(t, ·)‖B(X1,X0)
that the first term vanishes as h→ 0 by the differentiability of ϕ(·, u),
and that the second term vanishes by the compactness of the embed-
ding X1 ↪→ X0 and the continuity of ϕ : R×X0 7→ X0 (same argument
as in [24, Lemma 2.6]). The sc-smoothness of ϕ then follows by boot-
strapping, since i∆ = V : X1 7→ X is sc0 linear.
Finally, from (44) and (47), it is clear that (41) holds.
We end this subsection with a brief note on existence and uniqueness
of sc-smooth flows. In general, it is a hard question whether a given
sc-smooth vector field has an (even only locally defined) flow. In fact,
most references are careful when it comes to general well-posedness of
Hamiltonian Partial Differential Equations and Symplectic Scale Manifolds 35
Hamiltonian PDEs, either assuming it in some form [1,4,28] or deducing
it for specific Hamiltonian PDEs and under specific assumptions (e.g.,
[6, 8, 9, 34, 35, 38, 39]). In [11], we give a simple counter-example for
general existence, and hint at the breaking down of uniqueness as well
(except for very controlled examples).
4.2. Hamiltonian Flows on Symplectic Scales. In this central
part of the section, our aim is to define, in a meaningful way, what
it means for an sc-smooth vector field and flow to be Hamiltonian. To
do so, we need to introduce a new notion of smoothness for Hamil-
tonian functions. With this new notion, a smooth real-valued function
generates an sc-smooth vector field by means of a symplectic struc-
ture and corresponding symplectic gradient relation, similarly to the
finite-dimensional case. We derive a chain rule for this notion which is
valid while pre-composing with sc∞-symplectomorphisms, and which
enables its usage with sc∞-manifolds in the following section. In the
following, we denote the restriction of a Banach scale X on Z to N0 by
X≥0.
We start with a symplectic Banach scale (X,ω) on Z. As in the
free Schrödinger equation, we can only expect Hamiltonian functions
for Hamiltonian PDEs to be densely defined and, as such, we need
to work with scale maps h : X1≥0 7→ R. To motivate the need of a
new smoothness concept, analyse the usual ω-gradient relation used
pointwise to obtain the vector field Vh from the Hamiltonian h
(49) −Dh = ω(·, Vh) .
In the scale framework, we wish to obtain a map (Vh)m : Xm+1 7→ Xm
for each m ≥ 0. Since ω pairs X−m with Xm, the derivative Dxh should
be an element of X∗−m for each x ∈ Xm+1. Hence, the “new derivative”
should induce a map (Dh)m : Xm+1 ×X−m 7→ R, (x, ξ) 7→ Dxh · ξ for
each m ≥ 0 which is linear in the second argument.
In principle, given a Hamiltonian function h : X1≥0 7→ R, it would
be possible to use the theory by Hofer of Section 3.1 to define an sc-
derivative (Dh)m : Xm+1 ×Xm 7→ R, m ≥ 0, since the condition of an
sc1 map in Definition 3.1(b) does not need the map to be defined on
the zeroth layer. It is not difficult to double-check the proofs in [24,25]
and see that the theory carries over mutatis mutandis for these densely-
defined maps. Nevertheless, comparing this derivative with the desired
form of the last paragraph, we see that test vectors are taken from
Xm instead of X−m. Since the former space is smaller (remember that
m ≥ 0), the Hofer sc1 requirement is not strong enough to obtain a scale
map Vh : X1≥0 7→ X. Indeed, the only case where the test spaces match
is m = 0, and with the original scale theory, relation (49) only provides
a vector field Vh : X1 7→ X0 without any scale structure a priori.
In contrast, in our concept, we allow the smoothness of test vectors
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to decrease as the smoothness of the differentiation point increases,
thereby obtaining a scale structure on Vh.
For densely-defined maps, we shall refer to the marginally modified
Hofer sc-smoothness concept as densely-defined sc-smoothness, and to
our alternative as strongly densely-defined sc-smoothness6. For the lat-
ter, “densely-defined” will be frequently omitted from the terminology,
seen that this is the only kind of strong sc-smoothness this paper deals
with. For clarity, we reproduce the definition of densely-defined sc-
smoothness and, subsequently, we introduce the new smoothness con-
cept.
Definition 4.2. Let X be a Banach scale on N0, and let U ⊆ X be
open. An sc0 map h : U1 7→ R is said to be densely-defined sc1 if there
exists an sc0 map Dh : U1 × X 7→ R which is linear in the second
argument and such that for all x ∈ U1
(50) lim
t→0
|h(x+ t)− h(x)−Dh(x, t)|
‖t‖X1
= 0
as t → 0 ∈ X1. We use the notation Dxh := Dh(x, ·) ∈ X∗m for
x ∈ Um+1, m ∈ N0. The map h is densely-defined sck+1, k ∈ N ∪ {∞}
if it is densely-defined sc1 and Dh : U1 × X 7→ R is sck (in the usual
sense).
Definition 4.3. Let X be a reflexive Banach scale on Z, U ⊆ X≥0
open and h : U1 7→ R be an sc0 map.
(a) The map h is called strongly densely-defined sc1, or simply
strongly sc1, if there exists an sc0 map Dh : U1 7→ X∗ such
that for all x ∈ U1
(51)
|h(x+ t)− h(x)−Dh(x) · t|
‖t‖X1
→ 0
as t→ 0 in X1. We use the notation Dxh := Dh(x) ∈ X∗−m for
x ∈ Um+1, m ∈ N0.
(b) The map h is called strongly (densely-defined) sck+1 if it is
strongly sc1 and Dh : U1 7→ X∗ is sck in the original Hofer
sense, k ∈ N ∪ {∞}.
Remark 4.4. (a) The reader might notice that for the definition of
strongly sc1 maps, instead of requiring Dh as above to be sc0,
it would be more natural and compatible with the Hofer sc1
condition to require each map Um+1×X−m 7→ R, (x, ξ) 7→ Dxh·ξ
to be continuous, m ≥ 0. This weaker condition would suffice
to prove the Frèchet condition (51) in a chain rule scenario,
but not the continuity of the derivative of the composed map
(cf. Remark 4.10).
6This concept is disjoint from the definition of a strong sck map in [27, Re-
mark 1.3]: the latter is simply a map which is Ck on each layer.
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(b) If h : U1 7→ R is strongly sc1, then the one-layer map h : U1 7→ R
is C1, since the inclusion X∗0 ⊆ X∗1 is continuous. Also, by
using the bonding (inclusion) maps Xm ↪→ X−m for m ≥ 1,
the derivative Dh : U1 7→ X∗ of a strongly sc1 map h induces
an sc0 map U1 × X 7→ R, (x, ξ) 7→ Dxh · ξ. Taking (51) into
account, we see that strongly sc1 maps h are densely-defined
sc1. Proposition 4.7 expands on the relations between different
smoothness concepts.
In the same way as in Hofer scale calculus, one can prove that the
derivative of a strongly sc1 map is unique, and that for a strongly sck
map h : U1 7→ R and V ⊆ U open, h|V1 : V 1 7→ R is still strongly
sck with D(h|V1) = (Dh)|V1 : V 1 7→ X∗. From this, one proves locality
of the strong sck conditions, meaning that h : U1 7→ R is strongly sck
if and only if for each x ∈ U1, there exists an open neighbourhood
V (x) ⊆ U such that h|V1 : V 1 7→ Y is strongly sck.
As announced in the motivation of strong sc-smoothness, if (X,ω)
is a symplectic Banach scale on Z, a strongly sc1 map h : X1≥0 7→ R
induces an sc0 vector field Vh : X1≥0 7→ X which is uniquely defined
by the ω-gradient relation (49), where the derivative D is in the strong
sense. Since ιω is an isomorphism of scales, Vh is sck if and only if h is
strongly sck+1, k ∈ N0∪{∞}. This leads to the following definition we
have worked towards.
Definition 4.5. Let (X,ω) be a symplectic Banach scale on Z. An
sc-smooth vector field V : X1≥0 7→ X is said to be Hamiltonian if there
exists a strongly sc-smooth map h : X1≥0 7→ R such that
(52) −Dh = ω(·, V )
holds pointwise. If a Hamiltonian sc-smooth vector field V has a global
flow ϕ : R×X≥0 7→ X≥0, then the flow ϕ is said to be Hamiltonian.
Example 4.6. For the Banach scaleXs = W 2s,2(S1,C), s ∈ Z, with its
standard symplectic structure7 ω = 〈i·, ·〉0, the vector field V = i∆ and
flow ϕ(t, ·) = eit∆ of Example 4.1 are Hamiltonian. Indeed, consider
h : X1≥0 7→ R given by
(53) h(u) =
‖ux‖20
2
=
1
2
∫
S1
|ux(a)|2 da ,
where (·)x : X1 7→ X is the weak differentiation operator (Fourier
multiplier [n 7→ in] ∈ CZ). The Frèchet condition (51) is satisfied
with Duh · ξ = 〈ux, ξx〉0 =
∫
S1 ux(a) · ξx(a) da for u, ξ ∈ X1, and by
integration by parts, this map extends to an sc0 map Dh : X1 7→
X∗, u 7→ −〈uxx, ·〉0. Since Dh happens to be linear, we conclude that h
7recall that X is seen as a real scale, and the inner product should be interpreted
as the real-valued inner product of X0.
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is strongly sc-smooth. For u ∈ Xm+1, m ≥ 0, we then have ω(·, i∆u) =
〈·, uxx〉0 = −Duh.
The following proposition clarifies the relationships between the sev-
eral smoothness concepts used so far. Note in the proposition that a
scale map h : U ⊆ X≥0 7→ R which is Ck on each layer satisfies (1), and
that a map which satisfies (4) is Ck on each layer as a map h : Uk 7→ R.
Proposition 4.7. Let X be a reflexive Banach scale on Z, U ⊆ X≥0 be
open, and h : U 7→ R be an sc0 map. We have the following implication
diagram, where A =⇒ B means “A implies B” and A=="B means “A
does in general not imply B”:
(5)
(1) (2) (3) (4)
"
""
"
""
"
"
where, for k ∈ N, we label:
(1) h : Um 7→ R is Cm+1 for m ∈ {0, 1, . . . , k − 1};
(2) h : U 7→ R is sck;
(3) h : U1 7→ R is densely-defined sck;
(4) h : Um 7→ R is Cm for m ∈ {1, 2, . . . , k};
(5) h : U1 7→ R is strongly densely-defined sck.
Proof. (1) ⇒ (2) and (3) ⇒ (4) are proved in [25, Proposition 2.4]
and [25, Proposition 2.3], respectively. (2) ⇒ (3) is direct from the
definition. To prove (5) ⇒ (3), note that we have an sc0 bilinear
evaluation map ev : X∗ ×X≥0 7→ R, (T ∈ X∗−m, x ∈ Xm) 7→ T |Xm(x),
m ≥ 0. Consequently, the sck−1 derivative Dh : U1 7→ X∗ induces an
sck−1 derivative ev ◦ (Dh × idX≥0) : U1 × X 7→ R which satisfies the
Frèchet condition by hypothesis.
To prove the counter-implications, we provide four counter-examples.
Firstly, with Xs = l2,sR , s ∈ Z, define h : X≥0 7→ R, x 7→ 〈x, y〉0
for some y ∈ X0 \ X1/2. Here, we use rational indices to the scale
in an informal manner: the expression (19) for l2,s is actually defined
for every s ∈ R. With this definition, h : Xm 7→ R is C∞ for all
m ∈ N0, and from dh(x) · ξ = 〈ξ, y〉0, x, ξ ∈ X0, it is easy to see that
dh(x) : X0 ⊆ X−1 7→ R is not continuous for x ∈ X2. This proves
(1) =" (5).
The second counter-example is similar and proves (4) =" (3). Define
h : X1≥0 7→ R, x 7→ 12‖x‖21 for the same scale X. We have h : Xm 7→ R is
C∞ for allm ≥ 1 but the derivative dh(x) = 〈x, ·〉1 : X1 7→ R cannot be
extended to a continuous linear map X0 7→ R if we take x ∈ X1 \X3/2.
Thirdly, to prove (5) =" (2), let now Xs = W 2s,2(S1,C), s ∈ Z.
The Hamiltonian for the free Schrödinger equation in Example 4.6 is
densely-defined sc-smooth but cannot be extended to a map h : X≥0 7→
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R satisfying (2), since it is not even continuous with respect to the
topology of X0.
Last but not least, we prove (2) =" (1). For the scale X of the
last paragraph, let h : R × X≥0 7→ R, (t, u) 7→ 〈eit∆u, v〉0,R, where
v ∈ X0 \ X1/2. This map is sc-smooth but its zeroth layer h0 : R ×
X0 7→ R is not C1. Indeed, if that was the case, the sc-derivative
Dh : R × X1≥0 × R × X≥0 7→ R would be such that (Dh)0(0, ·, 1, 0) :
X1 ⊆ X0 7→ R, u 7→ 〈i∆u, v〉0 is continuous, which is not the case. The
remaining counter-implications are a consequence of these four. 
Definition 4.3 introduced the concept of strong sc-smoothness on a
reflexive Banach scale X on Z. To generalize this concept to sc∞-man-
ifolds later on, we need it to be invariant under sc-smooth coordinate
changes. For U ⊆ X≥0 and V ⊆ Y≥0 open, a strongly sck map h : V 1 7→
R, k ∈ N ∪ {∞}, and an sc∞-diffeomorphism f : U ∼7−→ V , it is then
the question whether the composition h ◦ f : U1 7→ R is also strongly
sck. To answer this question positively we need, for each x ∈ Xm+1,
m ≥ 0, to map Df(x)h ∈ Y ∗−m to an element Dx(h ◦ f) ∈ X∗−m to be de-
fined. If Dxf existed as a continuous linear map X−m 7→ Y−m, we could
take its adjoint for this, obtaining Dx(h ◦ f) = Df(x)h ◦ Dxf as usual.
Nevertheless, f only defines a scale morphism Dxf : X|m+1 7→ Y |m+1
for the non-negative indices m+ 1 = {0, 1, . . . ,m}.
To solve the problem raised above, we need to extend Dxf to a scale
morphism on {−m,−m + 1, . . . ,m}. If we assume that we have sym-
plectic structures ω and η on X and Y , respectively, then, by the dis-
cussion at the end Section 2.1, we can use these and (Dxf)−1 : Y |m+1 7→
X|m+1 to obtain a scale morphism ((Dxf)−1)η,ω : X|{−m,−m+1,...,0} 7→
Y |{−m,−m+1,...,0}. In order that the morphisms Dxf and ((Dxf)−1)η,ω
glue together to a morphism on {−m,−m + 1, . . . ,m}, we need them
to coincide on the zeroth layer, i.e., (Dxf)0 = ((Dxf)−1)η,ω0 : X0 7→ Y0.
This condition precisely means that Dxf should be a linear symplec-
tomorphism of scales for all x ∈ Xm+1 and m ∈ N0. Of course, it is
enough to require this condition for m = 0. The following definition
and proposition solidify this discussion.
Definition 4.8. Let (X,ω) and (Y, η) be symplectic Banach scales on
Z and U ⊆ X≥0 be open. An sc-smooth map f : U ⊆ X≥0 7→ Y≥0 is
called symplectic whenever Dxf : X0 7→ Y0 is symplectic for all x ∈ U1,
that is,
(54) η(Dxf · v,Dxf · w) = ω(v, w)
for all v, w ∈ X0 and x ∈ U1 (or equivalently, v, w ∈ X∞ and x ∈ U∞).
It is an sc∞-symplectomorphism if, in addition, there exists V ⊆ Y≥0
open with f(U) = V and f : U 7→ V is an sc∞-diffeomorphism.
Proposition 4.9. (Chain rule for strong sc-maps) Let (X,ω) and
(Y, η) be symplectic Banach scales on Z, U ⊆ X≥0 and V ⊆ Y≥0 be
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open, h : V 1 7→ R be an sc0 map and f : U ∼7−→ V be an sc∞-symplec-
tomorphism. Then, for k ∈ N ∪ {∞}, h is strongly sck if and only if
h ◦ f : U1 7→ R is so. If this is the case, the chain rule
(55) Dx(h ◦ f) = Df(x)h ◦ ((Dxf)−1)η,ω
holds for all x ∈ Um+1, m ∈ N0.
Proof. Clearly, it suffices to prove the “only if” part, since f−1 is also an
sc∞-symplectomorphism. Starting with the regularity of the candidate
derivative (55), apply the adjoint construction ((·)η,ω)∗ pointwise to
D(f−1) : V 1×Y 7→ X to obtain a scale map (D(f−1)η,ω)∗ : V 1×Y ∗ 7→
X∗ given by the diagram
(56)
V 1 × Y X
V 1 × Y ∗ X∗
D(f−1)
∼idV 1×ιη ιω∼
(D(f−1)η,ω)∗
.
Since f and the vertical maps in the diagram are sc∞-diffeomorphisms,
it follows that (D(f−1)η,ω)∗ is sc-smooth. By (55) and the chain rule
for f of Proposition 3.6, we have D(h◦f) = (D(f−1)η,ω)∗◦(idV 1×Dh)◦
diagV 1 ◦ f |U1 . Consequently, D(h ◦ f) is as smooth as Dh is.
To prove the Frèchet condition (51), we first note that since h :
V1 7→ R is C1, the fundamental theorem of calculus together with the
hypothesis that f is symplectic gives for x ∈ U1 and t ∈ X1 small
h(f(x+ t))− h(f(x))−Dh(f(x)) ◦ (Df(x)−1)η,ω · t
=
∫ 1
0
Dh(af(x+ t) + (1− a)f(x)) · (f(x+ t)− f(x)) da
(57)
−Dh(f(x)) ◦Df(x) · t
=
∫ 1
0
Dh(af(x+ t) + (1− a)f(x)) · (f(x+ t)− f(x)−Df(x) · t) da
(58)
+
∫ 1
0
[Dh(af(x+ t) + (1− a)f(x))−Dh(f(x))] ◦Df(x) · t da .
The remainder of the proof is similar to the original proof for sc1 maps
[21, Theorem 2.16]. The integrand of first term in (58) divided by
‖t‖X1 converges to 0 uniformly in a ∈ [0, 1] as t → 0 in X1 due to the
sc-differentiability of f and the continuity of Dh : V1 7→ Y ∗0 . In turn,
the second integrand term divided by ‖t‖X1 converges uniformly to 0
due to the compactness of {Dxf · t‖t‖1 : t ∈ X1 \ {0}} ⊆ Y0 and again
the continuity of Dh. 
Remark 4.10. As hinted in Remark 4.4(a), we could have loosened the
sc0 continuity of Dh to the requirement that (Dh)m : Vm+1 × Y−m 7→
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R, (x, ξ) 7→ Dxh · ξ be continuous for each m ≥ 0, and the last para-
graph of this proof would still hold as in the original proof of Hofer.
Nevertheless, this weaker requirement would need the continuity of
D(f−1)m : Vm+1 7→ B(Ym, Xm) with respect to a stronger topology on
B(Ym, Xm) than the compact-open topology to prove the continuity of
(D(h◦f))m : Um+1×X−m 7→ R. The issue here is that for this alterna-
tive definition, we would need to endow each space in the Banach scales
X∗ and Y ∗ with the compact-open topology, with the consequence that
the vertical maps in (56) would not be levelwise homeomorphisms any-
more.
4.3. Hamiltonian Flows on Symplectic Scale Manifolds. In this
subsection, we generalize the concepts of Section 4.2 to the case of
an sc∞-manifold. To accomplish this task, we need to introduce new
structures on the manifolds, such as an extension of the tangent scales
to negative indices and cotangent bundles. It turns out that the crucial
requirement to enable this is that the transition maps are symplectic.
This condition gives rise to the concept of a symplectic sc∞-manifold,
where we can define the new objects appealing to the local model by
means of a coordinate chart. Due to the assumption on the transition
maps, the result is independent of the coordinate chart used to define
the structure. Once the desired structures are formed, we obtain an
elegant, direct and natural generalization of strong sc-smooth maps,
Hamiltonian vector fields and Hamiltonian flows for the case of sc∞-
manifolds.
We begin directly by defining symplectic sc-smooth manifolds and
presenting the relevant example. Again, for a Banach scale X on Z,
X≥0 = X|N0 .
Definition 4.11. Let (X,ω) be a symplectic Banach scale on Z and
let M be an sc∞-manifold locally modeled on X≥0.
(a) Two coordinate charts (U, φ) and (U ′, ψ) of M are said to be
symplectically compatible if the transition map ψ ◦ φ−1 : φ(U ∩
U ′) 7→ ψ(U ∩ U ′) is an sc∞-symplectomorphism of (X,ω).
(b) A symplectic atlas for M is an atlas A = {(Ua, φa)}a∈A for the
sc-smooth structure of M such that (Ua, φa) and (Ub, φb) are
symplectically compatible for all a, b ∈ A.
(c) If a symplectic atlas A for M exists, it is contained in a unique
maximal symplectic atlas A¯. The pair (M, A¯) is then said to
be a symplectic sc∞-manifold locally modeled on (X,ω), and
A¯ is its symplectic sc-smooth structure. Usually, the latter is
suppressed from notation.
Unless otherwise stated, we always take coordinate charts of a sym-
plectic sc∞-manifold from its symplectic sc-smooth structure, whence
the transition maps are always assumed to be symplectic.
42 J.B. Crespo and O. Fabert
Example 4.12. The projectivization of a complex separable Hilbert
space X of Example 3.15 is a symplectic sc∞-manifold if we endow the
induced scale X with its standard symplectic structure. Again X = l2C
without loss of generality, since the isometric isomorphism X ∼7−→ l2C
is symplectic (by definition). With Ua as in Example 3.15, a ∈ Z, and
being B = {x ∈ X0 : ‖x‖0 < 1} the unit ball of X = X0, we can define
a symplectic atlas {(Ua, ψa)}a∈Z with ψa : Ua ∼7−→ B ⊆ X0 given by
(59) ψa([x])n =
|xa|
xa‖x‖0 ·
xn if n < axn+1 if n ≥ a .
For a symplectic sc∞-manifold M modeled on (X,ω) and p ∈Mm+1,
m ∈ N0 ∪ {∞}, choose a coordinate chart (U, φ) of M around p. By
following the procedure of Remark 2.7 with the induced isomorphism
of scales Dpφ : TpM
∼7−→ X|m+1, we can extend the tangent scale TpM
to a scale on {−m,−m+ 1, . . . ,m} (on Z if m =∞). Recall that this
is done by declaring (TpM)s := (TpM)∗−s and (Dpφ)s := ((Dpφ) −1−s )∗ :
(TpM)s
∼7−→ X∗−s ιω 7 →Xs for −m ≤ s < 0, subsequently pulling back
the bonding maps of X|{−m,−m+1,...,0}. Due to the invariance of the
transition maps of M under ω, this is a well-defined procedure which
is independent of the chosen chart (U, φ). Furthermore, since X is
a reflexive scale, TpM is reflexive as well, whence it admits a dual
scale T∗pM . It is then clear that we can pull back the symplectic scale
structure of X using the diagram
(60)
TpM T
∗
pM
X X∗
ιωp
∼
∼Dpφ ((Dpφ)−1)∗∼
ιω
∼
,
where X in the lower row are restricted to {−m,−m + 1, . . . ,m}. In-
deed, from this diagram we recover skew-symmetric bilinear maps ωp :=
(v, w) 7→ ιωp(w)·v : (TpM)−s×(TpM)s 7→ R, s ∈ {−m,−m+1, . . . ,m},
which make (TpM,ωp) into a symplectic Banach scale.
A structure which follows from extended tangent scales is the cotan-
gent bundle. Once we define this bundle, we rewrite the newly con-
structed isomorphism in (60) globally. Also, we introduce sck sections
on the cotangent bundle in the usual manner.
Proposition 4.13. Let M be a symplectic sc∞-manifold locally mod-
eled on (X,ω). Then, the cotangent bundle
(61) T∗M := ∪p∈M1{p} × (TpM)∗0
is an sc∞-manifold locally modeled on X1≥0 ×X∗. Its induced filtration
is (T∗M)m = ∪p∈Mm+1{p} × (TpM)∗−m, m ∈ N0, where (TpM)∗−m ⊆
(TpM)
∗
0 via the adjoint of the bonding map (TpM)0 ↪→ (TpM)−m. Also,
the bundle projection piT∗M : T∗M 7→ M1, (p, α) 7→ p is a surjective
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sc-smooth submersion and the fiber pi−1T∗M(p) over p ∈ Mm+1 is {p} ×
(TpM)
∗
0
∼= (TpM)∗0 with the scale structure of (T∗pM)≥0: (TpM)∗−m ⊆
(TpM)
∗
−m+1 ⊆ . . . ⊆ (TpM)∗0.
Proof. The methodology is similar to the construction of the tangent
bundle. Letting pi : T∗M 7→ M1 be solely a map of sets in the first
place, we define T∗U := pi−1T∗M(U1) for U ⊆ M open. A coordinate
chart (U, φ) of M induces a bijection T∗φ : T∗U 7→ V1 ×X∗0 , (p, α) 7→
(φ(p), ((Dpφ)
−1
0 )
∗ · α). If (U ′, ψ) is an additional coordinate chart we
have, on the one hand, (Dx(ψφ−1)ω,ω0 )∗ = (Dx(ψφ−1)
−1
0 )
∗ : X∗0
∼7−→ X∗0
for all x ∈ φ(U ∩ U ′)1 since ψ ◦ φ−1 : φ(U ∩ U ′) ∼7−→ ψ(U ∩ U ′) is an
sc∞-symplectomorphism. On the other hand, using a diagram similar
to (56), we see that (D(ψφ−1)ω,ω)∗ : φ(U ∩ U ′)1 × X∗ 7→ X∗ is sc-
smooth, where the operations are taken pointwise. Together, these
conditions imply that the induced transition map T∗ψ◦(T∗φ)−1 : φ(U∩
U ′)1×X∗ ∼7−→ ψ(U ∩U ′)1×X∗ preserves scales and is sc-smooth. The
remaining statements are easily verified. 
Remark 4.14. The cotangent bundle T∗M allows us to globally rewrite
the isomorphism ιωp in (60) by collecting p ∈ Mm+1, m ∈ N0. Indeed,
we can define the sc∞-diffeomorphism ιω : TM
∼7−→ T∗M, (p, v) 7→
(p, ιωp(v)). This diffeomorphism maps fibers of TM to fibers of T∗M
and is linear on each fiber, or in other words, it is an isomorphism of
sc-smooth vector bundles.
Definition 4.15. An sck section of the cotangent bundle of a symplec-
tic sc∞-manifold M , k ∈ N0 ∪{∞}, is an sck map s : M1 7→ T∗M with
piT∗M ◦ s = idM1 .
The final coordinate-free structure that we introduce on symplectic
sc∞-manifolds are strongly densely-defined sck maps. This is a simple
generalization of the concept in Section 4.2 and its coordinate inde-
pendence is a direct consequence of Proposition 4.9 and of the locality
of the strong sck conditions. The proof of well-definedness is a simple
manipulation of the concepts introduced so far and will be omitted.
Definition 4.16. LetM be a symplectic sc∞-manifold locally modeled
on a symplectic Banach scale (X,ω) on Z.
(a) An sc0 map h : M1 7→ R is said to be strongly (densely-defined)
sck, k ∈ N ∪ {∞}, if for all p ∈ M1 there exists a coordinate
chart φ : U(p) ∼7−→ V ⊆ X0 of M such that h ◦ φ−1 : V 1 7→ R is
strongly densely-defined sck.
(b) For a strongly sck map h : M1 7→ R, we define at each p ∈Mm+1,
m ∈ N0, the mth level derivative of h at p to be (Dph)m :=
Dφ(p)(h ◦ φ−1) ◦ (Dpφ)−m ∈ (TpM)∗−m.
(c) Varying p above, we obtain the derivative of h: an sck−1 sec-
tion of the cotangent bundle Dh : M1 7→ T∗M, Mm+1 3 p 7→
(p, (Dph)m) ∈ (T∗M)m, m ∈ N0.
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The technical work carried out above drastically facilitates the task
of generalizing Hamiltonian vector fields and flows to symplectic sc∞-
manifolds. Indeed, this is now a question of seamlessly combining the
toolkit developed in this document. First, for an sc∞-manifold M (not
compulsorily symplectic), we define an autonomous sc-smooth vector
field V : M1 7→ TM simply to be an sc-smooth section of the tangent
bundle as in Definition 3.21.
As seen at the end of Section 3.2, sc-smooth maps ϕ : R×M 7→M
define a partial derivative ∂ϕ
∂t
(t, p) ∈ (Tϕ(t,p)M)m for t ∈ R and p ∈
Mm+1, m ∈ N0. Varying t and p, we obtain an sc-smooth map
(62)
∂ϕ
∂t
: R×M1 7→ TM, (t, p) 7→
Å
ϕ(t, p),
∂ϕ
∂t
(t, p)
ã
,
which is locally the diagonal product of ϕ in local coordinates and its
partial derivative as a map of scales, as used in Section 4.1. An sc-
smooth vector field V : M1 7→ TM is then said to have a global flow if
there exists an sc-smooth map ϕ : R×M 7→M such that
∂ϕ
∂t
(t, p) = V ◦ ϕ(t, p) ϕ(0, p) = p(63)
for all t ∈ R and p ∈ Mm+1, m ∈ N0. As in Section 4.1, it is sufficient
to check this condition for m = 0, and the vector field can be recovered
from V = ∂ϕ
∂t
(0, ·).
For a symplectic sc∞-manifold M , a strongly sc-smooth map h :
M1 7→ R gives rise to an sc-smooth vector field Vh : M1 7→ TM
uniquely defined by the relation
(64) −Dh = ιω ◦ Vh : M1 7→ T∗M ,
since ιω : TM
∼7−→ T∗M is an sc-smooth vector bundle isomorphism (as
described in Remark 4.14). Fiberwise, this equation reads −(Dph)m =
ωp(·, Vh(p)) for p ∈ Mm+1, m ∈ N0. The definition of a Hamiltonian
vector field and flow is now apparent.
Definition 4.17. Let M be a symplectic sc∞-manifold and let ιω :
TM
∼7−→ T∗M be the induced sc-smooth vector bundle isomorphism.
An sc-smooth vector field V : M1 7→ TM is said to be Hamiltonian if
there exists a strongly sc-smooth map h : M1 7→ R such that
(65) −Dh = ιω ◦ V : M1 7→ T∗M .
If a Hamiltonian vector field has a global flow ϕ : R ×M 7→ M , the
flow is said to be Hamiltonian.
Example 4.18. The flow of the free Schrödinger equation in Ex-
ample 4.1, on the Banach scale X = {W 2s,2(S1,C)}s∈Z (restricted
to N0), descends to the projectivization M = P(X0), and the de-
scended flow map ϕ¯ : R × M 7→ M is easily seen to be sc-smooth.
We claim that this flow is Hamiltonian. In the first place, with the
coordinates of Example 4.12, the vector field V¯ = ∂ϕ¯
∂t
(0, ·) is given
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by V¯a := prTB2 T(ψa) V¯ ψ−1a : B1 7→ X, u 7→ iσa(u), a ∈ Z, where
prTB2 : B
1 × X 7→ X is the canonical projection and σa : X1 7→ X is
the sc0 Fourier multiplier with coefficients
(66) (σ̂a)n =
a2 − n2 if n < aa2 − (n+ 1)2 if n ≥ a .
In the second place, we can define the Hamiltonian function
(67) h¯ : M1 7→ R, u 7→ 1
2
‖ux‖20
‖u‖20
.
This is a densely-defined strongly sc-smooth map with derivative locally
given by D(h¯a) : B1 7→ X∗, x 7→ −〈σa(x), ·〉0, where h¯a := h¯ ◦ ψ−1a .
Finally, we conclude that if ω = 〈i·, ·〉0 is the standard symplectic
structure on X, h¯ generates V¯ .
Remark 4.19. Analogously to the finite-dimensional case, Example 4.18
can be interpreted in the trend of symplectic reduction. Consider the
standard action of S1 on X≥0 given by pointwise multiplication. Defin-
ing the (S1-invariant) momentum map µ : X≥0 7→ R
(68) µ(x) =
1
2
(1− ‖x‖20) ,
we see that the action is free on µ−1(0) = S(X0) := {x ∈ X0 : ‖x‖0 =
1}, and that the projective Hilbert space is
(69) M ∼= µ
−1(0)upslopeS1, [u] 7→
ñ
u
‖u‖0
ô
.
The Hamiltonian h : X1≥0 7→ R of Example 4.6 is S1-invariant and
descends to the Hamiltonian h¯ : M1 7→ R of Example 4.18 under this
identification. Similarly, the flow ϕ : R ×X≥0 7→ X≥0 of Example 4.1
descends to ϕ¯ : R × M 7→ M and, as seen in Example 4.18, ϕ¯ is
generated by h¯.
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