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Resumen: En este trabajo abordamos la ampliacio´n de lexicones de opinio´n es-
pec´ıficos de dominio a partir de textos del dominio elegido. El me´todo se basa en la
construccio´n de clasificadores que catalogan las palabras de entrada como positivas,
negativas o neutras, y en un criterio estricto de seleccio´n de las palabras que pretende
garantizar la precisio´n de las nuevas incorporaciones al lexico´n. Se utilizan represen-
taciones continuas de palabras (word embeddings) como espacio de caracter´ısticas
de los clasificadores. Los resultados confirman que dichas representaciones contienen
informacio´n relativa a la polaridad de las palabras, obtenie´ndose una precisio´n en
la seleccio´n de los candidatos y en la estimacio´n de su polaridad de alrededor del
94 % para los tres dominios analizados, con una cobertura en torno al 50 % de las
palabras de opinio´n contenidas en los textos de partida.
Palabras clave: Ana´lisis del sentimiento, lexicones de opinio´n, representaciones
continuas de palabras
Abstract: In this work we present a domain-specific opinion lexicon expansion met-
hod. The method is based on classifiers which categorize words as positive, negative
or neutral, and a strict selection criteria of words intended to ensure the precision
of the new additions to the lexicon. We use word embeddings as the feature space
of the classifiers. The results confirm that these representations contain information
on the polarity of the words, obtaining a precision in the selection of candidates
and the estimation of its polarities of about 94 % for the three domains analyzed,
covering around 50 % of the opinion words contained in the initial texts.
Keywords: Sentiment analysis, opinion lexicons, word embeddings
1 Introduccio´n
En el contexto del ana´lisis de opiniones
textuales, un recurso de amplia utilizacio´n
son los lexicones de opinio´n, diccionarios de
te´rminos con connotaciones subjetivas, acom-
pan˜ados de estimaciones de las implicacio-
nes positivas o negativas de los mismos. Exis-
ten muchas aproximaciones distintas: lexico-
nes de propo´sito general o espec´ıficos de un
dominio, lexicones con estimaciones binarias
de la polaridad o con un mayor grado de gra-
nularidad (incluyendo informacio´n no so´lo de
la polaridad sino tambie´n de la intensidad de
las connotaciones afectivas), lexicones basa-
dos en palabras o en recursos lexico-sema´nti-
cos como WordNet, etc. En la seccio´n 2 co-
mentamos algunos trabajos sobre generacio´n
de lexicones de opinio´n.
El sistema de extraccio´n automa´tica de
opiniones orientado al dominio TOES (Cruz
et al., 2013) se basa en recursos generados a
partir de documentos de opinio´n anotados. A
pesar de ser supervisado, se intenta usar el
menor nu´mero posible de documentos anota-
dos en este proceso, ampliando posteriormen-
te los recursos a partir de otros documentos
sin anotar. Entre los recursos generados se
encuentra un lexico´n de opiniones a nivel de
palabras orientado al dominio. En este tra-
bajo exponemos un me´todo de ampliacio´n de
estos lexicones de opinio´n, que a partir de
un conjunto de documentos sin anotar extrae
nuevos te´rminos a incluir en el lexico´n, junto
a una estimacio´n de sus polaridades. Nuestra
intencio´n es asegurar en todo momento una
alt´ısima precisio´n, de manera que podamos
estar seguros de que la inmensa mayor´ıa de
los te´rminos an˜adidos y sus polaridades son
correctos.
Como objetivo secundario de este traba-
jo, pretendemos corroborar las bondades de
las representaciones continuas de palabras o
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word embeddings al ser aplicadas a tareas de
clasificacio´n de la polaridad, en concreto me-
diante el uso de la herramienta word2vec. Son
manifiestas las relaciones entre la geometr´ıa
de las representaciones vectoriales de pala-
bras obtenidas mediante dicha herramienta
y el contenido sema´ntico de las mismas, de
manera que por ejemplo palabras sema´ntica-
mente pro´ximas son representadas median-
te vectores similares (a diferencia de lo que
ocurre con representaciones vectoriales dis-
cretas como las basadas en tf-idf u otras).
Nuestra hipo´tesis de partida es que tambie´n
existe una relacio´n similar entre las represen-
taciones continuas de palabras de la misma
polaridad, como ya parecen confirmar algu-
nos trabajos previos que se expondra´n en la
siguiente seccio´n.
La estructura del resto del art´ıculo es la
que se expone a continuacio´n. En la seccio´n 2
se repasan algunos trabajos previos relaciona-
dos con la induccio´n de lexicones de opinio´n
y su ampliacio´n, y se introducen las princi-
pales te´cnicas y algunas aplicaciones de las
representaciones continuas de palabras. En la
seccio´n 3 se define la tarea de ampliacio´n de
lexicones de opinio´n, se detalla el me´todo uti-
lizado para llevarla a cabo. En la seccio´n 4
se muestran los resultados experimentales y,
finalmente, en la seccio´n 5 se comentan las
conclusiones del trabajo y se proponen l´ıneas
de continuacio´n del mismo.
2 Trabajos relacionados
2.1 Induccio´n de lexicones de
opinio´n
En los u´ltimos an˜os se han propuesto diver-
sos me´todos para la creacio´n de lexicones de
opinio´n. Existen trabajos que abordan la ta-
rea de forma totalmente manual (Stone, 1966;
Cerini et al., 2007), y otros que se basan en
un corpus anotado a nivel de opiniones, a
partir del cual extraen las palabras de opi-
nio´n y las polaridades de las mismas (Cruz
et al., 2013). Algunos de ellos se basan en
recursos le´xico-sema´nticos para obtener los
lexicones de opinio´n de manera automa´tica
o semiautoma´tica. Por ejemplo, en (Kamps
et al., 2004) se utiliza una funcio´n de distan-
cia sema´ntica sobre WordNet que es utilizada
para decidir la polaridad de las palabras del
lexico´n en funcio´n de la distancia a una semi-
lla positiva (“good”) y una negativa (“bad”).
Otros trabajos se basan en una idea similar
pero utilizando un mayor nu´mero de semillas
(Hu y Liu, 2004; Kim y Hovy, 2004). En los
trabajos de Esuli y Sebastiani (Esuli y Sebas-
tiani, 2006; Baccianella, Esuli, y Sebastiani,
2010) la idea de partida es que si una pala-
bra tiene una polaridad determinada, es pro-
bable que las palabras de su glosa (pequen˜as
definiciones de los te´rminos que conforman
WordNet) compartan dicha polaridad. Par-
tiendo de unas semillas positivas y negativas,
y aplicando un proceso iterativo de expansio´n
basado en las relaciones de sinonimia y anto-
nimia de WordNet, se obtienen conjuntos de
entrenamiento para las clases positiva y ne-
gativa, usando las glosas de los te´rminos de
cada conjunto. Se construye un clasificador
de textos mediante representaciones discre-
tas de las palabras (tf-idf) que es aplicado a
todas las palabras que componen el recurso
WordNet, para obtener as´ı estimaciones de
las polaridades de todas ellas. Posteriormen-
te se aplica un algoritmo de paseo aleatorio
(PageRank) sobre un grafo construido a par-
tir de las palabras y sus glosas, que refina los
valores de orientacio´n sema´ntica asignados a
las palabras en el recurso final. Las mismas
ideas son aplicadas en (Cruz et al., 2014), va-
riando algunas partes del proceso y aplicando
un algoritmo ma´s potente de paseo aleatorio
(Cruz et al., 2012) adaptado a la tarea de
ca´lculo de la polaridad. La principal debili-
dad de los acercamientos basados en recursos
le´xico-sema´nticos es su disponibilidad para
nuevas lenguas, y que las estimaciones de po-
laridad obtenidas son independientes del do-
minio (cuando existen diferencias claras en el
vocabulario utilizado en distintos a´mbitos).
Otros trabajos se basan en corpus de
textos sin anotaciones, como hacemos en el
me´todo propuesto en este trabajo. Algunos
de ellos se basan en definir conjuntos semi-
lla de te´rminos positivos y negativos y cal-
culan las polaridades de las palabras del le-
xico´n a partir de construcciones conjuntivas
observadas en el corpus (Hatzivassiloglou y
McKeown, 1997) o de coocurrencias en un
contexto dado (Turney y Littman, 2003; Yu
y Hatzivassiloglou, 2003) entre las semillas y
las palabras objetivo.
2.2 Ampliacio´n de lexicones de
opinio´n
En nuestro trabajo la tarea no consiste en la
generacio´n de lexicones de opinio´n desde ce-
ro, sino que pretendemos ampliar lexicones
previamente obtenidos a partir de un corpus
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anotado (Cruz et al., 2013). Existen traba-
jos previos que comparten este objetivo; en
(Kanayama y Nasukawa, 2006) se propone un
algoritmo de expansio´n automa´tica de lexico-
nes basado en la coherencia contextual, esto
es, la tendencia a que te´rminos con la misma
polaridad aparezcan en un mismo contexto.
En (Qiu et al., 2011) se utilizan los te´rminos
del lexico´n de partida para identificar patro-
nes sinta´cticos entre las palabras de opinio´n
y las palabras objetivo de su contexto a las
que afectan. Estos patrones son aplicados so-
bre otras apariciones de estas palabras ob-
jetivo conformando un proceso de bootstrap-
ping. La polaridad de las nuevas palabras de
opinio´n encontradas es decidida de nuevo a
partir de reglas contextuales. En (Cruz et al.,
2011) se construye un grafo entre las palabras
que participan en expresiones conjuntivas en
el corpus de partida. Los nodos que repre-
sentan a las palabras del lexico´n inicial son
anotados con los valores de polaridad, y pos-
teriormente se aplica un algoritmo de paseo
aleatorio (Cruz et al., 2012) sobre el grafo pa-
ra obtener las polaridades del resto de nodos.
En (Molina-Gonza´lez et al., 2015) se expande
un lexico´n de opiniones en espan˜ol indepen-
diente del dominio (Molina-Gonza´lez et al.,
2013), adapta´ndolo a un dominio concreto a
partir de documentos de opinio´n del dominio
de intere´s. La seleccio´n de las palabras y su
polaridad se realiza automa´ticamente a par-
tir de una fo´rmula basada en la frecuencia de
aparicio´n de las mismas en opiniones positi-
vas y negativas.
2.3 Representaciones continuas de
palabras
Cuando se emplean te´cnicas de aprendizaje
automa´tico sobre textos es frecuente utilizar
representaciones nume´ricas de las palabras o
los documentos. Tradicionalmente se han em-
pleado representaciones discretas, por ejem-
plo vectores de unos y ceros que indican la
aparicio´n o no de las palabras del vocabula-
rio en un documento, u otras me´tricas que
acumulen ma´s informacio´n (basadas general-
mente en la frecuencia de aparicio´n de las
palabras). Estas representaciones adolecen de
un problema de falta de sentido geome´trico;
por ejemplo dos palabras cualesquiera siem-
pre estar´ıan representadas por vectores con
una u´nica componente no nula, de manera
que la distancia entre los vectores no esta´
relacionada con la cercan´ıa sema´ntica de las
palabras. En los u´ltimos an˜os se han produ-
cido esfuerzos encaminados a obtener repre-
sentaciones continuas de las palabras y los
documentos, que sobrepasen la limitacio´n an-
terior. En estas representaciones, los vectores
s´ı pueden ser interpretados geome´tricamen-
te, de manera que dos palabras o documentos
cercanos desde un punto de vista sema´ntico
estar´ıan representados por vectores similares
(y viceversa). Las representaciones continuas
(tambie´n conocidas como word embeddings)
ma´s utilizadas en los u´ltimos an˜os han si-
do Latent Semantic Indexing (Dumais, 1995),
Latent Semantic Analysis (Dumais, 2004) y,
ma´s recientemente, te´cnicas basadas en redes
neuronales (Turian, Ratinov, y Bengio, 2010;
Huang et al., 2012; Mikolov et al., 2013b).
De estas u´ltimas, word2vec (Mikolov et al.,
2013a) es la herramienta que ma´s populari-
dad ha alcanzado. Se basa en la construccio´n
previa de un modelo a partir de un corpus de
textos, a partir del cual se entrena una red
neuronal de dos niveles en la que las entra-
das son los contextos de una palabra dada y
la salida la palabra en cuestio´n (o viceversa,
intercambiando las entradas por las salidas).
El sentido sema´ntico de la geometr´ıa de los
vectores obtenidos mediante word2vec, que
puede apreciarse en los ejemplos de operacio-
nes entre vectores mostradas en (Mikolov et
al., 2013a), los hace apropiados como entrada
a algoritmos de aprendizaje automa´tico para
resolver mu´ltiples tareas de NLP (Socher et
al., 2013; Tang et al., 2014; Pavlopoulos y
Androutsopoulos, 2014; Kim y de Marneffe,
2013), incluida la induccio´n de lexicones de
opinio´n (Pablos, Cuadros, y Rigau, 2015).
3 Propuesta
Partimos de lexicones de opinio´n obtenidos a
partir de corpus de textos de dominios con-
cretos, anotados a nivel de opiniones. Estos
lexicones incluyen, adema´s de la polaridad
de las palabras, una probabilidad de que el
te´rmino sea o no de opinio´n; una probabilidad
igual a 1 indica que siempre que ha apareci-
do en el corpus ha sido anotado como par-
ticipante en una opinio´n. Valores inferiores
indican cierta ambigu¨edad en cuanto a si el
te´rmino expresa opinio´n o no. Pueden con-
sultarse los detalles sobre el me´todo concreto
utilizado para obtener los lexicones en (Cruz
et al., 2013).1 La tarea consiste en ampliar
1Los lexicones concretos utilizados en este traba-
jo no se corresponden con los presentados en dicho
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dicho lexico´n a partir de te´rminos de textos
del dominio sin anotar. A partir de las pala-
bras que aparecen en dichos textos, debemos
seleccionar cua´les pasara´n a formar parte del
lexico´n y decidir sus polaridades.
3.1 Me´todo
Nuestro me´todo consiste en el entrenamiento
de clasificadores ternarios que deciden para
cada palabra candidata si se trata de una
palabra neutra (no debe ser incluida en el
lexico´n), positiva o negativa. Estos clasifica-
dores toman como entrada representaciones
continuas de las palabras. A continuacio´n de-
tallamos los pasos del me´todo.
En la fase de entrenamiento, selecciona-
mos aquellas palabras positivas y negativas
del lexico´n cuya probabilidad sea igual a 1.
Como representantes de la categor´ıa neutra,
se seleccionan aleatoriamente un nu´mero si-
milar de palabras de entre las contenidas en
los textos sin anotar. Estas palabras deben
ser revisadas para asegurarse de que no se
incluyen palabras que pudieran expresar opi-
nio´n. Para obtener la representacio´n conti-
nua de las palabras seleccionadas hacemos
uso de la herramienta word2vec (Mikolov et
al., 2013a). La eleccio´n del modelo que utili-
ce dicha herramienta, que puede haber sido
construido a partir de textos del dominio o
usando un corpus gene´rico, puede tener con-
secuencias en los resultados obtenidos. Am-
bas opciones sera´n estudiadas en la seccio´n 4.
Una vez obtenidos los datos de entrenamien-
to, entrenamos un clasificador multiclase de
tipo Support Vector Machines (SVM).
Tras la fase de entrenamiento, y para ca-
da una de las palabras contenidas en los tex-
tos no anotados, obtenemos representaciones
continuas de las mismas usando word2vec con
el mismo modelo utilizado en la fase de entre-
namiento. Los vectores obtenidos son pasados
por el clasificador, que decidira´ si se trata de
una palabra neutra, positiva o negativa. Si
la palabra es clasificada como neutra, logica-
mente es descartada. Pero incluso si la pa-
labra es clasificada como positiva o negativa,
puede no ser seleccionada para ser incluida en
el lexico´n ampliado, si la probabilidad de per-
tenencia a la clase devuelta por el clasificador
no supera un umbral mı´nimo fijado manual-
mente. Pretendemos de esta forma aumentar
la precisio´n del me´todo, a costa de una me-
trabajo, sino que fueron obtenidos en el contexto del
proyecto AORESCU (P11-TIC-7684 MO).
nor cobertura. Llevamos a cabo un estudio de
este valor umbral en la seccio´n 4.4.
4 Experimentacio´n
En esta seccio´n mostramos los distintos ex-
perimentos llevados a cabo para evaluar dis-
tintas variaciones de nuestro me´todo. Trata-
remos de decidir si es ma´s apropiado el uso
de modelos de representacio´n de las palabras
entrenados sobre textos del dominio o mode-
los gene´ricos. Tambie´n buscaremos el valor de
probabilidad umbral ma´s apropiado, y obten-
dremos una estimacio´n final de la precisio´n de
nuestro me´todo.
4.1 Recursos utilizados
Hemos realizado los experimentos para el
idioma espan˜ol, en tres dominios distintos:
alojamientos (principalmente, opiniones so-
bre hoteles), gastronomı´a (principalmente,
opiniones sobre restaurantes) y actividades
culturales (opiniones sobre museos, monu-
mentos, conciertos, teatro, etc.). Los docu-
mentos de los que partimos para cada uno de
estos dominios fueron extra´ıdos de TripAdvi-
sor2. En la Tabla 1 se muestran el nu´mero de






Tabla 1: Datos de los corpus utilizados.
En la Tabla 2 se muestran el nu´mero de
te´rminos que conforman cada uno de los lexi-
cones de partida. Tambie´n se indica el nu´me-
ro de te´rminos cuya probabilidad de opinio´n
es igual a 1, es decir, aquellos que sera´n uti-
lizados para el entrenamiento de los clasifica-
dores. El resto de te´rminos de los lexicones,
para los que conocemos la polaridad y que no
son usados en el entrenamiento, sera´n utiliza-
dos para evaluar el me´todo.
Dominio Total Entren. Eval.
Alojamiento 1.066 483 447
Gastronomı´a 1.852 885 462
Cultura 2.310 900 470
Tabla 2: Nu´mero de te´rminos en los lexicones
iniciales.
Para obtener las palabras neutras necesa-
rias para el entrenamiento y la evaluacio´n,
2www.tripadvisor.com
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se extrajeron 500 palabras aleatoriamente de
entre los tres corpus de documentos. Una vez
filtradas las palabras con posibles usos de opi-
nio´n quedaron 448, de las cuales 200 palabras
fueron usadas para entrenamiento y 248 para
evaluacio´n.
Finalmente, para la representacio´n conti-
nua de las palabras, se construyo´ un modelo
para cada dominio a partir de los textos dis-
ponibles. Tambie´n se dispone del modelo Spa-
nish Billion Words Corpus and Embeddings
(Cardellino, 2016). Se trata de un modelo en-
trenado con textos de diversa procedencia, y
que podemos considerar por tanto gene´rico3,
frente a los modelos espec´ıficos del dominio
anteriores.
4.2 Modelos de representacio´n
continua de palabras
Antes de proceder al entrenamiento de los
clasificadores tomando como entrada las re-
presentaciones continuas de las palabras can-
didatas, llevamos a cabo una representacio´n
bidimensional de dichas representaciones. En
la Figura 1 se muestra una proyeccio´n bidi-
mensional de los vectores obtenidos median-
te la herramienta word2vec para las palabras
positivas, negativas y neutras del dominio
alojamiento. Se empleo´ el modelo entrenado
a partir de los textos del dominio. Parece ob-
servarse que existe una correlacio´n entre la
posicio´n espacial de dichos vectores y la po-
laridad sema´ntica de las palabras representa-
das, lo que refuerza nuestra idea de partida.
4.3 Entrenamiento Clasificadores
Para la obtencio´n de los clasificadores se uti-
lizo´ la herramienta scikit-learn (Pedregosa et
al., 2011). El tipo de clasificador empleado
fue C-Support Vector Classification, entrena-
do con para´metro de penalizacio´n C = 100 y
un criterio de parada de 0, 01. Se entrenaron
por un lado clasificadores usando los modelos
de representacio´n de palabras espec´ıficos del
dominio y por otro el modelo gene´rico.
En las tablas 3 y 4 se muestran los resulta-
dos obtenidos al evaluar los clasificadores. En
general, se observan mejores resultados utili-
zando los modelos de representacio´n de pala-
bras entrenados con los textos del dominio,
frente al modelo gene´rico, aunque esta dife-
rencia es menos pronunciada en el dominio
de cultura. Esto puede ser debido al menor
3Lo llamaremos modelo gene´rico en el resto del
trabajo.
Figura 1: Proyeccio´n bidimensional de los
vectores representantes de las palabras po-
sitivas, negativas y neutras para el dominio
alojamiento.
Dominio clase p r F1
Alojamiento
-1 0,794 0,761 0,777
0 0,68 0,923 0,783
1 0,955 0,675 0,791
Gastronomı´a
-1 0,738 0,842 0,786
0 0,803 0,823 0,813
1 0,874 0,779 0,824
Cultura
-1 0,677 0,625 0,650
0 0,741 0,762 0,752
1 0,785 0,801 0,793
Tabla 3: Evaluacio´n de los clasificadores ter-
narios (modelos espec´ıficos del dominio).
taman˜o del corpus de documentos de dicho
dominio. En cualquier caso, nuestro objetivo
prioritario es garantizar una alta precisio´n,
por lo que continuamos considerando ambos
modelos en la experimentacio´n restante.
4.4 Estimacio´n del umbral
Dado que estamos interesados en primar la
precisio´n frente a la cobertura, planteamos un
Dominio clase p r F1
Alojamiento
-1 0,795 0,743 0,768
0 0,644 0,919 0,568
1 0,86 0,568 0,684
Gastronomı´a
-1 0,597 0,644 0,62
0 0,641 0,762 0,696
1 0,772 0,607 0,68
Cultura
-1 0,723 0,685 0,703
0 0,636 0,790 0,705
1 0,8 0,665 0,726
Tabla 4: Evaluacio´n de los clasificadores ter-
narios (modelos gene´ricos).
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me´todo de seleccio´n de los candidatos ma´s es-
tricto: establecemos un valor umbral de pro-
babilidad, de manera que so´lo las palabras
clasificadas como positivas o negativas con
una probabilidad mayor o igual al umbral
sera´n seleccionadas.
Figura 2: Precisio´n (p) y cobertura (r) del
me´todo para el dominio alojamiento en fun-
cio´n del valor umbral de probabilidad.
En la Figura 2 se muestra co´mo var´ıan la
precisio´n y la cobertura del clasificador basa-
do en el modelo de palabras del dominio alo-
jamiento, para todo el rango de valores del
umbral mı´nimo de probabilidades. Nos fija-
mos u´nicamente en las clases positiva y nega-
tiva, correspondientes a las palabras seleccio-
nadas por el me´todo para ser incluidas en el
lexico´n. Seleccionaremos un valor de umbral
mı´nimo buscando en esta gra´fica el punto de
la curva donde la cobertura esta´ ma´s pro´xima
a 0.5 (valor que asegura que entorno a la mi-
tad de las palabras de opinio´n presentes en el
corpus sera´n seleccionadas para ser introdu-
cidas en el lexico´n ampliado). Aplicando este
procedimiento a los distintos clasificadores y
dominios, se obtienen los valores de precisio´n
y de umbral que se muestran en las tablas 5 y
6. En los dominios alojamiento y gastronomı´a
los mejores valores de precisio´n se obtienen
usando el modelo de representacio´n de pala-
bras del dominio, mientras que en el dominio
cultura se obtiene usando el modelo gene´ri-
co. Este comportamiento es coherente con lo
observado al evaluar los clasificadores en la
seccio´n anterior, y puede ser achacado al me-
nor taman˜o del corpus del dominio cultura.
4.5 Me´todo combinado
De los resultados anteriores se puede concluir
que la decisio´n de usar un modelo de repre-





Tabla 5: Umbrales de probabilidad y preci-
sio´n media de las clases positiva y negativa





Tabla 6: Umbrales de probabilidad y preci-
sio´n media de las clases positiva y negativa
(modelos gene´ricos).
o uno gene´rico puede influir sensiblemente a
los resultados obtenidos. En lugar de estable-
cer un mecanismo para tomar dicha decisio´n,
proponemos un me´todo de combinacio´n de
ambas opciones, basa´ndonos de nuevo en la
idea de primar la precisio´n del proceso: u´nica-
mente incluiremos en los lexicones ampliados
aquellas palabras que sean igualmente clasi-
ficadas como positivas o negativas por ambos
clasificadores (el basado en el modelo de re-
presentacio´n de palabras del dominio y el ba-
sado en el modelo gene´rico), y siempre que
la probabilidad de pertenencia a la clase en
ambos casos sea mayor al umbral establecido.
Aplicando este me´todo y repitiendo el proce-
so de seleccio´n del umbral mı´nimo, obtene-





Tabla 7: Umbrales de probabilidad y preci-
sio´n media de las clases positiva y negativa
(me´todo combinado).
En los dominios alojamiento y gastro-
nomı´a se obtienen ahora precisiones similares
a los mejores casos anteriores, sin necesidad
de decidirnos por el uso del modelo de re-
presentacio´n de palabras espec´ıfico del domi-
nio o por el modelo gene´rico. En el dominio
cultura obtenemos adema´s una mejora de los
resultados anteriores de dos puntos porcen-
tuales. Concluimos por tanto que el me´todo
combinado es el ma´s apropiado para la tarea
abordada.
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5 Conclusiones
En este trabajo hemos expuesto un me´todo
de ampliacio´n de lexicones de opinio´n, que a
partir de un conjunto de documentos sin ano-
tar extrae nuevos te´rminos a incluir en el le-
xico´n, y estima la polaridad de dichos te´rmi-
nos. El me´todo esta´ disen˜ado para asegurar
una alta precisio´n, de manera que podamos
estar seguros de que la inmensa mayor´ıa de
los te´rminos an˜adidos y sus polaridades son
correctos. Los resultados obtenidos indican
que nuestro me´todo es capaz de ampliar los
lexicones iniciales capturando la mitad del
total de las palabras de opinio´n contenidas
en los textos de partida, y con una muy al-
ta precisio´n: en torno al 94 % de las palabras
seleccionadas son efectivamente palabras de
opinio´n y su polaridad, positiva o negativa,
esta´ correctamente asignada. Queda pendien-
te en nuestro trabajo la evaluacio´n extr´ınse-
ca del me´todo, mediante la utilizacio´n de los
lexicones ampliados para la resolucio´n de ta-
reas espec´ıficas (por ejemplo, la clasificacio´n
de la polaridad de documentos de opinio´n)
para medir que´ mejoras se obtienen frente al
uso de los lexicones iniciales. Tampoco he-
mos abordado la seleccio´n de multipalabras,
lo cual precisar´ıa de un preprocesado de los
textos de partida que detectara las colocacio-
nes ma´s frecuentes en el dominio. Una vez re-
presentadas como un u´nico token, el me´todo
propuesto en este trabajo podr´ıa ser aplicado
sin variaciones.
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