Abstract. Several questions in CR geometry lead naturally to the study of bihomogeneous polynomials r(z,z) on C n ×C n for which r(z,z) z 2d = h(z) 2 for some natural number d and a holomorphic polynomial mapping h = (h 1 , . . . , h K ) from C n to C K . When r has this property for some d, one seeks relationships between d, K, and the signature and rank of the coefficient matrix of r. In this paper, we reformulate this basic question as a question about the growth of the Hilbert function of a homogeneous ideal in C[z 1 , . . . , zn] and apply a well-known result of Macaulay to estimate some natural quantities.
Introduction
This paper is part of a continuing effort to explore the use of commutative algebra in the study of mapping problems in CR geometry. Suppose r(z,z) is a bihomogeneous polynomial of bidegree (m, m) on C n × C n . It is a well-known result of Quillen [12] , proved independently by Catlin and D'Angelo [1] , that if r is positive on the unit sphere S 2n−1 , then there exists a natural number d such that
for holomorphic polynomials h k : C n → C. See [2] for an interpretation of this result in terms of holomorphic line bundles. Recent investigations ( [6] , [13] ) have sought results linking the minimum d for which r(z,z) z 2d is a squared norm to properties of r. This minimum d must depend on the size of r on the sphere and not just on the dimension n and the bidegree (m, m), as the example
shows; in this example, the minimum d tends to infinity as ε tends to 0. Our approach is algebraic; given an r and d for which (1) holds, we give estimates on the signature of r in terms of the dimension, the degree, and d. As in [10] , we obtain as a corollary of our main theorem a lower bound on
in terms of only the signature of r. Questions about the relationships among these quantities arise naturally in CR geometry.
We reformulate our basic question as a question about the growth of the Hilbert function of a homogeneous ideal in the polynomial ring C[z 1 , . . . , z n ], and we use a well-known estimate of Macaulay (Theorem 1 below). Ours is not the first paper to apply such results from commutative algebra to questions in CR geometry; Grundmeier, Lebl, and Vivas use a similar set of ideas in [9] to prove a rigidity theorem for CR mappings of hyperquadrics. Our goal is not primarily to obtain specific inequalities but rather to illustrate how a set of ideas from this area of algebra can be brought to bear on questions arising in CR geometry.
We would like to thank John D'Angelo for encouraging us to pursue an algebraic reformulation of such questions and for many helpful conversations.
Definitions and a key lemma
Let r be a real-valued bihomogeneous polynomial of bidegree (m, m) on C n × C n ; thus
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for some Hermitian matrix (c αβ ). Each such polynomial has a holomorphic decomposition
where the f j , g k , are holomorphic homogeneous polynomials of degree m and the set { f j , g k : 1 ≤ j ≤ P, 1 ≤ k ≤ N } is linearly independent. This decomposition is obtained by diagonalizing the coefficient matrix (c αβ ). Thus, although the polynomials appearing in the holomorphic decomposition of a given r are not uniquely determined, the signature pair (P, N ) and the rank R = P + N are. Observe that r has signature pair (P, 0) if and only if it is itself a squared norm. The idea of studying real polynomials on C n through Hermitian linear algebra has been used extensively by D'Angelo; see Chapter VI in [4] and [3] . Our results concern the dimensions of various vector spaces naturally associated with r. Let P k be the space of homogeneous polynomials of degree k in z 1 , . . . , z n . Let
, which is the dimension of this space. For any mapping h = (h 1 , . . . , h K ) : C n → C K with components in P k , let V h be the subspace of P k spanned by the components of h. If g : C n → C L is a second mapping, then the mappings h ⊕ g and
We can think of z as the mapping whose components are the coordinate functions z 1 , . . . , z n ; Thus z ⊗d is the tensor product of this mapping with itself d times.
The following lemma, which appears in a more general form in [5] , is used heavily.
Proof. Note that
Let L be a natural number such that the rank of F and the rank of G ⊕ h are at most L. By adding identically zero components as needed, we obtain two mappings F ⊕ 0 and G ⊕ h ⊕ 0 from C n to C L with the same squared norm. Thus there exists a unitary transformation
. It follows that the components of the mapping G are in the linear span of the components of the mapping F .
To this point, for a mapping h whose components are homogeneous of degree m, we have viewed V h as a vector subspace of P m . We change our perspective somewhat; we think of S = C[z 1 , . . . , z n ] as a graded ring, graded by degree. We think of V h as the homogeneous ideal generated by the components of h. V h is a graded S-module, with its degree k component denoted by
We will make use of Macaulay's estimate on the growth of a homogeneous ideal. Macaulay's result gives an upper bound for the Hilbert function for S/V h and hence a lower bound for the Hilbert function for V h . 
See [8] and [7] for a more extensive discussion of these ideas, including proofs of the uniqueness of the m-th Macaulay representation of a positive integer and of the elementary properties of the function c → c <m> . We need only two such properties: Lemma 2. Let b, c and m be positive integers.
Theorem 1 (Macaulay's estimate on the growth of an ideal [11] ). Let I be an ideal in S = C[z 1 , . . . , z n ] whose generators are homogeneous polynomials (not necessarily all of the same degree). Then
Elementary linear algebra shows that
The main theorem and its corollaries
In this section, we establish our main result concerning signatures of real polynomials on C n . See [10] for a discussion of connections of this problem to CR geometry and for constructions of families of polynomials illustrating the extent to which some such inequalities are sharp. Additional comments on the sharpness of these inequalities appear at the end of the section.
Theorem 2. Let r be bihomogeneous of bidegree (m, m) with signature (P, N ) and rank R. Suppose r(z,z) z 2d is a squared norm. Then
Proof. We obtain upper and lower bounds for
by Proposition 1, the components of V f and V f ⊕g in degree m + d are the same. Since (V f ) m has as a basis the P generators f j of the ideal V f , (V f ) m+d is spanned by the polynomials z α f j for |α| = d. We thus have the upper bound
We use Theorem 1 to obtain an upper bound on H S/V f ⊕g (m+d). To simplify notation, we drop the subscript on H when discussing the Hilbert function for 
Applying the result again and using Lemma 2 gives
Since the expression in parentheses is already in the form of the (m + 1)st Macaulay representation of an integer, the full expression on the right can be easily evaluated and we obtain:
Iterating gives
, the result follows.
We give two corollaries. In both cases, a simple direct proof also exists that does not require Macaulay's estimate. We sketch both arguments for Corollary 2. Furthermore, since we always use the upper bound
when f has P components, we need only describe how we obtain the lower bounds. . Sum over k. By Theorem 2,
By statement (ii) in Lemma 2 and the above expression for D m ,
which is equivalent to
Remark 1. The inequality in Corollary 1 immediately implies
. The latter appears with a different proof in Theorem 1.1(i) in [10] .
Corollary 2. Let r be bihomogeneous of bidegree (m, m) with r(z,z) z 2d a squared norm and R = D m (which is the largest rank possible for this m and n). Then
Remark 2. Suppose n = 2. Then (18) gives P/R ≥ (m + d + 1)/(d + 1)(m + 1). See [10] for an example of a polynomial in two variables for which this ratio is achieved.
Proof. To obtain a proof using Theorem 2, we need only observe that D m − R = 0 and so the numerator of (9) reduces to D m+d .
Next we give a direct proof for the lower bound on
If the rank of r is D m = dim P m , then in fact the components of f ⊕ g span P m . Thus the components of F ⊕ G span P m+d , i.e.,
We examine our method of proof more closely: We obtain the upper bound
We thus have equality if and only if these functions are linearly independent. On the other hand, we obtain our lower bound for H V f ⊕g (m + d) using Macaulay's theorem. It is considerably more difficult to say when equality holds here. (See Green [8] for a more detailed discussion.) We make a definition: Definition 2. Let I be a monomial ideal. I is a lex segment ideal in degree s if I s is spanned by the first dim(I s ) monomials of degree s in lexicographic order.
When the R generators of a monomial ideal I are all of the same degree m, I is a lex segment ideal in all degrees if and only if the generators are the first R monomials of degree m in lexicographic order. The following results are known.
Proposition 1 (Macaulay).
If I is a lex segment ideal in degree s and has no generators in degree s + 1,
Theorem 3 (Gotzmann's Persistence Theorem). Let I be a homogeneous ideal generated in degree ≤ s. If
With lexicographic order on the monomials and for a homogeneous ideal I, let in(I) be its initial ideal. This is a monomial ideal. Then I and in(I) have the same Hilbert function in all degrees. We immediately obtain the following proposition describing a hypothesis under which we obtain an equality upon application of Macaulay's theorem. Proposition 2. Let r = f 2 − g 2 be as in Theorem 2. Suppose in(V f ⊕g ) is a lex segment ideal. Then
We now consider whether Corollaries 1 and 2 are sharp for all n, d, and m. In Corollary 2, H V f ⊕g (m+d) = D m+d , i.e., we have an equality rather than merely a lower bound. Thus we ask whether we can have equality in the upper bound
In the monomial case the question is whether there are D m+d /D d monomials x β such that the D m+d monomials x α+β for |α| = d are distinct. When n = 2, such a collection of monomials sometimes exists. Indeed, take d a natural number and consider m = k(d + 1) for some natural number k. Then the k + 1 monomials x m−j(d+1) y j(d+1) , 0 ≤ j ≤ k have this property. On the other hand, for n > 2, even when d = 1, it is not possible to find such a collection of monomials.
Next we consider Corollary 1, which implies
In [10] , it is shown that this inequality is essentially sharp for d = 1 for all n. This is not inconsistent with the above discussion; the family of polynomials constructed there has several interesting properties.
(1) V f ⊕g is a monomial ideal and includes all monomials of degree m in n variables. Thus H V f ⊕g (m+d) = D m+d . (2) Consider the set B of all components x β of f for which β j ≥ 1 for all 1 ≤ j ≤ n. The monomials
Thus although there are components of f giving rise to the same monomial of degree m + 1, the proportion of such components of f goes to zero as m increases.
Polynomials with small rank
Theorem 2 and its corollaries give lower bounds on P/R, and hence upper bounds on N/P . In a sense, these results say which signatures are possible if r(z,z) z 2d is a squared norm and r has large rank; in [10] , those polynomials for which P/R is close to 1/D d have large degree and rank. By contrast, our next two propositions explore the situation in which r(z,z) z 2d is a squared norm but the rank of r and the ratio N/P are small. Proposition 3. If r is the squared norm of a holomorphic homogeneous polynomial mapping, then either the rank ρ of r(z,z) z 2d satisfies
for some P ∈ N with P < n, or ρ ≥ n(n + 1)/2.
Remark 3. In other words, for a fixed dimension n, if r is a squared norm, not all ranks of r(z,z) z 2d are possible; the smallest possible (non-zero) rank is n, and the next smallest are 2n − 1 and 2n. For example, when n = 3, ranks 1, 2, and 4 are not possible.
Proof. If r is a squared norm, so isr(z,z) = r(z,z) z
. Thus by replacing r byr if necessary, it suffices to prove the result for d = 1.
Suppose r is the squared norm of the homogeneous holomorphic mapping f = (f 1 , . . . , f P ) so that
We use Macaulay's estimate to obtain a lower bound. Suppose first that P < n. Then
We obtain the lower bound
Thus for P < n,
Next suppose P ≥ n. Then
and
Finally, we consider r of signature (P, 1). In [10] , the authors prove that if, in the holomorphic decomposition of such an r, the components of f and g are monomials, then P ≥ n. Furthermore, it is clear that signature pair (n, 1) is possible.
We consider this question in the general situation in which the components of f and g are arbitrary homogeneous polynomials of degree m. We use Macaulay's estimate to show that certain values for (V f ) k and (V f ⊕g ) k are not possible if these spaces are known to agree for k ≥ m + 1.
Proposition 4. Let r be bihomogeneous of bidegree (m, m) with r(z,z) z 2 a squared norm. If N = 1, then
Proof. Since H V f (m) = P and H V f ⊕g (m) = P + 1, H S/V f ⊕g (m) = D m − (P + 1). We know that it is possible to take P = n. Thus our concern in this proposition is whether the Macaulay estimates themselves rule out the possibility of smaller P . Thus we consider P < n and compare upper and lower bounds for H S/V f ⊕g (m + 1). We expect to see that if P is too small, the lower bound given by the Macaulay estimates will be larger than our known upper bound.
To begin, we need the m-th Macaulay representation of D m − (P + 1), where P < n. We begin as in the previous proposition, writing
We consider two cases. First, suppose P = n − 1. Then
= D m+1 − (P + 1)(P + 2) 2 .
For the second case, suppose P < n − 1. We obtain (25) = m k=2 k + n − 1 k + 1 + n − P 2 = D m+1 − n + nP − P 2 + P 2
Since for P = n − 1 n + nP − P 2 + P 2 = (P + 1)(P + 2) 2 , for any P < n we obtain the lower bound (26) H S/V f ⊕g (m + 1) = n + nP − P 2 + P 2 .
As always, we trivially have the upper bound H V f ⊕g (m + 1) ≤ nP.
Thus necessarily (27) n + nP − P (P + 1) 2 ≤ nP.
Thus we require 2n ≤ P 2 + P.
The two propositions of this section illustrate what information about bihomogeneous polynomials can be gained through the use of this algebraic tool; rather than establishing the existence of bihomogeneous polynomials with certain algebraic properties, Macaulay's estimate allows us to show that certain scenarios are impossible because of necessary relationships between the dimensions of various vector spaces naturally associated with a polynomial.
