One of the most frequently studied problems in the context of information dissemination in communication networks is the broadcasting problem. We propose here several time efficient, centralized as well as fully distributed procedures for the broadcasting problem in random radio networks. In particular, we show how to perform a centralized broadcast in a random graph G p = (V , E) of size n = |V | and expected average degree d = pn in time O(ln n/ ln d + ln d). Later we present a randomized distributed broadcasting algorithm with the running time O(ln n). In both cases we show that the presented algorithms are asymptotically optimal by deriving lower bounds on the complexity of radio broadcasting in random graphs. In these proofs we determine some structural properties of random graphs and develop new techniques which might be useful for further research in this field. We should note here that the results of this paper hold with probability 1 − o(1/n).
Introduction
One of the most studied problems in the context of information dissemination in communication networks is the broadcasting problem. In the broadcasting problem, we want to distribute a particular message from a distinguished source node to all other nodes in the network. In the view of recent tech-nological developments in wireless/mobile communication the abstract model of packet radio networks became very popular and received a lot of attention in the algorithms community [2, 6, 10, 23] . Most of the work done so far is devoted to radio networks with an arbitrary (in fact worst case) topology. Our main intention is to initiate discussion on radio communication in random networks. Similar study concerning randomized single-port broadcasting in random graphs can be found in e.g. [16, 17] .
One of the primary goals in the design of efficient communication procedures is to minimize the time required to complete a communication task. We propose here several time efficient, asymptotically optimal, centralized as well as fully distributed procedures for the broadcasting problem in random radio networks.
Basic model and motivation
A radio network is modelled by an undirected connected graph G = (V , E), where V represents the set of nodes of the network, and E contains unordered pairs of distinct nodes, s.t., (v, w) ∈ V × V iff node v can directly send a message to node w and vice-versa.
The total number of the neighbors of a node w forms its degree, and the maximum degree of a node is called the max-degree of the network. The size of the network is the number of nodes n = |V |. The set of neighbors of a node v, i.e., the set of nodes directly reachable from v is the range of v. One of the radio network properties is that a message transmitted by a node is always sent to all nodes within its range.
The communication in the network is synchronous and consists of a sequence of (communication) steps. During one step, each node v either transmits or listens. If v transmits, then the transmitted message reaches each of its neighbors by the end of this step. However, a node w in the range of v successfully receives this message iff in this step w is listening and v is the only transmitting node which has w in its range. If node w is in the range of a transmitting node but is not listening, or is in the range of more than one transmitting node, then a collision occurs and w does not retrieve any message in this step. In fact, coping with collisions is one of the main challenges in efficient radio communication in worst-case graphs. A commonly used tool to handle this problem is the concept of selective families of sets [6, 8, 10, 20] .
The (communication) time of an algorithm is the number of communication steps required to complete the algorithm. That is, we do not account for any internal computation within individual nodes.
The algorithms we present in this paper are for random radio networks, i.e., the topology of the underlying graph of connections is modelled by random graphs. The theory of random graphs was founded by Erdős and Rényi [14, 15] . They considered the properties of the elements in a probability space consisting of graphs of a particular type. The simplest such probability space consists of all graphs with n vertices and m edges, and each such graph G m is assigned the same probability. For an excellent survey on properties of Erdős-Rényi graphs see e.g. [1] .
Another random graph model has been introduced by Gilbert [19] , in which a graph G p is constructed by letting two pairs of vertices be connected independently and with probability p. In this paper we mainly concentrate on this random graph model, however our results also hold for the Erdős-Rényi graphs.
Related work
The broadcasting problem has attracted a great deal of attention in the context of radio networks with an arbitrary topology. For networks with linearly bounded labels, the trivial O(n 2 ) upper bound on deterministic broadcasting was first improved by Chlebus et al. [7] to O(n 11/6 ). The subsequent improvements included anÕ(n 5/3 ) time algorithm proposed by De Marco and Pelc [23] , an O(n 3/2 ) time algorithm proposed by Chlebus et al. [6] , and an O(n log 2 n) time algorithm developed by Chrobak, Gąsieniec and Rytter [8] . Clementi et al. [10] presented a deterministic broadcasting algorithm for ad hoc radio networks which works in timeÕ(D ), where D is the diameter of the network (the number of edges on the longest shortest path) and is the maximum in-degree of a node. The O(n log 2 n) and O(D ) algorithms, presented, respectively, in [8] and [10] , can be easily adapted to work within the same asymptotic times for polynomially bounded node labels. Brusci and Del Pinto [2] showed that for any deterministic broadcasting algorithm A in ad hoc radio networks, there are networks on which A requires (n log n) time. We also mention some results for communication in the model where the network topology is known to all nodes in advance. The algorithms designed in this model are called centralized. Gaber and Mansour [18] proposed a centralized broadcasting procedure completing the task in time O(D + log 5 n). This bound was recently improved by Elkin and Kortsarz to O(D + log 4 n) in general graphs and to O(D + log 3 n) in planar graphs, see [12] . Very recently Gąsieniec et al. proposed an alternative solution with times O(D + log 3 n) and O(D), respectively [21] . Please note that the computation of an optimal (radio) broadcast schedule for an arbitrary network is NP-hard, even if the underlying graph of connections is embedded into a plane [5, 24] . In a related work, Diks et al. [11] proposed efficient radio broadcasting algorithms for (various) particular types of network topologies.
Concerning results on the field of broadcasting in a random graph G p with n vertices, Frieze and Molloy [17] showed that in the single-port broadcasting model a lower bound of (log n/n) is required on the edge density in order to deterministically broadcast information in log 2 n steps (with high probability). This result has been improved by Chen [3] . In this model, we place in a graph G = (V , E) at some time t an information on one of the nodes, and starting with this round, each informed player that already received the information is allowed to forward it to a communication partner over one single incident edge.
A randomized version of the single-port broadcasting model has been analyzed under the name of rumor-spreading. There, one of n nodes knows some rumor and any 'knower' informs in each round another randomly chosen neighbor. The goal is to determine the number of rounds required for informing all nodes in the system. Feige et al. [16] have shown that within O(log n) steps every node of a random graph is informed, when the edge density in the graph exceeds a certain threshold. They also determined the runtime of this simple randomized algorithm for different graph classes such as bounded degree graphs and hypercubes. In [13] , the results of Feige et al. have been extended to the so-called agent-based model by showing that broadcasting in this model can also be performed within O(max{log n, D}) rounds in random graphs and bounded degree graphs, where D represents the diameter of the graph.
Our results
We propose here several time efficient, centralized as well as fully distributed procedures for the broadcasting problem in random radio networks. In particular, we show how to perform a deterministic centralized broadcast in a random graph G p = (V , E) of size n = |V | and expected average degree
Later we present a randomized fully distributed broadcasting algorithm with the running time O(ln n). In both cases we prove that the presented algorithms are asymptotically optimal.
The rest of the paper is organized in three sections. In Section 2 we derive some graph theoretical results which we need for our analysis. In Section 3 we state the main theorems of the paper. The last section contains our conclusions and points to some open problems.
Models and auxiliary combinatorial tools
In this section, we state several combinatorial results which we need in the sequel of the paper. As described in the introduction, we mainly consider the random graph model defined as follows: Given n and p, generate graph G p with n vertices by letting each pair be an edge with probability p, independently [1] . Here, we assume that p ln n n , where is a constant such that the graph is connected with high probability, 2 and the constants > 0 and exist so that, with high probability, pn d min d max pn, where d min and d max represent the minimal and maximal vertex degrees in G p , respectively (cf. [1] ).
In Section 3 we will construct simple but asymptotically optimal algorithms for the radio broadcasting problem in random graphs. In order to analyze their performance we need some auxiliary graph theoretical results. First consider the following definitions:
Similarly, a set X ∈ V 1 is a minimal covering of some other subset Y ⊆ V 2 if for any y ∈ Y a node x ∈ X exists such that (x, y) ∈ E and there is no proper subset X of X with this property. A (not necessarily minimal) covering X ⊆ V 1 is an independent covering of some set Y ⊆ V 2 if for any y ∈ Y there exists exactly one node x ∈ X with (x, y) ∈ E.
Using these definitions, we can easily show the following proposition:
be a bipartite graph and assume that a minimal covering set X ⊆ V 1 of some subset Y ⊆ V 2 exists. Then, there exists an independent matching F of size |X|.
In order to prove this proposition, it suffices to apply the observation that if every neighbor y ∈ Y of a node x ∈ X has another neighbor in X, then X\{x} also covers Y , and X is not a minimal covering set of Y . Therefore, in every minimal covering X, each x ∈ X has a neighbor y ∈ Y which does not have any other neighbors in X. Now in the next lemma we consider some special topological properties of random graphs. Particularly, we show that the subgraph of G p induced by the nodes being at distance D − (1) from a node u ∈ V , where D is the diameter of the graph, has, apart from a few additional edges, the structure of a tree. √ n/n. In all other cases it holds that D = O(1) and the theorem is trivially fulfilled [1] .
Let u be an arbitrary vertex in G p . Recall that any vertex has degree (pn). Therefore, T 1 (u) contains (pn) vertices. Since any node v ∈ V is connected to u with the same probability p, any node of V belongs with the same probability to the set T 1 (u). Two arbitrary nodes v 1 , v 2 ∈ T 1 (u) are connected, again, with probability p. Now, there are O(|T 1 (u)| 2 ) pairs of nodes in T 1 (u), and each of these pairs contains an edge with probability p, independently. Hence, there are at least c edges in T 1 (u), where c > 4 is a constant, with probability
Therefore, a constant c exists such that, with probability 1 − o(1/n 3 ), there are at most c inner edges in the set T 1 (u). Similarly, since any node v ∈ T 1 (u) is connected to some node w ∈ V \({u} ∪ T 1 (u)) with the same probability p, there exists a constant c such that, with probability 1 − o(1/n 3 ), at most c nodes of the graph have more than one neighbor in T 1 (u) .
In what follows we concentrate on the size of the sets T i (u) . 
where X k represents the random variable describing the number of edges between a corresponding node v k ∈ T j (u), 3 < j < i, and the set
. This implies that a constant > 1 exists such that for any i the set T i (u) contains less than d i (1 + o(1)) elements, with probability 1 − o(1/n 3 ), where is the constant defined at the beginning of this section. Now we are ready to determine the number of edges between the nodes within one level, and between two consecutive levels. Clearly, every node in V \{u} belongs to T i (u) for some i with the same probability.
pairs of vertices, each of them sharing an edge with probability p. Using Eq. (1) by letting the random variables X i represent the occurrence of an edge between two vertices (each X i is associated with a pair of vertices), and be (1), we obtain that with probability (u) . Similarly, it can be shown that, with probability 1
common neighbor in T i+1 (u) with some other nodes of T i (u).
Now we prove that there are at most a constant number of layers of size (n/d 3 ). We consider two cases. In the first case, let
Then, applying the Chernoff bounds as before we show that, with probability 1
On the other hand, a neighbor w ∈ V \ ∪ i j =0 T j (u) of an arbitrary node v ∈ T i (u) has another neighbor v ∈ T i (u) with probability less than 1 − 1/e 2 . Therefore,
is connected to some node of T i (u) with probability 1 − 1/n (1) , and
with some very high probability 1 − o(1/n 2 ). Applying now the Markov inequality we obtain the lemma.
In the next lemma we describe the topological structure between two arbitrary subsets of certain size. More precisely, we show that if X and Y are two disjoint subsets covering almost all vertices of V , X contains at least a constant fraction of the nodes, and |Y | is asymptotically not larger than |X|, then there is an independent covering of at least a constant fraction of the nodes in Y . Moreover, if X is large enough and Y is small enough, then there is an independent matching of size |Y | between X and Y . Proof. We use a probabilistic approach to show the first statement of the lemma. Let d = pn be the expected average degree in G p . Let S ⊂ X be a set of nodes such that an arbitrary v ∈ X belongs to S with probability 1/d. Now we show that a subset T ⊂ Y with |T | = (Y ) exists so that every node w ∈ T has exactly one neighbor in S.
Since every node v ∈ X belongs to S with the same probability, any node u ∈ V belongs to S with probability |X|/d. A node w ∈ Y has exactly one neighbor in S with some constant probability 1 − q. Similarly, another node w ∈ Y has a single neighbor in S with probability 1 − q, independently. If |Y | c ln n with c being a large but fixed constant, then by applying Eq. (1) so that the random variables X i describe whether the corresponding nodes v i ∈ Y has 0 or more than 2 neighbors in S, and < 1 is a small constant, we conclude that, with probability 1 − o(1/n 2 ), (|Y |) nodes in |Y | have only a single neighbor in S. n ln n/n) (d) = 1/n (ln n) and the first statement of the lemma follows. In order to show the second statement of the lemma, we apply the methods used in the previous paragraph. The same arguments imply that with probability 1 − o(1/n 2 ), each node of Y has more than d/2 neighbors in X, and with probability 1 − o(1/n 2 ) at least one of these neighbors does not have any other neighbor in Y . Hence, there exists an independent matching of size |Y | between X and Y .
The results of Lemmas 3 and 4 are used in the next section to derive asymptotically optimal broadcasting algorithms for random radio networks.
Broadcasting
This section is divided into two parts. In the first part, we consider the case when the broadcasting schedule is computed off-line under the assumption that the whole topology of the network is known in advance. In particular, we present a schedule guaranteeing an asymptotically optimal radio broadcasting in these kind of graphs, w.h.p. In order to show the optimality, we will compute a lower bound on the complexity of radio broadcasting in random graphs, and prove that this lower bound matches the upper bound given by the algorithm.
In the second part, we consider the case when the nodes do not have any topological information about the graph, apart from the parameters n and p. We show that a fully distributed broadcasting can be performed by a randomized algorithm in O(ln n) steps, with high probability, and prove that any broadcasting algorithm needs (ln n) steps under these conditions (w.h.p.).
Centralized broadcasting
In this subsection, we consider random graphs G p = (V , E) with n nodes and p ∈ [ ln n/n, ], where < 1 is a constant. Furthermore, we assume that each node knows everything about the topological properties of the graph, i.e., every node has the adjacency structure of the whole graph. We show that for any u ∈ V there exists an algorithm that broadcasts an information, placed initially at u, to all nodes in the graph within O(ln n/ ln d + ln d) steps (w.h.p.). We also prove that this performance is asymptotically optimal.
In the sequel we describe the algorithm with the desired properties. In a first step, u sends the information to all of its neighbors. In every step i D = ln n/ ln d − 1, all nodes being at distance j i from u are in the receiving mode whenever j mod 2 = imod 2, and all informed nodes being at distance j i from u are in the transmitting mode whenever j mod 2 = imod 2. In step D +1, we choose (n/d) vertices from the layer T D (u) (i.e. the first layer with (n/d) nodes) to transmit. In steps D + 2, . . . , D + c ln d, where c is a suitable constant, we choose a fraction of 1/d of the informed nodes for transmission so that a constant fraction of the uninformed nodes becomes informed in each step. However, in every step D + i we choose a set which is disjoint from the sets used in the previous steps D + j < D + i. In step D + c ln d + 1 we choose a set of nodes which is an independent cover of the uninformed nodes.
In the following D steps (i.e., D + c ln d + 1 + i, i D ), we use some sets of informed nodes which are independent covers of uninformed nodes at distance D + 1 − i from the node u. In the following theorem we show that the sets with the described properties exist and the algorithm informs all nodes in the graph. Proof. Let u ∈ V be the node which hosts the information at the beginning. In the first step, u sends the information to all of its neighbors. As described above, we assume that for D steps a node which is at odd distance from u transmits in even rounds, and the nodes at even distance transmit in odd rounds. (u) , and inform (n) nodes, with high probability, since any node of this level is connected to a node in the next level (which has (n) nodes) with probability p.
Beginning with the (D + 1)st step, only a fraction of 1/d of the informed nodes will transmit the information, for c ln d steps, where we assume that c is a large but fixed constant. Let S 1 , . . . , S k be the set of nodes transmitting during these rounds, where S i ∩ S j = ∅ for any i = j , and let V be the set of nodes consisting of all layers with size (n). Let X = S 1 ∪· · ·∪S k and we know that |X| = ((n ln d)/d) . If the sets S 1 , . . . , S k are chosen uniformly at random (with the properties described above), then a node of the uninformed set at time D + 1 + t is connected to S t with probability p. Hence, the first statement of Lemma 4 implies that in each step during these k = c ln d rounds we inform a constant fraction of the uninformed nodes. After the kth round, we have therefore informed all but O(n/d 2 ) nodes, whenever c is chosen properly. Since all these nodes are connected to some node of V \X with probability p, we apply the second statement of Lemma 4 and conclude that all nodes of the layers with size (n) are informed.
We consider now the uninformed nodes in the layers T i (u), where i = D , . . . , 1. Since any node of T i (u) has (d) neighbors in layer T i+1 (u), whenever is large enough, an uninformed node of T i (u) is connected with probability (d/|T i+1 (u)|) to an arbitrary node of T i+1 (u) . Therefore, the techniques from the proof of Lemma 4 can be applied here, and the theorem follows.
In the following theorem we show that the number of rounds needed by the previous algorithm is asymptotically optimal. If p = n (1/ √ ln n) /n, then the proof is not straightforward. In order to illustrate the idea behind the proof, we first show the theorem for the special case p = 1/2, and then we focus on the general case. If p = 1/2, then after the first transmission at least n/2 · (1 − o(1)) nodes are informed (w.h.p.) . This set consists of arbitrary nodes, connected with any other node of V \(N(u) ∪ {u}) with probability p, where N(u) represents the set of neighbors of u. Now we present a short outline of the proof for the case p = 1/2. We first consider a sequence of O(ln n) arbitrary sets chosen for transmission in O(ln n) consecutive steps. We show that if we pick two nodes, uniformly at random, from each set containing more than two nodes, and replace the original set by the set consisting of these two nodes, then, with very high probability, there will be some nodes in V which have on one hand no edges to the sets containing exactly one node, and, on the other hand, are connected to both nodes picked from the sets containing at least two nodes. This implies that with very high probability there will be at least one uninformed node after using the O(ln n) arbitrary sets for transmission. After computing the number of different O(ln n) sequences of sets containing one or two nodes, we apply the Markov inequality, and obtain the theorem for the case p = 1/2.
Let S 1 , S 2 , …, S k be the sequence of sets chosen for transmission, with k being c ln n where c < 1 is a small constant value. The nodes of the set S i transmit simultaneously in round i. Let k 1 , . . . k be the rounds in which S k i consists of one single node v k i , where i ∈ {1, . . . , } and k. S l 1 , . . . , S l represent the sets containing at least 2 nodes, where = k − . Obviously, it makes no sense to use the same set two times during these k steps. We will show that we can focus our analysis on disjoint sets S 1 , …, S k containing 1 or 2 nodes. Assume that a set S k i ⊂ S l j . Now, these sets can be replaced in our sequence by the sets S k i and S l j \S k i resulting in the same set of uninformed nodes. Therefore, we can assume that there does not exist any S k i being a subset of some S l j .
In order to show that a sequence of k sets fails to inform all the nodes, we choose for any set S l j containing more than one node exactly two nodes v l i , v l i ∈ S l j , uniformly at random from S l j , and assume that only the set of nodes Y , which is uninformed before the transmission performed by S l j and has edges to both, v l i and v l i , remains uninformed after the transmission. Obviously, the set of uninformed nodes after the transmission performed by S l j contains Y . Therefore, in the sequel we assume that S l i contains exactly two nodes, i.e., S l i = {v l i , v l i } for any i.
If there are S l i , S l j , and S l s such that S l i = S l j ∪ S l s , then we can remove S l i from the sequence. If a node v ∈ S l i ∩ S l j for some i = j exists, then we replace these sets in the sequence by S l j \{v} and S l i , and we modify the graph G p slightly by deleting each edge incident to the node of S l j \{v}, and by connecting this node to any other node not adjacent to it in G p . In this modified graph G p , the node in S l j \{v} is connected to any other node with probability 1 − p = 1/2 as well. Clearly, the set of nodes in G p connected to both vertices in both sets (S l i and S l j ) corresponds to the set of nodes in G p being connected to both nodes of S l i and having no edges to the node of S l j \{v}. Therefore, if we can show that there is an uninformed node in G p after using the sets S 1 , . . . , S l j −1 , S l j \{v}, . . . , S k , then the same vertex will also remain uninformed in G p after using the sets S 1 , . . . , S l j , . . . , S k . Consequently, we can assume that the sets S 1 , . . . , S k are pairwise disjoint and each has at most two vertices. Now, define X 1 and X 2 by X 1 = S k 1 ∪ · · · ∪ S k and X 2 = S l 1 ∪ · · · ∪ S l , where + = k. We know that if the two nodes for some S l j are chosen uniformly at random from V , then a node in V \S l j has an edge to both of these nodes with probability 1/4. Similarly, if the node of some S k i is chosen uniformly at random from V , then a node of V \S k i is connected to this node with probability 1/2 > 1/4. Since an edge between two nodes occurs with probability 1/2, independently of the other edges in G p , a node w ∈ V \({u}∪N(u) ∪ X 1 ∪ X 2 ) remains uninformed after the kth round with probability p w (1/4) c ln n . Another node w ∈ V \({u} ∪ N(u) ∪ X 1 ∪ X 2 ) shares an edge with one of the nodes in X 1 ∪ X 2 with probability 1/2 independently of the edges between w and X 1 ∪ X 2 . Therefore, w remains uninformed after the kth round with the same probability p w (1/4) c ln n . Hence, a node in V \(X 1 ∪ X 2 ) exists, which will not be informed after k rounds by some arbitrary sequence of sets S 1 , . . . , S k with probability 
. . , S k with the properties described above. Obviously, the expression above is smaller than n (ln n) . If we compute the expected value for having all nodes informed after at most c ln n steps, and apply the Markov inequality, then we obtain the theorem for the case p = 1/2. Now we turn our attention to arbitrary p ∈ [2 √ ln n /n, ], where is a constant. Lemma 3 implies that for any u ∈ V there exist two consecutive levels T i (u) and T i+1 (u) with (n) nodes such that each node from T i+1 (u) is connected to an arbitrary node of T i (u) with the same probability p. Additionally, (1)) and T i+1 (u) is the last layer (due to the fact that p = 2 ( √ ln n) /n). We choose again the sets S 1 , . . . , S k , where k = c ln d. Certainly, a set S i can only be chosen for transmission if the nodes of S i are informed at time i. However, in order to show the theorem, we relax this condition and prove a stronger result. In this proof, we do not require that only informed nodes are allowed to be chosen for transmission, but we only allow an uninformed node to become informed in some step i if and only if it has exactly one edge to the set of transmitting nodes S i (regardless of the status of the transmitting nodes). Furthermore, we assume that the nodes of the transmitting set S i itself cannot become informed in step i. Then, we will show that even under these conditions there will remain an uninformed node, w.h.p., for any sequence of c ln n sets, where c is a small constant. Clearly, the theorem then follows.
Let S k 1 , . . . , S k be subsets of nodes with at most n/d elements, and let S l 1 , . . . , S l be subsets of nodes with at least n/d + 1 elements. Due to our previous rules, after using S 1 , . . . , S k , the set of uninformed nodes Y k is the same regardless of how the sets S 1 , . . . , S k are ordered. Therefore, let us assume w.l.o.g. that we first use S 1 = S k 1 , . . . , S = S k for transmission, and then we transmit using the sets S +1 = S l 1 , . . . , S k = S l . Let Y i be the set of nodes which are not informed after S 1 , . . . , S i have transmitted. Then, it holds for each i
, where N(S j ) represents the set of neighbors of S j . Thus, we assume that any uninformed node after the ith step has no neighbors in
Thus, we can assume that the sets S 1 , . . . , S are disjoint, and after the th step all neighbors of ∪ j =1 S j are informed. This implies that if some v ∈ S l j ∩ S k i , then N(v) is already informed when the set S l j is ready to transmit.
Therefore, we apply the following algorithm to remove each node of S k i , for any i, from the sets S l j . At the beginning we define the set U 2 = {S +1 , . . . , S k } and U 1 = {S 1 , . . . , S }. As long as U 2 contains some sets S l j such that |S l j \ ∪ X∈U 1 X| n/d, set S l j := S l j \ ∪ X∈U 1 X and move S l j from U 2 to U 1 . If
After the algorithm terminates, let U 1 be the set consisting of {S 1 , . . . , S } and U 2 be defined by {S +1 , . . . , S k }. Then, it holds that S l j ∩S k i = ∅ for any S l j ∈ U 2 and S k i ∈ U 1 .After these transformations we assume that any set S i ∈ U 1 informs all nodes connected to at least one of the nodes of S i , and S j ∈ U 2 informs all nodes which are not connected to at least two nodes of S j . Obviously, the set of nodes remaining uninformed by using these rules is a subset of Y k .
After the sets S 1 , . . . , S have transmitted, an arbitrary node w is still uninformed with probability at least ((1 − o (1))/e) c ln n , since every node of some S i , i
, is connected to w with probability p, independently. A node v ∈ S l j is connected to an uninformed w at time with probability p, independently, as well. Therefore, we only concentrate in the sequel on the sets S +1 , . . . , S k . As in the special case p = 1/2, we choose from each S j ∈ U 2 exactly n/d + 1 nodes, uniformly at random, and only consider the uninformed nodes connected to at least two of these n/d + 1 nodes as uninformed after the usage of S j . However, we cannot apply the same arguments here as in the case p = 1/2, since we are not allowed to assume that all the sets of U 2 are disjoint. Therefore we analyze the dependencies between the nodes of the sets in U 2 .
Let v 1 , v 2 be two nodes occurring in some sets of U 2 and let w be an uninformed node after some step + i. Let {w 1 , . . . , w r } = ∪ i j =1 S +j \{v 1 , v 2 }, and let x l denote the event (w, w l ) ∈ E while x l represents the event (w, w l ) / ∈ E. A configuration A(y 1 , . . . , y r ) is defined by the event y 1 ∧ · · · ∧ y r , where y l ∈ {x l , x l }. A configuration A(y 1 , . . . , y r ) is called valid for some event z 1 ∧ z 2 , where z j ∈ {(w, v j ) ∈ E, (w, v j ) / ∈ E}, if w is uninformed after the ith step when z 1 ∧ z 2 ∧ y 1 ∧ · · · ∧ y r holds. Clearly, if A(y 1 , . . . , y r ) is a valid configuration for (w, v 1 
. . , y r ) is also a valid configuration for (w, v 1 ) ∈ E ∧(w, v 2 ) ∈ E (recall that w is uninformed if and only if w has at least two neighbors in each S +1 , . . . , S +i ). Since (w, v 1 ) ∈ E in G p with probability p, the result above implies that Pr
The first fact implies that if w is an uninformed node before step + i, and a node v 1 ∈ ∪ i j =1 S +j is connected to w, then another node v 2 ∈ ∪ i j =1 S +j is connected to v with probability at least p. The second fact implies that every node of some S +i is connected to an arbitrary uninformed node with probability at least p. Similarly, at each time + i the following, more general properties also hold: , w ) ∈ E, and , r. This property describes the fact that the occurrence of an edge between some node v 1 ∈ ∪ i j =1 S +j and an arbitrary w uninformed after the ith step does not depend from the occurrence of edges between another w uninformed after the ith step and some nodes w l 1 , . . . , w l .
Since properties P1-P3 are fulfilled before any step + i, an uninformed node remains uninformed after the + ith step with probability at least (1 − o(1) )/e 2 . Now we show that any c ln n sequence of transmitting sets, each containing at most n/d + 1 elements with the properties described above, will leave at least one uninformed node with high probability. A node is uninformed after the kth step with probability at least ((1 − o(1) )/e) 2c ln d . If c is small enough, then each node in V is informed after k steps with probability
.
Now we determine the number of different subsets of sizes |S 1 |, . . . , |S k | with the properties described above. Clearly, we cannot assume here that all the subsets of size n/d + 1 are disjoint. However, there can be at most
, applying the Markov inequality we obtain the theorem.
Let us now briefly discuss the case when p = 1 − f (n) with f (n) ∈ [1/n, 1/2]. Using similar techniques as before, it can be shown that broadcasting requires O(ln n/ ln(1/f (n))) steps, w.h.p., to spread an information among all nodes in the network. Similar arguments to that used in the proof of Theorem 6 imply that this broadcasting time is asymptotically optimal.
Randomized distributed broadcasting
In this subsection, we deal with radio broadcasting in an unknown random graph G p , i.e., the nodes do not know anything about the adjacency structure of the graph, apart form the values n and p. We assume here that p log n/n, where can be any constant larger than 1. The randomized algorithm we propose is quite simple. In the first D − 1 = log n/ log d − 1 rounds, every informed node transmits with probability 1. In round D , the informed nodes transmit with probability n/d D . Beginning from round D + 1, every node informed in one of the rounds 1, . . . , D transmits in round D + i with probability 1/d. In the sequel, the first D − 1 rounds are called "non-selective", the round D is called "n/d Dselective", and all other rounds are "1/d-selective". We show that this algorithm informs every node in a radio network represented by a random graph within O(ln n) rounds (w.h.p.). Now we focus on the layers of size (n/d) and first we only concentrate on the uninformed nodes belonging to these levels. As described above, we perform (ln n) "1/d-selective" rounds. First we show that the nodes used in more than one 1/d-selective round can only be connected to at most a small fraction of the uninformed nodes.
To show this, let H with |H | n/2 be an arbitrary set of V . Now, an edge incident to an arbitrary node of V \H has its other end in H with probability |H |/n. Therefore, an arbitrary node in V \H has more than i|H |d/n neighbors in H with probability at most
where we assume that i > 1 and i|H |d/n 1. To obtain this inequality, we used the known bounds on the tail of binomial distributions. We use now Eq. (1) by defining X j to be the random variable which is 1 if the corresponding node v j ∈ V \H has more than i|H |d/n neighbors in H and 0 otherwise, and by setting 1 + = c i i|H |d/n /(i log d), where c is a small constant. Since the X j 's are independent (H is a random subset of V ), we obtain
whenever d = (log n log log n). This implies that with probability 1 − o(1/n |H | ) there are at most c (|V | − |H |)/(i log d) vertices in V \H which have more than i|H |d/n neighbors in H . Since there are at most O(n |H | ) different subsets of size |H |, for any H it holds that at most c (|V |−|H |)/(i log d) vertices in V \H have more than i|H |d/n neighbors in H , with high probability, whenever d = (log n log log n). Now we use this result to show that in every step we inform at least a constant fraction of the uninformed nodes. We may assume that after the information reached the first layer of size (n), we only use 1/dselective rounds. Let t and t be two 1/d-selective rounds. A node used in step t for transmission is used in step t again with probability 1/d. Therefore, in some step t , there can be at most O(n log n/d 2 ) transmitting nodes, which have already been used in some previous 1/d-selective steps. Since we choose in any 1/d-selective round t a set S of at most |I (t )|(1 + o(1))/d nodes for transmission, uniformly at random, where I (t ) represents the set of informed nodes at time t , and an arbitrary node of I (t ) has more than i(|V | − |I (t )|)d/n neighbors with probability at most c /(i log d), set S is adjacent to at most
uninformed nodes. This expression equals (|V | − |I (t )|), where < 1, whenever c is small enough. However, most of the nodes are used for the first time in a 1/d-selective round, and these nodes are connected to a node of V \I (t ) with probability p. As described before, the other nodes (used in some 1/d-selective round before) can only be adjacent to a constant fraction of the uninformed nodes, which we denote by H (t ). Then, any node of V \(I (t )) ∪ H (t )) is connected with probability p to a node used for the first time in a 1/d-selective round, independently. Thus, if |V | − |I (t )| = (log n), a constant fraction of the nodes in V \(I (t )) ∪ H (t )) is informed in step t , w.h.p. On the other hand, if |V | − |I (t )| log n, then a node in V \I (t ) is informed in step t with some constant probability.
Computing now the expected value of uninformed nodes after O(log n) steps, and applying the Markov inequality we obtain the desired result. Due to similar arguments, the uninformed vertices in the layers T i (u) with i < D will be informed within additional O(log n) steps, w.h.p.
Let us now consider the lower bound on the complexity of radio broadcasting in unknown random graphs. We assume that the nodes do not have any information about the topology of the network, the only information they have at each time are the parameters n, p, and t. Then, the following theorem holds: Theorem 8. Let G p = (V , E) be a random graph representing a radio network, where ln n/n p < with < 1 being a constant. Assume that the nodes do not have any information about the topology of network, apart from n and p. Then, with high probability, there does not exist any algorithm which can spread an information to all nodes in the graph within o(ln n) steps.
Proof. We assume here that p < 4 √ n/n. In all other cases Theorem 6 implies the desired result. First let us recall the fact that for any subset H ⊂ V with |H | ∈ [ √ n, n/2], there are at most c |H |/(i log d) vertices in H which have more than i|H |d/n neighbors in H . Now we show that if we choose some sets S 1 , . . . , S k of informed nodes, uniformly at random, in k consecutive steps, where k log n with > 0 being a small constant, then there still remain √ n uninformed vertices. Since each informed node makes its decision to transmit or not at time t by using n, p, and t only, an informed node is in the transmitting mode at time t with probability |S t |/|I (t)|, where I (t) denotes the set of informed nodes at time t. Therefore, we can assume that the sets S 1 , . . . , S k are chosen uniformly at random among all sets of size |S 1 |, . . . , |S k |.
In a first step we show that if at some time t there are more than n/2 informed vertices, and I (t) has some certain properties, then we are not able to inform more than a constant fraction of the uninformed nodes within one step. Then, we will prove that the certain conditions mentioned before are always fulfilled when I (t) n/2 for the first time.
As described above we start first with the case when n/2 nodes are informed, and assume that there is a set L, which contains at least a constant fraction of the informed nodes and has properties P1-P3 defined in the proof of Theorem 6. Let now the set S t be equal to S t whenever |S t | n/d, and let S t consist of n/d nodes of S t , chosen uniformly at random from S t , whenever |S t | > n/d.
First we assume that S t = S t for any t. Then, an informed node v chosen in some step t for transmission, will be chosen again in some step t with probability less than 1/d. Therefore, a node, chosen in some step t for transmission, is chosen for the first time with probability 1 − O(log n/d). For |S t | n/d we have shown in the proof of Theorem 7 that the set of uninformed nodes adjacent to S t is at most a constant fraction of all uninformed nodes (w.h.p.). Hence, after log n steps at least √ n nodes remain uninformed, whenever is small enough.
We turn now our attention to the case when S t = S t for some t. Let t be the first time when S t = S t . Then, after the tth step we only consider the nodes being connected to at least two of the nodes of S t as uninformed. The other (uninformed) nodes are considered informed but excluded from transmission (as long as they do not become really informed). Since there can only be a fraction of O(ln n/d) nodes in S t which have already been used for transmission, most nodes in S t have properties P1-P3. Hence, the techniques from the proof of Theorem 6 can be applied here, and therefore the set of nodes considered uninformed is still at least a constant fraction of the nodes being uninformed before step t. Now let t > t and S t = S t . Let I (t ) be the set of informed (and not excluded) nodes, let H (t ) be the set of uninformed nodes as defined in the paragraph before (the nodes excluded from transmission are not considered to be contained in H (t )), and let H (t ) be the set of nodes excluded from transmission with the property |H (t )| = O(|I (t |). Since there is no node in H (t ) which has already been used for transmission, two arbitrary nodes of H (t ) and H (t ), respectively, are connected with probability p.
On the other hand, |H (t )| = O(|I (t )|), and therefore it still holds that only O(|I (t )|/(i log d)) nodes of I (t) have more than i|H (t )|d/n neighbors in H (t ).
Then, the same arguments as before apply here as well, and we are not able to inform more than a constant fraction of H (t ). After this step it holds that
H (t + 1) H (t ) = O(|I (t )|) = O(|I (t + 1)|).
If S t = S t , then most nodes of S t are contained for the first time in a set S i , and hence there is a subset S ⊂ S t of size (|S t |) with properties P1-P3. Then, the arguments before can be applied here as well, and therefore at most a constant fraction of the set H (t ) can be informed. For the set H (t + 1) it holds that |H (t + 1)| = O(|I (t + 1)|) since I (t + 1) I (t) n/2. Now we briefly describe the general case, in which we do not assume that n/2 nodes are informed at the beginning. We know that as long as |I (t)| = O(n/d), |I (t)| (1 − o(1) ) vertices of I (t) are connected to the vertices of H (t) with probability p, independently. Then, let S 1 , . . . , S k be the sets chosen for transmission after n/d nodes has been informed. We define the sets S i as before. If S t = S t , then w is considered to be uninformed after step t, if it was uninformed before step t, and it has at least two neighbors in S t . The nodes which are uninformed, but are considered informed due to our rules, are called excluded and represented by the set H (t).
We assume at the beginning that the set I (t) contains a subset L with properties P1-P3. This is obviously the case when |I (t)| n/d for the first time. Using the same methods as in the proof of Theorem 7, it can be shown that whenever |S t | = |S t | |I (t)|/d, then the nodes of S t can be adjacent to at most a constant fraction of the uninformed nodes (note that the nodes in H (t) are not considered uninformed). Furthermore, the subset L of informed nodes with the properties described above still exists, since |I (t + 1)| − |I (t)| = (|S t |d). If |S t | = |S t | |I (t)|/d, then combining the techniques from the proofs of Lemmas 3 and 4, we get |I (t + 1)| − |I (t)| = (|I (t)|). After this step, the excluded nodes (which has not been informed in this last step) are considered to be uninformed (there will not be any informed but excluded node before step t + 2), and since there are O(|I (t)|) newly informed nodes, there is a subset L ⊇ I (t + 1)\I (t) of size (|I (t + 1)|) with properties P1-P3.
If S t = S t , then we can use the same techniques as in the proof of Theorem 6 to show that at most a constant fraction of the nodes considered uninformed will be informed, and the subset L with the properties described above exists after step t as well. In both cases the assumptions of the previous case hold when |I (t)| n/2 for the first time, and the theorem follows.
Conclusion
Let us now summarize the results of the paper. In Section 2, we derived some combinatorial results concerning the connectivity structure in random graphs. Then, in Section 3 we used the results mentioned before to show how to perform a centralized broadcast in a random graph G p = (V , E) of size n = |V | and expected degree d = pn in time O(ln n/ ln d + ln d). We also presented a randomized distributed broadcasting algorithm with the running time O(ln n) for the case when the nodes do not possess any topological information about the graph. In both cases we proved that the presented algorithms are asymptotically optimal.
As described in the introduction, our main intention is to initiate discussion on radio communication in random networks. The results of this paper can only be viewed as a first step in this direction, and there are still several interesting open problems in this field which should be analyzed. One of these problems consists of the study of other communication-based algorithms in random graphs. In a first attempt, we considered gossiping algorithms in the centralized model (by assuming that the topology of the random graph is known in advance), and could show that an algorithm exists which is able to perform all-to-all communication within O(ln n + d) steps (w.h.p.). Another interesting problem is to consider the performance of such algorithms in the random power law graphs introduced in [9] .
