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Abstract
In this paper we consider a class of eigenvalue problems (EVPs) on a bounded multi-component domain in the plane,
which consists of a number of convex polygonal subdomains. On the outer boundaries classical mixed Robin{Dirichlet
conditions hold, while we impose nonlocal transition conditions (TCs) of Dirichlet-type on the interfaces between two
subdomains. First, we state the variational formulation of this problem. This variational EVP then serves as the starting
point for internal approximation methods such as nite element methods (FEMs), developed here. The error analysis
involved mainly rests upon the properties of a deliberately dened imperfect Lagrange interpolant. Considerable attention
is also paid to a crucial density result and to the computational aspects. This paper extends the results of De Schepper
and Van Keer (Numer. Funct. Anal. Optim. 19 (9&10) (1998)), where the nite element analysis was restricted to the
case of a rectangle consisting of four rectangular subdomains. Finally, the analysis is illustrated by a numerical example.
c© 1999 Elsevier Science B.V. All rights reserved.
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1. Problem setting
Let 
 be a bounded polygonal domain in the plane, consisting of M nonoverlapping, convex
polygonal subdomains 
i; 16i6M , see Fig. 1, with respective boundaries @
i. The boundary of

 is denoted by @
 =  (1) [  (2), where  (1) and  (2) are open disjoint parts, each consisting of a
number of sides.
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Fig. 1. The domain 
 and its subdomains.
First we introduce some notations. Let, for j = 1; 2;
N( ( j)) = fi; 16i6M jmeas1( ( j) \ @
i)> 0g;
 ( j)i =
(
 ( j) \ @
i; i 2N( ( j));
;; i 62N( ( j)):
Further let, for i = 1; : : : ; M;
Ni = f; 166M jmeas1(@
i \ @
)> 0g;
 i;  =
(
@
i \ @
;  2Ni ;
;;  62Ni :
Then, we deal with the following model problem:
Find  2 R and M functions ui 2 H 2(
i); i = 1; : : : ; M , which obey (in a weak sense) the
dierential equations (DEs)
−
2X
l;m=1
@
@xl

ailm
@ui
@xm

+ ai0ui = ui in 
i; i = 1; : : : ; M; (1)
as well as the nonlocal Dirichlet transition conditions (TCs)Z
 i; 
ui ds=
Z
 i; 
u ds; 8 2Ni ; i = 1; : : : ; M; (2)
completed with
@ui
@a i
=− @u
@a
is constant on  i;; 8 2Ni ; i = 1; : : : ; M; (3)
and which moreover obey the classical Robin and Dirichlet boundary conditions (BCs)
@ui
@a i
+ iui = 0 on  
(1)
i ; i = 1; : : : ; M; (4)
ui = 0 on  
(2)
i ; i = 1; : : : ; M: (5)
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Here, @ui=@a i stands for the conormal derivative of ui, dened by
@ui
@a i

2X
l;m=1
ailm
@ui
@xm
nil;
where nil denotes the lth component of the outward unit normal vector n
i w.r.t. @
i. Notice that
the constant value of this conormal derivative on  i; in (3) is not given a priori, but must be
determined as part of the problem.
For i = 1; : : : ; M , the coecient functions obey the usual regularity-, symmetry- and ellipticity-
conditions:
ailm(x) 2 L1(
i); 9> 0; 8 2 R2:
2X
l;m=1
ailmlm>
2X
l=1
2l a:e: in 
i;
ai12(x) = a
i
21(x) a:e: in 
i;
ai0(x) 2 L1(
i); 9i > 0: ai0(x)>i a:e: in 
i;
i(x) 2 L1( (1)i ); 9i0> 0: i(x)>i0 a:e: in   (1)i ;
In the next section we state the variational formulation of this problem in a product space setting,
already derived in [3]. As this variational EVP has been shown to t into the general framework of
abstract elliptic EVPs in Hilbert spaces, studied, e.g., in [4], the existence of an innite sequence of
eigenpairs, showing important properties, follows directly.
In Section 3 the variational EVP is used as the starting point for internal approximation by
means of nite element methods, both without and with numerical quadrature. As in [3,2] (the latter
only dealing with the case of a one-component domain), the error analysis rests upon two important
preliminary results. First, the proof of a density theorem in the (vector)space of trial- and testfunctions
plays a crucial role. Secondly, we need to establish error estimates for a deliberately introduced
imperfect Lagrange interpolant. To conclude this section we deal with the resulting algebraic EVP,
in particular, with the identication of a basis for the nite element subspaces constructed. Due to the
general geometry of the multi-component domain the analysis required in this section is considerably
more involved than in [3].
In Section 4 the analysis is illustrated by a nontrivial numerical example on a rectangle, divided
into two triangular subdomains, the exact eigenpairs of which can be determined.
2. The variational EVP
Consider the spaces
Vi = fvi 2 H 1(
i) j vi = 0 on   (2)i g; i = 1; : : : ; M
and
V =
(
v= (v1; : : : ; vM ) j vi 2 Vi;
Z
 i; 
vi ds=
Z
 i; 
v ds; 8 2Ni ; i = 1; : : : ; M
)
: (6)
Choosing the vectorspace V (endowed with its natural product norm k:kV ) as the space of trial- and
testfunctions, the EVP (1){(5) can be reformulated in variational form as follows (see [3]):
Find [; u] 2 R V : a(u; v) = (u; v)H 8v 2 V; (7)
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where
a(u; v) =
MX
i=1
ai(ui; vi) 8u; v 2 V; (8)
with
ai(ui; vi) =
Z

i
0@ 2X
l;m=1
ailm
@ui
@xl
@vi
@xm
+ ai0uivi
1A dx + Z
 i
iuivi ds:
In (7), (: ; :)H stands for the natural inner product in the product Lebesgue space
H = L2(
1)     L2(
M ):
In what follows, we will also use the product Sobolev spaces
[Hm(
) = Hm(
1)     Hm(
M ); m 2 N0;
endowed with their natural inner product and associated norm, k:km;
.
The variational EVP (7) can be proved to be formally equivalent with the classical one, cf. [3].
The existence of exact eigenpairs of (Pvar), stated in the theorem below, directly follows from
the obvious properties of the bilinear form a(: ; :), (8), and those of the space V , (6), see, e.g., [4].
Clearly, a(: ; :) is bounded, symmetric and strongly coercive on [H 1(
) [H 1(
), while V is densily
and compactly embedded in H and constitutes a Hilbert space for the k:k1; 
-norm.
We get:
Theorem 2.1. (1) The EVP (7) has an innite number of eigenvalues; all being strictly positive;
having nite multiplicity and showing no nite accumulation point. We arrange them as
0<1626    ! +1;
where each eigenvalue occurs as many times as given by its multiplicity.
(2) The corresponding eigenfunctions ul can be chosen to be orthonormal in H; the sequence
(ul=
p
l)l then being orthogonal in V w.r.t. a(: ; :). They constitute a Hilbert basis for V as well
as for H .
3. Finite element approximations
3.1. The approximation space. An imperfect Lagrange interpolant
We rst introduce a suitable nite element subspace Vh of V . To this aim, consider families of
triangulations (ih i)h i of 
i; i=1; : : : ; M , consisting of triangular or rectangular elements K and being
regular and quasi-uniform in the sense of [1, p. 148], as well as mutually quasi-uniform in the sense
of [5].
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With a triangulation ih i and a xed number k 2 N0, we associate the function spaces
X ih i = fvi 2 C0(
i) j vijK 2 P(K); 8K 2 ih igH 1(
i); i = 1; : : : ; M;
Y ih i = fvi 2 X ih i j vi = 0 on   (2)i g; i = 1; : : : ; M;
where P(K) stands for the usual polynomial spaces Pk(K) or Qk(K), in the case of triangular or
rectangular elements, respectively.
We obviously have:
Proposition 3.1. The space Vh; dened by
Vh =
(
(v1; : : : ; vM ) j vi 2 Y ih i and
Z
 i; 
vi ds=
Z
 i; 
v ds; 8 2Ni ; i = 1; : : : ; M
)
(9)
is a nite-dimensional subspace of V; (6).
Next, denote by (i)h =
SNi
j=1fa(i)j g; (Ni  Ni(h)), the global set of nodes associated to ih i ; i =
1; : : : ; M , being chosen in each individual element according to the Pascal-triangle of type (k) or to
the rectangle of type (k), in the terminology of [1, Section 2:2]. By ’(i)j ; j = 1; : : : ; Ni, we denote
the corresponding cardinal basis of X ih i .
Let v 2 V \ [H 2(
) [C0( 
)  C0( 
1)      C0( 
M ). Consider the vector-valued piecewise
Lagrange interpolant hv of v on the global mesh, viz.,
hv  (h1v1; : : : ; hM vM ) 2 Xh; h ivi(a(i)j ) = vi(a(i)j ); j = 1; : : : ; Ni; i = 1; : : : ; M:
Notice that here, in general, hv 62 Vh. Hence, it will no longer be possible to lean upon results
from interpolation theory to establish the error analysis of the FEM. To overcome this diculty, we
dene an imperfect interpolant ~hv, by suitably modifying the value in a selected number of nodes
per subdomain 
i. To this end, we rst need to introduce some additional notations.
For i = 1; : : : ; M and  2Ni, put
(i)
a(i)j
=
Z
 i; 
’(i)j ds if a
(i)
j 2  i; (10)
(also denoted by (i)j when no confusion is possible).
Take i 2 f1; : : : ; Mg xed. For every  2Ni with > i, we choose one single node on  i;n(   (2)i [
 
(2)

S
∗2Ni ;∗ 6=
 i;∗), which we denote by A (i). Hence, for i 2 f1; : : : ; Mg xed, we have selected
in 
i a set of ‘special’ nodes, denoted by Imp(
i). Next, to any of these nodes we associate the set
A (i) = fK 2 ih i jA (i) 2 Kg; i = 1; : : : ; M;  2Ni ; > i:
Notice that, for h small enough, we may assume that
A (i) \ A (i∗) = ;; 8 2Ni ; 8 2Ni ; with > i; >i and  6= : (11)
Denition 3.2. Let v 2 [C0( 
), then we dene its imperfect vector-valued Lagrange interpolant ~hv
on the global mesh by
~hv 2 Xh; ( ~hivi)(a(i)j ) = vi(a(i)j ); a(i)j 62 Imp(
i) (12a)
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and
( ~hivi)(A
(i)) =
1
(i)A (i)
2666664
X
a()k 2  i; n  
(2)

v(a
()
k )
(i)
k −
X
a(i)j 2  i; n   (2)i
a(i)j 6=A (i)
vi(a
(i)
j )
(i)
j
3777775;
8A (i) 2 Imp(
i); i = 1; : : : ; M: (12b)
As in [3] we have by construction:
Proposition 3.3.
~hv 2 Vh; 8v 2 V \ [H 2(
): (13)
We now establish estimates for the error in the imperfect interpolation.
Theorem 3.4. Let r 2 N; 16r6k. Then; there exists a constant C  C(k)> 0; independent of h;
such that; for m= 0; 1;
jv− ~hvjm;
6Chr+1−mkvkr+2; 
; 8v 2 V \ Hr+2(
) (14)
and for m= 2; : : : ; r + 1;0B@ MX
i=1
X
K2ih i
jvi − ~Kvij2m;K
1CA
1=2
6Chr+1−mkvkr+2; 
; 8v 2 V \ Hr+2(
): (15)
Proof. Denote hivijK = Kvi and ~hivijK = ~Kvi. Notice that Kvi and ~Kvi only dier when
K 2 S2Ni ;>i A (i) . Moreover, by the assumed regularity of the families of triangulations (ih i)h i , the
number of elements in each set A (i) can be argued to be uniformly bounded w.r.t. h. Hence, using
the triangle inequality, we may start from
MX
i=1
X
K2ih i
jvi − ~Kvij2m;K6C
264 MX
i=1
X
K2ih i
jvi −Kvij2m;K + max
A (i)2Imp(
i)
i=1;:::;M

max
K2A (i)
jKvi − ~Kvij2m;K
375:
For the rst term at the right-hand side error estimates from interpolation theory in Sobolev spaces
hold. Thus we focus on the second term. Take i 2 f1; : : : ; Mg xed. Denote by  KA (i) the local shape
function on K , associated to A (i). Taking into account assumption (11), as well as Denition 3.2
and (10), we nd
Kvi − ~Kvi = [vi(A (i))− ( ~Kvi)(A (i))] KA (i)
=
1
(i)A (i)
 Z
 i; 
(hivi) ds−
Z
 i; 
(hv) ds
!
 KA (i)
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and hence,
jKvi − ~Kvijm;K6 1j(i)A (i) j
Z
 i; 
(jhivi − vij+ jhv − vj) dsj KA (i) jm;K :
From here on, the proof proceeds along similar lines as the one of [3, Theorem 3.4].
3.2. A density result
The error estimates (14){(15) for the imperfect interpolation lead to the analogues of the Lemmas
3:1{3:3 in [3], concerning the approximation property of the space Vh relative to V and concerning
some estimates for the elliptic projection operator.
Consequently, by the arguments of, e.g., [4], we only need to prove the following density result
in the space V , (6), in order to ensure the convergence of the FEMs, considered below.
Theorem 3.5. bH 3(
) \ V is dense in V .
Proof. Consider v 2 V and > 0 arbitrarily. In several steps we will construct a function ’ 2
[C1( 
) \ V , fullling kv− ’k1; 
 < .
Step 1: Take i 2 f1; : : : ; Mg xed and denote, for  2Ni ;
R
 i; 
vi ds = a (=
R
 i; 
v ds). Let the
number of elements in Ni be ni. By the density of C1( 
i) \ Vi in Vi, see [6, P92], there exists a
function ’0i 2 C1( 
i) \ Vi, such that
kvi − ’0ik1; 
i6

2(ni + 1)
p
M
( 0):
Denoting, for  2Ni ;
R
 i; 
’0i ds= a
0
, we have,
ja − a0j6C(meas1 i;)1=20 8 2Ni :
Here C is the maximum of the constants appearing in the trace inequalities on 
i; i = 1; : : : ; M .
Step 2: Assume that a0 6= a; 8 2Ni. We set up an iterative procedure. By the same density
argument as above, we infer, for k = 2; 3; : : :, the existence of functions ’(k)i 2 C1( 
i) \ Vi, such
that
kvi − ’(k)i k1; 
i6(k);
where
(k)<min
2Ni
(
ja − a(k−1) j
2C
(meas1 i;)−1=2;
d(k−1)
C
p
ni
(meas1 i;)−1=2
)
with a(k) =
R
 i; 
’(k)i ds; 8 2 Ni. Here d(k−1) stands for the distance (in Rni) between the point
a  (a)2Ni and the subspace of Rni spanned by the points a(t)  (a(t) )2Ni ; t = 1; : : : ; k − 1,
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which can be argued to be (k − 2)-dimensional. This process stops when the point a is contained in
the subspace just mentioned, and hence at last when the number of points considered equals ni +1.
Thus we have constructed a set of functions (’(k)i )
k0+1
k=1 , with k06ni, such that
kvi − ’(k)i k1; 
i6

2k(ni + 1)
p
M
; and ja − a(k) j<min
(
ja − a(k−1) j
2
;
d(k−1)p
ni
)
: (16)
Here we have clearly assumed that a(k) 6= a; 8 2Ni ; k = 1; : : : ; k0 + 1 The case where some of
these assumptions are not fullled, will be treated in step 4.
Step 3: From (16) it can be argued that the point a is contained in the ni-dimensional product
interval
niY
=1
]a(k0+1) − min
k2f1;:::; k0g
ja(k0+1) − a(k) j; a(k0+1) + min
k2f1;:::; k0g
ja(k0+1) − a(k) j[: (17)
Next, recall that the points a(k); k=1; : : : ; k0 + 1 span a k0-dimensional subspace of Rni , from which
we obtain that the intersection of the product interval (17) with this subspace is contained in the
union of the convex hulls of the (k0 + 1)-tuples of points (Ak)
k0+1
k=1 , given by
Ak = a(k0+1)  (a(k0+1) − a(k)); k = 1; : : : ; k0 and Ak0+1 = a(k0+1):
Consequently, the point a belongs to one of these convex hulls, implying the existence of constants
C1; : : : ; Ck0+1, with jCk j6k0 + 1, for k = 1; : : : ; k0 + 1, and
Pk0+1
k=1 Ck = 1, such that
a=
k0+1X
k=1
Cka(k): (18)
The function
’i =
k0+1X
k=1
Ck’
(k)
i (19)
clearly belongs to C1( 
i) \ Vi, while (18) implies that
R
 i; 
’i ds= a; 8 2Ni. Finally, we have,
by (19) and (16),
kvi − ’i k1; 
i6
k0+1X
k=1
jCk j 
2k(ni + 1)
p
M
6
p
M
2k0+1 − 1
2k0+1
<
p
M
: (20)
Step 4: Up to now, we have assumed that, for k = 1; : : : ; k0 + 1; a(k) 6= a; 8 2 Ni. We now
consider the case where for some k these assumptions are not fullled. Let N(k;0)i Ni be the set
of indices  for which a = a(k) . The choice of 
(k+1) as indicated in step 2 is no longer possible.
Instead, we choose
~(k+1)< min
2NinN(k;0)i
(
ja − a(k) j
2C
(meas1  i;)−1=2
)
:
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By the same density argument as above, there exists a function ~’(k+1)i 2 C1( 
i) \ Vi, such that
kvi − ~’(k+1)i k1; 
i6 ~(k+1)<

2k+1(ni + 1)
p
M
:
Let ~a(k+1) =
R
 i; 
~’(k+1)i and denote by N
(k;1)
i Ni the set of indices  for which a = ~a(k+1) . If
N(k;0)i \N(k;1)i = ;, we can choose C 2 [0; 1] such that for
~’(k)i = C’
(k)
i + (1− C) ~’(k+1)i ;
the set N(k;0)i is empty. The function ~’
(k)
i can be used instead of ’
(k)
i to carry out the procedure of
steps 2 and 3. However, if N(k;0)i \N(k;1)i 6= ;, we proceed as follows. By the previously mentioned
density argument, there exist functions ~’(k+1+j)i 2 C1( 
i) \ Vi (j = 1; 2; : : :), fullling
kvi − ~’(k+1+j)i k1; 
i6 ~(k+1+j);
with
~(k+j+1)< min
2NinN(k; j)i
(
ja − ~a(k+j) j
2C
(meas1  i;)−
1
2
)
:
Here N(k; j)i denotes the set of indices , for which a 6= ~a(k+j) , with ~a(k+j) =
R
 i; 
~’(k+j)i . We repeat
this procedure, say t + 1 times, until
Tt+1
j=1N
(k; j)
i = ; or until the number of elements in
Tt+1
j=1N
(k; j)
i
equals ni − t. In the rst case there exist constants Cj 2 [0; 1]; j = 1; : : : ; t + 1, such that for the
function
~’(k)i =
t+1X
j=1
Cj ~’
(k+j)
i
the set N(k;0)i is empty. As above, this last function is then used instead of ’
(k)
i to proceed with
steps 2 and 3. In the second case we consider the points
(a)
2Ni n
h
t+1\
j=1
N
(k; j)
i
i and ( ~a(k+j) )
2Ni n
h
t+1\
j=1
N
(k; j)
i
i; j = 1; : : : ; t + 1:
To these points in Rt the arguments of step 3 are applicable.
Step 5: Repeating the procedure mentioned above for the M − 1 other components of v 2 V , we
arrive at a function ’ = (’1 ; : : : ; ’

M ) 2 [C1( 
) \ V , such that kv− ’k1; 
 < .
3.3. The consistent mass EVP
The consistent mass approximation of the EVP (7) reads:
Find [h; uh] 2 R Vh: a(uh; vh) = h(uh; vh)H 8vh 2 Vh: (21)
Following the arguments of [4] and leaning upon the previous subsection, the convergence of the
FEM is assured. Furthermore, the error estimates established in [2,3] are found to remain valid for the
present type of EVP and of FE-space chosen. As compared to the results in [5] for the approximation
of eigenpairs of EVPs in a composite structure with local BCs, the assumed regularity of the exact
eigenfunctions must be increased, to retain the same order of convergence.
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3.4. The numerical quadrature EVP
In practice, instead of (21), we consider the EVP
Find [ ~h; ~uh] 2 R Vh: ah( ~uh; vh) = ~h( ~uh; vh)h 8vh 2 Vh; (22)
where ah(: ; :) and (: ; :)h denote discrete analogues of the bilinear form a(: ; :) and the inner product
(: ; :)H , respectively, resulting from suitable quadrature formulae, cf. [5]. Here, the error analysis
outlined in [5] may be shown to remain valid, again under suitable regularity assumptions for the
exact eigenfunctions. Hence the estimates for the eigenpairs of (22) will be formally the same as
those for the eigenpairs of (21), provided that the quadrature formulae used are precise enough and
that the coecient functions occurring in the bilinear form are suciently smooth.
3.5. Computational aspects
For i = 1; : : : ; M , consider again the global set of nodes (i)h i 
SNi
j=1fa(i)j g in 
i and the corre-
sponding cardinal basis (’(i)j )
Ni
j=1 of X
i
h i . We number the nodes in each subdomain 
i such that the
rst si nodes belong to
S
2Ni
 i;n   (2)i , the following si nodes belong to 
i [   (1)i and nally the
last Ni − si − si nodes belong to  
(2)
i .
To derive a generalized algebraic EVP which is equivalent to the EVP (21) or (22) and the
involved stiness and mass matrices of which show a relatively simple structure, a suitable basis of
Vh, (9), must be constructed.
We rst consider the vector functions
i; j = [ 0; : : : ; 0| {z };
i−1
’(i)si+j; 0; : : : ; 0]; j = 1; : : : ; s

i ; i = 1; : : : ; M; (23)
associated to the nodes on 
i [   (1)i , for i = 1; : : : ; M .
Next, we must identify functions in Vh, fullling in a nontrivial way the nonlocal TCs (2). To this
aim, take a xed i 2 f1; : : : ; Mg and  2Ni, with > i. Consider the nodes a(i)j 2  i;n  (2)i , which
do neither belong to Imp(
i) nor to  i;∗ ; 8 2Ni, with  6= . To these nodes we associate the
functions
 (i)j =
240; : : : ; 0| {z };
i−1
’(i)j −
(i)j
(i)A (i)
’(i)A (i) ; 0; : : : ; 0
35: (24)
Analogously, to the nodes a()k 2  i;n  
(2)
 , which do not belong to  i∗ ;; 8i 2N, with i 6= i, we
associate the functions
 (i)k =
240; : : : ; 0| {z };
i−1
(i)k
(i)A (i)
’(i)A (i) ; 0; : : : ; 0| {z };
−i−1
’()k ; 0; : : : ; 0
35: (25)
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Finally, in each domain 
i, we still need to take into account those nodes which belong to two
dierent interfaces. Consider such a node, say a(i)r , (i = 1; : : : ; M), which is being shared by the
interfaces  i; en  i;∗ . Suppose that >. To this node we associate the special basis function
 (i
∗) =
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
240; : : : ; 0| {z };
−1
(i)r
(i)A (i)
’()A (i) ; 0; : : : ; 0| {z };
∗−−1
(i
∗)
r
(
∗i)
A (∗ i)
’(
∗)
A (∗ i) ; 0; : : : ; 0| {z };
i−∗−1
’(i)r ; 0; : : : ; 0
35 when i>;
240; : : : ; 0| {z };
i−1
’(i)r −
(i)r
(i)A (i)
’(i)A (i) −
(i
∗)
r
(i
∗)
A (i∗)
’(i)A (i∗) ; 0; : : : ; 0
35 when i<;
240; : : : ; 0| {z };
−1
(i)r
(i)A (i)
’()A (i) ; 0; : : : ; 0| {z };
i−−1
’(i)r −
(i
∗)
r
(i
∗)
A (i∗)
’(i)A (i∗) ; 0; : : : ; 0
35 when < i<:
(26)
We can prove:
Proposition 3.6. The set of
PM
i=1(si + s

i − #Imp(
i)) functions (23){(26) constitutes a basis for
the approximation space Vh; (9).
By choosing this particular basis for Vh, the mass and stiness matrix entering the generalized
algebraic EVP, that corresponds in the usual way to (21) or (22), see e.g. [5], show the structure
with M square blocks of respective order si (i=1; : : : ; M), along the diagonal. The number of rows of
the horizontal rectangular block, as well as the number of columns of the vertical rectangular block
are equal to
PM
i=1 [si − #Imp(
i)]. The ith square block corresponds to an individual EVP on the
subdomain 
i (i = 1; : : : ; M), with Robin BCs on  
(1)
i and classical Dirichlet BCs on @
in (1)i . The
horizontal and vertical rectangular block reect the mutual interaction of the special basis functions
(24){(26), as well as their interaction with the functions (23), both in the inner products (: ; :)H and
(: ; :)h, as in the bilinear forms a(: ; :) and ah(: ; :).
4. An illustrative example
We consider the following EVP on the unit square 
, divided into two triangular subdomains 
1
and 
2, as in Fig. 2a.
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Fig. 2. (a) The domain 
, its subdomains and the boundary parts. (b) The chosen mesh.
Find [; u1; u2] 2 R [H 2(
) :
8>>>>>>>>><>>>>>>>>>:
−ui = ui in 
i; i = 1; 2;
ui = 0 on  
(2)
i ; i = 1; 2;Z
 12
u1 ds=
Z
 12
u2 ds;
@u1
@1
=−@u2
@2
is constant (unknown) on  12:
The exact eigenpairs are found to be (with C; C1 and C2 arbitrary constants)
(1) = (k2 + l2)2; k < l; k and l 2 N0,
u1 = C1(sin kx sin l(1− y) + sin lx sin k(1− y));
u2 = C2(sin kx sin l(1− y) + sin lx sin k(1− y));
(2) = 2m22; m 2 N0,
u1 = u2 = C sinmx sinmy;
(3) = 22r ; r 2 N0,
u1 = C sin rx sin ry;
u2 = C sin r(1− x)sin r(1− y):
Here r 6= 0 is the rth strictly positive root of the transcendental equation tan  = .
Arranging the eigenvalues in increasing order of magnitude, we have
1 = 22; 2 = 221; 3 = 4 = 52; 5 = 82; 6 = 7 = 102; : : :
For the consistent mass approximation we use a linear mesh (i.e., k=1) with 2n2 identical triangles
(the mesh parameter h being
p
2=n), see Fig. 2b. The results for the rst ve eigenvalues are shown
in Table 1, which conrms the theoretical O(h2)-convergence. As it should, the exact eigenvalues are
approximated from above by the corresponding numerical ones. Notice that the degeneracy 3=4 is
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Table 1
Numerical results. Case of a linear mesh (k = 1)
1 = 19:739 2 = 40:381 3 = 4 = 49:348 5 = 78:957
n h1 R 
h
2 R 
h
3 R 
h
4 R 
h
5 R
4 22.866 15.8 56.701 40.4 71.557 45.0 71.557 45.0 120.552 52:7
8 20.406 3.38 43.879 8.66 54.563 10.57 54.604 10.65 91.155 15.45
16 19.896 0.80 41.253 2.16 50.498 2.33 50.633 2.60 82.019 3.88
32 19.778 0.20 40.599 0.54 49.631 0.57 49.667 0.65 79.718 0.96
64 19.748 0.05 40.431 0.12 49.407 0.12 49.418 0.14 79.143 0.24
Fig. 3. R versus n (logarithmic) scale for the 1st exact eigenvalue.
nearly recovered. For 1 the results are also illustrated in Fig. 3, which reveals the optimal relation
logR  C − 2 log n:
Here R stands for the relative error in % and C denotes a constant, independent on h.
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