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Abstract. In this paper we present a rigorous modulational sta-
bility theory for periodic traveling wave solutions to equations of
nonlinear Schro¨dinger type. We first argue that, for Hamilton-
ian dispersive equations with a non-singular symplectic form and
d conserved quantities (in addition to the Hamiltonian), one ex-
pects that generically L, the linearization around a periodic trav-
eling wave, will have a 2d dimensional generalized kernel, with a
particular Jordan structure: The kernel ker(L) is expected to be
d dimensional, the first generalized kernel ker(L2)/ ker(L) is ex-
pected to be d dimensional, and there are expected to be no higher
generalized kernels. The breakup of this 2d dimensional kernel un-
der perturbations arising from a change in boundary conditions
dictates the modulational stability or instability of the underlying
periodic traveling wave.
This general picture is worked out in detail for the case of equa-
tions of nonlinear Schro¨dinger (NLS) type. We give explicit gener-
icity conditions that guarantee that the Jordan form is the generic
one: these take the form of non-vanishing determinants of certain
matrices whose entries can be expressed in terms of a finite number
of moments of the traveling wave solution. Assuming that these
genericity conditions are met we give a normal form for the small
eigenvalues that result from the break-up of the generalized ker-
nel, in the form of the eigenvalues of a quadratic matrix pencil. We
compare these results to direct numerical simulation in a number
of cases of interest: the cubic and quintic NLS equations, for focus-
ing and defocusing nonlinearities, subject to both longitudinal and
transverse perturbations. The stability of traveling waves of the
cubic NLS (both focusing and defocusing) subject to longitudinal
perturbations has been previously studied using the integrability:
in this case our results agree with those in the literature. All of
the remaining cases appear to be new.
1University of Illinois at Urbana-Champaign, kleisman@illinois.edu.
2University of Illinois at Urbana-Champaign, bronski@illinois.edu.
3University of Kansas, matjohn@ku.edu.
4University of Sydney, robert.marangell@sydney.edu.au.
1
ar
X
iv
:1
91
0.
05
39
2v
2 
 [m
ath
.A
P]
  5
 N
ov
 20
19
2 K. P. LEISMAN, J. C. BRONSKI, M. A. JOHNSON, AND R. MARANGELL
1. Introduction
In this paper we consider the modulational stability of periodic so-
lutions to equations of nonlinear Schro¨dinger (NLS) type
iwt = wxx + ζf(|w|2)w (1)
subject to perturbations in L2(R) as well as stability of the x-periodic
solutions to the two dimensional NLS equation
iwt = wxx ± wzz + ζf(|w|2)w (2)
to perturbations in the transverse z direction for an arbitrary well-
behaved nonlinearity f(|w|2). If one considers perturbations which are
co-periodic then the operator found by linearization about a periodic
traveling wave has compact resolvent, and stability is governed by the
results of Grillakis-Shatah-Strauss [24, 25]. In most applications, how-
ever, the domains of interest will be unbounded, or at least many times
the size of the fundamental period, and one is interested in understand-
ing the effects of arbitrary perturbations. This is closely connected with
Whitham [54, 55] modulation theory, where one tries to assess the as-
ymptotic behavior of long-wavelength perturbations. The first consid-
eration of the question of the stability of periodic solutions to the cubic
NLS equation seems to have been by Rowlands [49] in the cubic case,
who presented a formal perturbation theory calculation for the stabil-
ity of the trivial-phase solutions to the cubic NLS—the cnoidal and
dnoidal solutions. The NLS with cubic nonlinearity is, of course, com-
pletely integrable and there is a long history of exploiting the integrable
structure in order to compute the spectrum of the linearized operator.
This was pioneered by Alfimov, Its and Kulagin [1] who gave a com-
plete nonlinear description of the modulational instability—they show
how to construct a time dependent solution to the focusing nonlinear
Schro¨dinger equation that is asymptotic to a spatially periodic solution
as |t| → ∞. In other words they construct the whole homoclinic orbit
to an unstable periodic traveling wave. While this was worked out in
detail only for the dnoidal wave the construction applies more generally
to any spatially periodic traveling wave, and in principle even to tem-
porally periodic breather type solutions. In a similar spirit Bottman,
Deconinck and Nivala, and Deconinck and Segal [6, 13] used the ex-
act integrability to give a very explicit description of the spectrum of
the linearization of the cubic NLS around a periodic traveling wave
using the well-known connection between the squared eigenfunctions
of the Lax pair and the eigenfunctions of the linearized operator. In
this vein we also mention a rigorous analysis of the periodic linearized
spectrum of a “trivial phase” solution to (1) in the focusing cubic case
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by Gustafson, Le Coz and Tsai [26], and the work of Gardner [21] on
stability in the long-period (soliton) limit. We recommend the text of
Kamchatnov [36] for more information on the modulations of nonlinear
periodic traveling waves.
While somewhat further afield it is worth mentioning the large lit-
erature on the integrable modulation theory. Lax and Levermore [40,
41, 42], and independently and from a somewhat different point of
view Flashka, Forest and McLaughlin [18] used the integrability of the
Korteweg-de Vries equation to extend the formal Whitham theory to
all time—among other advantages the integrability allows one to con-
tinue the solution past the point of wave-breaking. This analysis has
since been extended to many other completely integrable equations
[23, 52, 29, 16]. While we are considering a non-integrable evolution
equation the analysis here has in many ways been shaped by the inte-
grable theory.
Here we take a rigorous modulation theory approach. We explicitly
compute the generalized kernel of the linearization about an arbitrary
traveling wave solution to (1) under periodic boundary conditions. We
know from Floquet theory that the spectrum of a periodic operator
on L2(R) is given by a union of the spectra of a one-parameter family
of operators, the parameter being the Floquet exponent. Since we
are able to compute the generalized kernel of the linearized operator
explicitly when the Floquet exponent is zero we can study the breakup
of this generalized kernel for small but non-zero quasi-momentum. We
find a normal form for the spectral curves in a neighborhood of the
origin in the spectral plane. This calculation is very much in the spirit
of the previously mentioned work of Rowlands [49] for the cubic NLS,
although the current calculation applies most directly to the non-trivial
phase case, while Rowlands’ calculation was done for the trivial phase
solutions. Similarly in the case of transverse perturbations one can
compute how the generalized kernel breaks up as k, the transverse
wavenumber, varies.
While the present calculation is similar in spirit to earlier calculations
on equations of Korteweg-de Vries (KdV) and nonlinear Klein-Gordon
type [3, 4, 5, 7, 8, 9, 10, 14, 20, 27, 28, 30, 31, 32, 33, 34, 35, 45, 50]
we feel that the present calculation makes clear a number of issues
that were not clear in previous calculations regarding the relationship
between the Hamiltonian structure of the problem and the nature of
the spectrum in a neighborhood of the origin in the spectral plane.
While the KdV equation has a Hamiltonian structure the fact that the
symplectic form, ∂x, has a kernel gives the KdV stability problem some
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features that are not typical of Hamiltonian stability problems where
the symplectic form is non-singular.
In this paper we will often consider the Jordan structure of the kernel
of an operator L of Hamiltonian form. In the usual way the kernel will
be defined to be ker(L) = ker0(L) = {u | Lu = 0}. Analogously the kth
generalized kernel will be defined to be kerk(L) = ker(Lk+1)/ ker(Lk),
in other words, the vectors at position k in a Jordan chain. Typically,
as we will see, the linearization has only a kernel and a 1st generalized
kernel, and no higher generalized kernels, and these two are dual in the
Hamiltonian sense—the kernel is associated with the angle variables,
while the first generalized kernel is associated with the action variables.
Throughout the paper when we refer to the kernel or the kernel proper
we are referring to ker0(L). When we refer to the generalized kernel
with no further designation we mean ∪k kerk(L), the set of vectors for
which Lku = 0 for some value of k.
We briefly remark on some notational conventions to be followed in
the remainder of the paper. Operators will normally be represented
by upper-case calligraphic Latin letters, such as L and matrices by
upper-case bold letters such as M, but we will occasionally deviate
from this in the interest of clarity. Lower-case bold letters will always
denote vectors. Since the operators in question will typically be non-
self-adjoint it is convenient to use both left and right (generalized)
eigenvectors, which will be denoted by vk and ul respectively, with the
inner product of the two represented as vkul.
1.1. Hamiltonian flows with symmetry, and the Jordan struc-
ture of the linearized operator. We consider the stability of quasi-
periodic traveling wave solutions to equations of NLS type. The cal-
culation presented here is rather involved, so we begin by giving an
overview of the motivating ideas. The linearized operator will be de-
noted by L, or by J ∂2H˜ if we wish to emphasize the Hamiltonian
nature. As the linearized operator L is non-self-adjoint it will be con-
venient to consider both the left and the right eigenvalues. The right
eigenvectors will be denoted u and the left eigenvectors will be denoted
v:
Lu = λu
vL = λv.
Note that because the linearized operator L = J δ2H˜ takes the Hamil-
tonian form the symplectic form J maps between the left and the right
eigenspaces. If u is a right eigenvector of L = J δ2H˜, with eigenvalue
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λ then v = utJ is a left eigenvector, with eigenvalue −λ. (Here we are
assuming that J is in the standard form J t = −J ,J tJ = I.)
We consider an abstract Hamiltonian system
∂w
∂t
= J δH(w) (3)
where δH represents the first variation of the Hamiltonian functional
(in other words δ is the Euler-Lagrange operator) and the skew-symmetric
operator J represents the symplectic structure. We assume that J is
invertible, as is the case for equations of nonlinear Schro¨dinger (NLS)
type.
We further assume that there are d additional functionals (the con-
served quantities, or momenta) {Pj(w)}d−1j=0 that pairwise Poisson com-
mute - in other words that
〈δPj,J δH〉 = 0, (4)
〈δPj,J δPk〉 = 0, j 6= k. (5)
From here on for brevity we have suppressed the dependence on w.
Note that the conserved quantities Pj generate d commuting flows,
each with its own phase sj: in other words the evolution equations
∂w
∂sj
= J δPj (6)
all commute, so given a function w one can generate w(s0, s1, . . . sd−1)
depending on d parameters {sj}d−1j=0 representing a rotation through
angle sj in the j
th phase. For the generalized NLS, for example, there
are two additional conserved quantities (beyond the Hamiltonian), the
mass and the momentum
P0 =
∫
|w|2 dx,
P1 =
i
2
∫
(w∗xw − wxw∗) dx.
The flows associated with these conserved quantities are given by
ws0 = iw = J δP0,
ws1 = wx = J δP1,
and these generated the two symmetries of the generalized NLS, trans-
lation invariance and the U(1) symmetry
w(x) 7→ w(x+ s1)eis0 . (7)
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The traveling wave solutions to Equations (3 – 5) are given by critical
points of the reduced Hamiltonian
J δ
(
H −
d−1∑
j=0
cjPj
)
= 0. (8)
From an energetic point of view the traveling waves represent con-
strained critical points—the traveling waves are critical points of the
Hamiltonian H subject to the constraints that conserved quantities Pj
are fixed, with the constants cj as Lagrange multipliers which enforce
the momentum constraints. A slightly more physical interpretation of
the cj is as angular frequencies that dictate the speed in the j
th phase:
if one takes a solution to Equation (8) and allows it to flow under the
original Hamiltonian flow
wt = J δH
= J
∑
cjδPj,
a solution to (8) rotates with angular frequency cj in the j
th phase.
Note that since the vector fields Poisson commute the flow generated
by the sum is simply the composition of the individual flows.
The stability of traveling wave solutions requires an understanding of
the linearized operator, which takes the Hamiltonian form: the product
of a skew-adjoint operator (the symplectic form J ) with a Hermitian
operator (the second variation of the reduced Hamiltonian)
L = J δ2
(
H −
∑
cjPj
)
= J δ2H˜. (9)
The main observation is that the structure of the generalized kernel
of the second variation (9) reflects the Hamiltonian structure of the
problem. In particular one expects (in a generic situation) that the
generalized kernel of the operator J δ2H˜ has the following structure:
there are d elements of the kernel {u2j}d−1j=0 ∈ ker0
(
J δ2H˜
)
, and d
elements of the first generalized kernel {u2j+1}d−1j=0 ∈ ker1
(
J δ2H˜
)
,
satisfying
J δ2H˜u2j = 0
J δ2H˜u2j+1 = u2j.
In other words the Jordan structure of the kernel is (generically) ex-
pected to be a direct sum of d copies of 2 × 2 Jordan blocks. In the
next section we will explicitly give the genericity conditions for equa-
tions of NLS type. The basis vectors for the kernel {u2j}d−1j=0 and first
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generalized kernel {u2j+1}d−1j=0 have natural interpretations: the null-
vectors are associated with the positions or phases sj and the general-
ized null-vectors are associated with the dual variables, the correspond-
ing wavespeeds cj.
To see this recall that (for fixed values of the momenta {Pj}d−1j=0) any
solution w to the traveling wave equation (8) immediately generalizes
to a d parameter solution w(s0, s1, . . . , sd−1) by the flows in (6). Given
such a d parameter family of solutions to (8) (parameterized by {sj}d−1j=0)
we can generate elements in the kernel of (9) by differentiating (8) with
respect to sk
J δ2
(
H −
d−1∑
j=0
cjPj
)
wsk = 0. (10)
Therefore the derivative of a solution w with respect to the kth phase
sk lies in the (right) kernel of the linearized operator: u2j =
∂w
∂sj
. From
the form of the linearized operator J δ2H˜, we see that the left null-
vectors are given by v2j+1 = u
t
2jJ . Since the solutions satisfy u2j =
wsj = J δPj we have that the the elements of the left kernel are given
by v2j+1 = δP
t
j
We are assuming here that the gradients δPj, evaluated on the trav-
eling wave, are linearly independent so that v2j+1 and thus (through
the invertibility of J ) u2j are as well. Generically one expects this,
however it will not always be true. For integrable Hamiltonian flows,
for instance, there are an infinite number of conserved quantities but
when one evaluates the gradients on the traveling wave solutions only
a finite number of these will be linearly independent.
There is a dual (in the Hamiltonian sense) set of vectors that lie in
the first generalized kernel of (9). These are found by differentiating
(8) with respect to the Lagrange multipliers cj
J δ2
(
H −
d−1∑
j=0
cjPj
)
wck = J δPk =
∂w
∂sk
= u2k. (11)
Thus the elements of the first generalized kernel can be written as
u2j+1 = wcj , and those of the left first generalized kernel as v2j =
−ut2j+1J (this sign convention is slightly more convenient for later
calculations).
It is worth noting that this picture assumes that the symplectic form
J is non-singular. If J has a kernel then one can have a Casimir—
a conserved quantity whose functional gradient lies in the kernel of
the symplectic form J . In this case differentiation with respect to
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the corresponding Lagrange multiplier generates an element of the ker-
nel proper. This occurs for equations of KdV and Boussinesq type,
where the symplectic form is a derivative and there is a conserved
mass Casimir whose functional gradient is constant.
A couple of things to note here. We have the relations
Lu2j = 0 Lu2j+1 = u2j
v2j+1L = 0 v2jL = v2j+1
and thus
v2j+1u2k = v2jLu2k = 0
v2j+1u2k+1 = v2jLu2k+1 = v2ju2k.
Later in the paper, we will need to compute inner products between
elements of the left and right kernel, which are given by
v2ju2k = δP
t
jwck =
∂Pj
∂ck
. (12)
Thus the Gram matrix made up of these inner products can be ex-
pressed in terms of derivatives of the conserved quantities with respect
to the Lagrange multipliers. We also have a formula for the values of
the conserved quantities in terms of the reduced Hamiltonian. Consid-
ering the reduced Hamiltonian H˜ = H −∑ cjPj as a function of the
Lagrange multipliers cj on the traveling wave solution we have
∂H˜
∂cj
= (δH˜) · ∂w
∂cj
− Pj = −Pj (13)
where the second equality follows from the fact that the traveling wave
is a critical point of H˜, and thus δH˜ = 0. In the context of thermody-
namics the relations (12) and (13) are generally known as the Maxwell
relations. Given this we have the identity
∂Pk
∂cj
= − ∂
2H˜
∂cj∂ck
=
∂Pj
∂ck
and so the Gram matrix of the generalized null-space is completely
expressible in terms of the second variation of the reduced Hamiltonian
H˜ with respect to the wavespeeds cj.
The Jordan structure of the linearized operator follows from the
Hamiltonian structure of the problem. While no assumption is be-
ing made on the Hamiltonian H (in particular we don’t assume that
it is integrable) the traveling waves define an invariant 2d dimensional
manifold sitting inside the phase space, and the flow on this subman-
ifold is integrable. An integrable Hamiltonian system can always be
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written in terms of action and angle variables {Γj,Θj}d−1j=0 such that
the Hamilton’s equations become
H˜ = H˜(Γ0,Γ1, . . . ,Γd−1),
dΘj
dt
= ∂H
∂Γj
,
dΓj
dt
= − ∂H
∂Θj
= 0.
In such a case the skew-symmetric form acting on the second variation
of the Hamiltonian, J δ2H˜ will contain a 2d× 2d block of the form(
0 ∂
2H˜
∂Γ2
0 0
)
which is clearly a Jordan block. Therefore we expect that in general
when we compute the quantity J δ2H˜ = L about a point that lies on the
invariant 2d dimensional submanifold we will have a generalized kernel
of dimension 2d, with dim(ker(L)) = d and dim(ker(L2)/ ker(L)) = d.
There are assumptions here that must be checked in practice. We
are assuming that δPj are linearly independent (or equivalently that
∂2ΓjΓkH˜ has full rank) and that there is nothing in the generalized kernel
other than {wsj}, {wcj}, both of which can fail, but this is the generic
picture that one should expect.
This suggests the following strategy for understanding the spectrum
of the linearized operator about a traveling wave, at least in a neighbor-
hood of the origin in the spectral plane. Given a reasonably complete
description of the generalized kernel of the linearized operator one can
compute how this kernel breaks up under long wavelength perturba-
tions. There are at least two distinct situations in which one might
want to do this, namely assessing the impact of longitudinal and trans-
verse perturbations on stability.
In the longitudinal case one would like to assess the impact of sub-
harmonic perturbations, those with a period which is a (large) multiple
of the period of the underlying traveling wave. In general if L is a linear
periodic differential operator then the eigenfunctions u(x;µ) admit a
Floquet decomposition u(x;µ) = eiµxuˆ(x;µ), where uˆ(x;µ) has a pe-
riod equal to that of the underlying traveling wave, and µ represents the
quasi-momentum. This leads to a one-parameter family of eigenvalue
problems, parameterized by µ, with µ = 0 representing the periodic
eigenvalue problem. We have argued that the linearized periodic op-
erator will generally have a 2d dimensional generalized kernel. One is
then led to the question of understanding how this generalized kernel
breaks up into 2d small eigenvalues for non-zero Floquet multiplier µ.
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In the transverse case one might be interested in assessing the im-
pact of long-wavelength perturbations in a transverse direction. For
instance one might be interested in understanding the stability of one-
dimensional traveling waves to long wavelength perturbations in a
transverse direction. Here we have a similar situation, with the small
parameter k representing the wave-number of the transverse perturba-
tion. The perturbations are somewhat simpler than those induced by
the Floquet multiplier, but they are of a similar form.
In the next section we present a detailed calculation for the periodic
traveling wave solutions to a generalized nonlinear Schro¨dinger (NLS)
equation. We note a slight change in notation between this section
and the last: in the present section we think of the period and the
Floquet multiplier of the underlying solution as being fixed. In the
next section it will be more convenient to consider the period, etc., as
being functions of underlying constants in the problem. There are a
couple of reasons for doing so. Firstly such parameters arise naturally
in the process of reducing the traveling wave to quadrature, and the
traveling wave solution satisfies a number of identities with respect to
these parameters (the Picard-Fuchs relations). Further the genericity
conditions on the Jordan form of the kernel of the linearized operator
can be expressed most naturally in terms of the variation of the period
and the Floquet multiplier in terms of these parameters.
Finally we use the following notation: throughout this calculation
we will have numerous occasions to consider the linear independence
of various gradients of the period T , the Floquet exponent η, and the
conserved quantities. We will use the notation {A,B}a,b to denote the
quantity {A,B}a,b = ∂A∂a ∂B∂b − ∂A∂b ∂B∂a , and similarly
{A,B,C}a,b,c =
∣∣∣∣∣∣∣∣∣
∂A
∂a
∂A
∂b
∂A
∂c
∂B
∂a
∂B
∂b
∂B
∂c
∂C
∂a
∂C
∂b
∂C
∂c
∣∣∣∣∣∣∣∣∣ .
1.2. NLS Traveling Waves. In this section we consider the problem
of applying the abstract considerations of the previous section to the
nonlinear Schro¨dinger (NLS) equation
iwt = wxx + ζf(|w|2)w.
This is an infinite dimensional Hamiltonian flow, and can be written
in the form
wt = J δH
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where H is the Hamiltonian functional with density h
H =
∫
w2x − ζF (|w|2)dx =
∫
h(w,w∗, wx, w∗x)dx,
δH is the variational derivative of the functional H: δH = ∂h
∂w∗− ∂∂x ∂h∂w∗x ,
F is the antiderivative of the nonlinearity F ′ = f, and J = i. As
discussed in the previous section for a general nonlinearity the NLS
equation has two conserved quantities, the mass and the momentum,
given by
M =
∫
|w|2dx,
P =
i
2
∫
(w∗xw − wxw∗)dx.
If one looks for a traveling wave solution in the form
w(x, t) = eiωtφ(x+ ct),
where (writing y = x+ ct)
φ(y) = exp(i(θ0 + S(y + y0) + cy/2))A(y + y0), (14)
then the functions A(y + y0), S(y + y0) satisfy
2AySy + ASyy = 0, (15)
Sy =
κ
A2
, (16)
Ayy = −(ω + c2/4)A+ AS2y − ζf(A2)A, (17)
A2y = 2E − (ω + c2/4)A2 −
κ2
A2
− ζF (A2), (18)
where Equation (18) follows from (17) by integration. There are seven
different parameters (ω,E, κ, ζ, c, y0, θ0) defining a general periodic trav-
eling wave, so it is worth saying something about the interpretations
of them. First, we note that we can rearrange this solution as
w(x, t) = ei(ω+c
2/4)teiθ0eiS(x+ct+y0)A(x+ ct+ y0)e
ic(x+ct/2)/2.
By Galilean invariance, we can reduce this to
w(x, t) = ei(ω+c
2/4)teiθ0eiS(x+y0)A(x+ y0),
and by translation and U(1) invariance, we can further reduce to
w(x, t) = ei(ω+c
2/4)teiS(x)A(x).
The parameters y0, θ0 are the phases or angles associated with the
translation invariance and U(1) invariance, which are generated by the
conserved quantities P and M respectively. Derivatives with respect
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to these variables will generate elements of the kernel of the linear op-
erator. We will show shortly that generically these derivatives span the
kernel. Additionally, the parameters c and ω are the Lagrange multi-
pliers associated with the constant momentum and mass constraints.
Derivatives with respect to these parameters will generically gener-
ate the 1st generalized kernel of the linearized operator, with explicit
genericity conditions to be described later. Because of the translation
invariance and U(1) invariance, we can eventually omit the dependence
on θ0 and y0: after initial differentiation of φ(y) with respect to them,
we will set θ0 = y0 = 0. Because of the Galilean invariance, after dif-
ferentiating φ(y) with respect to c, we can simplify all calculations by
setting c = 0. From these symmetries, we can also say that A and S
depend only on y+ y0, ω, E, κ, ζ; they have no direct dependence on
θ0 or c, and dependence on y0 is equivalent to dependence on y. The
parameters E, κ are associated with the boundary conditions: generally
the solutions to equations (15) —(18) satisfy quasi-periodic boundary
conditions of the form
w(T ) = w(0)eiη
wx(T ) = wx(0)e
iη
where the period T and the quasi-momentum η depend on ω,E, κ, ζ,
and η also depends on c. The discussion of the Hamiltonian structure in
the preceding section assumes a fixed function space, so a fixed period
T and quasi-momentum η. In principle the conditions T, η fixed defines
E, κ implicitly in terms of c, ω. In this section we will treat E, κ, ω as
independent, as the genericity conditions are most naturally expressed
in terms of partial derivatives of the conserved quantities and the period
and quasi-momentum in terms of the various parameters. The price
that we pay for this is that the elements of the first generalized kernel
are given by somewhat tedious directional derivatives in E, κ, ω. Fi-
nally ζ is a somewhat artificial parameter that we introduce in order to
compute the preimage of certain elements of the range of the linearized
operator. We remark that in the case of a power-law type nonlinearity,
f(A2) = ±A2m, one can do these calculations using the inifinitesimal
generator of the scaling group, but for a more complicated nonlinearity
this additional parameter is more convenient.
We define the domain Ω to be the open set of parameter values for
which equation (18) has a non-degenerate traveling wave.
Definition 1. We define the parameter domain Ω to be the open set
of parameter values (E, κ, ω, ζ) such that
• The quantity κ > 0.
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• The function R(A) = 2E − ωA2 − κ2
A2
− ζF (A2) is real and
positive on some interval (a−, a+) on the positive real axis, and
has simple roots at a±.
Remark 1. The set Ω represents the set of parameter values where the
generalized NLS has non-trivial phase solutions. The boundary sets
κ = 0 and the set of parameter values for which R(A) has real roots of
higher multiplicity (the zero set of the discriminant) represent various
degenerations including the trivial phase periodic solutions, solitary
wave solutions, constant amplitude (Stokes wave) type solutions, etc.
In order to be able to differentiate with respect to parameters it is
easiest to assume that we are on the open set. In principle the stability
of the limiting solutions could be determined by taking an appropriate
limit, but in practice it is probably easier to repeat the calculation
for the subclass of solutions. Also note that when κ > 0 there is a
neighborhood of the origin that is in the classically forbidden region
(in other words R(A) is negative) and thus in this situation it suffices
to look at A strictly positive. It is only in the κ = 0 case that one can
have solutions (for instance the cnoidal solutions) that pass through
zero. This makes κ = 0 a somewhat singular perturbation of κ 6= 0.
It is useful to introduce the function
K =
∫ T
0
(Ay)
2dy =
∮
γ
√
2E − ωA2 − κ
2
A2
− ζF (A2)dA (19)
where γ is any simple closed contour in the complex plane encircling
an interval (a−, a+) on the real axis on which the function R(A) =
2E−ωA2− κ2
A2
− ζF (A2) is positive with simple zeroes at a− and a+. If
this is the case then there is a periodic solution to A2y = 2E−ωA2− κ
2
A2
−
ζF (A2) with period T with a minimum value A = a− and a maximum
value A = a+. We will always choose the translate of the traveling
wave profile so that A(0) = a− and A(T/2) = a+. Further the spatial
period T , the mass M and the phase S(T )− S(0) satisfy
∂K
∂E
= T
∂K
∂ω
= −1
2
M
∂K
∂κ
= S(0)− S(T )
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The function w(y, t) is itself not periodic but rather quasi-periodic. It
satisfies the boundary conditions
w(T ) = exp(i(S(T )− S(0)))w(0)
wy(T ) = exp(i(S(T )− S(0)))wy(0)
where the accumulated phase η = S(T ) − S(0) can be interpreted as
the quasi-momentum of the traveling wave.
1.3. Linearization and the Jordan structure of the kernel. We
next consider the linearized equations of motion by considering a per-
turbation of the form
w(y, t) = eiωt(φ(y) + ei[S(y+y0)+cy/2+θ0]W (y, t))
where φ(y) is as in Equation (14), and W (y, t) can be written in
the form R(y, t) + iI(y, t). Note that by “factoring off” the phase
exp(i(S(y + y0) + cy/2 + θ0)) from the perturbation we have effec-
tively removed the quasi-momentum. In prior sections we expressed
the Hamiltonian structure in terms of a single complex field, with sym-
plectic form J = i. In the literature on the stability of traveling wave
solutions to NLS it is usual to work instead with the real and imaginary
parts of the field. We will follow that convention here. In this case the
symplectic form is given by
(
0 −1
1 0
)
which, with a slight abuse of
notation, we will continue to denote J .
In terms of the real and imaginary parts R, I the linearized equations
of motion can be written as
J δ2H˜
(
R
I
)
=
(
R
I
)
t
=
( K −L−
L+ K
)(
R
I
)
=
(
0 −1
1 0
)(
L+ K
KT L−
)(
R
I
)
(20)
where the operator
K = Syy + 2Sy∂y (21)
is skew-symmetric (when considered as acting on a space of T -periodic
functions), while the operators
L+ = −ω − ∂yy + (Sy)2 − ζf(A2)− 2ζf ′(A2)A2 (22)
L− = −ω − ∂yy + (Sy)2 − ζf(A2) (23)
are self-adjoint. This implies that the linearized operator can be written
in the Hamiltonian form as the product of a skew-symmetric and a
symmetric operator, and in particular as in Equation (20). Note that in
the trivial phase case κ = 0, as in the solitary wave case, the linearized
PERIODIC NLS STABILITY 15
operator L = J δ2H˜ has only the off-diagonal terms, (δ2H˜ is diagonal)
but in the non-trivial phase case both operators are full.
The basic idea of the next calculation is the following: we have
constructed a traveling wave solution that depends on a number of
parameters, κ,E, ω, c, ζ, θ0, y0. If the traveling wave equation does
not depend explicitly on the parameter, then differentiation with re-
spect to that parameter will give an element of the formal kernel
of the differential operator (e.g., J δ2H˜uE = 0; this is the case for
y0, θ0, E, κ). Otherwise, differentiation with respect to the param-
eter gives an element of the range of the differential operator (e.g.,
J δ2H˜uω = −J δ ∂H˜∂ω = J δM = uθ0 ; this is the case for c, ω, ζ). We
note that the above description is somewhat impressionistic, due to
the form of our perturbation. Typically functions generated by dif-
ferentiating with respect to parameters will not belong to the proper
function space, as the period and quasi-momentum will be functions
of the parameters, but appropriate linear combinations will lie in the
proper function space. We are computing elements of the tangent space
to the manifold of solutions of fixed period and quasi-momentum.
The results of this calculation can be summarized in the following
theorem.
Theorem 1. Suppose
• The parameter values (E, κ, ω, ζ) lie in the open set Ω.
• The nonlinearity F (x) is linearly independent from 1, x, 1
x• The amplitude A(y) is non-constant.
Define the linearized operator J δ2H˜ as in (20–23), subject to T pe-
riodic boundary conditions, and the quantities
T (κ,E, ω, ζ) =
∮
dA√
2E − ωA2 − κ2
A2
− ζF (A2)
,
η(κ,E, ω, ζ) =
∮
κdA
A2
√
2E − ωA2 − κ2
A2
− ζF (A2)
,
M(κ,E, ω, ζ) =
∮
A2dA√
2E − ωA2 − κ2
A2
− ζF (A2)
,
K(κ,E, ω, ζ) =
∮ √
2E − ωA2 − κ
2
A2
− ζF (A2)dA,
with the integral taken around an appropriate contour in the complex
plane. Then the generalized kernel of L = J δ2H˜ generically takes
the form of the direct sum of two Jordan chains of length two: there
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exist two null vectors u0,2 such that J δ2H˜u0,2 = 0, and two generalized
null-vectors u1,3 such that J δ2H˜u1,3 = u0,2, with uj given as follows:
u0 = {T, η}E,κ
(
0
A(y)
)
u1 = {T, η}E,κ
(
Aω(y)
A(y)Sω(y)
)
+ {T, η}κ,ω
(
AE(y)
A(y)SE(y)
)
+ {T, η}ω,E
(
Aκ(y)
A(y)Sκ(y)
)
u2 = {T, η}E,κ
(
Ay(y)
A(y)Sy(y)
)
u3 = {T, η}E,κ
(
0
yA(y)/2
)
+
TTκ
2
(
AE(y)
A(y)SE(y)
)
− TTE
2
(
Aκ(y)
A(y)Sκ(y)
)
.
The left eigenvectors, which can be chosen as
v0 = u
t
1J
v1 = −ut0J
v2 = u
t
3J
v3 = −ut2J
satisfy
v1,3L = 0
v0,2L = v1,3.
The genericity conditions can be expressed as follows:
• The kernel { u | J ∂2H˜u = 0} is exactly two dimensional unless
the quantity σ = {T, η}E,κ = ∂T∂E ∂η∂κ − ∂T∂κ ∂η∂E = 0 in which case
the kernel is higher dimensional. More specifically
dim(ker(L)) = 2 + dim
(
ker
(
TE Tκ
ηE ηκ
))
= 2 + dim
(
ker
(
KEE KκE
KκE Kκκ
))
. (24)
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• Assuming that σ = {T, η}E,κ 6= 0 there are no Jordan chains of
length greater than two as long as the determinant
∣∣∣∣∣∣∣∣
Kκκ KκE Kκω T
KκE KEE KEω 0
Kκω KEω Kωω 0
T 0 0 −M
∣∣∣∣∣∣∣∣ (25)
does not vanish. More specifically we have that
dim(ker(J ∂2H˜)3)− dim(ker(J ∂2H˜)2)
= dim
ker

Kκκ KκE Kκω T
KκE KEE KEω 0
Kκω KEω Kωω 0
T 0 0 −M

 . (26)
Proof. From standard ODE arguments we have that the traveling wave
solutions are (for parameter values in Ω) C1 functions of the parame-
ters. By differentiating the equation
A2y = R(A;E, κ, ω, ζ),
we have that Ay, AE, Aκ solve linear inhomogeneous equations with
linearly independent right-hand sides
2AyAyy = Ry(A)Ay (27)
2AyAEy = Ry(A)AE + 2 (28)
2AyAκy = Ry(A)Aκ − 2 κ
A2
(29)
The functions Ay, AE, Aκ must be linearly independent since if there
existed a linear combination of Ay, AE, Aκ that vanished then the cor-
responding linear combination of the above ordinary differential equa-
tions would vanish. Since the righthand sides are 0, 2 and −2 κ
A2
and
1 and 1
A2
are assumed linearly independent this would imply that Ay
is identically zero and thus A(y) constant, which we have assumed to
be not true. Differentiating the traveling wave equations with respect
to the parameters y0, θ0, E, κ shows that four solutions to the ordinary
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differential equation Lu = 0 are given by
L
(
0
A(y)
)
= 0 (30a)
L
(
Ay(y)
A(y)Sy(y)
)
= 0 (30b)
L
(
AE(y)
A(y)SE(y)
)
= 0 (30c)
L
(
Aκ(y)
A(y)Sκ(y)
)
= 0. (30d)
Since there is no linear combination of(
0
A(y)
)
,
(
Ay(y)
A(y)Sy(y)
)
,
(
Aκ(y)
A(y)Sκ(y)
)
,
(
AE(y)
A(y)SE(y)
)
for which even the first component vanishes then the four solutions are
linearly independent. Note that these are four linearly independent
solutions to the ordinary differential equation Lu = 0. This generally
does not give four linearly independent solutions to the operator equa-
tion Lu = 0, as the operator equation must be considered on some
function space and these functions may not satisfy appropriate bound-
ary conditions. The first two quantities,
(
0
A(y)
)
,
(
Ay(y)
A(y)Sy(y)
)
are periodic, but the other two are typically not periodic since the pe-
riod T and the net phase S(T )−S(0) = η are functions of E, κ, ω, ζ.
Additionally differentiating with respect to the quantities ω, c gives
the relations
L
(
Aω(y)
A(y)Sω(y)
)
=
(
0
A(y)
)
(31a)
L
(
0
yA(y)/2
)
=
(
Ay(y)
A(y)Sy(y)
)
(31b)
These are again not in the generalized kernel of L since they are
not periodic. However, one can find linear combinations of either of
the above vectors with
(
AE(y)
A(y)SE(y)
)
and
(
Aκ(y)
A(y)Sκ(y)
)
which are
periodic. The details are given in Appendix A.
Regarding the genericity conditions, we again note that equations
(30a–30d) give four linearly independent solutions to the ODE Lu = 0,
the first two being T periodic. The traveling waves are chosen so that
A′(0) = 0 for all parameter values. The change in the second two
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solutions and their derivatives over one period is given by(
AE
A(y)SE
)∣∣∣∣T
0
=
(
0
A(0)
(
ηE − κA(0)2TE
) )
(32)
(
AE
A(y)SE
)
y
∣∣∣∣∣
T
0
=
( −TEA′′(0)
0
)
(33)
(
Aκ
A(y)Sκ
)∣∣∣∣T
0
=
(
0
A(0)
(
ηκ − κA(0)2Tκ
) )
(34)
(
Aκ
A(y)Sκ
)
y
∣∣∣∣∣
T
0
=
( −TκA′′(0)
0
)
(35)
Note that A(0) 6= 0 and A′′(0) 6= 0 so that the only way one can
construct a non-zero periodic linear combination of the solutions (30c)
and (30d) is if the determinant
σ =
∣∣∣∣ TE TκηE ηκ
∣∣∣∣ = 0,
and further the number of periodic solutions that can be constructed
is equal to the rank of the matrix
(
TE Tκ
ηE ηκ
)
. The same argument
applies to the left kernel of L, with the same genericity condition.
Assuming that the genericity condition TEηκ − TκηE 6= 0 is satisfied
and the left and right kernels of L are two dimensional we next show
that there is typically nothing in the next generalized kernel. In order to
have a element of ker(L3)/ ker(L2) we must have a linear combination
of u1 and u3 that lies in the range of L. By the Fredholm alternative
this is equivalent to finding a linear combination of u1 and u3 that
is orthogonal to v1 and v3. This, in turn, is equivalent to the gram
determinant∣∣∣∣ v1u1 v3u1v1u3 v3u3
∣∣∣∣ = σ24
∣∣∣∣ {η, T,M}κ,E,ω T2 {T,M}κ,ET
2
{T,M}κ,E −T 2TE2 + M2 {η, T}κ,E
∣∣∣∣
being zero, where σ = {η, T}κ,E. The elements of the above gram
matrix are computed in Appendix B. To relate this to the determinant
of the four by four matrix we remind the reader of the identities T =
KE;M = −2Kω; η = −Kκ. We next use the Dodgson-Jacobi-Desnanot
condensation identity [15], which was proved by Dodgson prior to his
well-known early work on mirror symmetry [11]. The condensation
identity says that if D is the determinant of a matrix, and Dji is the
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minor determinant with the ith row and jth column removed then
DDijij = D
i
iD
j
j −DjiDij.
Applying this to the 4× 4 determinant
D =
∣∣∣∣∣∣∣∣
Kκκ KκE Kκω T
KκE KEE KEω 0
Kκω KEω Kωω 0
T 0 0 −M
∣∣∣∣∣∣∣∣ (36)
with i = 3 and j = 4 we find that
D44 = {Kκ, KE, Kω}κ,E,ω = −
1
σ
v1u1,
D43 = D
3
4 = T{KE, Kω}κ,E =
2
σ
v3u1 =
2
σ
v1u3,
D33 = −M{Kκ, KE}κ,E − T 2KEE = −
4
σ
v3u3,∣∣∣∣ v1u1 v3u1v1u3 v3u3
∣∣∣∣ = σ34 D.

Remark 2. As was discussed earlier we always move to the Galilean
frame in which c = 0. This is not strictly necessary—one can carry out
the entire calculation as a function of c. This is somewhat algebraically
messy, as many of the quantities in question become functions of c. It
is somewhat theoretically cleaner however, so we remark that if one
maintains the full c dependence the non-existence of a higher general-
ized kernel can be shown to be equivalent to the matrix ∂
2K
∂(κ,E,ω,c)2
being
non-singular. The quantity D is, modulo some unimportant constants,
equal to the determinant of ∂
2K
∂(κ,E,ω,c)2
.
We would now like to introduce a few more pieces of notation. By
differentiating the traveling wave equation with respect to ζ, we have
the identity
L
(
Aζ
ASζ
)
=
(
0
f(A2)A
)
.
The functions Aζ , Sζ are typically not periodic but they can be peri-
odized in the same way as was done previously for the elements of the
generalized kernel, by adding linear combinations of Aκ, AE, etc. We
define the following quantities
γ = {T, η}κ,ω ρ = {T, η}ω,E τ = TTκ/2
ν = −TTE/2 ξ = {T, η}κ,ζ ψ = {T, η}ζ,E.
(37)
PERIODIC NLS STABILITY 21
Given these definitions we have
u0 = σ
(
0
A
)
(38a)
u1 = γ
(
AE
ASE
)
+ ρ
(
Aκ
ASκ
)
+ σ
(
Aω
ASω
)
(38b)
u2 = σ
(
Ay
ASy
)
(38c)
u3 = τ
(
AE
ASE
)
+ ν
(
Aκ
ASκ
)
+ σ
(
0
yA/2
)
(38d)
v0 = γ
(
ASE
−AE
)t
+ ρ
(
ASκ
−Aκ
)t
+ σ
(
ASω
−Aω
)t
(38e)
v1 = −σ
(
A
0
)t
(38f)
v2 = τ
(
ASE
−AE
)t
+ ν
(
ASκ
−Aκ
)t
+ σ
(
yA/2
0
)t
(38g)
v3 = −σ
(
ASy
−Ay
)t
(38h)
It is also convenient to construct two more functions that will be useful
in the remainder of the paper. These will not belong to the kernel or
the generalized kernel, but will instead represent a particular function
in the range of the linearized operator, together with its pre-image.
These are given by
u4 = σ
(
0
f(A2)A
)
u5 = ξ
(
AE
ASE
)
+ ψ
(
Aκ
ASκ
)
+ σ
(
Aζ
ASζ
)
We see that u4 is periodic, since A(y) is periodic, and u5 is periodic
and satisfies Lu5 = u4.
At this point we have constructed the generalized kernel of the lin-
earization of the NLS equation around a periodic traveling wave so-
lution. We know that generically the kernel consists of a direct sum
of two Jordan chains of length two, one associated with each commut-
ing flow. The next step in the calculation is to understand how this
four dimensional generalized kernel breaks up under a perturbation.
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This perturbation can represent either slow modulations in a trans-
verse spatial direction or perturbations in the boundary conditions due
to a change in the quasi-momentum or Floquet exponent.
2. Modulational Stability Results
2.1. Perturbation of a Jordan Subspace. In the prior section we
established the structure of the kernel of the linearized operator. The
purpose of this section is to derive the fundamental perturbation result.
Generically under a perturbation of size µ a Jordan block of size d will
have a representation in terms of a Puiseaux series in powers of µ
1
d . The
breakup of a Jordan block under perturbation has been considered by
many authors including Lidskii [43], Baumga¨rtel [2], Moro, Burke and
Overton [47] and (in the context of stability of Hamiltonian systems)
Maddocks and Overton [44]. In many of these works the perturbations
are assumed to be in some sense generic, and the resulting series are
in the form of the aforementioned Puiseaux series. In the problems
of interest here the perturbations are highly non-generic, and admit a
standard power series representation in powers of µ. The first result
covers the situation of interest to our problem.
Proposition 1. Suppose that an operator L with compact resolvent has
a d-dimensional kernel spanned by {u2j}d−1j=0 and a d-dimensional first
generalized kernel spanned by {u2j+1} satisfying Lu2j+1 = u2j, and
similarly a left basis satisfying v2j+1L = 0, v2jL = v2j+1. Consider
a perturbation of the form L + µL(1) + µ2L(2), where L(1)(λ − L)−1,
L(1)(λ−L)−1L(1) and L(2) are bounded operators, and suppose that the
first order perturbation satisfies the additional conditions that
v2j+1L(1)u2k = 0 ∀j, k = 0, ..., d− 1. (39)
Then, to leading order in µ, the 2d dimensional generalized kernel
breaks up into 2d eigenspaces. The eigenvalues are given to leading
order by
λ(µ) = λ1µ+ o(µ)
where λ1 is a root of the polynomial
det(λ21M
(2) + λ1M
(1) + M(0)) = 0 (40)
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and M(i) are d× d matrices defined as follows:
M
(2)
j,k = v2j+1u2k+1
M
(1)
j,k = −v2j+1L−1L(1)u2k − v2j+1L(1)L−1u2k
= −v2jL(1)u2k − v2j+1L(1)u2k+1
M
(0)
j,k = v2j+1L(1)L−1L(1)u2k − v2j+1L(2)u2k
and L−1 is the Moore-Penrose pseudo-inverse.
Remark 3. A few remarks on the previous proposition. First note that
condition (39) is a necessary and sufficient condition for the quantity
v2j+1L(1)L−1L(1)u2k to be well-defined. Also note that, compared with
self-adjoint perturbation theory there is a certain amount of “mixing”
of orders: certain terms that are formally second order in µ in the
expansion of the operator contribute to first order in µ in the eigenvalue.
This is typical when one perturbs a Jordan block due to the fact that
the range has a non-trivial intersection with the kernel.
Proof. We give an argument based on a Schur complement calculation
and the Weierstrauss preparation theorem.
Since the generalized kernel of the operator L has Jordan chains of
length two we can decompose our function space as ker0(L)+ker1(L)+
Range(L2). If u is an eigenfunction of the perturbed problem we will
denote the projections of u onto ker0(L), ker1(L) and Range(L2) by
x0,x1 and x2 respectively. We will express the operators L,L(1) and
L(2) in block form in this basis as follows:
L =
 0 A01 00 0 0
0 0 A22
 L(1) =
 B00 B01 B020 B11 B12
B20 B21 B22

L(2) =
 C00 C01 C02C10 C11 C12
C20 C21 C22
 u =
 x0x1
x2

The Jordan structure of L implies that the indicated blocks are zero.
The fact that the (1, 0) block of L(1) is zero is forced by Equation (39).
The rest of the entries are arbitrary, but only the boxed ones contribute
to the leading order perturbation theory, as will be seen. We begin with
the perturbed eigenvalue problem(L+ µL(1) + µ2L(2))u = λu.
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Given the definitions above this is equivalent to the system
A01x1 + µ(B00x0 + B01x1 + B02x2) +O(µ
2) = λx0
µ(B11x1 + B12x2) + µ
2(C10x0 + C11x1 + C12x2) = λx1
A22x2 + µ(B20x0 + µB21x1 + µB22x2) +O(µ2) = λx2.
A judicious application of elimination, or the Schur complement for-
mula, gives
(A01 + µB01 +O(µ
2))x1 = (λ− µB00 +O(µ2))x0
(λ− µB11 +O(µ2))x1 = µ2(C10 −B12RB20)x0 +O(µ3),
where R = R(λ, µ) = (A22 − λ + µB22)−1. Note that by assumption
A−122 B22 is bounded, and thus (A22 − λ + µB22) is invertible for suffi-
ciently small µ, λ. If one further eliminates x1, we obtain a simplified
equation for x0:
µ2(C10 −B12RB20)x0 = (λ− µB11 +O(µ2))×
(A01 + µB01 +O(µ
2))−1(λ− µB00 +O(µ2))x0 +O(µ3), (41)
giving an analytic matrix pencil [43]. Note that boundedness of B01
implies invertibility of (A01 + µB01) for µ sufficiently small. Writing
(41) in the form N(λ, µ)x0 = 0 we find the condition
det(N(λ, µ)) = det
(
(λ− µB11)A−101 (λ− µB00)
− µ2(C10 −B12A−122 B20)
)
(1 +O(λ, µ)) = 0. (42)
The Weierstrauss preparation theorem then implies that there is a
branch of solutions λ(µ) = λ1µ+O(µ
2) with λ1 a root of
det
(
(λ1 − µB11)A−101 (λ1 − µB00)− µ2(C10 −B12A−122 B20)
)
= 0.
It only remains to recognize that this is the same as formula (40). To
see this note that the Moore-Penrose inverse is given by
L−1 =

0 0 0
A−101 0 0
0 0 A−122
 .
From this we see that the (1, 0) block of L−1L(1) is A−101 B00, the
(1, 0) block of L(1)L−1 is B11A−101 , and the (1, 0) block of L(1)L−1L(1) is
B11A
−1
01 B00 + B12A
−1
22 B20. The fact that A01 is a Gram matrix rather
than the identity reflects the fact that our basis is not orthonormal.

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2.2. Evaluation of Stability to Longitudinal and Transverse
Perturbations. We are now ready to derive the equations govern-
ing the modulational stability of quasi-periodic traveling waves. We
have previously shown that generically the operator L has a two di-
mensional kernel and a two dimensional first generalized kernel, and
we have also shown how such a Jordan block breaks up under a cer-
tain restricted class of perturbations. The last step is to realize that
both transverse and longitudinal long-wavelength perturbations can be
treated as small perturbations to the operator L, and to compute the
appropriate matrix elements of the perturbation.
For the case of longitudinal perturbations we first note that the op-
erator L is a differential operator on R with T -periodic coefficients. It
follows from Floquet theory [38] that the spectrum of L on L2(R) is
given by a union over all quasi-momenta in the dual torus µ ∈ (− pi
T
, pi
T
]
of the spectrum of L subject to quasi-periodic boundary conditions
u(T ) = eiµTu(0); uy(T ) = e
iµTuy(0). This µ-dependent boundary con-
dition can be translated to a µ-dependent operator on L2(R) by the
change of variable u = eiµyu˜, in terms of which Lu = λu becomes
L(µ)u˜ = λu˜, where L(µ) = e−iµyLeiµy = L+ µL(1) + µ2L(2), with L(1)
and L(2) given by
L(1) = 2i
(
Sy ∂y
−∂y Sy
)
L(2) =
(
0 −1
1 0
)
.
All that remains is to compute the various matrix elements in the block
decomposition of the perturbation terms and apply Proposition 1.
Corollary 1 (Normal Form for Longitudinal Perturbations). Suppose
that L is the linearization of the nonlinear Schro¨dinger equation about
a traveling wave solution, and that the genericity conditions on the
kernel of L are met. For small values of µ, the Floquet multiplier, a
normal form for the four bands of continuous spectrum emerging from
the origin in the spectral plane is as follows:
det
(
λ2
(
a2 b2
b2 d2
)
+ λµ
(
a1 b1
b1 d1
)
+ µ2
(
a0 b0
b0 d0
))
+O(5) = 0
(43)
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where O(5) denotes terms λjµk with j, k ≥ 0 and j+k ≥ 5. The matrix
elements are given by (cf. equation 40)
a2 = v1u1 = −σ
2
(γME + ρMκ + σMω) (44a)
b2 = v1u3 = −σρT
2
= v3u1 = −σ
2
(τME + νMκ) (44b)
d2 = v3u3 = −σ
2
(νT + σM/2) (44c)
a1 = −v0L(1)u0 − v1L(1)u1 = iσT (2ρ) (44d)
b1 = −v0L(1)u2 − v1L(1)u3 = iσT (ν + γ) (44e)
d1 = −v2L(1)u2 − v3L(1)u3 = iσT (2τ + σκ) (44f)
a0 = v1L(1)L−1L(1)u0 − v1L(2)u0 = 2σTν (44g)
b0 = v1L(1)L−1L(1)u2 − v1L(2)u2 = 2σTτ (44h)
d0 = v3L(1)L−1L(1)u2 − v3L(2)u2 = 2σT (ωγ − ζξ − Eσ) (44i)
Proof. Assuming that the genericity condition holds, the normal form
follows from Proposition (1), in particular Equation (40). All of the el-
ements of the matrices M(0),M(1),M(2) can be computed explicitly. In
Appendix B we compute a few of these matrix elements; the remainder
follow similarly. Note that all of the matrix elements can be expressed
in terms of η, T,M and their derivatives (see Equation (37)).
Note that the matrices M(0) and M(2) are real and symmetric while
M(1) is symmetric and purely imaginary. It is perhaps more conve-
nient to work with iλ instead: iλ satisfies a real quartic equation, and
has roots that are either real or are complex conjugate pairs. This
corresponds to roots of λ either being purely imaginary or symmetric
about the imaginary axis (λ,−λ∗). This represents half of the usual
Hamiltonian quartet λ,−λ, λ∗,−λ∗. The other half of the Hamiltonian
quartet comes from mapping µ 7→ −µ, which is equivalent to taking
the complex conjugate of the equation. 
The case of transverse perturbations is similar though a bit more
straightforward. Here we are considering the stability of periodic solu-
tions of the one-dimensional NLS
iwt = wxx + ζf(|w|2)w
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as solutions of the two-dimensional NLS
iwt = wxx ± wzz + ζf(|w|2)w.
The + case is often referred to as the elliptic 2D NLS, while the − case
is referred to as the hyperbolic 2D NLS. The linearization of the 2D
NLS around a one-dimensional solution with perturbation of the form
w(y, z, t) = eiωt
(
φ(y) + ei[S(y+y0)+cy/2+θ0]W (y, z, t)
)
(45)
leads to a linear operator of the form L∓J ∂2
∂z2
, where L is the linearized
operator from the one-dimensional case. Since L is independent of the
transverse variable z one can take the Fourier transform in the z, with
dual variable k, to find the operator
L(k) = L ± k2L(2).
Thus for transverse modulations there is no L(1) term and the L(2)
takes a similar form to that for longitudinal modulations, with the
small parameter being the transverse wave-number k rather than the
Floquet exponent µ.
Corollary 2. (Normal Form for Transverse Pertubations) Suppose
that L(k) is the Fourier transform in z of the linearization of the 2D
NLS equation about a one-dimensional periodic traveling wave solution
that satisfies the genericty conditions.
For small k a normal form for the four bands of continuous spectrum
emerging from the origin in the spectral plane is
det
(
λ2
(
a2 b2
b2 d2
)
± k2
(
a′0 b
′
0
b′0 d
′
0
))
+O(5) = 0 (46)
where the coefficients a2, b2, d2 are as in the previous corollary and
a′0, b
′
0, d
′
0 are given by
a′0 = −v1L(2)u0 = −σ2M
b′0 = −v1L(2)u2 = −σ2κT
d′0 = −v3L(2)u2 = −σ2(2ET − ωM − ζU)
with
U =
∫ T
0
F (A2)dy.
Note that (again for small wavenumber k) the eigenvalues of the
linearized hyperbolic 2D NLS operator under transverse perturbation
are i times the eigenvalues of the linearized elliptic 2D NLS.
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Proof. As in the previous result the proof amounts to computing the
appropriate matrix elements. Note that the M(0) terms are slightly
different in the two cases, as the longitudinal case includes terms arising
from L(2) as well as terms arising from L(1)L−1L(1), the latter of which
do not arise in the transverse case. 
As noted previously iwt = wxx+wzz+ζf(|w|2)w is called the elliptic
NLS and iwt = wxx − wzz + ζf(|w|2)w the hyperbolic NLS. In the
numerics section we will refer to these as focusing or defocusing based
on the nature of the 1D problem, iwt = wxx + ζf(|w|2)w, though in
the hyperbolic case the distinction between focusing and defocusing is
not particularly meaningful.
These results give a rigorous normal form for the eigenvalues of the
linearized operator L in a neighborhood of the origin in the spec-
tral plane as a function of the quasimomentum µ or the transverse
wavenumber k respectively. One could in principle combine these, and
consider modulations in both the transverse and longitudinal direc-
tions, though we have not done so here. The eigenvalues are locally
given by the roots of a homogeneous quartic polynomial in λ and µ
or k. The coefficients of this polynomial can be expressed in terms
of the quantities T,M, η, U and their derivatives with respect to the
various parameters. The most interesting case physically is that of a
potential F (|A|2) that is polynomial. In this situation it is a classical
result that there are only a finite number of such differentials, and that
the derivatives of such quantities can always be expressed as a linear
combination of such quantities, a result known as the Picard–Fuchs
relations [19]. In the next section we briefly outline the derivation of
the Picard–Fuchs relations, as these are a natural way to compute the
derivatives from both the analytical as well as the numerical point of
view.
2.3. Picard–Fuchs relations for hyperelliptic equations. The cal-
culation in the previous section gives a rigorous normal form for the
bands of continuous spectrum in a neighborhood of the origin in the
spectral plane in terms of the derivatives with respect to certain pa-
rameters of certain moments of the traveling wave solution. In the case
of a potential F (w2) that is polynomial in the field w these conserved
quantities can be expressed in terms of hyperelliptic integrals. Since
there are only a finite number of such differentials the derivatives of
such integrals with respect to the parameters may be expressed in terms
of linear combinations of the integrals themselves. These relations are
known as the Picard-Fuchs equations. It is preferable from both an
analytic point and a numerical point of view to use the Picard-Fuchs
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relations to ultimately express all derivatives in terms of various mo-
ments of the solutions, so we give a brief description of the necessary
theory here.
The classical Picard-Fuchs equation considers integrals of the form
Jk =
1
2
∮
γ
zkdz√
α0 + α1z + α2z2 + . . . αdzd
=
1
2
∮
γ
zkdz√
P (z, α)
k ≥ 0,
where P (z) is a real polynomial with degree d with the property that
there is an interval [a, b] on the real axis where P > 0 on (a, b) and P
has simple zeroes at a and b, and γ is a fundamental cycle enclosing
the real interval [a, b]. For the sake of simplicity it is easiest to assume
that all of the roots are simple, not just a, b, but this can be relaxed
somewhat. The following facts [19, 22, 46] are well-known:
Fact 1 There are at most (d− 1) such quantities: for k > d− 2 every
such quantity Jk can be expressed as a linear combination of
the Jj with j ≤ (d− 2), with coefficients rational in αj
Fact 2 The derivatives
∂Jj
∂αk
can be expressed as a linear combination of
the Jj j ∈ {0 . . . d− 2}.
Fact 3 The quantity
∂Jj
∂αk
is a function of only j+k, and thus
∂Jj
∂αk
= ∂Jk
∂αj
.
The second fact is what is usually known as the Picard Fuchs equations.
To see the first we note that, from integration by parts, we have the
identity ∮
γ
P ′(z, α)√
P (z, α)
dz = 0,
which gives
d∑
j=1
jαjJj−1 = 0,
which gives Jd−1 in terms of J0, J1 . . . Jd−2. More generally we have
that (again from integration by parts)∮
γ
zkP ′(z, α)√
P (z, α)
dz = −
∮
γ
2kzk−1
√
P (z, α)dz = −
∮
γ
2kzk−1P (z, α)√
P (z, α)
dz
or, equivalently, that ∮
γ
Q(z)√
P (z, α)
dz = 0
where Q(z) = zkP ′(z, α) + 2kzk−1P (z, α). This gives a relation
d∑
j=1
(j + 2k)αjJj+k−1 = 0
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(for k ≥ 0) so we can solve for Jk+d−1 in terms of J with smaller argu-
ments. We can apply this repeatedly (if tediously) to always express
any such integral in terms of Jj with j ≤ d− 2.
To see the second fact, we first define Dk as follows
Dk = −1
4
∮
zk
(P (z, α))
3
2
dz k ∈ 0 . . . d− 2
and note that
∂Jj
∂αk
= Dj+k. Since all Jk are expressible as linear combi-
nations of {Jj}d−2j=0, the largest subscript that we need is ∂Jd−2∂αd = D2d−2.
The goal is to derive 2d − 1 linear equations relating {Dj}2d−1j=0 with
{Jk}d−2k=0, and to solve these linear equations.
These equations are of two types. The prototypical first type arises
as follows. We begin with
α0D0 + α1D1 . . . αdDd = −1
4
∮
γ
∑
αiz
i
(P (z, α))
3
2
dz
= −1
4
∮
dz√
P (z, α)
= −1
2
J0, (47)
and similarly we have (for 0 ≤ k ≤ d− 2)
d∑
j=0
αjDk+j = −1
4
∮
γ
∑
αjz
j+k
(P (z, α))
3
2
dz
= −1
4
∮
zkdz√
P (z, α)
= −1
2
Jk k ∈ 0 . . . d− 2 (48)
The prototype for the second class of equations is the identity
−1
4
∮
γ
zkP ′(z, α)
(P (z, α))
3
2
dz = −1
4
∮
γ
2kzk−1√
P (z, a)
dz
which follows from integration by parts. At the levels of the integrals
Dj, Jk it can be expressed as∑
jαjDj+k = −1
2
2kJk−1 k ∈ 0 . . . d− 1. (49)
There are d−1 equations of the first type and d equations of the second.
This gives a set of 2d − 1 equations in 2d − 1 unknowns D0 . . . D2d−2,
which can be solved to give {Dj}2d−1j=1 in terms of {Jk}2d−1k=1 . The (2d−
1) × (2d − 1) matrix mapping {Dj}2d−1j=1 to {Jk}2d−1k=1 is the Sylvester
matrix of the polynomials P (z, α) and P ′(z, α). The Sylvester matrix
is singular if and only if the two polynomials have a common root, which
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in this case is equivalent to P having a root of higher multiplicity. As
we have assumed that the roots of P (z, α) are simple the Sylvester
matrix is invertible, and the derivatives Dj can be expressed as linear
combinations of the moments Jk.
In order to have a periodic traveling wave solution it suffices to have
a real interval z ∈ (a, b) on which P > 0 with simple roots at a, b. In
the case where P has a double root at some c 6= a, b there is a smaller
degree linear system that one can solve. This occurs in the case of the
quintic NLS, where for certain parameter values the elliptic function
solutions reduce to rational trigonometric or hyperbolic trigonometric
solutions. Modifications for this case are reasonably straightforward,
but we do not detail them here.
We need a very slight generalization of the classical Picard-Fuchs
equations, as we will actually need to consider integrals of the form
J−1 = 12
∮
γ
dz
z
√
P (z,α)
, where γ is a curve that does not enclose the origin.
This necessitates including an extra derivative, D−1 = −14
∮
γ
dz
z(P (z,α))
3
2
.
We need to include an additional equation of the first type, leading to
a system of 2d equations in 2d unknowns of the form Sd = j where
S =

α0 α1 α2 . . . αd 0 . . . 0
0 α0 α1 α2 . . . αd
. . .
...
...
. . . . . . . . . . . . . . . . . . 0
0 . . . 0 α0 α1 α2 . . . αd
0 α1 2α2 . . . dαd 0 . . . 0
0 0 α1 2α2 . . . dαd
. . .
...
...
. . . . . . . . . . . . . . . . . . 0
0 . . . 0 0 α1 2α2 . . . dαd

(50)
d =

D−1
D0
D1
D2
...
Dd
Dd+1
...
D2d−3
D2d−2

, j =

J−1
J0
J1
...
Jd−2
0
2J0
4J1
...
2(d− 1)Jd−2

(51)
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The lower-right 2d−1×2d−1 block of S is the usual Sylvester matrix,
so (assuming α0 6= 0) this determinant will also vanish if and only if
P (z, α) has a root of higher multiplicity.
In the case of the nonlinear Schro¨dinger equation after quadrature
the traveling waves reduce to
A2y =
−κ2
A2
+ 2E − ωA2 − ζF (A2).
The period T of such a solution is given by
T =
∮
dA√
−κ2
A2
+ 2E − ωA2 − ζF (A2)
,
the mass M by
M =
∮
A2dA√
−κ2
A2
+ 2E − ωA2 − ζF (A2)
,
and the quasi-momentum is η = κχ (for c = 0),where χ is given by an
integral of the form
χ =
∮
dA
A2
√
−κ2
A2
+ 2E − ωA2 − ζF (A2)
It is convenient to make the change of variables z = A2 to give
T =
1
2
∮
γ
dz√−κ2 + 2Ez − ωz2 − ζzF (z) = J0
M =
1
2
∮
γ
zdz√−κ2 + 2Ez − ωz2 − ζzF (z) = J1
χ =
1
2
∮
γ
dz
z
√−κ2 + 2Ez − ωz2 − ζzF (z) = J−1,
and so if F (z) is polynomial (and can be assumed to have no constant
or linear term) the quantities T,M, χ (and U =
∫ T
0
F (A2)dy in the
case of transverse perturbations) are governed by the Picard–Fuchs
relations under the identification α0 = −κ2, α1 = 2E, α2 = −ω, and
αj determined by the coefficients of F (z) for j > 2. For the cubic NLS,
for instance, we have α3 = −ζ/2 and αj = 0 for j ≥ 4, while for the
quintic NLS we have α3 = 0, α4 = −ζ/3 and all higher α zero.
Assuming a polynomial potential F (z) the Picard–Fuchs relations
hold, and all derivatives of moments of the traveling wave profile can
be expressed in terms of moments Jkj of the traveling wave solution.
This is perhaps most satisfactory in the cubic case, F (z) = z2/2, where
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derivatives of η, T,M can be expressed as linear combinations of η, T,M
only, but for any polynomial potential F (z) the derivatives of η, T,M
can be expressed as linear combinations of a finite number of moments
of the traveling wave profile. Since all of the inner products, genericity
conditions, etc are expressible in terms of η, T,M and their derivatives
this means that ultimately all of these quantities are expressible in
terms of a finite collection of moments of the traveling wave profile.
This means that quantities arising in the computation of the normal
form such as σ = TEηκ−TκηE can be expressed as a homogeneous qua-
dratic polynomial in a finite number of moments of the traveling wave
profile. Similarly all three by three determinants can be expressed as a
cubic polynomial in the moments of the traveling wave profile, etc. In
addition to being useful analytically it is preferable from the point of
view of numerics to express the quantities of interest directly in terms
of moments of the solution, as it avoids errors introduced by numerical
differentiation of the moment integrals. We will not give explicit for-
mulae for all of the quantities involved in the stability calculation, as
many of them are quite cumbersome, but it is worth mentioning the
quantity σ = TEηκ − TκηE, as the vanishing of σ indicates that the
null-space of L has dimension greater than two. In the cubic case one
can use the Picard-Fuchs relations to compute σ as
σ = − κ
2ζ2
16 det(S)
(
3κ2T 2 − 4EMT + ωM2) .
where S is the 2d× 2d Sylvester matrix from Equation (50) with d = 3
and (α0, α1, α2, α3) = (−κ2, 2E,−ω,−ζ/2). Similarly for the quintic
case the quantity σ can be expressed as
σ = − κ
2ζ2
16 det(S)
(
4κ4T 2 + (4κ2ω − 9E2)TJ2 + ω2J22
)
where J2 is the second moment of the square amplitude, J2 =
∫ T
0
|A(y)|4dy =
1
2
∮
z2dz√
κ2+2Ez−ωz2−ζz4/3 , and S is the 2d×2d Sylvester matrix from Equa-
tion (50) with d = 4 and (α0, α1, α2, α3, α4) = (−κ2, 2E,−ω, 0,−ζ/3).
We also remark that for polynomial nonlinearities the quantity U =∫ T
0
F (A2)dy, which arises in the case of transverse perturbations, can
be expressed in terms of lower moments. In the cubic case this gives
the relation 3ζU + ωM − ET = 0 and in the quintic case the relation
6ζU + ωM − ET = 0.
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3. Numerical Results
In this section we present some numerical simulations to support
our results, and additionally find some trigonometric solutions to the
quintic NLS that do not seem to have appeared in the literature.
There are two main types of numerical simulations in this section.
The first computes the roots of the normal form polynomials given
in Equations (43) and (46), along with associated quantities such as
the genericity conditions. First the Picard–Fuchs relations are used to
express all derivatives of moments in terms of the moments themselves.
The moments can be expressed in the form
Jj =
∫ r2
r1
zjdz√∑d
k=0 αkz
k
j ∈ −1, 0, . . . d− 2,
where r1, r2 are two simple real positive roots of the denominator. Note
that moments with j ≥ d − 1 can always be expressed in terms of
lower moments. These integrals have an integrable singularity at the
roots z = r1,2, behaving like (z − rj)− 12 , so it is more convenient and
numerically more well-behaved to make the change of variables z =
r1+r2
2
+ r1−r2
2
sin Φ, which leads to a regular integral of the form
Jj =
∫ pi
2
−pi
2
( r1+r2
2
+ r1−r2
2
sin Φ)j√
Q( r1+r2
2
+ r1−r2
2
sin Φ)
dΦ
where Q(z) is the polynomial Q(z) =
∑d
k=0 αkz
k/(r2 − z)(z − r1).
As a check of the modulation theory predictions we also compute the
full L2(R) spectrum of L as follows. We use direct numerical integration
of the traveling wave differential equations to find the amplitude A(y)
and the phase S(y). We numerically expand A(y), Sy(y) and Syy(y) in
T -periodic Fourier series. Usually this is done using N = 20 Fourier
modes but for certain parameter values (typically those close to a triv-
ial phase solution) we retain more Fourier modes. We next compute
the Fourier expansions for A, Sy, Syy and use this to find a finite di-
mensional Galerkin truncation of L(µ). We then find the eigenvalues of
the finite dimensional approximation to L(µ) or L(k) for a collection
of µ ∈ (− pi
T
, pi
T
] or k ∈ (0,∞). This method gives a numerical approxi-
mation to the spectrum for all values of µ or k, rather than just giving
the asymptotics for small µ or k, but is much more computationally
intensive.
We present numerical experiments studying the linearized stability
of periodic traveling wave solutions to the cubic and quintic NLS equa-
tions in both the focusing and the defocusing cases. We consider the
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stability to both modulations in the longitudinal direction (in x, or
y = x+ ct) as well as stability of y dependent solutions to modulations
in a transverse z variable:
iwt = wxx ± wzz + ζf(|w|2)w.
Note that in the case of transverse perturbations it is not necessary
to consider the elliptic and the hyperbolic cases—respectively the +
and − signs in the above equation—independently. The modulation
theory predicts that the eigenvalues bifurcating from the origin are
approximately linear in z-directional Fourier variable k for small k.
Since the stability problems for the elliptic and hyperbolic cases are
formally related by the map k 7→ ik it follows that to leading order the
eigenvalues of the linearization of the 2D hyperbolic NLS are i times
the eigenvalues of the 2D elliptic NLS.
The case of the stability of the cubic NLS to longitudinal perturba-
tions has previously been treated by Deconinck and collaborators using
the exact integrability of cubic NLS. This provides a nice touchstone,
and the results here are in agreement with the results of the integrable
theory. All remaining cases: the stability of the periodic solutions to
the cubic NLS as well as all results for the quintic NLS are to our
knowledge new.
Table 1 summarizes the results we find in this section, indicating the
possible dimensions of the unstable manifold for perturbations in the
longitudinal and transverse directions. To be clear what is meant here:
the table gives the number of roots of the modulation equations with a
non-zero real part. If this is non-zero that solution is unstable but if it is
zero one cannot rigorously conclude stability – the spectral curve could
be tangent to the imaginary axis without being purely imaginary, or
there could be a finite wavelength (non-modulational) instability. We
also only indicate possibilities that occur on open sets in the parameter
space. In the cubic focusing case there is a curve along which two of
the roots have zero real part and a part of the spectrum is tangent to
the imaginary axis.
Note that in the focusing quintic case, as we will describe, there
are two ways to parameterize the traveling wave, depending on how
many roots of A2y = 0 are real valued. In general, the unstable mani-
fold of transverse perturbations is usually two dimensional except in a
few special cases. As expected, both defocusing cubic and defocusing
quintic appear longitudinally stable1. Finally, both the focusing cubic
1Of course this method can never establish stability, only instability, as there
may be eigenvalues with non-zero real part located away from a neighborhood of
the origin.
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Transverse Transverse
Longitudinal Elliptic Hyperbolic
Cubic
Focusing 4D 2D 2D
Defocusing 0D 2D 2D
Quintic
Focusing (4) 2D, 4D 0D, 2D 2D, 4D
Focusing (2) 2D, 4D 2D 2D
Defocusing 0D 2D 2D
Table 1. This table indicates the possible dimensions
of the unstable manifolds in all the cases that we discuss
in this work. As noted in the text we are only considering
possibilities that occur on open sets of parameters.
and focusing quintic appear to always be modulationally unstable to
longitudinal perturbations.
We begin with the cubic case. To briefly summarize the results of the
integrable theory: the periodic traveling waves of the defocusing cubic
NLS are spectrally stable, while the periodic traveling waves of the
focusing cubic NLS are unstable, and the linearized operator generically
has four spectral curves emerging from the origin in the spectral plane.
3.1. Focusing cubic case: stability to longitudinal perturba-
tions. In the focusing cubic case the spectral curves have been com-
puted by Deconinck and Segal [13]. In the derivation, we have four
parameters: E, κ, ω, ζ (having already eliminated dependence on θ0,
y0, and c), but we can study all possible situations by looking at a re-
stricted 2D parameter space. First, one can scale ζ into the amplitude
of the solution. Since this method puts no restrictions on the specific
traveling wave solution, without loss of generality we can choose one
value for ζ. In addition, one of the three remaining parameters can
be scaled into space-time. We have elected to compute the spectrum
for the same parameter values as were depicted in that paper, to fa-
cilitate comparison. (Note, however, that our eigenvalues are exactly
twice those in [13] due to the different scaling chosen in that paper.)
In these numerical experiments we first calculated the spectrum of the
linearized operator numerically using a spectral method: the periodic
functions A(y), Sy(y) were expanded in Fourier series, allowing the lin-
earized operator L(µ) to be expressed as a sum of diagonal and Toeplitz
type operators. We then truncated to a finite number of Fourier modes
and computed the spectrum of the resulting matrix for a sequence of
different values of µ. The traveling wave solutions in Deconinck-Segal
are parameterized by the elliptic modulus k and the parameter b, so
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Figure 1. We illustrate how we parameterize the cubic
NLS by plotting the polynomial A2(Ay)
2 = P3(A
2) from
Eq. (52). On the left is the parameterization for the
focusing case. The middle and right are both for the
defocusing case, middle with parameters as used in [6],
right with alternative parameters.
as to be expressible in terms of standard elliptic functions, the relation
between (k, b) and the parameters considered here being
κ =
√
b(1− b)(b− k2)
E = b(1 + k2)− 3b
2
2
− k
2
2
ω = 1 + k2 − 3b
ζ = 2.
When parameterized in this way, the cubic P3(A
2) defined by
A2(Ay)
2 = P3(A
2) = −κ2 + 2EA2 − ωA4 − ζA6/2 (52)
has roots at A2 = b − 1, b − k2, and b, as shown in Figure 1(a).
It is worth noting here that, from the point of view adopted in this
paper, the trivial-phase solutions, particularly the cn type solutions,
are a somewhat singular perturbation of the non-trivial phase solutions.
Note that for κ 6= 0 the amplitude A(y) is never zero, and the solutions
are quasi-periodic with a non-trivial phase. When κ = 0, on the other
hand, the phase is trivial and the amplitude may be zero. The way that
these are reconciled is that when κ is very small the phase is very flat
except in a neighborhood of the region where the amplitude becomes
small, where the phase jumps by pi. The result is that solutions close
to the trivial phase ones require some care to evaluate numerically, as
the phase has sharp transitions and may require many Fourier modes
to adequately resolve.
The first graph in Figure 2 represents the same parameter values
as Figure 7a in Deconinck-Segal, (k, b) = (0.65, 0.423), the so-called
“two single-covered figure eights”. Note that this is quite close to a
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cnoidal solution ((k, b) = (.65, .4225) is cnoidal, for instance). This
was solved with N = 512 Fourier modes. The dots [blue online] rep-
resent discretely sampled approximation to the continuous curves of
spectrum, while the stars [red online] represent the four roots of the
quartic Eq. (43), which gives the slope of spectral curves in a neighbor-
hood of the origin. We see very good agreement between the numerical
simulations and the asymptotic theory: the two roots in the upper
half-plane correspond to the outer figure eight in the upper half-plane,
while two roots in the lower half-plane lie on the inner figure eight. (of
course, replacing µ with −µ flips the upper and lower half-planes and
completes the quartets—it is only for the trivial phase solutions that
one gets all four members of a quartet for a single µ value.
The remaining three pictures were generated with the same param-
eter values as in Figure 7(b-d) in [13]: they are (in order) the non-self-
intersecting butterfly (k, b) = (0.9, 0.95), the triple figure eight (k, b) =
(0.89, 0.84) and the self-intersecting butterfly (k, b) = (0.9, 0.85). Each
of these required only N = 20 Fourier modes. In each case we find
spectral pictures in good qualitative agreement with the results of both
Deconinck-Segal and our modulation calculation.
3.2. Defocusing cubic case: stability to longitudinal perturba-
tions. The defocusing case, being unconditionally stable, is somewhat
uninteresting, so we will not include any specific numerics in this case,
but only discuss briefly how we will parameterize it. In order to simi-
larly scale the parameter space for the defocusing cubic NLS, we first
consider parameters k and b from Bottman, Deconinck, and Nivala [6]:
κ =
√
b(1 + b)(b+ k2)
E = b(1 + k2) +
3b2
2
+
k2
2
ω = 1 + k2 + 3b
ζ = −2.
With this paramterization, Eq. (52) has roots at A2 = b, b + k2, and
b+ 1, as shown in Figure 1(b). Note that in the focusing case, in order
to have κ2 > 0, we needed b > k2. However, in the defocusing case,
this restriction of the parameter space is no longer necessary. Thus,
to more effectively cover the whole parameter space, we introduce a
different parameterization that is perhaps more intuitive but does not
use the elliptic modulus. Instead, we will parameterize in the following
way. First observe that the largest positive real root of the cubic repre-
sents the maximum amplitude of the periodic traveling wave. From the
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Figure 2. The spectrum of the linearized focusing cubic
NLS flow around a traveling wave solution for (k, b) =
(.65, .423), (0.9, 0.95), (0.89, 0.84) and (0.9, 0.85) (left to
right, top to bottom) respectively. The dots [blue online]
represent the discretely sampled approximation to the
continuous curves of the spectrum, while the stars [red
online] represent the four roots of the quartic of Eq. (43).
scaling invariance we can rescale the maximum amplitude to be one, so
we can assume that the largest positive root of Eq. (52) is one, and de-
note the other two roots by l and m, and without loss of generality set
0 < l < m < 1, as shown in Figure 1(c). With this parameterization,
the relation between (l,m) and (E, κ, ω) is
κ =
√
lm
E =
1
2
(l +m+ lm)
ω = 1 + l +m
ζ = −2.
3.3. Cubic NLS: visualizing the entire parameter space. One
benefit of our method is that it is numerically quite cheap—if one uses
the Picard-Fuchs relations then one only needs to compute a fixed num-
ber of non-singular integrals and do a bit of linear algebra. For this
reason one can efficiently explore the entire parameter space, counting
40 K. P. LEISMAN, J. C. BRONSKI, M. A. JOHNSON, AND R. MARANGELL
the number of roots of (43) with nonzero real part. Most of the remain-
der of this section will be dedicated to figures indicating instability or
apparent lack there-of. Figure 3 contains plots over parameter space
in the k-b plane for the focusing cubic NLS (left) and in the l-m plane
for the defocusing cubic NLS (right). Note that in the focusing case,
since κ2 = b(1− b)(b− k2) must hold, the parameter space is restricted
to k2 < b < 1, while in the defocusing case, to avoid redundancy the
parameter space is restricted to 0 < l < m < 1. Each point in the do-
main is colored according to the number of roots of (43) with nonzero
real part: Black indicates 4 purely imaginary roots, beige indicates two
purely imaginary roots and two roots with nonzero real part, and blue
indicates all 4 roots have nonzero real part. In the focusing case we
have modified this slightly by doing thresholding: any eigenvalue with
real part less that 10−4 is assumed to have zero real part. We have
done this to illustrate an interesting feature of the parameter space:
one can see a faint beige curve across the parameter space along which
two of the eigenvalues have small real parts. This appears to corre-
spond to the upper boundary of Deconinck and Segal’s Region V—see
Figure 9 and related discussion in that paper. We observe that in the
focusing case, everywhere in the parameter space produces at least two
eigenvalues with non-zero real part, while in the defocusing case the
eigenvalues are purely imaginary in the entire parameter space. This
is in agreement with previous results.
3.4. Cubic case: stability to transverse perturbations. One can
also consider the stability of solutions to the two dimensional Schro¨dinger
equation
iwt = wxx ± wzz + ζf(|w|2)w
which are periodic in x to perturbations in the transverse z direction.
We will parameterize in the same way as we did in the above sections
for longitudinal stability. Figure 4 contains plots in the k-b plane for
the cubic focusing (left) and defocusing (right), but now coloring based
on roots of Eq. (46).
In this way we depict transverse instability for all parameter values,
in both focusing and defocusing regimes, shown here in the elliptic case.
To extend to the hyperbolic case, we note that if λ is an eigenvalue of
the elliptic case, then iλ will be an eigenvalue of the hyperbolic case.
For the cubic NLS (both focusing and defocusing), though it is not
explicit in the plots, the entire parameter space produced two purely
real eigenvalues and two purely imaginary eigenvalues for the elliptic
case, and so the same would be true for the hyperbolic case.
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Figure 3. The full parameter space colored by the pos-
sible dimensions of the unstable manifold for the cubic
NLS with longitudinal perturbation. The left is for the
focusing case and the right is for the defocusing case.
The red stars in the plot on the left indicate the four
specific cases shown in Figure 2.
3.5. Focusing Quintic NLS: Stability to Longitudinal and Trans-
verse Modulations. As a second example we consider the quintic
NLS equation
iwt = wxx + ζ|w|4w.
The quintic NLS is L2 (mass) critical on R—the natural scaling invari-
ance
w(x, t) 7→ γw(γ2x, γ4t)
leaves the L2 norm invariant. In the focusing case the quintic is the crit-
ical exponent for stability of the solitary wave solution for the power-
law NLS in one dimension—the solitary wave solution to
iwt = wxx + |w|2aw
is stable for a < 2 and unstable for a > 2. For a = 2 the quintic
NLS equation has an extra dynamic symmetry which maps a station-
ary solution to a collapsing one, the Talanov or lens transformation
[51, 39, 17] This implies that there are extra elements of the kernel of
the linearized operator related to this symmetry, which become real
eigenvalues as a is increased. It was shown by Weinstein [53] that
the linearized operator for the one dimensional quintic NLS around a
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Figure 4. The parameter space is colored to indicate
the dimension of the unstable manifold, for transverse
perturbations in the cubic NLS (left and right are focus-
ing and defocusing, respectively). Both are the elliptic
case; the hyperbolic case looks identical since all param-
eters return two purely real and two purely imaginary
eigenvalues.
soliton solution has two extra elements of the generalized kernel:
dim(ker0(L)) = 2
dim(ker1(L)) = 2
dim(ker2(L)) = 1
dim(ker3(L)) = 1.
This suggests that this would be a case in which to look for failure of
the genericity condition in the periodic problem. We will see that there
is in fact a failure of the genericity condition along a co-dimension one
curve in parameter space.
The mixed cubic-quintic NLS in one dimension has also been ex-
tensively studied in the optical community, where the quintic term
represents the next order correction to the nonlinearity [37, 48, 12]. In
this paper we will mostly treat the pure cubic and quintic cases, but
the mixed cubic-quintic is a fairly minor generalization of the purely
quintic case treated here.
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Following the general construction (but with y0 = θ0 = c = 0) we
have that the traveling waves satisfy
w = exp(i(ωt+ S(y)))A(y)
where A(y) and S(y) satisfy
A2y = 2E − ωA2 −
κ2
A2
− ζA6/3 (53)
Sy =
κ
A2
. (54)
Note that the squared amplitude A2(y) is actually an elliptic function.
To see this note that multiplying Equation (53) by A2 and defining
z(y) = A2(y) gives
1
4
z2y = −κ2 + 2Ez − ωz2 − ζz4/3 = P4(z) (55)
and so z(y) is expressible in terms of elliptic functions. However, given
the form of the polynomial on the right—the general depressed quar-
tic2—it is quite tedious to express the solution in terms of either Jacobi
or Weierstrauss elliptic functions. Fortunately, given the viewpoint
adopted here, it is not necessary to directly express the traveling wave
in terms of the standard elliptic functions. We will, however, need to
give an explicit parametrization of the traveling waves. We give a dif-
ferent parametrization than the one chosen by Deconinck and Bottman
for the cubic case. There are actually two cases to consider, which work
similarly but with minor differences.
If one considers Equation (55) for the square amplitude in the fo-
cusing case then there are periodic solutions if the quartic P4(z) =
−κ2 + 2Ez−ωz2− ζz4/3 has either two or four real distinct roots. For
simplicity we will assume that the coefficient of the nonlinear term is
ζ = 3.
This polynomial is negative at z = 0 and negative for z large, so in
order to have a compact interval over which z is positive and real we
need at least two positive real roots in z. Since the z3 coefficient is
zero the roots must sum to zero and there can be at most two positive
roots. Thus we have two positive roots and either two negative roots
or two complex conjugate roots with negative real parts.
3.5.1. Case 1: Four real roots. The largest positive real root of the
quartic represents the maximum amplitude of the periodic traveling
wave. From the scaling invariance we can rescale the maximum ampli-
tude to be one, so we can assume that the largest positive root of the
2Meaning the cubic term is zero.
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Figure 5. We illustrate how we parameterize the quin-
tic NLS by plotting the polynomial A2(Ay)
2 = P4(A
2)
from Eq. (53). The left two figures are for the focusing
case, on the left is a parameterization that allows for four
real roots, and in the middle is one that allows for only
two. On the right is for the defocusing case.
quartic is one. We will denote the other two roots by −l and m, and
we will assume −l ≤ 0 ≤ m ≤ 1. Since P4(z) is a depressed quartic the
roots must sum to zero, and thus the fourth root is l−(1+m), as shown
in Figure 5(a). The polynomial P4(z) has two negative roots −l and
l− (1 +m), so without loss of generality we can require l ≤ (1 +m)− l
or l ≤ 1+m
2
. Equating
−κ2 + 2Ez − ωz2 − z4 = (1− z)(z −m)(z + l)(z − l +m+ 1)
we get
κ =
√
lm(1 +m− l)
E = (1 +m)(m− l)(l − 1)/2
ω = −1−m−m2 + (1 +m)l − l2
The parameter space is defined by the inequalities
0 ≤ m ≤ 1
0 ≤ l ≤ m+ 1
2
.
The boundaries of this region represent various degenerations and
special solutions, which we comment on briefly and indicate in Figure
6(a). First note that the range 1+m
2
≤ l ≤ 1 +m represents valid peri-
odic solutions but with the roots−l and 1+m−l switched, which makes
no difference from the point of view of the solutions. The boundary
case m = 1+l
2
is interesting, as here the quartic has a double root. When
the quartic has a root of higher multiplicity the discriminant vanishes,
and the associated elliptic function solutions reduce to trigonometric
functions. After a tricky integration and some slightly tedious alge-
bra we get the following trigonometric solution in the degenerate case
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l = 1+m
2
z(y) = A2(y) =
1 +m
2
+
1−m
2
(1 + 3m) cos2 βy − (3 +m) sin2 βy
(1 + 3m) cos2 βy + (3 +m) sin2 βy
where
β =
√
(1 + 3m)(3 +m).
This is a non-trivial phase solution, with the phase following from Sy =
κ
A2(y)
. We have not been able to find this solution in the literature, so
we suspect that it is new. Note that this solution extends to the mixed
cubic-quintic nonlinearity in a straightforward way– in the mixed cubic-
quintic equation the coefficient of z3 is not zero but is instead fixed. One
can parameterize the roots the same way, 1,m,−l, with only the fourth
root differing. The elliptic function degenerates to a trigonometric
function when the third and fourth roots are equal. (Note, however,
that in moving to the mixed cubic-quintic the scale invariance is lost.)
Along the boundary m = 1 we have constant amplitude solutions—
the Stokes or plane waves. The other boundary points represent other
trivial-phase special cases: the boundaries l = 0 and m = 0 each
represent a single one-parameter family of trivial-phase solutions: for
l = 0 the amplitude A(y) oscillates between two positive values (similar
to the dnoidal solution in the cubic case) while for m = 0 the amplitude
A(y) oscillates between −1 and 1, similar to the cnoidal solution in the
cubic case. Finally the intersection l = m = 0 represents the well-
known solitary wave solution. The first graph in Figure 6 depicts the
parameter space, with the various special solutions above marked.
As was shown in Theorem 1 there are two genericity conditions.
The null-space of the linearized operator is two dimensional unless the
quantity σ = TEηκ−TκηE is zero, in which case the null-space is higher
dimensional. The second genericity condition is the vanishing of the
determinant
det(M(2)) =
∣∣∣∣ a2 b2b2 d2
∣∣∣∣
which signals the existence of a Jordan chain of length longer than two.
The fact that the solitary wave has a Jordan chain of length four [53]
suggests in particular that the second might fail in the periodic case.
Numerical computations show that σ never vanishes, but Figure 6(a)
depicts the sign of a2d2 − b22 as a function of (l,m), while Figure 6(b)
gives a closeup of the region (l,m) ∈ (0, 0.03)×(0, 1). One can see that
there is a small region where a2d2 − b22 = 0, a curve emerging from the
solitary wave case (l,m) = (0, 0) along which this determinant vanishes
and the linearized operator has a Jordan chain of length at least three.
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Figure 6. The parameter space m ∈ (0, 1), l ∈ [0, 1+m
2
)
showing the sign of det(M(2)). Recall that det(M(2)) =
0 implies failure of the second genericity condition and
the existence of a higher generalized kernel. The plot
on the right is rescaled to highlight the region in which
det(M(2)) > 0. The various bordering lines in the plot
on the left indicate the type of degeneration or special
solution that exists on the boundaries of the parameter
space.
The next figure, Figure 7, depicts the modulational stability of the
periodic traveling waves to longitudinal perturbations (in left panel)
and transverse elliptic perturbations (in middle and right panel). This
figure is essentially identical to the first. In most of the parameter
space, the four dimensional null-space at k = 0 breaks up into two real
eigenvalues and two purely imaginary eigenvalues. Inside the curve
along which det(M(2)) = 0, however, the four dimensional null-space
breaks up into four purely imaginary eigenvalues - there is no modu-
lational instability. Interestingly, however, there is a finite wavelength
instability. Note that since there are no fully complex eigenvalues in
this case, the transverse hyperbolic figure would look similar - except
that inside the curve along which det(M(2)) = 0, the four dimensional
null-space breaks up into four purely real eigenvalues, so there is modu-
lational instability. The final figure in this series, Figure 8, depicts the
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Figure 7. The full parameter space colored by the pos-
sible dimensions of the unstable manifold for the focus-
ing quintic NLS, parameterized with four real roots of
P4(A
2). The left is for longitudinal perturbations, and
the middle and right are for transverse perturbations (the
right is rescaled, similarly to Figure 6). The red stars in
the plot on the right indicate the two specific cases shown
in Figure 8.
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Figure 8. Shown are the discretely sampled approxima-
tion to the continuous curves of the spectrum for trans-
verse perturbations of the focusing quintic NLS, for two
pairs of parameter values. On the left, we use (l,m) =
(.01, .4), which falls in the region with a 0D unstable
manifold, while on the right, we use (l,m) = (.025, .4),
which falls in the region with a 2D unstable manifold.
numerically computed spectrum for two points, one (l,m) = (.01, .4) in
the region where det(M(2)) > 0 and there is no modulational instabil-
ity, and one (l,m) = (.025, .4) in the region where det(M(2)) < 0 and
there is a modulational instability. We see that the numerically com-
puted spectrum agrees with the predictions of modulation theory. In
the first case the spectrum in the neighborhood of the origin is along the
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imaginary axis, with a band of real spectrum beginning at λ ≈ ±.75.
In the second case, in contrast there are curves of continuous spec-
trum along the real and imaginary axes. There is good quantitative
agreement here too between direct numerical simulation and the mod-
ulation theory predictions. In the first case numerical simulations and
numerical differentiation with µ = .01 give λi(µ) = ±11.13i + O(µ2)
and λi(µ) = ±2.14i + O(µ2) while the normal form calculation gives
λi(µ) = ±11.25i+O(µ2) and λi(µ) = ±2.13i+O(µ2) In the second case
direct numerical simulation gives ±1.92i + O(µ2) and ±8.35 + O(µ2)
and modulation theory gives ±1.92i+O(µ2) and ±8.37 +O(µ2).
3.5.2. Case 2: Two real roots. In this case the depressed quartic P4(z)
has two real positive roots and two complex conjugate roots in the
left half-plane. We choose a slightly different normalization in this
situation. We can again normalize so that the largest real root is equal
to 1, and denote the other real root by m. Then we will take the
complex conjugate pair of roots to be − (1+m)
2
± i tanφ, with the angle
φ ∈ (0, pi
2
), as shown in Figure 5(b). In this case the parameters can be
expressed as
κ =
√√√√m(tan2 φ+ (1 +m
2
)2)
E =
1
2
(1 +m)
(
tan2 φ+
(
1−m
2
)2)
ω = −1
4
(3m2 + 2m+ 3− 4 tan2 φ)
The allowable parameter space is the rectangle (φ,m) ∈ [0, pi
2
)× [0, 1].
When φ = 0 there is a real root of multiplicity two on the real axis
and the solution reduces to the trigonometric solution given in the
previous case. See Figure 9(a) for longitudinal instability: for much of
the parameter domain, the unstable manifold is four dimensional, but
for a sizable portion it is only two dimensional. Again, in Figure 9(b),
we see that for transverse instability, the unstable manifold is always
two dimensional, both in the elliptic (shown) and the hyperbolic cases.
3.6. Defocusing Case. In the defocusing case we take ζ = −3. In
this case in order to have a periodic solution we need P4(z) to have a
compact interval of the positive real axis on which P4(z) > 0. Therefore
P4(z) must have three positive real roots and (from the fact that P4(z)
has no cubic term) one negative root. We can after rescaling take
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Figure 9. The full parameter space colored by the pos-
sible dimensions of the unstable manifold for the focus-
ing quintic NLS, parameterized with two real roots of
P4(A
2). The left is for longitudinal perturbations, and
the right is for transverse perturbations.
the three positive roots to be 1, l,m in which case the fourth root is
−(1 + l + m), as shown in Figure 5(c). The parameter space in this
case is the triangle 0 ≤ m ≤ l ≤ 1. In this case the parameters can be
expressed as
κ =
√
lm(1 + l +m)
E =
1
2
(1 + l)(1 +m)(l +m)
ω = 1 + l2 + (l +m)(1 +m)
Given the ordering the trivial-phase solutions occur when l = 0. There
are two degenerations, when m = 1 and when m = l, where the quartic
has roots of higher multiplicity. The case m = l admits a constant
amplitude solution, which is not particularly interesting. The other
case, when m = 1 and 1 is a double root of the quartic, represents a
homoclinic type solution or dark solitary wave.
The formula for z(y) in the case m = 1 is given by
z(y) = A2(y) =
l(l + 3) + (l + 2)(1− l) tanh2(βy)
(l + 3)− (1− l) tanh2(βy)
with β =
√
(1− l)(l + 3). Again we have modded out the scaling,
translation U(1) and Galilean invariances. Obviously we have z(y)→ 1
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Figure 10. The full parameter space colored by the
possible dimensions of the unstable manifold for the defo-
cusing quintic NLS. The left is for longitudinal perturba-
tions, and the right is for transverse perturbations. The
various bordering lines in the plot on the right indicate
the type of degeneration or special solution that exists
on the boundaries of the parameter space.
as |y| → ∞ and z(0) = l. This is a non-trivial phase solution but when
l = 0 it reduces to the front type solution
A(y) =
√
2 tanh(
√
3y)√
3− tanh2(√3y)
.
Each of these degenerations and special solutions is indicated in Figure
10(b). Finally, we also observe in Figure 10 that the defocusing quin-
tic NLS appears longitudinally stable for the entirety of the parameter
domain, with four purely imaginary eigenvalues, and transversely un-
stable for entirety of the parameter domain, with a two dimensional
unstable manifold (in both elliptic and hyperbolic cases).
4. Conclusion
In this paper we have presented a rigorous derivation of the nor-
mal form for the branches of the continuous spectrum emerging from
the origin in the spectral plane, where the operator in question arises
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from the linearization of the nonlinear Schro¨dinger equation around
a traveling wave solution. In the case of the nonlinear Schro¨dinger
equation the spectrum locally consists of four curves that are locally
straight lines through the origin—if the lines are not purely vertical,
corresponding to an imaginary eigenvalue, then the traveling wave is
necessarily (spectrally) unstable. General considerations suggest that
for a Hamiltonian flow with a non-degenerate symplectic form and k
conserved quantities then generally there will be 2k curves emerging
from the origin. In the cubic case these results agree (in the case of
longitudinal perturbations) with those derived by Deconinck and Segal
for the focusing cubic NLS using the machinery of the inverse scat-
tering transform. For the non-cubic case, and for the question of the
(in)stability of periodic traveling waves to transverse perturbations in
the cubic case, the results are new.
There are a couple of points in this calculation that would be in-
teresting to clarify further. One such point is the linear nature of the
spectral curves in a neighborhood of the origin. The Hamiltonian struc-
ture implies that the linearized operator will generically have a non-
trivial Jordan block structure. It is well-known that under a generic
perturbation a Jordan block will break non-analytically—typically the
eigenvalues, etc. will be represented by a Puiseaux series in fractional
powers of the perturbation parameter µ. In all of the examples of
which we are aware, the form of the perturbations guarantees that the
bifurcation is analytic—in powers of µ. It would be interesting to see
this emerge from the Hamiltonian structure, rather than from a direct
calculation using a basis for the null-space. It would also be interest-
ing to understand the modulational instability for a system in which
there are conserved quantities which do not all Poisson commute. One
example is the NLS system of Manakov type:
iw
(1)
t = w
(1)
xx + ζf(|w(1)|2 + |w(2)|2)w(1)
iw
(2)
t = w
(2)
xx + ζf(|w(2)|2 + |w(1)|2)w(2).
Acknowledgements: J.C.B. would like to acknowledge support
from the National Science Foundation under grant DMS 16-15418.
M.A.J. would like to acknowledge support from the National Science
Foundation under grant DMS-1614785.
Appendix A. Constructing the periodic eigenfunctions
In this Appendix, we show how one can find the two periodic null
vectors and two periodic generalized null vectors for L. Given the four
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solutions to Lu = 0 from Eq. (30) and the two additional quantities
from Eq. (31), we can write linear combinations
u0 =σ
(
0
A
)
(56a)
u1 =γ
(
AE
ASE
)
+ ρ
(
Aκ
ASκ
)
+ σ
(
Aω
ASω
)
(56b)
u2 =σ
(
Ay
ASy
)
(56c)
u3 =τ
(
AE
ASE
)
+ ν
(
Aκ
ASκ
)
+ σ
(
0
yA/2
)
. (56d)
Then Lu0,2 = 0 and Lu1,3 = u0,2. The null vectors u0,2 are already
periodic, so we need to choose σ, γ, ρ, τ, ν to enforce the boundary
conditions uj(T ) = uj(0) on the generalized null vectors u1,3. Given
that A(0) = A(T ) and S(0) = S(T )− η, we have
AE(0) = [A(0)]E = [A(T )]E = Ay(T )TE + AE(T ) (57a)
SE(0) = [S(0)]E = [S(T )− η]E
= Sy(T )TE + SE(T )− ηE (57b)
and similarly for Aκ, Aω, Sκ, and Sω. Using these to equate u1(0) =
u1(T ) and u3(0) = u3(T ) results in the following four equations:
γTE + ρTκ + σTω = 0, (58a)
γηE + ρηκ + σηω = 0, (58b)
τTE + νTκ = 0, (58c)
τηE + νηκ + σT/2 = 0, (58d)
which we can solve for σ, γ, ρ, τ, ν, finding
γ = {T, η}κ,ω, (59a)
ρ = {T, η}ω,E, (59b)
τ = TTκ/2, (59c)
ν = −TTE/2, (59d)
σ = {T, η}E,κ. (59e)
Appendix B. Evaluating Matrix Elements
In this Appendix, we show some details of how to compute the matrix
elements from Eq. (44).
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We begin by computing the elements of M(2), which are also the
elements of the gram matrix:
v0u0 = −σ
∫ T
0
A(γAE + ρAκ + σAω)dy (60)
v2u0 = −σ
∫ T
0
A(τAE + νAκ)dy (61)
v2u2 = σ
∫ T
0
AAy(τSE + νSκ + σ
y
2
)− ASy(τAE + νAκ)dy. (62)
The first two are somewhat trivial, the third is only slightly more
complicated and requires some integration by parts and the fact that
(τ∂E + ν∂κ)η + σT/2 = 0. We see that
v0u0 = −σ
2
(γME + ρMκ + σMω) = −σ
2
{η, T,M}κ,E,ω (63a)
v2u0 = −σ
2
(τME + νMκ) = −σT
4
{T,M}κ,E (63b)
v2u2 = −σ
2
(τκTE + νκTκ + νT + σM/2) = −σ
2M
4
+
σT 2TE
4
. (63c)
We also note that using (γ∂E + ρ∂κ + σ∂ω)η = 0, we also have
v0u2 = σ
∫ T
0
AAy(γSE + ρSκ + σSω)− ASy(γAE + ρAκ + σAω)dy
= −σ
2
(γκTE + ρκTκ + ρT + σκTω) = −σρT
2
. (64)
It remains to compute the quantities for M(1) and M(0). For M(1),
because of the symmetry of L(1), we need only to find the four quantities
v0,2L(1)u0,2. One can show that L(1)u0 = 2iu2, so that v0L(1)u0 and
v2L(1)u0 follow from vjuk. We have
v0L(1)u0 = −iσρT,
v2L(1)u0 = −iσ(Tν + σM/2).
Here we will compute v0L(1)u2, leaving computation of v2L(1)u2 as
an exercise for the reader. The integral we seek to compute is
v0L(1)u2 = −2iσ
∫ T
0
A(γSE + ρSκ + σSω)(−A′S ′ − (AS ′)′)
+ (γAE + ρAκ + σAω)(−A′′ + A(S ′)2)dy,
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which can be simplified using that 2A′S ′ +AS ′′ = 0 and rearranged as
v0L(1)u2 = −2iσ
[
γ
∫ T
0
−A′′AE + AAE(S ′)2dy
+ρ
∫ T
0
−A′′Aκ + AAκ(S ′)2dy + σ
∫ T
0
−A′′Aω + AAω(S ′)2dy
]
.
Next we integrate some terms by parts, using that AA′ = (A2)′/2.This
leads to
v0L(1)u2 = −2iσ
[
γ
∫ T
0
(A′)2E/2 + AAE(S
′)2dy
+ρ
∫ T
0
(A′)2κ/2 + AAκ(S
′)2dy + σ
∫ T
0
(A′)2ω/2 + AAω(S
′)2dy
]
.
Now we use that
∫ T
0
(A′)2dy = K with it’s relevant derivatives to sim-
plify:
v0L(1)u2 = −2iσ [γT/2− ρη/2− σM/4
+γ
∫ T
0
AAE(S
′)2dy + ρ
∫ T
0
AAκ(S
′)2dy + σ
∫ T
0
AAω(S
′)2dy
]
.
Finally, one can show that AAE(S
′)2 =
(
A2(S′)2
2
)
E
−A2S ′S ′E =
(
κS′
2
)
E
−
κS ′E = −κS ′E/2. The same is true with ω derivatives, and similar is
true with κ derivatives. This leads to
v0L(1)u2 = −2iσ
[
γT
2
− ρη
2
− σM
4
+γ
∫ T
0
−κS ′E/2dy + ρ
∫ T
0
−κS ′κ/2 + S ′/2dy + σ
∫ T
0
−κS ′ω/2dy
]
.
Now, since S(T ) − S(0) = η, we can complete the integration and
simplify using γηE + ρηκ + σηω = 0 to obtain
v0L(1)u2 = −2iσ
[
γT
2
− σM
4
]
.
In a similar way one can find
v2L(1)u2 = −2iσ
[
τT
2
+
σκT
4
]
.
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Now, to obtain the matrix elements of M(0), we will need 8 more
quantities: v1,3L(2)u0,2 and v1,3L(1)L−1L(1)u0,2. The first four are:
v1L(2)u0 = σ2M,
v1L(2)u2 = v3L(2)u0 = σ2κT,
v3L(2)u2 = σ2(2ET − ωM − ζU),
where U =
∫ T
0
F (A2)dy. Three of the latter four follow from v0,2L(1)u0,2
due to the fact that L(1)u0 = 2iu2 and v1L(1) = 2iv3. Thus
v1L(1)L−1L(1)u0 = 2iv2L(1)u0
= 2σ
(
νT +
σM
2
)
and (also using symmetry)
v1L(1)L−1L(1)u2 = v3L(1)L−1L(1)u0 = 2σ
(
τT +
σκT
2
)
.
Finally, it remains to compute v3L(1)L−1L(1)u2. First, we note that we
can write
L(1)u2 = −iσ
(
0
2Ayy − 2A(Sy)2
)
= 2iωu0 + 2iζu4,
using Eqs. (15), (16), (17). Then we can write
v3L(1)L−1L(1)u2 = 2iωv3L(1)u1 + 2iζv3L(1)u5.
We already know the first two terms, and the third can be integrated
in a similar way as
v3L(1)u5 = −2iσ
[
ξT
2
− σU
4
]
.
Finally, we can combine and simplify to obtain
v3L(1)L−1L(1)u2 = 2σ
(
2ωγT
2
− 2ωσM
4
+ ζξT − σζU
2
)
.
Putting all these quantities together, we obtain expressions for all the
matrix elements.
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