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ABSTRACT
It has been shown that fragmentation within self-gravitating, turbulent molecular clouds (‘tur-
bulent fragmentation’) can naturally explain the observed properties of protostellar cores,
including the core mass function (CMF). Here, we extend recently developed analytic models
for turbulent fragmentation to follow the time-dependent hierarchical fragmentation of self-
gravitating cores, until they reach effectively infinite density (and form stars). We show that
turbulent fragmentation robustly predicts two key features of the initial mass function (IMF).
First, a high-mass power-law scaling very close to the Salpeter slope, which is a generic
consequence of the scale-free nature of turbulence and self-gravity. We predict the IMF slope
(−2.3) is slightly steeper than the CMF slope (−2.1), owing to the slower collapse and easier
fragmentation of large cores. Secondly, a turnover mass, which is set by a combination of
the CMF turnover mass (a couple solar masses, determined by the ‘sonic scale’ of galactic
turbulence, and so weakly dependent on galaxy properties), and the equation of state (EOS).
A ‘soft’ EOS with polytropic index γ < 1.0 predicts that the IMF slope becomes ‘shallow’
below the sonic scale, but fails to produce the full turnover observed. An EOS, which becomes
‘stiff’ at sufficiently low surface densities gas ∼ 5000 M pc−2, and/or models, where each
collapsing core is able to heat and effectively stiffen the EOS of a modest mass (∼0.02 M)
of surrounding gas, are able to reproduce the observed turnover. Such features are likely a
consequence of more detailed chemistry and radiative feedback.
Key words: stars formation – galaxies: active – galaxies: evolution – galaxies: formation –
cosmology: theory.
1 IN T RO D U C T I O N
The mass distribution of newly formed stars, often referred to as
the initial mass function or IMF, is fundamental in many aspects of
astrophysics. Understanding the processes leading to the observed
IMF provides valuable insight into not only star formation but also
the evolution of galactic structures and the formation of planets. So
far observations of different galaxies and regions within the Milky
Way suggest that some qualitative features of the IMF are universal
(Bastian, Covey & Meyer 2010; Offner et al. 2013). These include:
(i) a power-law-like slope (dn/dM ∝ M−2.3) for large masses;
(ii) turnover around 0.1–1.0 solar mass;
(iii) lognormal-like or power-law-like behaviour for small
masses.
The universality of these properties implies that some fundamental
physical process influences the initial stellar mass distribution. It is
important to note that, of these three properties, the power-law-like
slope is also ubiquitous to wildly different systems including dark
matter haloes (Press & Schechter 1974), giant molecular clouds
(GMCs; Rosolowsky & Blitz 2005), young star clusters (Portegies
E-mail: guszejnov@caltech.edu
Zwart, McMillan & Gieles 2010) and H I holes in the interstellar
medium (Weisz et al. 2009). The exponent of dn/dM ∝ M−2.3 is
close to that which implies that an equal amount of mass is dis-
tributed in every logarithmic interval in mass, which points to a
self-similar process being the main driving force behind these dis-
tributions.
A candidate for such process is turbulent fragmentation. It is
widely accepted that stars are formed by the gravitational collapse
of dense molecular clouds (McKee & Ostriker 2007). Gas in these
clouds is highly turbulent, which leads to large fluctuations in den-
sity that in turn then lead to the emergence of subregions that are in-
dependently collapsing (see Fig. 1). Denser regions collapse faster,
turning into stars whose feedback (e.g. radiation, solar winds) heats
up or blows the surrounding gas away effectively preventing further
star formation in that area.
This process is inherently hierarchical, which suggests that it
should be possible to derive a single model which simultaneously
links the largest scales of collapse all the way down to the smallest
(the scales of individual stars). This is not possible in simulations
because of resolution limitations, but can be approximately treated
in analytic models.
This paradigm was explored by Padoan, Nordlund & Jones (1997)
and Padoan & Nordlund (2002), then made more rigorous by
Hennebelle & Chabrier (2008) who attempted to approximate the
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Figure 1. Cartoon illustration of hierarchical turbulent fragmentation in a
galactic disc. The scale of the largest self-gravitating clouds is called the
‘first crossing’ (largest scale where the density ρ > ρcrit; see equation 6),
which corresponds to GMCs while the scale of the smallest clouds (usually
embedded in larger ones) is the last ‘crossing scale’ which correspond to
protostellar cores.
IMF in a manner analogous to Press & Schechter (1974). Hopkins
(2012a) expanded upon these works by using an excursion set for-
malism to calculate the distribution of first crossing mass scales in
galactic discs.1 This yielded mass functions very similar to the mass
distribution of GMCs which are the largest known bound collec-
tions of gas in a galaxy. Meanwhile Hopkins (2012b) found that the
mass function of structures at the last crossing scale shows a striking
similarity to the distribution of protostellar cores (also referred to
as cores). This core mass function (CMF) is remarkably similar to
the IMF, the only difference being the position of the turnaround
which is at a mass scale three times larger than the case of the IMF
(Alves, Lombardi & Lada 2007; Rathborne et al. 2009; Sadavoy
et al. 2010). Building on these results Hopkins (2013a) generalized
the formalism to be applicable to a wide range of phenomena by
incorporating gases with arbitrary equation of state (EOS), mag-
netic fields, intermittency, etc. They also showed that this naturally
predicts observed cloud and protostellar core properties such as the
‘Larson’s laws’ scalings of cloud size, mass, and linewidth (Larson
1981; Enoch et al. 2008; Brunt, Heyer & Mac Low 2009), stel-
lar clustering and correlation functions from scales ∼0.1–1000 pc
(Lada & Lada 2003; Portegies Zwart et al. 2010) as a consequence
of turbulent fragmentation.
Nevertheless, a major shortcoming of these models is that they
only extend to the CMF.2 It is by no means clear that the ‘mapping’
from CMF to IMF is simple or universal. And in fact some of the
simple assumptions in these previous works – for example, that
of isothermal gas – must break down on small scales. Therefore,
in this paper we expand upon these works and we argue that it is
possible to bridge the gap between the CMF and the IMF by ana-
lytically following the collapse of protostellar cores. Gravitational
collapse takes place during a finite amount of time during which
1 In the usual terminology, the largest collapsing scale is referred to as the
scale of first crossing while the smallest collapsing subregion is at the scale
of last crossing.
2 Other attempts were made to connect the IMF and CMF, notable examples
are Padoan & Nordlund (2011) which used the IMF predicted by Padoan
& Nordlund (2002) to ’guess’ the CMF, and Clark, Klessen & Bonnell
(2007) which discussed some general properties of the mapping. Both drew
attention to the problem of time dependence as the time-scales of forming
stars of different sizes differ greatly (this has been shown to be important
by the simulations of Padoan, Haugbølle & Nordlund 2014). Our model
attempts to partially address this issue.
collapse pumps energy into turbulence, causing the cloud to frag-
ment. We are able to build a simple model meant to capture this,
and from it derive the principal qualitative features of the IMF. We
will show that the high-mass IMF slope can be explained purely by
turbulent fragmentation and the turnover position is dependent on
the underlying thermodynamics and galactic properties, while the
low-mass end is highly influenced by the aforementioned processes
and feedback physics.
The paper is organized as follows. A general overview of the
excursion set formalism is given in Section 2 including several
further assumptions regarding the collapsing medium (Section 2.3)
and the time evolution of collapsing protostellar cores (Section 2.4).
In Section 3 the model we developed for mapping between CMF and
IMF is described in detail. The final results and their implications
are discussed in Section 4.
2 M E T H O D O L O G Y
To map the CMF to the IMF one needs to describe the transition
from protostellar cores into protostars. To do that we employ the
excursion set formalism outlined in Hopkins (2012a,b) with the
addition of time dependence from Hopkins (2013a). Only a broad
summary of the method will be given here (see the references for
more details).
2.1 Density field evolution
The aim of the model is to describe the properties of self-gravitating
turbulent medium [see Section 2 of Hopkins (2013a) for detailed
description]. In the case of an isothermal medium, ignoring (for
now) self-gravity, the density fluctuations in both sub- and super-
sonic cases have lognormal statistics3 which means that the density
contrast δ(x) = ln [ρ(x)/ρ0] + S/2, where ρ(x) is the local density,
ρ0 is the mean density and S is the variance of ln ρ, would follow a
normal distribution, thus
P (δ|S) = 1
2πS
exp
(
− δ
2
2S
)
. (1)
It is a property of Gaussian and lognormal random variables that
an integral over such fields is also Gaussian/lognormal. Thus let us
define the average density on scale λ as
ρ(λ, x) =
∫
ρ(x′)Wλ(x′ − x)d3x ′, (2)
where Wλ(x′ − x) is the window function for averaging. Then,
according to the theorem, δ(λ, x) will be also Gaussian. For the sake
of brevity from this point on let us drop the x coordinate from these
quantities. Also, to simplify the formulas the Fourier transform of
the window function (W (k)) is assumed to be a Heaviside function
(cutoff at k).4
Instead of dealing with δ directly it is more convenient to intro-
duce a new quantity δ(λ2|δ[λ1]) = δ(λ2) − δ(λ1) which is the
3 As shown in Hopkins (2013b) the statistics are not perfectly lognormal
even in the isothermal case; however those particular corrections have very
little effect on our results.
4 The calculation could be repeated with W(k) corresponding to real space
spheres or filaments but that would have <10 per cent effect on the final
results.
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Mapping the CMF to the initial mass function 4139
contribution to the logarithmic density by scales between λ1 and λ2.
This way we can express δ as
δ(λi) =
λj>λi∑
j
δj , (3)
where we use the fact that the density on the largest scale is by the
definition the mean density with no variance, thus δ(λmax) = 0.
In a turbulent system, the variance of the logarithmic density
field (σ 2(λ)) will tend to an equilibrium value S(λ) prescribed
by the turbulence. It is well known in the isothermal case that
the variance of density is related to the variance of velocity
as S ≈ ln
(
1 +M2compressive
)
where M2compressive is the compres-
sive Mach number related to the turbulent velocity dispersion
(Federrath, Klessen & Schmidt 2008). Following the derivation
of Hopkins (2013a):
S(λ) =
∫ λ
0
S( ˆλ)d ln ˆλ ≈
∫ λ
0
ln
[
1 + b
2v2t
(
ˆλ
)
c2s + κ2 ˆλ2
]
d ln ˆλ, (4)
where vt(λ) is the turbulent velocity dispersion on scale λ, cs is
the thermal sound speed, b is the fraction of the turbulent velocity
in compressive motions, which we take to be about 1/2 (appropri-
ate for randomly driven, super-sonic turbulence, though we have
experimented with b ∼ 1/4 − 1 and find it makes no qualitative dif-
ference to our conclusions), and κ is the epicyclic frequency which
represents angular momentum suppressing large-scale density fluc-
tuations. Note that this particular scaling for S(λ), as well as the
functional form for the density statistics on different scales ρ(λ)
which we adopt, has been directly measured in numerical simula-
tions (Kowal, Lazarian & Beresnyak 2007; Federrath et al. 2010a).
Let us suppose that instead of an isothermal medium we have gas
which follows a polytropic EOS as
c2s = c2s0
(
ρ
ρ0
)γ−1
, (5)
where cs0 is the sound speed at the mean density (ρ0) and γ is
the polytropic index. In this case (for 0.3 < γ < 1.7), the statis-
tics can still be approximated as locally lognormal (i.e. lognormal
for differentially small perturbations; Passot & Va´zquez-Semadeni
1998), if we apply the replacement c2s → c2s0 (ρ/ρ0)−(γ−1) to
equation (4). which means that we get S(λ) → S(λ, ρ) so S becomes
a functional of ρ. This scheme is also an acceptable approxima-
tion for gases with more complex EOSs (e.g. γ (ρ)). Note that this
means the total PDF can differ significantly from a lognormal; for
γ > 1 large positive-density fluctuations become rarer while γ < 1
makes them more common (producing a power-law high-density
tail).5 It should be noted that previous treatments (e.g. Hennebelle
& Chabrier 2008) ignored the effect of γ on the distribution of ρ
despite the fact that it can produce radically different PDFs. For
more details see Section 3 of Hopkins (2013a).
2.2 The collapse threshold
Various authors (e.g. Chandrasekhar 1951; Elmegreen 1987) have
shown that including the effects of turbulence and finite vertical
disc thickness into a Toomre-type analysis yields a simple scaling
for the critical density (ρcrit) above which a spherical subregion of
5 These effects and the validity of our analytic expressions have been di-
rectly verified in simulations (Scalo et al. 1998, Lynn & Quataert, private
communication).
size λ embedded in a larger disc or cloud becomes gravitationally
unstable and collapses. This can be written as
ρcrit(λ)
ρ0
= Q
2κ˜
(
1 + h
λ
)[
σ 2g (λ)
σ 2g (h)
h
λ
+ κ˜2 λ
h
]
, (6)
where h is the vertical scale of the disc, σ 2g (λ) ≈ c2s + v2t (λ) is the
total velocity dispersion on scale λ where v2t (λ) is the turbulent
velocity dispersion at that scale, κ˜ = κ/ where  = vcirc/rdisc is
the orbital frequency at the location rdisc, κ is the epicyclic frequency,
and Q = σ g(h)κ/(πG) is the Toomre parameter, where  is the
surface density of the disc. For the scales of interest here, λ is in the
inertial-range of turbulence where turbulent kinetic energy scales
as E(λ) ∝ λp with p being the turbulent spectra index; generally p ∈
[5/3; 2], but in this paper we assume p = 2 for our calculations based
on the observed linewidth–size relations (Larson 1981; Bolatto et al.
2008; Enoch et al. 2008), theoretical expectations (Murray 1973;
Burgers 1939, 1974), and numerical simulations (Schmidt et al.
2009). This leads to the following scaling of the turbulent velocity
dispersion and Mach numberM
M2(λ) ≡ v
2
t (λ)〈
c2s (ρ0)
〉 =M2(h)(λ
h
)p−1
. (7)
Since we are only interested in protostellar cores, which are much
smaller than their parent galactic disc, it is justified to take the limit
of λ  h leading to
ρcrit(λ)
ρ0
= Q
′
1 +M2edge
˜λ−2
[(
T (λ)
T0
)
+M2edge ˜λp−1
]
, (8)
where T(λ) is the temperature averaged over the scale λ, while T0
is the mean temperature of the whole collapsing cloud.
If we further assume that the gas has a polytropic EOS then
equation (8) becomes
ρcrit(λ)
ρ0
= Q
′
1 +M2edge
˜λ−2
[(
ρcrit(λ)
ρ0
)γ−1
+M2edge ˜λp−1
]
, (9)
where ˜λ = λ/h is the normalized size scale, Q′ = Q/(2κ˜) and
Medge =M(h) is the Mach number for the turbulent velocity dis-
persion at the largest scale.6 This is an implicit equation in case
γ = 1 which always has a unique solution for γ < 2. Note that this
equation applies identically for sub-structures inside a core, where
in that case ρ0, Q′, andMedge are defined at the scale of the core.
For collapsing cores the core scale itself has to be unstable which
prescribes Q′ = 1, which we will adopt for the rest of the paper.
ForM2edge ˜λp−1  1 turbulence dominates over thermal support
and the critical density becomes roughly
ρcrit(λ) ≈ ρ0 ˜λp−3, (10)
while in the opposing, subsonic limit
ρcrit(λ) ≈ ρ0
[(
1 +M2edge
)
˜λ2
]−1/(2−γ )
. (11)
Since we are in the λ  h limit, the mass of a structure with size
scale λ and density ρ(λ) is just M(λ) = (4π/3) λ3 ρ(λ). And since
protostellar cores begin themselves as ‘last-crossings’ (smallest col-
lapsing subregions of the galactic disc) in this formalism, they are
6 Once again we note that direct simulation (Federrath & Klessen 2012;
Hennebelle & Chabrier 2013; Zentner 2007) have confirmed that this is a
good approximation for the collapse criterion. Even for highly non-spherical,
filamentary clouds, the corrections are of O (10 per cent) to the final pre-
dicted mass function.
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4140 D. Guszejnov and P. F. Hopkins
at the critical density (if they were above it, some smaller scale
would necessarily also be self-gravitating), so we can use this equa-
tion with ρ(λ) = ρcrit(λ) and equations (10)–(11) to obtain their
size–mass relation (see Section 3).
2.3 The equation of state
For the purpose of modelling a collapsing protostellar core, a simple
polytropic EOS is not sufficient due to the highly complex heating
and cooling processes involved. As a first approximation one can
describe the whole cloud as having an effective polytropic index
which is dependent on global properties (e.g. size, mass). Since the
primary physical quantity for radiation absorption is surface den-
sity , we choose to have a polytropic index dependent on this
global quantity. Sufficiently dense clouds become optically thick to
their own cooling radiation, meaning that blackbody radiation is the
primary cooling mechanism. For realistic temperatures molecular
hydrogen has a polytropic index of γ = 7/5. In case of less dense
clouds, line cooling is the dominant cooling mechanism whose rate
is ∝ n2, where n is the cloud’s number density, while the dominant
heating mechanism is cosmic radiation which depends only linearly
on the density. This means that an increase in density leads to an
effective decrease in temperature, thus γ < 1. Based on these as-
sumptions and on the works of Masunaga & Inutsuka (2000) and
Glover & Mac Low (2007), who calculated effective EOS using
full chemical networks in radiation hydrodynamics simulations, we
define a simple interpolating EOS which reproduces the aforemen-
tioned two limits:
γ () =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0.7  < 3 M/pc2
0.094 log10
(

3 M/pc2
)
+ 0.7 3 < M/pc2 < 5000
1.4  > 5000 M/pc2
,
(12)
where  = M/(4πR2) is defined for each ‘fragment’ (cloud or
sub-cloud, if it has collapsed independently). This γ () EOS does
capture the physics of the limit where the cloud is optically thick
to its own cooling radiation; however in the optically thin limit the
local density ρ determines the effective polytropic index, not .
Nevertheless, this EOS is still useful as the optically thin limit is
populated by massive clouds whose fragmentation is barely depen-
dent on the value of γ (see Fig. 11) so changing to a ρ dependent
EOS for less dense clouds would not make a significant difference.
In any case the effects of variations in the EOS are investigated in
Section 3.1.1.
It should be noted that the global parameter of our EOS (
surface density) changes on the dynamical time-scale so for suffi-
ciently small t time-step the temperature field evolution can be
approximated with the polytrope
T (λ, t + t) = T (λ, t)
(
ρ(λ, t + t)
ρ(λ, t)
)γ ()−1
. (13)
2.4 Time-dependent collapse of cores
One of the key physical processes in mapping the CMF to the IMF
is the non-linear density field evolution during the collapse phase,
which can cause the fragmentation of the cloud (see Fig. 2). To get
a handle on this problem, let us first look at the time evolution of
the density field in a stationary (statistically time-steady e.g. not
globally collapsing/expanding) background. Using the notation of
Section 2.1 and equation (3), we consider not the density contrast
itself, but its modes in Fourier space, as their time evolution simply
follows the generalized Fokker–Planck equation (see section 9 of
Hopkins 2013a)
δ( ˜λ, t + t) = δ( ˜λ, t) (1 − t/τλ) +R
√
2S( ˜λ)t/τλ,
(14)
where R is a Gaussian random number with zero mean and unit
variance while τλ ∼λ/vt(λ) is the turbulent crossing time on scaleλ,
and the turbulence dispersion obeys v2t (λ) ∝ λ thus τλ ∝
√
˜λ which
we normalize as τλ(λmax) = 1 thus setting the time units for our
problem (see collapse time in equation 15). This formalism holds for
polytropic gases too if we apply the substitutionS( ˜λ) → S( ˜λ, ρ)
and set it according to equations (4), (5) and (7). For verification of
evolution time-scale in simulations, see Pan & Scannapieco (2010).
Note that, as the sub-regions collapse the total ensemble density
distribution – even for isothermal gas – will deviate significantly
from a lognormal. In fact what we predict is that self-gravitating
Figure 2. Evolution of collapsing protostellar cores, with time increasing from left to right (darker subregions are higher-density, arrows denote regions
which are independently self-gravitating and become thicker with increasing collapse rate). As the initial core collapses, density fluctuations increase (because
gravitational energy pumps turbulence), creating self-gravitating subregions. These then collapse independently from the parent cloud, forming protostars at
the end.
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Mapping the CMF to the initial mass function 4141
Figure 3. Contraction of a self-gravitating, collapsing, turbulent parent
cloud in time according to equation (16) for different polytropic indices γ
and edge Mach numbers Medge (Mach number of the turbulence on the
cloud scale). For high Mach numbers the EOS (e.g. different γ values) has
little effect on the collapse rate, because the cloud is supported by turbulence.
However, for γ > 4/3 the contraction ceases at a finite scale.
regions develop a power-law tail in their ‘total’ (ensemble) density
PDFs, as sub-regions collapse on power-law (free-fall) time-scales.
This is, of course, exactly what is observed in real dense molecular
clouds (see Kainulainen et al. 2009), and it has been previously
shown in simulations that it results naturally from such a fragmen-
tation cascade (see e.g. Federrath et al. 2010b; Schmalzl et al. 2010;
Ballesteros-Paredes et al. 2011; Kritsuk, Norman & Wagner 2011;
Veltchev, Klessen & Clark 2011).
2.4.1 Turbulent density fields in a collapsing background
In the case of collapsing protostellar cores, the density evolution
is influenced by the gravitational collapse which pumps energy
into turbulence, potentially leading to large density fluctuations and
further fragmentation of the cloud. Hopkins (2013a) developed a
simple model for collapsing spherical clouds which assumes a con-
stant virial parameter (based on Robertson & Goldreich 2012 and
Murray & Chang 2015).7 Of course, a perfectly spherical collapse
would not drive turbulence, but any inhomogeneity in a ’roughly’
homogenous media would be greatly amplified by the collapse
which will drive the turbulence. Instead of dealing with the mi-
croscopic details our model assumes that virial equilibrium is real-
ized between turbulence and gravity on the largest scale, thus the
contraction is set by the rate of turbulent energy dissipation whose
characteristic time-scale is the crossing time τλ. This leads to an
equation for the contraction of the cloud:
dr˜
dτ˜
= −r˜−1/2
(
1 − 1
1 +M2edge
)3/2
, (15)
where r˜(t) = r(t)/r0 is the relative size of the cloud at time t while
τ˜ ≡ t/t0 is time, normalized to the initial cloud dynamical time
t0 ∼ 2Q′−3/2
(
GM0/R
3
0
)−1/2 [see Fig. 3 for solutions and Hopkins
(2013a) for derivation]. In this case the initial dynamical time (t0)
and crossing time only differ by a freely defined order unity constant,
so in our simulations we consider them to be equal without loss of
7 It should be noted that based on current data it is not at all clear that these
collapses really happen at constant virial parameter; however we believe it
is a reasonable approximation.
Figure 4. Evolution of the edge Mach number (Mach number of turbulence
on the cloud scale) in collapsing clouds for different polytropic indices. For
γ < 4/3 the contraction of the cloud pumps energy into turbulence, thus the
Medge diverges as we approach the time of collapse (marked with dotted
lines). In the opposite case the sound speed increases faster than the turbulent
velocities, pushing the cloud into the subsonic limit (where fragmentation
becomes inefficient).
generality. Virial equilibrium implies that during the collapse of the
cloud:
d(M2edge)
dτ
= (1 +M2edge(t =0))(−1 + 3 (γ − 1))r˜−2+3(γ−1)
dr˜
dτ
,
(16)
which for constant γ simplifies to
1 +M2edge(t) = (1 +M2edge(t = 0))r˜−1+3(γ−1). (17)
In the case γ > 4/3, after some time the sound speed cs will
begin growing faster than vt, stabilizing against collapse. Thus the
contraction will seize at a finite r˜ value (see Figs 3 and 4). In
this case we consider the collapse ‘done’ when this size limit is
reached. However, if γ < 4/3 then r˜ = 0 is reached in a finite
amount of time. This also means that the cloud cannot fragment
on arbitrarily small scales as there is not enough time for these
fluctuations to grow. For sufficiently small r˜ the collapse becomes
scale-free (dr˜/dτ ≈ −r˜−1/2). In this limit the collapse also becomes
independent of γ .
3 M A P P I N G F RO M C M F TO IM F
In this section we discuss an algorithm for mapping an initial CMF
to a simulated IMF. For that we carry out several Monte Carlo
simulations, which calculate the time evolution of last crossing sur-
faces around a randomly chosen point in a collapsing medium. This
means solving the stochastic differential equation of equation (14)
for the case of a collapsing protostellar core.
In our simulation the cores start out internally homogeneous
(this is a good approximation for the density and temperature be-
low the last crossing scale of a full galaxy calculation) and start
to collapse following equation (15). As Fig. 5 shows this leads to
increased turbulence, which in turn leads to large density fluctua-
tions (equation 4). Through pumping turbulence, the collapse also
modifies the critical density (equation 8); combined with the afore-
mentioned density fluctuations, this can lead to the formation of
self-gravitating subregions and thus the fragmentation of the parent
cloud (see Fig. 2). Fig. 6 shows the time evolution of the averaged
and critical density on a specific scale for a subsonic and a super-
sonic cloud. The first time the density reaches the critical density
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4142 D. Guszejnov and P. F. Hopkins
Figure 5. Evolution of the ratio of turbulent to gravitational energy as
a function of surface density in clouds during collapse [γ () from equa-
tion (12) used as EOS]. The solid, dashed and dotted lines show the evolution
during the first 50 per cent, 90 per cent and the entirety of the collapse time
(collapse is achieved when the cloud size reached 10−4 pc which is roughly
the size of a protostar). It is apparent that smaller clouds are mainly supported
by thermal pressure and the relative importance of turbulence increases as
the cloud collapses until γ = 4/3 is reached (at  ≈ 2500 M/pc2 for
this EOS) after which thermal energy grows faster than turbulent energy
and starts dominating (see equation 16). For this plot Eturb ∼ M v
2
t
2 and
Egrav ∼ M 5GM3R . Virial equilibrium implies c2s (1 +M2) = GM/R leading
to Eturb
Egrav
∼ 3M210(1+M2) which sets 0.3 as the theoretical maximum.
Figure 6. Time evolution of the averaged density (smoothed on some sub-
scale λ around a specific random point within a cloud) and the critical
density on the same scale (the density above which a region of this size
becomes independently self-gravitating). The curves follow a region whose
size evolves with the parent cloud (it is a constant fraction of the parent cloud
size). We consider both a supersonic (blue) and subsonic (red) cloud. The
density field follows an essentially random walk. The first time it reaches
the critical threshold, the subregion becomes self-gravitating and starts to
collapse on its own, thus fragmenting the cloud.
on some scale, a self-gravitating subregion appears, which is sub-
sequently assumed to evolve independently from the parent cloud.
This assumption is supported by the fact that the collapse time-scale
t0 ∼ (GM/λ3)−1/2 ∝ 1/√ρ and ρcrit > ρ0 so smaller regions col-
lapse faster, meaning that a small fragment can form a protostar
much sooner than its parent could.
Based on these assumptions our model follows the scheme:
(i) Initialize a cloud (e.g. density and temperature distribution).
(ii) Evolve the density and temperature (assuming locally poly-
tropic behaviour) on all scales within the cloud until the first col-
lapsing subregion appears (see Fig. 6).
(iii) If there is a self-gravitating subregion, evolve it forward
starting again from step (i) using the parameters of the fragment at
the moment of fragmentation as initial conditions.
This scheme yields the so-called collapse history which contains
the time evolution of the last crossing scale around a point. It is
important to note that this model makes no assumptions about the
relative position of the fragment within the parent cloud, thus what
we calculate is the collapse history of a random point. By carrying
out a large number of these simulations we can determine the sta-
tistical collapse history of a random Lagrangian point for a specific
initial cloud. In other words we calculate the probability that a La-
grangian point/volume element inside the cloud ‘ends up’ in a final
fragment of some mass.
The initial clouds represent the smallest self-gravitating struc-
tures formed by fully developed turbulence in a galactic disc, which
we consider to be equivalent to the observed protostellar cores.
Their distribution has been calculated by Hopkins (2012b) using
the same excursion set formalism, which naturally predicts their
global parameters (see Fig. 7). By definition these clouds ‘start out’
at the critical density so according to equations (10) and (11) in
the supersonic limit Mcore ∝ λpcore (we took p = 2 for the turbulent
power index in our simulations) meaning a constant surface density
, and thus constant γ () (see Section 2.3). Meanwhile in the sub-
sonic limit Mcore ∝ λ3−2/(2−γ )core which we can further approximate by
taking the isothermal γ = 1 case yielding Mcore ∝ λcore. To get ab-
solute scales let us assume virial equilibrium at cloud’s scale which
yields c2s + v2t (R) ∼ GM/R. Now we can introduce the sonic scale
Rsonic, which corresponds to the scale where v2t (Rsonic) = c2s , and
the sonic mass Msonic which is the minimum self-gravitating mass
Figure 7. Comparison between the CMF used in our calculations (the
result of the excursion set model from Hopkins 2012b) and a compilation of
observed CMFs from Sadavoy et al. (2010). Since the exact scaling of the
CMF is determined by the sonic mass, which depends on the parameters of
the galactic disc, it was set in a way that the CMF turnover mass is between
the observational limits. Effects of deviations from this default CMF are
investigated in Section 3.1.2.
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contained in this subregion of size Rsonic. These assumptions lead
to the following mass–size relation for the initial cores:
R(M) =
⎧⎪⎨
⎪⎩
Rsonic
M
Msonic
M < Msonic
Rsonic
√
M
Msonic
M > Msonic.
(18)
By substituting in typical values for cores (T = 30 K, R ∼ 0.1 pc,
see Mac Low & Klessen 2004) we get Msonic ∼ 3 M for the sonic
mass and
R(M) =
⎧⎪⎨
⎪⎩
0.1 M3M pc M < 3M
0.1
√
M
3M pc M > 3M.
(19)
Note that the predicted size–mass relation agrees with that observed
(Larson 1981; Bolatto et al. 2008; Pineda, Rosolowsky & Goodman
2009); we would obtain nearly identical results if we simply took
the observed relation as our input.
Since the protostellar core in question has not yet started col-
lapsing, the turbulent velocity at its edge must (initially) obey the
turbulent power spectrum. Thus v2t (R) ∝ R for the supersonic and
v2t (R) ∝ R2/3 (the Kolmogorov scaling) for the subsonic case. Us-
ing the mass–size relations of equation (18) leads to the following
fitting function
(1 +M2edge)M2edge
1 +M−1edge
= M
Msonic
, (20)
which exhibits scalings of M ∝M3 for the subsonic and M ∝M4
for the supersonic case, respectively, and (coupled to the size–mass
relation above) very closely reproduces the observed linewidth–size
relations (Larson 1981; Lada & Lada 2003; Bolatto et al. 2008).
This means that an initial parent cloud can be described with only
one physical parameter, which we chose to be its mass (see Fig. 8).
Using the aforementioned Monte Carlo algorithm it is possible to
Figure 8. Mass dependence of the initial parent core properties for the
clouds on the observed CMF, used as the initial conditions for our calcu-
lation. We show the initial cloud scale or ‘edge’ Mach number (top left),
cloud radius R (top right), cloud-averaged surface density  (bottom left),
and effective polytropic index γ (bottom right) for protostellar cores before
the collapse begins, each as a function of the initial core mass. These are cal-
culated from the same excursion-set models from which the CMF in Fig. 7 is
derived. But the mass–size relation we adopt agrees well with Larson’s law
for both small and large masses (Larson 1981; Bolatto et al. 2008; Pineda
et al. 2009) as does the Mach number–mass relation (or equivalently, the
linewidth–size relation).
Figure 9. Distribution of final (successfully collapsed to formally
‘infinite’ density) fragments of different masses (total mass of frag-
ments per logarithmic interval in fragment mass dM/dlog Mfragment =
M dN/dlog Mfragment = M2 dN/dMfragment so it is trivial to get dN/dMfragment
which is a more natural observable). We consider this for initial parent cores
with different masses (and the surface density-dependent EOS from equation
12). Massive fragments can form (albeit rarely) without sub-fragmentation.
In all cases where the parent is sufficiently large, there is a flat distribution
(dN/dM ∝ M−2, approximately) at high fragment massesM, which is
cut off at the mass of the parent cloud. This self-similar mass function owes
to the fact that this is the ‘scale-free’ regime where turbulence and gravity
dominate. The stiffer EOS at higher densities, and sub-sonic nature of tur-
bulence on small scales, suppresses the number at low masses. Although
only a small fraction of mass ends up in these fragments, this corresponds to
a large number of individual stars. Also, a significant amount of mass ends
up in substellar-sized fragments which may either be destroyed by feedback
mechanisms or form gas giants.
calculate PV(M0, M) which is the probability that a randomly chosen
initial Lagrangian point, within a parent core with initial mass M0,
ends up in a fragment of mass M after collapse (see Fig. 9). Thus
PV = 0.1 means that 10 per cent of the initial points, thus 10 per cent
of the total mass, will end up in fragments of size M. The number
of initial subregions containing M mass is just M0/M so assuming
the subregions are independent, the expected number of fragments
becomes PV(M0, M)M0/M. Thus, if the CMF is given by ncore(M)
then the stellar IMF is
nstars(M) =
∫ ∞
M
ncore(M ′)PV (M ′,M)M
′
M
dM ′. (21)
It should be noted that the CMF have significant uncertainties
(Pineda et al. 2009); to account for that the effect of variations
in the CMF is investigated in Section 3.1.2.
It should be noted that equation (21) neglects two important
effects: geometry and feedback. Geometry becomes important as
more fragments collapse to stars leaving behind ‘holes’ in their par-
ent cloud which hinders the formation of large-scale substructures.
This is related to the so-called ‘sphere packing problem’ that only
a fraction of a sphere’s volume (e.g. parent cloud) can be filled
by non-overlapping spheres.8 Furthermore, equation (21) assumes
stars form independently and have no feedback on their parent
cloud. This is not the case, especially if numerous small fragments
form. We can imagine that when a protostar forms, it heats a re-
gion around it preventing that region from collapsing and forming
8 Preliminary results from spatially resolved simulations suggest that these
geometric effects cause only order of unity differences.
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4144 D. Guszejnov and P. F. Hopkins
protostars, with some mass Mexc which we call the exclusion mass.
We can crudely account for this effect by taking the number of in-
dependent regions to be M0/M → M0/(M + Mexc). Essentially this
‘excludes’ Mexc mass from further collapse each time a protostar
forms.
What is a reasonable choice for the exclusion mass? Krumholz
(2011) argues that young, low-mass protostars accrete gas at a very
high rate (leading to a luminosity L ∝ GM ˙M/R which grows
rapidly in time) until they reach the mass required for deuterium
burning, which leads to a characteristic luminosity and, correspond-
ingly, a characteristic mass of the surrounding median-density cloud
which can be heated to the point where it is no longer gravitationally
unstable. In their argument, depending on the background pressure,
this produces an effective ‘exclusion mass’ which varies between
10−2 and 100 M. Based on this as a first approximation we will
experiment with an exclusion mass of O(0.01 M). It should be
noted that our intention with this crude assumption is not at all to
give a full account of stellar feedback but to provide a simple cor-
rection mechanism for the overabundance of small mass fragments.
In future work, we will explore a more self-consistent accounting
for feedback in these calculations.
Another uncertainty is introduced by the fact that protostellar
discs can fragment creating further brown dwarf sized objects. This
combined with the sensitivity of the low-mass end of the IMF to
the EOS of the gas and the crude approximation of feedback means
that the model is highly uncertain in the very low mass region of
the IMF.
We now consider the results of our calculation. Fig. 10 shows the
CMF before any collapse (ncore(M)) and after collapse (nstars(M)).
Compare this to the three qualitative properties of the IMF men-
tioned in Section 1. We find that it exhibits
Figure 10. CMF before and after final collapse compared with IMFs by
Kroupa (2002) and Chabrier (2005). Note that the absolute number (vertical
normalization) is arbitrary, so we normalize each to the same peak value.
After collapse/fragmentation, the high-mass slope becomes slightly steeper,
and the turnover point and cutoff mass move to lower masses. The model
provides a near perfect fit to the observed IMF at the high-mass end (the
predicted slope of 2.32 is well within the error of the nominal 2.35). The
calculations here use the surface density-dependent EOS equation (12); this
preserves the turnover at low masses; crudely the difference resembles a
‘shift’ of the IMF peak by a factor of ∼2–3. However even in this case,
there is some pile-up at small masses <0.1 M, which may disagree with
observations (depending on the preferred ‘correct’ IMF); this can be miti-
gated by applying an appropriate exclusion mass (here we show the results
for Mexc = 0.02 M), which accounts for the protostars heating up their
surroundings and preventing fragmentation.
(i) a power-law scaling of O(M−2) for high masses;
(ii) turnover at O(0.5 M);
(iii) close to lognormal dependence at low-mass scales.
In summary, it seems that this excursion set formalism can reproduce
the main qualitative features of the IMF, and potentially provide an
explanation for the universality of these properties. In the following
subsections we consider these properties in more detail.
3.1 Dependence of the IMF on system properties and
robustness of these results
Considering the ubiquity of these IMF features in nature, and the
number of assumptions in the model, it is critical to investigate the
robustness of our results. The two primary parameters of our model
are the initial CMF, which is dependent on the parameters of the
original galactic disc for which the pre-collapse ‘last crossing scale’
calculation was carried out, and the EOS, which is highly uncertain.
3.1.1 Dependence on the equation of state
First, we have repeated our calculations using different functional
forms for the EOS γ . Fig. 11 shows the resulting IMFs for constant γ
values (pure polytropes), for the original EOS γ 1() and for shifted
equations of states (γ 2() and γ 3()), where the upper surface den-
sity limit corresponding to γ = 1.4 is set to  = 2 × 104 M/pc2
and  = 2 × 105 M/pc2, respectively (see equation 12 for
original).
Figure 11. Predicted IMF for different equations of state (constant poly-
tropes, the original γ () from equation (12), and the shifted equations of
state γ 2() and γ 3(), where the upper surface density limit corresponding
to γ = 1.4 is set to  = 2 · 104 M/pc2 and  = 2 · 105 M/pc2, respec-
tively, with no exclusion mass correction. The high-mass end is insensitive
to the choice of γ , as massive clouds are highly turbulent (see equation 10),
leading to scale-free fragmentation. We normalize the IMFs at 100 M for
ease of comparison. A ‘soft’ EOS with γ < 4/3 at all density scales would
predict an excess (relative to observations) of fragmentation into brown
dwarfs and sub-stellar objects (M 0.1 M). Some fragmentation can oc-
cur even with a ‘stiff’ (γ > 4/3) EOS, but only at very high masses where
the turbulence is highly super-sonic. Lower γ values lead to an increase in
the number of small fragments, as there is less thermal pressure to resist
fragmentation (see equation 9). Changing between the different functional
forms of γ () (which means increasing the upper density limit of the EOS)
shifts the turnover point to lower masses and increases the number of small
fragments as a higher surface density is required to reach high enough γ
values to resist further collapse.
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By analysing the collapse histories, we have found that turbu-
lent fragmentation occurs in a top-down cascade as large clouds
fragment into clouds of smaller, but still comparable sizes (i.e. the
largest scales tend to fragment first), which then undergo fragmen-
tation again. Based on Fig. 11, it is apparent that the high-mass
power-law slope of the IMF is unaffected by the choice of γ , as all
solutions tend to a power-law-like slope which is slightly steeper
than the original CMF slope, and is in good agreement with the
observed Salpeter slope. That is because they are in the super-sonic
regime (i.e. clouds have virial motions and/or initial turbulent mo-
tions which are firmly super-sonic); so the cloud dynamics and
fragmentation are, to the first order, dependent on turbulence and
gravity, not on the thermal pressure of the gas, and the fragmen-
tation cascade is inherently scale-free (as are both turbulence and
gravity).
Note that our calculation predicts that ‘final’ objects (which have
successfully collapsed to infinitely high densities) can exist at high
masses; successful collapse without fragmentation is rare, but not
impossible. Because the cloud collapses in finite time, and the turbu-
lent fluctuations are self-similar in the scale-free regime, the proba-
bility of avoiding a density fluctuation which would cause fragmen-
tation is only power-law suppressed, not exponentially suppressed.
Thus high-mass ‘final’ cores can form. In fact, our calculation pre-
dicts that the Salpeter slope continues to ∼104 M. If there is an
actual ‘maximum’ stellar mass – i.e. if the actual stellar IMF cuts off
atO (100 M), other factors besides pure turbulent fragmentation
(e.g. fragmentation within the protostellar disc, or stellar stability
at high masses, feedback from smaller stars, that form faster), must
play a role. However whether such a cutoff exists is still uncertain.
Meanwhile, Fig. 11 also shows that the low-mass end of the IMF
is heavily dependent on the EOS. A stiff EOS (γ > 4/3) basically
freezes the CMF shape at solar and lower masses (no fragmentation
occurs on small scales), while small values of γ lead to increased
fragmentation (Fig. 11), which predict either no turnover in the
IMF, or a turnover at much too-low masses. Note that in Fig. 11 it
might at first appear that fragmentation is stronger in the γ = 1.0
case than in the γ = 0.8 case; however this is just an effect of the
limited range and normalization of the plot, as there are actually a
significant number of fragments which have smaller masses than
0.01 M when γ = 0.8. Fig. 12 shows more clearly the fraction of
the total mass ending up in substellar (M < 0.01 M) fragments,
as a function of the EOS assumed.9 As expected, the formation of
small fragments decreases monotonically with γ , and falls rapidly
as we approach γ = 4/3.
3.1.2 Dependence on the core mass function
The initial CMF used in our calculation is, itself, the prediction of
turbulent fragmentation theory (it is the result of a similar excursion-
set calculation of the ‘last-crossing’ scales in a galactic disc; see
Hopkins 2012a). But the CMF could vary, or be different than
9 Our preliminary calculations with an explicitly 3D spatially dependent
version of the model indicate that the substellar fraction is overestimated
in Fig. 12 because it is assumed that all mass ends up in bound structures
while it is possible in reality for loose material to become unbound after
fragmentation (see sphere packing considerations in Section 3). The same
discrepancy occurs in the cosmological Press–Schecter treatment, where it
amounts to a factor of 2 at low masses. In case of our default EOS the
difference is about a factor of 5.
Figure 12. Fraction of the total ‘original CMF’ mass which ends up in sub-
stellar (M < 0.01 M) fragments, for different equations of state. The single
value lines correspond to our default (surface density-dependent) EOS γ ()
and the shifted γ ′(); otherwise we assume a constant polytropic EOS and
show the fraction as a function of that γ . For very soft (sub-isothermal) EOS
values γ < 1, the fragmentation cascades tend to proceed without limit, and
most of the initial core mass ends up in arbitrarily small fragments! Higher
γ values allow the clouds to resist fragmentation, and above γ = 4/3 small
fragments basically vanish. No exclusion mass correction is applied here.
predicted by this calculation owing to additional physics. We there-
fore next consider the IMF which results from different initial
CMFs.
To clearly isolate the most important dependencies and physics,
it is actually much more instructive to adopt the following simple
approximation of the CMF, rather than some more complicated
functional form:
dN
d logM
∝
⎧⎨
⎩
Mα M < MT
M−β M > MT
, (22)
where in our ‘default’ CMF, α = 1/2 and β = 1.1 are the approx-
imate exponents of the low- and high-mass slopes, respectively,
while MT = 0.5 M is the turnover mass. This allows us to sys-
tematically vary these three parameters and examine their impacts
on the IMF. In each case, we will hold the EOS γ () fixed to our
‘default’ value, and include no exclusion mass correction, so that
the changes are purely a consequence of the CMF variation.
In the turbulent framework we do not expect the high-mass
slope of the CMF (β) to vary as it is set by purely supersonic
turbulence (see Hopkins 2013c); however it is instructive to see
whether the initial distribution (CMF) or the turbulent fragmen-
tation sets the slope of the IMF. As Fig. 13 shows fragmentation
at the high-mass end is close to scale free – i.e. the slope of the
IMF is always a power law, which is systematically steeper than
the CMF by a small, approximately fixed amount, independent of
the actual initial high-mass slope of the CMF (or turnover mass, or
low-mass CMF slope). The high-mass steepening is systematically
β ∼ 0.2–0.25. Let us consider now how much of a steepening
would we expect. The IMF reflects the average rate at which final
fragments collapse. The collapse time of a cloud is approximately
Tcollapse ∼ tdynamical ∼ 1/
√
GM/R3, which in the high-mass, super-
sonic limit (R ∝ √M; see equation 10) gives Tcollapse ∝ M1/4. So
in the time for one high-mass core to collapse, multiple generations
of low-mass cores can be spawned and collapse; to first approxima-
tion the ratio of the number of stars produced if we integrate over
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Figure 13. Effects on the predicted IMF of having different slopes
(dN/dlog M ∝ M−β ) of the initial CMF. For each we keep all other pa-
rameters (e.g. γ ()) fixed at their default values from Fig. 10, and include
no exclusion mass correction. We show the resulting IMF, with the final
high-mass power-law (β′) scaling. It is clear that fragmentation is close
to scale-free as the IMFs produce high-mass power-law slopes close to
the ‘progenitor’ CMF slope, but steeper by a systematic β ∼ 0.2. This
systematic change can be understood as a consequence of time-dependent
fragmentation at high masses; it also naturally explains the difference be-
tween the observed Salpeter slope of the IMF (∼1.3) and the predicted slope
of the CMF from turbulent fragmentation models (closer to β ≈ 1.0–1.1; see
Hopkins 2012b; Hennebelle & Chabrier 2013). Note that if the high-mass
slope is sufficiently shallow (β < 1), a pile-up at low masses results from
fragmented large cores. However, such shallow values are unphysical (they
imply a divergent amount of mass in large cores.).
a fixed time-scale (the collapse time of the large clouds) will be
nstars/ncores ∝ 1/Tcollapse ∝ M−1/4, meaning β = 0.25.
The low-mass end of the CMF is heavily dependent on galactic
properties (see fig. 2 of Hopkins (2013c)) so the value of α is far
from fixed. However, small cores tend to collapse without further
fragmentation so their effect on the IMF is just providing an initial
population of small stars which is increased by the smaller frag-
ments of high-mass cores. This means that the low-mass end of
the predicted IMF is sensitive to all changes in the CMF (Figs 13
and 14). If we adopt an unphysical but instructive toy model where
there are initially no low-mass cores, we see a sizable population
of low-mass objects still appear in our final IMF. This is clear also
from Fig. 9; cores fragment into a very broad mass spectrum, and
even high-mass cores can form very low-mass fragments. This is
also evident if we adopt an initial CMF which has a (unphysically)
shallow high-mass slope, such that there is an unlimited mass supply
of very high-mass cores – in turn there would be far too many small
cores. It is also worth nothing that we appear to robustly predict that
the approximate total number density (dN/dlog M) of objects with
sub-stellar masses (∼0.01–0.1 M) is never much less than ∼10
per cent that of objects with ∼0.1–1 M.
Finally, the turnover mass of the CMF (MT) is proportional to the
sonic mass Msonic ∼ c2s Rsonic/G which is set by both galactic and
local properties. This means that there could be some variation in
the CMF turnover point (as noted by Hennebelle & Chabrier 2013
and Hopkins 2012b) which is in agreement with the observations
(see Fig. 7). Interestingly, the position of the turnover point in the
initial CMF only determines the point where the IMF starts to
‘flatten’ (see Fig. 15); however the details here are also dependent
on the underlying physics (e.g. the EOS). Nevertheless we can say
that the turnover mass for reasonable parameters resides around
O(0.5 M).
Figure 14. Effects of different having slopes (dN/dlog M ∝ M+α) at the
low-mass end of the initial CMF. As Fig. 13, we keep all other parameters
fixed. Since fragmentation is top-down, the low-mass CMF slope has no
impact on the high-mass IMF. It is apparent that a significant fraction of the
low-mass objects in the IMF are in fact fragments from much larger ‘parent’
cores – most clear when there are essentially no small cores to begin (the
unphysical but instructive α = 10 case). However, for ‘shallower’ initial
CMF low-mass slopes, the IMF tends to trace the CMF, and the low-mass
stars are predominantly formed from low-mass cores.
Figure 15. Effects of moving the turnover mass (MT) of the initial CMF.
As Fig. 13, we keep all other parameters fixed. The high-mass slope is un-
changed by this choice, as in the turbulence-dominated regime the behaviour
becomes scale free (see equation 10). But the turnover point of the predicted
IMF (or more accurately, where the resulting IMF becomes ‘shallow’ and
the total mass in stars converges, even if the IMF it does not completely turn
over) clearly scales here with the turnover mass of the CMF.
4 C O N C L U S I O N S
The aim of this paper was to provide a feasible candidate for the pri-
mary physical phenomena that determine the qualitative properties
of the stellar initial mass function. This was achieved by expanding
upon the excursion set formalism outlined in more detail by Hopkins
(2013a), and applying it to follow the time-dependent collapse of
protostellar cores into protostars. This improves on previous work
done by Padoan et al. (1997), Hennebelle & Chabrier (2008) and
Hopkins (2012b), by following fragmentation down to stellar scales
while taking into account the non-linear time dependence and com-
plicated equations of state (and their effects in making the density
PDFs deviate dramatically from lognormal distributions). We found
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that this simple model reproduces the main qualitative features of
the IMF, and it allows us to answer several critical unresolved ques-
tions in the theory of turbulent fragmentation.
The fact that both turbulence and gravity are scale free robustly
predicts a CMF – an instantaneous mass function of ‘last-crossings’
– with a high-mass slope dN/dM ∝ M−(2.0−2.1) (see references
above) – this is the inevitable result of any scale-free, self-similar
fragmentation process (basically, a slope of −2, which implies equal
mass per log interval in mass, with a small logarithmic correc-
tion which depends on the properties of the medium but only very
weakly). Time-dependent turbulent fragmentation slightly steepens
this slope by a systematic β = 0.25, creating a near-perfect fit
with the canonical Salpeter slope of the observed IMF. The results
are very robust to changes in both the initial conditions of the galac-
tic disc, the EOS of the gas, the presence of stellar feedback, the
strength of the turbulence, and the form of the CMF. Thus we can
say that the Salpeter slope is an inevitable consequence of turbulent
fragmentation and is expected to be ‘universal’.
Observed IMFs and CMFs have very similar shapes, and it ap-
pears as if the IMF is just a ‘shifted’ version of the CMF. The
simplest explanation would be that a constant fraction ∼1/3 of
each core ends up in a single star. This is not the case in turbulent
fragmentation. Rather, the apparent shift is the result of the nearly
scale-free fragmentation in the high-mass regime, and the flatten-
ing/turnover imprinted by the CMF and EOS. We showed that, in
fact, a high-mass core (which has initially no self-gravitating sub-
structure) is typically expected to fragment into a broad range of
masses, with comparable mass in fragments of all masses down to
sub-solar masses. However, because this fragmentation produces a
similar power-law slope for the IMF and CMF (see above), the result
looks like a ‘shift’. We stress that the shift should not even be inter-
preted as an ‘average fragment size’ – that is actually much smaller
(a factor of <0.1 of the original core size, for 10 M cores). It is
more accurate to say that sufficiently massive cores fragment into a
spectrum of masses which resembles the IMF mass spectrum itself;
since the convolution of a lognormal (or power law) with another
lognormal (or power law) yields the same function, this produces
the observed IMF shape. There is no one-to-one relation between
cores and stars (far from it).
It has been argued that purely isothermal turbulent fragmentation
cannot produce the observed universal IMF, because collapsing
clouds will inevitably become supersonically turbulent as gravita-
tional energy pumps random motions, until fragmentation occurs.
We confirm this is the case. Thus a CMF model based purely on
isothermal turbulence – or any simple polytrope – is incomplete.
However, that does not mean there could be no ‘flattening’ of the
IMF. Even for pure isothermal gas, the IMF still becomes more
shallow than Salpeter around the ‘sonic scale’. This is related to
what has been shown for the CMF: there is a characteristic scale
in isothermal turbulence, the sonic scale, around which fragmenta-
tion becomes more or less ‘easy’. (It is only if one considers only
thermal pressure, i.e. the Jeans length, that there is no characteristic
scale). However, with isothermal gas, there is no true ‘turnover’ in
the IMF; moreover, most of the core mass ends up in very small
(substellar) fragments.
We found that the turnover point in the initial CMF determines
the point at which the IMF first ‘flattens’ from the Salpeter slope.
However, this does not necessarily amount to a full ‘turnover’
in the IMF. Observationally, this ‘flattening’ mass occurs at
∼0.5 M; for reasonable assumptions, we obtain a similar result.
The CMF turnover point in turbulent fragmentation is robustly
set by the ‘sonic mass’ Msonic ∼ c2s Rsonic/G, the minimum self-
gravitating mass at the sonic scale. Below this scale, the turbu-
lence is sub-sonic, so large density fluctuations (in the parts of
the medium which are not already self-gravitating) are not gen-
erated. As a result, we predict a ‘flattening mass’ that scales as
∼0.5 M (Tmin/30 K) (〈Rsonic〉/0.1 pc), where Tmin is the minimum
temperature reached by molecular cooling, and 〈Rsonic〉 is the sonic
length of the pre-collapse clouds – i.e. the mean sonic length in the
galactic disc (not a cloud-by-cloud quantity, since this changes as
the cloud starts collapsing). As noted in Hopkins (2013c), this pre-
dicts a very close to universal flattening mass within the Milky Way
and nearby galaxies, but a lower flattening mass in extreme (high-
Mach number) environments, where the sonic length is smaller, at
the centre of starburst galaxies and ellipticals. We will investigate
this further in future work.
The choice of EOS and effects of stellar feedback (crudely mod-
elled here via an ‘exclusion mass’ which is heated by each proto-
star) have some effect on the ‘flattening mass’, but a surprisingly
weak one (shifting it by factors of ∼2, for a fixed CMF). How-
ever, they critically determine the behaviour below this mass. In
particular, whether the IMF actually ‘turns over’, or simply flat-
tens, depends on these effects. If we assume any polytropic EOS
with γ < 4/3, the IMF will still flatten, but will not turn over as
observed (the IMF peak, in dN/dlog M, which is observed to be
between ∼0.1and0.3 M, does not occur until 0.1 M). How-
ever, a surface-density dependent EOS, motivated by direct numer-
ical calculations, is able to produce a reasonable turnover. This
is because the characteristic surface density required for such a
fragment to be self-gravitating is 1 g cm−2 (higher if the frag-
ment is embedded in an already-collapsing core, as we find is usu-
ally the case), so approaches the limit where it becomes optically
thick to its own cooling radiation. If this is indeed the relevant
limit, we expect this mass to be weakly dependent on the mini-
mum cooling temperature and the metallicity of the gas: requiring
that a thermally pressure-supported cloud be self-gravitating, we
predict this mass scales as ∼0.1 M (Tmin/10 K)2 (κ/κMilkyWay) ∼
0.1 M (Tmin/30 K)2 (Z/Z) – this is weakly varying in most
systems, since Tmin tends to decrease with metallicity (as low-
temperature cooling is more efficient), while κ increases. The pres-
ence of an ‘exclusion mass’ further influences the details of the
low-mass turnover, and may lead to a ‘more universal’ behaviour.
We argue below that the key effects of feedback may be in prevent-
ing other effects we have ignored in our calculations.
4.1 Speculations
We found that fragmentation usually occurs on a scale comparable
to the parent cloud (because in turbulence, the power in density
fluctuations is dominated by the large-scale fluctuations), which
means that the fragmentation of collapsing cores can be accurately
modelled as a top-down cascade. On average a large cloud loses
equal amounts of mass to fragments per logarithmic interval in
‘fragment mass’ (see Fig. 9), demonstrating the scale-free nature of
the process. But even the largest, supersonic clouds have a non-zero
chance of not fragmenting. This leads to an interesting prediction:
turbulent fragmentation alone predicts that the Salpeter slope in a
galactic disc continues to very high masses, ∼104 M. Whether
such stars actually exist is still a matter of debate; however, it is
commonly assumed that the most massive stars have masses ∼100–
200 M. If this is the case, some other physics (e.g. fragmentation
in proto-stellar discs, or stellar stability) must be the reason.
The fragmentation cascade predicted by the model can lead to
the creation of substellar-sized fragments, which could theoretically
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condense into gas giants. The amount of mass ending up in such
fragments is heavily dependent on the initial CMF and the EOS.
Nevertheless, it is important to note that these fragments would not
be visible in numerical simulations (due to their resolution limits),
but could lead to a large population of gas giant sized objects –
‘free-floating planets’ – in the ISM. This, however, might not be
the case if some physical process (e.g. stellar feedback) stops the
cascade at smaller scales.
It should be noted that this model incorporates no real feedback
physics, and does not take accretion by the protostars into account.
Considering how well the results fit to the observed IMF, we ten-
tatively conclude that those processes have negligible effect on
the high-mass slope of the IMF. However, we believe stellar feed-
back could potentially solve the problem of the model predicting
extremely massive (∼103 M) stars. Since small objects collapse
faster, there would be a significant number of realistic sized stars
before a substructure of 103 M could collapse. The more massive
of these stars have a lifetime of several Myr which is comparable
to the collapse time of the substructure. This means the cloud could
be unbound by neighbouring supernovae before it could collapse.
Meanwhile at the low-mass end, there is clearly a very strong
effect from feedback, which we crudely modelled by way of either
the ‘effective EOS’ or ‘exclusion mass’. However, even there, we do
not necessarily expect feedback to strongly modify the ‘top-down’
cascade we model. What may be more important, instead, is that
feedback could prevent runaway accretion. Turbulent fragmentation
naturally produces an IMF with the Salpeter slope and a turnover
mass at the appropriate scale: subsequent ‘competitive accretion’
would make the IMF more and more shallow, and turn sub-stellar
fragments into brown dwarfs, leading to an excess population of
such objects. The key role of feedback may therefore be to prevent
such accretion – i.e. ‘shut down’ further accretion after the ‘initial’
collapse (the part we model here). And in fact, this has been sug-
gested in numerical simulations, where the ‘initial’ IMF formed by
turbulent fragmentation looks reasonable, but (without feedback)
increasingly deviates from the observations as the system evolves
(Bate 2009; Offner et al. 2009; Krumholz 2011; Bate 2012).
4.2 Future work and caveats
Of course, although this model represents a qualitative improvement
on the previous work in this area, further work is needed.
(i) Many of the above points have been suggested by simula-
tions (Offner et al. 2009; Krumholz 2011; Federrath et al. 2010b
etc.); however our analytical model allows us to follow an arbitrar-
ily large range of scales (well beyond the resolution of numerical
simulations). With our analytic model, we can also obtain statis-
tically robust results, and easily explore a huge parameter space.
Nevertheless, it is necessary to test these results in full radiation
hydrodynamics experiments.
(ii) Due to its simplicity the model ignores several physical pro-
cesses which could have a significant effect on star formation. An
obvious omission is accretion; however the results do reproduce
the observed IMF remarkably well, so the question is: does it not
matter? An extension of the model which includes accretion (like
done by Veltchev et al. 2011) could answer that question.
(iii) Our model ignores magnetic fields, which may be an ac-
ceptable approximation in the high-mass limit where the clouds are
supersonic, but in the subsonic case ambipolar diffusion could be a
serious factor in the collapse of clouds. It may, however, be possible
to implement the most important effects of magnetic fields into the
model by integrating it into the ‘effective’ EOS.
(iv) The fragmentation cascade predict a large number of sub-
stellar fragments which could potentially collapse into gas giants.
In future work, we will investigate in more detail the formation
and evolution of such fragments, and compare their statistics to
observational constraints.
(v) Another key observable is the spatial correlation function of
star clusters and young stars. In future work, we will extend the
models here to explore these observational constraints.
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