Although KDD99 dataset is more than 15 years old, it is still widely used in academic research. To investigate wide usage of this dataset in Machine Learning Research (MLR) and Intrusion Detection Systems (IDS); this study reviews 149 research articles from 65 journals indexed in Science Citation In-dex Expanded and Emerging Sources Citation Index during the last six years (2010)(2011)(2012)(2013)(2014)(2015). If we include papers presented in other indexes and conferences, number of studies would be tripled. The number of published studies shows that KDD99 is the most used dataset in IDS and machine learning areas, and it is the de facto dataset for these research areas. To show recent usage of KDD99 and the related sub-dataset (NSL-KDD) in IDS and MLR, the following de-scriptive statistics about the reviewed studies are given: main contribution of articles, the applied algorithms, compared classification algorithms, software toolbox usage, the size and type of the used dataset for training and test-ing, and classification output classes (binary, multi-class). In addition to these statistics, a checklist for future researchers that work in this area is Abstract Although KDD99 dataset is more than 15 years old, it is still widely used in academic research. To investigate wide usage of this dataset in Machine Learning Research (MLR) and Intrusion Detection Systems (IDS); this study reviews 149 research articles from 65 journals indexed in Science Citation Index Expanded and Emerging Sources Citation Index during the last six years (2010)(2011)(2012)(2013)(2014)(2015). If we include papers presented in other indexes and conferences, number of studies would be tripled. The number of published studies shows that KDD99 is the most used dataset in IDS and machine learning areas, and it is the de facto dataset for these research areas. To show recent usage of KDD99 and the related sub-dataset (NSL-KDD) in IDS and MLR, the following descriptive statistics about the reviewed studies are given: main contribution of articles, the applied algorithms, compared classification algorithms, software toolbox usage, the size and type of the used dataset for training and testing, and classification output classes (binary, multi-class). In addition to these statistics, a checklist for future researchers that work in this area is provided.
suffer from the various attacks such as viruses, worms, Trojan horses. Due to importance of these systems, these attacks must be identified and stopped as soon as possible. Research about finding attacks and removing their effects have been defined as Intrusion Detection Systems (IDS).
IDS studies can be considered as a classification task that separates normal behavior of networks from attacks. After the first paper about IDS [7] , hundreds of studies have been published in this domain. Among other techniques, machine learning and data mining algorithms are widely used in IDS. Most of these algorithms are based on the assumption that problem space does not change very fast. But in IDS domain, attackers continuously change and improve their capabilities [22] . Due to this reason, even though machine learning and data mining algorithms are very successful in other domains, their performance decreases in IDS. Thus, IDS is an unsolved problem since this domain is an evolving problem [22] .
Similar to other classification and clustering problems, IDS algorithms need training dataset to properly function. Although common and standard datasets are available for other fields, there is no recent and common dataset for IDS. Lack of a common and recent dataset for IDS research, has been mentioned by numerous studies [1, 22, 3] . Recent reviews [5, 10] also identify this problem as a research gap. Therefore, KDD99 is the most used dataset in IDS domain [9, 14, 23] .
KDD99 dataset, created in 1999, is very old for IDS studies [3] . Nonetheless, it has been used in many studies during last 16 years, and cited in many studies -Reference article for KDD99 preparation [15] has been cited 873 times according to Google Scholar (February 2016). Moreover, 149 research articles that used KDD99 were published in Science Citation Index Expanded (SCIE) and Emerging Sources Citation Index (ESCI) journals between 2010 and 2015, Figure 1 . Figure 1 shows that KDD99 has been frequently used in IDS or similar studies. According to results, KDD99 dataset is primarily used in IDS and machine learning research. Additionally, this dataset also has been used in other domains, such as feature selection and data streams. Regarding to Figure 2 , based on the 149 published studies, 142 of them has been applied in either in IDS or in machine learning, and 118 indexed articles use two domains in the same study. These numbers shows that the main intersection of machine learning research, IDS, and information security is KDD99 dataset.
As presented in the study [2] , investigating one of the most used datasets and considering applied approaches can be a subject of a research in the applied area. In a similar way, although KDD99 has been used in many IDS and machine learning studies, there is not a review study to evaluate and analyze the published research and answer the following questions:
-Which machine learning algorithms and IDS methods are used mostly? -What is the training and testing dataset usage in the published studies? -What are the sizes of training and testing dataset in proposed studies? -How many classes have been considered in IDS classification? -Which performance metrics have been used to measure the results of the classification? -Which software tools have been used for implementation and comparison?
To answer these questions, the proposed study reviews 149 studies from 2010 to 2015 focusing on KDD99 usage statistics. The authors think that the results of the proposed study will be useful for the other researchers who plan to use this dataset in IDS or machine learning studies.
This review differs from the previous review articles considering following aspects: First, most of the reviews in this domain try to include critical papers and explain major approaches. In contrast, our study tries to be comprehensive. Second, only articles from 65 journals (SCIE and ESCI) are included, Table 11 . No conference articles are included in this study. We believe that our study includes almost all of SCI-indexed studies that used KDD99 between 2010-2015. Third, comprehensive descriptive statistics about KDD99, machine learning and IDS are given. Some of these statistics are as follows:
1. KDD99 has been analyzed considering number of output classes, training and testing datasets in reviewed studies, Table 4 and Table 5 . 2. Main contribution that concerns on the applied method using KDD99. The applied methods may be clustering, classification, feature selection/reduction algorithms. All the applied methods in the focused period has been evaluated and presented in Table 3 . 3. The usage frequency of machine learning and IDS algorithms has been presented in Table 6 and discussed in detail. 4. Proposed algorithms are implemented and compared with standard algorithms using variety of software packages (Table 8 ). 5. Training and testing dataset sizes and classification types (binary, multiclass). 6. Most of the reviewed articles compare their proposed method with other classifiers. These classifiers have been shown in Table 7 and discussed. 7. Although, KDD99 and related sub-set have been used in recent studies, some studies compared their results with other datasets, Table 9 . 8. Categorizing the main theme of the published article in three main groups as Machine Learning, Anomaly Detection or Alert Correlation has been presented in Figure 7 .
Finally, considering collected statistics, strengths and weaknesses of reviewed articles, a checklist is provided.
The findings of this review would be useful for researchers who may want to use KDD99 or a similar big dataset in their research since KDD99 is one of the biggest datasets in UCI repository.
The remainder of the paper is organized as follows: Section 2 considers similar related reviews. Section 3 gives definitions and history of DARPA, KDD99 and NSL-KDD datasets. Section 4 gives a general machine learning model while using KDD99, and evaluates contribution of reviewed articles considering the structure of the presented model. Section 5 gives descriptive statistics about general KDD99 usage with figures and tables. Section 6 suggests a checklist considering common mistakes and strengths points of the reviewed articles for further studies in order to improve the quality of similar studies. Finally, section 7 discusses the results of this review.
Related Reviews About KDD99 and Intrusion Detection
Most of the IDS reviews try to find prominent papers about the subject and summarize them. This approach provides fast learning opportunity for the reader. In contrast to previous review studies, this study follows a different approach, and tries to provide descriptive statistics for who want to use KDD99 in their research.
One of the most similar review to ours has been presented by [24] in Expert Systems with Applications in 2009. Their study evaluated 55 articles between 2000 and 2007 that focused on intersection of IDS and machine learning. First, they give definition of the most used single classifiers in machine learning for IDS containing k-nearest neighbor, support vector machines, artificial neural networks, self-organizing maps, decision trees, naive bayes, genetic algorithms, fuzzy logic, hybrid classifiers, and ensemble classifiers. Second, they provide yearly statistics for these categories. Third, they investigate the used dataset in the proposed period. According the study, KDD99 has been used nearly 60% of the published studies. To expand the published review that included 55 articles, our study reviews 149 articles (Section 5), and includes more statistics.
[14] reviewed usage of swarm intelligence techniques in IDS. From these methods, ant colony optimization, ant colony clustering and particle swarm optimization has been compared in their review. Only descriptive statistic included in their study was performance comparison of swarm intelligence techniques in IDS.
[9] have reviewed intersection of feature selection and intelligent algorithms in Intrusion Detection. For feature selection, gradually feature removal method, modified mutual information-based feature selection algorithm, CRFbased feature selection, and wrapper based genetic feature selection methods have been compared. Regarding to classification techniques, [9] compares neural networks, genetic algorithms, fuzzy sets, rough sets, Neuro-Fuzzy, fuzzygenetic algorithms and particle swarm optimization. They did not give any statistics that compare reviewed methods in their review.
[25] surveyed artificial immune systems in IDS. They reviewed concepts antibody/antigen encoding, generation algorithm, evolution algorithm but did not provide any statistics about the reviewed articles.
[8] surveyed evolutionary and swarm intelligence algorithms in network intrusion detection using DARPA and KDD99. They investigated usage of genetic algorithms, genetic programming, ant colony optimization and swarm optimization for different stages of IDS. In their study, the authors presented few descriptive statistics for evaluating the reviewed articles. First statistics is commonly used fitness functions, second statistics is articles' dataset usage. Third statistics is the applied algorithm, and the last statistics is detection rate of the applied algorithm.
Although the published and reviewed studies show IDS and Machine Learning is an active research topic in IDS, and KDD99 is the most used dataset, they do not provide enough statistics that shows how these methods are applied to KDD99. This study tries to present more comprehensive study to find satisfactory answers to mentioned questions by giving more statistics and checklist for guidance.
3 Datasets: DARPA, KDD99, and NSL-KDD Figure 3 and Table 1 give overall summary for related datasets in this study -DARPA, KDD99, and NSL-KDD. DARPA is a base raw dataset. KDD99 is the feature extracted version of DARPA dataset. NSL-KDD is the duplicates removed and size reduced version of KDD99 dataset. Dataset statistics extracted from reviewed articles are given in Section 5. Fig. 3 The relation between main and extracted datasets. KDD99 is created from DARPA, NSL-KDD is created from KDD99. 
DARPA Dataset
First DARPA-sponsored IDS-event was accomplished by MIT Lincoln LAB in 1998 [6] . In this DARPA event, an attack scenario to Air-Force base is simulated. One year later, in 1999, they repeated the same event [16] with improvements suggested by computer security community [17] . DARPA dataset consists of host and network dataset files. Host dataset, IDS bag, is small dataset that contains system calls, and is less used than its network counter part. Network dataset consists of seven weeks of raw TCP/IP dump files. Since DARPA dataset consists of raw files, researchers need to extract features from these files to use them in machine learning algorithms. First two weeks were attack free; therefore, it is suitable for training anomaly detection algorithms. Next five weeks, various attack was used against simulated air-force base, [13] . KDD99 dataset was created from DARPA network dataset files by Lee and Stolfo [15] in this competition.
KDD99 Dataset
Lee and Stolfo [15] , one of the participating teams of the DARPA event, gave their feature extracted and preprocessed data to Knowledge Discovery and Data Mining (KDD) yearly competition [11] . Pfahringer [20] won KDD 99 competition using mixture of bagging and boosting. Most articles compare their results with winner's result [20] . KDD99 can be easily used in machine learning dataset; therefore, it is much more used in IDS and general research than DARPA dataset. KDD99 has following characteristics: KDD99's numerous shortcomings with respect to IDS is well documented in literature, [22, 19, 18, 4, 3] .
NSL-KDD Dataset
To reduce deficiencies of KDD99 dataset for machine learning algorithms, Tavallaee et al. [23] introduced NSL-KDD dataset. NSL-KDD has been generated by removing redundant and duplicate instances, also by decreasing size of dataset. Since it is a re-sampled version of KDD99, IDS deficiencies remain in NSL-KDD.
4 General Machine Learning Work Flow Using KDD99 Fig. 4 General Machine Learning Flow Chart. Almost all of the reviewed articles make their contribution in steps 2a-2d and 3a-3d. Table 3 shows article counts for these contributions. Figure 4 shows general machine learning work flow using any dataset. This work flow contains 3 main steps relevant to our discussion. These are step (1) feature extraction, step (2) preprocessing, and (step 3) training machine learning model. Normally, feature extraction step (1) is the most important step in machine learning. As KDD99 is a feature extracted dataset, this step is unnecessary.
Most reviewed studies made their contributions to preprocessing step (2) or training machine learning model step (3). For Step (2) preprocessing, reviewed articles used 4 different techniques: (2a) Feature Selection, (2b) Feature Reduction, (2c) Clustering, and (2d) Hybrid Approaches. Feature selection (2a) is using various algorithms to reduce number of existing 41 features. Feature Table 3 Evaluating the reviewed articles regarding to machine learning model Figure 4 Contribution(Novelty) Article Count Figure 3 Hybrid
Transform (2b) is to change feature space of dataset to another space. For example, principal component analysis is a popular choice among reviewed studies (Table 6 ). Clustering (2c) is reduce features or instances using a clustering algorithm, for example k-means clustering. Hybrid Approaches (2d-3a) is using combination of two different algorithms for preprocessing or training machine learning model step. Most of the time, a feature selection/reduction/machine learning algorithm is hybridized with an optimization algorithm (for example: particle swarm optimization). For
Step (3) training machine learning model, reviewed articles used 4 different type of techniques: (3a) Hybrid Approaches, (3b) Ensemble, (3c) Layered, and (3d) New Algorithm Classifier. An example of Step (3a) Hybrid Approaches is training a neural networks with genetic algorithms instead of back propagation. Ensemble approach, Step (3b), is a parallel combination of different machine learning algorithms. Layering, Step (3c), is a serial combination of different machine learning algorithms. New Algorithm Classifier, Step (3d), means the applied algorithm may be entirely new or used the first time in IDS.
According to given work flow, contributions of the most reviewed articles may be more than two. For example, using a new optimization algorithm for feature selection and classification is counted as both feature selection and hybrid in this review. Also, using principal component analysis for feature reduction and using optimization algorithm to train a classifier is counted as both hybrid and feature reduction. Table 3 shows categorization of articles according to the work flow.
KDD99 Descriptive Statistics
Different from previous review studies, we present more descriptive statistics to evaluate published studies in focused period. Therefore, the following statistics has been extracted from the reviewed 149 studies: These descriptive statistics are presented using figures and tables and has been discussed in detail.
Classification Output Classes in the Reviewed Studies
The output classes can be binary or multi classes when machine learning algorithms are applied to the KDD99. Table 4 shows output classes in reviewed articles. Multi class 5 are DOS,Probe,Normal,U2R and R2L as explained in Section 3.2. Multi Class X selects subset of 23 classes of KDD99, for example 7 attacks and normal and give results for 8 output. These studies are not comparable to other studies. 
Training and Testing Dataset Usage
Normally, in machine learning studies, datasets should be divided to training and testing datasets. Machine learning algorithms should be trained on training dataset and be tested on test dataset that is entirely separate from training datasets. Considering this usage, DARPA, KDD99 and NSL-KDD datasets contains two parts, training and testing. As mentioned before these two parts have different attacks and different probability distributions. Training a machine learning algorithm in a subset of KDD99 training dataset; then, testing trained model in another subset gives optimistic results. Generally, machine learning algorithms should be trained on KDD99 training dataset and tested on KDD99 testing dataset. Table 5 shows training and testing dataset usage in reviewed articles. Most reviewed articles (146) used KDD99 training dataset for training; but, 5 articles behaved differently. These 5 articles either merged training and testing dataset then re-sampled or used training dataset for testing purposes. The main reason for this application is to reduce difference between training and testing dataset. Only about 23% of reviewed articles (38) used real testing dataset. Others (113) used KDD99 training dataset as both testing and training purposes. This application provides optimistic results for these studies. Table 5 shows that most of the literature have used re-sampled version of KDD99 training dataset for both training and testing.
Cross Validation
K-fold cross validation is one of the suggested techniques in training machine learning models. Among the reviewed 149 studies, only 32 (%21) studies applied cross validation, while 117 (%79) studies did not apply cross validation.
Dataset sizes used in training and testing machine learning algorithms
In this review, 12 articles claimed KDD99 is a large dataset for machine learning research and used smaller subset of full dataset. Figure 5 and Figure 6 shows that training and testing dataset usage is skewed to small sizes. That is, most articles worked with small dataset sizes in reviewed studies. The smallest 10 training datasets contains 200 to 1000 instances, while smallest 10 testing datasets contains 80 and 1000 instances. These numbers are small compared to full size (4.9 Million instances) of KDD99 dataset. Using very small dataset sizes may be unacceptable from viewpoint of statistical analysis. Figure 6 shows testing dataset sizes used in reviewed articles. Only usage of less than full size (311029 instances) of testing dataset are shown in Figure 6 . About 15 study used larger numbers for testing, and all of them were data stream studies. 
Applied algorithms in proposed method
Various algorithms have been used in KDD99 based IDS research. Table 6 shows algorithms that are used in proposed methods in reviewed studies. a classifier, for example support vector machines, is used for comparison purposes, it is included in Table 7 . 
Classifiers used for comparison
Generally, most studies compare their results with other methods in their experiments. In KDD99 based machine learning research, most comparisons are made against other classifiers. Table 7 shows classifiers used for comparison in the reviewed studies. Some rare articles in this review were not machine learning articles, even though they use KDD99. These rare articles did not compare their suggested approaches with other classifiers. Also, some articles that proposed new methods for IDS, have not compared their proposed method with other classifiers. For these two types of articles, Table 7 includes None. For Literature entries, some articles did not compare their methods and their datasets using software toolboxes but only reported literature results. In our opinion, all machine learning IDS articles should use software toolboxes (Table 8) to compare their methods with common methods instead of only reporting literature results. Main reason for this advice is science reproducibility since every article is a bit different (sampling strategy, randomize seed, and different sizes for datasets).
Software Used in Reviewed Studies
Many software toolboxes has been used in IDS studies. Table 8 summarizes software used to implement or compare algorithms in the articles. Most arti- cles (78) did not give any information about applied software. This restricts reproducibility of applied method. Based on Table 8 , Weka is widely used for classifier comparison even if it is not used for implementation. Matlab and Libsvm are also used for comparison. Most of the proposed methods are implemented using general purpose programming languages. As a remarkable note, although Python (2) and R (1) are touted as language of data science and machine learning [12], they were among the least used tools. 
Different datasets used in reviewed studies
In addition to KDD99, different datasets were also used in the reviewed articles, Table 9 . Non IDS datasets in this review show that KDD99 is used as just another dataset in some studies. NSL-KDD is re-sampled version of KDD99 as it is explained in Section 3.3. Some studies used both NSL-KDD and KDD99, while others used only NSL-KDD dataset. Other IDS datasets -ISCX, Kyoto -are only used 3 times, about 2% of all articles in Table 9 . This shows lack of recent IDS dataset. 
Performance Metrics Used in Reviewed Studies
Various performance metrics can be used to evaluate to machine learning algorithms. Table 10 summarizes which metrics are provided in the 149 articles reviewed. Detection rate is most consistent metric provided; although some articles fail to provide this metric. For example, some articles gave figures for their detection rate but did not give a number; therefore, reader has to guess about its value. Other articles gave 5-class detection rates but did not give overall detection rate for comparison. If researcher would like to compare given result with other articles, it is often impractical since dataset sizes differ greatly from article to article. Some articles gave detection rate by class but failed to provide number of class instances therefore it is impossible to get single detection rate for attack versus normal. Some articles did not present information about used testing dataset. Machine learning algorithms get different results in KDD99 train and testing dataset as mentioned in Section 3.2. Therefore; it is important for articles that use KDD99 to indicate if they used training or testing dataset of KDD99.
Other performance metrics differ widely in our reviewed articles. Computational Complexity metrics were not given in most of the articles. Also training Figure 7 shows which IDS methodologies are used in the collected articles. Total count is more than 149, since most articles use more than one methodology. KDD99 is a popular choice for both machine learning and anomaly detection studies. Figure 8 shows how many articles claim that they are IDS studies among the reviewed articles. Even though, IDS articles are majority, number of Non IDS articles shows that KDD99 is also widely used in other domains. KDD99 is mostly used in IDS studies; but, some studies use it also, especially feature selection and data streams studies.
IDS vs Not IDS Studies

A Suggested Checklist for Avoiding most Common Mistakes in IDS and MLR
After evaluating 149 studies from the SCI-indexed 65 journals, the authors suggest a checklist for researchers who want to apply a machine learning or IDS method using KDD99 or other large dataset. The suggested checklist has been provided considering common mistakes and strengths points of the reviewed studies. The suggested instructions could be useful for future studies in a similar area. The instructions are as follows:
-Point out training and test dataset clearly.
-If the target dataset is KDD99, identify if full dataset or a portion of dataset is used. -Specify train, test dataset and validation dataset sizes in a table.
-Increase reproducibility of the study by giving software package, re-sampling strategy, and random seeds. -To evaluate the classification result, provide confusion matrix, detection rate, training time and testing time. -Compare the result of the proposed approach with other most used methods. -Determine the number of output classes. For KDD99 using 5 or 23 classes will be preferred.
Conclusion
In the proposed study, 149 recent studies using KDD99 dataset between 2010 and 2015 have been reviewed. A different review process is followed from previous reviews in the same area. Instead of finding the major contributions to the area, descriptive statistics are extracted. Review results show the following findings. First, even though KDD99 is an 17-years-old dataset, it is still widely used in IDS and machine learning research. Second, decision tree derivatives and support vector machines are most applied algorithms. Third, Weka and Matlab are the most used software toolbox, even though most studies did not give information about software usage. Fourth, detection rate is the most used performance metric to show classification quality. Additionally, considering common errors and strengths of the reviewed works, a checklist has been suggested to improve the research quality in similar areas. 
