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Os modelos chuva-vazão procuram simular os processos 
fisicos que ocorrem em uma bacia hidrográfica durante a 
fase terrestre do ciclo hidrológico. Para representar e 
unir os processos fisicos são usadas funções matemáticas em 
cuja formulação existem parâmetros, estimados através de 
calibração manual ou automática. O processo de calibração é 
considerado uma das etapas mais dificeis e trabalhosas do 
processo de simulação. 
Nesse trabalho analisam-se . as dificuldades observadas 
na calibração automática do modelo SMAP-11, versão 
suavizada. Uma possivel interação entre os parâmetros que 
representam a fase canal do modelo e a recessão do 
escoamento superficial é investigada a partir 
das superficies resposta, do cálculo do 
de análises 
indice de 
sensibilidade e também do desenvolvimento das equações da 
fase canal. Para superação de dificuldades apresentam-se 
duas estratégias: A primeira relaciona-se com a escolha do 
valor inicial dos parâmetros no começo da calibração, a 
outra consiste na reestruturação da fase canal do modelo. 
Finalmente, apresentam-se os resultados de um estudo de 
sensibilidade de um dos parâmetros pertencentes ao método 
da penalização hiperbólica, responsável pela manutenção dos 
parâmetros no interior da região viável. 
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The rainf'all-runof'f' models are used t.o simulat.e t.he 
physical processes which occur in a basin durini; t.he land 
phase of' t.he hydrological cycle. To represent. and link t.he 
physical processes, mat.hemat.ical f'unct.ions are used in 
which f'ormulat.ion t.here are paramet.ers est.imat.ed by manual 
or aut.omat.ic calibrat.ion. The calibrat.ion is one of' t.he 
most. dif'ficult. and arduous phases in t.he simulat.ion 
process. 
This work analyses t.he dif'ficult.ies encount.ered in t.he 
aut.omat.ic calibrat.ion of' t.he SMAP-II model, smoot.hinl!: 
version. A possible int.erdependence bet.ween t.he paramet.ers 
of' t.he channel phase and t.he runnof'f' recession coef'f'icient. 
is invest.igat.ed f'rom analysis of' t.he response surf'ace, t.he 
sensivit.y rat.io calculat.ion and also t.he channel phase 
equat.ions development.. ln order t.o overcome t.he 
dif'f'icult.ies t.wo st.rat.egies are present.ed: The f'irst. one is 
relat.ed t.o t.he choice of' t.he paramet.ers init.ial values and 
t.he second consist.s in t.he channel phase ref'ormulat.ion. 
Finally, t.he result.s of' a paramet.er sensivit.y st.udy 
belonging t.o t.he met.hod of' Hyperbolic Penalt.y are 
present.ed. This met.hod is responsible f'or t.he paramet.ers 
maint.ainance in t.he f'easible region. 
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Nos últimos anos, vá%-ios pesquisadores têm estudado e 
analisado as dificuldades associadas à calibração 
automática de modelos chuva-vazão < JOHNSTON e PILGRIM 
(1976); SOROOSHIAN e ARFI (1982); GUPTA e SOROOSHIAN 
(1985); SOROOSHIAN e GUPTA <1985); HENDRICKSON, SOROOSHIAN 






e PILGRIM (1976), as superf'lcies 
chuva-vazão apresentam alc;umas 
como descontinuidades, rec;iões de tais caracteristicas, 
indiferença, vales alonc;ados decorrentes da interação entre 
parâmetros, e vá%-ios pontos de minimos locais que 









decorrentes da representação dos processos fisicos e aos 
dados de calibração. O efeito combinado desses problemas 
influencia na forma da superficie resposta, onde a busca 
pelos valores ótimos dos parâmetros se realiza. 
O problema das descontinuidades foi identificado por 
GUPTA e SOROOSHIAN (1985) como conseqüência da existência 
de estruturas de patamares limitantes na formulação da 
maioria dos modelos. Este problema foi resolvido por 
CANEDO, SILVA e XAVIER (1989), que trataram essas 
estruturas por técnicas de suavização, permitindo o uso de 
alc;oritmos de otimização que usam derivadas primeira e 









automática de um 
2 
modelo baseado no SMAP-II de DIB (1986), versão suavizada, 
proposto por SILVA (1990). 
Essa anâlis:e foi feita a partir da s:uperficie resposta 
dos parâmetros: que representam os efeitos: de amortecimento 
do escoamento superficial, translação da hidrógrafa e 




Para superação das 
do cálculo do indice de 
proposto por SOROOSHIAN e 
dificuldades: observadas:, 
apresenta-se uma forma alternativa para escolha do ponto 
inicial a ser fornecido aos parâmetros no começo da 
calibração do modelo. Além disso, é proposta uma alteração 
na formulação da fase canal do modelo onde os parâmetros 
que representam os efeitos de translação e amortecimento no 
canal são s:ubs:tituidos pelo hidrograma unitário instantâneo 
amortecido. 
Por último, realiza-se um estudo da sensibilidade de 
variação do parâmetro externo "À" 
hiperbólica ( XAVIER (1982)), responsável 




Esta dissertação está 
capitulo II encontra-se 
dividida em sete capitulos:. No 
uma revisão dos principais 
problemas na calibração de modelos chuva-vazlli'.o. 
O capitulo III apresenta a descrição do modelo, da 
técnica de suavizaçllío e dos 
calibraçllío do modelo. 
componentes usados para 




no processo de calibraçlli'.o 





No capitulo V, são analisados os resultados obtidos: na 
calibraçlli'.o do modelo considerando as estratégias adotadas: 
3 
no capit.ulo IV. 
No capit.ulo VI é f'eit.o um est.udo do parâmet.ro "Ã" da 
penalização hiperbólica. 
Finalment.e no capit.ulo VII são apresent.adas as 




11.1 - ESTRUTURA TtPICA DOS MODELOS CHUVA-VAZÃO 
Os modelos chuva-vazão procuram simular os fenômenos 
que ocorrem em uma bacia hidrográfica durant.e a fase 
t.errest.re do ciclo hidrológico. 
De uma forma geral, são ut.ilizados para est.udar o 
comport.ament.o dos fenômenos hidrológicos na bacia, na 
extensão de séries de vazão, no dimensionament.o de obras 
hidráulicas, na previsão de cheias e no est.udo dos efeit.os 
de mudanças no uso do solo. 
São const.it.uidos na maioria das vezes por 
reservat.órios fict.icios que represent.am a capacidade de 
armazenament.o da água nas veget.ações, depressões e nas 
camadas do solo. O moviment.o da água na bacia é reproduzido 
pela t.ransferéncia de água ent.re os reservat.órios e pela 
adição ou/e deplecionament.o de água em cada reservat.ório. 
A simulação do moviment.o e dist.ribuição da água é 
quant.ificada at.ravés de "funções mat.emát.icas" que 
representam e unem os pr-ocessos fisicos que ocorrem na 
bacia. Alguns exemplos desses processos fisicos são a 
infilt.ração no solo, a percolação da zona superior para a 
zona inferior do solo, o escoament.o superficial e profundo, 
a evaporação de t.odas as camadas do solo, ent.re out.ros. 
Os dados de ent.rada são na maioria das vezes a alt.ura 
de chuva e evaporação pot.encial, em geral concent.rados, 
represent.ando a alt.ura de chuva e evaporação média sobre a 
bacia. A saida do modelo corresponde, geralment.e, à vazão 
no pont.o de cont.role considerado. 
5 
Duas car-act..erist.icas import.ant.es dos modelos 
chuva-vazão cit.adas em SOROOSHIAN (1988) são: 
At.ualizacão das condições de umidade na bacia a cada 
int.ervalo de t.empo; e 
Simulação de algumas das não linearidades dominant.es 
do sist.ema t.ais como aquelas associadas à sat.uração 
do solo. 
Um modelo é uma represent.ação imperfeit.a e 
simplificada do sist.ema fisico, e port.ant.o est.á sujeit.o a 
várias font.es de incert.eza. 
Conforme CANEDO (1989), o problema se encont.ra na 
grandeza e no cont.role dessas imperfeições. Qualquer modelo 
chuva-vazão que seja adequado, confiável e muit.as vezes 
t.est.ado ou aplicado nas melhores circunst.âncias, fornecerá 
result.ados com incert.ezas. 
0'D0NNELL e CANEDO (1980) relacionaram as principais 
font.es de incert.eza na modelagem chuva-vazão, apresent.adas 
a seguir. 
Regist.ro de dados na bacia 
• Erros na colet.a dos dados 
• Redução dos dados pont.uais para médias espaciais 
• Redução dos dados cont.inuos para médias t.emporais 
• Erros no processo de est.imat.iva de variáveis que não são 
diret.ament.e observadas 
Est.rut.ura dos modelos chuva-vazão 
• Conheciment.o imperfeit.o dos processos fisicos 
• Aproximações na represent.ação do sist.ema fisico pelo 
modelo 
• Subst.i t.uição de variáveis com variação espacial por 
valores concent.rados 
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• Omissão de processos fisicos consider-ados sem import.ãncia 
para um pl'opósit.o de modelagem 
Calibl'ação do modelo 
• Escolha da função objet.ivo 
• Tamanho da amost.l'a a se!' usada na calibl'ação 
• Variabilidade da calibl'ação fl'ent.e a difel'ent.es amost.l'as 
* Cl'i t.él'io para declarar convel'gência dos parârnet.!'os 
dUl'ant.e a ot.imização 
• Inabilidade para dist.inguil' os pont.os de minimo local e 
global 
Nos últ.imos anos, dive!'sos modelos chuva-vazão t.êm 
sido desenvolvidos, variando quant.o à est.l'ut.Ul'a, desde as 
mais simples com poucos parârnet.!'os at.é out.l'as mais 
complexas envolvendo um maio!' núme!'o de parârnet.!'os. Na 
t.abela (11.1) est.ão !'elacionados alguns modelos cit.ados na 
li t.el'at.Ul'a. 
Tabela 11.1 - Relação de alguns modelos chuva-vazão 
MODELO AUTOR 
SSARR-St.!'eamflow Synt.hesis U.S.Al'my Col'py of Enginee!'s 
and Rese!'voil' Regulat.ion 
< 1958) 
SWM - St.anfol'd Wat.el'shed 
Model <1966) 
Dawdy e O'Donne 11 





C!'awfo!'d e Linsley 
DAWDY e O'DONNELL (1965) 
Bought.on 
Bul'nash, Fel'l'al e Mcguil'e 
CANEDO (1974) 
LOPES,BRAGA e CONEJO (1981) 
TUCCI (1981) 
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Nas funções mat.emát.icas usadas pa:r-a r-epr-esent.a:r- os 
pr-ocessos físicos que ocor-r-em na bacia hidr-ogr-âfica, 
exist.em algumas const.ant.es chamadas de pa:r-âmet.r-os do 
modelo. Alguns desses pa:r-ãmet.r-os podem, t.eor-icament.e, ser-







diret.a. Ent.ret.ant.o, est.as alt.ernat.ivas 
das vezes imprat.icáveis, face à 
va:r-iabilidade espacial dos subprocessos físicos envolvidos. 
Out.ros pa:r-âmet.ros apresent.am fraca conceit.uação física e 
assim não são facibnent.e quant.ificados. 
Por est.e mot.ivo, os pa:r-âmet.ros são est.imados at.r-avês 
do processo de calibração no qual valores ót.imos são 
det.erminados ant.es do modelo ser aplicado pa:r-a simulação da 
vazão. Esse assunt.o será abordado no próximo it.em. 
Il.2 - CALIBRAÇÃO DE MODELOS CHUVA-VAZÃO 
Os modelos chuva-vazão são gerais e devem ser 
calibrados pa:r-a aplicações especificas. O processo de 
calibração corresponde à fase de ident.ificação dos 
pa:r-âmet.ros da bacia que est.á sendo modelada. Nesse inst.ant.e 
o modelo chuva-vazão t.orna-se especifico pa:r-a uma cert.a 
sit.uação. 
Confor-me mencionado por- SOROOSHIAN e ARFI (1982), a 
calibração ê o est.ágio mais cr-í t.ico de t.odo o processo de 
modelagem. Mesmo o modelo mais sofist.icado e realist.a, se 
não for bem calibr-ado produzirá erros muit.o grandes na 
simulação das vazões. 
A calibração de um modelo pode ser feit.a at.ravês dos 
processos manual e aut.omát.ico. No processo de calibração 
manual, t.ambêm chamado de mêt.odo de t.ent.at.iva e er-ro, o 
hidrólogo at.ribui valores aos pa:r-âmet.ros at.ê encont.ra:r-
valores que melhor reproduzam as vazões observadas na bacia 
em est.udo. E': um processo t.rabalhoso 
calibração dependem da exper-iência 
onde os result.ados da 
do hidr-ólogo. Alêm 
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disso, é um mét.odo bast.ant.e subjet.ivo uma vez que dois 
usuários de mesma experiência podem che1::ar a result.ados 
dist.int.os. 
Como cit.ado em CANEDO (1989), um modelo que t.enha 10 
parâmet.ros e o usuário at.ribua apenas 4 valores para cada 
parâmet.ro, poderá ser t.est.ado 4 1º• 1048576 vezes se t.odas 
as possibilidades forem verificadas. Esse número de 
combinações pode impedir que o usuário faça uma calibração 
mais apurada, como seria desejado. 
Na calibração automát.ica, a busca dos parâmetros é 
feit.a de forma sistemática at.ravés de al1::ori t.mos de 
ot.imização que procuram minimizar ou maximizar um critério 
mat.emát.ico de ajust.e, conhecido como função objet.ivo. 
Essa técnica de calibração pode ser represent.ada da 
se1::uinte forma: 
Ot.imizar FO(e) .. FO( QOBS ' H<I,a) ) <II.D 
Onde: 
QOBS - vetor de vazões observadas; 
I - vet.or das variáveis de ent.rada < 1::eralment.e 
chuva e evaporação ); 
H( ) - modelo chuva-vazão; 
a - vetor de parâmet.ros do modelo; 
e - vetor de erros estocásticos; e, 
FO - função objetivo. 
A função objet.ivo, como indicado na equação <II.1), 
procura medir o ajuste ent.re as vazões calculadas pelo 
modelo e as vazões observadas na bacia. 
Para uma dada amost.ra, o valor da função objet.ivo é 
dependente apenas dos valores at.ribuidos aos parâmetros. Os 
''n'' parâmet.ros de um modelo são r-epresent.ados pelas ' 1n 11 
coordenadas de um sist.ema "n" dimensional, onde é definida 
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a função objetivo. O gráfico da função objetivo forma uma 
superficie situada no espaço "n+1" dimensional conhecida 
como superficie resposta. 
No ponto mais baixo dessa superficie está localizado o 
menor valor da função objetivo ao qual estão associados os 
valores ótimos dos parâmetros. Esse ponto é chamado de 
minimo global. 
A figura <Il.1) mostra um exemplo de uma 
resposta de uma função de dois parâmetros 






X1 e X2, 
Figura 11.1 - Superficie resposta de uma função com dois 
parâmet.ros - fonle: JOHNSTON E PILORIM (1P73) 
Pode ser observado na figura (11.1) um ponto de m1nimo 
local caracterizado por um valor de função objetivo menor 
que os pontos ao seu redor, porém maior que um ou mais 
pontos localizados em outra parte da superficie resposta. 
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Informações a respeit.o da superficie respost.a são 
usadas pelos algorit.mos de ot.imização na busca dos valores 
ót.imos dos parâmet.ros. Durant.e o processo de busca a 
seqüência de pont.os gerados pelo algorit.mo pode convergir 
indist.int.ament.e quer para um pont.o de minimo global quer 
para um pont.o de minimo local. Isso ocorre em função dos 
algorit.mos de ot.imização não t.erem informações de como 
dist.inguir os pont.os de minimo local do pont.o de minimo 
global. 
Os algorit.mos de ot.imização est.ão divididos em t.rês 
classes principais: busca diret.a, primeira ordem e segunda 
ordem. A t.abela (11.2) apresent.a as informações ut.ilizadas 
por cada classe e alguns algorit.mos encont.rados na 
li t.erat.ura. 
Tabela 11.2 - Classificação dos algorit.mos de ot.imização 
CLASSE INFORMAÇõES UTILIZADAS ALGORITMOS CONHECIDOS 
BUSCA Função Objet.i vo .Direções Rot.at.ivas 
DIRETA <ROSENBROCK (1960)) 
.Busca de Trajet.órias 
<Hooke e Jeeves) 
.Poliedros Flexiveis 
<Nelder e Mead> 
1~ Função Objet.ivo .Direções de Máximo 
ORDEM Derivada Primeira Declive (St.eepest. 
descent.) 
2~ Função Objet.ivo . Newt.on- Raphson 
ORDEM Derivada Primeira .Quasi-Newt.on 
Derivada Segunda .Newt.on modificado 
Os algorit.mos de ot.imização pert.encent.es à classe dos 
mét.odos de busca randômica t.ambém são encont.rados com 
freqüência na lit.erat.ura. 
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Nest.e t.r-abalho foi usado o mét.odo de penalização 
hiper-bólica <XAVIER <1982)) par-a t.r-ansfor-mar- o pr-oblema 
r-est.r-it.o or-iginal numa seqüência de pr-oblemas ir-r-est.r-it.os 
que for-am r-esolvidos pelo mét.odo de ot.imização Quasi-Newt.on 
com at.ualização BFGS. Est.e assunt.o ser-á t.r-at.ado no pr-óximo 
capit.ulo. 
O uso de algor-it.mos de ot.imização aceler-a a calibr-ação 
t.or-nando-a r-elat.ivament.e mais objet.iva uma vez que o 
hidr-ólogo não est.á envolvido dir-et.ament.e no processo. 
Ent.r-et.ant.o, os pr-oblemas ident.ificados ao longo do t.empo 
most.r-am que a exper-iência do hidr-ólogo é de gr-ande 
impor-t.ância 
chuva-vazão. 
na calibr-ação aut.omát.ica de modelos 
A pr-imeir-a pesquisa conhecida que ut.ilizou uma t.écnica 
aut.omát.ica par-a est.imar- os par-âmet.r-os de um modelo 
chuva-vazão foi o t.r-abalho de DA WDY e O'DONNELL (1965). 
Nest.e t.r-abalho, foi usado o mét.odo de dir-eções r-ot.at.ivas de 
ROSENBROCK (1960) com algumas alt.er-ações, acoplado a um 
modelo de est.r-ut.ur-a simplificada. A função objet.ivo usada 
foi a de mínimos quadr-ados que r-epr-esent.a a soma dos 
quadr-ados das difer-enças ent.r-e as vazões obser-vadas e 
ger-adas pelo modelo. 
Os aut.or-es est.udar-am a sensibilidade de r-espost.a do 
modelo face a 
ut.ilizando sér-ie 
modelo. o uso 
var-iações em cada um dos par-âmet.r-os, 
de vazões sint.ét.icas ger-adas pelo pr-ópr-io 
de dados sint.ét.icos per-mit.e t.est.ar- o 
algor-it.mo de ot.imização quant.o à eficiência e r-apidez. 
DAWDY e 0'D0NNELL (1965) concluir-am que o melhor-
ajust.e ent.r-e os dados obser-vados e calculados pelo modelo é 
função da est.r-ut.ur-a do modelo, da pr-ecisão dos dados 
usados, do mét.odo de ot.imização e do cr-it.ér-io de ajust.e 
<função objet.ivo). A for-ma da super-ficie r-espost.a 
det.er-minar-á o desempenho do mét.odo de ot.imização. Dessa 
maneira, os dois últ.imos cr-i t.ér-ios cit.ados est.ão 
int.er-r-elacionados. 
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Também verif'icaram a necessidade de se testar outros 
tipos de f'unções objetivo e métodos de otimização, na 
calibração de modelos chuva-vazão. 
A part.ir dessa 
associados a calibração 
pesquisa pioneira, os problemas 
automática de modelos chuva-vazão 
f'oram ganhando um espaço cada vez maior na literatura. Esse 
assunto será tratado no próximo item. 
Il.3 - PROBLEMAS NA IDENTIFICABILIDADE DOS PARAMETROS 
JOHNSTON e PILGRIM (1976) afirmam que um dos problemas 
mais comuns na calibração automática de modelos chuva-vazão 
é a obtenção de dif'erentes grupos de valores ótimos dos 
parâmetros a part.ir de dif'erentes grupos de valores 
iniciais ou de dados observados em uma dada bacia. Segundo 
eles, quando isto ocorre, os verdadeiros valores ótimos não 
são obtidos e portanto, os valor-es ajustados são 
questionáveis. 
Para identif'icar o problema, os autores realizaram uma 
análise na superf'icie resposta dos parâmetros do modelo 
Boughton. A partir dessa análise, f'oram observadas algumas 
caracterist.icas 
aos 
na superf'icie resposta 
métodos de ot.imização, 
que podem 





f'unção objet.ivo. Essas carac::t.e~ist.ic::as são as 
•Vales alongados com pouca declividade - Surgem em 
f'unção da existência de interdependência ent.re certos 
parârnet.ros do modelo. 
•Regiões de indif"er-ença - A superf'icie respost.a é bem 
plana e o gradient.e é quase zero. Surgem quando o valor da 
f'unção objet.ivo é indif'erente a mudanças no valor de um ou 
mais parâmet.ros. 
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•Descontinuidades na superficie resposta. 
•Presença de minimos locais. 
Essas caract.erist.icas são as principais responsáveis 
pela dificuldade de encont.rar parâmet.ros únicos e 
conceit.ualment.e r-eallst.icos. Por est.e mot.ivo, nos últ.imos 
anos, vários pesquisadores t.êm procurado ident.ificar as 
principais causas que geram as caract.erist.icas observadas 
por JOHNSTONe PILGRIM (1976). 
Têm sido analisados os problemas relacionados com a 
escolha do algorit.mo de ot.imização, função objet.ivo, 
est.rut.ura do modelo, dados de calibração, e a influência 
desses f'at.ores na forma da superf'icie respost.a e nos 
result.ados da calibração. Est.es problemas são discut.idos a 
seguir. 
Il.3.1 - Escolha da Função Objet.ivo 
A escolha da função objet.ivo deve ser f'eit.a de acordo 
com o objet.ivo do uso do modelo. Se a escolha não for 
apropriada 
result.ados. 
implicará num aument.o de imprecisões nos 
Por exemplo, se o modelo é aplicado para o est.udo de 
vazões de cheia de uma bacia, uma função objet.ivo que dará 
um bom ajust.e é a de minimos quadrados. Essa função é 
bast.ant.e usada e est.á descrit.a na equação (Il.2} a seguir. 
noba 




FO - função objet.ivo; 
t. - t.empo; 
14 
QOBS - vazão observada no instante t; 
l 
QCAL, - vazão calculada pelo modelo no instante t; 
e - vetor- de parâmetros do modelo; e, 
nobs - número total de observações utilizadas. 
Por- outro lado, se o objet.ivo da modela€em :for- o 
ajuste de vazl:Ses de pequena magnitude, a :função objetivo 




FO -E ( ) (11.3) QOBS QCAL 
t=t l l 
CANEDO (1979) concluiu que apenas vazl:Ses de magnitude 
bem pequena, próximas a zero, são simuladas com precisão 
quando usada a :função objet.ivo dada pela expressão (11.3). 
Estudos relativos ao critério de escolha da :função 
objetivo :foram elaborados por DISKIN e SIMON (1977) e 
CANEDO (1979). 
JOHNSTON e PILGRIM (1976), analisaram a super:ficie 
resposta par-a di:ferentes tipos de :função objetivo, usando 
um modelo com um único reservatório de armazenamento 
con:forme ilustra a :figura (11.2). 
l p 
d l 
Figura II.2 - Reservatório de armazenamento simples 
fonte: JOHNSTON E PILORIM (1976) 
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Essa análise foi elaborada a partir da variação do 
expoente "j" da função objetivo que descreve o somatório 
dos desvios absolutos apresentada na equação 
seguir. 
nobs 
FO - E 
t=t 




Os autores concluíram que a variação no expoente da 
função objetivo da equação {Il.4), apenas altera a escala 
vertical da superficie resposta sem mudar a posição do 
ponto de minimo global. Como não existe alteração nos 
valores ótimos dos parâmetros, a reprodução pelo modelo de 
pequenos e ~randes eventos é independente do valor do 
expoent.e 11j' 1 • 
Entretanto, verificaram que j = 1/2 e provavelmente 
qualquer valor entre zero e um, a superficie resposta 
torna-se insatisfatória em função do surgimento de regiões 
planas e de possiveis pontos de minimos locais sobre cada 
descontinuidade. 
Verificaram também que para j•2 a forma da superficie 
resposta é parabólica, conduzindo a uma função objetivo 
mais apropriada. 
Conforme mencionado em CANEDO (1989), SOROOSHIAN e 
DRACUP (1980) sugerem que a função objetivo usada na 
calibração deve considerar a natureza estocástica dos erros 
nos dados. Para isso propõem o uso da teoria da máxima 
verossimilhança. Estudos nessa área foram feitos por 
SOROOSHIAN e GUPTA (1983) e SOROOSHIAN, GUPTA e FULTON 
(1983). 
Recentemente, CASTRO (1992) analisou diversas funções 
objetivo adotadas em modelos chuva-vazão sob o ponto de 
vista do objetivo do uso do modelo e da fundamentação 
estatistica intrinseca a cada função objetivo. 
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II.3.2 - Problemas Causados pelos Dados 
Para calibrar um modelo chuva-vazão, é necessár-io t..er 
hist.6ricos de precipit.ação, evaporação e 
boa qualidade e de ext.ensão adequada. 
em mãos regist.ros 
vazão que sejam de 
Ent.ret.ant.o, muit.as vezes, os dados dispon1 veis não 
represent.am o t.ot.al de event.os passiveis de ocorrer em uma 
bacia hidrográfica e apresent.am erros proven1ent.es da 
colet.a dos dados básicos e de aproximações. 
Conforme mencionado por SOROOSHIAN e GUPTA (1983), o 
processo de 
est.imar os 
calibração pode ser incapaz, por exemplo, de 
valores dos parâmet.ros que represent.am a 
capacidade máxima dos reservat.órios de armazenament.o de um 
modelo chuva-vazão, se eles não f'orem at.ivados 
adequadament.e pelos dados. 
Essa f'alt.a de at.ivação pode produzir uma superf'icie 
respost.a bem 
a dificuldades 
complexa, com regiões de 
no processo de obt.enção 
indiferença, levando 
dos parâmet.ros. t: 
necessário, port.ant.o, que se f'aça uma escolha adequada dos 
dados de calibração. 
Os result.ados do est.udo elaborado por IBBITT (1972) 
usando uma amost.ra de dados pequena, most.ram que uma das 
causas dos problemas obt.idos na convergência dos parâmet.ros 
pode t.er sido a insuficiência de informações cont.idas nos 
dados. 
Em O'DONNELL e CANEDO (1980), f'oi est.udada a 
influência do t.amanho da amost.ra usada na calibração. Os 
result.ados obt.idos revelaram que regist.ros de 3 anos são 
sat.isf'at.órios, recomendando como sit.uação ideal o uso de 5 
anos de regist.ros. Regist.ros acima desse valor adicionam 









aest.imat.iva dos parâmet.ros. Esses erros podem ser dos t.ipos 
aleat.órios ou sist.emát.icos. 
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Erros aleat.órios produzirão est.e mesmo t.ipo de erro na 












Conforme mencionado por SOROOSHIAN e GUPTA (1983), os 
erros sist.emát.icos são mais ~raves e são encont.rados com 
freqüência nos resist.ros de vazão. 
Para quant.ificar esse dois t.ipos de erros, SOROOSHIAN 
e DRACUP (1980) propuseram o uso de uma função objet.ivo 
baseada na t.eoria da máxima verossimilhança, conforme 
mencionado no it.em ant.erior. 
11.3.3 - Escolha do Algorit.mo de Ot.imização 
Os atsorit.mos pert.encent.es à classe dos mét.odos de 
busca diret.a, t.abela (11.2), t.êm sido usados com bast.ant.e 
freqüência na calibração aut.omát.ica de modelos chuva-vazão 
< DAWDY e O'DONNELL (1965), DAWDY e BERGMANN (1969), 
O'CONNELL, NASH e FARRELL (1970), NASH e SUTCLIFFE (1970), 
MANDEVILLE, O'CONNELL E SUTCLIFFE (1970), IBBITT (1972), 
JOHNSTON e PILGRIM (1973,1976), CANEDO (1979), DISKIN e 
SIMON (1977), SOROOSHIAN e GUPTA (1983), SOROOSHIAN e ARFI 
(1982)). 
Sesundo GUPTA e SOROOSHIAN (1985> e ROTUNNO (1989), a 
just.ificat.iva para o uso desses mét.odos por alsuns aut.ores, 
deve-se à dificuldade em calcular explicit.ament.e as 
derivadas da função objet.ivo em relação aos parâmet.ros do 
modelo, necessárias aos mét.odos de primeira e sesunda 
ordem. 
Além disso, a exist.ência de descont.inuidades na 
superficie respost.a afet.a o desempenho dos mét.odos que 
necessitam de cont.inuidade nas derivadas primeira e sesunda 
da função objet.ivo. 
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Alguns pesquisado.-es ve.-i:fica!'am a e:ficiência de 
di:fe.-entes al!!;OI'itmos de otimização, tanto de busca di!'eta 
como de pl'imei.-a e se11:unda o.-dem, na calib.-ação de 
di:fe.-entes modelos chuva-vazão. Alguns desses t.-abalhos 
estão .-esumidos na tabela <II.3). 
Tabela II.3 - Relação de alguns t!'abalhos que ve.-i:fica!'am 
o desempenho de al!!;OI'it.mos de otimização 
AUTOR MODELO BACIA ALGORITMOS MELHOR 
USADO USADOS DESEMPENHO 
IBBITT e DAWDY e SE:RIE a)5 B.DIRETA ME:TODO DE 
O'DONNELL O'DONNELL SINTE:TICA b)1 1': ORDEM ROSENBROCK 
(1971) c)2 2': ORDEM 
d)1 B.RANDOM 
JOHNSTON BOUGHTON LIDSDALE2 a)SIMPLEX ME:TODO 
e PILGRIM b)DAVIDON, SIMPLEX DE 
(1976) FLETCHER e NELDER MEAD 
POWELL 
PICKUP BOUGHTON SE:RIE a) 4 ME:TODOS ME:TODO 
(1977) SINTE:TICA SIMPLEX DE 
NELDER MEAD 
GUPTA e SIXPAR SE:RIE a)SIMPLEX ME:TODO 
SOROOSHIAN SINTE:TICA b)MARQUADT- SIMPLEX DE 
(1985) GAUSS-NEWTON NELDER MEAD 
HENDRICK- SACRAMEN- SERIE a)BUSCA DE BUSCA DE 




ROTUNNO SMAP Sf:RIE a)ROSEN ME:TODO DE 
(1989) SINTE:TICA b)ROSENBROCK ROSENBROCK 
De uma :fo.-ma ge.-al, os métodos de busca dl.-eta tive.-am 
um desempenho melho.- ou :fo.-am conside.-ados mais .-obustos 
que os métodos que usam de.-ivadas. 
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Nos trabalhos de IBBITT e O'DONNELL (1971>, JOHNSTON e 
PILGRIM (1976). e PICKUP <1977>, as derivadas da funçâ'.o 
objetivo em relaçâ'.o aos parâmetros do modelo foram 
calculadas de forma numérica, por meio de técnicas de 
diferenças finitas. Segundo JOHNSTON e PILGRIM (1976), 
essas aproximações podem ser a causa do melhor desempenho 
dos métodos de busca direta. 
Em GUPTA e SOROOSHIAN (1985), HENDRICKSON, SOROOSHIAN 






vários caminhos que 










com o cálculo 
relacionados com 












Isso ocorre em funçâ'.o da exist.ência de uma variedade 
de caminhos a serem percorridos pela água dentro dos 
modelos chuva-vazâ'.o que fazem aparecer as descontinuidades 
nas derivadas da funçâ'.o objetivo, impedindo que os mét.odos 
de primeira e segunda ordem tenham um bom desempenho. Este 
assunt.o será tratado no próximo item. 
Il.3.4 - Est.rutura dos modelos 
De uma forma geral, os modelos chuva-vazâ'.o sâ'.o 
const.it.uidos de est.rut.uras de pat.amares limitant.es 
representadas na formulaçâ'.o do modelo por est.rut.uras de 
desvios condicionais <IF's). Essas estrut.uras dâ'.o origem a 
vários modos de operaçâ'.o do modelo que geram diferentes 
caminhos a serem percorridos pela água. 
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armazenament.o simples, que é uma est.rut.ura t.ipica de 




Figura II.3 - Reservat.ório t.ipico 
ao 
Quando o nivel 
nivel máximo de 
do reservat.ório (x ) for menor ou igual 
l 
armazenament.o (M), a vazão result.ant.e 
<Z > 
l 
será dada apenas pela vazão inferior <S >, 
l 
represent.ando o primeiro modo de operação desse sis:t.ema. 
O segundo modo de operação ocorrerá quando o nivel do 
rese:r-vat.ório (x) for maior que M. Nes:t.e caso, a vazão 
l 
res:ult.ant.e <Z ) será dada pela soma das vazi'Ses de 
l 
t.rans:bordo <R > e inferior <S ). 
l l 
Esses dois: modos de operação, geram duas formas: 
dis:t.int.as de equacionament.o do modelo como demons:t.ra o 
fluxograma da figura (Il.4). 
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SIM NAO 
Figura II.4 - Fluxograma do reservat.ório t.ipico 
Conforme mencionado por SILVA (1990), a vazão z 
l 
embora seja uma :função continua, apresent.a descont.inuidade 
na derivada primeira e indet.erminação na derivada segunda 
no pont.o xm M. 
l 
Como os modelos chuva-vazão normalment.e envolvem um 
número maior de est.rut.uras t.ipo pat.amar semelhantes às 
descrit.as acima, os modos de operação ou a variedade de 
caminhos t.ambém aument.am signi:ficat.ivament.e. Dest.a :forma, 
as descont.inuidades aparecerão com maior :freqüência, 
prejudicando o uso de mét.odos de primeira e segunda ordem 
que necessit.am de cont.inuidade nas derivadas. 
ROTUNNO (1989) concluiu que a solução do problema de 
ot.imização est.á diret.ament.e ligado à remoção das 
descont.inuidades present.es nos processos :fisicos. O aut.or 
sugeriu o uso de t.écnicas de suavização para eliminar essas 
descont.inuidades. 
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Seguindo essa linha, SILVA (1990) aplicou uma t.écnica 
de suavização nas estruturas de patamares limitantes 
presentes no modelo SMAP-II de DIB (1986). 
Primeirament..e o modelo foi reest.rut.urado., reduzindo-se 
o número de estruturas bipartidas <IF's) que levavam a uma 
variedade de caminhos desnecessários. 
As seis estruturas de IF's que permaneceram no modelo 
após a reestruturação foram substituídas por funções de 
suavização. Essas funções possibilitaram a determinação de 
uma expressão única para a função objetivo, simbolizando um 
único caminho a ser percorrido pela água dent.ro do modelo. 
Dest.a forma, a técnica de suavização empregada por 
SILVA (1990) eliminou as descontinuidades nas derivadas, 
permit.indo o uso de algoritmos de primeira e segunda ordem. 
Além disso, manteve a int.egridade fisica do modelo e 
eliminou a rugosidade da superficie resposta e os 
conseqüent.es minimos locais. 
Det.alhes a respeito do modelo SMAP-II, da t.écnica. de 
suavização e do método de ot.imização empregados são 
discut.idos no próximo capit.ulo. 
A utilização de t.écnicas de suavização t.em se most.ra.do 
eficaz para eliminar as descont.inuidades que surgem em 
função das est.rut.uras t.ipo pat.amar exist.ent.es: nos modelos 
chuva-vazão, SILVA (1990). Ent.retant.o, exist.em out.ros: 
problemas relacionados com a est.rutura. desses modelos que 
impedem uma boa estimat.iva dos parãmet.ros. 
SOROOSHIAN e GUPTA (1983) estudaram as dificuldades 
associa.das à estimativa dos parãmet.ros do modelo Soil 
Moist.ure Account.ing do Na.t.ional Wea.ther Service's River 
Forecast Syst.em (SMA-NWSRFS). A calibração do modelo foi 
feita utilizando-se a função objetivo de minimos quadrados 
e o est.imador de máxima verossimilhança. considerando 
het.eroscedast.icidade nos erros. 
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Para cada tipo de função objetivo, fol'am analisadas as 
supel'ficies l'esposta dos parâmetl'os l'elacionados com o 
pl'ocesso de pel'colação do modelo. 
Os autol'es obsel'varam que o estimadol' de máxima 
vel'os:s:imi.lhança forneceu uma s:uperficie 
propriedades: superiores: e contornos mais: 
função objetivo de minimos quadrados:. 
resposta com 
suaves que a 
Entretanto, em todas as superficies: resposta 
aloill!;ados: constatou-se a presença de vales muito 
decorrentes da interação entre os: parâmetros:. 
SOROOSHIAN e GUPTA (1983) concluiram que este problema 
está relacionado com a estrutura escolhida para representar 
os subprocessos: fisicos de percolação, o que torna 
praticamente imposs:ivel a estimativa de parâmetros: únicos. 
Como a maioria dos modelos chuva-vazão usam 
aproximações semelhantes para representar o processo de 
percolação, os autores acreditam que seja esta uma das 
possi veis causas dos problemas encontrados por outros 
pesquisadores na calibração de diferentes tipos de modelos. 
Em GUPTA e SOROOSHIAN (1983), foram estudadas as 
propriedades: da equação de percolação do modelo SIXPAR que 
é uma versão simplificada do modelo SMA-NWSRFS. 
Os resultados deste estudo revelaram a presença de 
vales ext.ens:os na superficie resposta dos parâmetros que 
pertencem à equação de percolação, conforme observado por 
SOROOSHIAN e GUPTA (1983). 
Verificaram também que este é um problema inerente à 
estrutura do modelo, porém a inclinação do vale é 
dependente do quanto os parâmetros relat.ivos a esse 
processo são ativados pelos dados. 
24 
Para eliminar os problemas de interação entre os 
parâmetros da equação de percolação, os autores propuseram 
o uso de uma técnica de reparametrização. O objetivo desta 
técnica f"oi a obtenção de contornos da superf"icie 
mais próximos passiveis da f"orma circular, sem 
integridade f"isica do modelo. 
resposta 
af'etar a 
Os resultados obtidos com a reparametrização indicaram 
uma grande melhora na identif"icabilidade dos parâmetros do 
modelo SIXPAR. Entretanto, esta solução é particular e 
especif"ica para o modelo usado, não resolvendo os problemas 
dos modelos chuva-vazão de uma f"orma geral. 
ROTUNNO (1989) não aplicou a técnica de 
reparametrização na equação de percolação do modelo SMAP de 
LOPES, BRAGA e CONEJO <1981> em f"unção de algumas 
caracteristicas especificas deste modelo. 
No SMAP, o reservatório subterrâneo não possui limite 
f"isico para absorção de água, 





existe este limite f"isico, a reparametrização f"oi possivel. 
No trabalho de ROTUNNO (1989), a interação entre os 
parâmetros que f"azem parte da equação de percolação f"oi 
identificada a 
e do cálculo 
partir de 
do indice 
SOROOSHIAN e GUPTA (1986). 
análises das superfi.cies resposta 
de sensibilidade proposto por 
O indice de sensibilidade, calculado com base na 
matriz de identif"icabilidade estrutural do modelo, é uma 
medida útil para o estudo da natureza das interações entre 
os parâmetros no IRn <n • número de parâmetros), indicando 
quando um parâmetro é compensado pelos demais. 
Esse indice é de grande valia pois permite detectar a 
importância relativa de cada parâmetro no processo de 
calibração, tornando possivel que mudanças apropriadas 
sejam Ceitas no modelo. 
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De acordo com ROTUNNO (1989), a identificabilidade em 
modelos chuva-vazão pode ser dividida em duas partes. Na 
primeira, identificabilidade estrutural do modelo, fazem 
parte as especificações de entrada e salda do modelo, os 
possíveis modos de operação do modelo e a determinação das 
relações que i;overnam o seu funcionamento. A segunda, 
identificabilidade dos parâmetros de um modelo, está 
associada ao processo de ajuste. Se um modelo chuva-vazão 
i;era saldas diversas para diferentes grupos de parâmetros, 
diz-se que os parâmetros desse modelo são identificáveis. 
SOROOSHIAN e ARFI (1982) propõem o uso de duas medidas 
de sensibilidade dos parâmetros que fornecem algumas idéias 
quantitativas sobre a forma da superfície resposta nas 
proximidades do ponto ótimo. Esses índices, concentricidade 
e interação, determinados para cada par de parâmetros, são 
calculados com base na aproximação da matriz de derivadas 
sei;undas (matriz hessiana). 
Segundo os autores, as vantagens em usar tals medidas 











ajuste com os 
ent.re os 
processos 
de confiabilidade dos 
parâmetros e da função objetivo empregada; e, 
Detectar a não ident.ificabilidade dos parâmetros e 
com isso, mudar apropriadamente a estrutura do 
modelo. 
O indice de concentricidade, usado por ROTUNNO (1989), 
mede a proximidade que as curvas de mesmo valor de função 
objetivo estão da forma circular. 
O indice de interação é determinado através do âni;ulo 
entre o eixo principal da elipse e os eixos de direções dos 




Figura Il.5 - tndice de int.eração ent.re dois parãmet.ros 
Quando o ângulo v for igual a 0° os eixos serão 
coincident.es, significando que não exist.e int.eração ent.re 
os parãmet.ros 
sit.uação. 
e e .. 
J 
A figura <II.ó) apresent.a 
Figura II.ó - Parãmet.ros sem problemas de int.eração 
est.a 
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Na figura <Il.6), o menor eixo da elipse corresponde 
ao parâmetro com maior sensibilidade. Quanto mais alongada 
for a elipse, menos sensivel será o parâmetro e.. Nesse 
' caso surgem as :regiões de indiferença. 
A existência de problemas na estrutura dos modelos 
chuva-vazão faz surgir parâmetros inativos ou que interagem 
entre si, dificultando uma calibração precisa do modelo. 
Desta forma, é necessário tomar cuidados especiais na 
escolha ou formulação da estrutura de um modelo. 
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CAPITULO III 
O MODELO E O PROCESSO DE CALIBRAÇÃO 
111.1 DESCRIÇÃO DO MODELO 
Foi ut.ilizado um modelo baseado no SMAP-II de DIB 
(1986), versão suavizada, propost.o Pº" SILVA {1990:>. O 
SMAP-11 é uma versão do modelo SMAP de LOPES, BRAGA e 
CONEJO (1981). A fi~ura (111.1) a se~uir ilust.ra t.odos os 
component.es do modelo SMAP-11. 
t--------L-· NBUP 08UP EVPR PREO..QRES-EVPT 
~ -
C·8 I••••-




NSUB osue ~------~ 
QGER 
f------lM• TI .. A----+-- - OAIIM.---j 
Fi~ura 111.1 - Esquema do modelo SMAP-11 
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o modelo SMAP-11 possui r-eservat.6r-ios de 
armazenamento, representando 
supe:rficial- e subt.e:r:rãnea do 
p:rocessos fisicos que oco:r:rem 
t.:rês 
as camadas superior, 
solo. 
na 
Alsuns dos p:rincipais 
bacia hid:rog:ráfica são 
:rep:resent.ados no modelo po:r equações mat.emát.icas. Essas 
equações bem como a seqüência de :resolução do modelo são 
descl'it.as a sesui:r. 
A sepal'ação da pal'cela da chuva que cont.l'ibuil'á pal'a o 
escoament.o supel'ficial é feit.a at.l'avés da equação do Soil 
Consel'vat.ion Sel'vice SCS, descl'it.a em U.S. SOIL 
CONSERVATION SERVICE (1975), comol'me a equação <III.D. 
<CHUVA - ABSI)
2 
QRES • <III.D 
<CHUVA - ABSI + NSOL - NSAT) 
Onde: 
QRES - pal'cela que cont.l'ibuil'á pal'a o l'eSel'vat.6l'io de 
supel'ficie (mm); 
ABSI - pel'das pol' l'et.enção veget.al e pol' acúmulo de ásua 
nas depl'essões do solo (mm); 
NSOL - nível do 1'ese1'vat.6I'io que l'epl'esent.a a camada 
supel'ficial do solo (mm); 
NSAT - nível de sat.Ul'ação do l'esel'vat.6l'io que l'epl'esent.a a 
camada supel'ficial do solo (mm); e, 
CHUVA - pl'ecipit.ação média sobl'e a bacia (mm). 
A pal'cela QRES é adicionada ao l'esel'vat.6l'io de 
supel'ficie fol'mando 
deplecionado a uma 
o nível d'ásua NSUP. Est.e nível é 
t.axa KSUP l'esult.ando no escoament.o 
supel'ficial ou dil'et.o QSUP, confol'me a expl'essão: 
QSUP • NSUP < 1 - KSUP) 
Onde: 
QSUP - escoamento supel'ficial ou dil'et.o (mm/dia); 
NSUP - nível do l'esel'vat.6l'io de supel'ficie (mm); e, 
(111.2) 
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KSUP - coef'icient.e de r-ecessão do escoament.o superficial 
(1/dia). 
Após sof'rer perda por evaporação a nivel pot.encial 
<EVPT>, a parcela result.ant.e da chuva que contribuirá 
para o reservatório superf'icial do solo será a seguinte: 
QINF •<CHUVA - QRES - EVPT> 
Onde: 
QINF - parcela da chuva que infiltrará para a 
superf'icial do solo; e, 










ao nivel d'água 
NSOL for maior 
do 
que 
ao NSAT, o excesso CNSOL 
reservatório de superf'icie. 
será 
Nos casos onde a parcela (CHUVA 
adicionado 
QRES> não f'or 
suficiente para satisf'azer a EVPT, a umidade no 
reservatório do solo será atualizada através de perdas por 
evapotranspiração, dada pela expressão: 




EVPTS - evapotranspiração remanescente a nivel real. 
<III.4> 
A transf'erência de água do reservatório do solo para o 
aquif'ero é f'eita com base no conceito de capacidade de 
campo. Se NSOL f'or maior que o nivel d'água retido no solo 
por capilaridade <NPER), haverá recarga para o reservatório 
subterrâneo segundo a expressão: 
QPER • < NSOL - NPER ) . 
NSOL 
NSAT 
. KPER CIII.5) 
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NPER = CPER . NSAT (IJI.6) 
Onde: 
QPER - vazão a ser transferida para o reservatório 
subterrâneo (mm/dia); 
NPER - n1vel d'água minimo do reservatório do solo onde se 
verifica o fenômeno de capilaridade (mm); 
CPER - parâmetro capacidade de campo. Fornece o percentual 
de água que será retida por capilaridade no solo; e, 
KPER - coeficiente de recarga do aqüifero (1/dia). 
A vazão QPER é somada ao n1vel d'água do reservatório 
subterrâneo <NSUB) que será deplecionado a uma taxa KSUB 
formando o escoamento básico QSUB de acordo com a seguinte 
equação: 
QSUB • < 1- NSUB ) . KSUB <III.7) 
Onde: 
QSUB - escoamento básico (mm/dia); 
NSUB - n1vel do reservatório subterrâneo (mm); e, 
KSUB - coeficiente de recessão do reservatório subterrâneo 
(1/dia). 
A vazão gerada pela fase terra do modelo é 
resultante da soma dos escoamentos direto e básico, de 
acordo com a equação <III.8) a seguir. 
QGER • ( QSUP + QSUB ) . AREA / TEMP 
Onde: 
3 
QGER - vazão gerada pela fase terra do modelo (m /s); 
2 
AREA - área da bacia (km ); e, 
TEMP - constante de ajuste das unidades <TEMP • 86,4) 
(Ill.8) 
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PaI'a represent..ar a fase canal do modelo são 
consideI'ados os efeit.os de t.I'anslação da hid%'6gI'afa at.I'avés 
do canal e de amort..ecimento por armazenament..o na calha., de 
acoI'do com o modelo idealizado poI' CLARK (1945). Nest.e 
modelo, o efeit.o de t.I'anslação da hid%'6gI'afa é det.eI'minado 
at.I'avés do hist.ogI'ama t.empo-áI'ea ou hist.ogI'ama de I'et.ardo 
da bacia. O hist.ograma é const.ruido dividindo-se a bacia, a 
part.iI' do seu pont.o de cont.role, em linhas de igual t.empo 
de percu..so at.é est.e mesmo pont.o, ou seja, dividindo a 
bacia por suas is6c%'onas. 
A figu..a Gil.2) a seguir apresent.a um exemplo de um 
hist.ograma t.empo-á.I'ea. 
Det.erminada a áI'ea ent.re as is6cronas, calcula-se as 
ordenadas do hist.ograma t.empo-áI'ea em frações da áI'ea t.ot.al 
da bacia. Geralment.e, as ordenadas são consideradas como 
parâmet.ros do modelo por dificil det.erminar 
precisão as is6c%'onas da bacia. 




o 2 3 4 5 C'l 
TEMPO OE PERCURSO 
Figu..a III.2 - Hist.ograma t.empo - áI'ea 
fonte: SILVA U.990) 
com 
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No caso do modelo SMAP-II, as ordenadas do hist.ograma 
t.empo-área são represent.adas pelos VTDH's, considerados 
como parâmet.ros a ot.imizar. A equação dest.a fase do modelo 
é dada por: 
ntdh 
QENT 
















- ordenada do t.empo-área da bacia. 
Represent.a o efeit.o de t.ranstação da hidrógrafa 
at.ravés do canal principal at.é o pont.o de 
cont.role da bacia (adimensional); e, 
número de ordenadas do hist.ograma tempo-área da 
bacia. 
O efeito de amortecimento é simulado, fazendo-se a 
propagação das vazões transladadas (QENT) através de um 
reservat.ório com armazenament.o igual ao do canal. Isso 
significa imaginar um reservatório no ponto de controle da 
bacia com caracteristicas tais que "QCAL "' K.S", onde 
"QCAL 11 é a vazão de saida, 11S 11 o armazenament.o e "K11 a 
constante de armazenamento. A equação de continuidade para 
este reservatório será: 














• K < QENT - QCAL) 
Considerando as aproximações: 
dQCAL 




2) QCAL é a média aritmética entre as QCAL's no instante de 







Substituindo as aproximações (1) e (2) na equação 
<III.12), tem-se: 
QCAL • K . .6t CQENT - «QCAL + QCAL ) / 2)1 + QCAL 
t t t t-1 t-1 
Rearranjando a expressão <III.13) obtém-se: 
K . .6t 
1 + K.l>t/2 . QENT + t 
Considerando que: 
1 - K.l>t/2 
KARM "' 1 + K.l>t/2 
Então: 
K . .6t 
( 1 - KARM) -1 + K.l>t/2 
Subst.i tuindo as considerações 
1 - K.l>t/2 
1 + K.l>t/2 
acima 





obtém-se a equação que representa o efeito de amortecimento 
no modelo SMAP-II. 
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QCAL • (1 - KARM) . QENT + KARM . QCAL (Ill.15) 
t t t-i 
Onde: 
QCAL - vazão de salda do modelo, considerando os efeitos 
l 
de translação e amortecimento no canal (m 
3 
/s); 
9 vazão de salda no instante anterior (m /s); e, QCAL -
l-< 
KARM - representa o efeito de amortecimento por 
armazenament.o na calha. 
As grandezas ABSI, KSUP, NSAT, CPER, KPER, KSUB, KARM 
E VTDH's são considerados parâmetros do modelo, sendo seus 
valores deteminados a partir do processo de calibração. 
As grandezas SUBI e SOLI que representam o estado 
inicial e final dos reservatórios de superficie e do solo 
respectivamente, também são consideradas parâmetros do 
modelo SMAP-II de DIB (1986). 
Entretanto, neste trabalho, essas grandezas não são 
tratadas como parâmetros a otimizar. Conforme SILVA (1990), 
os valores de SUBI e SOLI são estimados a priori e 
utiliza-se um periodo de aquecimento, a partir do qual 
estas estimativas não influenciam nos resultados. 
III.2 - TE:CNICA DE SUAVIZAÇÃO 
O modelo SMAP-II foi reestruturado por SILVA (1990) 
antes da aplicação da t.écnica de suavização. Como 
mencionado no capitulo anterior a reestruturação teve por 
objetivo reduzir o número das estruturas bipartidas <IF's) 
que levam a uma variedade de caminhos desnecessários a 
serem percorridos pela água dentro do modelo. O fluxograma 
do modelo após a reestruturação é apresentado na figura 
<III.3). 
mr'c10 
DADOS DE ENTRADA: 
CHUVtq, EVPTt, 00851 
NSUPP, =NSUP1-1+ 0RES 1 + FUNCl1] 
OSUP1: NSUPP1 · ( l • KSUP) 
ORES1: (FUNC2/)/FUNC21 +NSAT-NSOL1-1 
EVPTS1: FUNC41 · NS0LP 1 / NSAT 
OINF1 : CHUVAt - ORES1 
NSOLES: NSOL 1 -1 + FUNC31 
NSOLP1 = NSOL 1-1 +- FUNC31- FUNCl1 
OPER: FUNC6t · (NSOLPP(/NSAT)· KPER 
2 
Figura JJI: • 3 - Fluxograma do modelo apd1 a r1e1truturação 
2 
NS0L 1 = NSOLPP1 - OPER1 
OSUBt =NSUBPt · (l-KSUB) 
NSU81 : NSUBP, - 0SUB1 
[ OGE:;:t: {OSUP,+- osua,J. tÍREA /TEMP 
OENT =0 
J;Td-1 
OE"Nl1 = OEtH1 + VTOH {I) · OGER (J J 
OCAlt • OCALt-f KARM + 
.f. QEHTt · (l•KARM) 
rt-:CR(t.,!ENTA MAIS UM DIA 
Fonta SILVA (1990) 
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Na figura (III.3) podem ser observadas sete estruturas 
de IF,s que permaneceram no modelo após a reest.rut.ur-ação. 
Dentre elas, as seis primeiras, são conhecidas como 
estruturas de patamares limitantes. Estas estruturas são as 
responsáveis pelo surgimento de descontinuidades nas 
derivadas primeira e segunda da funcão objetivo conforme 
demonstrado em GUPTA E SOROOSHIAN (1985), SILVA (1990) e no 
item II.3.4 do presente trabalho. As seis estruturas 
remanescent.es obedecem ao ser;uint.e sist..ema de equações: 
1) FUNC2t = O , 
FUNC2 = (CHUVA - ABSI), 
l l 
2) FUNC3 = O , 
l 
FUNC3 = <QINF - EVPT ), 
l l l 
3) FUNC1 = O , 
l 
se CHUVA 5 ABSI 
l 
se CHUVA > ABSI 
l 
se QI NF 5 EVPT 
l l 
se QI NF > EVPT 
l l 
se NSOLES 5 NSAT 
FUNC1 • <NSOLES - NSAT), se NSOLES > NSAT 
l 
4) FUNC4 • O , 
l 
se EVPT 5 QI NF 
l l 
FUNC4 = (EVPT - QINF ), se EVPT > QINF 
t t t t l 
5) FUNC5 • O , 
l 
se NSOLP 5 EVPTS 
l l 
FUNC5 • (NSOLP - EVPTS ), se NSOLP > EVPTS 
t t t t. t 
6) FUNC6 = O , 
l 
se NSOLPP 5 NPER 
l 
FUNC6 .. <NSOLPP - NPER), se NSOLPP > NPER 




eliminar as descontinuidades nas derivadas 
e segunda da t'unçâ'.o objetivo, SILVA (1990) 
substituiu as variáveis FUNCk , onde k varia de um até 
l 
seis, por uma t'unção de suavização q:, definida em XAVIER 
(1982) e expressa por: 
Onde: 
,t, <x ,M ,d) • 
l 
3rr 
y = ti!; 
8 







NSOLES, EVPT , NSOLP 
l l 
às variáveis 







M = parâmetro correspondente variáveis ABSI, 
NSAT, QINF , EVPTS E NPER nas seis FUNCk . 




As propriedades desta t'unção são demonstradas em 
XAVIER (1982) e descritas em SILVA (1990). A t'il!;ura <III.4) 
apresenta o l!;rát'ico das variáveis FUNCk(t) nas t'ormas 





Representação gráfica das FUNC's nas f'ormas 
original e suavizada 
O parâmetro d é o responsável pela aderência entre as 
curvas original e suavizada, sendo que, com o valor d•O a 
aderência é total. 
A técnica de suavização aplicada ao modelo SMAP-II 
garante a continuidade nas derivadas primeira e segunda da 
f'unção objetivo, possibilitando o uso de algoritmos de 
otimização de primeira e segunda ordem. Além disso, uma 
característica muito importante desta técnica é que ela 
mantém a integridade f'isica do modelo. 
III.3 - COMPONENTES USADOS PARA CALIBRAÇÃO DO MODELO 
Para calibração do modelo SMAP-II, versão suavizada, 
f'oram usados os mesmos componentes utilizados por SILVA 
(1990), detalhados a seguir. 
A f'unção objetivo adotada f'oi a de mínimos quadrados, 
descrita no capitulo anterior e expressa por: 
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nobs 




Os parâmetros do modelo foram restritos dentro de seus 
donúnios de validade para evitar que assumam valores sem 
significado fisico. A tabela (III.1) mostra as restrições 
impostas a cada parâmetro do modelo. 
RESTRIÇÃO 
1 o < ABSI < 10 
2 o < KSUP < 1,0 
3 o < NSAT < 1200 
4 o < CPER < 1,0 
5 o < KPER < 1,0 
6 o < KSUB < 1,0 
7 o < KARM < 1,0 
8 o < VTDHj< 1,0 
nldh-1 
9 1,0 - E VTDHj ~ o 
j = 1 
Tabela III.1 - Restrições impostas a cada parâmetro do 
modelo 
A restrição (9) pode ser escrita desta forma porque 
nela está incorporado que o somatório das ordenadas dos 
VTDH's é igual a um e que a última ordenada é função das 
demais, não sendo tratada como parâmetro do modelo. 
Para resolução do problema de otimização com 
restrições foi usado o método de penalização hiperbólica 
proposto por XAVIER (1982), que transforma o problema 
restrito original em uma seqüência de problemas 
irrestritos. Neste método é feita uma modificação na função 
objetivo original, conforme a seguinte expressão: 
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- função objet.ivo modificada; 
- função objet.ivo original; 
- número de rest.riçê5es; 
- iésima rest.rição impost.a aos parâmet.ros do 
modelo; 
- parãmet.ros da função de penalidade; e, 
- função penalidade expressa por: 
[-g(8)+ ] 
(lll.19) 
Ol E ( 0, rr/z) e À ~ o 
A idéia geomét.rica que fundament.a o algoritmo é a 
seguint.e: 
Inicialment.e como most.ra a figura (III.5), aument.a-se 
o ângulo ot da assint.ot.a a função penalidade, provocando um 
significat.ivo aument.o da penalização fora da região viável, 
enquant.o que, simult.aneament.e, reduz-se a penalização para 
pont.os dent.ro da região viável. O processo cont.inua at.é que 
se consiga um pont.o viável. 
Dai em diant.e mant.ém-se ot const.ant.e e diminui-se 
seqtiencialment.e o valor de À. Dest.a forma, a penalização 
int.erior t.orna-se cada vez mais irrelevant.e mant.endo-se o 
nivel de proibit.ividade fora da região viável. A figura 




Primeira f'ase do al!!;orit.mo 
mant.endo À const.ant.e 
P(a(8),lf,>.l 
u<e> 
variação de OI 
g(8) 
Se!!;unda f'ase do algol'it.mo: variação de À 
mantendo OI const.ant.e 
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o algorit.mo geral de resolução do mét.odo 
penalização hiperbólica é expresso pela seqüência abaixo: 








, sendo O< ot0 < rr/2 e;...º> O 
Tome um pont.o inicial igual a eº. 
2) Faça k • k + 1 . 
3) Resolva o problema de minimização sem rest.riçêSes 
função modificada F: 
k k 
m 
f(8) EP k k F<8,ot ,À ) - + [g. (8) ,ot ,À l L 
i.=1 
A part.ir do 
k-1 
achando ek pont.o e , o pont.o ót.imo. 
4) Test.e se ek é viável. 
Se viável .. vá para o passo (6). 
5) Faça 
~ "'k + ( 1 - ~ ) rr 
2 
O < ~ < 1 
Vá para o passo (2). 
6) Regra de parada - Test.e se ek é aceit.ável. 







q À ' 
k 
"' 
Vá para o passo (2). 
8) ek é a solução. Fim. 
O < q < 1 
de 
da 
O parâmet.ro "'a'' é considerado const.ant.e com valor 





resolução do mét.odo de 
met.odologia conduz a uma 
penalização 
penalização 
bast.ant.e fort.e para os pont.os fora da região viável, região 
est.a delimit.ada pelas rest.riçí5es impost.as a cada parãmet.ro 
do modelo indicadas na t.abela <III.D. 
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Uma seqüência de problemas irrestritos é gerada a 
partir da variação controlada do parâmetro externo À da 
penalização. A cada minimização k, o valor deste parâmetro 
é atualizado (passo (7)), formando uma seqüência 
conve:r-gent.e a zero que proporciona a convergência do 
problema irrestrito ao problema restrito original. 
Foi adotado para a calibração do modelo um valor 
inicial para o parâmetro externo À igual a 1000 e final 




-• igual a 10 . 
À para a minimização seguinte foi 
o parâmetro lldll da suavização está acoplado 




Como o valor de 11À 11 t.ende a zero,. o valor de 11d 11 
também convergirá para zero. Deve ser lembrado que o valor 
do parâmetro "d" igual a zero representa fielmente o modelo 
na sua formulação original (com as estruturas em 
patamares). Dessa forma, o mecanismo de vinculação ent.:re 
.. /\." e "d" acima desc:r-it.o garant.e 'tot.alment.e a int.egridade 
fi.sica do modelo na sua formulação original. 
No capitulo VI é apresentada uma análise quanto à 
sensibilidade de variação do parâmetro "X." da penalização, 
e conseqtientement.e do parâmetro 11d" da suavização,. uma vez 
que esses dois parâmetros estão acoplados. 





o de otimização Quasi-Newton com método 
BFGS (Broyden-Fletcher-Goldfarb-Shano), 
vários textos como em GILL, MURRAY e 
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Neste método são utilizadas derivadas primeira e 
se~unda da função objetivo em relação a cada parâmetro. As 
derivadas se~undas são calculadas a partir de aproximaçí'Ses 
numéricas das derivadas primeiras. 
No próximo capitulo são analisados os resultados da 
calibração do modelo e al~umas dificuldades observadas em 
todo o processo. 
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CAPtTULO IV 
ANÁLISE E ESTRATt:GIAS PARA SUPERAÇÃO DE DIFICULDADES 
IV.1 - RESULTADOS DA CALIBRAÇÃO DO MODELO 
Para calibração do modelo foi usada série sintética de 
vazões diárias geradas pelo próprio modelo, a partir de uma 
série de 5 anos de precipitações diárias observadas na 
bacia do rio Fartura. 
o 
prévio 
uso de dados 




sintéticos permite o conhecimento 
minimo global, tornando possivel 
dos parâmetros estimados na 
Adotou-se um periodo de aquecimento de 60 dias com o 
objetivo de eliminar os erros provenientes das estimativas 
iniciais do conteúdo dos reservatórios que representam as 
camadas do solo. 
Foram consideradas três ordenadas para o histograma 
tempo-área, representadas pelos VTDH's, sendo que a última 
ordenada foi calculada de forma que a soma das ordenadas 
fosse igual a um. Assim, pode ser considerado como nove o 
total de parâmetros a serem calibrados. 
Como tradicionalmente adotado na literatura ( DAWDY e 
O'DONNELL (1965); IBBITT e O'DONNELL (1971); GUPTA e 
SOROOSHIAN (1985); HENDRICKSON, SOROOSHIAN e BRAZIL (1988); 
ROTUNNO (1989) e SILVA (1990) ) foram escolhidos pontos 
iniciais com desvios percentuais em relação ao conjunto de 
parâmetros usado para gerar a série sintética de vazões 
<solução). 
Os pontos iniciais adotados correspondem a desvios de 
menos 10, 30, 50 e 75% da solução, para todos os parâmetros 
com exceção dos VTDH's. Para estes parâmetros foram 
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adotados dois conjuntos iniciais diferentes evitando assim 
que a última ordenada de VTDH tenha um valor inadequado, 
uma vez que é função das demais. 
A técnica de suavização ut.ilizada por SILVA (1990) 
most..rou-se uma escolha acertada, oferecendo 
díferenciabilidade de segunda ordem da função objetivo o 















resolvidas. Em alguns casos são observadas dificuldades no 
processo de convergência dos parâmetros que podem estar 
relacionadas a problemas na estrutura do modelo. 
As tabelas <IV.ü a <IV.4) apresentam os resultados da 
calibração para pontos iniciais com desvios de 10, 30, 50 e 
75% da solução, e dois conjuntos de VTDH's iniciais. 
Tabela IV.1 - Resultados da calibração para ponto inicial 
com desvio de 10% da solução 
DESVIOS -10 % 
1 2 
PARA.METRO SOLUÇÃO 
PI PF PI PF 
ABSI 3,000 2,700 3,0000 2,700 3,0000 
KSUP 0,750 0,675 0,7499 O ,675 0,7500 
NSAT 600,0 540,0 600,00 540,0 600,00 
CPER 0,300 0,270 0,3000 0,270 0,3000 
KPER 0,015 0,0135 0,0150 O ,0135 0,0150 
KSUB 0,992 0,8928 0,9919 O ,8928 0,9919 
KARM O, 100 0,090 0,0998 0,090 0,0998 
VTDH1 0,900 0,970 0,8998 0,950 0,8998 
VTDH2 0,070 0,020 0,0701 0,030 0,0701 






Tabela IV.2 - Resultados da calibração para ponto inicial 
com desvio de 30% da solução 
DESVIOS -30 % 
3 4 
PARAMETRO SOLUÇÃO 
PI PF PI PF 
ABSI 3,000 2,100 3,0000 2,100 2,6671 
KSUP 0,760 0,626 0,7499 0,625 0,1755 
NSAT 600,0 420,0 600,00 420,0 594,89 
CPER 0,300 0,210 0,3000 0,210 0,3042 
KPER 0,015 0,0105 0,0150 0,0105 0,0152 
KSUB 0,992 0,6944 0,9919 0,6944 0,9919 
KARM O, 100 0,070 0,0998 0,070 0,7559 
VTDH1. 0,900 0,970 0,8998 0,950 0,9938 
VTDH2 0,070 0,020 0,0701 0,030 
-6 
0,2x10 




Tabela IV.3 - Resultados da calibração para ponto inicial 
com desvio de 60% da solução 
DESVIOS -50 % 
5 6 
PARAMETRO SOLUÇÃO 
PI PF PI PF 
ABSI 3,000 1,600 -7 0,15x10 1,500 
-7 
0,15x10 
KSUP 0,750 0,375 0,9950 0,375 0,9950 
NSAT 600,0 300,0 126,84 300,0 126,84 
CPER 0,300 0,150 0,9144 O ,150 0,9144 
KPER 0,016 0,0075 0,9999 0,0075 0,9999 
KSUB 0,992 0,496 0,5649 0,496 0,5649 
KARM o, 100 0,050 -7 0,33x10 0,050 -7 0,33xt0 
VTDH, O ,900 0,970 0,7900 0,950 0,7900 
VTDH2 0,070 0,020 0,2099 0,030 0,2099 
FUNÇÃO OBJETIVO 0,97x10 5 3,21x10 9 O ,95x10 " 3 ,21x10 9 
Tabela IV.4 -
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Result.ados da calibração para pont.o inicial 
com desvio de 75% da solução 
DESVIOS -75 % 
7 8 
PAIUMETRO SOLUÇÃO 
PI PF PI PF 
ABSI 3,000 0,7500 3,0000 0,7500 2,6671 
KSUP 0,750 O, 1875 0,7500 0,1875 0,1755 
NSAT 600,0 150,00 600,00 150 ,00 594,89 
CPER 0,300 0,0750 0,3000 0,0750 0,3042 
KPER 0,015 0,00375 0,0150 0,00375 0,0152 
KSUB 0,992 0,2480 0,9920 0,2480 0,9919 
KARM 0,100 0,0250 0,0999 0,0250 0,7559 
VTDHt. 0,900 0,9700 0,8999 0,9500 0,9938 
VTDHz 0,070 0,0200 0,0700 0,0300 
-6 
0,3x10 





Para pont.os iniciais com desvios de 10% da solução, 
casos 1 e 2 da t.abela <IV.1), os parâmet.ros convel"'siram 
para o pont.o de minimo global e os valores obt.idos de 
:função objet.ivo :foram pequenos, da ordem 
-6 
de 10 . 
Ent.ret.ant.o, nos casos 5 e 6 da t.abela <IV.3), para 
pont.os iniciais com desvios de 50%, :foi observada 
convergência para o mesmo pont.o de minimo local. Nos dois 
casos os parâmet.ros KPER e KSUP t.enderam para um e os 














t.endência de KPER, KSUP, ABSI e KARM sa1rem da região 
viável, confirmando as observações :feit.as por SILVA (1990). 
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Para pont.os iniciais com desvios de 30 e 75%, casos 3, 
4 da t.abela (IV.2) e 7, 8 da t.abela (IV.4) respect.ivament.e, 
houve convergência para o pont.o de núnimo global apenas nos 
casos 3 e 7, enquant.o nos casos 4 e 8 houve convergência 
para o mesmo núnimo local. 
Nesses dois últ.imos casos (4 e 8), embora a função 
objet.ivo encont.rada t.enha sido pequena (1,44) e a maioria 
dos parâmet.ros t.enha convergido para valores próximos da 
solução, os parâmet.ros KSUP e KARM t.rocaram prat.icament.e de 
valor e os VTDH's e ABSI não convergiram para os seus 
valores verdadeiros. 
Esses result.ados evidenciam a necessidade de analisar 
as causas que det.erminam as dificuldades observadas no 
processo de calibração do modelo. Essas dificuldades t.ambém 
foram encont.radas por JOHNSTON e PILGRIM (1976), GUPTA e 
SOROOSHIAN (1983), SOROOSHIAN e GUPTA (1985>, ROTUNNO 
(1989), ent.re out.ros, na calibração de diferent.es modelos 
chuva-vazão. 
IV.2 - ANALISE DE DIFICULDADES 
Para analisar as passiveis causas das dificuldades 
observadas na calibração do modelo foram desenvolvidos os 
seguint.es aprimorament.os: 
• Det.erminação e análise das superficies respost.a dos 
parâmet.ros que represent.am o amort.eciment.o do 
escoament.o superficial (KSUP) e a fase canal do 
modelo <KARM e VTDH's). 
• Det.erminação 
par-Amet.r-o, 




ident.ificabilidade est.rut.ural do modelo. 
d .. cada 
de 
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* Desenvolviment.o das exp:r-essões que :fazem par-t.e da 
:fase canal do modelo. 
Esse conjunt.o de medidas t.em po:r- objet.ivo ident.i:ficar-
p:r-oblemas de núnimos 
os pa:r-âmet.:r-os menos 
locais, int.e:r-ação ent.:r-e 
sensiveis do modelo. A 
par-âmet.:r-os e 
par-t.i:r- dessa 
ident.i:ficação podem se:r- :feit.as modi:ficações na est.:r-ut.ura do 
modelo de :fo:r-ma a t.o:r-ná-la mais ident.i:ficável, e com isso 
obt.e:r- :r-esult.ados mais p:r-ecisos. 
IV.2.1 - Análise das supe:r-:ficies :r-espost.a de KSUP x KARM, 
KARM x VTDH1 E KSUP x VTDH1 
Uma possivel int.e:r-ação ent.:r-e os par-âmet.:r-os KSUP e KARM 
:foi invest.igada a par-t.i:r- da análise da supe:r-:ficie :r-espost.a 
ge:r-ada par-a esses dois par-âmet.:r-os, ut.ilizando o mesmo 
conjunt.o solução das t.abelas CIV.1) a CIV.4) usado par-a 
ge:r-a:r- a sé:r-ie sint.ét.ica durant.e a calib:r-ação do modelo. A 
:figura (IV.1) ap:r-esent.a a supe:r-:ficie :r-espost.a pa:r-a KSUP e 
KARM. 
Nest.a supe:r-:ficie :r-espost.a (:figura GV.1)) são 
obse:r-vados vales muit.o alongados :r-esult.ant.es de uma :fo:r-t.e 
int.e:r-ação ent.:r-e os par-âmet.:r-os. Est.a int.e:r-ação indica que 
mudanças nos valo:r-es de um pa:r-âmet.:r-o são compensadas po:r-
mudanças nos valo:r-es do out.:r-o par-âmet.:r-o sem alt.e:r-ar- a vazão 
ge:r-ada pelo modelo e po:r-t.ant.o, o valo:r- da :funcão objet.ivo. 
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KSUP 1.0 











o.o 0.1 0.2 
ML. Mínimo Local 
MG, Mínimo Global 
O.J 0.4 0.5 0.6 0.7 0.8 0.9 
KARM 
Fii;ura IV.1 - Super:ficie resposta de KSUP >< KARM 
1.0 
Além disso, é observada a presença de regiões de 
indi:ferença onde o valor da :função objetivo não é alterada 
:face a mudanças nos valores dos parâmetros. Também são 
observados um ponto de sela e um ponto de minimo local nas 
proximidades de KARM • 0,76 e KSUP • 0,15. 
Este minimo local, explica os resultados obtidos na 
calibração < casos 4 e 8 das tabelas <IV.2) e <IV.4)) onde 
os parâmetros KSUP e KARM trocaram praticamente de valor. 
Pela simetria da super:ficie resposta, conclui-se então que 
os parâmetros converi;iram para este ponto de minimo local. 
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Analogament.e, est.udou-se urna possivel int.e:r-ação ent.:r-e 
os parâmetros VTDH1 e KARM. A figura <IV.2) mostra a 
superfície resposta para esses dois parâmetros. 














ML. MÍnimo Local 
MG,MÍnlmc, Global 









Nesta superficie resposta verifica-se a exist.ência de 
uma forte interação ent.re os parâmetros, regiões de 
indiferença e a presença de vários pont.os de minimo local. 
Est.es vários minimos locais justificam os result.ados 
distintos obtidos nos casos 3, 7, 4 e 8 das tabelas <IV.2) 
e <IV.4) onde os dois primeiros convergiram para a solução 
global e os últ.imos para o mesmo minimo local. Nesse 
caso, observou-se que a convergência para o minimo global 
ou local é dependente dos valores iniciais atribuídos aos 
VTDH's (PD. 
A outra superficie resposta analisada foi a 
referent.e aos parâmetros VTDH1 e KSUP, apresent.ada na 









0.6 o o o 
o -"' N 
0.5 
o.o 0.1 0.2 O.J 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
MG, Mínimo Global KSUP 
fii;ura IV.3 - Superficie resposta de VTDH1 x KSUP 
Na superficie resposta acima são observados rei;iões de 
indiferença e vales aloni;ados que podem prejudicar a 
obtenção dos valores ótimos dos parâmetros. Entretanto, 
pode-se dize:r que essa superficie está bem comportada 
diante das superficies de KSUP x KARM e KARM x VTDH, 
<fii;uras <IV.ü e <IV.2)). 
IV.2.2 - Cálculo do indice de sensibilidade 
Além da análise das superficies resposta, foi calculado 
o indice de sensibilidade para cada parâmetro do modelo 
proposto por SOROOSHIAN E GUPTA (1985) e usado por ROTUNNO 
e CANEDO (1987) e ROTUNNO (1989). 













A ident.ificabilidade est.rut.ural de um modelo numa 
região próxima ao pont.o ót.imo, é dada pela seguint.e 
expressão: 
nobs 
SI • SI <e,6.e>• E [ z <e+ 6.e) - z (e) ]2 
l l 
<IV.D 
l = :1 
nobs 




SI <e,6.e) - função ident.ificabilidade est.rut.ural do modelo; 
z (e) 
l 
- seqüência de vazões geradas pelo modelo a 
part.ir do conjunt.o de parâmet.ros e; e, 
Z <e+6.e) - seqüência de vazões geradas pelo modelo a 
l 
part.ir de um novo grupo de parâmet.ros <e + 6.e), 
obt.ido at.ravés de uma pert.urbação 6.e nos 
parâmet.ros. 
Observa-se que SI <e,6.e) • O quando 6.e • O e é maior 
ou igual a zero para t.odo 6.e "' O. Para que a est.rut.ura do 
modelo seja globalment.e ident.ificável é necessário que 
SI "' o para t.odo t,.e "' o. 
Uma condição suficient.e para garant.ia da 
ident.ificabilidade global, é que a função SI seja convexa 
sobre t.odo 6.e. Isso implica que a mat.riz de derivadas 
segundas de SI em relação a ó.e seja definida posit.iva. 
A part.ir da equação <IV.D obt.ém-se a mat.riz de 




'il •e2 SI • 2 ---
,.. it6.e2 










t.odo tJ.e. Como 
SI 
est.e 
t.orna-se muit.o difícil, o problema 
uma medida de ident.ificabilidade 
definida part.ir do limit.e 
z 
a "l tJ.e SI 
pela seguint.e expressão: 




é resolvido at.ravés de 
local e ("l z SD, em e 
quando tJ.e .. º· formada 
"l
2
SI• e - T 2 . "l e Z<e) . "l e z<e) 
<IV.3) 
Onde: 
"l ; SI - rnat.riz de ident.ificabilidade est.rut.ural local em e 
A função de ident.ificabilidade est.rut.ural SI < equação 
(IV.1) ) pode ser expandida em série de Taylor at.é segunda 





O valor de SI mede as diferenças ent.re as vazões 
geradas pelo modelo em e + 118 e e. Considerando 'i'/2 um 
valor de SI para o qual as vazões geradas pelo modelo são 
idênt.icas, t.em-se: 
<IV.5) 
A equação <IV.5) forma urna superfície hiper-elipt.ica 
no espaço dos parãmet.ros, cent.rada em e para um valor fixo 
de SI. O cont.orno dessa superficie delimit.a a região de 
indiferença que é uma região aproximada dent.ro da qual as 
vazões geradas pelo modelo são idênt.icas. A figura <IV.4) 







Exemplo de uma região de indi:ferença para dois 
parãntet.:ros - Fonte: SOROOSHIAN e, OUPTA (iP85) 
De acordo com SOROOSHIAN e GUPTA (1985) e CASTRO 
(1992), o cálculo do indice de sensibilidade envolve 
determinação 
super:ficie 
de duas grandezas caracteristicas 
a 
da 
hiper-elipt.ica. São elas a sensibilidade 
paramétrica condicional (CPS) e o indice de sensibilidade 
paramétrica (PS), indicados na :figura <IV.4). 
O máximo que cada parâmetro e pode variar dentro da 
• 
região de indi:ferença, enquanto os demais parâmetros 
permanecem :fixos em seus valores ótimos, é dado por 
CPS <e ). 
i 
+ ( '11 )1/2 CPS <e_) - - s • n <IV.ó) 
Por outro lado, o máximo que cada parâmetro e pode 
variar dentro da região de indi:ferença, permitindo que 
todos os parâmetros variem simultaneamente é dado por 












A l'el.ação ent.l'e PS <e. ) e CPS <e. ) f'ol'nece o indice de 
L L 












- /!: • G. 
L L 
] 
7)L. - indice de sensibilidade do pal'âmet.l'o e · ,' 
<IV.8) 
S - element.o da diaf!:onal da mat.l'iz de ident.ificabilidade 
L L 
est.l'ut.ul'al col'l'espondent.e ao pal'âmet.l'o e.; 
L 
!!:, - vet.ol' equivalent.e à iésima coluna da mat.l'iz de 
ident.ificabilidade est.l'ut.Ul'al, eliminando-se o iésimo 
element..o; e, 
G - submat.l'iZ de 
2 
e SI<e>, l'esult.ant.e da eliminação da L 
iésima linha e iésima coluna. 
O indice de sensibilidade é adequado ao est.udo de 
int.el'ação ent.l'e pal'âmet.l'OS no Também indica se a 
est.l'ut.Ul'a do modelo f'acilit.a ou dif'icult.a a obt.enção dos 
valol'es ót.imos dos pal'âmet.l'os. 
Valol'es 












pois val'iações em l'el.ação ao seu COl'l'et.o valo!' podem sei' 
compensadas pol' mudanças nos valol'es dos out.l'os pal'âmet.l'os, 
sem alt.el'al' a vazão f!:el'ada pelo modelo. 
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Para o indice de sensibilidade igual a um (1,0), valor 
rninimo e situação ideal, não existe compensação e o 
parâmetro e, é considerado essencial ao modelo. Nesse caso, 
os eixos maior e menor da elipse da figura <IV.4) são 
coincidentes com os eixos dos parâmetros, resultando em 
valores de PS <e > e CPS ce. ) iguais. Isso indica que não 
( L 
existe interação ent.re os parâmetros. 
A tabela (IV.5) apresenta o indice de sensibilidade 
para cada parâmetro do modelo SMAP-II versão suavizada, 
utilizando o mesmo conjunto solução usado na calibração do 
modelo (tabelas (IV.D a GV.4)) e para gerar as 
superficies resposta (figuras <IV.D a <IV.3)). 
Tabela IV.5 - lndice de sensibilidade dos parâmetros do 
modelo 
PARAMETRO SOLUÇ.\'.O n, 
ABSI 3,000 2,06 
KSUP 0,750 2,69 
NSAT 600,0 4, 12 
CPER 0,300 3,41 
KPER 0,015 4,91 
KSUB 0,992 1,81 
KARM 0,100 30,21 
VTDH, 0,900 42,91 
VTDH2 0,070 23,25 
Pelos resultados obtidos na tabela (IV.5), o parâmetro 
mais sensivel do modelo é o KSUB que obteve o menor indice 
de sensibilidade. Isso comprova os resultados encontrados 
por ROTUNNO <1989) para o modelo SMAP de LOPES, BRAGA e 
CONEJO (198D. 
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Os indices de sensibilidade dos parâmetros KARM e 
VTDH's são elevados, indicando a existência de interaç,i'.o 
entre eles, identificada anteriormente na anAlise das 
superficies resposta. Essa interação pode ser explicada 
através do desenvolvimento das equações da fase canal do 
modelo. Como KARM e VTDH's aparecem juntos na formulação do 
modelo, um parâmetro pode estar influenciando o 
comportamento do outro. 
O desenvolvimento das equações da fase canal do 
modelo, apresentado no próximo item, evidencia a origem da 
forte interação entre os parâmetros KARM e VTDH's. 
IV.2.3 - Desenvolvimento das equações da fase canal 
modelo 
do 
Como foi visto anteriormente, a interação entre 
parâmetros, os minimos locais e as regiões de indiferença 
dificultam a obtenção dos valores ótimos dos parâmetros. 
Isso ocorre muitas vezes em conseqüência da formulação do 
modelo que pode produzir um alto grau de não linearidade em 
função da presença de interações multiplicativas entre os 
parâmetros. Visando um conhecimento mais profundo da fase 
canal do modelo, foi feito um desenvolvimento detalhado das 
equações que fazem parte dessa fase. 
Conforme apresentado no capitulo III, as equações que 










QCAL • (1 - KARM) . QENT + KARM . QCAL (IV .10) 
l l l~ 
Desenvolvendo a expressão de QCAL para um intervalo de 
tempo anterior obtém-se: 
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QCAL = (1 - KARM) . QENT + KARM . QCAL <IV.11) 
t-t l-t t-2 
Substituindo a equação <IV.1D em <IV.10) obtém-se: 
QCAL • (1 - KARM) QENT + KARM < 1 - KARM ) QENT + 
t t t -:1 
2 
KARM . QCAL <IV.12) 
l -2 
Para dois intervalos de tempo anteriores, a expressão 
de QCAL é: 
QCAL "' (1 - KARM) . QENT + KARM . QCAL <IV.13) 
l-2 L-2 l-3 
Analogamente, 
<IV.12) obtém-se: 
substituindo a equação <IV.13) em 
QCALt • ( 1 - KARM) QENT t + KARM < 1 - KARM ) QENT t-• + 
2 9 






QCAL • < 1 - KARM) QE NT + KARM < 1 - KARM ) QENT + 
t t t -1 
Onde: 
2 





( 1 - KARM ) QENT . + KARM 
l-\.Tt 
..... + 
QCAL . t-, 
< IV .15) 
QCAL = (1 - KARM) . QENT + KARM . QCAL <IV.16) 
L-i t-i t-i+t 
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Subst.it.uindo a expressão <IV.16) em (IV.15), t.em-se: 
QCAL =< 1 - KARM) QENT + KARM < 1 - KARM) QENT + 
t t t-1 
2 





( 1 - KARM) QENT . + 
t-1,.+1 







Desprezando a parcela KARM QCAL da expressão t-• 
<IV.17), t.em-se: 
QCAL •< 1 - KARM) QENT + KARM < 1 - KARM) QENT + 
t t t-1 
2 
KARM ( 1 - KARM) QENTt_
2




( 1 - KARM ) QENT . + 
t-1.+t 
KARM < 1 - KARM ) QENT . t-, 
Reescrevendo a equação GV.18) t.em-se: 
t - :1 i. 
QCAL = 
l 




Subst.it.uindo a equação GV.9) em GV.19), t.em-se: 
t-• 
QCAL • < 1 - KARM ) E 
l 
KARM E QGER . . . 
i [ n tdh 
. l-J+i-1. VTDH j ] 
i.•o J ::; :i. 
t.-1 n t. dh i 
QCAL • < 1- KARM ) E 
l E 
i,:zo j ::; 1 




A equação <IV.20) most..-a a fo.-ma mult.iplicat.iva em que 
se .-elacionam os pa.-âmet..-os KARM e VTDH's na fo.-mulação do 
modelo. Essa fo.-ma mult.iplicat.i va, int..-insicament.e não 
linea.-, pode p.-ovoca.- o su.-giment.o de váz-ios pont.os de 
rn1nimos locais. Ou seja, pa.-a dife.-ent.es g.-upos de valo.-es 
de KARM e VTDH's podemos obt.e.- pequenos valo.-es de ftmção 
objet.ivo. 
pa.-cela QCAL da equação 
l-1 
A <IV.10), most.ra a 
int.e.-ação .-ecu.-siva ent..-e KARM e VTDH's que se est.ende at.é 
Dest.a forma, o o p.-imei.-o inst.ant.e de t.empo (t.=D. 
pa.-âmet..-o KARM influencia diret.ament.e nos VTDH's, impedindo 
uma at.uação independent.e 
pa.-âmet.ro KARM t.ambém 
desses pa.-âmet.ros. Além disso, o 
int.e.-age com o KSUP conforme 
observado na superfície .-espost.a da figu.-a <IV.1). 
As análises feit.as most.ram a necessidade de se.-em 
adotadas algumas medidas pa.-a superação de dificuldades, e 
assim to.-na.- a est.rut.u.-a da fase canal do modelo mais 
identificável. 
IV.3 - ESTRATE:GIAS PARA SUPERAÇ.tO DE DIFICULDADES 
A pequena ident.ificabilidade da fase canal do modelo 
SMAP-11 foi comprovada através da análise das superficies 
resposta, do cálculo do todice de sensibilidade e do 
desenvolviment.o das equações dest.a pa.-te do modelo. 
Em f'unção das dificuldades observadas, principalment.e 
relacionadas com inte.-ação ent.re pa.-âmetros e rn1nimos 
locais, adot.ou-se duas est.rat.égias com o objet.ivo de 
atenuá-las ou supe.-á-las. A primeira est.rat.égia está 
relacionada com a escolha do pont.o inicial a ser f'or-necido 
aos pa.-âmet.ros no começo da calibração e a out.ra refe.-e-se 
a uma reestrutu.-ação da fase canal do modelo. 
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IV.3.1 - Escolha do pont..o inicial 
A escolha do valor inicial a ser fornecido aos 
pa:r-âmet..ros no inicio da calibração é de grande import.ância 
par-a o processo de convergência dos pa:r-âmet..ros. Dest.a 
forma, a escolha desse pont..o não deve ser feit..a de forma 
aut.omát.ica, sem um conheciment..o prévio da est..rut.ura do 
modelo, do comport..ament.o e das ca:r-act..eríst..icas físicas dos 
pa:r-âmet..ros e da forma das superfícies respost..a geradas por 
eles. 
Ent..ret..ant..o, observa-se na lit..erat..ura ( DAWDY e 
O'DONNELL (1965), IBBITT e O'DONNELL (1971>, GUPTA e 
SOROOSHIAN (1985), HENDRICKSON, SOROOSHIAN e BRAZIL (1988), 
ROTUNNO <1989), SILVA (1990) ) que a eficiência da 
calibração vem sendo avaliada a pa:r-t.ir da convergência, ou 
não, dos pa:r-âmet..ros par-a uma solução conhecida, pa:r-t..indo-se 
de pont..os iniciais com desvios percent.uais em relação a 
essa solução. A figura <IV.5) ilust..ra est.e procediment..o 
par-a um exemplo com os pa:r-âmet.ros KSUP e KARM. 
Ksup 
0.75 Solucao 





Figura IV.5 - Pont.o inicial com desvios da solução 
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Essa forma de verificar a eficiência da calibração 
torna-se inadequada quando o ponto inicial estiver 
localizado em uma região da superficie resposta onde são 
encontrados minimos locais, pontos de sela, regiões de 
indiferença e vales alongados. Essas caract.erist.icas com 
certeza prejudicam a obt.enção dos valores ótimos dos 
parâmetros. 
Nas superficies resposta das figur-as <IV.1) a <IV.3) 
são observadas a maioria dessas caracteristicas 
result.ados da calibração do modelo ( t.abelas 
e pelos 
<IV.2) e 
<IV.4) ), a escolha do ponto inicial influenciou 
decisiva na convergência dos parâmet.ros para a 
para um ponto de mínimo local. 





i~ciais de até 
pont.o inicial e 
um parâmetro, podem ser obt.idos pontos 
dez vezes esse valor. Essa distância entre 
solução pode result.ar em dif'iculdades no 
processo de convergência dos parâmet.ros. Considerando que o 
valor ót.imo do parâmet.ro KARM é igual a 0,10 e que o ponto 
inicial de busca para esse parâmetro seja de menos 75% da 
solução (tabela <IV.4)), t.em-se que: 
Solução -+ KARM = 0,10 
} Solução = 4 x P.Inicial 
Ponto inicial -+ KARM • 0,025 
Além disso, não exist.e qualquer razão para se aument.ar 
desnecessariament.e as dificuldades no processo de 
calibração aut.omát.ica at.ravés da escolha de um ponto 
inicial a priori sabido desf'avorâvel. 
Numa aplicação prât.ica este procedimento t.orna-se 
inviável pois se desconhece a solução, sendo necessário 
atribuir valores aos parâmet.ros, selecionados de acordo com 
a experiência do hidrólogo. 
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Por, t.odos esses mot.ivos,. é desejável usar- um pont.o 
inicial mais favorável à calibração de forma a ajudar na 
obtenção do conjunto ótimo de parâmetros. 
Neste trabalho, diversamente dos critérios adotados 
por outros autores, porém mais coerente com as aplicações 
práticas, adotou-se a alternativa de manter o ponto inicial 
fixo e variar o conjunto solução usado para gerar as séries 
sintéticas. A figura <IV.ó) most.ra um exemplo deste 









0.60 1,00 Karm 
Figura IV.ó - Alernativa de escolha do ponto inicial 




de cada parâmetro 
na 
validade 
figura <IV.ó). Entretanto, 






conhecimento a respeito dos parâmetros, das superficies 
resposta geradas por eles, da estrutura do modelo e dos 
dados hidrométricos. Além disso, em uma aplicação prática 
podem ser usados conheciment..os a respeito das 
caracteristicas fisicas da bacia. Esse conjunto de medidas 
deve resultar em uma maior garantia de convergência para o 
ponto de minimo global. 
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Os desvios entre solução e ponto inicial são menores 
uma vez que é usado o ponto inicial central ou uma boa 
estimativa inicial do valor do parâmetro. Para 
exemplificar, considerando 
KARM seja 0,50, valor no 
se aplicarmos um desvio 
que o ponto inicial do parâmetro 
centro do intervalo de validade, 
de menos 75% do ponto inicial, o 
desvio máximo entre solução e ponto inicial será dado por: 
Solução -. KARM • O ,375 } Solução • 1,33 x P.Inicial Ponto inicial -. KARM • 0,500 
A principal vanta~em em usar essa alternativa para 










sim uma forma 
modelo através 
alternativa de 
trabalho, não é 
de atenuar os 









escolha do ponto inicial, 
mas uma medida estrutural 
calibração problemas na 
inicial mais adequado 




parâmetros do modelo, das superficies resposta ~eradas por 






apresentada uma medida estrutural 
das dificuldades observadas na 
calibração e na análise de sensibilidade dos parâmetros 
relacionados com a fase canal do modelo SMAP-II versão 
suavizada. 
IV.3.2 - Reestruturação da fase canal do modelo 
Para superar as dificuldades observadas na calibração 
do modelo, principalmente no que diz respeito aos 
de interação entre os parâmetros KARM x KSUP 
VTDH's, foi feita uma modificação na estrutura 
canal do modelo. 
problemas 
e KARM x 
da fase 
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A fase canal do modelo SMAP-II, conforme mencionado 
ant.eriorment.e, represent.a os efeit.os de t.ransl.ação da 
hidrógrafa at.ravés do canal principal e de amort.eciment.o 
por ar-mazenament.o na calha, de acordo com o modelo 
idealizado por CLARK (1945). 
o hist.ograma t.empo-área represent.a o efeit.o de 
t.ranslação da hidrógrafa sob a forma de um hidrograma 
unit.ário inst.ant.âneo (HUI) que não sofreu amort.eciment.o. 
Após a aplicação do efeit.o de amort.eciment.o, obt.ém-se o HUI 




2 s 2 S 4 5 1 
TRANSLACAO AMORTEOMENTO HUI AMORTECIDO 
Figura IV.7 - Fase canal do modelo 
A reest.rut.uração da fase canal do modelo, propost.a 
nesse t.rabalho, consis:t.iu na modelagem do HUI amort.ecido, 
reunindo 
calha. 
os efeit.os de t.ransl.ação e amort.eciment.o na 











- Vazão de saída do modelo no instante t (m /s); 
QGER . -
L - J +.i 
9 Vazão gerada pela fase terra do modelo (m 7s); 
u. - Ordenada do hidrograma unitário instantâneo 
J 
amortecido; e, 
ntdhu - Número de ordenadas do hidrograma unitário 
instantâneo amortecido. 
As ordenadas do 








(8) e (9) 
apresentadas na tabela (Ill.1), impostas aos parâmetros 
KARM e VTDH's do modelo original, foram substituidas por 
duas restrições impostas aos parâmetros U's: 
• O < Uj < 1,0 
ntdhu-1 
* 1,0 - E Uj ?: O 
j= i 
Na última restrição está incorporado que a soma das 
ordenadas do HUI amortecido é igual 1,0, exatamente igual 
ao caso anterior considerado. 
Com a alteração feita na fase canal do modelo, as 
derivadas da função objetivo em relação a cada parâmetro do 
modelo, necessárias ao algoritmo de otimização 
Quasi-Newton, também foram modificadas e estão apresentadas 
no apêndice 11A". 
No próximo capitulo são apresentados os resultados 
obtidos com a calibração do modelo, 





titulo de verificação, também foram calculados o indice de 
sensibilidade para cada parâmetro do modelo reformulado. 
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CAPITULO V 
ANALISE DOS RESULTADOS 
V.1 - PONTO INICIAL CENTRAL 
O modelo original foi calibrado, mantendo-se o ponto 
inicial no valor médio do intervalo de validade de cada 
parâmetro. O parâmetro NSAT foi considerado igual a 300 
para ativar o mecanismo de transbordamento do reservatório 
do solo, como sugerido por GUPTA e SOROOSHIAN (1985) na 
calibração do modelo SIXPAR. 
Em função 
anteriormente, 
das caracterisicas dos 





parâmetros não tiveram seus valores no centro do intervalo 
de validade. 
Para avaliar o desempenho da calibração frente a uma 
variedade de bacias, foram usadas várias séries sintéticas 
diferentes, determinadas a partir de 6 
considerados pontos extremos dentro 
significação de cada parâmetro. 
conjuntos solução 
do domínio de 
Esses pontos foram escolhidos pela maior distância 
existente entre ponto inicial e 
assim, uma maior dificuldade para o 
solução. 
solução, determinando 
algoritmo encontrar a 
A tabela CV.D apresenta os resultados da 





Tabela V.1 - Resultados da calibração para ponto inicial 
central utilizando-se seis séries sintéticas 
di:ferentes 
PAR. LIMITES P. INIC. SOL 1 SOL 2 SOL 3 SOL 4 SOL 5 SOL 6 
ABSI o - 10 5,00 9,50 9,50 9,50 9,50 9,50 9,50 
KSUP o - 1 0,50 0,05 0,05 0,95 0,05 0,05 0,05 
NSAT 0-1200 300,0 1100 1100 50 1100 50 1100 
CPER o - 1 0,50 0,95 0,95 0,05 0,95 0,95 0,05 
KPER o - 1 0,50 0,05 0.05 0,05 0,05 0.05 0,95 
KSUB o - 1 0,50 0,95 0,05 0,95 0,95 O, 10 0,95 
KARM o - 1 0,50 0,05 0,95 0,95 0,95 0,95 0,95 
VTDHt o - 1 0,50 0,90 0,90 0,90 0,90 0,90 0,90 
VTDH2 o - 1 0,40 0,06 0,06 0,06 0,06 0,06 0,06 










Os resultados mostram que em todas as séries 
sintéticas usadas, os parâmetros convergiram para a solução 
e a :função objetivo encontrada :foi pequena, menor que 10-~ 
Entretanto, quando se utilizou o ponto inicial cent.ral 
e o conjunt.o solução usado na :fase de análise de 
di:ficuldades (t.abelas <IV.ü a <IV.4)), os parâmet.ros 
convergiram para um pont.o de núnimo local apesar da 
obtenção de uma :função objet.ivo pequena. A tabela (V.2) a 













Pont.o inicial cent.ral ut.ilizando 
solução da t.abela <IV.D 
LIMITES SOLUÇÃO P.INICIAL 
o - 10 3,00 5,0 
o - 1 O ,75 0,5 
0-1200 600,0 300,0 
o - 1 0,30 0,5 
o - 1 0,015 0,5 
o - 1 0,992 0,5 
o - 1 O, 10 0,5 
o - 1 0,90 0,5 













F U N Ç Ã O O B J E T I V O 0,12x10 6 1,445 
Os result.ados da t.abela <V.2) most.ram que a seleção do 
ponto inicial cent.ral por si só não resolve int.esralment.e 
os problemas de convergência. Se a . est.rut.ura do modelo 
produzir núnimos locais não e><it.e alsorit.mo que garanta 
convergência para o núnimo global. Dest.a forma, o pont.o 
inicial apenas facilita ou dificult.a a obt.enção do pont.o de 
minimo slobal. 
Para o caso em análise, os valores iniciais atribuídos 
aos parâmet.ros KSUP e KARM estão localizados em uma resião 
da superficie respost.a onde se encont.ra um ponto de sela no 
espaço das duas dimensões consideradas (fisura <IV.D. A 
partir desta informação poderiam ser usados valores 
iniciais para os parâmet.ros KARM e KSUP que est.i vessem 
localizados em uma resião da superficie mais adequada. 
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Portanto, o uso do ponto inicial no cent..ro do 
intervalo de validade dos parâmetros é wna medida que 
atenua o problema mas não resolve o problema 
de:finitivamente. A seguir são apresentados os resultados da 
calibração considerando o modelo re:formulado. 
V.2 - CALIBRAÇÃO COM O MODELO REESTRUTURADO 
Na calibração do modelo re:formulado, :foram 
consideradas 5 ordenadas para o HUI amortecido 
representadas pelos parâmetros U's. A última ordenada 
:foi calculada em :função das demais, de :forma que a soma 
u 
" de 
todas as ordenadas :fosse igual a wn, seguindo a mesma 
metodologia empregada aos VTDH's. 
Foi utilizado ponto inicial no centro do intervalo de 
validade para todos os parâmetros, com exceção dos 
300 para at.ivar 
con:forme GUPTA e 
parâmetros NSAT (valor inicial igual a 





e da segunda, terceira 
ordenadas dos U's. 
do 
A tabela (V.3) apresenta 
modelo re:formulado. Deve 





parâmetros que não :foram modi:ficados tiveram seus valores 
iniciais mantidos nos mesmos valores da t.abela <V.2). 















calibração com o modelo 















Os result.ados obt.idos na t.abela <V.3), most.ram que 
t.odos os parârnet.ros convergiram para a solução e a função 
objet.ivo foi pequena, da ordem de 10- 6 . Comparando est.es 
result.ados com aqueles obt.idos para o modelo original 
(t.abela V.2), pode ser observado que as dificuldades de 
convergência para pont.os de minimos locais foram superadas. 
Dest.a f"orma, é provável que a ident.ificabilidade 
est.rut.ural do modelo t.enha melhorado após a reest.rut.uração. 
Para comprovar est.a melhora, foi calculado o indice de 
sensibilidade para cada parârnet.ro do modelo reformulado. Os 
result.ados são apresent.ados na t.abela <V.4) a seguir. 
Tabela V.4 -
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!ndice de sensibilidade dos par-âmet.ros 
modelo reformulado 
PARÃMETROS SOLUÇÃO '/) i 
ABSI 3,00 2,06 
KSUP 0,75 3,18 
NSAT 600,0 4, 19 
CPER O ,30 3,40 
KPER 0,015 4,91 
KSUB 0,992 1,82 
U1 0,90 4,40 
U2 0,04 2,86 
Us 0,03 2,39 
u .. 0,02 1,54 
do 
Compar-ando est.es últ.imos result.ados com aqueles 
exibidos na t.abela <IV.5) par-a o modelo orisinal, podemos 
ver que houve uma diminuição sisnificat.iva no indice de 
sensibilidade dos par-âmet.ros relacionados com a fase canal 
do modelo reformulado. Os demais par-âmet.ros permaneceram 
com valores de indice de sensibilidade aproximadament.e 
isuais aos valores obt.idos par-a o modelo orisinal. 
Esses result.ados indicam que a reformulação feit.a na 
par-t.e canal do modelo SMAP-II versão suavizada most.rou-se 
eficient.e, melhorando a ident.ificabilidade est.rut.ural do 
modelo para a série de dados ut.ilizada. Ent.ret.ant.o, como a 
modificação feit.a na fase canal do modelo t.em uma base 
fisica, acredit.a-se que a melhora obt.ida deve ser alcançada 
par-a qualquer série de dados a ser usada. Além disso, foram 
realizados alsuns t.est.es com séries sint.ét.icas diferent.es e 
os result.ados confirmam a melhora na ident.ificabilidade 
est.rut.ural do modelo. 
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CAP!TULO VI 
ESTUDO DO PARAMETRO À DA PENALIZAÇ~O 
Com o objetivo de supe:r-ar algumas diflculdades na 
calib:r-ação do modelo SMAP-II versão suavizada, fo:r-am 
implementadas a :r-eest:r-utu:r-ação da fase canal do modelo e 
uma alte:r-nativa para seleção do ponto inicial. Apesar 
dessas implementações, ainda pe:r-du:r-am algumas questões de 
natu:r-eza computacional, que solucionadas podem melho:r-ar 
ainda mais o desempenho do p:r-ocesso de calib:r-ação 
automática. 
Neste capitulo são abo:r-dadas questões tais como: valo:r-





do parâmet:r-o À da penalização 
À ent:r-e minimizações (À k + 1 ) e 
p:r-ecisão de cada minimização <ACC) usada na :r-eg:r-a de parada 
da :r-otina de otimização sem :r-est:r-ições. 
Embo:r-a não sejam questões cent:r-ais, o desempenho de 
todo p:r-ocesso pode ficar comp:r-ometido se essas questões não 
tive:r-em o me:r-ecido cuidado e o devido equacionamento. 
Na fase de calib:r-ação do modelo tanto na fo:r-ma 
o:r-iginal como após a :r-eest:r-utu:r-ação da fase canal, capitulo 
IV, fo:r-am adotados os seguintes valo:r-es para as variáveis 
citadas acima: 
• À .. 1000 L 




7 • --- p -p 
• À k +1. - q Àk, q • 10-• 
dlc 
Àk 
• .. 1000 
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valores ótimos para cada uma delas. Esse estudo 
elaborado de Corma a garantir a convergência do processo. 
VI.1 - VALORES INICIAL E FINAL DE À 



















suavização, uma vez que esses dois parâmetros estão 




À Àk+i e 
r' 
dos testes de calibração, os 
ACC Coram mantidos em seus valores 
originais e tomou-se como fixo o seguinte ponto inicial no 
centro da região viável: 
ABSI = 5,00 
KPER • 0,50 
U3 • 0,07 
KSUP • 0,50 
KSUB • 0,50 
u .. • 0,02 
NSAT • 300,0 CPER • 0,50 
U1 "' 0,50 Uz • 0,40 
Como conjunto solução utilizou-se o ponto especiCicado 
na tabela (V.3). 
A tabela (Vl.1) apresenta o tempo de pz-ocessamento 
para cada À testado. o tempo de processamento está 
especi1icado em minutos do computadoz- IBM 4381 com uma 
53 digitos binários 15,9546 digitas precisão 
decimais. 
de 
Este tempo coz-responde 
ou 
ao tempo total do 
processo, onde o parâmetz-o da penalização é atualizado a 
cada minimização a partir do valor inicial À até atingir o 
valor Cinal Àf, coruoz-me descrito no item 111.3. 
Tabela Vl.1 -
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Tempo t.ot.al de processament.o para dif"erent.es 
À 's 
i 
À TEMPO DE CPU 
L 
1 27:04 











10000 32:06 <•> 
<•> - Os parâmet.ros não convergiram para a solução. 
Pelos result.ados da t.abela (Vl.1), observa-se que os 
menores t.empos de processament.o são obt.idos para À 
L 
variando ent.re 625 e 1000. Valores ext.eriores ao int.ervalo 
f"ornecem um t.empo de processament.o maior, compromet.endo em 
alguns casos a obt.enção dos valores ót.imos dos parâmet.ros. 
Com relação ao valor f"inal "-r• est.a variável est.á 
associada diret.ament.e com a precisão desejada no valor da 
f"unção objet.ivo. Foi adot.ada a seguint.e definição para 
precisão: 
p • log < f"(8)) 
'º 
Est.a f"órmula est.abelece a p:r-ecisão como sendo 
aproximadament.e o número de casas decimais <zeros> ant.es do 
79 
primeiro algarismo significativo (diferente de zero). Deve 
ser observado que a definição da precisão p só é válida 
para séries sintéticas. 
Para a faixa de valores de À entre 625 e 1000, 
' correspondent.e aos menores t.empos de processament.o, foram 





de cada minimização. Os 
tabela (Vl.2), onde os 
resultados 
valores da 
coluna .. Tempo CPU" estão especi:f"icados em minut.os do 
computador IBM 4381. 
Os valores da precisão ACC e da atualização de À para 
a minimização seguinte (À k + 1 ) foram mantidos em seus 
valores originais, utilizados no capitulo IV. Como existem 
limites inferiores para Àf e d, abaixo dos quais ocorrem 
desastres numéricos (devido a estar trabalhando no limite 
de precisão da máquina: 53 dl.gitos binários de precisão ou 
15,9546 dl.gitos decimais), são apresentados resultados até 
a minimização onde não se verifica tais problemas. 
A figura (Vl.1) apresenta os resultados da tabela 
(Vl.2) sob a forma de gráficos de precisão p x tempo de 
processament.o, para cada À 
i 
testado. Nesses gráficos, 
obtém-se uma estimativa do tempo de processamento a ser 
gasto na calibração do modelo, em função do 




Para uma série com diferente número de observações, 
indica-se fazer uma correção linear,. na medida em que o 
tempo total de processamento é dominado pelo tempo de 
cálculo da função objetivo que por sua vez é linearmente 
dependente do número de observações da série. 
Tabela VI.2 -
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Função Objet.ivo, precisão p e tempo 
processamento de cada minimização. 
(625!> À < 1000, ACC•À k /107 e À k+ 1 • À k .10- 1 ) ,-
À Minimização F .Objetivo Precisão Tempo CPU 
' Acumulado ( • > 
1000 1 0,139x10 
z -1,1457 9 :43 
2 0,16002 0,7958 11 :35 
3 0,416x10 
-2 
2,3813 12: 15 
4 0,162x10 
-4 




900 1 0,114x10 
2 -1,0560 9:17 
2 0,12993 0,8863 10 :58 
3 0,307x10 
-z 2,5130 11 :38 
4 0,132x10 
-, 
4,8809 13: 16 
5 0,127x10 
-6 
6,8955 13 :56 
800 1 0,905x10 • -o ,9566 9:05 
2 0,10289 0,9876 1 O :43 
3 0,219x10 
-2 
2,6587 11 :23 
4 0,104x10 
-, 
4,9833 13 :25 
5 0,994x10 
-7 
7,0025 14 :05 
700 1 0,699x10 • -0,8445 8:57 
2 0,789x10 -• 1,1027 10 :37 
3 0,151x10 
-z 
2,8203 11: 14 
4 0,795x10 
_,, 
5,0995 13 :21 
5 0,758x10 
-? 
7, 1206 14 :01 
650 1 0,606x10 • -0,7826 8:23 
2 0,681x10 -• 1,1666 1 O :01 
3 0,124x10 
-z 2,9077 10 :38 
4 0,686x10 - " 5,1639 13: 14 
5 0,640x10 
-7 
7,1936 13 :46 
625 1 0,5621x10 • -0,7498 8:31 
2 0,630x10 -• 1,2004 1 O: 11 
3 0,111x10 
-z 2,9530 10 :48 
4 0,634x10 - " 5,1979 12 :39 
5 0,592x10 
-? 
7,2277 13: 19 
































>-. a: 1000 
14 
TEMPO DE PROCESSAMENTO ( min) 
Fii;ura Vl.1 - Precisão p x t.empo de processament.o 




Verifica-se na figUl'a (Vl.1), pal'a 
i~uais: a 650, 700, 800 e 900 e pr-ecis:ão p 
que os: tempos: de processamento s:ão muito 
compar-ados aos tempos de processamento 
obtém-se uma economia de cerca de 
valores de À 
i 





1 minuto de 
processament.o. Por out.ro lado, a maior economia, da ordem 
de 2 minutos:, é obtida com a escolha de À • 625. 
t 
Pal'a precisão p inferior a 4,0, a melhor escolha 
corresponde a À.• 
' 
650, com uma economia de cerca de 2 
minutos: em relação ao tempo de processamento obtido pal'a 
À • 1000. 
t 
Um ponto importante que pode s:er observado na figUl'a 
(VI.D e na tabela (Vl.2) é que a primeira minimização 
gasta um tempo de processamento dominantemente maior que as: 
demais:, em todos: os: À, testados:. 
Pal'a um nivel de precisão de duas: casas: decimais:, 
valor mais: do que suficiente qualquer aplicação 
prática em hidrologia, es:s:a minimização inicial corresponde 
a cerca de 75% a 80% do tempo de processamento total. 
A dominância absoluta da minimização inicial sobre o 
tempo total r-es:s:alta a importância da escolha de um ponto 
inicial adequado. Pontos: iniciais: escolhidos: a pal'tir- de 
desvios: da solução, como aqueles: tradicionalmente adotados: 
na literatura <DAWDY e O'DONNELL (1965), IBBITT e O'DONNELL 
(1971), GUPTA e SOROOSHIAN (1985), ROTUNNO 
outros:) podem aumenta!' 




No próximo item, s:ão estudadas: alternativas: 
e 
de 
redução do tempo de processamento, não s:ó na primeira 
minimização como em todo o processo, a pal'tir de mudanças: 
na precisão de cada minimização (ACC). 
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VI.2 - PRECISÃO DE CADA MINIMIZAÇÃO (ACC) 
A variável de precisão ACC, usada na regra de parada 
da rot..ina de minimização sem rest..rições, é at..ualizada a 
cada minimização pelo valor do parâmet..ro À dividido por uma 
const..ant..e "p" igual a 10
7
. Port..ant..o, para cada minimização 
t..em-se um valor di:ferent..e para ACC. 
Com o objet..ivo de reduzir o t..empo de processament..o 
gast..o na calibração do modelo, :foram t..est..ados diversos 
valores para a variável de precisão ACC a part..ir de 
mudanças no valor da const..ant..e p. Esses t..est..es :foram :feit..os 
para uma :faixa de valores de p ent..re 1 e considerando 
valores de À( • 1000 e À f • 10-.. ou o valor limit..e abaixo do 
qual ocorrem desast..res numéricos, conforme mencionado 
ant..eriorment..e. 
" Veri:ficou-se que valores de p ent..re 1 e 10 aument..am o 
t..empo de processament..o. Por out.ro lado, para valores de p 
ent..re 1 e 10
2 
os parâmet..ros do modelo não convergem para a 
solução. 
Ent..re os set..e valores t..est..ados, o menor t..empo de 
processament..o :foi verificado para p • Esse result.ado 





result..ados do t..empo 






e À ent..re 625 e 1000 
apresent..ados na t..abela (Vl.3). 
A :figura <VI.2) apresent.a esses result.ados sob a :forma 
de grá:ficos da precisão 
cada À. usado. 
L 
p >< t..empo de processament..o para 
Tabela VI.3 -
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Função Objet.ivo, pr-ecisão p e t.empo de 
pr-ocessament.o de cada minimização. 
(625 ~À< 1000, ACC•Ã.k/106 e Àk+•. Àk.10-•) ,-
À. Minimização F .Ob jet.i vo Pr-ecisão Tempo CPU 
' Acumulado ( • > 
1000 1 
2 
-1, 1457 9:43 0,139x10 
2 • -0,7509 1 O: 15 0,563x10 
3 
-2 
2,7893 11 :55 0,162x10 
4 -• 4,7792 12 :29 0,166x10 
5 
-6 
6,2711 13 :06 0,536x10 
900 1 
2 
-1,0569 8 :37 0,114x10 
2 • -0,5925 9:09 0,391x10 
3 
-2 
2,8808 10 :47 0,132x10 
4 -• 4,8724 11 :21 O, 134x10 
5 
-6 
6,4062 11 :58 0,393x10 
6 
-6 
6,6121 12 :46 0,244x10 
800 1 • -0,9566 9:03 0,905x10 
2 • -0,4213 9:37 0,263x10 
3 
-2 
2,9831 11: 15 0,104x10 
4 -• 4,9766 11 :49 0,106x10 
5 
-6 
6,5862 12 :26 0,259x10 
6 
-6 
6,8198 13 :29 0,151x10 
7 
-6 
6,8227 14 :27 0,150x10 
700 1 • -0,8445 8:56 0,699x10 
2 • -0,2241 9:30 0,168x10 
3 
-9 
3,0991 11 :05 0,796x10 
4 
-5 
5,0942 11 :39 0,805x10 
5 
-6 
6,7718 12: 16 0,169x10 
6 
-? 
7,0435 13: 11 0,905x10 
7 
-? 
7,0587 14 :27 0,874x10 
650 1 • -0,8043 7:40 0,637x10 
2 • -0,2476 8 :12 0,177x10 
3 
-9 
3,1635 9:58 0,686x10 
4 
-5 
5, 1594 1 O :32 0,693x10 
5 
-6 
6,8718 11 :09 0,134x10 
6 
-? 
7,7589 13: 10 0,174x10 
7 
-? 
7,7991 14 :03 0,159x10 
1 • -0,7506 7:55 625 0,563x10 
2 • -0,0554 8:27 0,114x10 
3 
-9 
3, 1975 1 O: 13 0,635x10 
4 
-5 
5,1938 10 :47 0,640x10 
5 
-6 
6,9310 11 :24 0,117x10 
6 
-? 
7,2562 12 :20 0,554x10 
7 
-? 
7,2608 13: 18 0,549x10 
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Os resultados apresentados na tabela <VI.3) e na 
figura (Vl.2) indicam que :>... • 650 represent.a a escolha mais 
' apropriada, com uma redução no t.empo de processament.o de 
cerca de dois minut.os quando comparada à :>.. = 1000. 
' 
Comparando o gráfico para >,_. = 
' 
650 da figura (Vl.2) com 
o gráfico relat.ivo a >,_. - 1000 da figura (VI.D que 
' represent.a a calibração original do modelo, houve uma 
redução média de 25% de t.empo de processamento. De t.oda 
sorte, mesmo com a 










observada redução significat.iva no t.empo de processament.o. 
Após est.a et.apa desenvolveu-se análises visando 
reduzir o t.empo de processament.o, em part.icular da primeira 
minimização, at.ravés da modificação da est.rutura da equação 
da precisão ACC de forma a t.orná-la independent.e do valor 
de >,_ em cada minimização. Essa modificação baseia-se no 
fat.o de que a primeira minimização t.rabalha com valores 
elevados de função objet.ivo, d e X, não sendo necessário 
uma precisão ACC da ordem de 10-
4
. 
Para isso, a variável ACC foi t.ransformada em vet.or 
onde cada coordenada dest.e vet.or é o valor da precisão em 
cada minimização, não t.endo dessa maneira qualquer 
vinculação com. o parâmet.ro :>... As t.abelas (Vl.4) a <VI.8) 
apresent.am os valores de t.empo de processament.o e função 
objetivo para cada um dos cinco vet.ores de precisão 
adot.ados. Os t.est.es realizados correspondem a um valor 
inicial >,_, • 1000 e o valor final >,_ f segue a met.odologia 
adot.ada anteriorment.e. 
Tabela VI.4 - 1~ vet.or adotado para a variável ACC 





























Tabela VI.5 - 2~ vetor- adotado par-a a va:r-iá.vel ACC 
Minimizaçía'.o ACC F.Objetivo Tempo CPU 
1 10-• 0,88x10 !S 45 
2 10- 2 O, 13x10 • 5:02 
3 10- 9 0,15x10 -• 10:53 
4 10- 5 0,13x10 -· 33 




Tabela VI.6 - 3- vetor- adotado par-a a va:r-iá.vel ACC 
Minimizaçía'.o ACC F.Objetivo Tempo CPU 
1 10-• 0,88x10 !S 44 
2 10- 2 0,13x10 • 5:00 
3 10- 2 0,18x10 9 8:21 
4 10-• 0,17x10 9 32 
5 10- 6 0,32 8:21 
o 
Tabela VI.7 - 4- vetor- adotado par-a a va:r-iá.vel ACC 
Minimizaçía'.o ACC F.Objetivo Tempo CPU 
1 1,0 0,76x10 !S 44 
2 10- 2 O, 13x10 • 5:00 
3 10- 9 0,46 9:16 






Tabela VI.8 - 5- vetor- adotado par-a a va:r-iá.vel ACC 
Minimizaçía'.o ACC F.Objetivo Tempo CPU 
1 10- 2 0,41x10 • 2:47 
2 10-" 0, 16 10:33 
3 10- 6 0,41x10 
-2 40 
4 10- 7 0,16x10 -• 1:53 
5 10-e O, 16x10 
-6 41 
88 
Os result.ados das t.abelas <IV.2) a <IV.8) most.ram que 
em t.odos os casos houve uma redução no t.empo 
processament.o da primeira minimização. Ent.ret.ant.o, 
de 
est.a 
de redução é compensada por acréscimos no t.empo 
processament.o das minimizações seguint.es. 
Por exemplo, no primeiro vet.or adot.ado (t.abela(Vl.4)) 
são gast.os cerca de dez 
uma função objet.ivo de 
minut.os de processament.o para 
2 
0,14x10 , enquant.o no t.erceiro 
obt.er 
vet.or 
(t.abela (VI.ó)) são gast.os cerca de quarent.a segundos para 
5 
obt.er uma função objet.ivo igual a 0,88x10 . Como esse valor 
de função objet.ivo é grande, o algorit.mo gast.a na segunda e 
t.erceira minimizações cerca de cinco e oit.o minut.os 
respect.ivarnent.e 
um pat.amar de 
para reduzir o valor de função objet.ivo a 
3 
0,18x10 . Ou seja, a economia de t.empo na 
primeira minimização é compensada pelo acréscimo nas duas 
minimizações seguint.es. 
De t.odos os vet.ores adot.ados, o menor t.empo de 
processament.o foi obt.ido pelo primeiro vet.or, apresent.ado 
na t.abela (Vl.4). Ent.ret.ant.o, comparando-se est.es 
result.ados com aqueles apresent.ados na t.abela <VI.3) não 
houve redução do t.empo de processament.o. 
Dest.a forma, podemos concluir que o t.empo t.ot.al de 
processament.o foi sensivel à mudança feit.a na met.odologia 
de definição da variável ACC mas não foi reduzido. 
VI.3 - VARIAÇÃO DO À ENTRE MINIMIZAÇÕES (À"-,.
1
) 
O parãmet.ro À da penalização hiperbólica t.em sido 
at.ualizado a cada minimização a part.ir do valor de À no 
-1 
final da minimização mult.iplicado por uma const.ant.e q=10 . 
Também com o objet.ivo de reduzir o t.empo de 
processament.o, íoram t.est.ados diferent.es valores para a 
const.ant.e q. Os result.ados para q • 10-
2 
e À variando 
89 
ent.l'e 625 e 1000 são apl'esent.ados na t.abela <VI.9). A 
fig:ul'a (Vl.3) mostl'a esses l'esult.ados sob a for-ma de 
g:r-áficos da pr-ecisão p " t.empo de pr-ocessament.o. 
Tabela VI.9 - Função Objetivo, pr-ecisão p e t.empo 
pr-ocessament.o de cada minimização. 
(625 :$À< 1000, ACC•Ãk/106 e Àk-+-t•Àk.10- 2 ) .-
À Minimização F .Ob jet.i vo Pr-ecisão Tempo CPU 
Acumulado 
( 1 ) 
1000 1 O, 139x10 
2 -1, 1457 9:42 
2 0,162x10 
-2 
2,7893 11 :25 
3 0,558x10 
-6 
6,2538 12 :02 
4 0,372x10 
-6 
6,4301 13 :06 
900 1 o, 114><10 2 -1,0569 8:35 
2 O, 132x10 
-z 2,8808 1 O: 15 
3 0,378x10 
-6 
6,4223 10 :52 
4 0,343x10 
-? 
7,4649 12 :40 
800 1 0,905x10 
1 -0,9566 9:01 
2 0,104x10 
-2 
2,9831 1 O :41 
3 0,265x10 
-6 
6,5766 11: 18 





3,0991 1 O :33 
3 0,169x10 
-6 
6,7714 11: 10 
4 0,869x10 
-? 
7,0609 12: 16 






3 O, 132x10 
-6 
6,8804 1 O :00 
4 0,647x10 
-? 
7,1893 1 O :58 
625 1 0,563x10 
1 -0,7506 7:54 
2 0,635x10 
-9 
3, 1975 9:29 
3 0,116x10 
-6 
6,9359 10 :09 
4 0,539x10 
-? 
7,2683 11 :04 
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Os result.ados confirmam que o valor inicial À•650é 
' a escolha mais adequada. Para est.e valor de À . , os t.empos 
L 
de pr-ocessament.o obt.idos para q (t.abela (Vl.9)) são 
inf'er-ior-es aos obt.idos para q • 10- 1 (t.abela <VI.3)), para 
t.odas as minimizações a menos da primeira que mant.ém um 
valor obviament.e igual. 
Comparando-se 
calibração original, 
o gráfico de À. 
L 
• 1000 correspondent.e .à 
figura <VI.D, com o gráfico de À -
' 650 onde são considerados q - e p - figura 
CVI.3), obt.ém-se para precisão p ent.re 2 e 6, redução no 
t.empo de processament.o conforme indicado na t.abela (VI.10). 
Tabela VI.10 - Redução no t.empo de processament.o 
TEMPO CPU TEMPO CPU REDUÇÃO 
p À.= 1000 À.= 650 NO 
L ' -1 7 -2 6 TEMPO CPU <q=10 , p:;;;10 ) <q=10 .p=10 ) 
2 12:05 8:54 25% 
4 13:39 9:32 30% 
6 14:45 9:51 35% 
A vist.a dos result.ados comput.acionais obt.idos para a 
série de dados ut.ilizada nest.e est.udo, é possivel sugerir a 
adoção dos seguint.es valores para as 
e >..k ... •: 
1. À,= 650. 
variáveis À. , 
' 
2. Àr' deve ser escolhido de acordo com a 
desejada. 
3. ACC '" p 
6 
onde p • 10 
-2 
onde q • 10 
precisão 
VI.1 - CONCLUSOES 
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CAPITULO VII 
CONCLUSOES E RECOMENDAÇOES 
A parti:r- dos resultados obtidos na calib:r-ação do 
modelo suavizado foram 
dificuldades no processo 
Para identificar a origem 
observadas, em alguns casos, 




análises das superficies resposta dos parâmet:r-os KSUP, KARM 
e VTDH,, calculou-se o índice de sensibilidade de cada 
parâmet:r-o do modelo e foram desenvolvidas as equações da 
fase canal do modelo. Essas medidas adotadas ensejaram as 
seguintes conclusões: 
• As superfícies respostas dos parâmetros KARM >< KSUP 
e KARM >< VTDH• possuem vales alongados decorrentes de uma 
f'orte interação entre esses parâmetros, minimos locais e 
regiões de indif'erença. 
• Os valores elevados de indice de sensibilidade 
obtidos para os parâmetros KARM e VTDH's, indicaram a 
pequena ident.ificabilidade da estrutura da f'ase canal do 
modelo. 
• O desenvolvimento das equações da fase canal mostrou 
a f'orma multiplicativa, altamente não 
relacionam KARM e VTDH's. Essa forma 
linear, em que se 
multiplicativa deve 
ser responsável pelo surgimento de pontos de minimos locais 
e de interação ent.re esses parâmet.:ros. 







atenuar os problemas 
escolha do ponto inicial 
e :r-eestruturação da fase canal do modelo, proporcionaram as 
seguintes conclusões: 
• A escolha do ponto inicial a ser usado no inicio da 
calibração é de grande importância para o processo de 
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convergência dos parârnet.ros. 
• A alt.ernat.iva aqui adot.ada de mant.er o pont.o inicial 
fixo, no cent.ro do int.ervalo de validade dos parârnet.ros, 
por si só não resolve os problemas de convergência. Se a 
est.rut.ura do modelo for t.al que produza int.erdependência 
ent.re os parârnet.ros e minimos locais, não exist.em garant.ias 
do processo convergir para a solução ót.ima global. 
• Uma forma de at.enuar esse problema é est.imar os 
valores iniciais dos parârnet.ros a part.ir de informações a 
respeit.o da bacia hidrográfica, da análise das superficies 
respost.a e da experiência do hidrólogo com o modelo. Out.ra 







Por exemplo, no 
parârnet.ros KSUP e 
modelo 
KSUB 
poderiam ser est.imados a part.ir dos mét.odos de separação 
dos component.es do hidrograma. 
• A maior ident.ificabilidade da fase canal do modelo 
após a reest.rut.uração foi comprovada pelos valores pequenos 
de indice de sensibilidade obt.idos para os parârnet.ros KSUP 
e U's. Tal alt.ernat.iva most.rou-se eficient.e, superando os 
problemas de convergência para minimos locais · e de 
int.eração ent.re parârnet.ros. 
Quant.o ao est.udo do parârnet.ro À da penalização 
hiperbólica, mét.odo responsável pela t.ransformação do 
problema rest.rit.o original numa seqüência de problemas 
irrest.rit.os, foram feit.as diversas t.ent.at.ivas no sent.ido de 
reduzir o t.empo de processament.o gast.o na calibração do 
modelo. Essas t.ent.at.ivas abordaram os valores inicial (À.) 
' e final (Àf ), a precisão de cada minimização (ACC) e a 
variação do À ent.re minimizações. Concluiu-se que: 
• A primeira minimização gast.a um t.empo de 
processament.o dominant.ement.e maior que as demais, em t.odos 
os À t.est.ados. Essa dominância ressalt.a a import.ância da 
' escolha de um pont.o inicial adequado. 
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• Apesar de todos os testes e mudanças realizadas não 
houve diminuição significativa do t.empo de processamento. 
A redução máxima alcançada foi da ordem de 35% para uma 
precisão p de seis casas decimais. 
VI.2 - RECOMENDAÇõES 
Com o desenvolvimento das pesquisas na área de 
calibração automática de modelos 
principalmente após a aplicação de técnicas 




primeira e segunda ordem foram superadas. Verifica-se nesse 
trabalho e em SILVA (1990) a eficiência e o bom desempenho 
do método Quasi-Newton com atualização BFGS. 
No entanto, recomenda-se a utilização da técnica de 
suavização e do método de penalização hiperbólica, XAVIER 
(1982), em modelos mais complexos com o objetivo de 
verificar a performance da técnica empregada. 
O sucesso obtido na calibração automática do modelo 
SMAP-II, versão suavizada, foi alcançado trabalhando-se em 
todo domínio de significação fisica dos parâmetros. E: 
evidente, que se existir qualquer informação hidrológica 
para delimitar mais precisamente o domínio de validade dos 
parâmetros (através da inclusão de outras restriçêSes ou do 
estreitamento da faixa de validade), a convergência para a 
solução ótima do problema será favorecida. Desta forma, em 
um caso prático recomenda-se a utilização de restriçêSes 
barrando o parâmetro a uma faixa de valores compatível com 
a bacia em estudo. 
Os estudos efetuados no presente trabalho demonstraram 
a necessidade do estabelecimento de estruturas de modelos 
com maior identificabilidade. Assim, o hidrólogo ao 
construir ou escolher um modelo deve ter em mente todas as 
implicaçêSes matemáticas provenientes da representação dos 
processos físicos, principalment.e no que diz respeito á não 
linearidade das funçêSes do modelo. 
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APE:NDICE A 
DERIVADAS DAS FUNÇõES RELACIONADAS COM A NOVA FASE CANAL DO 
MODELO 
A derivada da função objetivo é expressa por: 
nobs 
FO - E ( QCAL - QOBS )
2 
l l 
t = :l 
nobs 
DFO ( 1. . N) = E 
t = :1 
2. ( QCAL - QOBS ) . DQCAL« .. N> 
l l 
Onde: 
nobs - número de observaç5es 
N - número de parâmetros, correspondente a: 
1 - ABSI 
2 - KSUP 
3 - NSAT 
4 - CPER 
5 - KPER 
6 - KSUP 
7 em diante - ordenadas do HUI - U 
ntdhu 
Lembrando que: QCAL • 
l E 
j =,. 
QGER . . U. 
t-J+1 J 
As derivadas de QCAL são expressas por: 
- Com relação a ABSI, KSUP, NSAT, CPER, KPER e KSUB 
ntdhu 
DQCAL(t .. 6) • E 
j =,. 
u. DQGER <t+'--j, 1 ... <S> 
J 
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As derivadas de 
SILVA (1990). 
DQGER <tH-j, 1. .• 6l est:ã'.o descritas em 
- Com relação aos U's 
Se ntdhu • 5, os valores de QCAL nos cinco primeiros 
instantes de tempo s:ã'.o: 
QCAL • QGER .U • • • 
QCAL • QGER .U + QGER .U 
2 2 • 1 2 
QCAL • QGER .U + QGER .U + QGER .U 
9 9 1 2 2 1 9 
QCAL • QGER .U + QGER .U + QGER .U + QGER .U 
' ' 1 9 2 2 9 1 ' 
QCAL • QGER .U + QGER .U + QGER .U + QGER .U + QGER .U 
5 5 1 4 2 3 9 2 4 1 5 
Como a última ordenada u é f'unç:ã'.o das ordenadas 
5 
ant.eriores, t..em-se: 
QCAL • QGER .u + QGER. u + QGER. u + QGER . u 
5 5 1 ' 2 9 9 2 
+ QGER . (1 - u - u - u - u ) 
1 1 2 9 ' 
A derivada de QCAL em relaçl!i'.o a U será expressa por: 
1 
. Em t • 1 .. 
.Emt•2 .. 
. Em t • 3 .. 
.Emt•4 .. 
. Em t • 5 .. 
DQCAL (7) • QGER 
1 
DQCAL (7) • QGER 
2 
DQCAL (7) • QGER 
9 
DQCAL (7) • QGER .. 




De forma genérica, as derivadas de QCAL em relação aos U's 
são: 





N varia ent.re 7 e (6 + nt.dhu-D; 
e 
(t. + 7 - N) ~ 1 
<t. + 1 -nt.dhu) ~ 1 
