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F irst measurem ents of the differential cross sections d 3a /(d p T d y Ydyjet) for the inclusive produc­
tion of a photon in association w ith a heavy quark (b, c) je t are presented, covering photon transverse 
m om enta 30 <  pT < 150 GeV, photon rapidities |yY | <  1.0, je t rapidities |y jet | <  0.8, and je t trans­
verse m om enta p T  >  15 GeV. The results are based on an integrated luminosity of 1 fb_ 1  in pp 
collisions at *Js =  1.96 TeV recorded with the DO detector at the Fermilab Tevatron Collider. The 
results are compared w ith next-to-leading order perturbative QCD predictions.
PACS num bers: 13.85.Qk, 12.38.Qk
4Photons (y) produced in association w ith heavy quarks 
Q (=  c or b) in the final s ta te  of hadron-hadron in terac­
tions provide valuable inform ation about the  parto n  dis­
tribu tions of the initial s ta te  hadrons [1, 2]. Such events 
are produced prim arily  th rough the QCD Compton-like 
scattering process gQ ^  yQ , which dom inates up to  pho­
ton  transverse m om enta (pT) of ~  90 GeV for y +  c +  X  
and up to  ~  120 GeV for y +  b +  X  production, bu t also 
th rough quark-an tiquark  annihilation qq ^  Yg ^  YQ'?. 
Consequently, y + Q + X  production is sensitive to  the  b, c, 
and gluon (g) densities w ithin the colliding hadrons, and 
can provide constrain ts on parto n  d istribu tion  functions 
(PD Fs) th a t have substan tia l uncertainties [3, 4]. The 
heavy quark  and gluon content is an im portan t aspect of 
QCD dynam ics and of the fundam ental s truc tu re  of the 
proton. In particular, m any searches for new physics, e.g. 
for certain  Higgs boson production modes [5, 6, 7, 8], will 
benefit from a more precise knowledge of the heavy quark 
and gluon content of the  proton.
This L etter presents the first m easurem ents of the in­
clusive differential cross sections d 3a /(d p T d y 7 dyjet) for
Y +  b +  X  and y +  c +  X  production  in pp collisions, 
where and yjet are the photon and je t rapidities [9]. 
The results are based on an in tegrated  lum inosity of 
1.02 ±  0.06 fb_1 [10] collected w ith the DO detector [11] 
a t the Ferm ilab Tevatron Collider a t a/s =  1.96 TeV. 
The highest p T (leading) photon and je t are required to  
have |yY | <  1.0 and |yjet| <  0 .8, and transverse mom en­
tu m  30 <  pT <  150 GeV and  p ^  >  15 GeV. This se­
lection allows one to  probe PD Fs in the range of parton- 
m om entum  fractions 0.01 <  x <  0.3, and hard  scatter 
scales of 9 x 102 <  Q 2 =  (pT )2 <  2 x 104 GeV2. Dif­
ferential cross sections are presented for two regions of 
kinem atics, defined by yjet >  0 and  yjet <  0. These 
two regions provide greater sensitivity to  the  parto n  x 
because they  probe different sets of x i and  x 2 intervals, 
as discussed in Ref. [12].
The triggers for this analysis identify clusters of large 
electrom agnetic (EM) energy, and are based on pT and on 
the spatia l d istribu tion  of energy in the photon shower. 
The trigger efficiency is «96%  for photon candidates w ith 
pT =  30 GeV and rises to  nearly  100% for pT >  40 GeV.
To reconstruct photon  candidates, towers [11] w ith 
large depositions of energy are used as seeds to  create 
clusters of energy in the  EM calorim eter in a cone of ra­
dius 1Z =  0.4, where 1Z =  \J ( A rf)2 +  (A</>)2 [13]. Once 
an EM  energy cluster is formed, the final energy 
is defined by a sm aller cone of R  =  0.2. P hoton  candi­
dates are required to  be isolated w ithin the calorim eter, 
and m ust also have >  96% of their energy in its EM 
section. We require the  sum  of the  to ta l energy inside 
a cone of R  =  0.4, after the sub traction  of E em , to  be
<  7% of E em . We also require the w idth of the energy- 
weighted shower in the  m ost finely segm ented p a rt of 
the EM calorim eter to  be consistent w ith th a t expected 
for an electrom agnetic shower, and the probability  for
any track  spatially  m atched to  the photon EM  cluster 
to  be <0.1%. Background from dijet events containing 
n 0 and n mesons th a t can mimic photon signatures is 
also rejected using an artificial neural network for iden­
tifying photons (y-ANN), described in Ref. [12]. The 
requirem ent th a t the y-ANN o u tp u t be >  0.7, combined 
w ith all o ther photon selection critera, reduces the di­
je t event efficiency to  0.1-0.5% . We calculate photon 
detection efficiencies using a M onte Carlo (MC) simula­
tion. Signal events are generated using PYTHIA [14] and 
processed th rough a GEANT-based [15] sim ulation of the 
detector geom etry and response, and  reconstructed  using 
the same software as for the data . The MC efficiencies are 
calib rated  to  those in d a ta  using small correction factors 
m easured in Z  ^  e+ e-  samples. The to ta l efficiency of 
the above photon selection criteria  is 63-80%, depending 
on p T . The system atic uncertainties on these values are 
5%, and are m ainly due to  uncertainties in the  isolation, 
the track-m atch veto, and the y-ANN requirem ents.
At least one je t m ust be present in each event. Jets 
are reconstructed  using the D0 Run II algorithm  [16] 
w ith a radius of 0.5. The efficiency for a je t to  be re­
constructed  and to  satisfy the je t identification criteria 
is 93%, 96.5%, and 94.5% for light (u, d, s quark  or g), 
c, and b je ts  a t pT =  30 GeV and increases to  «  98% at 
pT =  150 GeV, independent of the je t flavor. The im pact 
from uncertainties on je t energy scale, je t energy resolu­
tion, and difference in energy response between light and 
b(c) je ts  is found to  be between 8 %(6 %) and 2 % (2 %) 
for p ^  between 15 GeV and 150 GeV. The leading je t is 
also required to  have a t least two associated tracks w ith 
pT >  0.5 GeV and  the track  leading in pT m ust have 
pT >  1.0 GeV, and each track  m ust have a t least one hit 
in the  silicon m icrostrip  tracker. These criteria  ensure 
th a t the  je t has sufficient inform ation to  be classified as 
a heavy-flavor (HF) candidate. L ight je ts  are suppressed 
using a dedicated artificial neural network (b-ANN) [17] 
th a t exploits the longer lifetimes of heavy-flavor hadrons 
relative to  their lighter counterparts. The leading je t is 
required to  have a b-ANN ou tp u t >  0.85. Depending on 
p T , th is selection is 55-62% efficient for y +  b je t, and 
11-12% efficient for y +  c je t events, w ith 3-5%  relative 
uncertainties on these values. Only 0.2-1%  of light je ts 
are misidentified as heavy-flavor jets.
A p rim ary  collision vertex w ith > 3  tracks is required 
w ithin 35 cm of the center of the detector along the beam  
axis. The missing transverse m om entum  in the event is 
required to  be <  0.7pT so as to  suppress background from 
cosmic-ray muons and W  ^  decays. Such a require­
m ent is highly efficient for signal, achieving an efficiency 
>  96% even for events w ith semi-leptonic heavy-flavor 
quark  decays.
A bout 13,000 events rem ain in the d a ta  sample after 
applying all selection criteria. Background for photons, 
stem m ing m ainly from dijet events in which one je t is 
misidentified as a photon, is still present in th is sample.
5FIG. 1: D istribution of observed events for PHP-jet after all 
selection criteria for the bin 50 <  pT <  70 GeV. The distribu­
tions for the b, c, and light je t tem plates are shown normalized 
to  their fitted fraction. Error bars on the tem plates represent 
combined uncertainties from statistics of the MC and the fit­
ted jet flavor fractions, while the d a ta  contain just statistical 
uncertainties. F its in the other pT bins are of similar quality.
To estim ate the  photon purity, a tem plate  fitting tech­
nique is employed [18]. The y-ANN  d istribu tion  in d a ta  
is fitted  to  a linear com bination of tem plates for pho­
tons and je ts  obtained from sim ulated y +  je t and dijet 
samples, respectively. An independent fit is perform ed in 
each pT bin, yielding photon purities between 51% and 
93% for 30 <  pT <  150 GeV. The fractional contribu­
tions of b and  c je ts  are determ ined by fitting tem plates
of P HF-jet =  -  l n n i  P 4ack to  the d a ta  where P 4ack is
the probability  th a t a track  originates from the prim ary 
vertex, based on the significance of the  track ’s distance of 
closest approach to  the  prim ary  vertex. All tracks w ithin 
the je t cone are used in the fit, except the  one w ith low­
est value of P track. Je ts from b quarks usually have large 
values of P HF_jet, whereas light je ts  m ostly have small 
values, as their tracks originate from the prim ary  ver­
tex. Tem plates are used for the shape inform ation of the 
P HF_jet d istributions. For b and c je ts  these are ex tracted  
from MC events whereas the light je t tem plate  is taken 
from a d a ta  sample enriched in light jets, which is cor­
rected for contributions from b and c quarks. The result 
of a m axim um  likelihood fit, norm alized to  the num ber of 
events in da ta , is shown in Fig. 1 for 50 <  pT <  70 GeV. 
The estim ated fractions of b and c je ts  in all pT bins vary 
between 25-34% and 40-48%, respectively. The corre­
sponding uncertainties range between 7-24%, dom inated 
a t higher pT by the lim ited d a ta  statistics.
The differential cross sections are ex tracted  in five bins 
of pT and in the two regions of yjet, and are all listed 
in Table I . The m easured cross sections are corrected for 
the effect of finite calorim eter energy resolution affecting
pT (GeV)
FIG. 2: The 7  +  b +  X  and 7  +  c+ X  differential cross sections 
as a function of pT in the two regions yYyjet > 0 and yYyjet < 
0. The uncertainties on the d a ta  points include statistical 
and system atic contributions added in quadrature. The NLO 
pQCD predictions using OTEQ6.6M PD Fs are indicated by the 
do tted  lines.
pT using the unfolding procedure described in Ref. [20]. 
Such corrections are 1-3%. The m easured differential 
cross sections are shown in Fig. 2 for y +  b +  X  and
Y +  c +  X  production  as a function of pT for the je t 
and photon rap id ity  intervals in question. The cross sec­
tions fall by more th an  three orders of m agnitude in the 
range 30 <  pT <  150 GeV. The sta tistical uncertain ty  
on the results ranges from 2% in the first pT bin to  «  9% 
in the last bin, while the to ta l system atic uncertain ty  
varies between 15% and 28%. The m ain uncerta in ty  at 
low pT is due to  the photon pu rity  (10.5%) and the heavy- 
flavor fraction fit (9%). At higher pT , the uncertain ty  is 
dom inated by the heavy-flavor fraction. O ther significant 
uncertainties result from the jet-selection efficiency (be­
tween 8% and 2%), the  photon selection efficiency (5%), 
and the lum inosity (6.1%) [10]. System atic uncertainties 
have a 60-68% correlation between adjacent pT bins for 
30 <  pT <  50 GeV and  20-30% for pT >70 GeV.
N ext-to-leading order (NLO) pertu rbative  QCD 
(pQCD) predictions, w ith the renorm alization scale ^,R, 
factorization scale ^,F , and fragm entation scale , all set 
to  pT , are also given in Table I and com pared to  d a ta  in 
Fig. 2. These predictions [19] are are based on techniques 
used to  calculate the  cross section analytically [2 1 ], and 
the ratios of the m easured to  the predicted cross sections 
are shown in Fig. 3.
The uncertain ty  from the choice of the scale is es­
tim ated  through a sim ultaneous variation of all three 
scales by a factor of two, i.e., to  =  0.5pT and
2pT. The predictions utilize CTEQ6 .6M PD Fs [4], and 
are corrected for effects of parton-to -hadron  fragm enta­
tion. This correction for b (c) je ts  varies from 7.5% (3%)
6TABLE I: The 7  +  b +  X  and 7  +  c +  X  cross sections in bins of pT in the two regions yYyjet >  0 and yYyjet <  0 together with 
statistical, 5aatat, and systematic, ¿ a syst, uncertainties. The theory cross sections a theory are taken from Ref. [19].
y~fy 'ö
!'
V 0 y~fyjet < 0
pT  bin
(GeV)
(Pt  >
(GeV)
Cross section ¿ a stat 
(pb/G eV ) (%)
Æ^syst
(%)
^theory
(pb/G eV )
(p T >
(GeV)
Cross section ¿ a stat 
(pb/G eV ) (%)
Æ^syst
(%)
^theory
(pb/G eV )
7  +  b +  X 30-40 34.1 2.73x10~x 1.5 18.5 2.96x 10 ~ x 34.1 2.23x 10_1 1.6 19.1 2.45X10- 1
40-50 44.3 1.09x10-1 2.5 15.5 9.31x10~2 44.2 9.53x 10~ 2 2.6 16.0 8.18x 10 ~ 2
50-70 57.6 2.72x 10~ 2 3.3 15.2 2 .66x 10 ~ 2 57.4 2.67x10~2 3.3 15.3 2 .2 2x 10 ~ 2
70-90 78.7 6.2 1 x 10 ~ 3 6.6 20.8 6.39x 10~ 3 78.3 6.1 0 x 10 ~ 3 6.7 20.8 5.49x 10~ 3
90-150 108.3 1.23x 10~ 3 8.2 26.2 l . l l x l O -3 110 .0 1.09x 10~ 3 8.9 25.7 1.05x 10~ 3
7  +  c +  X 30-40 34.1 1.90 1.5 18.1 2.02 34.1 1.56 1.6 18.7 1.59
40-50 44.3 5.14x10-1 2.5 17.7 5.82x10-1 44.2 4.51x10~1 2.6 18.1 4.56x 10_1
50-70 57.6 1.53x10- 1 3.3 17.9 1.41x10~1 57.4 1.50x10-1 3.3 18.0 1 .1 0 x 10 _1
70-90 78.7 4.45x 10~ 2 6.6 21.3 2.85x 10~ 2 78.3 4.39x 10~ 2 6.7 21.3 2 .2 2x 10 ~ 2
90-150 108.3 9.63x 10~ 3 8.2 27.5 3.69x 10~ 3 110 .0 8 .5 7 x l0 ~ 3 8.9 27.0 3.28x 10~ 3
40 60 80 100 120 140 40 60 80 100 120 140
pT (GeV)
FIG. 3: The data-to-theory  ratio of cross sections as a func­
tion of pT for 7  +  b +  X  and 7  +  c +  X  in the regions 
yYyjet >  0 and yYyjet <  0. The uncertainties on the d a ta  in­
clude bo th  statistical (inner line) and full uncertainties (entire 
error bar). Also shown are the uncertainties on the theoretical 
pQCD scales and the OTEQ6.6M PDFs. The scale uncertain­
ties are shown as dotted  lines and the PD F  uncertainties by 
the shaded regions. The ratio of the standard  CTEQ6.6M pre­
diction to  two models of intrinsic charm is also shown.
a t 30 <  pT  < 40 GeV to  1% a t 90 <  pT <  150 GeV.
The pQ CD  prediction agrees w ith the m easured cross 
sections for 7  +  b+ X  production  over the entire pT range, 
and w ith 7  +  c + X  production for pT <  70 GeV. For pT > 
70 GeV, the m easured 7  +  c +  X  cross section is higher 
th an  the prediction by about 1 .6- 2.2 s tan d ard  deviations 
(including only the experim ental uncertainties) w ith the 
difference increasing w ith growing p T .
Param eterizations for two models containing intrinsic
charm  (IC) have been included in CTEQ6.6 [2], and their 
ratios to  the  stan d ard  CTEQ predictions are also shown 
in Fig. 3. B oth  non-perturbative models predict a higher 
7  +  c+ X  cross section. In the case of the BH PS model [2] 
it grows w ith p T . The observed difference m ay also be 
caused by an underestim ated contribution from the g ^  
QQ splitting  in the annihilation process th a t dom inates 
for pT >  90 GeV [22].
In conclusion, we have perform ed the first m easure­
m ent of the differential cross section of inclusive pho­
ton  production in association w ith heavy flavor (b and 
c) je ts  a t a pp collider. The results cover the range 
30 <  pT <  150 GeV, |yY| <  1.0, and |yjet| <  0.8. The 
m easured cross sections provide inform ation about b, c, 
and gluon PD Fs for 0.01 <  x <  0.3. NLO pQ CD  predic­
tions using OTEQ6 .6M PD Fs [19] for 7  +  b +  X  production  
agree w ith the m easurem ents over the entire pT range. 
We observe disagreem ent between theory  and d a ta  for 
7  +  c +  X  production for pT >  70 GeV.
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