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Modeling Tricks and Ways & Means
Fitting Techniques for
Multiresolution Structures
often years before a comparable crystallographic struc-
ture can be solved by the more laborious, traditional
X-ray or electron crystallography methods.
In the past decade, significant progress was made by
combining cryo-EM data with high-resolution structures
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determined by NMR spectroscopy or X-ray crystallogra-
phy. The first EM maps into which atomic structures
Introduction
were fitted included actomyosin filaments [9, 10] and
icosahedral viruses [11–13]. The most common of these
The spectacular developments of recent years toward
hybrid strategies involves the visual docking of atomic
solving atomic structures of ever-increasing complexity
structures into envelopes derived from low-resolution
underscore the importance of relating 3D structures of
data [14, 15]. The successful construction of such hybridmulticomponent cellular machines to molecular mecha-
models for virus capsids and cytoskeletal motor-fila-nisms. To understand the workings of these machines
ment complexes constitutes a clear indication of the[1], we face many challenges, one of which is to describe
value of the visual approach [5, 7, 16]. More recently,the structure and functional mechanisms at the atomic
several groups have recognized the need for computa-level. The atomic structure of a molecular machine in a
tional tools to perform the fitting in a reliable and repro-particular state of processing can be inferred by building
ducible manner (Figure 1).it from its components, i.e., by combining multiresolu-
A low-resolution image reconstruction of a macromo-tion data from a variety of biophysical sources. This
lecular assembly from electron micrographs can behybrid modeling approach holds much promise, pro-
viewed as a convolution of an atomic structure of thevided that the docking procedure is reproducible and
assembly with a smoothing kernel (point-spread func-incorporates the constraints of molecular interactions
tion). In general, the point-spread function depends onand architecture. In the following, we present an over-
the electron optics of the microscope [4]. Computation-view of state-of-the-art computational fitting techniques
ally, it is straightforward to lower the resolution of anand, wherever possible, we put them to a stringent test
atomic structure, e.g., by convolution with a Gaussianto discuss their advantages and limitations. The assess-
[17] that approximates the point-spread function. Thement of the scope and validity of individual methods
reverse problem, then, is the deconvolution of the low-will hopefully serve as a “consumer guide” that allows
resolution density map utilizing the atomic structure ofthe reader to identify the most suitable docking criterion
components. This multiresolution deconvolution, i.e.,given a specific fitting problem.
docking, poses a challenging computational problemAs a computational research area, multiresolution
that is the subject of this review.modeling is still in its infancy, but it will become increas-
A variety of computational docking algorithms haveingly attractive in the near future, when more and more
recently become available (Figure 1). Some algorithmslow-resolution structures of large complexes and atomic
have been adopted by individual laboratories for theirstructures of their components become available. This
own use, while others are openly disseminated withindevelopment is prompted in part by the advent of struc-
the EM community. It is not possible in this review to dotural genomics, which promises to bring the sequences
justice to all existing algorithms, since many laboratoriesof most single-domain proteins within homology-model-
devise a mix of individual docking techniques for partic-ing distance of a known structure [2, 3] through a
ular practical applications [18]. Also, we omit specializedsubstantial increase in the number of solved atomic
methods that impose a particular symmetry on the re-structures. In addition, cryogenic electron microscopy
fined data, in particular, icosahedral symmetry in the(cryo-EM) has evolved to a standard technique for the
study of large-scale assemblies, as it permits visualiza- case of virus capsids [19]. Instead, we focus here on
tion of the structures at an intermediate level of reso- describing the central principles underlying the most
lution [4–7]. Unlike crystallization, cryo-EM poses few commonly used fitting methods, and we refer to the
restrictions on the conformational range of multicompo- original articles for the detailed implementation.
nent complexes and is capable of yielding low- and Following a discussion of differences and similarities
intermediate-resolution density maps under a wide between Fourier space and direct space fitting criteria,
range of biochemical conditions. Progress in automated we sketch the advantages and limitations of data reduc-
sample preparation and image processing will produce tion techniques that reduce the complexity of direct
intermediate-resolution EM structures at high-through- space data for interactive and flexible fitting applica-
put pace [8]. By combining data from high-throughput tions. We describe the use of crosscorrelation and con-
cryo-EM and structural genomics, multiresolution mod- volution methods and outline how their viable resolution
eling will produce approximate but reasonably accurate range can be extended by modifying the underlying cor-
atomic models of macromolecular assemblies. These relation criterion. We conclude by outlining some out-
models of large assemblies will be created routinely, standing problems that put forth tasks for future re-
search such as the systematic evaluation of fitting
methods and their use as database query tools.1Correspondence: wriggers@scripps.edu
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Figure 1. Various Docking Approaches for Multiresolution Structures
Individual sketches (a, b, and d) surrounding the table (c) illustrate the various techniques. Fitting techniques include (a) Fourier space
refinement, (b) direct space vector quantization, and (d) correlation-based fitting. The corresponding optimization criteria (table) are explained
in the text. Fem and Fcalc are the Fourier coefficients (structure factors) of the EM map and the probe molecule, respectively;  is a scale factor;
h and r are the coordinates in Fourier and direct space, respectively; R and T are the rotational and translational parameters of the model;
wemi and wcalcj (i,j  1,…,k) are k codebook vectors that encode the EM map and the probe molecule, respectively, at reduced complexity; I
maps probe vector indices to corresponding EM vector indices; em and calc are the direct space density distributions of EM and probe data,
respectively (normalized to standard deviation 1 and centered at 0); and (2  . . . ) is a convolution with a Laplacian operator:
2 
2
x2

2
y2

2
z2
.
CPU cost times are rough estimates for single processors (e.g., SGI Octane 300 MHz R12,000) using a (60  60  60)-voxel density map and
a rotational sampling resolution of 9.
Fourier Space versus Direct Space ancies (R2, n  1) correspond to the vector R factor [24].
Alternatively, it is also possible to minimize a quadratic
misfit (n  2) of amplitudes or vectors [25, 26].It comes as no surprise that some of the earliest fitting
tools employed by low-resolution modelers were based Certain Fourier and direct space methods have equiv-
alent formulations in either domain. For example, theon well-established methods for X-ray crystallographic
refinement [19–22]. The problem of rigid-body fitting can minimization of the quadratic misfit (R2, n 2) is equiva-
lent in direct space (through Rayleigh’s theorem [27]) tobe formulated as the minimization of the discrepancy
between observed and calculated structure factors in a least-squares minimization: R2  [em(r)   calc(r,
R,T)]2 d3r. After binomial expansion of the integrationFourier space (Figure 1c) with respect to the rotational
and translational parameters of the model and the scale kernel, assuming normalized densities (Figure 1), we
have R2  1  2  2C1, i.e., minimizing the quadraticfactor . If the linear discrepancy (n  1 in Figure 1c)
and amplitude differences (R1, n  1 in Figure 1c) are misfit corresponds to maximizing the correlation coeffi-
cient C1 that will be discussed in detail below.considered, this corresponds to the well-known crystal-
lographic R factor [23]. Similarly, linear vector discrep- Fourier-based methods (R1) are the only recourse if
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diffraction amplitudes are the sole source of information, of actin [36], tubulin [37], and kinesin [38] to a few dozen
in the case of the ribosomal elongation factor EF-G [39].as in X-ray fiber diffraction [20]. In EM, the phases of
the structure factors are known and, in principle, one Clearly, it would be beneficial for direct space fitting
and modeling if we could represent this small numbercan construct a 3D model of the density in direct space.
Nevertheless, Fourier-based methods are valuable in of shape-defining fiducials in a reliable and reproducible
fashion.EM if one wants to avoid the numerical complications
of the transformation to direct space. For example, in Clustering techniques have been used since the 1950s
for digital signal compression in engineering applica-helical-image analysis of EM micrographs, a standard
reconstruction method relies on layer-line (helical-dif- tions such as digital speech and image processing [40].
Such “lossy” data compression methods seek to repre-fraction) data in reciprocal space [28, 29]. Figure 1a
illustrates the appearance of a typical fiber diffraction sent a complex signal by a reduced number of vectors
that identify the signal cluster centers. Certain clusteringor EM layer-line pattern. In such situations, one wishes
to minimize the discrepancy between the observed (blue methods are rooted also in neural computing, where the
goal is to find “faithful” neighborhood-preserving mapsquadrants) and the calculated (orange quadrants) layer
lines. In EM, the 3D reconstruction involves a Fourier- from an input space of sensory signals to a discrete
network of neurons in the cortex [41]. From both fields,Bessel transform of the layer-line amplitudes and
phases [30], which requires a manual indexing of the algorithms emerged that essentially perform density es-
timation, yielding discrete estimates of data manifolds.entire diffraction pattern [29, 31]. If the fitting is per-
formed directly in Fourier space, problems with overlap- Electron microscopists may be familiar with such meth-
ods in the context of classification of images duringping layer lines and the laborious accounting of the
entire diffraction pattern are avoided. the data acquisition and management phase to reduce
signal loss and to achieve improvements in resolutionThe R value criterion, R1, is not very suitable for the
docking of EM densities, since the additional phase in- [4]. Recently, it was proposed to utilize a clustering tech-
nique, termed vector quantization, for a reduced repre-formation available from EM image reconstructions is
ignored. To maximize the amount of information actually sentation of 3D data that allows EM data to be matched
with atomic structures [42–44].used for the docking, the vector discrepancies R2 should
be minimized. Even if phase information is included [32], In vector quantization, a single-molecule data set is
represented by k so-called codebook vectors (Figuredeviations between computed structure factors in Fou-
rier space do not correspond to localized positional or 1b): wcalcj (corresponding to high-resolution data) or
wemi (corresponding to low-resolution data; i,j  1,…,k).orientational changes in direct space. In particular, it is
difficult to refine the internal degrees of freedom of An index map I : j→ i defines the k pairs of corresponding
vectors. There are two applications of this technology;atomic structures against this data [32]. Overfitting is
less of a problem in rigid-body docking, where one has in rigid-body fitting, I is not known a priori, and an
exhaustive search of the k! possible permutationsonly six degrees of freedom. However, problems with
the “delocalized” Fourier space fitting are exemplified (I(1),…,I(k)) is carried out. The fits are then ranked by the
residual rms deviation V (Figure 1c) after least-squaresby a refinement of the actin monomer structure against
low-resolution X-ray fiber diffraction data [21] that re- fitting of the vectors wcalcj to the wemI(j) . In flexible fitting,
rigid-body docking alone gives poor alignment of thesulted in a reduced stereochemical quality of the fitted
model compared to the crystal structure [33] (as judged crystal structure and the low-resolution data set. For
example, the structure of the ribosomal protein EF-Gwith PROCHECK [34]). The reduced quality was perhaps
an effect of overfitting due to the many degrees of free- exhibits a striking “induced fit” conformational change
on the 70S ribosome involving three protruding domainsdom in the flexible model—three for each atom. We
argue that in the case of flexible fitting a refinement [14, 39]. In such situations I is known, and the deviating
atomic structure can be brought into register with thein direct space gives the modeler better control over
localized changes in the structure compared to Fourier EM density, effectively by forcing V (Figure 1c) to vanish.
This is done in a molecular dynamics refinement of thespace refinement.
atomic structure where a quantity equivalent to V forms
a penalty that is imposed by distance constraints
Direct Space Data Reduction (see [44] for details).
The major advantage of vector quantization, apart
Direct space refinement is a “WYSIWYG” (what you see from its obvious value for flexible fitting, is computa-
is what you get) modeling approach. It is straightfor- tional speed. Both quantization and docking by the re-
ward, in direct space, to combine EM-based refinement duced representation can be carried out within seconds
with geometric constraints from biochemical experi- of compute time. In contrast, the exhaustive search of
ments and with molecular force fields that govern the all rigid-body degrees of freedom for the full data sets
physical interactions of the atoms [35]. One can count can take many hours (Figure 1c). Despite the fact that
the number of independent pieces of information avail- multiresolution structural data is docked indirectly (by
able for the fitting of a model in direct space by dividing means of the vector quantization), the accuracy that
the volume of the structure by the volume of a resolution can be achieved in flexible and rigid-body docking with
element, i.e., a cube whose length corresponds to the simulated (noise-free) data is one order of magnitude
spatial resolution. For medium-resolution (10–30 A˚) above the nominal resolution of the EM map, or
EM maps of single molecules, this number is surprisingly better [44].
The identification of spatial features by vector quanti-small, ranging from the lower single digits in the cases
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Figure 2. Direct Space Flexible Fitting with Skeletons
This overview illustrates the map editing and skeleton-based modeling steps that were employed in the recent flexible refinement of the T.
aquaticus (Taq) crystal structure of RNA polymerase (RNAP) against E. coli EM data from the laboratory of Seth Darst.
(a) Original 3D reconstruction. Bacterial RNAP and lipid molecules are arranged in tubular crystals. The extent of the lipid-RNAP tube is
indicated by the dashed lines.
(b) Single RNAP strand extracted. The map was cropped (blue box), and the central contiguous density corresponding to RNAP was extracted
from the lipid background by using segmentation at the surface density level of RNAP with the Situs [43] floodfill tool. Subsequently, a single
Taq RNAP structure (white) was docked to the density using the Laplacian correlation coefficient C3 (Figure 1c).
(c) Discrepancy mapping. The resolution of the fitted molecule was lowered to 15 A˚ with the Situs pdblur tool, and the resulting map was
subtracted from the map in (b) after a rescaling of the density to match the isocontour level (dashed line).
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zation is sensitive to noise that might originate from cause it enhances features of an electron density map
in direct space by matching it with a template structure.experimental limitations. One of the open questions in
To this end, one considers C1 to be a function of theflexible docking is how to maintain the stereochemical
translations (T) only, by projecting out—for a givenquality of a fitted structure [45], since any overfitting to
T—the maximum C1 for all rotations (R). Although convo-noise-induced vector displacements would compro-
lution and correlation are related and frequently usedmise the quality of the atomic model. In a recent ap-
interchangeably, we note that the mathematical defini-proach, intervector distances along the connected po-
tions differ [27]. In this paper we refer to convolutionlypetide chain are constrained (Figure 2). The resulting
only in the context of the “smoothing” of a density withvector skeletons (distance-constrained vectors) elimi-
a point-spread function (Figure 3).nate the longitudinal degrees of freedom that are
One important aspect of globally normalized correla-deemed inessential for the flexible docking while permit-
tion-based fitting is that the performance of the algo-ting lateral flexibility. Thereby, the skeleton-based fitting
rithms can be significantly enhanced by the use of fastapproach provides additional robustness against the
Fourier transform (FFT) techniques. The Fourier-basedeffects of noise and experimental uncertainty [44].
shape complementarity algorithm of Katchalski-KatzirFigures 2a–2e illustrate one limitation of vector quanti-
et al. [54] is widely used in external ligand docking pro-zation and a possible remedy: all density should be
grams [55–57]. This molecular surface recognition methodaccounted for by the atomic structure. If there are extra-
takes advantage of Fourier correlation theory and FFTneous densities, e.g., due to sequence insertions or
to scan rapidly the translation of a probe molecule rela-neighboring structures as in the case of RNA polymer-
tive to a (fixed) reference molecule. It is straightforwardase, they should be identified and subtracted by dis-
to adapt this technique for the calculation of globallycrepancy mapping [46] prior to any docking. Discrep-
normalized correlations (Figure 3). The underlying ideaancy mapping can involve an iterative strategy in which
is that the correlation coefficient can be expressed inthe structure is first docked in a course manner, and
Fourier space as the product of the structure factors.then the refinement is done at a later stage once the
The calculation of the correlation in direct spaceextraneous densities have converged [S.A. Darst, N.
(Figure 3) is very expensive, since it requires M2 multipli-Opalka, P.C., A. Polyakov, C. Richter, G. Zhang, and
cations for each translation T, where M is the total num-W.W., submitted].
ber of voxels. However, the reverse FFT of the structure
factors is significantly faster than the direct space calcu-
Crosscorrelation and Convolution lation, because we need to perform only two transforma-
tions (each of them scale as M log M). Note that the
The quantitative docking methods discussed so far in- FFT corresponding to the fixed EM map can be omitted
volve symmetrical systems or systems where the subunit from all but the first calculation. In addition, the use
to be docked can be isolated. The methods presented of parallelization may further reduce the cost. This is
in this section are capable—to varying degrees—of particularly advantageous for the orientations since sets
docking components into larger densities present in bio- of Euler angles can be farmed out to various processors.
molecular assemblies. Naturally, these exhaustive The fast, FFT-based computation of C1 and C3 (Figure 1c)
search methods are computationally demanding and, has recently been adopted also for density-based
at present, are limited to rigid-body docking. For the docking [53, 58].
first time, we have evaluated the docking performance The standard correlation coefficient C1 is nonspecific
of three state-of-the-art criteria on simulated low-resolu- in terms of deviations of corresponding features; i.e.,
tion data generated from known atomic structures. unlike the rms deviation that is commonly used for com-
Perhaps the oldest fitting criterion is the (globally nor- paring atomic structures, the correlation measure is not
malized) crosscorrelation coefficient C1 (Figure 1c). The very sensitive to positional or orientational changes [43]
method has been adopted by a large number of and exhibits relatively broad distributions of possible
authors [13, 46–52], and a number of computer pro- solutions sets [46]. A second limitation has been pointed
grams are readily available [46, 49, 52, 53]. The idea is out [59] concerning the onset of false solutions if the
to maximize C1 with respect to the translational and probe object represents only a portion of the EM map.
rotational degrees of freedom and thereby minimize the In such situations, the density in the EM map that does
mean-square density discrepancy of two structural data not correspond to the component being docked acts
sets (Figure 1d). In a crystallographic context, the as noise, and the global optimization of the correlation
coefficient may actually worsen the fit, as judged by themethod has been termed template convolution [49] be-
(d) Segmentation of foreign densities. Densities corresponding to the neighboring RNAP subunits (red and green) and the E. coli dispensable
regions DR1 (pink) and DR2 (yellow) were tagged and segmented with floodfill.
(e) Single-molecule skeleton. After subtracting the foreign densities in (d) from the whole map in (b), one obtains a single-molecule “Taq-like”
map that retains the information about the E. coli conformational change. A skeleton was fitted to this map using vector quantization and
distance constraints.
(f) Parametrization of the skeleton. The connectivities and codebook vector distances in (e) were based on a vector quantization of the Taq
atomic structure. Codebook vector connectivities follow the polypetide chain.
(g) Flexible fitting. The flexible refinement was carried out with X-PLOR [24] as will be described in detail (S.A. Darst, N. Opalka, P.C., A.
Polyakov, C. Richter, G. Zhang, and W.W., submitted).
(h) Comparison of flexibly fitted model with the single-molecule map from (e). The images (a)–(h) were created with Situs [43] and VMD [68].
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Figure 3. Accelerated Correlation-Based Fit-
ting with the Fast Fourier Transform (FFT)
The initial data sets are a low-resolution map
(target) and an atomic structure (probe), cor-
responding to direct space densities em (r)
and atomic (r), respectively (blue box). The
probe molecule is subject to a rotation matrix
R (red box) that can be constructed from the
three Euler angles [69]. After lowering the res-
olution of the atomic structure (by direct
space convolution with a Gaussian g) to that
of the target map, the rotated probe molecule
corresponds to the simulated density calc (r).
An optional filter e (e.g., a Laplacian, c.f.
Figure 1) can be applied to both em (r) and
calc (r) before the structure factors are com-
puted (f denotes the FFT and the asterisk de-
notes the complex conjugate). The definition
of a direct space convolution of a density
function b(r) with a kernel a(r) is given in the
green box. The definition of the direct space
correlation C as a function of a translational
displacement T is given in the orange box.
By virtue of the Fourier correlation theorem [27], C can be computed for all T from the inverse Fourier transform of the previously calculated
structure factors. In practical situations, the coarseness of the translational sampling of C(T) is given by the lattice spacing of em (r) and calc
(r). For each T, the C values (and the corresponding Euler angles) are saved to a file if they exceed values calculated for all previously sampled
rotations. Subsequently, the next iteration proceeds with a new set of Euler angles.
visual agreement of discernible features [59]. This effect blue in Figure 1d). This approach effectively maximizes
both surface and volumetric overlap when C3 (Figure 1c)is particularly pronounced at resolutions below 15 A˚,
where there is little internal structure. At such low resolu- is maximized [58].
We have put the three correlation coefficients C1, C2,tion, the probe molecule would simply drift to the highest
density region in the EM map where C1 is maximized. It and C3 to a stringent test using simulated (noise-free)
low-resolution data derived by Gaussian real-spaceis possible to improve the performance of the correla-
tion measure by successive application of discrepancy convolution of known oligomeric structures. The task
was to place monomeric components accurately intomapping to simulate the molecular boundaries between
individually docked segments [60]. Other software de- the larger, simulated maps of the complexes. In general,
this test is much more challenging than the docking ofvelopers argue that the problems are intrinsic to the
correlation measure itself and have sought to modify it isolated molecules. Figure 4a shows the simulated 15 A˚
resolution map of the RecA hexamer, including a cor-conceptually [58, 59].
To reduce the effect of densities that are not ac- rectly and incorrectly docked monomer. The resulting
crosssections of the maximal correlation coefficients incounted for (blue in Figure 1d), it was proposed to renor-
malize the correlation locally [59]. A mask corresponding the center plane of the hexamer are presented in Figures
4b–4d. Clearly, the maximum of the standard coefficientto the local overlap (green in Figure 1d) is applied to the
densities, and only the region under the mask contrib- C1 is degenerate along a ring within the hexamer. The
docking with C1 is ambiguous, and the highest scoringutes to the correlation measure C2 (Figure 1c). The effect
is a leveling of the distribution of coefficients across the fit is a false positive (shown in red in Figure 4a). In
comparison, both coefficients C2 and C3 exhibit six nar-explored space that reflect only local similarity and not
the effect of any extraneous density. This eliminates the row peaks (C3 with highest contrast) that unambiguously
correspond to the correct solution (shown in green inproblem of drifting toward higher density regions in the
interior of low-resolution maps. Due to the local renor- Figure 4a). We have also tested the performance of the
coefficients as a function of resolution on four oligomericmalization, the correlation C2 must be computed in direct
space. systems (a dimer, trimer, tetramer, and hexamer) shown
in Figure 4d. The task was again to reproduce the correctAlternatively, it was proposed to alter the functional
form of the compared densities by applying a filter that position of individual monomeric components in the
simulated oligomeric maps. Initially, each of the coeffi-enhances the contours in the data sets (red in Figure 1d).
Correlation-based fitting is mainly used in crystallogra- cients performed very well (docking precision 	1 A˚) but
eventually the fitting breaks down (docking precisionphy [49], where the high resolution of the electron den-
sity does not require any special form of the density 
10 A˚) when the resolution becomes too low. C1 reaches
the breaking point the earliest, at 8–15 A˚ resolution; C2functions. In EM docking, however, the densities show
little variation inside of the molecules, and after maximiz- follows at 12–24 A˚ resolution; and C3 performs well up
to 26–36 A˚ resolution.ing C1, “surface” features may no longer be in register.
The proposed solution [58; P.C. and W.W., submitted] is
to include surface information in the fitting. A Laplacian Perspective: Scope and Validity
operator, well-known in image processing [61], assigns
positive densities to the contours (red in Figure 1d) and We have witnessed considerable advancements over
the past years in the development of quantitative fittingnegative densities to the interior volumes (yellow and
Ways & Means
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Figure 4. Performance of Various Correla-
tion-Based Fitting Criteria
The criteria were validated on simulated low-
resolution data derived from oligomeric
structures.
(a) Simulated 15 A˚ map of the RecA hexamer,
PDB code 2REC, including correctly (green)
and incorrectly (red) docked subunits. (b–d)
Maximum correlation coefficients (Figure 1c)
as a function of (x, y) coordinates (central
crosssections). For each (x, y) position, the
coefficients were maximized with respect to
all rotations. The correlation values are nor-
malized to the unit interval and represented
with a color spectrum from blue (C  0) to
red (C  1).
(b) Linear correlation coefficient C1.
(c) Locally normalized correlation coefficient C2.
(d) Laplacian correlation coefficient C3.
(e) Docking precision (rms deviation from tar-
get) as a function of resolution, using C1 (red),
C2 (blue), and C3 (green). The correlation cri-
teria were tested on a protein dimer (per-
oxisomal thiolase, PDB code 1AFW), trimer
(copper-nitrite reductase, 1NIC), tetramer (cata-
lase, 7CAT), and hexamer (RecA, 2REC). The
on-lattice rigid-body displacements were
sampled in 5 A˚ and 9 steps, followed by off-
lattice Powell (gradient ascent) maximization
[70]. The average rms deviations of the six
highest scoring results are 28 A˚, 1.5 A˚, and
0.24 A˚ for C1, C2, and C3, respectively. The
figure was created with Situs [43] and
VMD [68] (a), as well as SPSS SigmaPlot (b–e).
algorithms. Each of the presented algorithms have found ization routines, scientists could, in principle, build mod-
els and perform flexible and rigid-body docking inter-their niche in the modeler’s tool chest, and methods
may be mixed and combined to form more complex actively within a single computational environment.
Fitting by data reduction also has the functionality of afitting strategies [18]. To conclude, we list five quality
standards that we deem highly desirable for achieving database query tool. The reduced representation and
satisfying results in a variety of practical situations. We fast recognition of templates in EM maps will be of
argue that these standards should direct the current increasing importance in the future, as a number of mi-
and ongoing inception of robust methods for combining croscopists have proposed to build a standardized data-
multiresolution data. They are (1) computational speed, base of 3D volumetric data in analogy to the Protein
(2) exhaustive search, (3) discriminative scoring, (4) Data Bank in crystallography. A prototype microscopy
scope of applicability, and (5) robustness under experi- database is already operational [62]. We expect that the
mental limitations. method could be easily adapted toward a shape-based
query of such databases.
Computational Speed
Vector quantization is the most efficient fitting algorithm
Exhaustive Searchdue to the reduced representation of the data that drasti-
Algorithms should ideally perform a full rigid-bodycally reduces the complexity of the conformational
search to systematically explore all possible solutions.search. The main application areas of this data-reduc-
A six-dimensional exhaustive search as offered by thetion technique are flexible fitting, for which it is uniquely
correlation-based methods will be the likely choice ofsuited, as well as interactive fitting and database query,
more conservative investigators. The computationalwhich both require sufficient computational efficiency.
By integrating vector quantization with molecular visual- time requirements (Figure 1) are not prohibitive consid-
Structure
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ering that much more time is spent on the experimental dence between crystal structures and EM data. EM den-
discovery of high- and low-resolution structures. sities may be missing certain regions that are accounted
for in the atomic structure (and vice versa) due to
Discriminative Scoring disorder [4]. Also, the relationship between correspond-
An exhaustive search may lead to ambiguous matches ing amplitudes from crystallographic electron densities
or false positives. The ranking criterion should be dis- and EM maps is often frequency dependent [66, 67].
criminative enough to eliminate spurious matches and Several authors have arrived at a consensus estimate
to find unique solutions if warranted by the underlying that a docking precision one order of magnitude (or
data. Our test calculations (Figure 4) demonstrate that better) above the nominal spatial resolution of an EM
density masking (local renormalization of the correlation) map can be achieved [18, 44, 60] in noise-free situations.
and filtering (Laplacian operator) are useful techniques But how tolerant are these fitting strategies of the differ-
that eliminate spurious fits and improve the discrimina- ences between EM and crystallographic densities? How
tive contrast of the correlation-based fitting criterion. can one estimate the docking precision?
To resolve ambiguities of the standard correlation cri- Our results demonstrate that the contrast and resolv-
terion, it is also possible to combine multiresolution ability of various correlation-based criteria is quite vari-
docking with additional information from a variety of able (Figures 4b–4d). A statistical analysis that estimates
biological or biochemical sources. Such constraints are the positional and orientational variabilities of solution
typically derived from biochemical footprinting of con- sets based on the spatial distribution of underlying
tact interfaces between proteins, covalent crosslinks scores [44, 46] estimates only the intrinsic uncertainty
such as disulfide bridges, or in the form of orientational of a method, and therefore provides only a lower bound
markers such as heavy-metal clusters that can be ob- estimate of the total fitting error. If one is concerned
served with the microscope. In one study, the EM-based with the systematic error of a scoring function, what
fitting of fimbrin to actin was improved significantly by matters is not the distribution of the scores around the
using information from peptide and deletion studies and maximum peak but the deviation of the top scoring
from mutagenesis [63]. In another study, the use of gold model (Figures 4b–4d) from the true structure. Therefore,
labels favored clearly one of the three published orienta- we argue that method validation should proceed with
tions of kinesin docked to the microtubule [64], although
experimental maps, if corresponding atomic structures
at present only one such model can be ruled out, and the
exist [59]. In the absence of atomic structures, simulated
debate about the remaining two solutions [65] argues for
EM maps could be calculated from a docking model bythe need to develop additional computational tools that
resolution lowering [17], and the fitting strategy couldobjectively measure the agreement of models with con-
be applied a second time to test how well a particularstraints from metal labeling.
model can be reproduced. Undoubtedly, such self-
imposed quality standards will help multiresolutionScope of Applicability
modeling efforts gain acceptance among traditionalThe docking should not be limited to isolated compo-
structural biologists and will reach ubiquity in the nearnents alone and should enable, for example, the fitting
future.of monomeric subunits to large complexes or the local-
ization of small components in macromolecular low-
Acknowledgmentsresolution structures. Standard linear correlation works
well for high resolution (	8 A˚) where the internal struc-
Support by the National Institutes of Health (R01 GM62968 andture of the EM data is sufficient for the recognition of
P41 RR 12255) and by the La Jolla Interfaces in Science Program/structural templates. In our tests on idealized systems,
Burroughs Wellcome Fund is gratefully acknowledged.
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