ABSTRACT Recently, the convolutional neural network (CNN)-based hashing method has achieved its promising performance for image retrieval. However, tackling the discrepancy between quantization error minimization and discriminability maximization of the network outputs simultaneously still remains unsolved. Distinguished from the previous works, which only can search an equilibrium point within the discrepancy, we propose a novel deep supervised hashing based on stable distribution (DSHSD) to eliminate the discrepancy with distribution consistency guarantee. First, we utilize a smooth projection function, in which the amount of smoothing is adaptable, to relax the discrete constraint instead of any quantization regularizer. Second, a mathematical connection between the smooth projection and the feature distribution is made to maintain distribution consistency. A relaxed multi-semantic information fusion method is implemented to make hash codes learned to preserve more semantic information and accelerate the training convergence. According to stable distribution, we propose a novel hashing framework to eliminate the discrepancy and support fast image retrieval. The extensive experiments on the CIFAR-10, NUS-WIDE, and ImageNet datasets show that our method can outperform the state-of-the-art methods from various perspectives.
I. INTRODUCTION
We are living in an age of information explosion every day, hundreds of billions of images are uploaded to the internet. How to develop effective and efficient image search algorithm is becoming more and more important. In fact, the simplest way of searching for a relevant image is sorting the database images according to the their distance to the query image in the feature space, and returning the nearest ones. For a database with billions of images, which is quite common today, searching linearly through a database is unimaginable due to a great deal of time and memory cost. Therefore, hashing method draws more and more attention because of its fast query speed and low memory cost [8] .
Hashing method with hand-crafted features was a hot spot in computer vision field for a long time. These hashing methods [17] , [24] , [34] have achieved their good performance in image retrieval by utilizing some elaborately
The associate editor coordinating the review of this manuscript and approving it for publication was Shuhan Shen. designed features, which are more appropriate for tackling the visual similarity retrieval rather than the semantic similarity retrieval. By hashing approaches, the images as inputs are mapped to compact binary codes, which approximately capture the data structure in the original space [20] . Since the images are represented by binary hash codes instead of real-valued features, the cost of retrieval time and restore memory can be greatly reduced. On the other hand, the recent success of CNNs in many tasks, such as image classification [10] , objection detection, face recognition [26] , brings more probability to tackle hashing problem. In these various tasks, the CNNs can be regarded as a feature extractor, which is driven by the objection functions that are specifically designed for the individual tasks. These successful applications of CNNs show the robustness of feature learned to scale, translation, rotation and occlusion, which also imply that the feature learned by CNNs can well capture the underlying semantic information of images instead of appearance variations. Because of the satisfactory performance of CNNs as a feature extractor, hashing approaches based CNNs, such as [13] , [16] , [19] , [37] , and [38] , are proposed to solve hashing problem. Generally, deep hashing methods consist of two modules: i) feature extractor and ii) feature quantization that encourages the CNNs outputs to approximate the desired discrete values (e.g. −1/+1).
Our goal is to map images to compact binary codes and preserve the discriminability of features to support efficient and effective search simultaneously. But it is extremely difficult to optimize CNNs based model by the non-differentiable loss function in Hamming space (NP-hard in general). In order to solve this problem, these existing methods [15] , [16] , [24] , [37] relaxed the network outputs from Hamming space to real-value space by a quantization regularizer, e.g. X − sign(X ) 2 2 . However, the quantization regularizer proposed cause a extra problem--the discrepancy between the Euclidean space and the Hamming space [15] . As shown in Fig. 2 , minimizing the feature quantization error in hashing can lead to the change of the feature distribution, thus inevitably reduce the feature discriminability [37] . Inspired by this concern, we propose a new deep hashing framework in approximate discrete space directly based on Stable Distribution to support fast and accurate image retrieval without any quantization regularizer. In practice, we utilize a smooth projection function as a relaxation of the binary hash codes. Based on the Stable Distribution, a loss function is adopted to maximize the network outputs discriminability with distribution consistency guarantee. As shown in Fig. 2c , different from the previous works [15] , [16] , [19] , [37] , the feature distributions of DSHSD extremely approximate the ones of DCNN after relaxing and training. Meanwhile, we exploit the classification information to speed up the algorithm convergence by the jointly learned classifier. The main contributions of this paper can be summarized as following:
• Based on Stable Distribution, we address the discrete optimization problem of deep hashing by a smooth projection instead of any quantization regularizer. We find that the amount of smoothing is adaptable with the different network inputs. A mathematical connection between the smooth projection and the distribution is made to better understand the overall objective function within DSHSD.
• We propose a novel deep hashing framework, which combines contrastive hashing and classification. This approach can simultaneously maximize the feature discriminability and exploit the label information with distribution consistency guarantee to eliminate the discrepancy.
• Experiment studies on benchmark datasets show that our method DSHSD can greatly outperform all existing methods to achieve the state-of-the-art performance in image retrieval tasks.
II. RELATED WORKS
Existing hashing methods, including LSH [7] , SH [28] , ITQ [8] , LFH [34] , DSDH [15] , LCDSH [37] , have been proposed to improve the effectiveness of approximate nearest neighbor search due to their low restore memory and high retrieval speed. And all these hashing methods can be divided into two classes: data-independent hashing methods [1] , [7] and data-dependent hashing methods [8] , [28] , [30] .
In the early years, because of the lack of image data, many researchers focus on the data-independent hashing methods, which use random projections to produce hashing codes. Data-independent hashing methods, such as Locality Sensitive Hashing (LSH) [7] , can achieve good performance with long enough codes (32 bits or even more) theoretically. However, the huge demands of bits quantization is against the motivation of hashing. To solve the limitation of data-independent hashing methods, data-dependent hashing methods are proposed. These methods attempt to learn a hashing function from training data by data-driven methods. And data-dependent hashing can be further divided into two classes: unsupervised hashing methods and supervised hashing methods. Compared with supervised hashing methods, unsupervised hashing methods only utilize unlabeled training data to learn hash function to produce compact hash codes. For example, Spectral Hashing (SH) [28] defined a hard criterion for a good code that is related to graph partitioning and used a spectral relaxation to obtain a binary code; Iterative Quantization (ITQ) [8] attempts to minimize the quantization error of mapping this data to the vertices of a zero-centered binary hypercube. Shen et al. [25] propose a simple yet effective unsupervised hashing framework, named Similarity-Adaptive Deep Hashing (SADH), which alternately proceeds over three training modules: deep hashing model training, similarity graph updating and binary code optimization.
On the other hand, supervised hashing methods are proposed to explore complex semantic similarity with supervised learning. Supervised discrete hashing (SDH) [24] , where the learning objective is to generate the optimal binary hash code for linear classification, directly solved the corresponding discrete optimization without any relaxations. However, SDH still adopted a quantization regularizer to minimize the quantization error. The method above learns hash function by linear projections, so it can hardly achieve satisfactory performance on linearly inseparable data. To avoid this shortcoming, Supervised Hashing with Kernels (KSH) [20] , [22] and Binary Reconstruction Embedding (BRE) [12] are proposed to obtain compact binary code in kernels space.
Recent years, in the light of the success of CNNs in many tasks, including image classification [10] , objection detection, face recognition [26] , many researchers attempt to tackle hashing problem by deep learning. Most recently, [13] , [35] , and [36] are proposed to learn both image feature representations and binary-like codes together by the promising CNNs, which have achieve improved retrieval performance. Lai et al. [14] propose a novel jointly sparse regression model to minimize the locality information loss and obtain jointly sparse hashing method. Xu et al. [31] propose a novel cross-modal hashing method, termed discrete cross-modal hashing (DCH), which directly learns discriminative binary codes while retaining the discrete constraints. Inspired by recent advances in adversarial learning, Xu et al. [32] propose a novel Deep Adversarial Metric Learning approach, termed DAML for cross-modal retrieval. It is non-trivial to define a scalar to represent sampleto-sample similarity encoding the semantic labels and the data structure. Ma et al. [21] propose a novel framework, error correcting input and output (EC-IO) coding, which does class-level and instance-level encoding under a unified mapping space. Most of these methods apply the simplest quantization scheme (i.e. sign function) which may cause information loss of the abstraction representation and result in inferior binary codes. To address these challenges, Xu et al. [33] present a novel cross-modal hashing based method that generates unified binary codes combining different modalities. DCH [2] design a pairwise cross-entropy loss based on Cauchy distribution, which penalizes significantly on similar image pairs with Hamming distance larger than the given Hamming radius threshold. DMDH [5] transforms the original binary optimization into differentiable optimization problem over hash functions through series expansion. DSH [19] maximize the discriminability of the output space by a contrastive loss part [9] and simultaneously imposing regularization on the real-valued outputs to approximate the desired discrete values by a quantization regularizer. HashNet [3] used saturating non-linearities to approximate the quantization step and proposed multi-stage pre-training algorithm with convergence guarantees. However, HashNet had to reduce gradually the amount of smoothing for 10 times during the training to achieve fast convergence. DPSH [16] adopted a negative log likelihood function similar to LFH [34] to maximize the feature discriminability, while the quantization part is used to reduce the error from real-valued features to desired discrete binary codes. LCDSH [37] models the hashing problem as maximizing the posterior probability of the pairwise label given pairwise hashing codes. However, in formula, the loss function of LCDSH is still a combination of discriminability part and quantization part. Specially, DSDH [15] used both the pairwise label information and the classification information to learn the hash codes within one stream framework. But one basic assumption of DSDH is that the learned binary codes should be ideal for classification. So for DSDH a discrete constraint is imposed in the classification part. Distinguished from DSDH, we also relax the discrete constraint in DSHSD. And we expect that the hash codes produced by our model can preserve more semantic information by the jointly learned classifier.
In order to encourage the real-valued outputs to approximate the desired discrete space, these methods above still adopted a similar stereotyped quantization regularizer to minimize the quantization error. However, minimizing the feature quantization error in hashing also changes the feature distribution, thus inevitably reduces the discriminability of features. Different from these methods [15] , [16] , [19] , [37] , according to the p-stable distribution, we adopted a smooth differentiable projection function as a relaxation of the hash codes with distribution consistency guarantee. Although existing CNN-based hashing methods [13] , [18] , [35] use saturate non-linearities to approximate the quantization step, these non-linearities are likely to slow down the training process [10] , [15] . Different from HashNet [3] that utilized multi-stage pre-training algorithm, experiments show that DSHSD can converge fast by only one-stage pre-training. And we take advantage of label information directly to speed up the convergence and reduce the training time cost by the jointly learned classifier.
III. APPROACH
Given N images I = {I i } N i=1 , our goal is to learn a projection P from I to B ∈ {−1, +1} k×N that produces compact binary codes for images such that: i) the binary codes of relevant images should be similar in Hamming space, and vice versa; ii) the binary codes should be generated efficiently. For this purpose, the binary codes of similar semantically images should be as close as possible, meanwhile the codes of dissimilar ones should be as far as possible.
A. NETWORK ARCHITECTURE OF DSHSD
While any deep learning network architecture can be adopted, we use the first seven layers of CNN-F network [4] for fair comparison with these baseline, such as [15] , [16] , and [37] . The network architecture of our DSHSD is shown in Fig. 1 , the network consists of 5 convolution layers, 3 pooling layers and 4 fully connected layers. The third fully-connected layer is added to get these k-bit features of each inputs. We denote (I i ; θ) as the output associate with input I i with some DCNN architecture where θ corresponds to the parameters in the feature part, (I i ; θ) ∈ R 4096 .
where x i is the network output of image I i , W d ∈ R 4096×k denotes a weights matrix, v d ∈ R k is a bias vector. Then we add the fourth fully-connected layer to get the class prediction of each inputs.
W c ∈ R k×n denotes a weights matrix, v c ∈ R n is a bias vector. All images in training set are fed into the network by a pairwise manner with pairwise label s ij . We define s ij = 0, if I i and I j are similar, and s ij = 1 otherwise. Under the framework, images can be easily encoded through the network with a forward propagation. To this end, hash codes are produced by b i = sign(x i ).
B. LOSS FUNCTION OF DSHSD
In this paper, our goal is to learn a mapping P from I to B, such that there is a suitable binary code b i ∈ {+1, −1} k for each image I i . For hashing task, semantically similar images should be encoded to similar binary codes. For this purpose, the loss function is naturally designed to pull the features of similar images close in the output space, and push the features of dissimilar ones far away from each other, such as [15] and [19] . The loss with respect to image pairs is defined as:
Here we use L2-norm to measure the distance between network outputs, S is pairwise label set (s ij ∈ S) and m > 0 is margin threshold parameter. The first term is to punish similar images encoded to dissimilar binary codes, and the second term is to penalize dissimilar images encoded to similar binary codes when their distance falls below the margin threshold m. To avoid collapsed solution, only those image pairs (similar/dissimilar) having their distance within a range (m) are eligible to contribute to the loss function. A major difficulty of minimizing Eq (3) lies in handling the discrete constraints imposed on the pursued hash codes, which typically makes hash optimizations very challenging (NP-hard in general). In order to solve the problem, a popular strategy is utilizing a quantization regularizer, It is known that the stable distributions exist for any p ∈ (0, 2]. In particular:
• a Cauchy distribution D C , defined by the density function c(
2 , is 2-stable. In this paper we use p-stable distributions in a slightly different manner. If the quantization error of network outputs from Euclidean space to Hamming space is quite small, we think that the distribution of network outputs is stable, otherwise is unstable. Our motivation is minimizing the quantization error to maintain the stable distribution by proposing an end-to-end hashing method, which employs the tanh(X ) as activation function. Since the gradient of the tanh function is easily computed, it makes standard back-propagation feasible. However, traditional methods adopt the sign function as activation function, which makes the standard back-propagation infeasible.
In particular, to reduce the information loss in this binarization operation, these traditional methods use quantization regularizer, such as X − sign(X ) 2 2 , to impose regularization on the real-valued outputs to approximate the desired discrete values. However, a disadvantage of these methods is that the quantization error is not statistically minimized, hence the feature representation is not optimally compatible with binary hash coding. Minimizing the feature quantization error in hashing can lead to the change of feature distribution, thus inevitably reduce the discriminability of features [37] . To eliminate the discrepancy problem, consequently, we abandon the stereotype quantization error regularizer. Then we utilize tanh(x i ) − tanh(x j ) p as a better alternative to x i − x j p in loss function with distribution consistency guarantee. So the tanh activation function is utilized after the third fully-connected layer as a relaxation of the hash codes. Our method addresses a complex optimization problem by smoothing the original function, turning it into a different problem that is easier to optimize. The Eq (3) can be rewritten as:
where h i = tanh(x i ), and x i is the network output of the third fully-connected layer. Then we have:
So the amount of smoothing (λ) is adaptable with the different network inputs. And we find that label information is conducive to the convergence of the algorithm. Different from previous works [15] , [24] , according to Occam's Razor, we do not constrain h i to be binary codes to avoid introducing any auxiliary variable. So the classification loss can be formulated as:
where H = tanh(X ) and Y is the ground-truth label set (y i ∈ Y), W c ∈ R k×n denotes a weights matrix in the classification part, for the single label classification, we use softmax optimization method. Then, the classification loss function can be calculated as:
If an image contains multiple labels, we refer to this problem as multi-label classification. Cross entropy loss is employed in this case. Similar to softmax loss, cross entropy loss is computed by:
We aim to maximize the discriminability of the real-valued network outputs and expect that the learned hash codes should also preserve the classification information simultaneously. Then combining Eq (4) and Eq (6), the whole loss function can be written as:
where α is a weighting parameter that controls the strength of feature discriminability. With the objective function, the network is trained by back-propagation algorithm with Adam method. The gradients of the Eq (9) are written as:
where the sub-gradients of the Eq (9) can be respectively written as:
where
With the computed sub-gradients over mini-batches, the rest of the back-propagation can be done in standard manner.
C. IMPLEMENTATION DETAILS
Our DSHSD model is implemented with TensorFlow on a single NVIDIA 1080 GPU. A classical scheme in deep hashing is to fine-tune an image classification model pre-trained on ImageNet by adding a new full-connected layer before the softmax layer. Our model also adopts the same strategy. The network architecture is illustrated in Fig. 1 . All the convolution layers and the first two fully-connected layers are equipped with the ReLU. The weights layers of the last one fully-connected layers are initialized with''Xavier'' initialization. In the training process, the batch size is set to 200 and epoch to 100. The learning rate of the first seven layers is set to 10 −5 and the last two fully-connected layers to 10 −4 . The network is trained by back-propagation algorithm with Adam method, and beta1 is set to 0.9, beta2 to 0.999. The threshold parameter m in Eq (3) is set to 2k (k is the hash codes length) to encourage the codes of dissimilar images to differ in no less than k 2 bits [19] . The weighting parameter α in Eq (9) is set to 0.1 to control the strength of feature discriminability.
IV. EXPERIMENTS A. DATASETS AND EVALUATION METRICS
We compare our proposed method with other state-of-the-art methods on three widely used benchmark datasets:
1) CIFAR-10 [11]
This dataset consists of 60,000 32 × 32 color images, which are divided into 10 classes (6000 images per class). It is a single-label dataset, where each image belongs to one of the ten classes. The images are resized to 224 × 224 before inputting to the CNN-based models.
2) NUS-WIDE [6] This dataset has 269,648 images gathered from Flickr. It is a multi-label dataset, where each image belongs to one or multiple class labels from 81 classes. Following [15] , [16] , [19] , and [37] , we only make use of the images associated with the 21 most frequent classes, where each of these classes associates with at least 5000 images. As a result, a total of 195,834 images in NUS-WIDE are used. These images also are resized to 224 ×2 24 and then utilized as input for these CNN-based state-of-the-art methods as well as our DSHSD.
3) IMAGENET
This dataset is a benchmark image dataset for Large Scale Visual Recognition Challenge (ILSVRC 2015) [23] . It consists of over 1.2M images in the training set and 50K images in the validation set, where each image is single-labeled by one of the 1,000 categories.
In our experiments, following [29] , we make a random sample of 1000 images (100 images per class) as the query set in CIFAR-10. For the unsupervised methods, we utilize the rest images as the training set. For the supervised methods, we randomly sample 5000 images (500 images per class) from the rest images as the training set. The pairwise label set S is constructed based on the image class labels. More exactly, two images will be considered to be similar, if they have the same label. In NUS-WIDE, by following the strategy in [29] , we randomly sample 2100 query images from 21 most frequent labels (100 images per class). For the supervised methods, we randomly sample 10500 images (500 images per class) from the rest images as the training set. The pairwise label set S is constructed based on the image class labels. More exactly, if two images share at least one positive label, they are considered to be similar, and dissimilar otherwise. In ImageNet, we randomly sample 100 categories, use all the images of these categories in the training set as the database, and use all the images in the validation set as the queries; Furthermore, we randomly select 100 images per category from the database as the training points.
Following previous works [15] , [16] , [19] , and [37] , the mean Average Precision (MAP) for different code lengths is used to measure the accuracy of our proposed method and other baselines. We calculate the MAP values within the top 5000 returned neighbors (MAP@5000) for CIFAR-10 and NUS-WIDE. And we show the results of MAP@1000 for ImageNet. We choose to evaluate the performance over binary codes with lengths of 16, 32, 48, and 64 bits (k = 16, 32, 48, 64).
B. COMPARATIVE METHODS
In this paper we compare our method with several state-ofthe-art hashing methods. These methods can be categorized into three classes:
• Unsupervised hashing methods with hand-crafted features, including Spectral Hashing (SH) [28] and Iterative Quantization (ITQ) [8] .
• Supervised hashing methods with hand-crafted features, including Fast Supervised Hashing (FastH) [17] , SPLH [27] , LFH [34] , Supervised Hashing with Kernels (KSH) [20] and Supervised Discrete Hashing (SDH) [24] .
• Deep hashing methods, including CNNH [29] , HashNet [3] , Deep Supervised Hashing with Pairwise Labels (DPSH) [16] , Deep Supervised Hashing (DSH) [19] , Deep Supervised Discrete Hashing (DSDH) [15] , Locality-Constrained Deep Supervised Hashing (LCDSH) [37] , DCH [2] , DMDH [5] . As for some above hashing methods, we directly cite the results in their paper. However, as for some above hashing methods, the results at some hash code length or dataset are default. Therefore we report their results in Table 5 by running the source codes provided by their respective authors to train the models by ourselves, except for LCDSH, DCH and DMDH due to the inaccessibility of the source code. For deep hashing methods, the raw image pixels are directly used as inputs, which all have been resized into 224 × 224. We adopt the CNN-F networks pre-trained on the ImageNet dataset [23] to initialize the first seven layers of our models. And the initialization strategy is the same as other deep hashing methods including DPSH [16] , DSDH [15] , LCDSH [37] . The Mean Average Precision (MAP) is used to measure the performance of different methods.
C. SENSITIVITY TO HYPER-PARAMETER α
In this paper, α is a weighting parameter that controls the strength of feature discriminability. To investigate the sensitivity to hyper-parameter α, as reported in Table 2 , we compute the MAP of three models (DSHSD, DSHSD-T and DSHSD-B) under different settings of α on CIFAR-10. DSHSD-T and DSHSD-B are the variants of DSHSD. DSHSD-T denotes that we use quantization regularizer instead of tanh to constrain quantization error. DSHSD-B denotes that we constrain the outputs of the last layer to be binary codes directly in classification part. As shown in Table 2 , we can make two observations:
• Without preserving pairwise label information (α = 0), the network outputs concentrate on the quantization threshold 0 (Fig. 2a) . And the value range of output space is small. Thus it is very likely that the saturating non-linearities fail. Especially, without any pairwise label information (α = 0), the retrieval performance of DSHSD-B is very bad in strict binary constraint. Since it is extremely difficult to optimize CNNs based model by the non-differentiable loss function in Hamming space (NP-hard in general).
• As for DSHSD, utilizing the pairwise label information (α = 0.1, Fig. 2c ) can increase the discriminability in the real-valued output space. But when we set α = 1, the retrieval performance of DSHSD-B will be better. And when α is too large (α = 10, 100), the retrieval performance improvement is not obvious or even worse. Based on the above observations, the retrieval performances can be improved significantly when setting α under a reasonable range (e.g. [0.1, 1]). Therefore we empirically set α = 0.1 in the following experiments.
D. TRAINING TIME CONSUMPTION Table 3 shows the training time consumption of different hashing methods on CIFAR-10 dataset. Due to the similar depth of network architecture, the training time consumption of DSHSD and these variants is almost equivalent. But, without making use of classification information, the DSHSD-C model only contains 3 fully-connected layers. So the training time consumption of DSHSD-C is less than the others. However, the gap of training time consumption between DSHSD-C and the others is quite small, since the difference of their network architecture depth is only one fully-connected layer. Therefore it is worth noting that the TABLE 3. Training time (hours) of different variants on CIFAR-10. DSHSD-C denotes that we only consider the pairwise label information. DSHSD-P denotes that we only consider the classification information. training time gaps between these methods mainly come from the differences of the network framework depth.
E. ABLATION STUDY
To analyze the importance of each part in the loss function, we investigate four variants of DSHSD: (1) DSHSD-C denotes that we only consider the pairwise label information. (2) DSHSD-P denotes that we only consider the classification information. (3) DSHSD-T denotes that we use quantization regularizer instead of tanh to constrain quantization error. (4) DSHSD-B denotes that we constrain the outputs of the last layer to be binary codes directly in classification loss part. We compare these four variants in Table 4 . And the precision-recall curves are shown in Fig. 3d .
By the fusion between pairwise label information and classification information, DSHSD outperforms DSHSD-C and DSHSD-P by 1.7% and 3.1% in average MAP for different bits on CIFAR-10. The multi-semantic information fusion method has been used in previous work [15] . However, the information fusion method constrains the outputs of the last layer to be binary codes directly. It is extremely difficult to exploit classification semantic information from Hamming space. And the optimization problem is also challenging. Different from DSHSD, DSHSD-B constrains the outputs of the last layer to be binary codes directly. As shown in Table 4 , DSHSD outperforms DSHSD-B by substantially large margins of 13.9% in average MAP. As for DSHSD-T, we utilize quantization regularizer instead of tanh to constrain the quantization error. DSHSD outperforms DSHSD-T by 4.6% in average MAP on CIFAR-10. Therefore, the proposed distribution consistency hashing method is a principled solution to the discrepancy between feature discriminability and quantization error.
F. VISUALIZATION
We visualize the retrieval performance of ablation study on CIFAR-10 in Fig. 6 . The t-SNE of 12-bit hash codes generated by DSHSD, several variants of DSHSD and DSDH on CIFAR-10 is shown in Fig. 4 and 5. In Fig. 6 , examples of top 10 retrieved images and precision@10 on CIFAR-10 is reported. The average precision@10 of DSHSD is 97%. The average precision@10 of DSHSD-C is 91%. The average precision@10 of DSHSD-P is 85%. The average precision@10 of DSHSD-T is 83%. And the average precision@10 of DSHSD-B is 73%. The retrieval performance of these methods in Fig. 6 is basically matched with their MAP in Table 4 . In Fig. 4 and 5, we can observe that the hash codes generated by DSHSD show clear discriminative structures, while the hash codes generated by the rest methods do not show such discriminative structures. This suggests that DSHSD can learn more discriminative hash codes than others for more effective similarity retrieval.
G. RESULT ANALYSIS
The MAP of different methods on CIFAR-10 and NUS-WIDE is reported in Table 5 . It is observed that our DSHSD greatly outperforms other baselines. In general, these CNN-based methods outperform greatly the conventional hash methods on both datasets.
These deep hashing methods, such as LCDSH, DSH*, DSDH, DPSH, utilize a quantization regularizer as a relaxation of the binary hash codes. Due to the discrepancy between the discriminability and quantization, these methods with quantization regularizer only can search an equilibrium point. And the feature distributions of them are similar, just as shown as Fig. 2b . Distinguished from the previous works, we introduce a Stable Distribution Theory. According to Stable Distribution, we adopted a classical contrastive loss function to maximize the feature discriminability with distribution consistency guarantee, the result of which is shown in Table 4 as DSHSD-C. DSHSD-C is a variant of our method (DSHSD), which only consider the pairwise label information. The MAP result of DSHSD-C is already better than those deep hashing methods with a quantization regularizer. But one limitation of DSHSD-C is that the convergence of the algorithm is slow. In order to achieve fast convergence, we combine the contrastive hashing and classification by the jointly learned classifier. As shown in Fig. 3a and Fig. 3d , the DSHSD can converge fast and outperform the DSHSD-C. Specially, DSDH also exploited classification information. However, different from DSDH, according to Occam's Razor, DSHSD do not constrain H to be binary codes in classification part to avoid introducing any auxiliary variable. We expect that the hash codes learned can preserve more semantic information in approximate Hamming space. In Fig. 5 we can see that hash codes generated by DSHSD show clear discriminative structures in that different categories are well separated, while the hash codes generated by DSDH do not show such discriminative structures. This suggests that DSHSD can learn more discriminative hash codes than DSDH for more effective similarity retrieval. The feature distribution of DSHSD is shown as Fig. 2c , which is approximately normal distribution similar to Fig. 2a , but the feature variance of DSHSD is larger. As shown in Fig. 2d , the feature distribution of DSHSD after a tanh function extremely approximate the desired discrete value (+1/ − 1). DMDH transform the original binary optimization into differentiable optimization problem over hash functions through series expansion. And DCH design a pairwise cross-entropy loss based on Cauchy distribution, which penalizes significantly on similar image pairs with Hamming distance larger than the given Hamming radius threshold. But both of them do not make full use of the label information. Naturally, as shown in Table 5 , our DSHSD method outperforms current stateof-the-art methods on CIFAR-10, NUS-WIDE and ImageNet datasets. VOLUME 7, 2019 TABLE 5. MAP of different methods on CIFAR-10 and NUS-WIDE. The MAP for two datasets is calculated based on the top 5,000 returned neighbors. DSH* denotes replacing the original network of DSH with CNN-F and then training the model by the similar initialization strategy as ours. Due to the inaccessibility of the source code for DMDH, DCH and LCDSH, we use ''-'' to denote the default results. 
V. CONCLUSION
In order to eliminate the discrepancy between maximizing the discriminability and minimizing the quantization error, we propose a Deep Supervised Hashing based on Stable Distribution without any quantization regularizer to achieve effective and efficient large scale image retrieval. To demonstrate the advantages of the proposed method, extensive experimental study has been conducted and results show that the proposed method greatly outperforms other hashing methods on benchmark datasets. In future work, it is interesting and promising to develop theoretical framework to optimize the performance further and apply framework to other types of data (e.g., audio, video and text). 
