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Abstract. We develop a convergence analysis of a multi-level algorithm combining higher order
quasi-Monte Carlo (QMC) quadratures with general Petrov-Galerkin discretizations of countably
affine parametric operator equations of elliptic and parabolic type, extending both the multi-level
first order analysis in [F.Y. Kuo, Ch. Schwab, and I.H. Sloan, Multi-level quasi-Monte Carlo finite
element methods for a class of elliptic partial differential equations with random coefficient (Found.
Comp. Math., 2015)] and the single level higher order analysis in [J. Dick, F.Y. Kuo, Q.T. Le Gia,
D. Nuyens, and Ch. Schwab, Higher order QMC Galerkin discretization for parametric operator
equations (SIAM J. Numer. Anal., 2014)]. We cover, in particular, both definite as well as indefinite,
strongly elliptic systems of partial differential equations (PDEs) in non-smooth domains, and discuss
in detail the impact of higher order derivatives of Karhunen-Loe`ve eigenfunctions in the parametriza-
tion of random PDE inputs on the convergence results. Based on our a-priori error bounds, concrete
choices of algorithm parameters are proposed in order to achieve a prescribed accuracy under min-
imal computational work. Problem classes and sufficient conditions on data are identified where
multi-level higher order QMC Petrov-Galerkin algorithms outperform the corresponding single level
versions of these algorithms. Numerical experiments confirm the theoretical results.
Key words. Quasi-Monte Carlo methods, multi-level methods, interlaced polynomial lattice
rules, higher order digital nets, affine parametric operator equations, infinite dimensional quadrature,
Petrov-Galerkin discretization.
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1. Introduction. The efficient numerical computation of statistical quantities
for solutions of partial differential and of integral equations with random inputs is a
key task in uncertainly quantification and in the sciences. In this paper, we combine
the use of higher order quasi-Monte Carlo (QMC) quadrature with Petrov-Galerkin
discretization in a multi-level algorithm to estimate a quantity of interest which has
been expressed as an infinite dimensional integral. This paper applies the new QMC
theory developed in [8] (for a single level algorithm) to the QMC Finite Element
multi-level algorithm introduced in [23], to yield a potentially reduced exponent a in
the cost bound of O(ε−a), subject to a fixed error threshold ε > 0, with the constant
implied in O(·) being independent of the dimension of the integration domain.
The multi-level algorithm has first been introduced in [17] in the context of inte-
gral equations and was independently rediscovered in [12] in the context of simulation
of stochastic differential equations. A combination of the multi-level approach with
the Monte Carlo method has recently been developed for elliptic problems with ran-
dom input data in [1, 3, 2, 16, 33, 5].
Let y := (yj)j≥1 denote the possibly countable set of parameters from a domain
U ⊆ RN, and let A(y) denote a y-parametric bounded linear operator between suitably
defined spaces X and Y ′. We consider parametric operator equations: given f ∈ Y ′,
for every y ∈ U find u(y) ∈ X such that
A(y)u(y) = f . (1.1)
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2Such parametric operator equations arise from partial differential equations with ran-
dom field input, see, e.g., [29] and the references there. Following [28, 8], we consider
in this paper problems where A(y) has “affine” parameter dependence, i.e., there
exists a sequence {Aj}j≥0 ⊂ L(X ,Y ′) such that for every y ∈ U we can write
A(y) = A0 +
∑
j≥1
yj Aj , (1.2)
and we restrict ourselves to the bounded (infinite-dimensional) parameter domain
U = [− 12 , 12 ]N .
Some assumptions on the “nominal” (or “mean field”) operator A0 and the “fluctu-
ation” operators Aj are required to ensure that the sum in (1.2) converges, and to
ensure its well-posedness, i.e., the existence and uniqueness of the parametric solu-
tion u(y) in (1.1) for all y ∈ U ; sufficient conditions will be specified in §2. Further
assumptions on A0 and Aj are required for our regularity and approximation results;
these will also be given in §2. For now we mention only one key assumption: there
exists t¯ ≥ 0 such that for every 0 ≤ t ≤ t¯ there exists a 0 < pt < 1 for which∑
j≥1
‖Aj‖ptL(Xt,Y′t) < ∞ and
∑
j≥1
‖A∗j‖ptL(Yt,X ′t) < ∞ , (1.3)
where {Xt}t≥0 and {Yt}t≥0 denote scales of smoothness spaces (see (2.6) ahead), with
X0 = X and Y0 = Y, and ‖ · ‖L(Xt,Y′t) denotes the operator norm for the set of all
bounded linear mappings from Xt to Y ′t. As we will explain, it is natural to assume
that 0 < p0 ≤ p1 ≤ · · · ≤ pt¯ < 1. Assumption (1.3) implies a decay of the fluctuations
Aj in (1.2), with stronger decay as the value of p0 decreases.
For a quantity of interest (or “goal” functional) G ∈ X ′, “ensemble averages” of
all possible realizations of the operator equation (1.1) take the form of an integral
over U ,
I(G(u)) :=
∫
U
G(u(y)) dy . (1.4)
This calls for the consideration of QMC methods for numerical integration. A single
level QMC strategy was developed and analyzed in [21], and subsequently generalized
and improved in [28, 8]. It contained three approximations: (i) dimension-truncating
the infinite sum in (1.2) to s terms (see §2.5), (ii) solving the corresponding operator
equation (1.1) using a Finite Element method, or more generally, Petrov-Galerkin
discretization based on two dense, one-parameter families {X h}h>0 ⊂ X , {Yh}h>0 ⊂
Y of finite dimensional subspaces (see §2.4), and (iii) approximating the corresponding
integral (1.4) using a QMC rule with N points in s dimensions. Thus (1.4) was
approximated by
Qs,N (G(u
h
s )) :=
1
N
N−1∑
n=0
G
(
uhs
(
yn − 12
))
, (1.5)
where {y0, . . . ,yN−1} ⊂ [0, 1]s are N suitably chosen QMC points, and the shift of
coordinates by 1
2
in (1.5) accounts for the translation from [0, 1]s to [− 12 , 12 ]s.
In [21], first order QMC methods known as randomly shifted lattice rules were
considered, together with first order finite element methods, to achieve an overall
root-mean-square error bound (with respect to the random shift) of
r.m.s. error = O
(
s−2(1/p0−1) +N−min(1/p0−1/2,1−δ) + ht+t
′)
, δ > 0 , (1.6)
3for a second order, elliptic PDE in the bounded spatial domain D ⊂ Rd,
−∇ · (a(y)∇u(y)) = f , u(y)|∂D = 0 , a(y) = a0(·) +
∑
j≥1
yj ψj(·) , (1.7)
which corresponds to the special case with X = Y = H10 (D), where 0 < p0 < 1,
0 ≤ t, t′ ≤ 1, f ∈ H−1+t(D) and G ∈ H−1+t′(D). The result is then generalized
in [28] to the general affine family of operator equations. The implied constant in
the bound (1.6) and the QMC convergence rate with respect to N are independent
of the integration dimension s, and this is achieved by choosing appropriate “prod-
uct and order dependent (POD) weights” in the function space setting for the QMC
analysis. A suitable generating vector for the required lattice rule can be constructed
using a component-by-component (CBC) algorithm, at a (pre-computation) cost of
O(sN logN + s2N) operations.
The QMC convergence rate in (1.6) was capped at order one in [21, 28], but
this limitation was overcome in [8] by considering a family of higher order digital
nets known as (deterministic) interlaced polynomial lattice rules, together with higher
order Galerkin discretization, to achieve an error bound of
error = O
(
s−2(1/p0−1) +N−1/p0 + ht+t
′)
, (1.8)
for 0 < p0 < 1, 0 ≤ t, t′ ≤ t¯, f ∈ Y ′t and G ∈ X ′t′ . The QMC convergence rate
proved in [8] also gained an additional factor of N−1/2 as compared to the rate for
randomly shifted lattice rules in [21, 28], thanks to a new, non-Hilbert space setting
for the QMC analysis (proposed already in [22]). This approach is outlined in §2.6.
The implied constant in (1.8) is again independent of s, and this time it is achieved
by choosing appropriate “smoothness driven product and order dependent (SPOD)
weights” for the function space. The generating vector for the required interlaced
polynomial lattice rule can again be constructed using a CBC algorithm, at a slightly
higher cost of O(α sN logN + α2 s2N) operations, with α = b1/p0c+ 1 ≥ 2.
To reduce the computational cost required to achieve the same error, a novel
multi-level algorithm was introduced and analyzed in [23]. It takes the form
QL∗ (G(u)) :=
L∑
`=0
Qs`,N`(G(u
h`
s`
− uh`−1s`−1 )) , (1.9)
where each Qs`,N` is a randomly shifted lattice rule with N` points in s` dimensions,
and where u
h−1
s−1 := 0. The corresponding root-mean-square error bound is
r.m.s. error =
O
(
s
−2(1/p0−1)
L + h
t+t′
L +
L∑
`=0
N
−min(1/p1−1/2,1−δ)
`
(
s
−(1/p0−1/p1)
`−1 + h
t+t′
`−1
))
, δ > 0,
(1.10)
where s−1 := 1, h−1 := 1, 0 < p0 ≤ p1 < 1, 0 ≤ t, t′ ≤ 1, and the implied constant is
independent of s, with appropriately chosen POD weights. Assuming that the overall
cost of (1.9) is O(∑L`=0 s`N`h−d` ), an argument based on the Lagrange multipliers
was used to optimize the choice of s` and N` in relation to h`  2−`. Note that the
QMC convergence rate with respect to N` in (1.10) depends on p1, rather than on p0.
4In this paper, we replace the randomly shifted lattice rules in (1.9) by interlaced
polynomial lattice rules as in [8], to achieve the improved error bound
error = O
(
s
−2(1/p0−1)
L + h
t+t′
L +
L∑
`=0
N
−1/pt
`
(
s
−(1/p0−1/pt)
`−1 + h
t+t′
`−1
))
, (1.11)
where 0 < p0 ≤ pt < 1, 0 ≤ t, t′ ≤ t¯. The implied constant is independent of s, again,
under the provision of appropriate SPOD weights. Comparing (1.11) with (1.10), we
see that the convergence rate is no longer capped at order one as expected, and there
is a gain of the additional factor N
−1/2
` as in (1.8). However, the convergence rate
depends now on the summability exponent pt rather than p0 or p1.
As we argue in §2.3 of this paper, in many examples, the exponent pt in (1.3)
satisfies
pt =
p0
1− tp0/d , 1 ≤ t ≤ t¯ , (1.12)
which could be much larger than p0. The requirement pt < 1 imposes a constraint
on t¯, the maximum allowable value of t and t′, which in turn reduces the convergence
rate in (1.11). In some scenarios the potential gain of the multi-level algorithm (1.9)
over the single level algorithm (1.5) (whose error bound depends only on p0) can be
limited.
The outline of this paper is as follows. In §2, we formulate the affine paramet-
ric operator equations, specify all assumptions which are subsequently needed in our
QMC error analysis, and introduce an abstract Petrov-Galerkin discretization of these
operator equations which covers most Galerkin discretizations of parabolic and ellip-
tic partial differential equations in a bounded spatial domain D. Examples include
second order, elliptic divergence form PDEs in polyhedral domains as considered in
[25]. We elaborate on (1.12) resulting from random field modelling with covariance
operators chosen as negative powers of second order, elliptic pseudo-differential oper-
ators in D. We also give in §2 a synopsis of the key results of our single level QMC
Petrov-Galerkin error analysis in [8], to the extent required for the present work. In
§3, we introduce the multi-level QMC Petrov-Galerkin approximation as direct gen-
eralization of the multi-level algorithm based on (first order) randomly shifted lattice
rules analyzed in [23]. We present the basic error bounds for the combined QMC
Petrov-Galerkin error, refining and extending the analysis of [8], and derive concrete
selections of the algorithm parameters based on optimization of the error bounds.
The proposed parameter choices are then used to derive asymptotic accuracy versus
work bounds for the proposed algorithms, subject to given data regularity in terms
of spatial differentiability as well as decay of the covariance spectrum of the random
field input. Finally in §5 we give some concluding remarks.
2. Problem formulation. Generalizing results of [4], we study well-posedness,
regularity and polynomial approximation of solutions for a family of abstract para-
metric saddle point problems, with operators depending on a sequence of parameters.
The results cover a wide range of affine parametric operator equations: among them
are stationary and time-dependent diffusion in random media [4], wave propagation
[19], and optimal control problems for uncertain systems [20].
2.1. Affine parametric operator equations. We denote by X and Y two
separable and reflexive Banach spaces over R (all results will hold with the obvious
modifications also for spaces over C) with (topological) duals X ′ and Y ′, respectively.
By L(X ,Y ′), we denote the set of bounded linear operators A : X → Y ′.
5A particular instance of (1.1) and (1.2) are boundary value problems of second
order, elliptic (systems of) partial differential equations such as linear elasticity in
anisotropic, parametric medium. Here, X = Y = H10 (D)ι with ι ≥ 1, and A(y)
is given by the divergence-form elliptic differential operator which acts on vector
functions u(y) : D 7→ Rι via
(A(y)u(y))l = −
d∑
i,j=1
ι∑
k=1
∂i(a
ij
kl(x,y)∂juk(x,y)) = fl in D, l = 1, ..., ι, (2.1)
and u(y)|∂D = 0. In the scalar, isotropic case of (2.1) which was considered in [21],
we have ι = 1 and the coefficient function aij(y) = δija(y) with a(y) as in (1.7). For
linearized elasticity, ι = d in (2.1). Other boundary conditions in (2.1) could equally
well be considered (we refer to [25, Sec.1.2] for details).
As we explained in the introduction, let y := (yj)j≥1 ∈ U = [− 12 , 12 ]N be a
countable set of parameters. For every f ∈ Y ′ and for every y ∈ U , we solve the
parametric operator equation (1.1), where the operator A(y) ∈ L(X ,Y ′) is of affine
parameter dependence, see (1.2). We associate with the operators Aj the parametric
bilinear forms aj(·, ·) : X × Y → R via
∀v ∈ X , w ∈ Y : aj(v, w) = Y′〈Ajv, w〉Y , j = 0, 1, 2, . . . .
Similarly, for y ∈ U we associate with the parametric operator A(y) the parametric
bilinear form a(y; ·, ·) : X × Y → R via
∀v ∈ X , w ∈ Y : a(y; v, w) = Y′〈A(y)v, w〉Y .
In order for the sum in (1.2) to converge, we impose the assumptions below on
the sequence {Aj}j≥0 ⊂ L(X ,Y ′).
Assumption 1. The sequence {Aj}j≥0 ⊂ L(X ,Y ′) in (1.2) satisfies:
1. A0 ∈ L(X ,Y ′) is boundedly invertible, i.e., there exists a constant µ0 > 0
such that
inf
06=v∈X
sup
0 6=w∈Y
a0(v, w)
‖v‖X ‖w‖Y ≥ µ0 , inf06=w∈Y sup06=v∈X
a0(v, w)
‖v‖X ‖w‖Y ≥ µ0 . (2.2)
2. The fluctuation operators {Aj}j≥1 are small with respect to A0 in the follow-
ing sense: there exists a constant 0 < κ < 2 such that∑
j≥1
β0,j ≤ κ < 2 , where β0,j := ‖A−10 Aj‖L(X ,X ) , j = 1, 2, . . . . (2.3)
Theorem 2.1 (cp. [28, Theorem 2]). Under Assumption 1, for every realization
y ∈ U of the parameter vector, the affine parametric operator A(y) given by (1.2) is
boundedly invertible, uniformly with respect to y. In particular, for every f ∈ Y ′ and
for every y ∈ U , the parametric operator equation
find u(y) ∈ X : a(y;u(y), w) = Y′〈f, w〉Y ∀w ∈ Y (2.4)
admits a unique solution u(y) which satisfies the a-priori estimate
‖u(y)‖X ≤ 1
µ
‖f‖Y′ , with µ = (1− κ/2)µ0 .
62.2. Parametric and spatial regularity of solutions. First we establish the
regularity of the solution u(y) of the parametric, variational problem (2.4) with respect
to the parameter vector y. In the following, let NN0 denote the set of sequences
ν = (νj)j≥1 of non-negative integers νj , and let |ν| :=
∑
j≥1 νj . For |ν| < ∞, we
denote the partial derivative of order ν of u(y) with respect to y by
∂νyu(y) :=
∂|ν|
∂ν1y1∂
ν2
y2 · · ·
u(y) .
Theorem 2.2 (cp. [4, 20]). Under Assumption 1, there exists a constant C0 > 0
such that for every f ∈ Y ′ and for every y ∈ U , the partial derivatives of the para-
metric solution u(y) of the parametric operator equation (1.1) with affine parametric,
linear operator (1.2) satisfy the bounds
‖∂νyu(y)‖X ≤ C0 |ν|!βν0 ‖f‖Y′ for all ν ∈ NN0 with |ν| <∞ , (2.5)
where 0! := 1, βν0 :=
∏
j≥1 β
νj
0,j, with β0,j as in (2.3), and |ν| =
∑
j≥1 νj.
For the spatial regularity, we assume given scales of smoothness spaces {Xt}t≥0,
{Yt}t≥0, with
X = X0 ⊃ X1 ⊃ X2 ⊃ · · · , Y = Y0 ⊃ Y1 ⊃ Y2 ⊃ · · · , and
X ′ = X ′0 ⊃ X ′1 ⊃ X ′2 ⊃ · · · , Y ′ = Y ′0 ⊃ Y ′1 ⊃ Y ′2 ⊃ · · · .
(2.6)
The scales are assumed to be defined also for non-integer values of the smoothness
parameter t ≥ 0 by interpolation. For self-adjoint operators, usually Xt = Yt. For
example, in diffusion problems in convex domains D considered in [4, 21], the smooth-
ness scales (2.6) are X = Y = H10 (D), X1 = Y1 = (H2 ∩ H10 )(D), Y ′ = H−1(D),
Y ′1 = L2(D). In a non-convex polygon (or polyhedron), analogous smoothness scales
are available, but involve Sobolev spaces with weights. In [25], this kind of abstract
regularity result was established for a wide range of second order parametric, elliptic
systems in 2D and 3D, also for higher order regularity. The smoothness scales {Xt}t≥0
and {Y ′t}t≥0 are then weighted Sobolev spaces Kt+1a+1(D) of Kondratiev type in D, and
Xt = Kt+1a+1(D), Y ′t = Kt−1a−1(D) in this case. The Finite Element spaces which realize
the maximal convergence rates (beyond order one) are regular, simplicial families in
the sense of Ciarlet, on suitably refined meshes which compensate for the corner and
edge singularities.
The maximum amount of smoothness in the scale Xt, denoted by t¯ ≥ 0, depends
on the problem class under consideration and on the Sobolev scale: e.g., for elliptic
problems in polygonal domains, it is well known that choosing for Xt the usual Sobolev
spaces will allow (2.7) with t only in a possibly small interval 0 < t ≤ t¯, whereas
choosing Xt as Sobolev spaces with weights will allow rather large values of t¯ (see,
e.g., [25]).
We next formalize the parametric regularity hypothesis.
Assumption 2. There exists t¯ ≥ 0 such that the following conditions hold:
1. For every t, t′ satisfying 0 ≤ t, t′ ≤ t¯, we have
sup
y∈U
‖A(y)−1‖L(Y′t,Xt) <∞ and sup
y∈U
‖(A∗(y))−1‖L(X ′
t′ ,Yt′ ) <∞ . (2.7)
Moreover, for every t satisfying 0 ≤ t ≤ t¯, there exist summability exponents
0 ≤ p0 ≤ pt ≤ pt¯ < 1 such that∑
j≥1
‖Aj‖ptL(Xt,Y′t) <∞ . (1.3)
72. Let u(y) = (A(y))−1f and w(y) = (A∗(y))−1G. For 0 ≤ t, t′ ≤ t¯, there exist
constants Ct, Ct′ > 0 such that for every f ∈ Y ′t and G ∈ X ′t′ holds
sup
y∈U
‖u(y)‖Xt ≤ Ct‖f‖Y′t and sup
y∈U
‖w(y)‖Yt′ ≤ Ct′‖G‖X ′t′ . (2.8)
Moreover, for every t satisfying 0 ≤ t ≤ t¯, there exists a sequence βt =
(βt,j)j≥1 ∈ `pt(N), i.e., satisfying∑
j≥1
βptt,j < ∞ , (2.9)
such that for every 0 ≤ t, t′ ≤ t¯ and for every ν ∈ NN0 with |ν| <∞ we have
sup
y∈U
‖∂νyu(y)‖Xt ≤ Ct |ν|!βνt ‖f‖Y′t , (2.10)
sup
y∈U
‖∂νyw(y)‖Yt′ ≤ Ct′ |ν|!βνt′ ‖G‖X ′t′ . (2.11)
3. The operators Aj are enumerated so that the sequence β0 in (2.3) satisfies
β0,1 ≥ β0,2 ≥ · · · ≥ β0,j ≥ · · · . (2.12)
Parametric regularity as in Item 2 of Assumption 2 is available for numerous
parametric differential equations (see [29, 18, 15, 20] and the references there) as well
as for posterior densities in Bayesian inverse problems with uniform priors (see, e.g.,
[26, 27] and the references there). Writing A(y) = A0(I+
∑
j≥1 yjA
−1
0 Aj), a Neumann
series argument shows that a sufficient condition for (2.7) to hold is A−10 ∈ L(Y ′t,Xt),
Aj ∈ L(Xt,Y ′t) and that ∑
j≥1
‖A−10 Aj‖L(Xt,Xt) < 2 .
We may estimate
‖A−10 Aj‖L(Xt,Xt) ≤ ‖A−10 ‖L(Y′t,Xt)‖Aj‖L(Xt,Y′t) , j = 1, 2, 3, · · · ,
and since Aj = A0A
−1
0 Aj we have ‖Aj‖L(Xt,Y′t) ≤ ‖A0‖L(Xt,Y′t)‖A−10 Aj‖L(Xt,Xt).
Combining these two estimates, we have for every j ≥ 1
‖A0‖−1L(Xt,Y′t) ≤
‖A−10 Aj‖L(Xt,Xt)
‖Aj‖L(Xt,Y′t)
≤ ‖A−10 ‖L(Y′t,Xt) . (2.13)
This shows that condition (1.3) is equivalent to (but not identical to) the condition
that
∑
j≥1 ‖A−10 Aj‖ptL(Xt,Xt) <∞.
2.3. Illustration of Assumption 2. The condition (2.2) of Assumption 1 im-
plies A−10 ∈ L(Y ′,X ) so that for every y ∈ U we have A(y)u(y) = f ⇐⇒ B(y)u(y) =
f˜ , where B(y) := I +
∑
j≥1 yj(A
−1
0 Aj) and f˜ := A
−1
0 f . Taking y = 0 in (2.7)
yields A−10 ∈ L(Y ′t,Xt), while (1.3) and (2.13) together gives A−10 Aj ∈ L(Xt,Xt) for
j = 1, 2, . . .. Hence (2.9) holds with βt,j := ‖A−10 Aj‖L(Xt,Xt). We may now apply the
argument in [4] to the affine parametric operator equation B(y)u(y) = f˜ to obtain
(2.10). Repeating this argument for the adjoint equation B(y)∗w(y) = G˜ := A−∗0 G ∈
Xt then yields (2.11).
8The summability (2.9) is well known to be related to the smoothness of the covari-
ance kernels of the random coefficient; see e.g., [30, Appendix] for details. We illustrate
(2.9) in the context of the scalar, parametric diffusion problem (1.7). One source of
the ψj in (1.7) are principal component analysis expansions such as Karhunen-Loe`ve
expansions of random coefficients, and therefore (2.9) is a sparsity assumption on the
coefficient function sequence {ψj}j≥1 and their derivatives of orders t = 1, 2, . . . , bt¯c.
Consider the Dirichlet Laplacean −∆d in the unit cube D = (0, 1)d with d ≥
1. This is an unbounded, self-adjoint operator on L2(D) with a discrete spectrum
consisting of countably many real eigenvalues which accumulate only at infinity. It is
elementary to verify by separation of variables that the eigenpairs of −∆d are
−∆d ψ˜k = λk ψ˜k in D, ψ˜k|∂D = 0 , k = (k1, . . . , kd) ∈ Nd ,
with
λk = pi
2(k21 + · · ·+ k2d), ψ˜k(x) =
d∏
i=1
sin(pikixi) . (2.14)
Enumerating {λk}k∈Nd in non-decreasing order {λj}j≥1, there hold the Weyl asymp-
totics (see, e.g., [31] and the references there)
λj ∼ j2/d as j →∞ . (2.15)
Next, we consider again the domain D, but now for some real parameter θ > 0 the
Covariance operator Cθ = (−∆d)−θ. Then, for any θ > 0, Cθ ∈ L(L2(D), L2(D)) is a
compact, self-adjoint operator whose spectrum σ(Cθ) = (µj)j≥1 consists of countably
many, real eigenvalues which we enumerate again in non-increasing order. By the
spectral mapping theorem and the Weyl asymptotics (2.15), the operators Cθ have
the same eigenfunctions ψ˜j as the operator −∆d, and the corresponding eigenvalues
µj of Cθ have the asymptotics
µj ∼ j−2θ/d as j →∞ .
In Karhunen-Loe`ve expansions with uncertain coefficients, we have (1.7) with ψj :=√
µj ψ˜j . Clearly in this case we have ‖ψ˜j‖L∞(D) ≤ 1 for j ≥ 1, which yields
‖ψj‖L∞(D) . j−θ/d, from which we conclude that∑
j≥1
‖ψj‖p0L∞(D) < ∞ with p0 >
d
θ
.
We find for t = 0, 1, 2, ... and for every j ∈ N that ‖ψ˜j‖W t,∞(D) . jt/d, and therefore
‖ψj‖W t,∞(D) . j(t−θ)/d , (2.16)
with the implied constant depending on t, but independent of j ∈ N. So it holds∑
j≥1
‖ψj‖ptW t,∞(D) <∞ , with pt :=
p0
1− tp0/d <
d
θ − t .
The requirement that pt < 1 means
t¯ = d
(
1
p0
− 1
)
< θ − d .
9Thus sparsity of expansions of higher order t is only available for sufficiently large
θ > 0, at least in this example where (2.16) is sharp.
The preceding arguments rely strongly on the explicit formulas (2.14). For co-
variance operators of the form C = B−θ for a general, positive and second order,
self-adjoint elliptic divergence form partial differential operator B ∈ L(X ,X ′) with
non-constant, Ho¨lder regular coefficients in a polygonal/polyhedral domain D, the
spectral asymptotics of the λj as j → ∞ is well known to hold as well (see e.g.
[31, Theorem 15.2] for smooth domains and smooth coefficients, and [24] for elliptic,
divergence-form operators with non-smooth coefficients). Importantly, also in this
case, the eigenfunctions ψ˜j are bounded, but may exhibit singularities at corners and
edges of the domain D, so that they belong only to weighted W t,∞(D) spaces denoted
in [25] by Wt,∞(D); coefficients in such spaces for (2.1) are admissible in the results
of [25], cp. [25, Eq. (2.3)], where also conditions (2.10) and (2.11) have been verified
for parametric, elliptic systems (2.1). In the context of the parametric, second-order,
elliptic divergence-form PDE (2.1), we have ‖Aj‖L(Xt,Y′t) . ‖ψj‖Wj,∞(D) (cp. [25,
Eq. (2.6)]) and ‖A−10 ‖L(Y′t,Xt) being bounded in a scale of weighted Sobolev spaces
(cp. [25, Corollary 2.1] with the identification Xt = K1+ta+1(D)), with . denoting an
absolute constant (depending on t, but not on j); we refer to [25, Eq.(2.6)] for details.
2.4. Petrov-Galerkin discretization. Since the exact solution is not available
explicitly, we will have to compute, for given y ∈ U , an approximate solution obtained
by Petrov-Galerkin discretization.
Theorem 2.3 (cp. [8, §2.4]). Let {X h}h>0 ⊂ X and {Yh}h>0 ⊂ Y be two
families of finite dimensional subspaces which are dense in X and in Y, respectively.
Assume moreover the approximation property and that the Petrov-Galerkin subspace
pairs X h × Yh are inf-sup stable with respect to the nominal bilinear form a0(·, ·),
as in (2.2), with constant µ¯0 > 0 independent of h. This implies the discrete inf-
sup conditions for the bilinear form a(y; ·, ·), uniformly with respect to y ∈ U , with
constant µ¯ = (1− κ/2) µ¯0 > 0.
Then for every y ∈ U we have existence, uniqueness and (uniform with respect
to y) quasioptimality of the Petrov-Galerkin solutions, ie., for every 0 < h ≤ h0 and
for every y ∈ U , the Petrov-Galerkin approximations uh(y) ∈ X h, given by
find uh(y) ∈ X h : a(y;uh(y), wh) = Y′〈f, wh〉Y ∀wh ∈ Yh , (2.17)
are well defined, and stable, i.e., they satisfy the uniform a-priori estimate
‖uh(y)‖X ≤ 1
µ¯
‖f‖Y′ . (2.18)
Moreover, for 0 < t ≤ t¯, if the basis functions have smoothness degree dte then there
exists a constant Ct > 0 such that for every y ∈ U
‖u(y)− uh(y)‖X ≤ Ct ht ‖u(y)‖Xt . (2.19)
Additionally, we assume uniform inf-sup stability of the pairs X h × Yh for the
adjoint problem, so that for 0 < t′ ≤ t¯ there exists a constant Ct′ > 0 such that for
all 0 < h ≤ h0 and y ∈ U ,
‖w(y)− wh(y)‖Y ≤ Ct′ht′‖w(y)‖Yt′ . (2.20)
Then, for every f ∈ Y ′t and G ∈ X ′t′ with 0 < t, t′ ≤ t¯ and for every y ∈ U , as
h → 0, there exists a constant C > 0 independent of h > 0 and of y ∈ U such that
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the Galerkin approximations G(uh(y)) satisfy∣∣G(u(y))−G(uh(y))∣∣ ≤ C ht+t′ ‖f‖Y′t ‖G‖X ′t′ . (2.21)
2.5. Dimension truncation. We truncate the infinite sum in (1.2) to s terms
and solve the corresponding operator equation (1.1) approximately using Galerkin dis-
cretization from two dense, one-parameter families {X h} ⊂ X , {Yh} ⊂ Y of subspaces
of X and Y: for s ∈ N and y ∈ U , we define
as(y; v, w) := Y′〈A(s)(y)v, w〉Y , with A(s)(y) := A0 +
s∑
j=1
yjAj . (2.22)
Then, for every 0 < h ≤ h0 and every y ∈ U , the dimension-truncated Galerkin
solution uhs (y) is the solution of
find uhs (y) ∈ X h : as(y;uhs (y), wh) = Y′〈f, wh〉Y ∀wh ∈ Yh. (2.23)
By choosing y = (y1, . . . , ys, 0, 0, . . .), Theorem 2.3 remains valid for the dimensionally
truncated problem (2.23), and hence (2.18) holds with uhs (y) in place of u
h(y).
Theorem 2.4 (cp. [8, Theorem 2.6]). Under Assumption 1, there exists a con-
stant C > 0 such that for every f ∈ Y ′, for every G ∈ X ′, for every y ∈ U , for every
s ∈ N and for every h > 0, the variational problem (2.23) admits a unique solution
uhs (y) which satisfies
|I(G(uh))− I(G(uhs ))| ≤ C ‖f‖Y′ ‖G‖X ′
( ∑
j≥s+1
β0,j
)2
(2.24)
for some constant C > 0 independent of f , G and of s where β0,j is defined in (2.3).
In addition, if (2.12) and (1.3) hold with p0 < 1, then
∑
j≥s+1
β0,j ≤ min
(
1
1/p0 − 1 , 1
)(∑
j≥1
βp00,j
)1/p0
s−(1/p0−1) .
2.6. Higher order QMC. Higher order QMC rules were first studied in [6].
Interlaced polynomial lattice rules are a special construction method of higher order
QMC rules which were first introduced in [14] and further studied in [13] and [8].
The results in [8] use a non-Hilbert space setting and bounds from [7]. Following
[8], we consider numerical integration for smooth integrands F of s variables defined
over the unit cube [0, 1]s, using a family of higher order digital nets called interlaced
polynomial lattice rules. Below we only summarize the error bound, and will not give
any detail about interlaced polynomial lattice rules; the full details can be found in
[8], for more background information see also [10].
In particular, we are interested in integrands of the form F (y) = G(uhs (y− 12 )). A
novel non-Hilbert space setting was developed in [8] to cater for such integrands. Let
α, s ∈ N, and 1 ≤ q, r ≤ ∞, and let γ = (γu)u⊂N be a collection of non-negative real
numbers, known as weights (we refer to [32] where the concept was first introduced,
and e.g., to [9] for generalizations). Assume further that F : [0, 1]s → R has partial
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derivatives of orders up to α with respect to each variable. Following [8], we quantify
the derivatives with the norm of F given by1
‖F‖s,α,γ,q,r :=
[ ∑
u⊆{1:s}
(
1
γqu
∑
v⊆u
∑
τu\v∈{1:α}|u\v|∫
[0,1]|v|
∣∣∣∣ ∫
[0,1]s−|v|
(∂
(αv,τu\v,0)
y F )(y) dy{1:s}\v
∣∣∣∣qdyv
)r/q]1/r
, (2.25)
with the obvious modifications if q or r is infinite. Here {1 : s} is a shorthand notation
for the set {1, 2, . . . , s}, and (αv, τ u\v,0) denotes a sequence ν with νj = α for j ∈ v,
νj = τj for j ∈ u \ v, and νj = 0 for j /∈ u. Two forms of weights were considered
in [8]: SPOD weights (first introduced in [8]) take the form
γu :=
∑
νu∈{1:α}|u|
Γ|νu|
∏
j∈u
γj(νj) ,
while product weights take the form γu :=
∏
j∈u γj . We restrict to the case r = ∞,
and we use an abbreviated notation for the norm, namely, ‖F‖Ws := ‖F‖s,α,γ,q,∞.
Theorem 2.5 (cp. [8, Theorems 3.5 and 3.9]). Let α, s ∈ N with α > 1,
1 ≤ q ≤ ∞ in (2.25), and let γ = (γu)u⊂N denote a collection of weights. Let b
be prime and let m ∈ N be arbitrary. Then, an interlaced polynomial lattice rule
of order α with N = bm points {y0, . . . ,yn−1} ∈ [0, 1]s can be constructed using a
component-by-component (CBC ) algorithm, such that∣∣∣∣∣
∫
[0,1]s
F (y) dy − 1
bm
bm−1∑
n=0
F (yn)
∣∣∣∣∣ ≤
 2
bm − 1
∑
∅6=u⊆{1:s}
γλu [ρα,b(λ)]
|u|
1/λ ‖F‖Ws ,
for all 1/α < λ ≤ 1, where
ρα,b(λ) :=
(
Cα,b b
α(α−1)/2
)λ((
1 +
b− 1
bαλ − b
)α
− 1
)
, (2.26)
with
Cα,b := max
(
2
(2 sin pib )
α
, max
1≤z≤α−1
1
(2 sin pib )
z
)
×
(
1 +
1
b
+
1
b(b+ 1)
)α−2(
3 +
2
b
+
2b+ 1
b− 1
)
.
If the weights γ are SPOD weights, then the CBC algorithm has cost O(α sN logN +
α2 s2N) operations. If the weights γ are product weights, then the CBC algorithm has
cost O(α sN logN) operations.
3. Error analysis. In this section, we analyse the error of the algorithm (1.9).
For a geometric sequence
h` = 2
−` h0 for ` = 1, 2, . . .
1The norm in [8, Definition 3.3] was incorrectly stated. The correct norm is as given in (2.25)
above. Since the correct norm was used in the proof of [8, Theorem 3.5], all results in [8] remain
unaffected.
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of discretization parameters (such as, for example, the meshwidths of a family of
nested simplicial triangulations of the domain D ⊂ Rd), we assume given nested
sequences {X h`}`≥0 ⊂ X and {Yh`}`≥0 ⊂ Y of subspaces of equal, increasing dimen-
sions,
M0 < M1 < · · · < M` := dim(X h`) = dim(Yh`)  2d` as `→∞ .
This scaling of M` with respect to ` is typical for Galerkin discretizations which
are based on subspace sequences obtained by (isotropic) mesh refinements in spatial
dimension d. We assume moreover that the sequence {s`}`≥0 is nondecreasing,
s0 ≤ s1 ≤ · · · ≤ s` · · · . (3.1)
Since we are working with interlaced polynomial lattice rules, we assume also that
N` = b
m` for ` = 0, 1, 2, . . . .
For the error analysis of algorithm QL∗ (G(u)) defined in (1.9), we rewrite using
linearity of I, G and of Qs`,N`
I(G(u))−QL∗ (G(u))
= I(G(u− uhL)) + I(G(uhL − uhLsL )) +
L∑
`=0
(I −Qs`,N`)(G(uh`s` − uh`−1s`−1 )) , (3.2)
recalling that u
h−1
s−1 := 0. For the first term in (3.2) we estimate the integrand by the
supremum over y ∈ U and then apply (2.21). For the second term in (3.2) we use
(2.24). For each term in the sum over ` in (3.2) we apply Theorem 2.5, noting that
here I is effectively an s`-dimensional integral since the integrand depends only on
the first s` variables. With ρα,b(λ) as in (2.26), we then obtain the bound
|I(G(u))−QL∗ (G(u))|
≤ C hτL ‖f‖Y′t ‖G‖X ′t′ + C ‖f‖Y′ ‖G‖X ′
( ∑
j≥sL+1
β0,j
)2
+
L∑
`=0
 2
N` − 1
∑
∅6=u⊆{1:s`}
γλu [ρα,b(λ)]
|u|
1/λ ‖G(uh`s` − uh`−1s`−1 )‖Ws` . (3.3)
To estimate the final sum in the error estimate (3.3), we bound for ` 6= 0 the term
‖G(uh`s` − u
h`−1
s`−1 )‖Ws` . The triangle inequality yields
‖G(uh`s` − uh`−1s`−1 )‖Ws` ≤ ‖G(uh`s` − uh`−1s` )‖Ws` + ‖G(uh`−1s` − uh`−1s`−1 )‖Ws` , (3.4)
where the first term on the right-hand side of (3.4) can again be bounded by
‖G(uh`s` − uh`−1s` )‖Ws` ≤ ‖G(us` − uh`s` )‖Ws` + ‖G(us` − uh`−1s` )‖Ws` . (3.5)
We estimate these terms in the next subsection.
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3.1. Two key theorems. Theorems 3.2 and 3.3 below generalize [23, Theo-
rems 7 and 8]. In their proofs we use the following lemma, which generalizes [23,
Lemma 1].
Let F := {ν ∈ NN0 : |ν| < ∞} denote the (countable) set of all “finitely sup-
ported” multi-indices (i.e., sequences of non-negative integers for which only finitely
many entries are non-zero). For ν ∈ F, let supp(ν) := {j ∈ N : νj 6= 0} denote
the “support” of ν. For m,ν ∈ F, we write m ≤ ν if mj ≤ νj for all j, we define(
ν
m
)
:=
∏
j≥1
(
νj
mj
)
, and we let ν−m denote a multi-index with the elements νj−mj .
We denote by ek the sequence whose kth component is 1 and all other components
are 0.
Lemma 3.1. Given non-negative real numbers (Υj)j∈N, let (Aν)ν∈F and (Bν)ν∈F
be non-negative real numbers satisfying the inequality
Aν ≤
∑
j∈supp(ν)
νj Υj Aν−ej + Bν for any ν ∈ F (including ν = 0).
Then for any ν ∈ F
Aν ≤
∑
m≤ν
(
ν
m
) |m|! Υm Bν−m , with Υm := ∏
j≥1
Υ
mj
j .
Proof. We prove this result by induction. The case ν = 0 holds trivially. Suppose
that the result holds for all |ν| < n with some n ≥ 1. Then for |ν| = n, we can use
the inequality and the induction hypothesis to write
Aν ≤
∑
j∈supp(ν)
νj Υj
∑
m≤ν−ej
|m|! (ν−ejm )Υm Bν−ej−m + Bν .
Substituting m′ = m+ ej , we can write
Aν ≤
∑
j∈supp(ν)
νj
∑
m′≤ν
m′j≥1
(|m′| − 1)!
( νj−1
m′j−1
)( νj
m′j
) ( ν
m′
)
Υm
′
Bν−m′ + Bν
=
∑
0 6=m′≤ν
∑
j∈supp(ν)
m′j≥1
m′j (|m′| − 1)!
(
ν
m′
)
Υm
′
Bν−m′ + Bν
=
∑
0 6=m′≤ν
|m′| (|m′| − 1)! ( νm′)Υm′ Bν−m′ + Bν ,
which equals the desired formula.
Theorem 3.2. Under Assumptions 1 and 2 and the conditions of Theorem 2.3,
there exists C > 0 such that for every f ∈ Y ′t for every G ∈ X ′t′ with 0 ≤ t, t′ ≤ t¯,
for every s ∈ N, and for every h > 0 that is admissible in the Galerkin discretization
(2.17), there holds
‖G(us − uhs )‖Ws
≤ C ht+t′ ‖f‖Y′t ‖G‖X ′t′ sup
u⊆{1:s}
1
γu
∑
νu∈{1:α}|u|
(|νu|+ 3)!
∏
j∈u
(
2δ(νj ,α)β
νj
t,t′,j
)
,
where βt,t′,j := max(βt,j , βt′,j , ‖Aj‖L(X ,Y′)/µ¯, ‖A∗j‖L(Y,X ′)/µ¯), and δ(νj , α) is 1 if
νj = α and is 0 otherwise.
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Proof. Let g ∈ X ′t′ denote the representer of the functional G ∈ X ′. For arbitrary
y ∈ U , define vg(y) ∈ Y and vhg (y) ∈ Yh by
a(y;w, vg(y)) = G(w) = X ′〈g, w〉X ∀w ∈ X ,
a(y;wh, vhg (y)) = X ′〈g, wh〉X ∀wh ∈ X h .
Taking w = us(y)− uhs (y), we have
G(us(y)− uhs (y)) = a(y;us(y)− uhs (y), vg(y))
= a(y;us(y)− uhs (y), vg(y)− vhg (y)) ,
where we used Galerkin orthogonality a(y;us(y) − uhs (y), vhg ) = 0. Using the defini-
tions of the bilinear form and the norm, we have
‖G(us − uhs )‖Ws = sup
u⊆{1:s}
[
1
γu
(∑
v⊆u
∑
τu\v∈{1:α}|u\v|∫
[− 12 , 12 ]|v|
∣∣∣∣ ∫
[− 12 , 12 ]s−|v|
r(αv,τu\v,0)(y{1:s}; 0) dy{1:s}\v
∣∣∣∣qdyv
)1/q]
,
where we define, for any multi-index ν ∈ F and any y ∈ U ,
rν(y) := ∂
ν
yY′〈A(y) eh(y), ehg (y)〉Y
= ∂νyY′〈A0eh(y), ehg (y)〉Y +
∑
j≥1
∂νy
(
yj Y′〈Ajeh(y), ehg (y)〉Y
)
, (3.6)
with the abbreviated notation eh(y) := (u − uh)(y) and ehg (y) := (vg − vhg )(y).
Applying the Leibniz product rule ∂ν(PQ) =
∑
m≤ν
(
ν
m
)
(∂ν−mP )(∂mQ), we obtain
Second term on the RHS of (3.6) =
∑
j≥1
∑
m≤ν
(
ν
m
) (
∂my yj
)
∂ν−my Y′〈Aj eh(y), ehg (y)〉Y
=
∑
j≥1
yj ∂
ν
yY′〈Aj eh(y), ehg (y)〉Y +
∑
j∈supp(ν)
νj ∂
ν−ej
y Y′〈Aj eh(y), ehg (y)〉Y , (3.7)
where we noted that ∂my yj is yj if m = 0, is 1 if m = ej and νj ≥ 1, and equals 0
otherwise. Substituting (3.7) into (3.6) and applying again the product rule gives
rν(y) =
∑
m≤ν
(
ν
m
)
Y′〈A0∂my eh(y), ∂ν−my ehg (y)〉Y
+
∑
j≥1
yj
∑
m≤ν
(
ν
m
)
Y′〈Aj∂my eh(y), ∂ν−my ehg (y)〉Y
+
∑
j∈supp(ν)
νj
∑
m≤ν−ej
(
ν−ej
m
)
Y′〈Aj∂my eh(y), ∂ν−ej−my ehg (y)〉Y .
Combining the first two terms and then using the continuity of the operators {Aj}j≥0,
we conclude that
|rν(y)| ≤ ‖A(y)‖L(X ,Y′)
∑
m≤ν
(
ν
m
) ‖∂my eh(y)‖X ‖∂ν−my ehg (y)‖Y
+
∑
j∈supp(ν)
νj ‖Aj‖L(X ,Y′)
∑
m≤ν−ej
(
ν−ej
m
) ‖∂my eh(y)‖X ‖∂ν−ej−my ehg (y)‖Y .
(3.8)
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To continue, we bound ‖∂my eh(y)‖X = ‖∂my (u−uh)(y)‖X . Let I : X → X denote
the identity operator, and let Ph = Ph(y) : X → X h denote the parametric Galerkin
projection defined, for any w ∈ X and for every y ∈ U by2
Phw ∈ X h : a(y;Phw, zh) = a(y;w, zh) ∀ zh ∈ Yh . (3.9)
Then we arrive at uh(y) = Phu(y) ∈ X h and ∂my uh ∈ X h, giving (I −Ph)∂my uh = 0.
Thus
‖∂my eh(y)‖X = ‖Ph∂my eh(y) + (I − Ph)∂my u(y)‖X
≤ ‖Ph∂my eh(y)‖X + ‖(I − Ph)∂my u(y)‖X . (3.10)
Recall that Galerkin orthogonality gives Y′〈A(y) eh(y), zh〉Y = 0 for all zh ∈ Yh and
for all y ∈ U . Taking the derivative ∂my and following similar steps to (3.6) and (3.7),
we obtain for all zh ∈ Yh and for all y ∈ U that
Y′〈A(y) ∂my eh(y), zh〉Y = −
∑
j∈supp(m)
mj Y′〈Aj ∂m−ejy eh(y), zh〉Y . (3.11)
Using again the definition (3.9) of Ph, we may replace ∂my eh(y) on the left-hand
side of (3.11) by Ph∂my eh(y). From the discrete inf-sup condition in Theorem 2.3
(which holds uniformly with respect to y ∈ U) with constant µ¯ > 0, it follows that
there are constants c1, c2 > 0, independent of h and y and satisfying µ¯ = c2/c1,
such that for every y ∈ U and h > 0 and given Ph∂my eh(y) ∈ X h there exists zh =
ζh(y) ∈ Yh for which ‖ζh(y)‖Y ≤ c1‖Ph∂my eh(y)‖X and Y′〈A(y) ∂my eh(y), ζh(y)〉Y ≥
c2 ‖Ph∂my eh(y)‖2X . These together with (3.11) give
c2 ‖Ph∂my eh(y)‖2X ≤ c1
∑
j∈supp(m)
mj ‖Aj‖L(X ,Y′)‖∂m−ejy eh(y)‖X ‖Ph∂my eh(y)‖X ,
which in turn yields for every y ∈ U the bound
‖Ph∂my eh(y)‖X ≤
∑
j∈supp(m)
mj
‖Aj‖L(X ,Y′)
µ¯
‖∂m−ejy eh(y)‖X . (3.12)
Substituting (3.12) into (3.10) and then applying Lemma 3.1, we obtain
‖∂my eh(y)‖X ≤
∑
m′≤m
(
m
m′
) |m′|! ∏
j≥1
(‖Aj‖L(X ,Y′)
µ¯
)m′j
‖(I − Ph)∂m−m′y u(y)‖X .
Now from (2.19) and (2.10) we have
‖(I − Ph)∂m−m′y u(y)‖X ≤ C¯t ht‖∂m−m
′
y u(y)‖Xt ≤ Ct ht ‖f‖Y′t |m−m′|!βm−m
′
t .
Moreover, we have
∑
m′≤m
(
m
m′
) |m′|! |m−m′|! = |m|∑
i=0
∑
m′≤m
|m′|=i
(
m
m′
)
i! (|m| − i)!
=
|m|∑
i=0
(|m|
i
)
i! (|m| − i)! = (|m|+ 1)! , (3.13)
2Note carefully that the projection Ph depends on y; in order to not overburden the notation,
we shall not indicate this dependence explicitly.
16
where the second equality above follows from the identity
∑
m′≤m,|m′|=i
(
m
m′
)
=
(|m|
i
)
.
Defining 1βt,j := max(βt,j , ‖Aj‖L(X ,Y′)/µ¯), we conclude that
‖∂my eh(y)‖X ≤ Ct ht ‖f‖Y′t (|m|+ 1)! 1βmt . (3.14)
Similarly, with f replaced by g, u replaced by vg, u
h replaced by vhg , X replaced
by Y, X h replaced by Yh, and m replaced by ν −m, as well as (2.19) and (2.10)
replaced by (2.20) and (2.11), we obtain, after introducing the sequence 2βt′,j :=
max(βt′,j , ‖A∗j‖L(Y,X ′)/µ¯),
‖∂ν−my (vg − vhg )(y)‖Y ≤ Ct′ ht
′ ‖g‖X ′
t′
(|ν −m|+ 1)! 2βν−mt′ . (3.15)
Using (3.14) and (3.15) and the identity
∑
m≤ν
(
ν
m
)
(|m| + 1)! (|ν −m| + 1)! =
(|ν|+ 3)!/6, which can be obtained in the same way as (3.13), we conclude from (3.8)
|rν(y)| ≤ Ct,t′ ht+t′ ‖f‖Y′t ‖g‖X ′t′
(
‖A(y)‖L(X ,Y′) (|ν|+ 3)!
6
βνt,t′
+
∑
j∈supp(ν)
νj ‖Aj‖L(X ,Y′) (|ν − ej |+ 3)!
6
β
ν−ej
t,t′
)
≤ max
(
sup
z∈U
‖A(z)‖L(X ,Y′), µ¯
)
Ct,t′ h
t+t′ ‖f‖Y′t ‖g‖X ′t′ (|ν|+ 3)!β
ν
t,t′ ,
where βt,t′,j := max(1βt′,j , 2βt′,j) = max(βt,j , βt′,j , ‖Aj‖L(X ,Y′)/µ¯, ‖A∗j‖L(Y,X ′)/µ¯).
Since A(y) ∈ L(X ,Y ′) is uniformly bounded with respect to y ∈ U , we conclude that
there exists a constant C > 0 which is independent of s and of h, such that
‖G(us − uhs )‖Ws ≤ C ht+t
′ ‖f‖Y′t ‖g‖X ′t′
× sup
u⊆{1:s}
1
γu
∑
v⊆u
∑
τu\v∈{1:α}|u\v|
(|(αv, τ u\v,0)|+ 3)!β(αv,τu\v,0)t,t′ ,
where the last double sum can be rewritten as∑
νu∈{1:α}|u|
2|{j∈u : νj=α}|(|νu|+ 3)!βνut,t′ =
∑
νu∈{1:α}|u|
(|νu|+ 3)!
∏
j∈u
(
2δ(νj ,α)β
νj
j
)
,
where δ(νj , α) is 1 if νj = α and is 0 otherwise. This completes the proof.
Theorem 3.3. Under Assumptions 1 and 2 and the conditions of Theorem 2.3,
there exists a constant C > 0 such that for every f ∈ Y ′, every G ∈ X ′, every h > 0,
and for every ` ≥ 1,
‖G(uhs` − uhs`−1)‖Ws` ≤ C ‖f‖Y′ ‖G‖X ′
×max
(( s∑`
j=s`−1+1
β0,j
)
sup
u⊆{1:s`−1}
1
γu
∑
νu∈{1:α}|u|
(|νu|+ 1)!
∏
j∈u
(
2δ(νj ,α) β¯
νj
0,j
)
,
sup
u⊆{1:s`}
u∩{s`−1+1:s`}6=∅
1
γu
∑
νu∈{1:α}|u|
|νu|!
∏
j∈u
(
2δ(νj ,α) β
νj
0,j
))
,
where β¯0,j := max(β0,j , ‖Aj‖L(X ,Y′)/µ¯), and δ(νj , α) equals 1 if νj = α and equals 0
otherwise.
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Proof. Recalling the definition of the truncated bilinear form (2.22), for any
y ∈ U , uhs`(y) and uhs`−1(y) are the solutions of the variational problems:
as`(y;u
h
s`
(y), vh) = Y′〈f, vh〉Y ∀vh ∈ Yh , (3.16)
as`−1(y;u
h
s`−1(y), v
h) = Y′〈f, vh〉Y ∀vh ∈ Yh . (3.17)
To estimate ‖G(uhs` − uhs`−1)‖Ws` , we make use of the inequality
|∂νy (G(uhs` − uhs`−1)(y))| ≤ ‖G‖X ′ ‖∂νy (uhs` − uhs`−1)(y)‖X .
If supp(ν) ∩ {s`−1 + 1 : s`} 6= ∅, then it follows from an adaption of (2.5) for the
Petrov-Galerkin discretization that
‖∂νy (uhs` − uhs`−1)(y)‖X = ‖∂νyuhs`(y)‖X ≤ C0 |ν|!βν0 ‖f‖Y′ . (3.18)
On the other hand, if supp(ν) ⊆ {1 : s`−1}, then we subtract (3.17) from (3.16) to
obtain for every y ∈ U the equation Y′〈A(s`)(y)uhs`(y)−A(s`−1)(y)uhs`−1(y), vh〉Y = 0
for all vh ∈ Yh, or equivalently,
Y′〈A(s`)(y)((uhs` − uhs`−1)(y)), vh〉Y = −Y′〈(A(s`)(y)−A(s`−1)(y))uhs`−1(y), vh〉Y .
Upon differentiating with respect to ∂νy for ν with supp(ν) ⊆ {1 : s`−1}, we obtain
Y′〈A(s`)(y)(∂νy (uhs` − uhs`−1)(y)), vh〉Y
= −
∑
j∈supp(ν)
νj Y′〈Aj(∂ν−ejy (uhs` − uhs`−1)(y)), vh〉Y
− Y′〈(A(s`)(y)−A(s`−1)(y))∂νyuhs`−1(y), vh〉Y .
Using the discrete inf-sup condition with parameter µ¯ > 0 as in the proof of Theo-
rem 3.2, we choose vh to yield
µ¯ ‖∂νy (uhs` − uhs`−1)(y)‖2X
≤
∑
j∈supp(ν)
νj ‖Aj(∂ν−ejy (uhs` − uhs`−1)(y))‖Y′ ‖∂νy (uhs` − uhs`−1)(y)‖X
+ ‖(A(s`)(y)−A(s`−1)(y))∂νyuhs`−1(y)‖Y′ ‖∂νy (uhs` − uhs`−1)(y)‖X .
Cancelling one common factor and applying further estimations, we obtain
‖∂νy (uhs` − uhs`−1)(y)‖X ≤
∑
j∈supp(ν)
νj
‖Aj‖L(X ,Y′)
µ¯
‖∂ν−eky (uhs` − uhs`−1)(y)‖X
+
1
2
s∑`
j=s`−1+1
‖Aj‖L(X ,Y′)
µ¯
‖∂νyuhs`−1(y)‖X .
Defining β¯0,j := max(β0,j , ‖Aj‖L(X ,Y′)/µ¯), applying Lemma 3.1, and using again an
adaption of (2.5) and the identity (3.13), we obtain
‖∂νy (uhs` − uhs`−1)(y)‖X
≤
∑
m≤ν
(
ν
m
) |m|! β¯m0 (‖A0‖L(X ,Y′)2 µ¯
s∑`
j=s`−1+1
β0,j C0 |ν −m|!βν−m0 ‖f‖Y′
)
≤ ‖A0‖L(X ,Y′) C0
2 µ¯
‖f‖Y′ (|ν|+ 1)! β¯ν0
s∑`
j=s`−1+1
β0,j . (3.19)
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Combining (3.18) and (3.19), we conclude that
‖G(uhs` − uhs`−1)‖Ws` ≤ C ‖f‖Y′ ‖G‖X ′ max(S1, S2) ,
with
S1 :=
s∑`
j=s`−1+1
β0,j sup
u⊆{1:s`−1}
1
γu
∑
v⊆u
∑
τu\v∈{1:α}|u\v|
(|(αv, τ u\v,0)|+ 1)! β¯(αv,τu\v,0)0 ,
S2 := sup
u⊆{1:s`}
u∩{s`−1+1:s`}6=∅
1
γu
∑
v⊆u
∑
τu\v∈{1:α}|u\v|
|(αv, τ u\v,0)|!β(αv,τu\v,0)0 ,
which can be simplified to yield the desired result.
3.2. Error analysis of multi-level algorithm QL∗ . In this section, we continue
the error analysis of algorithm QL∗ defined in (1.9) from the error bounds (3.3)–(3.5).
For the ` ≥ 1 terms we apply Theorems 3.2 and 3.3. For the ` = 0 term in (3.3), we
use
|∂νyG(uh0s0 (y))| ≤ ‖G‖X ′ ‖∂νyuh0s0 (y)‖X ≤ C0 |ν|!βν0 ‖f‖Y′ ‖G‖X ′
to obtain
‖G(uh0s0 )‖Ws0 ≤ C0 ‖f‖Y′ ‖G‖X ′ sup
u⊆{1:s0}
1
γu
∑
νu∈{1:α}|u|
|νu|!
∏
j∈u
(
2δ(νj ,α)β
νj
0,j
)
.
Combining all these estimates, together with ‖f‖Y′ . ‖f‖Y′t and ‖G‖X ′ . ‖G‖X ′t′ ,
with the constants implied in . depending on t and t′ but independent of f and of
G, we obtain for all λ ∈ (1/α, 1], with ρα,b as in (2.26) the error bound
|I(G(u))−QL∗ (G(u))| (3.20)
≤ C ‖f‖Y′t ‖G‖X ′t′
[
hτL +
( ∑
j≥sL+1
β0,j
)2
+
(
1
N0
∑
∅6=u⊆{1:s0}
γλu [ρα,b(λ)]
|u|
)1/λ(
sup
u⊆{1:s0}
1
γu
∑
νu∈{1:α}|u|
|νu|!
∏
j∈u
(
2δ(νj ,α)β
νj
0,j
))
+
L∑
`=1
(
1
N`
∑
∅6=u⊆{1:s`}
γλu [ρα,b(λ)]
|u|
)1/λ
·
[
hτ`−1
(
sup
u⊆{1:s`}
1
γu
∑
νu∈{1:α}|u|
(|νu|+ 3)!
∏
j∈u
(
2δ(νj ,α)β
νj
t,t′,j
))
+ max
((
s∑`
j=s`−1+1
β0,j
)
sup
u⊆{1:s`}
1
γu
∑
νu∈{1:α}|u|
(|νu|+ 1)!
∏
j∈u
(
2δ(νj ,α)β¯
νj
0,j
)
,
sup
u⊆{1:s`}
u∩{s`−1+1:s`}6=∅
1
γu
∑
νu∈{1:α}|u|
|νu|!
∏
j∈u
(
2δ(νj ,α) β
νj
0,j
))]]
,
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where
∑s`
j=s`−1+1 β0,j := 0 if s` = s`−1, and where we adopt the convention that a
supremum over the empty set equals 0.
Theorem 3.4. Under Assumptions 1 and 2 and the conditions of Theorem 2.3,
for f ∈ Y ′t and G ∈ X ′t′ with 0 ≤ t, t′ ≤ t¯ and τ := t+ t′ > 0, consider the multi-level
QMC Petrov-Galerkin algorithm defined by (1.9), with interlaced polynomial lattice
rules as in Theorem 2.5 with SPOD weights
γu :=
∑
νu∈{1:α}|u|
(|νu|+ 3)!
∏
j∈u
(
2δ(νj ,α)β
νj
j
)
, (3.21)
where, for j ≥ 1, the SPOD weight sequence β is given by
βj := max
(
β
p0/q
0,j , βt,j , βt′,j , β0,j ,
‖Aj‖L(X ,Y′)
µ¯
,
‖A∗j‖L(Y,X ′)
µ¯
)
, (3.22)
for some parameter q satisfying pt ≤ q ≤ 1. Then for all λ satisfying λ ≥ q and
1/α < λ ≤ 1 we have
|I(G(u))−QL∗ (G(u))| ≤ C Dγ(λ) ‖f‖Y′t ‖G‖X ′t′
·
[(
hτL + s
−2(1/p0−1)
L
)
+
L∑
`=0
N
−1/λ
`
(
hτ`−1 + θ`−1 s
−(1/p0−1/q)
`−1
)]
, (3.23)
where
Dγ(λ) :=
( ∑
|u|<∞
γλu [ρα,b(λ)]
|u|
)1/λ
< ∞ .
In general we have θ` = 1 for all ` = 0, . . . , L, but if s` = s`−1 for some ` ≥ 1 then
θ`−1 = 0. Maximal convergence rates from these bounds can be obtained with the
choices
q := pt , λ := pt and α := b1/ptc+ 1. (3.24)
Proof. First we observe that βj defined in (3.22) is greater than or equal to β0,j ,
βt,t′,j of Theorem 3.2, and β¯0,j of Theorem 3.3. Thus, with weights given by (3.21), all
suprema in the error bound (3.20) are bounded by 1. The motivation for introducing
β
p0/q
0,j in (3.22) is to improve the bound on the last supremum in (3.20), noting that
when q = pt, β
p0/pt
0,j has the same decay property as βt,j . We bound S2 in the proof
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of Theorem 3.3 as follows:
S2 = sup
u⊆{1:s`}
u∩{s`−1+1:s`}6=∅
1
γu
∑
νu∈{1:α}|u|
|νu|!
∏
j∈u
(
2δ(νj ,α) β
νj
0,j
)
= sup
k∈{s`−1+1:s`}
sup
k∈u⊆{1:s`}
∑
νu∈{1:α}|u| |νu|!
∏
j∈u
(
2δ(νj ,α) β
νj
0,j
)
∑
ν′u∈{1:α}|u|(|ν′u|+ 3)!
∏
j∈u
(
2δ(ν
′
j ,α) β
ν′j
j
)
= sup
k∈{s`−1+1:s`}
sup
v⊆{1:s`}\{k}
∑α
νk=1
2δ(νk,α) βνk0,k
∑
νv∈{1:α}|v|(|νv|+ 1)!
∏
j∈v
(
2δ(νj ,α) β
νj
0,j
)
∑α
ν′k=1
2δ(ν
′
k,α) β
ν′k
k
∑
ν′v∈{1:α}|v|(|ν′v|+ 4)!
∏
j∈v
(
2δ(ν
′
j ,α) β
ν′j
j
)
≤ sup
k∈{s`−1+1:s`}
∑α
νk=1
2δ(νk,α) βνk0,k∑α
ν′k=1
2δ(ν
′
k,α) β
ν′k
k
≤ sup
k∈{s`−1+1:s`}
α∑
νk=1
β
(1−p0/q)νk
0,k ,
where we dropped the ν′k 6= νk terms in the denominator and used βk ≥ βp0/q0,k . Using
(2.12) and assuming that s`−1 is sufficiently large so that β0,s`−1+1 < 1, we obtain
S2 ≤ αβ1−p0/q0,s`−1+1 = αβ
p0(1/p0−1/q)
0,s`−1+1 ≤ α s
−(1/p0−1/q)
`−1
(∑
j≥1
βp00,j
)1/p0−1/q
.
In comparison, the tail sum
∑s`
j=s`−1+1 β0,j = O(s
−(1/p0−1)
`−1 ) has a better exponent,
and therefore is dominated by S2. This yields the simplified error bound (3.23).
We now show that Dγ(λ) < ∞ for λ ≥ pt and 1/α < λ ≤ 1. Using Jensen’s
inequality we have
[Dγ(λ)]
λ =
∑
|u|<∞
[ρα,b(λ)]
|u|
( ∑
νu∈{1:α}|u|
(|νu|+ 3)!
∏
j∈u
(
2δ(νj ,α)β
νj
j
))λ
≤
∑
|u|<∞
∑
νu∈{1:α}|u|
[(|νu|+ 3)!]λ
∏
j∈u
β˜
λνj
j .
where we introduced β˜j := ρ
1/λ
α,b (λ)2
δ(νj ,α)βj to simplify the notation. We now define
a sequence dj := β˜dj/αe so that d1 = · · · = dα = β˜1 and dα+1 = · · · = d2α = β˜2,
and so on. Then any term of the form [(|νu| + 3)!]λ
∏
j∈u β˜
λνj
j can be written as
[(|v|+ 3)!]λ ∏j∈v dλj for some finite subset of indices v ⊂ N. Thus we conclude that
[Dγ(λ)]
λ <
∑
v⊂N
|v|<∞
(
(|v|+ 3)!
∏
j∈v
dj
)λ
=
∞∑
`=0
[(`+ 3)!]λ
∑
v⊂N
|v|=`
∏
j∈v
dλj ≤
∞∑
`=0
[(`+ 3)!]λ
`!
( ∞∑
j=1
dλj
)`
. (3.25)
Note that
∑∞
j=1 d
λ
j < ∞ holds if and only if
∑∞
j=1 β
λ
j < ∞. By the ratio test, the
last expression in (3.25) is finite if pt ≤ q ≤ λ < 1. Alternatively, using the geometric
series formula, the last expression in (3.25) is finite if λ = 1 and
∑∞
j=1 dj < 1. Recall
that λ also needs to satisfy 1/α < λ ≤ 1. This leads to the choice (3.24).
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3.3. Optimizing the cost versus error bound. Recall that
h`  2−` and Mh`  h−d`  2`d for ` = 0, . . . , L . (3.26)
Based on the error bound (3.23) with (3.24), we now specify s` and N` for each level.
To balance the error contribution within the highest discretization level, we im-
pose the condition s
−2(1/p0−1)
L = O(hτL), which is equivalent to sL = Ω(2Lτp0/(2−2p0)).
Then, to minimize the error within each level, one choice for s` is to set s` = sL for
all ` < L, leading to θ`−1 = 0 for all ` = 1, . . . , L in (3.23).
Alternatively, since s` should be as small as possible from the point of view of
reducing the cost at each level, we may impose the condition s
−(1/p0−1/pt)
`−1 = s
−t/d
`−1 =
O(hτ`−1) for ` = 1, . . . , L, which is equivalent to s` = Ω(2`τd/t) for ` = 0, . . . , L − 1,
where we substituted pt = p0/(1− tp0/d), see (1.12).
Combining both approaches, while taking into account the monotonicity condition
(3.1), we choose
s` := min
(⌈
2`τd/t
⌉
,
⌈
2Lτp0/(2−2p0)
⌉)
for ` = 0, . . . , L . (3.27)
Thus we have s` strictly increasing for ` = 0, . . . ,min(bLtp0/(d(2 − 2p0))c, L), and
the remaining s` (if any) are all identical. Our choice of s` leads to the error bound
error = O
(
hτL +
L∑
`=0
N
−1/pt
` h
τ
`
)
,
where we used h`−1  h`. For our cost model we assume the availability of a linear
complexity Petrov-Galerkin solver so that
cost = O
(
L∑
`=0
N` h
−d
` s`
)
.
To minimize the error bound for a fixed cost, we treat the cost constraint by a
Lagrange multiplier θ and consider the function
g(θ) := hτL +
L∑
`=0
N
−1/pt
` h
τ
`︸ ︷︷ ︸
error bound
+ θ
L∑
`=0
N` h
−d
` s`︸ ︷︷ ︸
cost
.
We look for the stationary point of g(θ) with respect to N`, thus demanding that
∂g(θ)
∂N`
= − 1
pt
N
−1/pt−1
` h
τ
` + θ h
−d
` s` = 0 for ` = 0, . . . , L .
This prompts us to define
N` :=
⌈
N0
(
h−τ−d0 s0 h
τ+d
` s
−1
`
)pt/(pt+1) ⌉
for ` = 1, . . . , L . (3.28)
Leaving N0 to be specified later and treating h0 and s0 as constants, we conclude that
error = O
(
hτL + N
−1/pt
0
L∑
`=0
E`
)
and cost = O
(
N0
L∑
`=0
E`
)
,
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where E` := (h
ptτ−d
` s`)
1/(pt+1). The error is not necessarily minimized by balancing
the error terms between the levels.
We consider separately the two alternative choices in (3.27): choice A takes s` =
d2`τd/te for all `, while choice B takes s` = d2Lτκe for all `, where
κ := p0/(2− 2p0) .
Since E` increases with increasing s`, we have
L∑
`=0
E` ≤ min
(
L∑
`=0
E
(A)
` ,
L∑
`=0
E
(B)
`
)
,
where
L∑
`=0
E
(A)
` = O
(
L∑
`=0
2`τ(d/τ−pt+d/t)/(pt+1)
)
=

O(1) if d/τ < pt − d/t ,
O(L) if d/τ = pt − d/t ,
O(2Lτ(d/τ−pt+d/t)/(pt+1)) if d/τ > pt − d/t , (3.29)
L∑
`=0
E
(B)
` = O
(
2Lτκ/(pt+1)
L∑
`=0
2`τ(d/τ−pt)/(pt+1)
)
=

O(2Lτκ/(pt+1)) if d/τ < pt ,
O(2Lτκ/(pt+1)L) if d/τ = pt ,
O(2Lτ(d/τ−pt+κ)/(pt+1)) if d/τ > pt . (3.30)
Thus we can take the minimum between (3.29) and (3.30) as appropriate.
For the “intermediate case” pt−d/t < d/τ < pt, if the “crossover” index in (3.27),
i.e., ` = min(bLκt/dc, L), is strictly less than L (which happens when κt < d), it may
be beneficial to take the alternative approach to estimate directly
L∑
`=0
E` = O
( bLκt/dc∑
`=0
2`τ(d/τ−pt+d/t)/(pt+1) + 2Lτκ/(pt+1)
L∑
`=bLκt/dc+1
2`τ(d/τ−pt)/(pt+1)
)
= O(2Lτκt(1/τ−pt/d+1/t)/(pt+1) + 2Lτκ/(pt+1)+Lτκt(1/τ−pt/d)/(pt+1))
= O(2Lτκt(1/τ−pt/d+1/t)/(pt+1)) ,
which is always smaller than the first case of (3.30), and is smaller than or equal to
the third case of (3.29) when κt ≤ d. Hence we conclude that
L∑
`=0
E` =

O(1) if d/τ < pt − d/t ,
O(L) if d/τ = pt − d/t ,
O(2Lτtmin(d/t,κ)(1/τ−pt/d+1/t)/(pt+1)) if pt − d/t < d/τ < pt ,
O(2Lτ min(d/t,κ)/(pt+1)L) if d/τ = pt ,
O(2Lτ [d/τ−pt+min(d/t,κ)]/(pt+1)) if d/τ > pt .
We choose N0 to satisfy
N
−1/pt
0
L∑
`=0
E` = O(hτL) ,
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which is equivalent to N0 = Ω(h
−τpt
L (
∑L
`=0E`)
pt). This yields
N0 :=

⌈
2Lτpt
⌉
if d/τ < pt − d/t ,⌈
2LτptLpt
⌉
if d/τ = pt − d/t ,⌈
2Lτ [pt+1+tmin(d/t,κ)(1/τ−pt/d+1/t)]pt/(pt+1)
⌉
if pt − d/t < d/τ < pt ,⌈
2Lτ [pt+1+min(d/t,κ)]pt/(pt+1)Lpt
⌉
if d/τ = pt ,⌈
2Lτ [1+d/τ+min(d/t,κ)]pt/(pt+1)
⌉
if d/τ > pt .
(3.31)
Then we have error = O(hτL), and
cost = O(N (pt+1)/pt0 hτL)
=

O(2Lτpt) if d/τ < pt − d/t ,
O(2LτptLpt+1) if d/τ = pt − d/t ,
O(2Lτ [pt+tmin(d/t,κ)(1/τ−pt/d+1/t)]) if pt − d/t < d/τ < pt ,
O(2Lτ [pt+min(d/t,κ)]Lpt+1) if d/τ = pt ,
O(2Lτ [d/τ+min(d/t,κ)]) if d/τ > pt .
For given ε > 0, we choose L such that
hτL  2−Lτ  ε . (3.32)
We can then express the total cost of the algorithm in terms of ε.
Theorem 3.5. Under Assumptions 1 and 2 and the conditions of Theorem 2.3,
for f ∈ Y ′t and G ∈ X ′t′ with 0 ≤ t, t′ ≤ t¯ and τ := t + t′ > 0, we consider the
multi-level QMC Petrov-Galerkin algorithm defined by (1.9).
Given ε > 0, with L given by (3.32), h` given by (3.26), s` given by (3.27),
N` given by (3.28), N0 given by (3.31), and with interlaced polynomial lattice rules
constructed based on SPOD weights γu given by (3.21) with q = pt, we obtain
|I(G(u))−QL∗ (G(u))| = O (ε) ,
and
cost(QL∗ ) = O
(
ε−a
ML
(log ε−1)b
ML)
,
with the constants implies in O(·) being independent of h`, s` and N`, and
aML =

pt if
d
τ
≤ pt − d
t
,
pt + tmin
(d
t
,
p0
2− 2p0
)(1
τ
− pt
d
+
1
t
)
if pt − d
t
<
d
τ
< pt ,
d
τ
+ min
(d
t
,
p0
2− 2p0
)
if
d
τ
≥ pt .
The value of bML can be obtained from the cost bounds in a similar way.
3.4. Discussion of particular cases. In comparison, for the single level QMC
Petrov-Galerkin algorithm in [8] to achieve O(ε) error, its overall cost in the case of
p0 < 1 is O(ε−aSL), with
aSL =
p0
2− 2p0 + p0 +
d
τ
. (3.33)
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Assuming that p0, t, t
′, d > 0 are free variables and recalling that τ = t + t′,
we discuss when the multi-level algorithm is more cost effective than the single level
algorithm, bearing in mind the constraints between these variables which are implicit
in the error bounds.
(a) If d/τ ≤ pt − d/t, then
aSL − aML = p0
2− 2p0 + p0 +
d
τ
− pt ,
which is positive if
d
τ
+
d
t
≤ pt < p0
2− 2p0 + p0 +
d
τ
.
(b1) If pt − d/t < d/τ < pt and d/t ≤ p0/(2− 2p0), then
aSL − aML = p0 +
( p0
2− 2p0 −
d
t
)
> 0 .
(b2) If pt − d/t < d/τ < pt and d/t > p0/(2− 2p0), then
aSL − aML = p0 −
(
1− tp0
d(2− 2p0)
)(
pt − d
τ
)
,
which is positive if
d
τ
< pt <
d
τ
+
p0
1− tp0/(2d(1− p0)) .
(c) If d/τ ≥ pt, then
aSL − aML = p0 +
( p0
2− 2p0 −min
(d
t
,
p0
2− 2p0
))
> 0 .
We see that the multi-level algorithm outperforms the single level one over a
large range of pt and t. In particular, for t = t
′ = 1 and in the symmetric case, eg.
when continuous, piecewise linear Finite Elements are used to discretize the second
order, self-adjoint elliptic PDE (2.1), the multi-level algorithm Q∗L in (1.9) always
outperforms the single level one when d ≥ 2 under Assumption (1.3).
4. Numerical Experiments. For a parameter y ∈ U = [− 12 , 12 ]N, in the phys-
ical domain D = (0, 1)2, we consider the parametric diffusion equation (1.7) with
homogeneous Dirichlet boundary conditions. We parametrize the uncertain diffusion
coefficient a with the basis from (2.14) by
a(y)(x) = a0(x) +
∞∑
k1,k2=1
yk1,k2
1
(k21 + k
2
2)
2
sin(k1pix1) sin(k2pix2)
= a0(x) +
∞∑
j=1
yj λj sin(k1,j pix1) sin(k2,j pix2) , (4.1)
where the sequence of pairs ((k1,j , k2,j))j∈N is an ordering of the elements of N × N
such that k21,j + k
2
2,j ≤ k21,j+1 + k22,j+1 for all j ∈ N (for cases where we have equality,
the ordering is arbitrary). Then λj = (k
2
1,j + k
2
2,j)
−2  j−2 (cf. (2.15)). We take
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a0(x) ≡ 1. In (1.7), we use the forcing term f(x) = 100x1, and we consider the
quantity of interest in (1.4) to be the integral of the parametric solution u(y) over the
physical domain D, i.e., G(u(y)) =
∫
D
u(y)(x) dx. The problem fits into the abstract
framework with symmetric bilinear form a(y; ·, ·), and with X = Y = H10 (D), and
with
d = 2, t = t′ = 1, τ = 2, and any
1
2
< p0 ≤ 1,
which implies by (1.12) that p1 = p0/(1 − p0/2) > 2/3. The regularity spaces in
Assumption 2 are X1 = (H10 ∩H2)(D) and Y ′1 = L2(D).
We compare the single level algorithm (1.5) with the multi-level algorithm (1.9).
In both algorithms, we solve (1.7) by the finite element method with continuous,
piecewise linear elements on a family of uniform triangulations with meshwidth h` =
2−(`+1) for ` = 0, 1, 2 . . ., and we use interlaced polynomial lattice rules with N = 2m
points, m ∈ N, constructed by the fast CBC algorithm for SPOD weights from [8]. We
used the pruning strategy in [11] to ensure that no repeated generating components
are selected.
In the single level algorithm (1.5), the meshwidth is h = hL = 2
−(L+1), leading
to a finite element error of O(h2). We balance this O(h2) discretization error with
the dimension truncation error of O(s−2) and the QMC quadrature error of O(N−2),
yielding the choice s = h−1 = 2L+1 and N = h−1, i.e., m = log2(h
−1) = L+ 1. This
yields a total error of O(h2) = O(ε) and cost of O(Nh−2s) = O(h−4) = O(ε−2),
ignoring logarithmic factors. Specifically, the SPOD weights that enter the fast CBC
construction are given by [8, Equation (3.32) with (3.17)], with base b = 2, and with
interlacing factor α = b1/p0c+ 1 = 2, and βj = β0,j = λj = 1
(k21,j + k
2
2,j)
2
.
The generating vectors were computed by the fast CBC construction from [8] with
Walsh constant C = 1.0 (computations with C = 0.1 and C = 0.01 yielded different
generating vectors, but produced essentially the same results in this example). For
base b = 2, the choice C = 1.0 is theoretically justified in [34].
In the multi-level algorithm (1.9), for given maximal level L, we take bisection
refinement of the simplicial mesh in D with h` = 2
−(`+1) for ` = 0, 1, . . . , L, and
we follow (3.27) to select the truncation dimension as s` = min(2
4`, 2L), and m` =
min(20, dlog2(N`)e), where by using (3.31) and (3.28) for this particular case
N0 = 2
2L, N` = (2
2(L−2`)s−1` )
2/5 .
By Theorem 3.5, using formally the limiting values p0 = 1/2 and p1 = 2/3, the total
error is O(h2L) = O(ε) at cost of O
(∑L
`=0N`h
−2
` s`
)
= O(ε−3/2), ignoring logarithmic
factors. The SPOD weights that enter the fast CBC construction are different from
those for the single-level algorithm; they are given by (3.21) and (3.22). Again we
take base b = 2 and Walsh constant Cα,b = 1, but now with
interlacing factor α = b1/p1c+ 1 = 2, and βj = β1,j = λj pi max(k1,j , k2,j) .
In the QMC rules used in these experiments, we have taken in the definition (3.22)
for the weights βj to be β1,j rather than the precise maximum in (3.22).
We remark that the error bound (3.20) allows us to attain aforementioned con-
vergence rates even by using on level ` = 0 QMC quadratures with the SPOD weight
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sequence γu =
∑
νu∈{1:α}|u||νu|!
∏
j∈u
(
2δ(νj ,α)β
νj
0,j
)
(cp. (3.21)). Using the (conserva-
tive) choice γu from (3.22) on all discretization levels resulted in essentially the same
numerical results.
We compute the solution up to level L = 8, yielding s = 256 active dimensions.
The reference solution was computed on level L = 9 with truncation dimension s =
1024 and N = 220 QMC points. In Figure 4.1, we used the work measures WSLQMC :=
h−2L sN and WMLQMC :=
∑L
`=0N`h
−2
` s`.
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Convergence of Error vs. Work for SL/ML QMC
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fit: -0.513
Fig. 4.1. Convergence of the error vs. the work. The theoretical rates are −2/3 for MLQMC
and −1/2 for SLQMC. The slopes were computed by a linear fit using the last five measurements.
5. Conclusions. We designed and analyzed a multi-level QMC Petrov-Galerkin
discretization for the approximate evaluation of functionals of solutions of countably
affine parametric operator equations. The presently proposed algorithms extend on
the one hand the single level higher order QMC algorithms proposed in [8], and on
the other hand generalize the multi-level approach of [23] from first order finite el-
ements and first order randomly-shifted lattice rules to higher order in both cases.
At the same time, the class of admissible operator equations covered by our anal-
ysis is considerably larger, allowing in particular also indefinite, elliptic systems in
non-smooth domains and space-time Galerkin discretizations of linear parabolic evo-
lution problems. Numerical tests confirmed the theoretical results, and indicate that
the presently obtained combined error bounds are attained in the practical range of
discretization parameters, and that they can be used for practical algorithm design.
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