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Chapter 1
INTRODUCTION
Our thesis is motivated by the celebrated growth model on the hypercubic lattice
Zd known as Diffusion Limited Aggregation (DLA). This model was introduced in
1981 by Witten and Sander [9] to model aggregates of a condensing metal vapour and
since then has attracted much interest both among physicists and mathematicians.
The process starts with only the origin 0 being occupied. Then, one by one, particles
diffuse in “from infinity” according to a random walk conditioned to hit the boundary
of the current cluster and attach themselves to the first boundary site visited. (The
boundary of a cluster consists of all points of Zd adjacent to the cluster but not
belonging to it). Let An denote the cluster existing after n steps, A0 = {0}. Very
little is known about the shape of a typical cluster for large values of n. Computer
simulations suggest that for large n these clusters are highly ramified and of low
density and their radius r(An) has greater order of magnitude than the d-th root of
the number of vertices.
One hard open problem is to prove the existence of βd = limn→∞ log r(An)/ logn,
to show that this random variable is almost surely a constant and to determine its
value. So far no lower bound could be rigorously established aside from the trivial,
lim infn→∞ log r(An)/ logn ≥ 1/d. As for an upper bound, Kesten [4, 5] showed that
with probability 1, lim supn→∞ log r(An)/ logn ≤ 2/(d+ 1). A conjectured value of
the limit which agrees fairly well with numerical simulations is (d+ 1)/(d2 + 1) [8,
Sec. 2.6].
2The strong interest in DLA gave rise to a number of variants. Bramson, Griffeath
and Lawler [2] studied a model called Internal Diffusion Limited Aggregation. The
growth rule for this model can be described as above, the only difference being that
new particles get released at the origin and then diffuse through the interior of the
current cluster until they attach themselves at the first boundary site visited. Thus,
roughly speaking, these particles tend to stop at sites which are closest to the origin,
whereas in standard DLA new particles tend to favor neighbors of “extreme sites”.
Due to this difference no fingering of the growing clusters can be expected. Bramson
et al. proved in [2] that the clusters formed by internal DLA have the limiting shape
of a sphere. Kesten [7] considered multiple contact DLA and the η-model, both being
variants of DLA in which the distribution of the place where a new particle is added is
shifted in a strong way to the points of maximal harmonic measure. He showed that
these clusters can grow like “generalized plus signs”, i.e., with positive probability
the growing cluster contains only points on the coordinate axes at all times. Barlow,
Pemantle and Perkins [1] studied DLA on a regular d-ary tree for tree-valued random
walks with transition probabilities determined by assigning conductance α−1 to edges
from generation n − 1 to generation n, α < 1. Thus the cluster starts with only the
origin being occupied and new points are added according to harmonic measure on the
boundary of the current cluster for the random walk under consideration. This model
is mathematically more tractable than DLA on Zd since there is a simple formula
for harmonic measure on the boundary of a cluster and the absence of loops implies
that disjoint parts of the cluster evolve nearly independently. In [1] Barlow et al.
rigorously prove that these processes exhibit fingering. The height of the growing
clusters increases linearly with their total size.
In the first part of this thesis we study a one-dimensional growth model on Z,
which starts with only the origin being occupied, and in which growth is obtained
by first adding K particles and then deleting K − 1 particles in each step, K ≥ 2
being a fixed positive integer. Thus the size of the set of occupied sites increases by
3one in each step. When adding a new particle, its site is chosen uniformly from the
boundary of the present set and when deleting a particle, the site to be removed is
chosen uniformly from the set of all occupied sites. Let An denote the set of occupied
sites after n steps are completed. The main interest focuses on the evolution of the
gaps of An for large n. (A gap of An is a nonempty subset of Z \ An of the form
{z ∈ Z : z1 < z < z2}, where z1, z2 ∈ An). We will prove that with probability
one eventually all gaps, with the possible exception of one, have size one, this one
exceptional gap (if present) having size two. Infinitely often such an exceptional gap
is present and infinitely often there are only gaps of size one. Moreover, letting Ln
denote the number of unoccupied sites between the endpoints of An and defining
h(n) = log n/log log n, we will show that with probability one, lim infn→∞Ln = K−2
and lim supn→∞ Ln/h(n) = (K − 1)/K.
We will start out with straightforward estimates and a supermartingale argument
to obtain the first results concerning the evolution of the gaps of An. In particular we
will show that with probability one infinitely often the set An has at most 10K gaps.
To obtain further results, we will then introduce the distinction between “new” and
“old” gaps, i.e., we will define a Markov process (A, I), where In denotes the index
set of new gaps of An.
To illustrate how we will work with this process, let us investigate a little bit closer
the evolution of the process LI , where LIn denotes the number of gaps sites belonging
to new gaps of An. First note that when we start with a sufficiently big set a, which
has just a few gaps, (all of which are considered as being old), then the next deletions
will most often create new gaps of size one. Additions affect both new and old gaps as
well as exterior neighbors of the endpoints of An, and so we will most likely see that
LIn reaches higher and higher values. Yet, once the number of new gaps is sufficiently
big, we observe that an overwhelming majority of additions will (most likely) fill into
new gaps and only a small portion will affect old gaps or exterior neighbors of the
endpoints. Since we add K particles and delete K − 1 particles, the number of gaps
4sites belonging to new gaps will tend to decrease. In other words, if the number of
old gaps is bounded above by a fixed constant, then LI tends to decrease whenever
it is sufficiently big, and this holds as long as the number of new gaps is close to the
total number of gap sites belonging to new gaps.
To make use of this fact we will define a stopping time σ which has the property
that up to this time at most two gap sites belonging to new gaps are adjacent to each
other. Moreover, we will define so-called “excursions” of LI . Let us think of the path
LI(ω) as a “staircase”. We now cut off that part of the staircase which is below a
certain given constant C. What remains are “separate” pieces each of these being
a “staircase” all the values of which are greater or equal to C. These pieces will be
called “excursions” of LI(ω). (This description, besides being very informal, does not
contain certain technical details, but should convey the main idea. When working
out the details we will define the end of an excursion as the first time - after the start
of the excursion - when the value of LI(ω) is strictly less than C).
We will next use a special construction of the process (A, I). We will construct this
process from a sequence U (1) of independent random variables which are uniformly
distributed on (0, 1). Using the same sequence U (1) we will then construct a random
walk LˆI which has the property, that up to time σ the increments of LI on excursion
intervals will be dominated by the corresponding increments of LˆI . Yet, since the
increments of LˆI may at some places be strictly bigger than the corresponding incre-
ments of LI , the part of LˆI which corresponds to an excursion of LI , may not “look
like an excursion”, in fact, the value at its end may be even bigger than the value
we start with. We will thus use an additional independent process U (2) to continue
those parts until for the first time the value of LˆI is by an amount K smaller than
the value at the beginning of this part.
Similar algorithmic constructions will be used at several occasions, all of these
constructions fitting into one general scheme. To understand this scheme think of a
gambler in a casino who may skip games or switch tables according to the outcome
5of previous games. These constructions will enable us to obtain set inclusions on
an enriched probability space which will then allow us to obtain suitable probability
estimates for the sets of interest.
Using these methods we will obtain our two main probability estimates. The first
estimate will be valid when we start out with a sufficiently large subset of Z which
has just a few gaps (all of these being considered as being old). Using that with
probability one infinitely often the sets An have at most 10K gaps, this estimate
together with the Markov property of A will allow us to show that a certain family
S of subsets of Z is recurrent for the process A. The second estimate will be valid
when we start out with a subset a of Z which already belongs to S. (We now do not
distinguish between new and old gaps, or, equivalently, we consider all gaps of a as
being new). Using this second estimate plus a Borel-Cantelli argument we will then
be able to prove all, but one, of the remaining claims. This last piece will essentially
follow from the strong law of large numbers, since we can use our previous results,
and, once again, our special construction of the process A.
In the case K = 2 we will also study the age On of the oldest particle of the set
An. We will show that (n − On)/√n converges in distribution to F , where F (x) =
(1− exp(−x2))1(0,∞).
The second part of the thesis deals with diffusion limited aggregation on Z2. We
attack the question whether the growing clusters will have holes. (A hole of the cluster
An is a finite maximal connected subset of Z
2\An). Clearly, with positive probability,
a hole may be formed within the first few steps. Yet, is it true that almost surely the
growing clusters will eventually have at least one hole? The answer to this question
is “yes”. In fact we will show that with probability one the number of holes of the
growing cluster tends to infinity.
The main idea of the proof can roughly be described as follows. Given a cluster a,
let us change just a few paths of the next particles by inserting an extra loop such that
the cluster obtained with these changed paths will have at least one more hole than
6the given cluster. More precisely, let us choose a constant L (depending on a) and
let us start the next L random walks on the boundary of a “ball” (which surrounds
the cluster a and which is sufficiently far away) according to harmonic measure on
the boundary of this “ball”. Let ω = (ω1, . . . , ωL) describe these random walks. We
will now define changed paths ϕ(ω) by inserting extra loops into some of the L given
paths such that the cluster obtained from a with these changed paths will have at
least one more hole than the given cluster a. Thus for any ω = (ω1, . . . , ωL), we will
decide which paths will get changed, and if ωi is such a path, we will specify at which
time an extra loop will get inserted and what this extra loop will look like. In order
to make these decisions it will not be necessary to know the full paths, but it will
suffice to know these paths up to the hitting time of the set a. If an extra loop will be
inserted into path ωi, then the insertion will be done before ωi hits a. Moreover, the
number of inserted loops as well as the length of each loop will be bounded above by
a fixed constant and the map ϕ will be one-to-one. We can then conclude that there
exists a constant c > 0 such that for any finite cluster a there exists an integer L with
P (AL has at least one more hole than A0 | A0 = a) ≥ c. The above result will then
follow by the Markov property of the process A.
Yet, the construction of ϕ is not an easy task. Just suppose that we insert a loop
into the path of the first particle to make it attach at a designated point x1 of the
boundary of a which is different from the previous point of attaching y1. If the second
particle visits a neighbor x2 of x1 strictly before hitting the boundary of a∪{y1}, then
x2 will be the new point of attaching for the second particle. Moreover, the point of
attaching of the second particle will also be changed, if this particle visits a neighbor
of y1 strictly before visiting the boundary of a∪ {x1}. Similar changes may occur for
the point of attaching of the third particle and so on. So even a slight change of a
single path may cause a chain reaction, possibly changing the positions of all particles
attached thereafter. We will thus have to figure out how to deal with this difficulty
in order to solve the given task.
Chapter 2
GAPS IN A ONE-DIMENSIONAL
ANNIHILATION-CREATION MODEL
2.1 Description of the Model and Statement of Results
Consider a stochastic process {An}n whose state at time n, An ⊂ Z, is the set of sites
occupied by a finite set of particles. Let A0 = {0} and fix some integer K ≥ 2. Given
An, the set An+1 is constructed by first adding K sites one by one and then deleting
K − 1 sites one by one. To add a particle, its new site is chosen uniformly from the
boundary of the given set of occupied sites, (a site y belongs to the boundary ∂a of a
set a ⊂ Z if y ∈ Z \ a and if there exists x ∈ a with |x− y| = 1). To delete a particle,
a site is chosen uniformly from the set of all occupied sites. Hence the number of
elements of An increases by 1 in each period. We are interested in the evolution of
the gaps of An, (a gap of a set a ⊂ Z being defined as a nonempty subset g of Z \ a
with the property that there exist x1, x2 ∈ a with g = {y ∈ Z : x1 < y < x2}).
For a ⊂ Z let G(a) denote the number of gaps of a, let G(2)(a) denote the number
of gaps with |g| ≥ 2 and let L(a) denote the number of unoccupied sites between the
endpoints of a, i.e., L(a) = |g1| + . . . + |gG(a)|, where g1, . . . , gG(a) are the different
gaps of a. Letting h(n) = logn/ log log n, we will prove the following:
Theorem 2.1.1 With probability 1,
1) lim supn→∞ L(An)/h(n) = (K − 1)/K,
2) lim infn→∞ L(An) = K − 2.
8Theorem 2.1.2 With probability 1,
1) G(2)(An) = 1 i.o.,
2) G(2)(An) = 0 i.o.,
3) L(An) ≤ G(An) + 1 eventually.
Hence eventually all gaps, with the possible exception of one, have size one, this
one exceptional gap having size 2. Infinitely often such an exceptional gap is present
and infinitely often there are only gaps of size one.
Remark 2.1.1 The above results are valid for any finite initial set A0.
We will also discuss the age of the oldest particle of the set An. For x ∈ An let
Yn(x) be the number of deletions which happened since the present particle at x was
added and let On = max{Yn(x) : x ∈ An} denote the age of the oldest particle of the
set An. Define a distribution function F by F (x) = (1− exp(−x2))1(0,∞). In the case
K = 2 we have the following result
Theorem 2.1.3 (n− On)/
√
n =⇒ F.
2.2 Overview
Using straightforward estimates and a supermartingale argument we will derive the
first few results concerning the behavior of L, G and G(2). We will show that almost
surely lim supn→∞ L(An)/h(n) ≥ (K−1)/K, L(An) ≥ K−2 eventually, G(2)(An) ≥ 1
i.o. and G(An) ≤ 10K i.o. When trying to improve upon these results we will have
to deal with the fact that the ‘transition probabilities’ for the process L depend on
the values of G and G(2) and similar dependencies ooccur when we study the other
two processes. The key idea to overcome this difficulty will be to distinguish between
‘new’ and ‘old’ gaps of the set An and to observe the evolution of ‘old’ gaps separately
from the evolution of ‘new’ gaps. We will thus define a Markov process (An, In), where
In ⊂ N will allow to identify gaps as being ‘new’ or ‘old’. Moreover, stopping times
9will enable us to study the evolution of one process while controlling other processes
within certain bounds. For instance, if, say, at the end of period n the process G is
bounded below by 1000, then the probability that L decreases when the first particle
gets added in period n + 1 is at least 1000/1002. Using inequalities of this kind, we
will compare (on an enriched probability space) the evolution of the process under
consideration to the evolution of some other ‘nicer’ process (for instance a random
walk on Z) in a path-by-path way. The proof of our two main lemmas will use this
approach and the reader will need some patience to stick with us when going through
this algorithmic construction. These two lemmas will allow us to complete the proofs
of part (1) of Theorem 2.1.1 and of Theorem 2.1.2. Using these results a similar
construction will be used to complete the proof of part (2) of Theorem 2.1.1. At the
end of this chapter we will investigate the age of the oldest particle for the case K = 2.
Independently of our previous results we will determine its limiting distribution.
Notation. We will write P a when we consider the Markov process A with initial
set A0 = a and we will write P for P
{0}. We will write Ln for L(An), Gn for G(An)
etc. Let κ = K + (K − 1) denote the number of steps in each period and let An,j,
n ∈ N, j = 0, . . . , κ denote the set after j steps in period n are completed. Thus
A0 = A1,0 and An = An,κ = An+1,0 for all n ∈ N. For a ⊂ Z, |a| < ∞, any point
x with min a < x < max a will be called an interior site. Thus an interior site x is
occupied if x ∈ a, otherwise it is unoccupied. Let us define the outer boundary of a
as ∂¯a = {min a− 1,max a + 1}.
2.3 First Results for the Processes L,G and G(2)
Our first proposition will show that with probability one infinitely often the sets An
have at least one gap of size bigger than 1.
Proposition 2.3.1 P (G(2)(An) ≥ 1 i.o.) = 1.
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Proof. We will show that there exists an index n0 with
P (G(2)(An+2) ≥ 1 | An) ≥ (2/3)K+2 n−1 (2.1)
for all n ≥ n0. This will then imply that for all sufficiently large n, P (G(2)(Al) =
0 for all l ≥ n) ≤ ∏∞i=0(1 − (2/3)K+2 (n + 2i)−1) = 0 and hence P (G(2)(An) =
0 eventually) = 0.
So let us prove (2.1). Note that the set An+1 has at least one gap if the last
deletion in period n+ 1 removes a particle at an interior site of the present set. Now
An has size n+ 1 and K sites are added and K − 2 sites are deleted in period n + 1
before this last deletion occurs. Thus the particle to be removed is chosen from a set
of size n+ 3. Hence
P (L(An+1) ≥ 1 | An) ≥ (n+ 1)/(n+ 3) ≥ 2/3
for all sufficiently large n. Next note that if An+1 has at least one gap and if in period
n+2 all K particles are added such that at least one interior site remains unoccupied,
then L(An+2,K) ≥ 1. Thus for any set a with |a| = n+ 2 and L(a) ≥ 1 we have
P (L(An+2,K) ≥ 1 | An+1 = a) ≥ (2/3)K . (2.2)
Moreover, if the next deletion removes a particle which is adjacent to a gap of An+1
- but not an endpoint - and if the remaining K − 2 deletions do not remove any
particle which is adjacent to this particular gap (which is now of size at least 2), then
G(2)(An+2) ≥ 1. Finally note that if b is a finite set with L(b) ≥ 1 (and |b| ≥ 3) then
b has at least one interior site which is adjacent to a gap of b. Thus for any set b with
L(b) ≥ 1 and |b| = n + 2 +K we have
P (G(2)(An+2) ≥ 1 | An+2,K = b) ≥ |b|−1
K−2∏
i=1
|b| − i− 2
|b| − i
≥ |b|−1
( |b| −K
|b| −K + 2
)K−2
= (n+ 2 +K)−1
(
n + 2
n + 4
)K−2
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and thus
P (G(2)(An+2) ≥ 1 | An+2,K = b) ≥ 2/3 n−1, (2.3)
if n is sufficiently large. Combining (2.2) and (2.3) we get for all sufficiently large n
and a ⊂ Z with |a| = n + 1, P (G(2)(An+2) ≥ 1 | An = a) ≥ (2/3)K+2n−1 and (2.1)
thus gets established.
Our next goal is to show that with probability one infinitely often the sets An
have at most 10K gaps.
Proposition 2.3.2
P (G(An) ≤ 10K i.o.) = 1. (2.4)
Proof. Let ρ = inf{n ≥ 0 : G(An) ≤ 10K}. To establish (2.4) it suffices to show that
P a(ρ <∞) = 1 (2.5)
for all finite a ⊂ Z. Now note that for any n ∈ N
P a(ρ <∞) =
∑
b
P a(ρ <∞ | An = b)P a(An = b)
≥
∑
b
P b(ρ <∞)P a(An = b),
where the sum is taken over all sets b with P a(An = b) > 0. Clearly P
b(ρ < ∞) = 1
for all sets b with G(b) ≤ 10K and for any set b with P a(An = b) > 0 we have
|b| = |a|+ n. Thus, if we can show that P b(ρ <∞) = 1 for all sufficiently large finite
sets b ⊂ Z with G(b) > 10K, then (2.5) follows by choosing n sufficiently large in the
above decomposition.
So let b be a finite set of integers with G(b) ≥ 10K. Let Fn denote the σ-algebra
generated by the events {Am = a˜}, m = 0, . . . , n, a˜ ⊂ Z with |a˜| <∞. Our first goal
is to show that, {Ln∧ρ,Fn} is a supermartingale under P b, if the set b is sufficiently
large.
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Let Rnα denote the number of particles which are added during period n at empty
gap sites and let Rnδ denote the number of deletions in which we remove an interior
site of the present set, i.e., if Xn,i denotes the point which gets added to (or removed
from) the set An,i−1, then Rnα =
∑K
i=1 1{Xn,i belongs to a gap of An,i−1} and R
n
δ =∑κ
i=K+1 1{Xn,i is an interior site of An,i−1}. Note that
Ln+1 − Ln ≤ Rn+1δ − Rn+1α , (2.6)
since L decreases in an addition step if and only if the new site belongs to a gap of
the present set and in a deletion step L can only increase when a particle is deleted at
an interior site of the present set. Now if b˜ is a finite set of integers with G(b˜) ≥ 10K
then for 1 ≤ i ≤ K − 1 we have
P b(Rn+1δ −Rn+1α = i | An = b˜)
≤ P b(Rn+1δ = K − 1, Rn+1α = K − (i+ 1) | An = b˜)
+ P b(Rn+1δ < K − 1 | An = b˜)
≤ P b(K − Rn+1α = i+ 1 | An = b˜) + P b(K − 1− Rn+1δ ≥ 1 | An = b˜). (2.7)
Note that K −Rn+1α equals the number of steps in period n+1 in which the new site
gets chosen from the outer boundary of the present set and since b˜ has at least 10K
gaps each of the sets An+1,i(ω), 0 ≤ i ≤ K − 1 has at least 10K + 2 − i ≥ 9K + 3
boundary sites. Thus
P b(K −Rn+1α = i+ 1 | An = b˜) ≤

 K
i+ 1

( 2
9K + 3
)i+1
≤ K
i+1
(i+ 1)!
(
2
9K
)i+1
=
1
(i+ 1)!
(2/9)i+1.
Similarly note that K− 1−Rn+1δ equals the number of steps in period n+1 in which
we remove an endpoint of the present set and for i = K, . . . , κ− 2 the set An+1,i has
at least size |An|+ 2. Thus
P b(K − 1− Rn+1δ ≥ 1 | An = b˜) ≤ (K − 1) 2/(|b˜|+ 2).
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Using the last two estimates in (2.7) we get
P b(Rn+1δ −Rn+1α = i | An = b˜) ≤
1
(i+ 1)!
(2/9)i+1 + (K − 1)2/|b˜|
≤ 1
(i+ 1)!
4−(i+1), (2.8)
if the set b˜ is sufficiently large, say |b˜| ≥ N1 where N1 depends only on K. On the
other hand we have
P b(Rn+1δ − Rn+1α ≤ −1 | An = b˜)
≥ P b(Rn+1α = K,Rn+1δ = K − 1 | An = b˜)
= P b(Rn+1δ = K − 1 | Rn+1α = K,An = b˜)P b(Rn+1α = K | An = b˜)
≥
(
1− 2|b˜|+ 2
)K−1 K−1∏
i=0
10K − i
10K − i+ 2 ,
since for ω ∈ {An = b˜} the size of the boundary of An+1,i(ω) is bounded below by
10K + 2 − i for i = 0, . . . , K − 1, and the size of An+1,i(ω) is bounded below by
|b˜|+ 2 for i = K, . . . , κ− 1. Now the rightmost product above equals (9K + 2)(9K +
1)/((10K + 2)(10K + 1)) and thus is bounded below by (9/10)2 = .81. Thus for all
sufficiently large sets b˜, say |b˜| ≥ N2, we get
P b(Rn+1δ − Rn+1α ≤ −1 | An = b˜) ≥ 0.8. (2.9)
Now any set b˜ with P b(An = b˜) > 0 has size at least |b|. Thus, letting N0 = N1 ∨N2,
we can conclude from (2.7), (2.8) and (2.9) that, if |b| ≥ N0, then
Eb(Ln+1 − Ln | An = b˜) ≤
K−1∑
i=1
i
(i+ 1)!
4−(i+1) − 0.8 ≤ 4−2
∞∑
i=0
4−i − 0.8
= 1/12− 0.8 < 0
for all finite b˜ ⊂ Z with G(b˜) ≥ 10K and P b(An = b˜) > 0. Hence {Ln∧ρ,Fn} is a
supermartingale under P b. (Here we also use the fact that (L(n+1)∧ρ − Ln∧ρ)(ω) = 0
for ω ∈ {G(An) < 10K}).
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Using that Ln∧ρ is nonnegative, we can conclude moreover that the supermartin-
gale converges almost surely and thus, since Ln∧ρ is integer valued, Ln∧ρ is almost
surely eventually constant, i.e.,
P b(
⋃
i∈N0
{Ln∧ρ = i eventually}) = 1. (2.10)
Yet, for any i ∈ N0 we have
P b(Ln = i eventually ) = 0. (2.11)
To see this it suffices to show that there exists a constant c > 0 with P b(Ln+1 6= Ln |
An) ≥ c for all n ∈ N0. Now, for any set a˜ ⊂ Z with P b(An = a˜) > 0 we have in
the case G(a˜) ≥ 10K, P b(Ln+1 < Ln | An = a˜) ≥ P (Rn+1δ − Rn+1α ≤ −1 | An = a˜)
≥ 0.8 by (2.9) and in the case G(a˜) < 10K we have P b(Ln+1 > Ln | An = a˜)
≥ (2/(2G(a˜) + 2))K(1 − 2/(|a˜| + 2))K−1 ≥ (2/(20K + 2))K(1 − 2/N0)K−1, since L
clearly increases if in period n + 1 all new particles get added at sites belonging to
the outer boundary of the present set and if all particles which get removed are at
interior sites of An+1,K . Thus (2.11) follows.
Combining (2.10) and (2.11) we can finally conclude that for all finite sets b ⊂ Z
with |b| ≥ N0 and G(b) ≥ 10K, P b(
⋃
i∈N0{Ln∧ρ = i eventually and ρ <∞}) = 1, and
thus P b(ρ <∞) = 1.
Let G denote the following family of finite subsets of Z
G = {a ⊂ Z : |a| <∞, G(a) ≤ 10K and L(a) ≤ (K − 1)|a|}. (2.12)
Corollary 2.3.1 P (An ∈ G i.o.) = 1.
Proof. Since in each step we add K and delete K − 1 particles it is clear that any
set a with P (An = a) > 0 satisfies |a| <∞ and L(a) ≤ (K − 1)n ≤ (K − 1)|a|. Thus
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the recurrence of G follows immediately from the previous proposition.
In the next proposition we will show that with probability 1 eventually the number
of gap sites is bigger than K − 3.
Proposition 2.3.3
P (Ln ≥ K − 2 eventually ) = 1.
Proof. For a ⊂ Z, 2 < |a| < ∞, let α(a) (resp. β(a)) denote the second smallest
(resp. second biggest) element of a. Define the event En = { there exist at least
two indices i, K < i ≤ κ, with Xn,i ≤ α(An,K) or Xn,i ≥ β(An,K)}. Since for any
K < i ≤ κ, An,i−1 is a subset of An,K , we have |{x ∈ An,i−1 : x ≤ α(An,K) or x ≥
β(An,K)}| ≤ 4. Hence P (Xn,i ≤ α(An,K) or Xn,i ≥ β(An,K)) ≤ 4/|An,i−1| ≤ 4/n and
so P (En) ≤ 2−1K(K − 1) (4/n)2. By the Borel-Cantelli lemma we can conclude that
P (lim sup En) = 0.
Now let ω ∈ E cn. Then all but at most one index i satisfy α(An,K)(ω) < Xn,i(ω) <
β(An,K)(ω). So at least one of the sites α(An,K)(ω), minAn,K(ω) remains occupied
and, similarly, at least one of the sites β(An,K)(ω),maxAn,K(ω) remains occupied.
Hence minAn,κ(ω) ≤ α(An,K)(ω) and maxAn,κ(ω) ≥ β(An,K)(ω). In particular, all
but at most one of the sites removed lies between the endpoints of An,κ(ω) and so
Ln(ω) ≥ K − 2. Thus we have shown that E cn ⊂ {Ln ≥ K − 2} and so P (Ln ≥
K − 2 eventually) ≥ P (lim inf E cn) = 1.
Before proceeding further let us state some useful properties of the function h,
the proof of which is straightforward and will thus be omitted. Recall that h(x) =
log x/ log log x.
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Proposition 2.3.4 i) h(2x)/h(x)→ 1 as x→∞.
ii) Let c > 0. For any η > 0 there exists x0 > 0 such that for all x ≥ x0
x1−η ≤ (c h(x))h(x) ≤ x.
Using these properties we can prove the lower bound in part (1) of Theorem 2.1.1.
Proposition 2.3.5
P (lim sup
n→∞
L(An)/h(n) ≥ (K − 1)/K) = 1.
Proof. We need to show that for every 0 < c < (K − 1)/K,
P (Ln ≥ c h(n) i.o.) = 1. (2.13)
So fix c < (K−1)/K and fix a positive integer N0 to be chosen later. Let ni = 2iN0−1,
i ∈ N0. Thus |Ani| = 2iN0. Define the time interval Ii = (ni−1, ni], i ∈ N, and let
Li = {∃j ∈ Ii with Lj ≥ c h(j)}. By the Markov property of the process A, (2.13)
will be proved when we show that
P (Li | Ani−1) ≥ 1/2
for all i ∈ N. Now note that for j ∈ Ii and N0 sufficiently large h(j) ≤ h(ni) ≤
h(2iN0) = h(2|Ani−1|). So, if b is a set with P (Ani−1 = b) > 0 then
P (Li | Ani−1 = b)
≥ P (∃j ∈ Ii with Lj ≥ c h(2|Ani−1|) | Ani−1 = b)
= P b(∃0 < j ≤ |b| with Lj ≥ c h(2|b|)).
Thus it suffices to show that for all sufficiently large finite sets b ⊂ Z
P b(∃0 < j ≤ |b| with Lj ≥ c h(2|b|)) ≥ 1/2. (2.14)
So let b be a finite set of integers and letN = |b|. Choose ε > 0 with (1−ε)(K−1)/K ≥
c and let m0 = m0(N) = ⌊(1− ε/2)h(N)/K⌋. Each of the intervals ((j − 1)m0, jm0],
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j = 1, . . . , ⌊N/m0⌋, is contained in the time interval (0, N ]. Let τN = inf{n ≥ 0 :
Ln ≥ c h(2N)}. Our next goal is to show that if N is sufficiently large, then for any
finite set a ⊂ Z with |a| ≥ N we have
P a(τN ≤ m0(N)) ≥ N−(1−ε/2). (2.15)
Once this inequality gets established we can conclude that if N = |b| is sufficiently
large then
P b(τN > N) ≤ (1−N−(1−ε/2))⌊N/m0⌋.
Using that ⌊N/m0⌋ ≥ N1−ε/4 (for all sufficiently large N) the right hand side is
bounded above by (1 − N−(1−ε/2))N1−ε/4 and this last expression converges to 0 as
N →∞. Thus the inequality (2.14) follows.
So let us now work on establishing (2.15). Note that L increases byK−1 in a given
period if all new particles attach at the outer boundary and if only particles at interior
sites get deleted. Thus for any finite set a˜ ⊂ Z with |a˜| ≥ N and L(a˜) < ch(2N) we
have P a˜(L1 − L0 = K − 1) ≥ (2/(2 + L(a˜)))K(1 − 2/|a˜|)K−1 ≥ (2/(ch(2N)))K(1 −
2/N)K−1 and thus by part (i) of Proposition 2.3.4 we get
P a˜(L1 − L0 = K − 1) ≥ h(N)−K ,
if N is sufficiently large. Next note that if within each of the first m0(N) periods
L increases by K − 1 then the total increase of L is at least (K − 1)m0 = (K −
1)⌊(1− ε/2)h(N)/K⌋ ≥ (K− 1)/K (1− ε)h(2N) for N sufficiently large. (Here once
again we used part (i) of Proposition 2.3.4). Now by choice of ε this last term can be
bounded below by ch(2N). Thus, if N is sufficiently large, then for any finite set of
integers a with |a| ≥ N we have
P a(τN ≤ m0(N)) ≥ P a(Li − Li−1 = K − 1 for i = 1, . . . , τN ∧m0(N)) ≥ h(N)−Km0 .
Using that Km0 ≤ (1 − ε/2)h(N) and h(N)−h(N) ≥ N−1 by part (ii) of Proposition
2.3.4, we finally get (2.15).
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2.4 New and Old Gaps
So far we have shown that infinitely often the number of gaps is bounded above by
10K. But gaps may be large and so this result does not yet give us any upper bound
on L. Our next goal will be to show that infinitely often the set An has at most one
gap of size two and no bigger gaps, and for any fixed choice of M > 0 infinitely often
the size of L(An)/h(n) will be smaller than 1/M. So let M ∈ N. For any finite set
of integers a let C(a) (resp. C(2)(a)) denote the set of unoccupied interior sites of a
which are within distance 4 to at least one (resp. two) other unoccupied interior sites
of a. Define
SM = {a ⊂ Z : |a| <∞, L(a) ≤ h(|a|)/M, |C(a)| ≤ 3 and |C(2)(a)| ≤ 1.}.
We want to show that the family SM of subsets of Z is recurrent for the process A.
Recall that
Ln − Ln−1 ≤ Rnδ − Rnα,
where Rnα denotes the number of particles which get added in period n at empty gap
sites and Rnδ denotes the number of deletions in which we remove a particle at an
interior site of the present set. Thus, letting Xn,i denote the point which gets added
to (resp. deleted from) the set An,i−1, we get
Ln+1 − Ln ≤ (K − 1)−
K∑
i=1
1{Xn,i belongs to a gap of An,i−1 }
= (K −
K∑
i=1
1{Xn,i belongs to a gap of An,i−1 })− 1
=
K∑
i=1
1{Xn,i∈∂¯An,i−1} − 1.
Clearly P (Xn,i ∈ ∂¯An,i | An,i−1) ≤ 2/(2 + G(An,i−1)) and thus L tends to decrease
whenever G is large. So if L and G are not too far apart, then large values of L
correspond to large values of G and thus L tends to decrease whenever it gets big.
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Now, why may we hope that L and G will get close together? Let us first observe
that if G(An) is small compared to the size of An then typically the removal of a
particle creates a new gap of size 1, since with high probability a particle will get
removed at a site which is not adjacent to any existing gap. Next let us suppose a big
gap g has formed at time n0 and let us investigate how this gap will change over time.
For any n ≥ n0, 1 ≤ i ≤ K, we have P (Xn,i ∈ g | An,i−1) ≥ 1/(2 + 2G(An,i−1)) and
for K < i ≤ κ we have P (Xn,i is adjacent to g | An,i−1) ≤ 2/|An,i−1|. Thus as long as
G is small compared to the size of A we expect that typically several new particles
will fill into this gap before any deletion will increase its length. Yet, the problem is,
that we have no good upper bound for the size of a possible increase. Just note that
whenever we remove a particle which separates two gaps, these two gaps will form
one single enlarged gap the size of which may be considerably larger than the size of
the gap g we are considering.
At this point, the idea of distinguishing between ‘old’ and ‘new’ gaps will turn out
to be useful. We will be able to show that if we wait for a certain time, chances are
high that all ‘old’ gaps will be filled in and we are left with only ‘new’ gaps, each of
which is still small. So let us define a Markov process {(A, I)n,i : n ∈ N, i = 0, . . . , κ}
where In,i ⊂ {1, . . . , G(An,i)} will be interpreted as the set of indices of ‘new’ gaps.
For any finite a ⊂ Z let g1(a), . . . , gG(a)(a) denote the gaps of a, these gaps being
enumerated from left to right, i.e., if x ∈ gi(a) and y ∈ gj(a) with i < j then x < y.
Let A1,0 be a given finite set of integers and let I1,0 ⊂ {1, . . . , G(A1,0)} be a given set
of indices of ‘new’ gaps for A1,0. Given (An,i, In,i) with n ≥ 0, 0 ≤ i < K, let An,i+1 be
obtained as before by adding a particle at the boundary of An,i, the new site Xn,i+1
being chosen uniformly from all boundary sites. Define
In,i+1 = {1 ≤ j ≤ G(An,i+1) : ∃k ∈ In,i with gj(An,i+1) ⊂ gk(An,i)}.
Thus, if Xn,i+1 ∈ gk(An,i) and if |gk(An,i)| > 1, (i.e., the new particle does not
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completely fill the gap gk(An,i) ) then gk(An,i) \ {Xn,i+1} is a gap of An,i+1 and it
is considered as being ‘new’ (resp. ‘old’) for An,i+1 if and only if gk(An,i) was ‘new’
(resp. ‘old’) for An,i. Similarly, given (An,i, In,i) with n ≥ 0, K ≤ i < κ, let An,i+1 be
obtained by deleting a particle from the set An,i, the site of this particle being chosen
uniformly from all sites of An,i. Define
In,i+1 = {1 ≤ j ≤ G(An,i+1) : there exists no index k ∈ {1, . . . , G(An,i)} \ In,i with
gk(An,i) ⊂ gj(An,i+1) }.
Thus, if Xn,i+1 is not an endpoint of An,i, then the gap g of An,i+1 which contains the
site Xn,i+1 is ‘old’ for An,i+1 if and only if Xn,i+1 is adjacent to an ‘old’ gap of An,i,
otherwise g is ‘new’ for An,i+1. Note in particular that if Xn,i+1 is adjacent to both
an ‘old’ gap g and a ‘new’ gap g˜ of An,i, then the gap g ∪ {Xn,i+1} ∪ g˜ of An,i+1 is
‘old’ for An,i+1. To complete the definition let An+1,0 = An,κ and In+1,0 = In,κ. The
corresponding Markov process of full periods will be denoted by (An, In)n≥0, with the
convention that (A0, I0) = (A1,0, I1,0) and (An, In) = (An,κ, In,κ) for all n ∈ N.
We will write P a,λ when we consider the Markov process (A, I)n or (A, I)n,i with
initial pair (a, λ).
A site of Z \ An,i which belongs to a ‘new’ gap of An,i will be called a new gap
site for An,i and similarly we define old gap sites. For any finite set a of integers and
λ ⊂ {1, . . . , G(a)} define LI(a, λ) = ∑i∈λ |gi(a)| and let LIn,i = LI(An,i, In,i). Thus
LIn,i counts the number of unoccupied sites belonging to ‘new’ gaps of An,i. Let G
I
n,i
denote the number of ‘new’ gaps of An,i and let G
2,I
n,i denote the number of ‘new’ gaps
of size at least two. Finally let CIn,i (resp. C
I,2
n,i ) denote the set of new gap sites for
An,i which are within distance 4 of at least one (resp. two) other new gap sites of An,i.
Let LIn, G
I
n, etc. be defined in the obvious way. Whenever we drop the superscript I
we consider the set of all gap sites instead of the set of new gap sites.
In our first lemma we will show that if we start with a sufficiently big set a belong-
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ing to G (all the gaps of which are considered as being old) then with overwhelming
probability within the next |a|6/5 periods the following holds: (i) all old gaps will get
filled in, (ii) during all of these periods the number of new gap sites will be bounded
above by (1+(K−1)/K)h(|a|), and (iii) all new gaps (with the exception of possibly
one) will have size 1. Moreover, for any fixed constant M > 0 there exists a period
m, |a|11/10 < m < |a|6/5, such that at the start of this period the number of new gap
sites is smaller than h(|a|)/M.
Now, why should this hold? Roughly speaking, as long as all (with the exception
of possibly one) new gaps have size 1, the number of old gap sites (as long as at least
one old gap is present) can be compared to a suitable random walk which ‘tends to
decrease’. Under the same assumption the number of new gap sites can be compared
to a similar random walk at those times where at least a certain minimum number
of new gap sites is present. Finally, as long as the number of new gap sites is not
‘too large’, new gaps tend to get filled in ‘pretty soon’ after they are formed, and,
on the other hand, the chance of selecting a particle for deletion which is close to an
existing gap (and hence the chance of enlarging an existing gap) is very small. Thus
during the first |a|6/5 periods it is very unlikely that a particle gets deleted close to an
existing new gap at a time, at which there still exists a new gap of size bigger than 1.
At this point the reader may get very suspicious about describing a logical circle.
The next proposition will provide one of the main tools to overcome this difficulty.
This proposition will later enable us to compare parts of the process we are interested
in (for instance ‘excursions’ of L) to the corresponding parts of some other, ‘nicer’
process (for instance a ‘K-decrease’ of a random walk) in a path-by-path way.
Let N2∞ = {(i, j) : i ∈ N0 ∪ {∞}, j ∈ N0 ∪ {∞}}. For x, y ∈ N2∞ define x ≤ y if
x1 ≤ y1 and x2 ≤ y2. Let (Ω,F , P ) be a given probability space. A family {Fx, x ∈
N2∞} of sub-σ-fields of F is called a filtration in Ω if Fx ⊂ Fy for x ≤ y. Given a
filtration {Fx, x ∈ N2∞}, a random vector λ with values in N2∞ is called a stopping
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time (relative to {Fx, x ∈ N2∞}), if {λ ≤ x} ∈ Fx for all x ∈ N2∞. For any stopping
time λ the pre-λ field Fλ is defined as {Λ ∈ F : Λ ∩ {λ ≤ x} ∈ Fx for all x ∈ N2∞}.
Proposition 2.4.1 Let F be a distribution function and let {U (j)n : n ∈ N, j = 1, 2}
be a family of independent random variables with U
(j)
n ∼ F for all n ∈ N, j = 1, 2.
Let F(i,j) = σ(U (1)1 , . . . , U (1)i , U (2)1 , . . . , U (2)j ) (with the convention that F(0,0) = {∅,Ω},
F(∞,∞) = σ(U (1), U (2)), F(0,j) = σ(U (2)1 , . . . , U (2)j ), F(∞,j) = σ(U (1)) ∨ σ(U (2)1 , . . . , U (2)j )
and similarly for F(i,0) and F(i,∞)). Let {λi} be a family of stopping times with respect
to the filtration {F(i,j) : (i, j) ∈ N2∞}. Let Bi ∈ Fλi and assume that the sequence
{λi} satisfies {λi,1 <∞} ⊂ Bi, {λi,2 <∞} ⊂ Bci and
1Bi(λi,1 + 1, λi,2) + 1Bci (λi,1, λi,2 + 1) ≤ λi+1 (2.16)
for all i. Let
ξi = 1BiU
(1)
λi,1+1
+ 1BciU
(2)
λi,2+1
. (2.17)
Then {ξi : i ∈ N} is a family of independent random variables and ξi ∼ F for all
i ∈ N.
(The reader may think of two independent series of coin tossings. A third series
gets constructed from the first two such that the selection rule (which decides when
and from which series to select the next element for the new series) depends only on
previous coin tossings. Then the new series is -in a probabilistic sense - no different
than the two original ones.)
Proof of the proposition. Using (2.17) and the independence of the random
variables U jn we have
P (ξi ≤ t | Fλi) = 1BiP (U (1)λi,1+1 ≤ t | Fλi) + 1BciP (U
(2)
λi,2+1
≤ t | Fλi)
= 1BiF (t) + 1BciF (t) = F (t).
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Thus ξi is independent of Fλi and ξi ∼ F. Since (2.16) together with (2.17) implies
that for any i ≥ 2 the random variables ξ1, . . . , ξi−1 are Fλi-measurable, our proof is
completed.
Before actually using such an algorithmic scheme in the proof of the next two
lemmas, let us state a technical estimate which will be used when investigating a
particular random walk occuring in our construction. This estimate will in fact be
crucial when proving that with probability 1 we have lim supL(An)/h(n) ≥ (K −
1)/K.
Proposition 2.4.2 Let c, N > 0 with c/h(N) < 1 and let Z be a random walk
starting from 0 with step law µ defined by µ(1) = c/h(N) and µ(0) = 1− c/h(N). Let
η > 0 and define S = inf{m > 0 : ZmK −m ≥ (η + (K − 1)/K)h(N) or ZmK −m ≤
−K}. Then for every ε > 0 there exists N0 such that for all N ≥ N0 we have
P (ZSK − S ≥ (η + (K − 1)/K)h(N)) ≤ N−(1+ηK/(K−1)−ε). (2.18)
Proof. Let β = (K − 1)/K + η. Then
P (ZSK − S ≥ βh(N)) =
∑
m≥0
P (S = m,ZmK ≥ m+ βh(N)).
Now, if S(ω) = m and ZmK(ω) ≥ m+ βh(N)) then, using the obvious bound ZmK ≤
mK, we get mK ≥ m + βh(N) and hence m ≥ (K − 1)−1βh(N). Thus we can
restrict the sum on the right hand side to integers m ≥ m0(N), where m0(N) =
⌈(K − 1)−1βh(N)⌉.
Next, if S(ω) = m and ZmK(ω)−m ≥ βh(N), then ZmK(ω) = ⌈m+ βh(N)⌉ + i
for some integer 0 ≤ i ≤ (K − 2). (Just recall that if S(ω) = m then m is the
first integer satisfying ZmK(ω) − m ≥ βh(N) and hence βh(N) + m ≤ ZmK(ω) ≤
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Z(m−1)K(ω) +K < βh(N) +m− 1 +K). Therefore
P (ZSK − S ≥ βh(N)) ≤
K−2∑
i=0
∑
m≥m0(N)
P (ZmK = m+ ⌈βh(N)⌉+ i)
≤
K−2∑
i=0
∑
m≥m0(N)

 mK
m+ ⌈βh(N)⌉+ i

 (c/h(N))m+⌈βh(N)⌉ ,
and so
P (ZSK − S ≥ βh(N))
≤ g(N)
K−2∑
i=0
∑
l≥0

 (m0(N) + l)K
m0(N) + ⌈βh(N)⌉ + l + i

 (c/h(N))l, (2.19)
where g(N) = (c/h(N))m0(N)+⌈βh(N)⌉. Now let r = 1 + ηK/(K − 1) and note that
there exists x (depending on N), 0 ≤ x ≤ 1, such that
m0(N)K = K(K − 1)−1βh(N) + xK = rh(N) + xK,
and there exists y (depending on N), 0 ≤ y ≤ 2 such that
m0(N) + ⌈βh(N)⌉ = (K − 1)−1βh(N) + βh(N) + y
= rh(N) + y. (2.20)
Thus 
 (m0(N) + l)K
m0(N) + ⌈βh(N)⌉ + l + i

 =

 rh(N) + lK + xK
rh(N) + l + i+ y


=

 rh(N) + lK + xK
l(K − 1) + xK − (i+ y)

 . (2.21)
In order to obtain upper bounds for these binomial coefficients we will use that for
all integers n ≤ m the following estimates hold,
 m
n

 ≤ mn and

 m
n

 ≤ 2m. (2.22)
25
Now fix δ > 0 and let l0 = ⌊δηh(N)/K⌋. For l ≤ l0 and sufficiently large N we have
rh(N)+ lK +xK ≤ (r+ δη+K/h(N))h(N) ≤ (r+2δη)h(N) and thus, by using the
first inequality in (2.22), 
 rh(N) + lK + xK
l(K − 1) + xK − (i+ y)

 (c/h(N))l
≤ ((r + 2δη)h(N))l(K−1)+K
≤ (r + 2δη)Kh(N)K(l+1).
Using (2.21) and the above estimate we can bound the first part of the sum in (2.19)
for all sufficiently large N as follows,
K−2∑
i=0
l0∑
l=0

 (m0(N) + l)K
m0(N) + ⌈βh(N)⌉+ l + i

 (c/h(N))l
≤ K(r + 2δη)K
l0∑
l=0
h(N)K(l+1)
≤ K(r + 2δη)Kh(N)K(l0+2)
≤ K(r + 2δη)Kh(N)δηh(N)+2K
≤ h(N)h(N)3δη . (2.23)
Let us now work on the remaining part of the sum in (2.19). Note that for
l > l0 we have (δη)
−1r lK ≥ (δη)−1rδηh(N) = rh(N) and thus rh(N) + lK + xK ≤
(2+(δη)−1r)lK. Hence for l > l0 (and sufficiently large N) we get by using the second
inequality in (2.22), 
 rh(N) + lK + xK
l(K − 1) + xK − (i+ y)

 (c/h(N))l
≤ 2(2+(δη)−1r)lK (c/h(N))l
=
(
c 2(2+(δη)
−1r)K/h(N)
)l
.
This last expression can be bounded above by 2−l/K for all sufficiently large N . (Just
note that c2(2+(δη)
−1r)K/h(N) converges to 0 as N → ∞). So by using this estimate
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together with (2.21) we get (for all sufficiently large N) the following estimate for the
remaining part of the sum in (2.19)
K−2∑
i=0
∞∑
l=l0+1

 (m0(N) + l)K
m0(N) + ⌈βh(N)⌉+ l + i

 (c/h(N))l ≤ ∞∑
l=l0+1
2−l ≤ 1. (2.24)
Using (2.20), (2.23) and (2.24) in (2.19) we can conclude that
P (ZSK − S ≥ (η + (K − 1)/K)h(N)) ≤ (c/h(N))rh(N)(h(N)h(N)3δη + 1)
≤ (c/h(N))rh(N)h(N)h(N)4δη ,
if N is sufficiently large. Now choose δ such that 4δη ≤ ε/2 and note that by
Proposition 2.3.4 we have (for all sufficiently large N), (c/h(N))rh(N) ≤ N−(r−ε/2)
and h(N)h(N)4δη ≤ N ε/2 . Thus
P (ZSK − S ≥ (η + (K − 1)/K)h(N)) ≤ N−(r−ε),
if N is sufficiently large. Recalling that r = 1 + ηK/(K − 1) our claim thus follows.
In order to state the next two lemmas we will need to define a couple of stopping
times. These stopping times will enable us to investigate the evolution of one process
while imposing certain restrictions on the evolution of other processes. Lemma 2.4.1
together with the recurrence of G will give us the recurrence of SM (for any fixed
integer M) and part (2) of Theorem 2.1.2 by using the Markov property of A. Once
the recurrence of SM gets established, Lemma 2.4.2 will enable us to finish the proof
of Theorem 2.1.2 and of part (1) of Theorem 2.1.1 by a Borel-Cantelli argument. We
will first state the two lemmas plus two corollaries and we will then proceed to proofs.
So let us now get started.
Let
τ 1 = inf{n : LIn ≥ (K−1(K − 1) + 1)h(|A0|)}
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and let
TM,2 = inf{n : Ln ≥ (K−1(K − 1) + 3M−1)h(|A0|)}.
Thus τ 1 (resp. TM,2) catches the first period such that at the end of this period the
number of new (resp. all) gap sites exceeds K−1(K − 1)h(|A0|) by at least h(|A0|)
(resp. 3M−1h(|A0|)). Let
τM = inf{n ≥ |A0|11/10 : LIn ≤ h(|A0|)/M}
and let
TM,2 = inf{n ≥ |A0| : Ln ≤ h(|A0|)/M}.
Thus τM (resp. TM,2) catches the first period after period |A0|11/10 (resp. after period
|A0|) such that at the end of this period the number of new (resp. all) gaps is ‘small’
compared to h(|A0|). Let
S = inf{(n, i) : i > K, |Cn,i−1| ≥ 2 and Xn,i ∈ Cn,i},
σ = inf{(n, i) : i > K, |CIn,i−1| ≥ 2 and Xn,i ∈ CIn,i},
and let S¯ (resp. σ¯) denote the period containing S (resp. σ), i.e. S¯ = inf{n : (n, κ) ≥
S} and σ¯ = inf{n : (n, κ) ≥ σ}. Note that S (resp. σ) catches the first deletion step
in which the following conditions hold: i) Xn,i is a (new) gap site for An,i, ii) Xn,i is
within distance 4 to some other (new) gap site for An,i and iii) An,i−1 already had at
least 2 (new) gap sites which are within distance 4 to each other. Define
σ0 = inf{n : n ≥ |A0|11/10 and GI,2n = 0},
i.e. σ0 denotes the first period after time |A0|11/10 such that at the end of this period
all new gaps have size 1. Finally let
θ0 = inf{n : LIn = Ln},
i.e., θ0 denotes the first period such that at the end of this period there are no more
old gaps left.
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Lemma 2.4.1 Let M > K. Let a ∈ G and let N = |a|. Then for all sufficiently large
N we have
P a,∅(τ 1 ∧ σ¯ > N6/5, σ0 < N6/5, τM < N6/5, θ0 < N11/10) ≥ 1−N−1/30.
The above lemma implis part (2) of Theorem 2.1.2 as follows.
Corollary 2.4.1
P (G(2)(An) = 0 i.o.) = 1.
Proof. Just observe that by the above lemma for all a ∈ G with N = |a| sufficiently
big
P a,∅(θ0 < N11/10, N11/10 ≤ σ0 < N6/5) ≥ 1/2.
Thus, when starting with a ∈ G (with |a| sufficiently big) the probability that within
the next |a|6/5 periods there exists a period m such that all gaps of Am have size 1 is
bounded below by 1/2. Since by Corollary 2.3.1 G is recurrent for the process A, the
corollary now follows immediately from the Markov property of A.
The next corollary will give us the recurrence of SM for any fixed integer M.
Corollary 2.4.2 For any M ∈ N we have
P (An ∈ SM i.o.) = 1.
Proof. Clearly SM ⊂ SM˜ for M ≥ M˜. Hence we only need to show the above claim
for integers M > K. So fix M > K. Note that G is recurrent for the process A and
|An| → ∞ as n→∞. It thus suffices to show that for all a ∈ G (the size of which is
sufficiently big)
P a(Am ∈ SM for some m ≤ |a|6/5) ≥ 1/2. (2.25)
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Now fix a ∈ G and let N = |a|. Consider the Markov process (A, I) with initial pair
(a, ∅), i.e., all gaps of a are considered as being old. Note that |CI | or |CI,2| can only
increase when a particle gets deleted and the site Xn,i which gets unoccupied belongs
to CIn,i. Now, if C
I
n,i−1(ω) = ∅ and Xn,i(ω) ∈ CIn,i(ω) then |CIn,i|(ω) ≤ 3 and |C2,In,i | ≤ 1.
(For instance, if 0 and 5 are the only new gap sites for (An,i−1, In,i−1)(ω) and if (n, i)
is a deletion time and Xn,i(ω) = 2 then C
I
n,i = {0, 2, 5} and C2,In,i = {2}.) Hence, if
σ(ω) > (n, i) then |CIn,i|(ω) ≤ 3 and |C2,In,i |(ω) ≤ 1.
Thus, if ω ∈ Ω satisfies θ0(ω) < N11/10, N11/10 ≤ τM (ω) < N6/5 and σ¯(ω) > N6/5
then at the end of period m = τM(ω) the following hold: (i) all gaps of (Am, Im)(ω)
are new, (ii) LI(Am, Im)(ω) ≤ h(N)/M, and (iii) |CIm|(ω) ≤ 3 and |C2,Im |(ω) ≤ 1. Note
that (ii) and (iii) are in fact not only valid for new gap sites but, by using (i), for all
gap sites. Hence for ω as above we have AτM (ω) ∈ SM .
We can thus conclude that P a,∅(Am ∈ SM for some m ≤ N6/5) ≥ P a,∅(θ0 <
N11/10, N11/10 ≤ τM < N6/5, σ¯ > N6/5). Now by Lemma 2.4.1 (and recalling the defi-
nition of τM ) this last probability is bounded below by 1/2 for all sufficiently large N
and observing that P a,∅(Am ∈ SM for some m ≤ N6/5) = P a(Am ∈ SM for some m ≤
N6/5), (2.25) gets established.
The next lemma will be stated in two different versions. The first version will
be used to finish the proof of Theorem 2.1.2 and of part (1) of Theorem 2.1.1. The
second version is stated for technical reasons only. It will allow us to do jointly major
parts of the proof of the two lemmas.
Lemma 2.4.2 (First Version) Let M ∈ N, M > K, a ∈ SM and let N = |a|. Then
for all sufficiently large N we have
P a(TM,2 ∧ S¯ > 2N, TM,2 < 2N) ≥ 1−N−1/(2M). (2.26)
Note that if the Markov process (A, I) starts with an initial pair (a, λ), where
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λ = {1, . . . , G(a)}, (i.e., all gaps of a are considered as being new), then also at any
later time the set of new gap sites coincides with the set of all gap sites. Thus defining
τM,2 = inf{n : LI(An, In) ≥ ((K − 1)/K + 3/M)h(|A0|)}
and
τM,2 = inf{n ≥ |A0| : LI(An, In) ≤ h(|A0|)/M},
Lemma 2.4.2 can be reformulated as follows
Lemma 2.4.2 (Second Version) Let M ∈ N,M > K, a ∈ SM and λ = {1, . . . , G(a)}.
Let N = |a|. Then for all sufficiently large N we have
P a,λ(τM,2 ∧ σ¯ > 2N, τM,2 < 2N) ≥ 1−N−1/(2M). (2.27)
The proof of the two lemmas will stretch over the next couple of sections. Note that
in Lemma 2.4.1 we consider the Markov process (A, I) with initial pair (a, λ), where
a ∈ G and λ = ∅, (i.e., all gaps of a are considered as being old) and in the second
version of Lemma 2.4.2 we consider the Markov process (A, I) with initial pair (a, λ),
where a ∈ SM and λ = {1, . . . , G(a)}, (i.e., all gaps of a are considered as being new.)
For all pairs (a, λ) (a a finite set of integers, λ ⊂ {1, . . . , G(a)}) we will now construct
the Markov process (A, I) with initial pair (a, λ) on one and the same probability
space (Ω,F , P ) such that for every ω ∈ Ω, (A, I)(ω) depends explicitly on (a, λ) and
such that for every a˜ ⊂ Z, |a˜| <∞ and λ˜ ⊂ {1, . . . , G(a˜)} we have
P a,λ(An,i = a˜, In,i = λ˜) = P (An,i(a, λ) = a˜, In,i(a, λ) = λ˜).
Note that the notation on the left does not refer to any specific construction of (A, I)
or of the underlying probability space, while the notation on the right refers to the
explicit construction of (A, I) as (A, I)(a, λ) on (Ω,F , P ). For ease of notation we will
continue to write (A, I) instead of (A, I)(a, λ), but the reader is warned that not only
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(A, I), but also the stopping times τ 1, τM etc. will depend pathwise on the initial
pair (a, λ).
For any pair (a˜, λ˜), where a˜ is a finite set of integers and λ˜ ⊂ {1, . . . , G(a˜)} denotes
the indices of new gaps of a˜, let us partition the inner boundary of a˜ into ∂o(a˜, λ˜) and
∂n(a˜, λ˜), where ∂o(a˜, λ˜) (resp. ∂n(a˜, λ˜)) consists of the boundary points of a˜ which
belong to old (resp. new) gaps. Let V o(a˜, λ˜) denote the subset of a˜ consisting of
all points which are adjacent to an old gap but not an endpoint of a˜ and let the set
V n(a˜, λ˜) consist of all points of a˜ which are within distance 4 to a new gap site but
which are neither adjacent to an old gap nor an endpoint of a˜.
2.5 An Explicit Construction of the Markov Process (A, I)
Let (Ω,F , P ) be a probability space and let {Uj} be a sequence of independent random
variables on (Ω,F , P ), which are uniformly distributed on (0, 1). Let (a, λ) with a ⊂ Z,
|a| < ∞ and λ ⊂ {1, . . . , G(a)} be our initial pair. Define A0 = A0(a, λ) = a and
I0 = I0(a, λ) = λ. Now suppose that (A, I)n,i = (A, I)n,i(a, λ) has already been
defined. In order to define (A, I)n,i+1 = (A, I)n,i+1(a, λ) it suffices to specify how the
point Xn,i+1 which gets added to (resp. deleted from) the set An,i gets defined.
If (n, i + 1) is an addition time let us enumerate the boundary sites of An,i (de-
pending on the properties of those sites) as follows: Let x1 < . . . < x|∂o(An,i,In,i)| be the
boundary points of An,i which belong to old gaps and let x|∂o(An,i,In,i)|+1 = minAn,i−1
and x|∂o(An,i,In,i)|+2 = max(An,i) + 1. Let x|∂o(An,i,In,i)|+3 < . . . < x|∂An,i|−|CI |(An,i,In,i)
denote the boundary points of An,i which belong to new gaps and which do not belong
to CIn,i and let x|∂An,i|−|CI |(An,i,In,i)+1 < . . . < x|∂An,i| denote the boundary points of
An,i which belong to C
I(An,i, In,i). Define
Xn,i+1(ω) = xj(ω) if (j − 1)/|∂An,i|(ω) < U(n−1)κ+i+1(ω) ≤ j/|∂An,i|(ω). (2.28)
Similarly, if (n, i+1) is a deletion time let us enumerate the points of An,i as follows:
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Let the points y1 < . . . < y|V n|(An,i,In,i) of V
n(An,i, In,i) be followed by those points
of An,i which are neither endpoints nor adjacent to an old gap nor within distance
4 to a new gap site (once again enumerated in increasing order) and then by the
endpoints y|An,i|−|V o|(An,i,In,i)−1 = minAn,i and y|An,i|−|V o|(An,i,In,i) = maxAn,i. Finally
let y|An,i|−|V o|(An,i,In,i)+1 < . . . < y|An,i| enumerate the points of V
o(An,i, In,i). Define
Xn,i+1(ω) = yj(ω) if (j − 1)/|An,i|(ω) < U(n−1)κ+i+1(ω) ≤ j/|An,i|(ω). (2.29)
Before proceeding further let us introduce one more piece of notation. For B,C ∈ F
define B ⊏ C (res. B ⊐ C) if there exist B˜, C˜ ∈ F with P (B△B˜) = 0, P (C△C˜) = 0
and B˜ ⊂ C˜ (resp. B ⊃ C).
2.6 Excursions of L - Construction of LˆI
Let M be a fixed positive integer. Note that when we add a particle, the number of
new gap sites can never increase and it decreases if and only if the newly added site
was a new gap site for (An,i−1, In,i−1). When we delete a particle, the number of new
gap sites can increase at most by 1. Thus the increments of LI = LI(A, I) can be
estimated as follows,
LIn − LIn−1 ≤ −
K∑
i=1
1{Xn+1,i∈∂n(An,i−1,In,i−1)} + (K − 1)
= −
K∑
i=1
(1− 1{Xn,i∈∂¯An,i−1∪∂o(An,i−1,In,i−1)}) + (K − 1)
= −1 +
K∑
i=1
1{Xn,i∈∂¯An,i−1∪∂o(An,i−1,In,i−1)}
= −1 +
K∑
i=1
1{U(n−1)κ+i≤(2+|∂o(An,i−1,In,i−1)|)/|∂An,i−1|}. (2.30)
Now, if we have a starting pair (a, ∅) with a ∈ G then |∂o(An,i−1, In,i−1)| ≤ 20K for
all time points (n, i) since G(a) ≤ 10K and the number of old gaps never increases.
Moreover, if σ(ω) > (n, i − 1) then (An,i−1, In,i−1)(ω) has no new gaps of size bigger
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than 2 and at most one new gap of size 2 and so (LIn,i−1−GIn,i−1)(ω) ≤ 1. Similarly for a
starting pair (a, λ) with a ∈ SM and λ = {1, . . . , G(a)} we have |∂o(An,i−1, In,i−1)| = 0
and, if σ(ω) > (n, i − 1) then (LIn,i−1 − GIn,i−1)(ω) ≤ 1. (Here we use that L(a) −
G(a) ≤ 1 since a ∈ SM ). Finally note that if LI(An,i−1, In,i−1)(ω) ≥ h(N)/M and
(LIn,i−1 − GIn,i−1)(ω) ≤ 1 then |∂An,i−1| ≥ h(N)/M. Thus for any starting pair (a, λ)
as in Lemma 2.4.1, (i.e., a ∈ G and λ = ∅) or in the second version of Lemma 2.4.2 ,
(i.e., a ∈ SM and λ = {1, . . . , G(a)}), we get the following:
If LI(An−1, In−1)(ω) ≥ h(N)/M +K and σ¯(ω) > n− 1 then
(LIn − LIn−1)(ω) ≤ −1 +
K∑
i=1
1{U(n−1)κ+i≤c/h(N)}(ω), (2.31)
where c = 22KM. (Here we also use that if LI(An−1, In−1)(ω) ≥ h(N)/M +K then
LI(An,i−1, In,i−1)(ω) ≥ h(N)/M for i = 1, . . . , K and if σ¯(ω) > n − 1 then σ(ω) >
(n,K) since obviously no new empty site can be created when we add a particle).
We will use the above estimate to compare in a path-by-path way ‘excursions’ of LI
(above h(N)/M +K), which start before σ, to the corresponding parts of a random
walk. So let us proceed to define these ‘excursions’.
If LIn(ω) < K + h(N)/M for all n < σ¯(ω), let N (ω) = 0, i.e., no excursion of
LI(ω) above K + h(N)/M starts before σ(ω). Otherwise let us recursively define
those excursions as follows: Let f0(ω) = inf{n < σ¯(ω) : LIn ≥ K + h(N)/M} denote
the start of the first ‘excursion’ of LI(ω) above K + h(N)/M . Suppose that fi−1(ω),
the start of the i-th excursion of LI , is already defined with fi−1(ω) < σ¯(ω). Let us
define the length ρi(ω) of the i-th ‘excursion’ as
ρi(ω) =


σ¯(ω)− fi−1(ω) if LIn(ω) ≥ K + h(N)/M
for n = fi−1(ω), . . . , σ¯(ω)− 1
inf{n : LIfi−1(ω)+n(ω) < K + h(N)/M} otherwise
,
and let
ei(ω) = (LIfi−1+j)j=0,...,ρi(ω)
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denote the i-th excursion of LI(ω). (The reader may note that we consider the present
excursion as being terminated when we reach period σ¯(ω) even if LI(ω) is still bounded
below by K + h(N)/M). Let us define the start of the next excursion of LI (if there
is any) as fi(ω) = inf{n : fi−1(ω) + ρi(ω) < n < σ¯(ω) and LIn(ω) ≥ K + h(N)/M}.
We have thus recursively defined all the excursions of LI(ω) above K + h(N)/M ,
which start before period σ¯(ω). Define N (ω) to be the number of such excursions.
Now let us assume that on our probability space (Ω,F , P ) a process U (1) is defined,
which is independent of U and such that the random variables U
(1)
j are independent
and uniformly distributed on (0, 1). We will recursively construct a process UL and
we define LˆI as
LˆI0 = 0,
LˆIn = −n +
n∑
l=1
K∑
j=1
1{UL
(l−1)K+j
≤c/h(N)},
where c = 22KM. We are interested in successive K-decreases of LˆI , a K-decrease
being defined as follows. Let fˆ0 = 0 and for each n ∈ N let fˆn be recursively defined
as fˆn(ω) = inf{j > fˆn−1(ω) : (LˆIj − LˆIfˆn−1)(ω) ≤ −K}. Then (Lˆ
I
j )fˆn−1≤j≤fˆn denotes
the n-th K-decrease of LˆI . Let ρˆn = fˆn − fˆn−1 denote its length.
For each ω ∈ Ω we construct the sequence UL(ω) by pasting together parts of
U(ω) and of U (1)(ω), the decision, whether to choose the next K elements for UL(ω)
from U(ω) or from U (1)(ω), depending in each step only on those elements of U(ω)
and of U (1)(ω) which have been investigated so far.
If no excursion of LI(ω) above K + h(N)/M starts before period σ¯(ω) we put
UL(ω) = U (1)(ω). Otherwise, starting at the end of period f0(ω), we select successive
elements of the sequence U(ω) (but only those which correspond to addition times)
until we reach the end of the first excursion of LI(ω). If by then LˆI(ω) has not yet
terminated its first K-decrease, we fill in with elements from the sequence U (1)(ω)
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until LˆI(ω) terminates its first K-decrease. (We will explain below, why LˆI(ω) can
not terminate its first K-decrease before all elements of the sequence U(ω), which
correspond to addition times and which contribute to the first excursion of LI(ω), are
selected for UL(ω)). We keep iterating this procedure (replacing the previous fi−1(ω)
by fi(ω) in each new iteration) as long as this is possible. Thus, if fˆi−1(ω) <∞ then
all elements of the sequence U(ω), which correspond to addition times and which
contribute to the i-th excursion of LI(ω) (i < N (ω)+1), are selected for UL(ω). If by
then LˆI(ω) has not yet terminated its i-th K-decrease then we switch to the sequence
U (1)(ω) and we keep selecting from this sequence until this i-th K-decrease of LˆI(ω)
is completed.
If N (ω) =∞, the whole sequence UL(ω) is thus defined and if N (ω) <∞, UL(ω)
has been constructed in this way up to (including) N (ω) K-decreases for LˆI(ω). So
suppose that N (ω) K-decreases for LˆI(ω) have been completed in this way. After
this time all further elements for UL(ω) are selected from the sequence U (1)(ω).
Thus, UL satisfies the following: For 1 ≤ i < N (ω)+1 we have that if fˆi−1(ω) <∞
then
UL
(fˆi−1+l−1)K+j(ω) = U(fi−1+l−1)κ+j(ω) for 1 ≤ l ≤ ρi, 1 ≤ j ≤ K,
and
UL
(fˆi−1+ρi)K+m
(ω) = U
(1)∑i−1
k=1(ρˆk−ρk)K+m
(ω) for 1 ≤ m ≤ (ρˆi − ρi)K.
If N (ω) <∞ and fˆN (ω) <∞, then
UL
fˆNK+m
(ω) = U
(1)∑N
k=1(ρˆk−ρk)K+m
(ω) for all m ∈ N.
Let us now verify that for any ω satisfying fˆi−1(ω) <∞, LˆI(ω) can not terminate
its i-th K-decrease (i < N (ω) + 1) before all elements of the sequence U(ω), which
correspond to addition times and which contribute to the i-th excursion of LI(ω), are
selected for UL(ω).
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If N (ω) > 0, then the excursion e1(ω) is defined, and satisfies LIf0(ω) ≤ (K −
1) + h(N)/M + (K − 1) = 2K − 2 + h(N)/M. By definition of the first excursion
we have LIf0+j(ω) ≥ K + h(N)/M and f0 + j < σ¯(ω) for any 0 ≤ j < ρ1(ω). Thus
by (2.31) for any starting pair (a, λ) as previously described, the increment of LI(ω)
satisfies (LIf0+j+1−LIf0+j)(ω) ≤ −1+
∑K
i=1 1{U(f0+j)κ+i≤c/h(N)}(ω). Now using that the
elements of U(ω), which correspond to addition times and which contribute to the
first excursion for LI(ω), are the first ones to be selected for UL(ω) we can conclude
that (LIf0+j+1 − LIf0+j)(ω) ≤ −1 +
∑K
i=1 1{ULjK+i≤c/h(N)}(ω) and hence
(LIf0+j+1 − LIf0+j)(ω) ≤ (LˆIj+1 − LˆIj )(ω)
for any 0 ≤ j < ρ1(ω). Thus
(LˆIj − LˆI0)(ω) ≥ (LIf0+j − LIf0)(ω)
≥ K + h(N)/M − (2K − 2 + h(N)/M)
= −(K − 2)
for all j < ρ1(ω) and so the first K-decrease for Lˆ
I(ω) can not be completed before
all elements of U(ω), which correspond to addition times and which contribute to
the first excursion for LI(ω), have been selected. In particular we can conclude that
ρ1(ω) ≤ ρˆ1(ω) and for j = 1, . . . , ρ1(ω), (e1j − e10)(ω) ≤ (LˆIj − LˆI0)(ω). By our selection
rule we can repeat this argument for all other excursions and so our claim follows.
Moreover, we can conclude that for all i, ω with i < N (ω) + 1 and fˆi−1(ω) < ∞ we
have
ρi(ω) ≤ ρˆi(ω) (2.32)
and
(eij − ei0)(ω) ≤ (LˆIfˆi−1+j − Lˆ
I
fˆi−1
)(ω) (2.33)
for j = 1, . . . , ρi(ω).
The following property of UL will be most useful in the sequel.
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Proposition 2.6.1 UL is a process of independent random variables which are uni-
formly distributed on (0, 1).
Proof. Let us rewrite the procedure in order to show that the construction fits into
the scheme described in Proposition 2.4.1. Define S1(ω) = f0(ω)∧σ¯(ω) and T1(ω) = 0.
Let i ≥ 1 and let us suppose that the first i − 1 periods of the sequence UL(ω) were
already constructed and that we defined Si(ω) and Ti(ω), Si(ω) representing the
number of periods of length κ of the sequence U(ω) that we investigated so far and
Ti(ω) representing the number of periods of length K of the sequence U
(1)(ω) that
we investigated so far. In order to define the i-th period of length K of UL(ω) and
Si+1(ω) and Ti+1(ω), let us consider the following three cases:
(i) If Si(ω) < σ¯(ω) and L
I
Si
(ω) ≥ K + h(N)/M, let UL(i−1)K+j(ω) = USiκ+j(ω) for
j = 1, . . . , K, Ti+1(ω) = Ti(ω) and define Si+1(ω) as follows:
(a) If LISi+1(ω) ≥ K+h(N)/M, or if (b) LISi+1(ω) < K+h(N)/M and LˆI(ω) does not
finish aK-decrease in step i, let Si+1(ω) = Si(ω)+1. Otherwise, (i.e., if (c) L
I
Si+1
(ω) <
K+h(N)/M and LˆI(ω) finishes its next K-decrease in step i), let Si+1(ω) = inf{n >
Si(ω) : L
I
n(ω) ≥ K + h(N)/M} ∧ σ¯(ω).
(ii) If Si(ω) < σ¯(ω) and L
I
Si
(ω) < K + h(N)/M, let UL(i−1)K+j(ω) = U
(1)
TiK+j
(ω) for
j = 1, . . . , K, Ti+1(ω) = Ti(ω) + 1 and define Si+1(ω) as follows:
If LˆI(ω) does not finish a K-decrease in step i, let Si+1(ω) = Si(ω). Otherwise let
Si+1(ω) = inf{n > Si(ω) : LIn(ω) ≥ K + h(N)/M} ∧ σ¯(ω).
(iii) If Si(ω) = σ¯(ω), let U
L
(i−1)K+j(ω) = U
(1)
TiK+j
(ω) for j = 1, . . . , K, Ti+1(ω) =
Ti(ω) + 1 and Si+1(ω) = Si(ω).
Letting Fij = σ(U1, . . . , Ui, U11 , . . . , U1j ), it is not hard to check that for each
n ∈ N, (Snκ, TnK) is a stopping time with respect to the filtration {F(i,j) : (i, j) ∈
N2∞}. Moreover, there exist sets B1n, B2n ∈ FSnκ,TnK with UL(n−1)K+j = 1B1nUSnκ+j +
1B2nU
(1)
TnK+j
for j = 1, . . . , K and such that (Sn+1, Tn+1) ≥ 1B1n(Sn + 1, Tn+1) +
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1B2n(Sn, Tn + 1). Thus by Proposition 2.4.1 our claim follows.
Remark 2.6.1 The previous proposition and our definition of LˆI imply in particular
that for all i ∈ N, fˆi <∞ a.s.
2.7 Set Relations and Probability Estimates Related to the Process LˆI
Let M > K be a fixed integer and let us fix an initial pair (a, λ) as in Lemma 2.4.1,
(i.e., a ∈ G and λ = ∅), or in the second version of Lemma 2.4.2, (i.e., a ∈ SM and
λ = {1, . . . , G(a)}). Let N = |a|. Let (A, I) = (A, I)(a, λ) be the Markov process
with initial pair (a, λ) constructed from the pocess U and let LˆI be defined as in the
previous section. (We continue to use the definitions and the set-up of the previous
section). Let us define the events
E1 =
⌊N6/5⌋⋃
i=1
{ max
j≤ ρˆi
(LˆI
fˆi−1+j
− LˆI
fˆi−1
) ≥ 2(1− 1/K)h(N)}
and
E2 =
2N⋃
i=1
{ max
j≤ ρˆi
(LˆI
fˆi−1+j
− LˆI
fˆi−1
) ≥ ((K − 1)/K + 1/M)h(N)}.
Then the following holds.
Proposition 2.7.1 For all initial pairs (a, λ) with a ∈ G, λ = ∅ and N = |a| suffi-
ciently large, we have
{σ¯ ∧ τ 1 ≤ N6/5, τ 1 ≤ σ¯} ⊏ E1, (2.34)
and for all initial pairs (a, λ) with a ∈ SM , λ = {1, . . . , G(a)} and N = |a| sufficiently
large, we have
{σ¯ ∧ τ 2,M ≤ 2N, τ 2,M ≤ σ¯} ⊏ E2. (2.35)
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(Note that the sets E1 and E2 and the stopping times in (2.34) and (2.35) depend
on the initial pair (a, λ)).
Proof. Let us first assume that a ∈ G and λ = ∅. Clearly, any ω ∈ {σ¯ ∧
τ 1 ≤ N6/5, τ 1 ≤ σ¯} satisfies τ 1(ω) ≤ σ¯(ω) and τ 1(ω) ≤ N6/5. Hence there exists an
excursion of LI(ω) above K + h(N)/M which during the first ⌊N6/5⌋ periods gets
higher than (1 + (K − 1)/K)h(N) and thus (assuming that N is sufficiently large)
there exists an index i, 1 ≤ i ≤ ⌊N6/5⌋ ∧ N (ω), with
max
j≤ ρi(ω)
(eij − ei0)(ω) ≥ (1 + (K − 1)/K)h(N)− (h(N)/M +K + (K − 2))
≥ (2− 1/K − 1/M − (2K − 2)/h(N))h(N)
≥ 2(1− 1/K)h(N).
Now fˆi−1 <∞ a.s. and so by (2.32) and (2.33) for almost every ω as above we have
max
j≤ ρi(ω)
(eij − ei0)(ω) ≤ max
j≤ ρi(ω)
(LˆI
fˆi−1+j
− LˆI
fˆi−1
)(ω)
≤ max
j≤ ρˆi(ω)
(LˆI
fˆi−1+j
− LˆI
fˆi−1
)(ω).
Hence there exists i ≤ ⌊N6/5⌋ with maxj≤ ρˆi(ω)(Lˆ
I
fˆi−1+j
−LˆI
fˆi−1
)(ω) ≥ 2(1−1/K)h(N)
and so (2.34) follows.
Similarly, for an initial pair (a, λ) with a ∈ SM and λ = {1, . . . , G(a)} we have
that if τ 2,M(ω) ≤ σ¯(ω) and τ 2,M(ω) ≤ 2N, then there exists an excursion of LI
which during the first 2N periods gets higher than ((K − 1)/K) + 3/M)h(N). Hence
(assuming that N is sufficiently large) there exists an index i, 1 ≤ i ≤ 2N, with
max
j≤ ρi(ω)
(eij − ei0)(ω) ≥ ((K − 1)/K) + 3/M)h(N)− (h(N)/M +K + (K − 2))
≥ ((K − 1)/K + 1/M)h(N),
and so maxj≤ ρˆi(ω)(Lˆ
I
fˆi−1+j
− LˆI
fˆi−1
)(ω) ≥ ((K−1)/K +1/M)h(N) for almost every
ω satisfying the conditions above. Thus (2.35) gets established for this choice of (a, λ).
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The next proposition will give us useful upper bounds for the probability of the
events E1 and E2.
Proposition 2.7.2 Let M > K. There exists N0 such that for all initial pairs (a, ∅)
with a ∈ G and N = |a| ≥ N0 we have
P (E1) ≤ N−3/5 (2.36)
and such that for all initial pairs (a, λ) with a ∈ SM , λ = {1, . . . , G(a)} and N =
|a| ≥ N0 we have
P (E2) ≤ N−5/(8M). (2.37)
Proof. Fix an initial pair (a, ∅) with a ∈ G and let N = |a|. For any i ∈ N define the
event E1i = {maxj≤ρˆi(Lˆfˆi−1+j − Lˆfˆi−1) ≥ 2(1− 1/K)h(N)}. In order to show (2.36) it
will suffice to show that
P (E1i ) = P (E
1
1) for all i and P (E
1
1) ≤ N−9/5.
Let Z i denote the process Z in = Lˆ
I
fˆi−1+n
− LˆI
fˆi−1
, thus
Z in = −n +
n∑
l=1
K∑
j=1
1{UL
(fˆi−1+l−1)K+j
≤c/h(N)},
where c = 22KM. Let eˆi be obtained by stopping Z i at its firstK-drop, i.e., eˆin = Z
i
n∧ρˆ,
where ρˆ(ω) = inf{n : Z in(ω) ≤ −K}. Since the random variables ULn are independent
and identically distributed and fˆi−1K is a stopping time for the process UL, we have
Z i ∼ Z1 for all i and hence also eˆi ∼ eˆ1. Noting that E1i = {supn eˆin ≥ 2(1 −
1/K)h(N)} it follows that P (E1i ) = P (E11).
Next let us define a process Z˜ by
Z˜nK+k =
n∑
l=1
K∑
j=1
1{UL
(l−1)κ+j
≤c/h(N)} +
k∑
j=1
1{ULnκ+j≤c/h(N)},
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n ∈ N0, 0 ≤ k ≤ K, and let
τ˜ = inf{m ≥ 0 : Z˜mK −m ≥ 2(1− 1/K)h(N) or Z˜mK −m ≤ −K}.
Then P (E1) = P (Z˜τ˜K − τ˜ ≥ 2(1 − 1/K)h(N)). Note that Z˜ is a random walk with
step law µ defined by µ(1) = c/h(N) and µ(0) = 1 − c/h(N). Thus by Proposition
2.4.2 (with η = (K−1)/K and ε = 1/5) we can conclude that for all sufficiently large
N
P (E11) ≤ N−9/5.
Let us now consider an initial pair (a, λ) with a ∈ SM ,λ = {1, . . . , G(a)} and N = |a|.
For any i ∈ N define the event E2i = {maxj≤ρˆi(Lˆfˆi−1+j − Lˆfˆi−1) ≥ ((K − 1)/K +
1/M)h(N)}. Proceeding as above we can show that P (E2i ) = P (E21) for all i and using
Proposition 2.4.2 (with η = 1/M and ε = 1/(4M)) we obtain P (E21) ≤ N−(1+3/(4M)).
Thus (2.37) follows.
2.8 Investigation of {σ¯ ∧ τ 1 > N6/5, σ0 < N6/5} (resp. {σ¯ ∧ τ 2,M > 2N})
Let M > K. Let (A, I) = (A, I)(a, λ) be the Markov process with initial pair (a, λ)
constructed from the pocess U. (We continue to use the set-up and the definitions of
the previous section. Thus, in particular, (Ω,F , P ) is a probability space on which
two independent processes U and U (1) are defined, the random variables Un, n ∈ N,
(resp. U
(1)
n , n ∈ N), being independent and uniformly distributed on (0, 1) ).
We will investigate the event {σ¯ < τ 1; σ¯ ≤ N6/5}, if the initial pair (a, λ) satisfies
a ∈ G and λ = ∅, and we will investigate the event {σ¯ < τ 2,M ; σ¯ ≤ 2N}, if a ∈ SM
and λ = {1, . . . , G(a)}.
So let (a, λ) satisfy any of the above sets of conditions . Note that if ω ∈ Ω satisfies
σ¯(ω, a, λ) ≤ N6/5 then there exists a period n ≤ N6/5 and a deletion time (n, i) such
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that at the end of step (n, i− 1) there are at least 2 new gap sites which are within
distance to each other and such that the site Xn,i(ω) which is deleted in step (n, i) is
within distance 4 to a new gap site of (An,i−1, In,i−1)(ω). Moreover, Xn,i(ω) is a new
gap site for (An,i, In,i)(ω).
Let us now define a function f which describes the transition from numbering
steps in the form 0, (1, 1), (1, 2), . . . , (1, κ), (2, 1), (2, 2), . . . , (2, κ), . . . to enumerating
them as 0, 1, 2, 3, . . . , i.e., f : {(0, 0)}∪N×{1, . . . , κ} → N0 is defined by f(0, 0) = 0
and f(n, j) = (n − 1)κ + j for all n ≥ 1, 1 ≤ j ≤ κ. Note that if f−1 = (f−11 , f−12 )
denotes the inverse function, then for each m ∈ N, f−11 (m) denotes the period, which
the step m belongs to.
Let the process Γ be defined as
Γm = |CI |(Af−1(m), If−1(m)),
i.e., Γm denotes the number of new gap sites which are within distance 4 to some
other new gap site after m steps are completed. Thus the path Γ(ω) increases at
time f(σ(ω)) if σ(ω) < ∞. Let us define V0(ω) = inf{m ≥ 0 : Γm(ω) > 0} and
let Vi(ω) = inf{m > Vi−1(ω) : Γm(ω) > Γm−1(ω)} denote the i-th point of increase
of Γ(ω) after time V0(ω). In order to investigate the above sets we will look at the
number of deletions between successive increases of Γ and we will look at the number
of additions between an increase and the next return to 0 for Γ.
First note that if Γ(ω) increases in step m then m corresponds to a deletion time
and by (2.29) we have Um(ω) ≤ 8(LIf−1(m−1)/|Af−1(m−1)|)(ω) since the point Xf−1(m)
has to be within distance 4 to a new gap site, but can not be adjacent to an old gap nor
be an endpoint of Af−1(m−1). Clearly |Af−1(m−1)|(ω) ≥ |a| = N and if m belongs to a
period n such that τ 1(ω) > n−1 then LIf−1(m−1)(ω) < (K−1(K−1)+1)h(N)+K−1 ≤
lnN/8 for all sufficiently large N . We thus get the following (assuming that N is
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sufficiently large).
Remark 2.8.1 If Γ(ω) increases at time m and if τ 1(ω) > f−11 (m)−1 then Um(ω) ≤
lnN/N.
Roughly speaking, the number of deletions between two successive increases for Γ is
bounded below by a geometric random variable with parameter lnN/N as long as we
have not yet reached period τ 1.
On the other hand, being interested in points of decrease of Γ, we can conclude
from (2.28) that ifm is an addition time with Um(ω) > 1−(Γ(m−1)/|∂Af−1(m−1)|)(ω),
then Γ(ω) decreases at time m. (The reader may notice that Γ(ω) may also de-
crease in a deletion step. This happens for instance when a particle gets removed
which separates an old and a new gap belonging to CI(Af−1(m−1))(ω)). Now, clearly
|∂Af−1(m−1)|(ω) ≤ 2 + 2(G(a) − GI(a)) + LIf−1(m−1). So if τ 1(ω) > f−11 (m) − 1 then
|∂Af−1(m−1)|(ω) ≤ 2+20K+(K−1(K−1)+1)h(N)+K−1 ≤ lnN for all sufficiently
large N . (Here we also used that, given our initial pair (a, λ) as above, the number of
old gaps stays always bounded above by 10K). We thus get the following (assuming
that N is sufficiently large).
Remark 2.8.2 If m is an addition time with Γm−1(ω) > 0 and τ 1(ω) > f−11 (m)− 1
and if Um(ω) > 1− 1/lnN then Γ(ω) decreases at time m.
Next let us observe,that if ΓVi−1(ω) = 0 then we need at most two points of
decrease for Γ(ω) in the interval (Vi(ω), Vi+1(ω)) to return to the value 0. This holds
because ΓVi(ω) ≤ 3 if ΓVi−1(ω) = 0. So, roughly speaking, the number of additions
between Vi and the next return to 0 for Γ is bounded above by the sum of two
geometric random variables with parameter 1/lnN as long as we have not yet reached
σ or period τ 1.
In the next subsection we will be working on making this statement and the
corresponding statement for the waiting times between two successive increases of Γ
more precise.
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2.8.1 The Processes UX and UY and the Random Times V Xi and V
Y
i
Let us assume that on our probability space (Ω,F , P ) processes U (2) and U (3) are
defined which are independent of (U, U (1)) and such that the random variables U
(i)
n ,
i = 2, 3, n ∈ N, are independent and uniformly distributed on (0, 1). Using U and
U (2) we will construct a process UX and using U and U (3) we will construct a process
UY in a path by path way. So let us first construct UX .
Let ζ˜ = σ ∧ (τ 1, κ) and let ζ = f(ζ˜). Let us call a deletion time m with Um(ω) ≤
lnN/N a d-success for U(ω). For each ω ∈ Ω we construct the sequence UX(ω) by
pasting together parts of U(ω) and of U (2)(ω). Roughly speaking, starting at V0(ω) we
select successive elements from the sequence U(ω) (but only those which correspond
to deletions) until we reach the next d-success, assuming that up to this time we have
not yet reached ζ(ω). We then ignore all the elements of U(ω) which lie between this
d-success and V1(ω), assuming that V1(ω) < ζ(ω). (Note that by Remark 2.8.1, V1(ω)
is a d-success for U(ω) if V1(ω) ≤ (τ 1(ω), κ). Yet, not every d-success for U(ω) is a
point of increase of Γ(ω). So there may exist a d-success for U(ω) which lies strictly
prior to V1(ω)). Restarting at V1(ω) we continue selecting elements from U(ω) until
we reach the next following d-success, still assuming that this time also lies before
ζ(ω). (To be a little bit more specific: If the first d-success after V0(ω) lies strictly
before V1(ω), say at time m, then Um(ω) gets included into U
X(ω) but not UV1(ω).
The next value to be selected for the sequence UX(ω) is Ud(V1)(ω), where d(V1)(ω)
corresponds to the first deletion after V1(ω), once again assuming that up to this time
ζ(ω) has not yet been reached). We continue in this way until we reach ζ(ω). At this
time we are no longer interested in the sequence U(ω). All further elements of the
sequence get selected from the sequence U (2)(ω).
More precisely, and to show that the above construction fits into the scheme
45
described in Proposition 2.4.1 let us rewrite the above procedure. For any ran-
dom time R define t(R)(ω) = ∞, if R(ω) = ∞, and t(R)(ω) = min{m ≥ R(ω) :
(m+ 1) is a deletion time}, if R(ω) <∞. Let S1(ω) = ζ(ω) ∧ t(V0)(ω).
Now let n ≥ 1 and let us assume that the first n−1 elements of the sequence UX(ω)
have already been constructed and that we defined integers Sn(ω) and Tn(ω), these
integers denoting the number of elements of U(ω) (resp. U (2)(ω)) we investigated so
far.
If Sn(ω) = ζ(ω) let U
X
n (ω) = U
(2)
Tn+1
(ω), Tn+1(ω) = Tn(ω)+1 and Sn+1(ω) = Sn(ω).
Otherwise, choose an integer l ≥ 0 with Vl(ω) ≤ Sn(ω) < Vl+1(ω), let UXn (ω) =
USn+1(ω), Tn+1(ω) = Tn(ω) and define Sn+1(ω) as follows:
If Sn(ω)+1 is a d-success for U(ω), let Sn+1(ω) = ζ(ω)∧t(Vl+1)(ω), and if Sn(ω)+1
is no d-success for U(ω), let
Sn+1(ω) =

 Sn(ω) + 1 if Sn(ω) + 2 is a deletion timeζ(ω) ∧ (Sn(ω) + 1 +K) otherwise.
Note that the above procedure fits into the scheme described in Proposition 2.4.1.
Moreover, by construction we have a useful comparison between waiting times in the
original process and the corresponding waiting times for the new process UX . Define
V X0 = 0 and let V
X
i (ω) = inf{n > V Xi−1(ω) : UXn (ω) ≤ lnN/N}, i.e., V Xi denotes the
i−th d-success for UX . Let M(ω) = sup{i ≥ 0 : Vi(ω) < ζ(ω)}, (with the convention
that sup ∅ = 0), thus M denotes the number of points of increase of Γ in the time
interval (V0(ω), ζ(ω)). Finally, for any time interval C let ϕd(C) denote the number
of deletion times in C. (Here we refer to our partitioning of time into addition and
deletion times). We then get the following (assuming that N is sufficiently large).
Proposition 2.8.1 The random variables UXn are independent and uniformly dis-
tributed on (0, 1) and the waiting times V Xi − V Xi−1, i ≥ 1, are independent geometric
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random variables with parameter lnN/N. Moreover, for all i <M(ω) + 1 we have
(V Xi − V Xi−1)(ω) ≤ ϕd((Vi−1(ω), Vi(ω)]), (2.38)
and if VM+1(ω) = ζ(ω) <∞ then
(V XM+1 − V XM)(ω) ≤ ϕd((VM(ω), VM+1(ω)]). (2.39)
Let us now construct UY from U and U (3). Let us define an a-success for a sequence
u as a time k with uk > 1−1/lnN. For each ω ∈ Ω we construct the sequence UY (ω)
by pasting together parts of U(ω) and of U (3)(ω). Our procedure can essentially be
described as follows.
Starting at V0(ω) we select successive elements from the sequence U(ω) (but only
those which correspond to addition times) until we reach the first point of decrease
for Γ(ω) (assuming that this time lies before ζ(ω)). (The reader may recall that this
time may be an addition time or a deletion time). If this decrease of Γ(ω) corresponds
to an addition time which is an a-success of U(ω), we now already have constructed
UY (ω) up to its first a-sucess. If not, we select succesive elements from the sequence
U (3)(ω) until we reach its first a-success. Thus, in either case, UY (ω) has now been
constructed up to its first a-success. We now proceed to construct UY (ω) up to its
second a-success. So, say, Um(ω) was the last element of the sequence U(ω) which was
investigated so far. If Γm(ω) 6= 0 we iterate the above procedure, i.e., we once again
select elements from U(ω) until Γ(ω) decreases for the next time - assuming that this
time lies before ζ(ω) - and, if necessary, we fill in with elements from U (3)(ω) until
we reach the next a-success for UY (ω). If Γm(ω) = 0 we immediately select elements
from U (3)(ω) until we reach the next a-success. Thus, in either case, UY (ω) has now
been constructed up to its second a-success. Replacing V0(ω) by V1(ω) we now iterate
the whole procedure and we continue in this way until we reach ζ(ω). (The reader
may notice that if Γ(ω) does not drop down to 0 in the interval (Vi(ω), Vi+1(ω)) then
f(σ(ω)) and hence ζ(ω) happens at the latest at time Vi+1(ω)). After time ζ(ω) we
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are no longer interested in the sequence U(ω). All further elements of the sequence
UY (ω) are selected successively from the sequence U (3)(ω).
More precisely, and to show that the above construction fits into the scheme
described in Proposition 2.4.1 let us once again rewrite the above procedure. For any
random time R define s(R)(ω) = ∞, if R(ω) = ∞, and s(R)(ω) = min{m ≥ R(ω) :
m is a point of decrease of Γ(ω) or (m+ 1) is an addition time}, if R(ω) < ∞. Let
S1(ω) = ζ(ω) ∧ s(V0)(ω), T1(ω) = 0. Now let n ≥ 1 and let us assume that the first
n − 1 elements of the sequence UY (ω) have already been constructed and that we
defined integers Sn(ω) and Tn(ω), these integers denoting the number of elements of
U(ω) (resp. U (3)(ω)) we investigated so far.
If Sn(ω) = ζ(ω) let U
Y
n (ω) = U
(3)
Tn+1
(ω), Tn+1(ω) = Tn(ω)+1 and Sn+1(ω) = Sn(ω).
Otherwise, choose an integer l ≥ 0 with Vl(ω) ≤ Sn(ω) < Vl+1(ω) and proceed as
follows:
1) If Γ(ω) decreases at time Sn(ω) and (n = 1 or ΓSn(ω) = 0 or U
Y (ω) has at
most 2l a-successes among times 1, . . . , n − 1, where n ≥ 1), let UYn (ω) = U (3)Tn+1(ω),
Tn+1(ω) = Tn(ω) + 1 and define Sn+1(ω) as follows:
a) If n is no a-success for UY (ω) let Sn+1(ω) = Sn(ω);
b) If n is an a-success for UY (ω) and if ΓSn(ω) 6= 0 let
Sn+1(ω) =

 Sn(ω) if Sn(ω) + 1 is an addition timeζ(ω) ∧ s(Sn + 1)(ω) otherwise ;
c) If n is an a-success for UY (ω) and if ΓSn(ω) = 0 let
Sn+1(ω) =


Sn(ω) if U
Y (ω) has at most 2l + 1 a-successes
among times 1, . . . , n
ζ(ω) ∧ s(Vl+1)(ω) otherwise
.
2) Otherwise, (i.e., (1) does not apply), let UYn (ω) = USn+1(ω), Tn+1(ω) = Tn(ω) and
define Sn+1(ω) as follows:
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a) If Γ(ω) does not decrease at time Sn(ω) + 1 let Sn+1(ω) = ζ(ω)∧ s(Sn +1)(ω);
b) If Γ(ω) decreases at time Sn(ω) + 1 and if Sn(ω) + 1 is no a-success for U(ω)
let Sn+1(ω) = Sn(ω) + 1;
c) If Γ(ω) decreases at time Sn(ω) + 1 and if Sn(ω) + 1 is an a-success for U(ω)
consider the following cases:
α) If ΓSn+1(ω) 6= 0 let Sn+1(ω) = ζ(ω) ∧ s(Sn + 1)(ω);
β) If ΓSn+1(ω) = 0 let
Sn+1(ω) =


Sn(ω) + 1 if U
Y (ω) has at most 2l + 1 a-successes
among times 1, . . . , n
ζ(ω) ∧ s(Vl+1)(ω) otherwise
.
Note that the above procedure fits into the scheme described in Proposition 2.4.1.
Moreover, once again we have a useful comparison between waiting times in the
original process and the corresponding waiting times for the new process UY . Let
V Y0 (ω) = 0 and let V
Y
i (ω) denote the i−th a-success of UY (ω). For i = 1, . . . ,M(ω)
let W
(1)
i (ω) denote the first time of decrease of Γ(ω) after time Vi(ω) and let W
(2)
i (ω)
denote the smallest integer m > Vi(ω) such that Γm(ω) = 0. Finally, for any time
interval C let ϕa(C) denote the number of addition times in C. (Here we refer once
again to our partitioning of time into addition and deletion times). We then get the
following (assuming that N is sufficiently large).
Proposition 2.8.2 The random variables UYn are independent and uniformly dis-
tributed on (0, 1) and the waiting times V Yi − V Yi−1, i ≥ 1, are independent geometric
random variables with parameter 1/lnN. Moreover, we have
(V Y2i+1 − V Y2i )(ω) ≥ ϕa((Vi(ω),W (1)i (ω)]), (2.40)
(V Y2i+2 − V Y2i+1)(ω) ≥ ϕa((W (1)i (ω),W (2)i (ω)]), (2.41)
for 0 ≤ i <M(ω), (assuming that the left hand side is well-defined), and if M(ω) <
∞ and V0(ω) < ζ(ω) then
(V Y2M+1 − V Y2M)(ω) ≥ ϕa((VM(ω), (ζ ∧W (1)M )(ω)]), (2.42)
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(V Y2M+2 − V Y2M+1)(ω) ≥ ϕa(((ζ ∧W (1)M )(ω), (ζ ∧W (2)M )(ω)]), (2.43)
(assuming that the left hand side is well-defined).
Remark 2.8.3 It can be shown that UX and UY are independent since U (2) and U (3)
are independent, but this fact will not be needed for our estimates.
2.8.2 Set Relations and Probability Estimates Related to V X and V Y
Let us continue to use the set-up and the definitions of Section 2.8.1. Thus, in partic-
ular, (Ω,F , P ) is a probability space on which independent processes U and U (i), i =
1, 2, 3, are defined, the random variables Un, n ∈ N, and U (i)n , i = 1, 2, 3, n ∈ N,
being independent and uniformly distributed on (0, 1). (A, I) = (A, I)(a, λ) denotes
the Markov process with initial pair (a, λ) constructed from U as in Section 2.5 and
the processes UX and UY , and thus the random times V Xi , i ∈ N, and V Yi , i ∈ N, are
as previously defined. The reader may recall that these processes depend pathwise
on the initial pair (a, λ). As before, let N = |a|.
Let us now define the set
D = {V X⌊N2/5⌋ ≥ κN6/5;V Xi − V Xi−1 > 4K⌈N1/10⌉, i = 1, . . . , ⌊N2/5⌋;
V Yi − V Yi−1 ≤ N1/10, i = 1, . . . , 2⌊N2/5⌋},
and let E1 and E2 be defined as in Section 2.7. Then the following set inclusions hold.
Proposition 2.8.3 There exists an integer N0 such that for all initial pairs (a, λ)
with a ∈ G, λ = ∅ and N = |a| ≥ N0 we have
{σ¯ ∧ τ 1 > N6/5, σ0 < N6/5} ⊐ (E1)c ∩ D (2.44)
and such that for all initial pairs (a, λ) with a ∈ SM , λ = {1, . . . , G(a)} and N =
|a| ≥ N0 we have
{σ¯ ∧ τM,2 > 2N} ⊐ (E2)c ∩ D. (2.45)
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Proof. Let (a, λ) satisfy a ∈ G and λ = ∅, or a ∈ SM and λ = {1, . . . , G(a)}.
Let N = |a|. Our first goal is to show that if ω ∈ D satisfies σ¯(ω) ≤ τ 1(ω) then
σ¯(ω) > N6/5, if N is sufficiently large. So let ω ∈ D satisfy σ¯(ω) ≤ τ 1(ω) and assume
that σ(ω) lies within the first ⌊N6/5⌋ periods. Then ζ˜(ω) = σ(ω) and VM+1(ω) = ζ(ω),
i.e., VM(ω) is a point of increase for Γ(ω) (Γ(ω) increases from 0 to the value 2 or 3),
Γ(ω) increases again at time VM+1(ω), but Γ(ω) does not drop down to 0 in the interval
(VM(ω), VM+1(ω)]. Let n1 denote the period containing VM(ω) and let n2 denote the
period containing VM+1(ω). Let us first suppose that M(ω) + 1 ≤ N2/5. Then by
Proposition 2.8.1 we have (n2 − n1 + 1)(K − 1) ≥ ϕd((VM(ω), VM+1(ω)]) ≥ (V XM+1 −
V XM)(ω) > 4KN
1/10 and hence n2−n1 > 3N1/10. On the other hand, using Proposition
2.8.2 we have 2N1/10 ≥ (V Y2M+2 − V Y2M)(ω) ≥ ϕa((VM(ω), VM+1(ω)]) = (n2 − n1)K
and thus we get a contradiction. So let us now suppose thatM(ω)+ 1 > N2/5. Then
f(σ(ω)) = VM+1(ω) > V⌊N2/5⌋(ω) and by Proposition 2.8.1 and our definition of D
we have ϕd((0, V⌊N2/5⌋(ω)]) ≥ V X⌊N2/5⌋(ω) ≥ κN6/5 in contradiction to our assumption
that σ(ω) lies within the first ⌊N6/5⌋ periods. Thus, in either case we have now shown
that any ω ∈ D with σ¯(ω) ≤ τ 1(ω) satisfies σ¯(ω) > N6/5 and thus {σ¯ ≤ N6/5, σ¯ ≤
τ 1} ∩ D = ∅, or, equivalently,
{σ¯ ∧ τ 1 ≤ N6/5, σ¯ ≤ τ 1} ⊂ Dc. (2.46)
Noting that {σ¯ ≤ 2N, σ¯ ≤ τM,2} ⊂ {σ¯ ≤ N6/5, σ¯ ≤ τ 1} we can also conclude that
{σ¯ ∧ τM,2 ≤ 2N, σ¯ ≤ τ 2,M} ⊂ Dc. (2.47)
For (a, λ) with a ∈ G, λ = ∅ and N = |a| sufficiently large, we can now combine
(2.46) with (2.34) and obtain for this choice of (a, λ), {σ¯ ∧ τ 1 ≤ N6/5} ⊏ E1 ∪Dc, or,
equivalently,
{σ¯ ∧ τ 1 > N6/5} ⊐ (E1)c ∩ D. (2.48)
Similarly, using (2.47) and (2.35) we immediately obtain (2.45) for all (a, λ) with
a ∈ SM , λ = {1, . . . , G(a)} and N = |a| sufficiently large.
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Our final goal is to show that if ω ∈ D satisfies (σ¯ ∧ τ 1)(ω) > N6/5 then σ0(ω) <
N6/5. Combining this fact with (2.48), the set inclusion (2.44) then gets established.
So let ω ∈ D satisfy (σ¯∧τ 1)(ω) > N6/5 and thus ζ(ω) > N6/5κ. If CI⌈N11/10⌉(ω) = ∅
we obviously have σ0(ω) = ⌈N11/10⌉ < N6/5. So suppose that CI⌈N11/10⌉(ω) 6= ∅. Then
there exists i, i < ⌊N2/5⌋, with Vi(ω) ≤ ⌈N11/10⌉κ < Vi+1(ω). (The reader may notice
that we can exclude the case i ≥ ⌊N2/5⌋ since in this case we would have V⌊N2/5⌋(ω) ≤
⌈N11/10⌉κ and - using that ζ(ω) > N6/5κ - we can thus conclude that M(ω) ≥
⌊N2/5⌋. Hence by Proposition 2.8.1 and our definition of D , ϕd((0, V⌊N2/5⌋])(ω) ≥
V X⌊N2/5⌋(ω) ≥ κN6/5 in contradiction to V⌊N2/5⌋(ω)) ≤ ⌈N11/10⌉κ). Let m denote the
period containing Vi(ω).
We now claim that Vi+1(ω) does not belong to any of the periods m, . . . ,m +
3⌈N1/10⌉. Suppose not. Then Vi+1(ω) ≤ (⌈N11/10⌉ + 3⌈N1/10⌉)κ < ⌊N6/5⌋κ < ζ(ω)
and hence i + 1 ≤ M(ω). Thus by Proposition 2.8.1 we obtain ϕd((Vi, Vi+1])(ω) ≥
(V Xi+1 − V Xi )(ω) > 4KN1/10 which contradicts our assumption that Vi+1(ω) belongs
to one of the periods m, . . . ,m+ 3⌈N1/10⌉.
Next we claim thatW
(2)
i (ω) happens within periodsm, . . . ,m+⌈N1/10⌉. To see this
note that ifW
(2)
i (ω) does not happen within these periods, then, since ζ(ω) > ⌊N6/5⌋κ,
all additions in periods m + 1, . . . , m + ⌈N1/10⌉ contribute to UY (ω) and there is at
most one a-success among these additions. Hence (V Y2(i+1) − V Y2i )(ω) > 2⌈N1/10⌉. Yet,
since ω ∈ D and i+1 ≤ N2/5 we have (V Y2(i+1)− V Y2i )(ω) ≤ 2N1/10 and we thus arrive
at a contradiction.
Now recall that Γ(ω) drops down to the value 0 at time W 2i (ω) and Vi+1(ω) is
the first point of increase of Γ(ω) after time Vi(ω). Thus our two claims above imply
that CI(ω) is empty in periods m+ ⌈N1/10⌉+1, . . . , m+3⌈N1/10⌉. Finally using that
m ≤ ⌈N11/10⌉ ≤ W 2i (ω) ≤ m + ⌈N1/10⌉, (the second inequality holds by our choice
of Vi(ω) and since C
I
⌈N11/10⌉(ω) 6= ∅), we can conclude that period m + ⌈N1/10⌉ lies
strictly before period ⌊N6/5⌋ for all sufficiently large N and m+ ⌈N1/10⌉ ≥ ⌈N11/10⌉.
Hence σ0(ω) < N
6/5.
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In Section 2.7 we proved upper bounds for the probability of the events E1 and E2
for those initial pairs (a, λ) that we are interested in. We will now derive a suitable
upper bound for P (Dc(a, λ)).
Proposition 2.8.4 Let (a, λ) be an initial pair with a ∈ G, λ = ∅ or a ∈ SM , λ =
{1, . . . , G(a)} and let N = |a|. For all sufficiently large N we have
P a,λ(Dc) ≤ 7N−2/5. (2.49)
Proof. Let Xi = V
X
i − V Xi−1. Since by Proposition 2.8.1 the random variables Xi
are independent geometric random variables with parameter p = lnN/N we have
EX1 = 1/p and Var(X1) = (1 − p)/p2 ≤ 1/p2. Hence for all sufficiently large N we
have
P (V X⌊N2/5⌋ < κN
6/5) ≤ P (⌊N2/5⌋−1
⌊N2/5⌋∑
i=1
Xi < κN
4/5)
= P (⌊N2/5⌋−1
⌊N2/5⌋∑
i=1
Xi − EX1 < κN4/5 −N/lnN)
≤ P (|⌊N2/5⌋−1
⌊N2/5⌋∑
i=1
Xi −EX1| > N/(2 lnN)).
NowE(⌊N2/5⌋−1∑⌊N2/5⌋i=1 Xi) = EX1 and Var(⌊N2/5⌋−1∑⌊N2/5⌋i=1 Xi) = ⌊N2/5⌋−1 Var(X1).
Thus by Chebychev’s inequality we get
P (V X⌊N2/5⌋ < κN
6/5) ≤ ⌊N2/5⌋−1Var(X1) (N/(2 lnN))−2
≤ 5N−2/5.
Next note that
P (V Xi − V Xi−1 ≤ 4K⌈N1/10⌉) = 1− (1− lnN/N)4K⌈N
1/10⌉
= 1− ((1− lnN/N)N/lnN)4K⌈N1/10⌉lnN/N ,
53
and for all sufficiently large N we have (1 − lnN/N)N/lnN ≥ exp(−2). Thus, for all
sufficiently large N ,
P (V Xi − V Xi−1 ≤ 4K⌈N1/10⌉) ≤ 1− exp(−N−8/10) ≤ N−8/10.
Similarly,using that V Yi −V Yi−1 are geometric random variables with parameter 1/lnN,
we have
P (V Yi − V Yi−1 > N1/10) = (1− 1/lnN)⌊N
1/10⌋ ≤ exp(−N1/20)
for all sufficiently large N. Since Dc = {V X
N2/5
< κN6/5} ∪ ⋃⌊N2/5⌋i=1 {V Xi − V Xi−1 ≤
4KN1/10} ∪⋃2⌊N2/5⌋i=1 {V Yi − V Yi−1 > N1/10}, the proposition follows immediately from
the previous inequalities.
2.9 Proof of Lemmas 2.4.1 and 2.4.2
We will first prove Lemma 2.4.2 and we will then proceed to a proof of Lemma 2.4.1.
In the following we continue to work on the same probability space as in Section 2.8.2.
Proof of Lemma 2.4.2. Let M > K be a fixed positive integer and let our
initial pair (a, λ) satisfy a ∈ SM and λ = {1, . . . , G(a)}. Let N = |a|. Let (A, I) =
(A, I)(a, λ) be the Markov process with initial pair (a, λ) constructed from the process
U as in Section 2.5.
Clearly, {σ¯ ∧ τM,2 > 2N, τM,2 < 2N} = {σ¯ ∧ τM,2 > 2N} \ {σ¯ ∧ τM,2 > 2N, τM,2 ≥
2N} and combining (2.45) with (2.37) and (2.49) yields (for sufficiently large N)
P a,λ(σ¯ ∧ τM,2 > 2N) ≥ 1 − N−5/(8M) − 7N−2/5. So the proof of Lemma 2.4.2 gets
completed if we can show that (for sufficiently large N)
P a,λ(σ¯ ∧ τM,2 > 2N, τM,2 ≥ 2N) ≤ N−1.
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Let us emphasize that for our special construction the above stopping times depend
pathwise on the initial pair (a, λ) and hence this inequality can be rewritten as
P ((σ¯ ∧ τM,2)(a, λ) > 2N, τM,2(a, λ) ≥ 2N) ≤ N−1. (2.50)
To prove this inequality we first claim that, given the initial pair (a, λ), the following
set inclusion holds
{σ¯ ∧ τM,2 > 2N, τM,2 ≥ 2N} ⊂ {
2N−1∑
n=N
K∑
i=1
1{Unκ+i≤c1/h(N)} ≥ N/2}, (2.51)
where c1 = 4M. So let ω ∈ {σ¯∧ τM,2 > 2N, τM,2 ≥ 2N}. Then LIN(ω) ≤ (3/M +(K−
1)/K)h(N) ≤ lnN and hence
(LI2N − LIN )(ω) ≥ − lnN. (2.52)
Let us now use (2.30) to bound the increments (LIn − LIn−1)(ω) from above. By
choice of the initial pair (a, λ) we have |∂o(An,i−1, In,i−1)|(ω) = 0 for all n ∈ N, i =
1, . . . , K. Moreover, if σ(ω) > (n, i− 1) then |∂An,i−1|(ω) ≥ LI(An,i−1, In,i−1)(ω) and
if τM,2(ω) ≥ 2N then for N < n ≤ 2N, 1 ≤ i ≤ K, we have LI(An,i−1, In,i−1)(ω) >
h(N)/M−K ≥ h(N)/(2M), if N is sufficiently large. Hence, if N is sufficiently large,
then for ω ∈ {σ¯ ∧ τM,2 > 2N, τM,2 ≥ 2N} and N ≤ n < 2N we have
(LIn+1 − LIn)(ω) ≤ −1 +
K∑
i=1
1{Unκ+i≤c1/h(N)}
(with c1 defined as above), and summing over n we get
(LI2N (ω)− LIN )(ω) ≤ −N +
2N−1∑
n=N
K∑
i=1
1{Unκ+i≤c1/h(N)}.
Combining this last inequality with (2.52) we can conclude that (for N sufficiently
large) any ω ∈ {σ¯ ∧ τM,2 > 2N, τM,2 ≥ 2N} satisfies
2N−1∑
n=N
K∑
i=1
1{Unκ+i≤c1/h(N)}(ω) ≥ N/2,
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i.e., (2.51) holds. To prove (2.50) it thus suffices to bound the probability of the event
on the right hand side of (2.51) from above by N−1. Clearly, Var(1{Unκ+i≤c1/h(N)}) ≤
c1/h(N) since the random variables Un, n ∈ N, are uniformly distributed on (0, 1).
Thus, using the independence of the random variables Un, n ∈ N, and Chebychev’s
inequality we get
P (
2N−1∑
n=N
K∑
i=1
1{Unκ+i≤c1/h(N)} ≥ N/2) ≤
≤ P
(
|(KN)−1
2N−1∑
n=N
K∑
i=1
1{Unκ+i≤c1/h(N)} − c1/h(N)| ≥ 1/(4K)
)
≤ c1(4K)2/(KNh(N))
≤ N−1,
which completes the proof of (2.50).
Proof of Lemma 2.4.1. Let M > K. Let a ∈ G and let N = |a|. Let (A, I) =
(A, I)(a, ∅) be the Markov process with initial pair (a, ∅) constructed from the process
U as in Section 2.5.
Our first goal is to show that for all sufficiently large N we have
P a,∅(σ¯ ∧ τ 1 > N6/5, σ0 < N6/5, τM < N6/5) ≥ 1− 8N−2/5. (2.53)
To see this, note that {σ¯ ∧ τ 1 > N6/5, σ0 < N6/5, τM < N6/5} = {σ¯ ∧ τ 1 >
N6/5, σ0 < N
6/5} \ {σ¯ ∧ τ 1 > N6/5, τM ≥ N6/5} and (for sufficiently large N)
P a,∅(σ¯ ∧ τ 1 > N6/5, σ0 < N6/5) ≥ 1 − N−3/5 − 7N−2/5 by using the set inclusion
(2.44) and the inequalities (2.36) and (2.49). Thus (2.53) follows if we can show that
for all sufficiently large N
P a,∅(σ¯ ∧ τ 1 > N6/5, τM ≥ N6/5) ≤ N−1. (2.54)
56
Now, similar to the proof of Lemma 2.4.2 it can be shown that
{(σ¯ ∧ τ 1)(a, ∅) > N6/5, τM(a, ∅) ≥ N6/5} ⊂ {
N11/10+N∑
n=N11/10+1
K∑
i=1
1{Un,i≤c∗1/h(N)} ≥ N/2},
where c∗1 = 44KM. By the independence of the random variables Un, the probability
of this last event is bounded above by N−1. The inequality (2.54), and hence (2.53),
thus gets established.
We are now ready to investigate the event {σ¯ ∧ τ 1 > N6/5, σ0 < N6/5, τM <
N6/5, θ0 ≤ N11/10} for the pocess (A, I)(a, ∅) . Obviously we have {σ¯∧τ 1 > N6/5, σ0 <
N6/5, τM < N
6/5, θ0 ≤ N11/10} = {σ¯ ∧ τ 1 > N6/5, σ0 < N6/5, τM < N6/5} \ {σ¯ ∧ τ 1 >
N6/5, θ0 > N
11/10}. Thus by (2.53) the proof of the lemma gets completed if we can
show that for all a ∈ G with N = |a| sufficiently large we have
P a,∅({σ¯ ∧ τ 1 > N6/5, θ0 > N11/10}) ≤ KN−1/20. (2.55)
Let Lon,i denote the number of old gap sites of (An,i, In,i). Note that L
o can only
increase when a particle is deleted which is adjacent to an old gap but not an endpoint,
and Lo decreases when the site of a particle which is added belongs to an old gap.
Thus, by construction of our Markov chain, Lo(ω) can only increase in step (n, i), if
(n, i) is a deletion step and U(n−1)κ+i(ω) > 1− (|V o|(An,i−1, In,i−1)/|An,i−1|)(ω). Using
that the number of old gaps is nonincreasing and |An,i−1| ≥ |a| = N, this last term
can be bounded below by 1− 20K/N. Moreover, if all new gaps of An,i−1(ω) have at
most size two, then in any deletion step an increase of Lo(ω) is bounded above by 3.
On the other hand, Lo(ω) will decrease in step (n, i), if (n, i) is an addition time
and if the new particle is added at a boundary point belonging to an old gap, i.e.,
if U(n−1)κ+i(ω) ≤ (|∂o(An,i−1, In,i−1)|/|∂An,i−1|)(ω). Now if the number of new gap
sites is bounded above by (1 + (K − 1)/K)h(N) + K − 1 then the total num-
ber of boundary points of An,i−1(ω) is bounded above by lnN for all sufficiently
large N . (Here we use that the set a has at most 10K gaps). Hence in this case
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(|∂o(An,i−1, In,i−1)|/|∂An,i−1|)(ω) is bounded below by 1/lnN if An,i−1(ω) has at least
one old gap. So let us define the process Lˆo as
Lˆon =
n∑
m=1
(
−
K∑
i=1
1{U(m−1)κ+i≤1/lnN} + 3
κ∑
i=K+1
1{U(m−1)κ+i>1−20K/N}
)
,
and let us define the random time
τˆ = inf{n : Lˆon ≤ −(K − 1)N}.
Recalling that L(a) ≤ (K − 1)N the previous observations imply that (for N suffi-
ciently large)
{σ¯ ∧ τ 1 > N6/5, θ0 > N11/10} ⊂ {τˆ > N11/10}.
Thus we have reduced the problem to bounding the probability of this last event. So
let Um = ∪κi=K+1{U(m−1)κ+i > 1−20K/N},Dm = {Um,1 ≤ 1/lnN}∩
⋂κ
i=K+1{U(m−1)κ+i ≤
1− 20K/N} and define L˜on =
∑n
m=1 (3K1Um − 1Dm) . Clearly Lˆon ≤ L˜on and thus
{τˆ > N11/10} ⊂ {τ˜ > N11/10},
where τ˜ = inf{n : L˜on ≤ −(K − 1)N}. Let σ1, σ2, . . . denote the jump times of the
process L˜on and let Yn = L˜
o
σn . Let τ
∗ = inf{n : Yn ≤ −(K − 1)N}. Then
{τ˜ > N11/10} ⊂ {τ ∗ > N21/20} ∪ {τ ∗ ≤ N21/20, σN21/20 > N11/10}
⊂ {τ ∗ > N21/20} ∪ {σN21/20 > N11/10}.
The waiting times σi−σi−1 are independent geometric random variables with param-
eter pw satisfying 1/lnN ≤ pw. Thus Eσ1 ≤ lnN and Var(σ1) ≤ (lnN)2. Hence for
all sufficiently large N we have by Chebychev’s inequality
P (σN21/20 > N
11/10) ≤ P (|N−21/20σN21/20 −Eσ1| > 2−1N1/20)
≤ 4(lnN)2/(N21/20N1/10)
≤ N−1.
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So (2.55) gets established if we can show that
P (τ ∗ > N21/20) ≤ (K − 1/2)N−1/20 (2.56)
for all sufficiently large N. Note that Yn is a random walk with step law µ (depending
on N) satisfying µ(3K) + µ(−1) = 1 and µ(3K) 6= 0 6= µ(−1). Thus we can choose
p, 0 < p < 1, such that any Bernoulli random walk Z with parameter p satisfies
P (ZS = 3K) = µ(3K),
where S = inf{n > 0 : Zn ∈ {−1, 3K}} and we assume that Z starts from 0. So let
Z be such a random walk. Define the stopping times Sn by S1 = inf{n > 0 : Zn ∈
{−1, 3K}}, Sn+1 = inf{n > 0 : Zm − ZSn ∈ {−1, 3K}} and let T = inf{n : Zn ≤
−(K − 1)N} and T ∗ = inf{n : ZSn ≤ −(K − 1)N}. Then {T ∗ > N21/20} ⊂ {T >
N21/20}, since ZT (ω) = ZSn(ω) for some index n (depending on ω) with n ≤ T (ω).
Hence
P (τ ∗ > N21/20) = P (T ∗ > N21/20) ≤ P (T > N21/20) ≤ ET/N21/20.
Now recalling the definition of µ and using that lnN/N converges to 0 as N →∞ it is
clear that µ(3K) - and hence p - converges to 0 as N →∞. In particular p < 1/2 for
all sufficiently large N and so ET = (K− 1)N/(1− 2p) (see [3, page 318]). Choosing
N sufficiently large, (2.56) follows and hence the proof of the lemma gets completed.
2.10 Completion of the Proof of Theorems 2.1.1 and 2.1.2
Note that if the process A starts with an initial set a belonging to SM , (M a fixed
positive integer), then for ω ∈ {TM,2 ∧ S ≥ 2|a|, TM,2 < 2|a|} we have ATM,2(ω) ∈
SM , |ATM,2(ω)| ≥ 2|a|, and up to time TM,2(ω) the number of unoccupied sites has
never become too big and the positions of these have remained fairly spread out.
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Since for any M ∈ N the family SM of subsets of Z is recurrent we can now use a
Borel-Cantelli argument to prove the following.
Proposition 2.10.1 Let A0 = {0}. With probability 1 we have
1) lim supn→∞ L(An)/h(n) ≤ (K − 1)/K,
2) G(2)(An) = 1 i.o.,
3) L(An) ≤ G(An) + 1 eventually.
Proof. First note that if L(An)(ω) ≤ G(An)(ω) + 1 then An(ω) has at most one gap
of size bigger than 1, and if there is such an exceptional gap, then it has size 2. Thus
(2) follows immediately from (3) and Proposition 2.3.1. So it suffices to prove (1) and
(3). Fix c > (K − 1)/K and choose an integer M ≥ 3 with (K − 1)/K + 3/M < c.
Let S = SM . Define
R = {a ⊂ Z : |a| <∞, L(a) > G(a) + 1 or L(a) > ch(|a|)}.
We want to show that eventually A stays outside of R . By Lemma 2.4.2 we can
choose N0 ∈ N such that for all a ∈ SM with |a| = N ≥ N0 the inequality (2.26)
holds. Define T0 = inf{n ≥ N0 : An ∈ S} and Ti = inf{n ≥ 2Ti−1 + 1 : An ∈ S},
i ∈ N. By Corollary 2.4.2 the stopping times Ti are finite with probability 1. Let
Ri = inf{n ≥ Ti−1 : An ∈ R}, i = 1, 2, . . . and let T (N) = inf{n ≥ N : An ∈ S}
and R = inf{n ≥ 0 : An ∈ R}. We want to bound the probability of the event
{Ri ≤ Ti}. By the Markov property of A and using that |ATi−1 | = Ti−1 + 1 we have
P (Ri ≤ Ti | ATi−1 = a) = P a(R ≤ T (|a|)) for all a ⊂ Z with P (ATi−1 = a) > 0. Now
observe that if the Markov process A starts from an initial set a ∈ S of size N then
{TM,2 ∧ S¯ > 2N, TM,2 < 2N} ⊂ {R > T (|a|)} and thus by Lemma 2.4.2, P a(R ≤
T (|a|)) ≤ |a|−1/(2M). Combining this estimate with the fact that |ATi−1 | ≥ 2i−1N0 we
get
P (Ri ≤ Ti) =
∑
a⊂Z:P (ATi−1=a)>0
P a(R ≤ T (|a|))P (ATi−1 = a)
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≤
∑
a⊂Z:P (ATi−1=a)>0
(2i−1N0)−1/(2M)P (ATi−1 = a)
= (2i−1N0)−1/(2M).
Hence by the Borel-Cantelli lemma P (Ri ≤ Ti for infinitely many i) = 0, which
implies (1) and (3) above.
The previous proposition together with Corollary 2.4.1 proves Theorem 2.1.2.
As for Theorem 2.1.1, the first part of this theorem is implied by part (1) of the
previous proposition together with Proposition 2.3.5. Moreover, in Proposition 2.3.3
we established a lower bound for lim infn→∞L(An). Thus the proof of Theroem 2.1.1
gets completed once we show the following.
Proposition 2.10.2
P (Ln ≤ K − 2 i.o.) = 1.
Proof. Let us construct the Markov process A explicitly. (The construction corre-
sponds to the one given in the proof of our two lemmas). Let (Ω,F , P ) be a probability
space on which is defined a sequence {Uj} of independent random variables, which are
uniformly distributed on (0, 1). Define A0 = {0}. Now suppose that An,i has already
been defined. In order to define An,i+1 it suffices to specify how the point Xn,i+1 which
gets added to (resp. deleted from) the set An,i gets defined.
If (n, i+ 1) is an addition time let us enumerate the boundary points of An,i such
that the outer boundary points x1 = minAn,i − 1 and x2 = maxAn,i + 1 are followed
by all other boundary points, those being enumerated in increasing order. Define
Xn,i+1(ω) = xj(ω) if (j − 1)/|∂An,i|(ω) < U(n−1)κ+i+1(ω) < j/|∂An,i|(ω).
Similarly, if (n, i + 1) is a deletion time let us first enumerate in increasing order
the points of An,i which are not endpoints and let us define y|An,i|−1 = minAn,i and
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y|An,i| = maxAn,i. Define
Xn,i+1(ω) = yj(ω) if (j − 1)/|An,i|(ω) < U(n−1)κ+i+1(ω) < j/|An,i|(ω).
Let us fix an integer C , C ≥ 10K + 1. Let us define the stopping times α0 = 0
and αi(ω) = inf{n ≥ αi−1(ω) + C : Ln(ω) ≤ C}, i ≥ 1. Note that by Proposition
2.4 and (3) of Theorem 2.1.2, each of these stopping times is finite with probability
1. We now claim that if l is sufficiently large and Uαl+k,i(ω) > 2/3 for k = 1, . . . , C,
i = 1, . . . , K, and Uαl+C,κ(ω) > 1− 1/αl(ω) then
Lαl+C(ω) ≤ K − 2. (2.57)
So let us assume that U(ω) satisfies the above conditions for the first C periods
following period αl(ω). Let n = αl(ω). Let us consider period n+k for 1 ≤ k ≤ C. Note
that if at the beginning of the i-th addition step there is at least one gap present, (i.e.,
if Ln+k,i−1(ω) > 0), then the condition Un+k,i(ω) > 2/3, implies that a particle gets
added at a site which does not belong to the outer boundary of An+k,i−1(ω) and hence
L(ω) decreases in this step. Once L(ω) reaches the value 0, (i.e., all gaps got removed),
it stays at this value when we add another particle. On the other hand, in each single
deletion step L(ω) can increase at most by 1. Thus, considering now the whole period,
we can conclude that if Ln+k−1(ω) > K − 1 then Ln+k(ω) ≤ Ln+k−1(ω) − 1, and if
Ln+k−1(ω) ≤ K − 1 then Ln+k,K(ω) = 0 and Ln+k(ω) ≤ K − 1. Now by definition
of n = αl(ω) we have Ln(ω) ≤ C. Thus under the above assumptions on U(ω), L(ω)
will reach a value less than K within the first C −K + 1 periods following period n
and so Ln+C−1(ω) ≤ K − 1 and Ln+C,K(ω) = 0. Thus after the next K − 2 deletions
we have Ln+C,κ−1(ω) ≤ K − 2. Now note that |An+C,κ−1|(ω) = n + C + 3 ≤ 2n (if
n is sufficiently large). So 1 − 1/n ≥ 1 − 2/|An+C,κ−1|(ω) and thus under the above
assumption on Un+C,κ(ω), the last deletion in period n + C removes an endpoint of
An+C,κ−1(ω). Hence L(ω) does not increase in this step and our claim thus follows.
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We next claim that for any sufficiently large C there exists an integer D > 0 such
that
P (αl < Dl eventually) = 1. (2.58)
Assuming that this claim holds, let us choose C ≥ 10K + 1 and D > 0 such that
(2.58) holds. Let El = {Uαl+k,i > 2/3, k = 1, . . . , C, i = 1, . . . , K; Uαl+C,κ > 1 −
1/Dl}. The events El are independent with P (El) = 3−CK(Dl)−1. Hence by the Borel-
Cantelli lemma P (lim sup El) = 1. Using that by our choice of C and D we have
P (αl < Dl eventually) = 1, we can conclude that for almost every ω there exist
infinitely many indices l with Uαl+k,i(ω) > 2/3 for k = 1, . . . , C, i = 1, . . . , K and
Uαl+C,κ(ω) > 1 − 1/αl(ω) and thus by (2.57), Lαl+C(ω) ≤ K − 2 for infinitely many
indices l. Hence the proposition follows.
So it remains to show that we can choose C ≥ 10K+1 and D > 0 such that (2.58)
holds. Let βl(ω) = αl(ω) − (αl−1(ω) + C). Let us first observe that if Gn−1(ω) ≥ C
then for i = 0, . . . , K − 1 we have Gn,i(ω) ≥ Gn−1(ω) − i > C − K and hence
|∂An,i|(ω) > C−K. Now, Ln−Ln−1 ≤
∑K
i=1 1{Xn,i∈∂¯An,i−1}−1 and {Xn,i ∈ ∂¯An,i−1} =
{U(n−1)κ+i ≤ 2/|∂An,i−1|}. Thus, if Gn−1(ω) ≥ C then
(Ln − Ln−1)(ω) ≤
K∑
i=1
1{U(n−1)κ+i≤γ}(ω)− 1,
where γ = 2(C − K)−1. Next note that if βl(ω) > 0 then Lαl−1+C+m(ω) > C for
m = 0, . . . , βl(ω) − 1. So, if Ln(ω) ≤ Gn(ω) + 1 for all n ≥ αl−1(ω) + C then for
m = 0, . . . , βl(ω) we have
(Lαl−1+C+m − Lαl−1+C)(ω) ≤
αl−1(ω)+C+m∑
n=αl−1(ω)+C+1
K∑
i=1
1{U(n−1)κ+i≤γ}(ω)−m.
Clearly, Lαl−1+C ≤ Lαl−1 +C(K−1) ≤ C+C(K−1) = CK and so the left hand side
can be bounded below by −CK. Thus we get the following: If Ln(ω) ≤ Gn(ω)+ 1 for
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all n ≥ αl−1(ω) then for m = 0, . . . , βl(ω) we have
αl−1(ω)+C+m∑
n=αl−1(ω)+C+1
K∑
i=1
1{U(n−1)κ+i≤γ}(ω)−m > −CK. (2.59)
So in view of part (3) of Theorem 2.1.2 we can say that, roughly speaking, in a path-by-
path way the waiting time βl(ω) is eventually dominated by the time a corresponding
random walk will need to decrease by the amount CK. Let us now work on making
this statement precise.
Let us assume that on our probability space (Ω,F , P ) a process U4 is defined,
which is independent of U and such that the random variables U4j are independent
and uniformly distributed on (0, 1). We will recursively construct a process U∗ and
we define the random walk L∗ as
L∗0 = 0
L∗n = −n+
n∑
k=1
K∑
i=1
1{U∗k,i≤γ}.
Let f ∗n denote the end of the n-th CK-drop for L
∗(ω), i.e., let f ∗0 (ω) = 0, f
∗
n(ω) =
inf{j > f ∗n−1(ω) : (L∗j −L∗f∗n−1)(ω) ≤ −CK} and let β∗n = f ∗n − f ∗n−1 denote its length.
For each ω ∈ Ω we construct the sequence U∗(ω) by pasting together parts of
U(ω) and of U4(ω) as follows: Starting at the end of period α1(ω) + C we select
successive elements from the sequence U(ω) until we reach α2(ω) or until the first
CK-drop of L∗(ω) is completed (whatever happens first). If at this time the first
CK-drop of L∗(ω) has not yet been completed we continue with elements from the
sequence U4(ω) to complete this CK-drop. (In particular, if α2(ω) = α1(ω) +C then
all elements of U∗(ω) which have been selected so far, were chosen from U4(ω)). U∗(ω)
thus is constructed up to its first CK-drop. We then restart the procedure at the end
of period α2(ω) + C, filling in (if necessary) with elements from the sequence U
4(ω)
to complete the next CK-drop for L∗(ω). We keep iterating this procedure replacing
the current αn(ω) by αn+1(ω) at each new start.
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It is not hard to show that the above construction of U∗ fits into the scheme
described in Proposition 2.4.1. Hence we can conclude that the random variables U∗n
are independent and uniformly distributed on (0, 1). Thus L∗ is a random walk and
the random variables β∗l are independent and identically distributed. We now claim
that
P (βl ≤ β∗l eventually) = 1. (2.60)
First note that by part (3) of Theorem 2 for almost every ω there exists an index m
(depending on ω) such that Ln(ω) ≤ Gn(ω) + 1 for all n ≥ αm−1(ω). So, when in the
construction of U∗(ω) we restart our iterative procedure at time αl−1(ω) +C, l ≥ m,
we keep selecting from the sequence U(ω) until we reach αl(ω). (Here we use that by
(2.59) no CK-decrease gets completed in this time interval). Thus βl(ω) ≤ β∗l (ω) for
all l, ω as above.
Next we claim that for all sufficiently large C we have
Eβ∗1 <∞.
So let us define Dn = ∪Ki=1{U∗n,i ≤ γ} and let W ∗n =
∑n
i=1(−1Dci + K1Di). Then
L∗n ≤ W ∗n , and so, defining R∗ = inf{m : W ∗m = −CK}, we have β∗1 ≤ R∗. So it
suffices to show that for all sufficiently large C we have ER∗ <∞. Define p∗ = P (D1).
Let Z be a Bernoulli random walk with P (Z1 = 1) = p, p ∈ (0, 1) to be chosen right
after the next definition. Define the random times ξn as ξ0 = 0, ξn(ω) = inf{m ≥
ξn−1(ω) : (Zm − Zξn−1)(ω) ∈ {−1, K}} and let ψ = inf{m : Zm = −CK}. Now let us
choose p such that P (Zξ1 = K) = p
∗ and let us consider the random walk Wn = Zξn.
Let R = inf{m : Wm = −CK}. Note that by choice of p the random variable R has
the same distribution as R∗. Moreover, R ≤ ψ and ψ has finite expectation if and
only if p < 1/2. Now p (which depends on p∗) converges to 0 as p∗ converges to 0 and
p∗ (which by definition depends on γ and hence on C) converges to 0 as C converges
to infinity. Thus for all sufficiently large C we have p < 1/2 and so ψ, and hence R
and β∗1 , have finite expectation for any such choice of C.
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We are now ready to choose C and D such that (2.58) holds. Let us fix a constant
C ≥ 10K + 1 such that β∗1 has finite expectation. Let r = Eβ∗1 . By the strong law
of large numbers we have P (
∑l
k=1 β
∗
k < (r + 1)l eventually) = 1 and combining this
with (2.60) we can conclude that P (
∑l
k=1 βk < (r + 2)l eventually) = 1. Now recall
that αl = Cl+
∑l
k=1 βk. Thus, if we choose C as above and D = C+ r+2 then (2.58)
holds.
2.11 Age of the Oldest Particle
Let us now fix K = 2. Recall that for x ∈ An, Yn(x) denotes the number of deletions
which happened since the present particle at x was added and On = max{Yn(x) :
x ∈ An} denotes the age of the oldest particle of the set An. Thus O1 = 1 since
both particles of A1 survived one deletion, O2 = 2, since at least one particle of
A1 does not get deleted in period 2 and O3 ∈ {2, 3}, both values having positive
probability since O3(ω) = 2 if and only if both particles of A1(ω) are deleted in
periods 2 and 3. Note that for all n, On ≥ (n+ 1)/2 since An has n+1 particles and
two particles are added in each period. Let the distribution function F be defined
by F (x) = (1− exp(−x2))1(0,∞). We will now prove Theorem 2.1.3, i.e., we will show
that as n→∞, (n−On)/
√
n has a limiting distribution whose distribution function
is F . The proof will be independent of our previous work.
Proof of Theorem 2.1.3 . For i, j, k ∈ N, min(j, k) ≥ i, let p(i, j, k) denote
the probability that for a fixed subset B of size i of the set Aj−1 all the particles at
sites belonging to B will get deleted within the first k periods following period j − 1,
i.e., for any subset B of Aj−1 of size i, p(i, j, k) denotes the probability that for each
y ∈ B there exists a period j ≤ l < j + k with y 6∈ Al. For k ∈ N, 1 ≤ i ≤ k let (k)i
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denote the product
∏i
j=1(k − i+ 1). We will prove by induction that
p(i, j, k) =
(k)i
(j + k + 1)i
. (2.61)
Let i = 1 and y ∈ Aj−1. Note that 1 − p(1, j, k) equals the probability that in each
of the first k periods following period j − 1 a particle gets deleted at a site different
from y. Now |Aj,K| = j + 2 and |Aj,K \ {y}| = j + 1 and thus
1− p(1, j, k) =
k∏
l=1
j + l
j + l + 1
=
j + 1
j + k + 1
.
Hence
p(1, j, k) =
k
j + k + 1
.
Next note that for j ≥ i
p(i, j, i) =
i∏
l=1
i− l + 1
j + l + 1
=
(i)i
(j + i+ 1)i
,
since in order to delete i particles within i deletions we need to delete one of these
in each single deletion step. So fix n, j,m ∈ N with n ≥ 2, j ≥ n and m > n and
suppose that (2.61) holds for all (i, j, k) ∈ N3 with min(j, k) ≥ i and (i ≤ n − 1 or
i = n and k ≤ m − 1). Let B be a subset of size n of Aj−1. Using that in period j
the probability of deleting a particle at a site belonging to B equals n/(j + 2) we get
p(n, j,m) =
n
j + 2
p(n− 1, j + 1, m− 1) + j + 2− n
j + 2
p(n, j + 1, m− 1),
and thus by our induction hypothesis
p(n, j,m) =
n
j + 2
(m− 1)n−1
(j +m+ 1)n−1
+
j + 2− n
j + 2
(m− 1)n
(j +m+ 1)n
=
(m− 1)n−1
(j +m+ 1)n−1
1
j + 2
(
n+
(j + 2− n)(m− n)
j +m− n+ 2
)
=
(m− 1)n−1
(j +m+ 1)n−1
1
j + 2
(
j(n+m− n) + n(m− n+ 2) + (2− n)(m− n)
j +m− n+ 2
)
=
(m− 1)n−1
(j +m+ 1)n−1
1
j + 2
(j + 2)m
j +m− n+ 2
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=
m(m− 1)n−1
(j +m+ 1)n−1(j +m− n + 2)
=
(m)n
(j +m+ 1)n
.
Now let x ≥ 0 and let k(n, x) denote the biggest integer which is strictly smaller than
n−√nx. We have
P (
n− On√
n
> x) = P (On < n−
√
nx)
= P (On ≤ k(n, x))
= P ( all particles of An−k(n,x) will get deleted within periods
n− k(n, x) + 1, . . . , n),
and hence, using that k(n, x) = n− ⌊√nx⌋ − 1 and n− k(n, x) + 1 = ⌊√nx⌋ + 2 we
get
P (
n−On√
n
> x) = p(⌊√nx⌋ + 2, ⌊√nx⌋ + 2, n− ⌊√nx⌋ − 1)
=
(n− ⌊√nx⌋ − 1)⌊√nx⌋+2
(n+ 2)⌊√nx⌋+2
=
⌊√nx⌋+2∏
i=1
n− ⌊√nx⌋ − i
n + 3− i .
For 1 ≤ i ≤ ⌊√nx⌋ + 2 we have
n− ⌊√nx⌋ − i
n + 3− i ≤
n−√nx− (i− 1)
n− (i− 1) ≤
n−√nx
n
= 1− x√
n
,
and thus
P (
n− On√
n
> x) ≤ (1− x√
n
)
√
nx.
Using that the right hand side converges to exp(−x2) as n→∞ we get
lim sup
n→∞
P (
n− On√
n
> x) ≤ exp (−x2). (2.62)
Similarly we have
n− ⌊√nx⌋ − i
n+ 3− i =
n+ 3− i− (3 + ⌊√nx⌋)
n+ 3− i ≥ 1−
√
nx+ 3
n− i+ 3
= 1−
√
nx
n
(
1 + 3/(
√
nx)
1− (i− 3)/n
)
.
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Thus for any ε > 0 there exists n0 ∈ N such that for all n ≥ n0, 1 ≤ i ≤
√
nx+ 2,
n− ⌊√nx⌋ − i
n + 3− i ≥ 1−
x√
n
(1 + ε).
Hence for all sufficiently large n we have
P
(
n− On√
n
> x
)
≥
(
1− x(1 + ε)√
n
)⌊√nx⌋+2
.
Since the right hand side converges to exp(−x2(1 + ε)) as n → ∞ (and ε > 0 was
arbitrarily chosen) we get
lim inf
n→∞
P (
n−On√
n
> x) ≥ exp (−x2). (2.63)
Combining (2.63) and (2.62) the proof of the theorem thus gets completed.
Chapter 3
HOLES IN DIFFUSION LIMITED AGGREGATION
3.1 Description of the Model and Statement of Results
We consider Diffusion Limited Aggregation (DLA) on Z2, a cluster growth model
which starts with a finite connected subset A0 of Z
2, usually taken as A0 = {0}. (A
subset b of Z2 is connected if any two points of b can be connected by a nearest-
neighbor lattice path all the points of which belong to b). Then, one by one, particles
get released “at infinity” and perform nearest-neighbor symmetric random walks until
they attach at the first site visited which is adjacent to the cluster. More formally,
let An denote the cluster formed after n steps and let ∂An, the boundary of An, be
the set of all lattice points which are adjacent to An but not in An. Then for any
boundary site x of An we have
P (An+1 = An ∪ {x} | An) = µ∂An(x),
where µ∂An(x) denotes harmonic measure on the boundary of An (see [8, Sec. 2.6]).
We are interested in the question whether the formed cluster will have “holes”, i.e.,
whether its complement will have maximal connected subsets which are finite. We
will show that with probability 1, H(An), the number of holes of the cluster An,
tends to infinity as n tends to infinity. This result will be derived as a corollary to
the following
Theorem 3.1.1 There exists a constant c > 0 such that for any finite connected
subset a of Z2 there exists an integer L with
P (H(AL) ≥ H(A0) + 1 | A0 = a) ≥ c.
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Corollary 3.1.1 For any finite connected subset a of Z2 we have
P (H(An) converges to infinity as n→∞ | A0 = a) = 1.
3.2 Outline
Let us first introduce some notation. Let N0 = N∪ {0}. For x = (x1, x2) ∈ Z2 define
|x| = |x1|+ |x2| and for x, y ∈ Z2 define the lattice distance between x and y as |x−y|.
If b is a nonempty subset of Z2 and x ∈ Z2, define the lattice distance between x and
b as d(x, b) = min{|x− y| : y ∈ b}. Let S(b) = sup{|x| : x ∈ b}, and if b is finite and
L is a positive integer, let ∆(b, L) = {x ∈ Z2 : |x| = S(b) + L}.
A path in Z2 is a finite or infinite sequence ρ of points of Z2 such that any two
successive points ρi, ρi+1 of the sequence are adjacent in Z
2. Moreover, the first point
of the sequence will always be indexed by 0, i.e., if ρ is finite then ρ = (ρ0, . . . , ρl) for
some l ∈ N0 and if ρ is infinite then ρ = (ρi)i∈N0 . If ρ is finite and l is chosen as above
let us define |ρ|, the length of ρ, as |ρ| = l and if ρ is infinite, let |ρ| =∞. For b ⊂ Z2
let τ(b, ρ) = inf{0 ≤ i < |ρ| + 1 : ρ(i) ∈ b}, (inf ∅ = ∞), denote the hitting time of
the set b for the (finite or infinite) path ρ and for x ∈ Z2 let τ(x, ρ) = τ({x}, ρ); if
τ(b, ρ) <∞ let ρτ(b) = ρτ(b,ρ) and similarly define ρτ(x) for x ∈ Z2.
A component of b, (b ⊂ Z2), is a maximal connected subset of b and a hole of b is
a finite component of Z2 \ b. The number of holes of b is denoted by H(b).
Let us now consider DLA with initial set A0 = a, where a is a finite connected
subset of Z2. Let L be a positive integer. We want to investigate the growth of the
cluster up to time L. Clearly, the first L particles will hit ∆ = ∆(a, L) before (or upon)
hitting the boundary of the growing cluster. Thus, by the strong Markov property of
simple random walk, instead of releasing particles “at infinity” we may as well have
them start at ∆ according to harmonic measure µ∆ on ∆.
So let us work on the canonical probability space associated with L independent
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random walks the starting positions of which are distributed according to
⊗L
i=1 µ∆.
Let Ω =
∏L
i=1 S, where S = {ρ : ρ is an infinite path in Z2 with ρ0 ∈ ∆}. Let Φi :
Ω → S denote the projection onto the i-th coordinate, i.e., Φi(ω) = ωi, and define
Φij : Ω → Z2 by Φij(ω) = ωij and Φki : Ω → (Z2)k+1 by Φki (ω) = (ωij)0≤j≤k. Let F
be the σ-field in Ω generated by the maps Φij , 1 ≤ i ≤ L, j ∈ N0 and define the
probability measure P on (Ω,F) by
P (Φlii = ρi, i = 1, . . . , L) =
L∏
i=1
(
µ∆(ρi0)4
−li)
for any finite paths ρ1, . . . , ρL with ρi0 ∈ ∆ and |ρi| = li, i = 1, . . . , L. For any
paths ρ1, . . . , ρL in Z
2 with ρi0 6∈ a ∪ ∂a define the clusters C(ρ1, . . . , ρn), 1 ≤ n ≤ L,
recursively as follows: If τ(a, ρ1) < ∞ let C(ρ1) = a ∪ {ρ1τ(∂a)} and if τ(a, ρ1) = ∞
let C(ρ1) = C˜1, where C˜1 is a fixed cluster of size |a| + 1 with a ⊂ C˜1. Thus, if ρ1 hits
the boundary of the set a, then C(ρ1) is the set obtained from a by adding the point
where ρ1 hits ∂a. Now suppose that C(ρ1, . . . , ρn) has already been defined, n < L. If
τ(a, ρi) < ∞ for i = 1 . . . n + 1 let C(ρ1, . . . ρn+1) = C(ρ1, . . . ρn) ∪ {ρn+1,τ(∂C(ρ1,...ρn))}
and if τ(a, ρi) = ∞ for some index 1 ≤ i ≤ n + 1, let Cn+1(ω) = C˜n+1, where C˜n+1 is
a fixed cluster of size |a|+ n+ 1 with a ⊂ C˜n+1. In other words, if the previous paths
ρ1 . . . ρn hit ∂a and if the next following path ρn+1 does so as well, then the new cluster
C(ρ1, . . . , ρn+1) is obtained from the previously constructed cluster C(ρ1, . . . , ρn) by
adding the point where ρn+1 hits the boundary of C(ρ1, . . . , ρn). Define
• A0 = a;
• An(ω) = C(ω1, . . . , ωn), n = 1, . . . , L.
Then (An)n=0...L is a Markov Chain on (Ω,F , P ) the transition probabilities of which
are exactly those of the DLA-model. (Here we use that random walk in Z2 is recurrent
and thus each random walk will hit a with probability 1). If we want to emphasize
the dependence of (Ω,F ,P) and An on the starting cluster a and the integer L, we
write (Ωa,L,Fa,L, P a,L) and Aa,Ln .
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Using this particular construction, the hole problem will be solved by showing
that for any sufficiently large finite cluster a we can choose an integer L depending
on a and we can define a map ϕ : Ωa,L → Ωa,L satisfying
H(Aa,LL (ϕ(ω)) ≥ H(a) + 1 (3.1)
for all ω ∈ Ωa,L with τ(a, ωi) <∞, i = 1, . . . , L,
and
P a,L(ϕ(Ωa,L)) ≥ c, (3.2)
where c is a fixed positive constant independent of a and L.
Note that by (3.1), the map ϕ has to be constructed such that the changed paths
ϕ(ω)1, . . . , ϕ(ω)L will build a new cluster AL(ϕ(ω)) which has at least one more hole
than the cluster a we start with. We will achieve this as follows: First we surround
the initial cluster a by a simple closed curve Γ such that each lattice point on Γ has
distance 40 from a. We will then divide the region “between” Γ and the cluster a into
(connected) “patches” such that the “border line” between any two adjacent patches
corresponds to a lattice path (of length 40) connecting a to Γ. We will then wait until
one of these patches gets hit by a certain minimum number of random walks strictly
before these walks add onto the growing cluster. Those random walks which are the
first to hit this “lucky” patch will get changed by inserting a new loop. Since we
also control the “chain reaction” by changing a few additional paths (due to these
additional changes the evolution of An(ω) and of An(ϕ(ω)) will be very close to each
other until those random walks hit the lucky patch), these new loops can be chosen
such that the particles add onto the cluster at lattice points “well in the middle” of
the “lucky” patch. These new positions will be such that a lattice point which belongs
to the unbounded component of Z2 \a will get disconnected from the “outside”. Thus
(3.1) will be satisfied.
In order to obtain (3.2), the map ϕ will satisfy the following: It will suffice to
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know each of the paths ω1, . . . , ωL up to the hitting time of a in order to decide which
paths will get changed and what these changes are. All new loops will be chosen
such that their length is bounded above by a fixed constant and they will be inserted
before the paths to be changed hit a. Moreover, the total number of new loops will
be bounded above by a fixed constant and ϕ will be one-to-one.
Properties (3.1) and (3.2) of the map ϕ then imply Theorem 3.1.1 as follows. By
(3.1) we can conclude that for any ω ∈ Ωa,L satisfying ω = ϕ(ω˜) for some ω˜ ∈ Ωa,L
we have H(Aa,LL (ω)) = H(A
a,L
L (ϕ(ω˜))) ≥ H(a) + 1 and hence
{H(Aa,LL ) ≥ H(a) + 1} ⊃ {ϕ(Ωa,L)}.
Combining this with (3.2) we get
P (H(AL) ≥ H(A0) + 1 | A0 = a) = P a,L(H(Aa,LL ) ≥ H(a) + 1)
≥ P a,L(ϕ(Ωa,L))
≥ c
(for all sufficiently large finite clusters a). Thus Theorem 3.1.1 now follows by the
Markov property of A.
The construction of ϕ and the verification of properties (3.1) and (3.2) is our
remaining task. We will formally define the map ϕ in section 3.6 after introducing
most construction parts (patches, ”lucky patch”, new positions of attaching etc.)
in sections 3.3 - 3.5. In section 3.6 we will also prove that ϕ satisfies (3.1) and in
section 3.7 we will verify that (3.2) holds, thus completing the proof of the theorem.
3.3 Construction of Patches
Let a be a finite cluster. For any two points u, v in Z2 let u←→v denote the line seg-
ment with endpoints u, v. Points z ∈ u←→v with z 6∈ {u, v} are called inner points
of u ←→ v. A line segment u ←→ v with u, v ∈ a and |u − v| = 1 is called an edge
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of a. Let G(a) denote the subset of R2 obtained by taking the union over all edges of
a. The construction of patches will be done in the following steps:
i) We surround a by an oriented curve Γ, which can be obtained by joining together
line segments of the form u ←→ u ± e1, u←→u ± e2 and u←→u ± e1 ± e2, u ∈ Z2,
such that a lies to the right of Γ and each lattice point on Γ has lattice distance 40
from a.
ii) For each lattice point ξ on Γ we choose a lattice path γ(ξ) of length 40 from
ξ to a. Moreover, we choose these paths such that whenever two paths touch they
stay together.
iii) We select an integer I (depending on a) and lattice points u0, u1, . . . , uI = u0
on Γ (where the enumeration corresponds to the order in which these points are hit
by Γ) such that γ(u0), γ(u1), . . . , γ(uI−1) are nonintersecting and, vaguely speaking,
neither too close nor too far from each other. (In this part as well as in (iv) we assume
that the cluster a is sufficiently big).
iv) Letting Γ(ui−1, ui) denote the part of Γ which connects ui−1 to ui, we define
Di to be the closure of the open region bounded by γ(ui−1), Γ(ui−1, ui), γ(ui) and
those edges of a whose interior points can be connected by a curve in R2 to Γ(ui−1, ui)
without hitting any other point of Γ(ui−1, ui), γ(ui−1), γ(ui) or any other edge of a.
Let us now start with step (i). We will construct a polygon whose contour Γ
(after suitable orientation) has the desired properties. Enumerate the points of a
as y1, y2, . . . , y|a| such that for i = 1, . . . , |a|, the set of points {y1, y2, . . . , yi} is a
connected subset of Z2. Define Pol(yi) as the closed polygon with corners yi ± 40e1
and yi±40e2 and let its contour (which forms a simple closed curve in R2) be denoted
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by Con(yi). Now suppose that the closed polygon Pol(y1, . . . , yi−1) has already been
constructed and it satisfies
1) the contour Con(y1, . . . , yi−1) of Pol(y1, . . . , yi−1) forms a simple closed curve
which can be obtained by joining line segments of the form described in (i);
2) Pol(yj) ⊂ Pol(y1, . . . , yi−1) for j = 1, . . . , i− 1;
3) any lattice point on Con(y1, . . . , yi−1) belongs to Con(yj) for some index 1 ≤
j ≤ i− 1.
Let Pol∗(y1, . . . , yi) denote the union of Pol(y1, . . . , yi−1) and Pol(yi) and let the
outer contour of Pol∗(y1, . . . , yi) be denoted by Con∗(y1, . . . , yi). Thus, if U denotes
the open unbounded component of R2 \ Pol∗(y1, . . . , yi), then x ∈ Con∗(y1, . . . , yi) if
and only if x ∈ U¯ \ U. Since the interiors of Pol(y1, . . . , yi−1) and Pol(yi) intersect
in a nonempty set (here we use that yi is a neighbor in Z
2 of one of the points
y1, . . . , yi−1, and property (2) above), Con∗(y1, . . . , yi) forms a simple closed curve
which surrounds a polygon containing Pol∗(y1, . . . , yi) as a (possibly proper) subset.
Note that Con∗(y1, . . . , yi) may have corners which are not in Z2, these corners being
of the form u + 1/2(e1 + e2), u ∈ Z2. By property (1) such a corner can only be
obtained if a line segment u←→u + e1 + e2 of Con(y1, . . . , yi−1), u ∈ Z2, crosses the
line segment u+ e1←→u+ e2 of Con(yi) or vice versa.
Let us assume that Con∗(y1, . . . , yi), Con(y1, . . . , yi−1) and Con(yj) are oriented
such that the corresponding polygon lies to the right and let us first consider the spe-
cial case that the directed line segment u −→ u+e1+e2 of Con(y1, . . . , yi−1) crosses the
directed line segment u+e1 −→ u+e2 of Con(yi). Then, since Pol(y1, . . . , yi−1) lies to
the right of Con(y1, . . . , yi−1) and Pol(yi) lies to the right of Con(yi), Con∗(y1, . . . , yi)
uses the directed line segments u −→ u + 1/2(e1 + e2) and u + 1/2(e1 + e2) −→
u + e2. In fact, whatever orientation we choose for the two crossing line segments,
76
Con∗(y1, . . . , yi) will form a corner at u + 1/2(e1 + e2) by using one of the following
four pairs of directed line segments
· u −→ u+ 1/2(e1 + e2) and u+ 1/2(e1 + e2) −→ u+ e2,
· u+ e2 −→ u+ 1/2(e1 + e2) and u+ 1/2(e1 + e2) −→ u+ e1 + e2,
· u+ e1 −→ u+ 1/2(e1 + e2) and u+ 1/2(e1 + e2) −→ u,
· u+ e1 + e2 −→ u+ 1/2(e1 + e2) and u+ 1/2(e1 + e2) −→ u+ e1.
Note that if in any of these cases we replace the two line segments by the single
line segment joining the lattice point on Con∗(y1, . . . , yi) immediately preceding the
corner u+1/2(e1+e2) to the lattice point immediately following the corner, we obtain
a closed curve which surrounds an even bigger polygon.
Thus let Con(y1, . . . , yi) denote the closed curve obtained in this way by removing
all corners which are not in Z2 and let Pol(y1, . . . , yi) denote the closed polygon with
contour Con(y1, . . . , yi). By construction Pol(y1, . . . , yi) satisfies properties (1) - (3).
Finally define Γ as the contour of Pol(y1, . . . , y|a|) and let Γ be oriented such that
Pol(y1, . . . , y|a|) (and hence a) lies to the right of Γ.
Note that the special form of Γ (as described in (i)) implies in particular that
for L sufficiently large any path in Z2 from ∆(a, L) to a hits the curve Γ in a point
belonging to Z2.
Notation. Let ρ be a path in Z2. For any index i with i < |ρ|+1 define the paths
ρi = (ρj)0≤j≤i and ρ(α,i) = (ρj)i≤j<|ρ|+1. (Note that ρi ends where ρ(α,i) starts and by
joining the two parts ρi and ρ(α,i) of ρ we get back the path ρ). For any lattice point
z with τ(z, ρ) < ∞ define ρz = ρτ(z,ρ) and ρ(α,z) = ρ(α,τ(z,ρ)). (Thus ρz is obtained by
stopping ρ at the hitting time of z and ρ(α,z) is obtained by restarting at the hitting
time of z). If y is a neighbor of ρ0, let (y, ρ) = (y, ρ0, . . . , ρ|ρ|). Similarly, if ρ is finite
and y is a neighbor of ρ|ρ|, let (ρ, y) = (ρ0, . . . , ρ|ρ|, y). For lattice paths ρ, π with
|ρ| < ∞ and ρ|ρ| = π0 let (ρ, π) denote the path obtained by appending the path π
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to the path ρ, i.e., (ρ, π)i = ρi, if i ≤ |ρ| and (ρ, π)i = πi−|ρ| if |ρ| < i < |ρ|+ |π|+ 1.
If the path π starts at a neighbor of ρ|ρ|, (still assuming that ρ is finite), we define
(ρ, π) = ((ρ, π0), π). For any finite path ρ let R(ρ) denote the corresponding reversed
path, i.e., R(ρ) = (ρ|ρ|−j)0≤j≤|ρ|.
We are now ready to work on step (ii). Fix a point z in a with maximal second
component and let ξ0 = z + 40e2. Then ξ0 ∈ Γ. Starting at ξ0 and moving along Γ
let us enumerate the lattice points on Γ as ξ0, ξ1, . . . , ξl. Since each lattice point on Γ
has lattice distance 40 from a we can select for each point ξi a lattice path γ˜(ξi) of
length 40 connecting ξi to a. By choice of z and ξ0, the point z is the only point of a
which has lattice distance 40 to ξ0 and thus γ˜(ξ0) = (ξ0, ξ0 − e2, . . . , ξ0 − 40e2).
Let us now recursively construct the paths γ(ξi). Let γ(ξ0) = γ˜(ξ0) and suppose
that γ(ξ0), . . . , γ(ξi) have already been constructed and satisfy the properties in (ii). If
γ˜(ξi+1) does not intersect with any of the paths γ(ξ0), . . . , γ(ξi), let γ(ξi+1) = γ˜(ξi+1).
Otherwise let w be the first point of intersection. Note that w belongs to γ(ξi) or
to γ(ξ0) since by induction hypothesis none of the paths γ(ξ1), . . . , γ(ξi) crosses γ(ξi)
and none of the paths γ(ξ0), . . . , γ(ξi−1) crosses γ(ξ0). Recall that ξ0, . . . , ξi+1 have
lattice distance 40 from a. Thus γ˜(ξi+1) is a shortest connection from ξi+1 to a and
γ(ξi) (resp. γ(ξ0)) is a shortest connection from ξi (resp. ξ0) to a. Since w belongs
to γ˜(ξi+1) and also to γ(ξi) (resp. γ(ξ0)) we can conclude that γ˜(ξi+1)
(α,u) as well
as γ(ξi)
(α,u) (resp. γ(ξ0)
(α,u)) are shortest connections from w to a and so these two
paths have the same length. Defining γ(ξi+1) = (γ˜(ξi+1)
w, γ(ξi)
(α,w)), if w ∈ γ(ξi),
and γ(ξi+1) = (γ˜(ξi+1)
w, γ(ξ0)
(α,w)), if w ∈ γ(ξ0), we obtain a lattice path of length
40 from ξi+1 to a which satisfies all the requirements. Thus we have now constructed
the paths γ(ξ), ξ ∈ Γ ∩ Z2.
Let us now proceed to steps (iii) and (iv). Define ξl+1 = ξ0. (This definition
corresponds to the fact that, when moving along Γ in the prescribed direction, the
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point ξ0 is the next lattice point encountered after ξl). For any ξ ∈ Γ let y(ξ)
denote the endpoint of γ(ξ). We will next define an integer I ≤ l and we will define
two subsequences (ui)0≤i≤I and (vi)1≤i≤I of (ξi)0≤i≤l+1 as follows: Let u0 = ξ0. Now
suppose that u0, . . . , ui have already been constructed, ui = ξn(i) for some index
n(i) ≤ l. If there exists a point v in (ξn(i)+1, . . . , ξl) such that any path from y(v) to
γ(ui), which intersects a at most in its two endpoints, has length at least 40, let vi+1 be
the first such point in the sequence (ξn(i)+1, . . . , ξl). (Note that for any sufficiently large
set a there exists a point v1 ∈ Γ which has this property with respect to γ(u0) ) . If no
such point exists, we decide to drop the previously selected point ui from our sequence
and we define I = i and uI = ξl+1, thus terminating the procedure. Nevertheless, for
future reference, let us denote this previously selected point by uI .
Now suppose that vi+1 could be defined, say vi+1 = ξm(i+1). If there exists a point
u in (ξm(i+1)+1, . . . , ξl) such that any path from y(vi+1) to γ(u), which intersects a at
most in its two endpoints, has length at least 40, let ui+1 be the first such point in the
sequence (ξm(i+1)+1, . . . , ξl). (Once again let us point out that for any sufficiently large
set a there exists a point u in {ξm(i+1)+1, . . . , ξl} satisfying this property with respect
to y(v1)). Otherwise we decide to drop the previously selected points ui and vi+1 from
our sequences and - as above - we define I = i and uI = ξl+1, thus terminating the
procedure. For future reference the point uI gets defined as above.
If I ≥ 2, let us define the patch Di, 1 ≤ i ≤ I, as the closure of the open
connected component of R2 \ (γ(ui−1) ∪ Γ(ui−1, ui) ∪ γ(ui) ∪G(a)) which contains
the point γ(vi)1. (Here we obviously identify a lattice path with the subset of R
2
obtained by taking the union over all line segments connecting two successive lattice
points and we identify Γ(ui−1, ui) with the corresponding subset of R2).
Remark 3.3.1 There exists an integer N0 such that for any finite cluster a with
|a| ≥ N0 the above construction yields sequences (ui)0≤i≤I and (vi)1≤i≤I with I ≥ 2.
Thus for any such cluster at least two patches get defined.
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Notation. For a patch D = Di let ξl(D) = ui−1, ξm(D) = vi, ξr(D) = ui and let
γ−(D) = γ(ui−1), γ∗(D) = γ(vi) and γ+(D) = γ(ui). Let y∗(D) denote the endpoint
of γ∗(D). Let D∗ denote the set of all lattice points which belong to the interior of D.
3.4 Properties of Patches and Definition of the ”Lucky Patch”
The following propositions will show that the patches constructed are neither too
narrow nor too wide for our purpose. Let us fix an integer N0 satisfying Remark 3.3.1
and let the construction in the previous section be done for a finite cluster a with
|a| ≥ N0.
Proposition 3.4.1 There exists a constant C (independent of the cluster a) such
that for any patch D the number of lattice points on Γ(ξl(D), ξr(D)) is bounded above
by C.
Proof. Fix a patch D and let ξl = ξl(D), ξm = ξm(D) and ξr = ξr(D). We will show
that any vertex ξ on Γ(ξl, ξm) satisfies |ξ − ξl| ≤ 121 and any vertex ξ on Γ(ξm, ξr)
satisfies |ξ−ξm| ≤ 363. Thus, letting C1 (resp. C2) denote the number of lattice points
ψ satisfying |ψ| ≤ 121 (resp. |ψ| ≤ 363), it follows (since Γ is nonselfintersecting)
that |Γ(ξl, ξm)∩Z2| ≤ C1 and |Γ(ξm, ξr)∩Z2| ≤ C2. Hence |Γ(ξl, ξr)∩Z2| ≤ C,where
C = C1 + C2.
So fix ξ on Γ(ξl, ξm), ξ 6= ξm. Since Γ hits ξ before hitting ξm there exists a
path ρ from y(ξ) to γ−(D) with |ρ| < 40. Let u ∈ γ−(D) be the endpoint of ρ. Then
(γ(ξ), ρ, R(γ−(D))(α,u)) is a lattice path of length at most 40+39+40 = 119 connecting
ξ and ξl and thus |ξ − ξl| ≤ 119. Moreover, letting ψ denote the lattice point on Γ
immediately preceding ξm, we get |ξm − ξl| ≤ |ξm − ψ| + |ψ − ξl| ≤ 119 + 2 = 121.
Thus the first part of our claim follows.
Similarly, if D = Di with i < I, it follows that |ξ − ξm| ≤ 121 for any lattice
point ξ on Γ(ξm, ξr) and if D = DI , we get |ξ − ξm| ≤ 121 for any lattice point
ξ on Γ(ξm(DI), uI). (Recall that uI got defined when working on step (iii) of the
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construction of patches). The same argument also shows that |ξ − uI | ≤ 121+ 121 =
242 for any lattice point ξ on Γ(uI , ξr(DI)). Thus |ξ − ξm| ≤ 121+ 242 = 363 for any
lattice point ξ on Γ(ξm(DI), ξr(DI)) and our proof gets completed.
Proposition 3.4.2 Let D be a patch of a and let ρ = (ρ0, . . . , ρl) be a lattice path
satisfying ρ0 ∈ a, ρi ∈ γ−(D) or ρi ∈ γ+(D) for some 0 ≤ i < l, ρl ∈ γ∗(D) and
ρj 6∈ a for j = 1, . . . , l − 1. Then l ≥ 20.
Proof. Let γ∗ = γ∗(D), let y ∈ a denote the endpoint of γ∗, let u = ρl and let r denote
the length of (γ∗)(α,u). Fix an index i with ρi ∈ γ−(D) or ρi ∈ γ+(D). If l− i ≥ 20 the
result follows immediately. So assume that l− i < 20. Note that (ρ(α,i), (γ∗)(α,u)) is a
path from γ−(D) or γ+(D) to y which intersects a at most in its two endpoints. Thus,
by definition of y, its length is at least 40. Hence |ρ(α,i)|+ |(γ∗)(α,u)| = l − i+ r ≥ 40
or r ≥ 40− (l− i) ≥ 20. Now note that both R(ρ) and (γ∗)(α,u) connect u to a. Thus,
since (γ∗)(α,u) is a shortest path from u to a, we finally get
l = |R(ρ)| ≥ |(γ∗)(α,u)| = r ≥ 20.
For the rest of this section let the integer L be chosen as L = 6|a| + 1. Given
lattice paths ρ1, . . . , ρL we will now define the “Lucky Patch” Θ(ρ1, . . . , ρL) as the
first one to be hit by 7 paths before these hit the boundary of the growing cluster. To
be more precise, let ρ1, . . . , ρL be lattice paths starting at ∆ = ∆(a, L), each of which
hits a. For each patch D and index j ≤ L we count those paths among ρ1, . . . , ρj,
which hit D (strictly) before hitting the growing cluster, i.e., we define
Nj,D(ρ1, . . . , ρL) =
j∑
k=1
1{τ(D,ρk)<τ(∂C(ρ1,...,ρk−1),ρk)}
and we let
V7(ρ1, . . . , ρL) = inf{j : there exists a patch D with Nj,D(ρ1, . . . , ρL) = 7}.
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Let ρ = ρV7(ρ1,...,ρL). Let us look at the first point ρi on ρ which belongs to a patch
whose count of visitors increases to 7 at time V7(ρ1, . . . , ρL). Note that ρi may belong
to two different patches D and D˜ and each of these may have its count of visitors
increase to 7. However, if this is the case, then exactly one of these patches, say D,
satisfies ρi ∈ γ+(D), and the other patch satisfies ρi ∈ γ−(D˜). We can thus define
Θ(ρ1, . . . , ρL) as follows: If ρi belongs to two patches and both of these have their
count of visitors increase to 7, we define Θ(ρ1, . . . , ρL) to be the one patch D among
these two, which satisfies ρi ∈ γ+(D). Otherwise, (i.e., ρi belongs to exactly one patch,
or ρi belongs to two patches, but only one of these has its count of visitors increase to
7), we define Θ(ρ1, . . . , ρL) to be the patch which contains ρi and which has its count
of visitors increase to 7. Next we define V1(ρ1, . . . , ρL) < . . . < V6(ρ1, . . . , ρL) to be
the indices of the first six paths which hit Θ(ρ1, . . . , ρL) before hitting the growing
cluster.
The next proposition shows that up to time V7(ρ1, . . . , ρL) the newly added points
can not form big clusters.
Proposition 3.4.3 Let j < V7(ρ1, . . . , ρL). Then any component of C(ρ1, . . . , ρj) \ a
has at most 12 points.
Proof: Let C be a component of C(ρ1, . . . , ρj) \ a. Choose u ∈ C with u ∈ ∂a and
choose a neighbor v of u with v ∈ a. Let Di be the patch satisfying u ∈ D∗i or
u ∈ γ−(Di).
Case i) Suppose that u is in the “left” part of Di, i.e., u ∈ γ−(Di) or u is in the open
region bounded by the curve Γ(ξl(Di), ξm(Di)), the lattice paths γ−(Di) and γ∗(Di)
and the corresponding part of G(a).We now claim that in this case C contains no path
connecting u to the curve Λ obtained by joining R(γ∗(Di−1)), Γ(ξm(Di−1), ξr(Di)) and
γ+(Di).
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So suppose that π is such a path. Without loss of generality assume that π is
nonselfintersecting. Let l be the first index with πl ∈ Λ. Note that any vertex z on
πl, z 6= πl, satisfies z ∈ D∗i−1∪D∗i or z ∈ γ−(Di)\ ξl(Di). Thus z got included into the
growing cluster by a path ρ which increases N.D(i−1)(ρ1, . . . ρL) or N.D(i)(ρ1, . . . ρL).
Since j < V7(ρ1, . . . ρL) at most 12 of the paths ρ1, . . . , ρj can have this property.
Hence
l ≤ 12 + 1 = 13. (3.3)
Now, if πl ∈ γ∗(Di−1), then (v, πl) is a path connecting a and γ∗(Di−1) with πk 6∈ a
for k = 1, . . . , l − 1 and such that πn ∈ γ−(Di) for some 1 ≤ n ≤ l − 1. Hence by
Proposition 3.4.2 |(v, πl)| ≥ 20 which contradicts (3.3).
Next, if πl ∈ γ+(Di), then there exists an index k < l with πk ∈ γ∗(Di). Let
w = πk. Since the path (v, π
k) connects a and w ∈ γ∗(Di) we have |(v, πk)| ≥
|(γ∗(Di))(α,w)|. Hence, letting π˜ denote the path obtained by joining R(γ∗(Di))w and
(πl)(α,k) we get |π˜| = |R(γ∗(Di))w| + |(πl)(α,k)| ≤ |(v, πk)| + |(πl)(α,k)| = |(v, πl)| =
l + 1 ≤ 13 + 1 = 14. Yet, π˜ connects y∗(Di) and γ+(Di) and thus by definition of
γ+(Di), its length is at least 40. Once again we get a contradiction.
Finally, if πl ∈ Γ then (v, πl) connects a and Γ and hence |(v, πl)| ≥ 40 or l ≥ 39.
Once again we get a contradiction and so our claim follows.
Case ii) Suppose that u is in the “right” part of Di, i.e., u ∈ γ∗(Di) or u is
in the open region bounded by the curve Γ(ξm(Di), ξ+(Di)), the paths γ∗(Di) and
γr(Di) and the corresponding part of G(a). Then it can be shown in a similar way
that C contains no path connecting u to the curve Λ˜ obtained by joining R(γ−(Di)),
Γ(ξl(Di), ξm(Di+1)) and γm(Di+1).
Thus in case (i) all points of C belong to D∗i−1∪D∗i or to γ−(Di). In particular, any
path ρ which leads to the inclusion of such a point into the growing cluster, increases
N.D(i−1) or N.D(i). Since j < V7(ρ1, . . . ρL), we get |C| ≤ 12. Similarly in case (ii) all
points of C belong to D∗i ∪D∗i+1 or to γ+(Di) and once again we can conclude |C| ≤ 12.
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Proposition 3.4.4 Let j < V7(ρ1, . . . , ρL) and let D be a patch of a. Let z ∈
C(ρ1, . . . , ρj) \ a be a point with z ∈ B for some patch B 6= D. Then any path λ
from z to γ∗(D) with λi 6∈ a for i < |λ| has length at least 14.
(Note that we include in particular the case z ∈ γ±(D), since any lattice point on
γ±(D) belongs to two patches.)
Proof. Suppose λ is a path from z to γ∗(D) with |λ| ≤ 13 and λi 6∈ a for i < |λ|.
Let w ∈ γ∗(D) be the endpoint of λ. By the previous proposition there exists a path
λ∗ from a to z with |λ∗| ≤ 12 and λ∗i 6∈ a for i > 0. Thus (λ∗, λ) connects a and
w ∈ γ∗(D). Hence |γ∗(D)(α,w)| ≤ |(λ∗, λ)| ≤ 12 + 13 = 25. So λˆ = (R(γ∗(D))w, R(λ))
is a path of length at most 25 + 13 = 38 connecting y∗(D) and z. Since z belongs to
a patch B with B 6= D and λˆ avoids Γ (recall that any lattice point on Γ has distance
40 from a) λˆ hits γ−(D) or γ+(D). We thus get a contradiction since by construction
any path which connects y∗(D) to γ−(D) or γ+(D) and all interior points of which
belong to Z2 \ a has length at least 40.
3.5 Choice of the New Positions of Attaching
For each patch D we will define lattice points x1, . . . , x7 close to γ∗(D) and paths
β1, . . . , β7 starting at ξ
m(D) such that the following holds:
1) C(β1, . . . , βj) = a ∪ {x1, . . . , xj} for j = 1, . . . , 7.
2) a ∪ {x1, . . . , x7} has at least one more hole than a.
Later on we will insert a loop into the path ωVj(ω) at the hitting time of Θ(ω)
which contains (βj(Θ(ω)), R(βj(Θ(ω)))) and we will get the point xj(Θ(ω)) as new
point of attaching for the path ϕ(ω)Vj(ω).
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So let
γ = γ∗(D), y = γ40 and w = γ39.
Note that y belongs to a and w belongs to the unbounded component of Z2 \ a. Let
f2 = w−y and let f1 be a unit vector orthogonal to f2 satisfying that, when embedding
R2 into R3 in the usual way, (i.e., x = (x1, x2) corresponds to xˆ = (x1, x2, 0) for all
x ∈ R2), then fˆ1× fˆ2 = (0, 0, 1). Let w1 = w−f1−f2, w2 = w−f1, w3 = w−f1+f2,
w4 = w + f2, w5 = w + f1 + f2, w6 = w + f1 and w7 = w + f1 − f2. So, if we
put w0 = y, then Λ = (w0, w1, . . . , w7, w0) forms a simple loop surrounding w. Now
choose k1 such that wk1 is the first lattice point on γ which belongs to {w1, . . . , w7},
i.e., wk1 = γτ({w1,...,w7}). Let β˜(wk1) = γ
{w1,...,w7}.
Depending on γ we will next choose a neighbor wk2 of wk1 and a path β˜(wk2) from
ξm(D) to wk2.Moreover we will have to decide which of the points wk1 and wk2 we want
to have included first into the cluster. For instance, if (γ36, γ37, γ38) = (w5+f2, w5, w4),
then wk1 = w5 and we choose k2 = 4, β˜(w4) = (γ
36, w4 + f2, w4) and we decide to
have w4 included into the cluster before including w5. Once we have wk2 and β˜(wk2)
selected and we know which point to include first, we proceed as follows: Let k− =
k1 ∧ k2 , k+ = k1 ∨ k2, m1 = max{j ≤ k− : wj ∈ ∂a}, m2 = min{j ≥ k+ : wj ∈ ∂a}
and let w− = w(k−) and w+ = w(k+). Let l1 = k− −m1 and for 1 ≤ j ≤ l1 define
xj = wm1+(j−1) and βj =
(
β˜(w−), (R(Λ)xj)
(α,w−)
)
.
Thus the path βj moves from ξ
m(D) to w− along β˜(w−) and then moves counter-
clockwise around the loop Λ until it reaches xj . Similarly, let l2 = m2 − k+ and for
1 ≤ j ≤ l2 define
xl1+j = wm2−(j−1) and βl1+j =
(
β˜(w+), (Λ
xl1+j)(α,w+)
)
.
If we decide to have wk1 included before wk2, we put
xl1+l2+1 = wk1 and βl1+l2+1 = β˜(wk1),
85
xl1+l2+2 = wk2 and βl1+l2+2 = β˜(wk2),
otherwise we exchange k1 and k2. Finally, we let n = τ(∂{w1, . . . , w7}, γ) and l3 =
7− (l1 + l2 + 2), and we define for 1 ≤ j ≤ l3,
xl1+l2+2+j = γn−(j−1), and βl1+l2+2+j = γ
n−(j−1).
Thus the last points xj are chosen on the path γ and we obtain the corresponding
path βj by stopping γ at the hitting time of xj . In the previous example, if, say,
m1 = 3 and m2 = 7, then x1 = w3, x2 = w7, x3 = w6, x4 = w4, x5 = w5, x6 = γ36,
x7 = γ35, β1 = (β˜(w4), w3), β2 = (γ
w5 , w6, w7), β3 = (γ
w5 , w6), β4 = β˜(w4), β5 = γ
w5,
β6 = γ
36 and β7 = γ
35.
Let us now indicate our choices depending on γ(α,36) :
(γ36, γ37, γ38) k2 β˜(w(k2))
(w6 + 2f1, w6 + f1, w6) 5 (γ
37, w5 + f1, w5)
(w6 + f1 + f2, w6 + f1, w6) 5 (γ
36, w5)
(w5 + f1, w5, w6) 6 (γ
36, w6 + f1, w6)
(w5 + f2, w5, w6) 4 (γ
36, w4 + f2, w4)
(w5 + f1, w5, w4) 6 (γ
36, w6 + f1, w6)
(w5 + f2, w5, w4) 4 (γ
36, w4 + f2, w4)
(w4 + f1 + f2, w4 + f2, w4) 5 (γ
36, w5)
(w4 + 2f2, w4 + f2, w4) 5 (γ
37, w5 + f2, w5)
If β˜(wk2) uses a lattice point z 6= wk2 with z 6∈ γ, let wk2 get included into the cluster
before wk1 , otherwise let wk1 get included before wk2 .
Recalling that |γj − y| = 40 − j for 0 ≤ j ≤ 40, we can easily see that all other
possible cases get obtained by reflecting one of the above paths about the straight
line through y and w.
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Let us note that γ35 does not hit ∂{w1, . . . w7} since |wi−y| ≤ 3 for i = 1 . . . 7 and
|γj − y| = 40− j ≥ 5 for j ≤ 35. Moreover, if β˜(wk2) uses a lattice point z 6= wk2 with
z 6∈ γ, then z is a neighbor of γ37 or γ36. Thus, dist(z, a) ≥ dist(γ37, a)− 1 = 2 and
z 6∈ a ∪ ∂a. Hence, for j ≤ l1 + l2 + 2, βj does not hit ∂(a ∪ {x1, . . . , xj−1}) (strictly)
before hitting wk1 or wk2 . Thus it is straightforward to check that property 1) holds
for all indices 1 ≤ j ≤ 7.
Remark 3.5.1 i) For each point xi(D), 1 ≤ i ≤ 7, there exists a path of length at
most 7 connecting y∗(D) and xi, all the inner lattice points of which belong to Z2 \ a.
In particular, each of the points xi(D) belongs to D∗.
ii) Let w = γ∗(D)39. For each lattice point z on βi(D), 1 ≤ i ≤ 7, there exists a path
ρ˜ in Z2 \ a connecting z to γ∗(D)w with |ρ˜| ≤ 2.
The next proposition will give us the second property of the set {x1(D), . . . , x7(D)}.
Proposition 3.5.1 Let D be a patch and let w = γ∗(D)39. Then w belongs to a hole
of a ∪ {x1(D) . . . , x7(D)}.
Proof. Let xi = xi(D) and let w1, . . . , w7, m1, m2 and k1 be defined as before. Let
aˆ = a∪ {x1 . . . , x7}. Note that {xi : i = 1 . . . 7}∩ {wi : i = 1 . . . 7} = {w(m1), w(m1+
1), . . . , w(m2 − 1), w(m2)} and m1 < k1 < m2. By definition of m1 and m2 we have
w(mi) ∈ ∂a, i = 1, 2. So there exist neighbors v1 of w(m1) and v2 of w(m2) with
vi ∈ a, i = 1, 2. Since a is connected there exists a nonselfintersecting path ρ in a
from v1 to v2. Note that none of the points w(m1), . . . , w(m2) belongs to ρ, the path
ρ avoids Γ and ρ intersects with γ at most in the point y. Thus (ρ, w(m2), w(m2 −
1), . . . , w(m1 + 1), w(m1), v1) is a simple loop in aˆ which surrounds w and w belongs
to a hole of aˆ.
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3.6 Definition of the Map ϕ and Verification of Property 3.1
As before, let us fix an integer N0 satisfying Remark 3.3.1. Let a be a finite cluster
with |a| ≥ N0 and let L = 6|a|+ 1. Let Ξ = {ω ∈ ΩL,a : τ(ωi, a) <∞, i = 1, . . . , L }
and for ω ∈ Ξ define ωa = (ωa1 , . . . , ωaL).
For ω 6∈ Ξ we will define ϕ(ω) = ω and for ω ∈ Ξ we will define ϕ(ω) by inserting
extra loops into some of the L given paths ω1, . . . , ωL. The insertion of an extra loop in,
say, ωk, will be done at the hitting time of ∂Ak−1(ω)∪Θ(ω). If k 6∈ {Vi(ω), 1 ≤ i ≤ 7},
we will choose the loop such that it hits ∂Ak−1(ϕ(ω)) at a point u which already
belongs to the cluster Ak−1(ω) and if k = Vi(ω) for some index 1 ≤ i ≤ 7, then we
will choose the loop such that it hits ∂Ak−1(ϕ(ω)) at the point xi(Θ(ω)). Thus, letting
n(ω, j) = max{i : Vi(ω) ≤ j} we will get that for any index j ≤ V7(ω)
{x1(Θ(ω)), . . . , xn(ω,j)(Θ(ω))} ⊂ Aj(ϕ(ω))
⊂ Aj(ω) ∪ {x1(Θ(ω)), . . . , xn(ω,j)(Θ(ω))}.
Now, say, a loop has to be inserted into the path ωk, where k = Vi(ω), 1 ≤ i ≤ 7, and
let us assume that the point where ωk hits ∂Ak−1(ω) ∪ Θ(ω) belongs to γ−(Θ(ω)).
Then we need to construct a path from this hitting point to xi(Θ(ω)).We will do this
by first moving along R(γ−(Θ(ω))) up to ξl(Θ(ω)) (a slight modification is needed
in this part of the construction since we may hit ∂Ak−1(ϕ(ω)) along this path), then
following a lattice path to ξm(Θ(ω)) (this path will get easily obtained from the curve
Γ) and finally descending along βi(Θ(ω)) to xi.
So, let us first obtain from the curve Γ a simple lattice loop Γˆ = (ψ0, ψ1, . . . , ψlˆ)
as follows: Let the lattice points on Γ be enumerated as ξ0, . . . , ξl and put ξl+1 = ξ0.
Let ψ0 = ξ0 and suppose that ψ0, . . . ψk have already been constructed with ψk = ξj
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for some j ≤ l. If |ξj+1− ξj| = 1 let ψk+1 = ξj+1, otherwise let ψk+2 = ξj+1 and define
ψk+1 =


ξj + e2 if ξj+1 = ξj + e1 + e2
ξj + e1 if ξj+1 = ξj + e1 − e2
ξj − e1 if ξj+1 = ξj − e1 + e2
ξj − e2 if ξj+1 = ξj − e1 − e2
.
Note that by construction each vertex ψj on Γˆ satisfies dist(ψj , a) ≥ 40 and Propo-
sition 3.4.1 is also valid for Γˆ.
We will now formally define the map ϕ. We will do this such that the decisions
whether to insert a loop in, say, ωk, and which loop to insert will depend only on ω
a.
If ω 6∈ Ξ let ϕ(ω) = ω. Otherwise let us assume that ϕ(ω)1, . . . , ϕ(ω)k−1 have
already been constructed, this construction being such that Ak−1(ϕ(ω)) = Ak−1(ϕ(ω˜))
for all ω˜ satisfying ω˜a = ωa. Let D = Θ(ω). (Before proceeding further let us note
that Θ(ω) = Θ(ω˜) for all ω˜ satisfying ω˜a = ωa and for all such ω˜ we also have
Vi(ω) = Vi(ω˜), 1 ≤ i ≤ 7).
If k > V7(ω) define ϕ(ω)k = ωk.
If k ≤ V7(ω) we consider the following three cases:
Case i) τ(∂Ak−1(ω), ωk) = τ(∂Ak−1(ϕ(ω)), ωk) ≤ τ(D, ωk), i.e., the path ωk hits
∂Ak−1(ω) before or upon hitting D and at the same time ∂Ak−1(ϕ(ω)) gets hit. Define
ϕ(ω)k = ωk.
Case ii) τ(∂Ak−1(ω), ωk) ≤ τ(D, ωk) and τ(∂Ak−1(ω), ωk) < τ(∂Ak−1(ϕ(ω)), ωk),
i.e., the path ωk hits ∂Ak−1(ω) before or upon hitting D and up to (including) this
time ∂Ak−1(ϕ(ω)) has not yet been hit. Fix a path λ from ωk,τ(∂Ak−1(ω)) to ∂a with
λj ∈ Ak−1(ω) for j > 0, this choice being the same for all ω˜ satisfying ω˜a = ωa. Let
j0 = min{j : λj ∈ ∂Ak−1(ϕ(ω))} and define
ϕ(ω)k = (ω
i
k, λ
j0, R(λj0), ω
(α,i)
k ),
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where i = τ(∂Ak−1(ω), ωk).
Case iii) τ(D, ωk) < τ(∂Ak−1(ω), ωk), i.e., the path ωk hits D before hitting
∂Ak−1(ω). Then k = Vi(ω) for some index 1 ≤ i ≤ 7. Let j = τD(ωk). We will
now construct a path αi(ω) from ωkj to xi(D) which hits ∂Ak−1(ϕ(ω)) at xi(D), this
path, once again, being the same for all ω˜ satisfying ω˜a = ωa.
If ωkj ∈ Γ let Γˆ(i, ω) denote that part of the loop Γˆ or R(Γˆ) which starts at ωkj, ends
at ξm(D) and which satisfies that all of its vertices which belong to Γ also belong to
D. Let
αi(ω) = (Γˆ(i, ω), βi(D)).
If ωkj ∈ γ−(D) (resp. γ+(D)) let Ri(ω) denote the collection of all paths λ =
(λ0, . . . , λl), l ∈ N0, satisfying λ0 = ωkj, λl = ξl(D) (resp. λl = ξr(D)) and λm 6∈ D∗
∪ ∂Ak−1(ϕ(ω)) for m = 0, . . . , l. Thus, the paths in Ri(ω) connect ωkj to ξl(D) or
ξr(D) without hitting the cluster built by the paths ϕ(ω)1, . . . ϕ(ω)k−1 or the interior
of D. Among all the paths in Ri(ω) fix a path of minimum length, the same path
being chosen for all ω˜ satisfying ω˜a = ωa. (This is possible since Ri(ω) = Ri(ω˜) for
all such ω˜). Call this path r(i, ω). If ωViτ(D) belongs to γ
−(D) let Γˆ(i, ω) denote the
part of the loop Γˆ which starts at ξl(D) and ends at ξm(D) and if ωViτ(D) belongs to
γ+(D) let Γˆ(i, ω) denote the part of the loop R(Γˆ) which starts at ξr(D) and ends at
ξm(D). Let
αi(ω) = (r(i, ω), Γˆ(i, ω), βi(D)).
For all ω ∈ Ξ satisfying the assumptions of case (iii) define
ϕ(ω)k = (ω
τ(D)
k , αi(ω), R(αi(ω)), ω
(α,τ(D))
k ).
Any loop which gets inserted due to the occurence of case (ii) is called a catch-up
loop. Note that a catch-up loop may lead to the inclusion of a point into A.(ϕ(ω))
which belongs to the interior of Θ(ω) but which is different from any of the points
x1(Θ(ω)), . . . , x7(Θ(ω)). However, as we will show in the next proposition, any such
point is sufficiently far away from γ∗(Θ(ω)).
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Let zi(ω) = ωVi(ω),τ(∂AVi(ω)−1(ω)) be the new lattice point for the cluster AVi(ω) and
let xi(ω) = xi(Θ(ω)), i = 1, . . . , 7.
Proposition 3.6.1 The map ϕ : ΩL,a → ΩL,a is well-defined and for all ω ∈ Ξ and
indices k ≤ V7(ω) the map ϕ satisfies
1) {x1(ω), . . . , xn(ω,k)(ω)} ⊂ Ak(ϕ(ω)) ⊂ Ak(ω) ∪ {x1(ω), . . . , xn(ω,k)(ω)}.
2) If x ∈ Ak(ω) \ Ak(ϕ(ω)) then there exists a path ρ = (ρ0, . . . , ρl) with ρ0 = x,
ρj ∈ Ak(ω) \ a for j = 0, . . . , l, and ρl = zi(ω) for some index 1 ≤ i ≤ n(ω, k).
3) If z ∈ Ak(ϕ(ω))\({x1(ω), . . . , xn(ω,k)(ω)}∪a) then any path ρ from z to γ∗(Θ(ω))
with ρj 6∈ a for j < |ρ| has length at least 8.
Before proving the proposition let us state the following two corollaries
Corollary 3.6.1 For all ω ∈ Ξ we have
H(AL(ϕ(ω))) ≥ H(a) + 1.
Proof. Let ω ∈ Ξ. First note that if B ⊂ Z2 \ a is a hole of a then B is also a
hole of AL(ϕ(ω)) since any random walk will hit a before hitting B. Thus it suffices
to show that there exists a point w which belongs to the unbounded component of
Z2 \ a, but which belongs to a finite component of Z2 \AL(ϕ(ω)). Let D = Θ(ω) and
let w = γ∗(D)39. Since in Z2 \ a the point w is connected to Γ by the path γ∗(D),
it clearly belongs to the unbounded component of Z2 \ a. Next, noting that w ∈ ∂a
and w 6∈ {x1(D), . . . , x7(D)}, we get by part (3) of the previous proposition that w
does not belong to AV7(ω)(ϕ(ω)). By Proposition 3.5.1 the point w belongs to a hole of
a ∪ {x1(D), . . . , x7(D)} and by property (1), a ∪ {x1(D), . . . , x7(D)} ⊂ AV7(ω)(ϕ(ω)).
Thus w belongs to a hole of AV7(ω)(ϕ(ω)). But any hole of AV7(ω)(ϕ(ω)) is also a hole
of AL(ϕ(ω)) and our claim follows.
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Corollary 3.6.2 Let ω ∈ Ξ. Then
|AV7(ω)(ϕ(ω)) ∩Θ∗(ω)| ≥ 7 and
|AV7(ω)(ϕ(ω)) ∩B∗| ≤ 6 for any patch B 6= Θ(ω).
Proof. Let ω ∈ Ξ. Recalling that for any patch D we have {x1(D), . . . , x7(D)} ⊂ D∗,
the first inequality follows immediately from part (1) of Proposition 3.6.1. Now let
z ∈ AV7(ω)(ϕ(ω)) ∩ B∗ where B is a patch with B 6= Θ(ω). Since x7(Θ(ω)) is the
last point which got included into AV7(ω)(ϕ(ω)), the point z already belonged to
the previous cluster AV7−1(ϕ(ω)) and using the second set inclusion in part (1) of
Proposition 3.6.1 we can conclude that z belongs to AV7−1(ω). Thus z = ωkτ(∂Ak−1(ω))
for some index 1 ≤ k < V7(ω). In particular it follows that ωk hits B strictly before
hitting ∂Ak−1(ω) and hence N.,B(ω) increases by 1 at time k. Now NV7−1,B(ω) ≤ 6.
Thus at most six of the paths ω1, . . . , ωV7−1 can have the above property and this
implies the second inequality.
Proof of Proposition 3.6.1. Clearly ϕ is well-defined on ΩL,a \Ξ. So let ω ∈ Ξ.
We will show by induction on k that each of the paths ϕ(ω)k is well-defined and that
Ak(ϕ(ω)) satisfies properties (1) - (3) for k ≤ V7(ω).
First note that A0(ω) = A0(ϕ(ω)) = a and thus properties (1) - (3) hold for the
index k = 0. So let k ≥ 1 and assume that ϕ(ω)1, . . . , ϕ(ω)k−1 are well-defined and
that A(k−1)∧V7(ω)(ϕ(ω)) satisfies (1) - (3). If k > V7(ω) then ϕ(ω)k = ωk and thus the
path ϕ(ω)k is well-defined. So let k ≤ V7(ω). Let D = Θ(ω).
If τ(∂Ak−1(ω), ωk) = τ(∂Ak−1(ϕ(ω)), ωk) ≤ τ(D, ωk) then the same new point
(which belongs to a patch B with B 6= Θ(ω)) is added to Ak−1(ϕ(ω)) and to Ak−1(ω).
Thus properties (1) and (2) hold by induction hypothesis and (3) follows from Propo-
sition 3.4.4.
Let us now consider the case that a catch-up loop gets inserted into ωk. Let
x = ωk,τ(∂Ak−1(ω)) be the new node for the cluster Ak(ω) and let u = λj0 with the
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notation used in the definition of ϕ. Recall that λj0 is a path connecting x to u all the
vertices of which (with the exception of λ0) belong to Ak−1(ω)\Ak−1(ϕ(ω)).Moreover,
u is the first vertex on λ which belongs to ∂Ak−1(ϕ(ω)). Since ϕ(ω)k is obtained by
inserting the loop (λj0, R(λj0)) into ωk we can conclude that u (which belongs to
Ak−1(ω) \ Ak−1(ϕ(ω)) and thus to Ak(ω)) is the new point for the cluster Ak(ϕ(ω)).
Combining this with our induction hypothesis, property (1) follows.
As for (2), we only need to check this property for the vertex x. Now x ∈ ∂Ak−1(ω)\
∂Ak−1(ϕ(ω)). So there exists a neighbor z of x with z ∈ Ak−1(ω) \ Ak−1(ϕ(ω)). By
induction hypothesis z is connected to a vertex zi(ω), 1 ≤ i ≤ n(k, ω), by a path ρ˜,
all the vertices of which belong to Ak−1(ω)\a. Thus all the vertices of the path (x, ρ˜),
which connects x and zi(ω), belong to Ak(ω) \ a and (2) follows.
Let us now verify that property (3) holds. By induction hypothesis we only need
to check this property for the point u = λj0. If u belongs to a patch B with B 6= D
then (3) follows from Proposition 3.4.4. Otherwise u ∈ D∗. Recalling that x 6∈ D∗ let
us define j1 = min{j ≤ j0 : λj ∈ D \ D∗}. Without loss of generality let us assume
that λj1 ∈ γ−(D). Define j2 = max{j ≤ j0 : λj ∈ γ−(D)} and let
j3 =

 j0 if (λ
j0)(α,j2) does not hit γ∗(D)
min{j2 ≤ j ≤ j0 : λj ∈ γ∗(D)} otherwise.
Then all vertices on (λj3)(α,j2+1) are vertices of Ak−1(ω) which belong to D∗. Thus,
if v is such a vertex and if the path ωj leads to the inclusion of v into the cluster
Aj(ω), then ωj hits D strictly before hitting ∂Aj−1(ω). Hence j = Vi(ω) for some
index 1 ≤ i < 7. In particular, we can conclude that
|(λj3)(α,j2)| ≤ 6. (3.4)
Thus by Proposition 3.4.4 the path (λj0)(α,j2) does not hit γ∗(D) and λj3 = λj0. So,
if ρ is a path from u = λj0 to γ
∗(D) all the vertices of which (possibly with the
exception of the last vertex) belong to Z2 \ a, then Proposition 3.4.4 implies that
|(λj0)(α,j2), ρ)| ≥ 14 and combining this with (3.4) we get |ρ| ≥ 8.
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Finally, let us consider the case τ(D, ωk) < τ(∂Ak−1(ω), ωk). Thus k = Vi(ω)
for some index 1 ≤ i ≤ 7. We want to show that xi(D) is the new point for the
cluster Ak(ϕ(ω)). In order to do this we first claim that xi(D) is the first vertex on
βi(D) which belongs to ∂Ak−1(ϕ(ω)). By construction xi(D) is the first vertex on
βi(D) which belongs to ∂(a ∪ {x1(D), . . . , xi−1(D)}) and thus by property (1) of our
induction hypothesis the point xi(D) also belongs to Ak−1(ϕ(ω))∪∂Ak−1(ϕ(ω)). Now
let v be a neighbor of a vertex z of βi(D), z 6= xi(D). Then by the above v 6∈ a. By
construction of βi(D) there exists a path ρ˜ in Z2 \ a with |ρ˜| ≤ 2 connecting z to
γ∗(D).Thus v is connected to γ∗(D) by a path in Z2 \a of length at most 3. Hence by
property (3) of our induction hypothesis v 6∈ Ak−1(ϕ(ω)) \ ({x1(D), . . . , xi−1(D)}∪ a)
and our claim follows.
Next observe that each of the points x1(D), . . . , x7(D) satisfies d(xi(D), a) ≤ 7
and each of the points of AV7(ω)(ω) has at least distance 40 − 13 = 27 from Γ. Thus
by property (1) of our induction hypothesis we can conclude that no neighbor of a
lattice point on Γˆ belongs to Ak−1(ϕ(ω)). Hence, if ωk,τ(D) ∈ Γ then xi(D) is the
first vertex on α(i, ω) which belongs to ∂Ak−1(ϕ(ω)). If ωk,τ(D) 6∈ Γ, assume without
loss of generality that ωk,τ(D) ∈ γ−(D). Let l = max{j ≤ τ(D, ωk) : ωkj ∈ Γ}. Then
none of the vertices on (ω
τ(D)
k )
(α,l) belongs to D∗∪∂Ak−1(ω) and thus by property (1)
of our induction hypothesis none of these belongs to D∗ ∪ ∂Ak−1(ϕ(ω)). So, letting
Λ denote that part of the loop Γˆ which starts at ωkl and ends at ξ
l(D) it follows
that (R((ω
τ(D)
k )
(α,l)),Λ) belongs to Ri(ω). In particular, Ri(ω) is nonempty and thus
r(i, ω) is well-defined. Moreover, using the definition of Ri(ω) and arguing as before
it follows that xi(D) is the first vertex on α(i, ω) which belongs to ∂Ak−1(ϕ(ω)). Thus
xi(D) is in fact the new point for the cluster Ak(ϕ(ω)) and combining this with our
induction hypothesis, properties (1) - (3) follow.
Finally note that by property (1) the definition of ϕ(ω)k is complete, i.e., cases
(i) - (iii) exhaust all of the possible cases.
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3.7 Verification of Property 3.2 for the Map ϕ
Let us now work on proving property 3.2 for the map ϕ, (the initial set a and the
integer L being chosen as in the previous section).
Proposition 3.7.1 There exists a constant K independent of a such that for all
ω ∈ Ξ and for all indices k with k = Vi(ω) for some index 1 ≤ i ≤ 7 the loop inserted
into ωk has length at most K.
Proof. Let ω ∈ Ξ and let k = Vi(ω). Let D = Θ(ω). By Proposition 3.4.1 and
our construction of βi(D) we only need to consider the case ωk,τ(D) ∈ γ−(D) \ ξl(D)
(resp. ωk,τ(D) ∈ γ+(D) \ ξr(D)) and it suffices to show that there exists a constant K1
independent of a and ω such that
|r(i, ω)| ≤ K1.
Without loss of generality assume that x = ωk,τ(D) belongs to γ− = γ−(D). It seems to
be quite obvious that we can construct a path from x to ξl(D) by following γ−(D) or
“walking around” ∂Ak−1(ϕ(ω)) and that the length of such a path is bounded above
by a constant which is independent of a and ω. Nevertheless, in order to obtain a
formal proof, we will follow a slightly different approach.
We need to find a constant K1 (independent of a and ω) and a path ρ connecting x
and ξl(D) such that ρ does not hit ∂Ak−1(ϕ(ω)) and such that |ρ| ≤ K1. Now observe
that ωk does not hit ∂Ak−1(ϕ(ω)) up to the hitting time of D and since ωk starts on
∆(a, L), it hits Γ before hitting D. Let z denote the last point on ωxk which belongs to
Γ and let π denote the non-selfintersecting path obtained from (ωxk)
(α,z) by removing
all loops. Let Γˆ(z, ξl) denote the lattice path obtained from Γˆ by starting at z and
then following the loop Γˆ until it hits the point ξl. Let M1 denote the closure of the
open region bounded by R(π), Γˆ(z, ξl) and (γ
−)x and let yl denote the endpoint of
γ−(D).
95
We now claim that all points of M1 which belong to Ak−1(ϕ(ω)) ∪ ∂Ak−1(ϕ(ω))
are within lattice distance 13 to yl. Once we have shown this claim we construct ρ as
follows:
If |x − yl| > 13 let ρ = R(γ−)(α,x). (Note that in this case the length of ρ is
obviously bounded by the length of γ and thus by 40).
If |x−yl| ≤ 13 let us start at x and let us follow R(π) until we reach the first point
u which is at distance 14 to yl. Let us connect u to R(γ−)14 by a non-selfintersecting
path all the points of which are either at distance 14 or 15 to yl, or they are within
distance 13 to yl and belong to π (see the formal definition below). Let us finally
follow R(γ−) until we reach ξl(D).
More precisely, let ρ˜ denote the lattice loop surrounding {u ∈ R2 : |u− yl| ≤ 14}.
(ρ˜ can be constructed from the boundary of the above set in exactly the same way
the lattice loop Γˆ got constructed from the curve Γ). Let M2 denote the closure of
the bounded component of R2 \ ρ˜ and let M = M1 ∩M2. Let ρˆ denote the lattice
loop surrounding M, oriented such that M lies to the right of ρˆ. Thus the points x
and w = R(γ−)14 both lie on ρˆ. Define
ρ = ((ρˆ(α,x))w, R(γ−)(α,w)).
Then ρ is a path from x to ξl(D) such that each vertex v on ρ satisfies v ∈ π (and
thus v ∈ ωτ(D)k ) or v ∈ M1 and |v − yl| ≥ 14. Therefore ρ does not hit ∂Ak−1(ϕ(ω)).
Moreover, since (ρˆ(α,x))w is a non-selfintersecting path, each vertex of which belongs
to M2, we can conclude that |(ρˆ(α,x))w| ≤ |M2 ∩ Z2|. Thus, |ρ| ≤ |(ρˆ(α,x))w|+ |γ−| ≤
|M2 ∩ Z2|+ 40. Hence, in both cases above, the constant K1 = |M2 ∩ Z2|+ 40 is an
upper bound for the length of ρ.
To finish the proof of the proposition, it remains to show that all points of M1,
which belong to Ak−1(ϕ(ω)) ∪ ∂Ak−1(ϕ(ω)), are within lattice distance 13 to yl. So
let u ∈ M1 ∩ Ak−1(ϕ(ω)). By part (1) of Proposition 3.6.1 we have u ∈ Ak−1(ω).
Hence there exists a path λ from u to a with λi ∈ Ak−1(ω) \ a for i < |λ|. Yet,
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none of the points of M1 belongs to a. (Here we use that a is connected and none
of the vertices of (R(π)z, Γˆ(z, ξl), (γ
−)x) belongs to a). Thus λ exits M1 and so it
hits the lattice loop (R(π)z, Γˆ(z, ξl), (γ
−)x). Moreover, since none of the points of
((R(π)z, Γˆ(z, ξl)) belongs to Ak−1(ω), we can conclude that λ hits (γ−)x. Let v be
such a point of intersection. Using that (γ−)(α,v) is a shortest path from v to a, we
get |λ| ≥ |(λv, (γ−)(α,v))| ≥ |u− yl| and thus by Proposition 3.4.3
|u− yl| ≤ 12.
Now let u ∈ M1 ∩ ∂Ak−1(ϕ(ω)) and let v be a neighbor of u which belongs to
Ak−1(ϕ(ω)). If v ∈M1 we can conclude by the above that
|u− yl| ≤ 1 + |v − yl| ≤ 13.
So assume that v 6∈ M1. Then u ∈ ((R(π)z, (Γˆξl)(α,z), (γ−)x) and since none of the
lattice points of ((R(π)z, (Γˆξl)(α,z)) belongs to Ak−1(ω) ∪ ∂Ak−1(ϕ(ω)) we have that
u ∈ (γ−)x. Thus yl is a point in a which has minimal lattice distance to u and so
|u− yl| = d(u, a) ≤ 1 + d(v, a).
Since v ∈ Ak−1(ϕ(ω)) we have v ∈ Ak−1(ω) ∪ {u1(D), . . . , u7(D)} by part (1) of
Proposition 3.6.1. Now, if v ∈ Ak−1(ω) then d(v, a) ≤ 12 by Proposition 3.4.3 and
if v ∈ {u1(D), . . . , u7(D)} then d(v, a) ≤ d(v, y∗(D)) ≤ 7 by Remark 3.5.1. Thus in
either case the lattice distance between v and a is at most 12 and combining this with
the above inequality our claim follows.
Proposition 3.7.2 i) Any catch-up loop has length at most 12.
ii) For any ω ∈ Ξ at most 72 catch-up loops get inserted.
Proof. i) Let k be an index such that a catch-up loop (λ˜, R(λ˜)) with λ˜0 = ωk,τ(∂Ak−1(ω))
gets inserted into ωk. Then λ˜j ∈ Ak−1(ω) \ Ak−1(ϕ(ω)) for j > 0. Now |Ak−1(ω)| =
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|Ak−1(ϕ(ω))| and Ak−1(ϕ(ω)) ⊂ Ak−1(ω) ∪ {u1, . . . , u6}. Thus |λ˜| ≤ |Ak−1(ω) \
Ak−1(ϕ(ω))| ≤ 6.
ii) Let K(ω) = {1 ≤ k < V7(ω) : a catch-up loop gets inserted into ωk}. For each
k ∈ K(ω) let uk(ω) denote the new point for the cluster Ak(ϕ(ω)) and let zi(ω),
1 ≤ i ≤ 6, denote the new point for the cluster AVi(ω)(ω). Let Ei(ω) denote the
component of AV7(ω)−1(ω) \ a which contains zi(ω). Note that by Proposition 3.4.3
|Ei(ω)| ≤ 12 for i = 1, . . . , 6. Now by part (2) of Proposition 3.6.1 for each k ∈ K(ω)
there exists an index 1 ≤ i ≤ 6 with uk(ω) ∈ Ei(ω). Hence we get
|K(ω)| ≤ |
6⋃
i=1
Ei(ω)| ≤
6∑
i=1
|Ei(ω)| ≤ 6× 12 = 72.
The next proposition will show that the map ϕ is one-to-one. Let Sˆ = {ρ :
ρ is a finite path in Z2 with ρ0 ∈ ∆(a, L) and τ(a, ρ) = |ρ|}.
Proposition 3.7.3 If (ρ1, . . . , ρL) , (ρ˜1, . . . , ρ˜L) ∈ SˆL with (ρ1, . . . , ρL) 6= (ρ˜1, . . . , ρ˜L)
then
ϕ(ωai = ρi , i = 1, . . . , L) ∩ ϕ(ωai = ρ˜i , i = 1, . . . , L) = ∅.
Proof. Suppose that ω∗ lies in the intersection of the above two sets. Then ω∗ = ϕ(ω)
for some ω ∈ Ω with ωai = ρi , i = 1, . . . , L and ω∗ = ϕ(ω˜) for some ω˜ ∈ Ω with
ω˜ai = ρ˜i , i = 1, . . . , L. Let D = Θ(ω), D˜ = Θ(ω˜), n7 = V7(ω), n˜7 = V7(ω˜).
Let us first consider the case D 6= D˜. Without loss of generality assume that
n7 ≤ n˜7. Since ω∗ = ϕ(ω) and V7(ω) = n7, Corollary 3.6.2 applied to ω implies that
at least 7 points of An7(ω
∗) belong to the interior of D. On the other hand we also
have ω∗ = ϕ(ω˜) and V7(ω˜) = n˜7. Thus, since Θ(ω˜) = D˜ 6= D, the same corollary
applied to ω˜ implies that at most 6 points of An˜7(ω
∗) belong to the interior of D.
Noting that An7(ω
∗) ⊂ An˜7(ω∗) since n7 ≤ n˜7, we arrive at a contradiction.
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Let us now consider the case D = D˜. Let i0 = min{i : ρi 6= ρ˜i} and j0 =
min{j : ρi0,j 6= ρ˜i0,j}. Since for any 1 ≤ i ≤ L, τ(∂Ai−1(ω), ωi) ≤ τ(∂a, ωi) we have
Ai(ω) = C(ρ1, . . . , ρi) and similarly Ai(ω˜) = C(ρ˜1, . . . , ρ˜i). Now by definition of i0,
(ρ1, . . . , ρi0−1) = (ρ˜1, . . . , ρ˜i0−1) and hence
Ai0−1(ω) = Ai0−1(ω˜). (3.5)
Moreover, by choice of ω and ω˜ we have ϕ(ω) = ω∗ = ϕ(ω˜) and so, in particular,
Ai0−1(ϕ(ω)) = Ai0−1(ϕ(ω˜)). (3.6)
Thus, using that Θ(ω) = Θ(ω˜), we apply exactly the same procedure to obtain ϕ(ω)i0
from ωi0 as the one we use to obtain ϕ(ω˜)i0 from ω˜i0. Loosely speaking, this rule is a
step-by-step rule and hence we pick up the first step where ρi0 and ρ˜i0 differ. More
formally, let us observe that for j ≤ j0 − 1 a loop gets inserted into ωi0 at time j (in
order to form ϕ(ω)i0 ) if and only if this loop gets inserted into ρ˜i0 at time j0 and vice
versa. This follows by definition of ϕ from (3.5), (3.6) and the fact that ωji = ω˜
j
i for
any j ≤ j0 − 1. Thus, if no loop gets inserted into ωi0 up to (including) time j0 − 1
then no loop gets inserted into ω˜i0 up to (including) time j0 − 1 and hence
ϕ(ω)i0j0 = ωi0j0
and
ϕ(ω˜)i0j0 = ω˜i0j0.
Yet, the two left hand sides agree since ϕ(ω) = ω∗ = ϕ(ω˜), while the two right hand
sides are different by choice of i0 and j0. Thus we arrive at a contradiction. On the
other hand, if a loop gets inserted into ωi0 at time j ≤ j0 − 1, then
ϕ(ω)i0 = (ω
j
i0
, λ, R(λ), ω
(α,j)
i0
)
and
ϕ(ω˜)i0 = (ω˜
j
i0
, λ, R(λ), ω˜
(α,j)
i0
)
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for some path λ with λ0 = ωi0j = ω˜i0j. Yet, ω
j
i0
= ω˜ji0 and ω
(α,j)
i0
6= ω˜(α,j)i0 by choice of
i0 and j0. Thus, once again, the two left hand sides agree while the two right hand
sides are different and we arrive at a contradiction.
We are now ready to prove property 3.2 of the map ϕ. As before let N0 be an
integer satisfying the conclusion of Remark 3.3.1.
Lemma 3.7.1 There exists a constant c > 0 such that for any finite cluster a with
|a| ≥ N0
P (ϕ(Ωa,L)) ≥ c,
where L = 6|a|+ 1.
Proof. Let Sˆ be as previously defined. For paths ρ1, . . . , ρL in Sˆ define the event
G(ρ1,...,ρL) = {ωa1 = ρ1, . . . , ωaL = ρL}. Note that by definition of ϕ for any paths
ρ1, . . . ρL ∈ Sˆ there exist paths ρ˜1, . . . , ρ˜L ∈ Sˆ with ϕ(G(ρ1,...,ρL)) = G(ρ˜1,...,ρ˜L). More-
over, ρ˜k is different from ρk if and only if k = Vi(ρ1, . . . , ρL) for some index 1 ≤ i ≤ 7
or if the path ρk hits the boundary of the cluster built by the paths ρ1, . . . , ρk−1 strictly
before it hits the boundary of the cluster built by the paths ρ˜1, . . . , ρ˜k−1 and if the
patch Θ(ρ1, . . . , ρL) has not been hit prior to this time. In this last case a catch-up
loop is inserted into ρk. Thus by the second part of Proposition 3.7.2, ρ˜k 6= ρk for at
most 72 + 7 = 79 of these paths. Now by Proposition 3.7.1 for k = Vi(ρ1, . . . , ρL) the
length of the loop inserted into ρk is bounded above by a constant K which is inde-
pendent of a, L and ρ1, . . . , ρL and by the first part of Proposition 3.7.2 the length of
a catch-up loop is bounded above by 12. Thus
∑L
k=1 |ρ˜k| ≤
∑L
k=1 |ρk|+ 79K1, where
K1 = K ∨ 12. Letting c = 4−79K1 we get
P (ϕ(G(ρ1,...,ρL))) = P (G(ρ˜1,...,ρ˜L))
=
(
L∏
k=1
µ∆(a,L)(ρ˜k0)
)
4−
∑L
k=1 |ρ˜k|
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≥ c
(
L∏
k=1
µ∆(a,L)(ρk0)
)
4−
∑L
k=1 |ρk|
= c P (G(ρ1,...,ρL)).
Combining this last inequality with Proposition 3.7.3 we finally get
P (ϕ(Ωa,L)) = P (ϕ(Ξ))
= P

ϕ( ⋃
(ρ1,...,ρL)∈SˆL
G(ρ1,...ρL))


=
∑
(ρ1,...,ρL)∈SˆL
P
(
ϕ(G(ρ1,...ρL))
)
≥ c
∑
(ρ1,...,ρL)∈SˆL
P
(G(ρ1,...ρL))
= c P (Ξ)
= c.
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GLOSSARY FOR CHAPTER 2
K: number of additions in a period, K ∈ N, K ≥ 2.
κ: number of steps in a period, κ = 2K + 1.
h: the function h(n) = log n/log log n.
f : the function describing the transition from counting in the form 0, (1, 1),(1, 2),. . .,
(1, κ), (2, 1), (2, 2), . . .,(2, κ),. . . to counting in the form 0, 1, 2, . . ..
An: the (random) set of sites after n periods are completed .
An,j: the (random) set of sites after step j in period n is completed .
Xn,j: the site added to (resp. deleted from) the set An,j−1 in step j of period n.
In the following a is a finite subset of Z.
G(a): ♯ of gaps of a.
G(2)(a): ♯ of gaps of a of size at least 2 .
L(a): ♯ of gap sites of a].
C(a): set of gap sites of a which are within distance 4 to some other gap site of a.
C(2)(a): set of gap sites of a which are within distance 4 to at least 2 other gap sites
of a
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∂a: boundary of a, i.e., {y ∈ Z \ a : ∃x ∈ a with |y − x| = 1}.
∂¯a: outer boundary of a, i.e., {min a− 1,max a + 1}.
Gn, G
(2)
n , Ln etc. stand for G(An), G
(2)(An) L(An) etc.
(a, λ) - new and old gaps of a:
The gaps of a are enumerated ‘from left to right’ as g1, . . . , gG(a). λ is a subset of the
index set {1, . . . , G(a)}. The gap gi of a is called new if i ∈ λ, otherwise old.
G(a, λ), G(2)(a, λ) etc. defined as G(a), G(2)(a) etc. above with ‘gap’ replaced by
‘new gap’ at each occurrence, thus, for instance, C(2)(a, λ) = ♯ of new gap sites of a
which are within distance 4 to at least 2 other new gap sites of a.
∂o(a, λ): subset of ∂a consisting of all boundary points belonging to old gaps.
∂n(a, λ): subset of ∂a consisting of all boundary points belonging to new gaps .
V o(a, λ): subset of a consisting of all points which are adjacent to an old gap but not
an endpoint of a.
V n(a, λ): subset of a consisting of all points which are within distance 4 to a new gap
site but which are neither adjacent to an old gap nor an endpoint of a.
In: a (random) subset of {1, . . . , G(An)} describing the index set of new gaps of An.
GIn, G
(2),I
n , LIn etc. stand for G(An, In), G
(2)(An, In), L(An, In) etc.
Γm: ♯ of new gap sites which are within distance 4 to some other new gap site after
a total of m steps is completed, Γm = |CI |(Af−1(m), If−1(m)).
M : a positive integer .
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G: {a ⊂ Z : |a| <∞, G(a) ≤ 10K and L(a) ≤ (K − 1)|a|} .
SM : {a ⊂ Z : |a| <∞, L(a) ≤ h(|a|)/M, |C(a)| ≤ 3 and |C(2)(a)| ≤ 1} .
τ 1: inf{n : LIn ≥ (K−1(K − 1) + 1)h(|A0|)}, i.e., τ 1 denotes the first period such that
at the end of this period the number of new gap sites exceeds K−1(K−1)h(|A0|)
by at least h(|A0|) .
TM,2: inf{n : Ln ≥ (K−1(K − 1) + 3M−1)h(|A0|)}, i.e., TM,2 denotes the first period
such that at the end of this period the number of gap sites exceeds K−1(K −
1)h(|A0|) by at least 3M−1h(|A0|).
τM,2: inf{n : LIn ≥ (K−1(K − 1) + 3M−1)h(|A0|)}, i.e., τM,2 denotes the first period
such that at the end of this period the number of new gap sites exceeds K−1(K−
1)h(|A0|) by at least 3M−1h(|A0|).
τM : inf{n ≥ |A0|11/10 : LIn ≤M−1h(|A0|), i.e., τM denotes the first period after period
|A0|11/10 such that at the end of this period the number of new gap sites is ‘small’
compared to h(|A0|) .
TM,2: inf{n ≥ |A0| : L(An) ≤ M−1h(|A0|)}, i.e., TM,2 denotes the first period after
period |A0| such that at the end of this period the number of gap sites is ‘small’
compared to h(|A0|).
τM,2: inf{n ≥ |A0| : LI(An, In) ≤ h(|A0|)/M}, i.e., τM,2 denotes the first period after
period |A0| such that at the end of this period the number of new gap sites is
‘small’ compared to h(|A0|).
S: inf{(n, i) : i > K, |Cn,i−1| ≥ 2 and Xn,i ∈ Cn,i}, i.e., S denotes the first deletion
step in which the following conditions hold:
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(i) Xn,i is a gap site for An,i,
(ii) Xn,i is within distance 4 to some other gap site for An,i,
(iii) An,i−1 had at least 2 gap sites which are within distance 4 to each other.
S¯: the period containing S.
σ: inf{(n, i) : i > K, |CIn,i−1| ≥ 2 and Xn,i ∈ CIn,i}, i.e., σ is defined as S with ‘gap
sites’ replaced by ‘new gap sites’ at each occurrence.
σ¯: the period containing σ .
σ0: inf{n : n ≥ |A0|11/10 and GI,2n = 0}, i.e., σ0 denotes the first period after time
|A0|11/10 such that at the end of this period all new gaps have size 1.
θ0: inf{n : LIn = Ln}, i.e., θ0 denotes the first period such that at the end of this
period there are no more old gaps left.
ζ˜: σ ∧ (τ 1, κ).
ζ: f(ζ˜).
U : a process of independent random variables which are uniformly distributed on
(0, 1), in short, an i.u. process∗.
U (1), . . . , U (3): i.u. processes∗ satisfying that U, U (1), U (2) and U (3) are independent .
U (4): an i.u. process∗ which is independent of U , (U (4) is only used in the proof of
Proposition 2.10.2).
N : (p. 33,34) ♯ of excursions of LI which start strictly before period σ¯ .
For i ≤ N (ω) the following is defined (p. 33,34).
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fi(ω): start of the i-th excursion of L
I(ω).
ρi(ω): length of the i-th excursion of L
I(ω).
ei(ω): the i-th excursion of LI(ω), ei(ω) = (LIfi−1+j)j=0,...,ρi(ω) .
UL: (p. 34,35) an i.u. process∗ constructed pathwise by pasting together parts of
U(ω) and of U (1)(ω).
LˆI : (p. 34) a random walk constructed from UL.
fˆi: end of the i-th successive K-decrease for the process Lˆ
I , i.e., fˆ0 = 0, fˆn(ω) =
inf{j > fˆn−1(ω) : Lˆj(ω)− Lˆfˆn−1(ω)(ω) ≤ −K}.
ρˆi: length of the i-th successive K-decrease for the process Lˆ
I , i.e., ρˆi = fˆi − fˆi−1.
Vi: V0(ω) = inf{m : Γm(ω) > 0}, i.e., V0 denotes the first step at which there exist
two new gap sites which are within distance 4 to each other,
i ≥ 1: Vi(ω) = inf{m > Vi−1(ω) : Γm(ω) > Γm−1(ω)},i.e., Vi denotes the i-th
point of increase for Γ( after time V0.
M: ♯ of points of increase of Γ in the time interval (V0, α), i.e., M(ω) = sup{i :
Vi(ω) < α(ω)}, (sup ∅ = 0) .
W
(1)
i : the first time of decrease of Γ after time Vi, i.e., W
(1)
i (ω) = inf{m > Vi(ω) :
Γm(ω) < Γm−1(ω)} .
W
(2)
i : the first time after Vi at which Γ equals 0, i.e., W
(2)
i (ω) = inf{m > Vi(ω) :
Γm(ω) = 0}.
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UX : (p. 44,45) an i.u. process∗ constructed pathwise by pasting together parts of
U(ω) and of U (2)(ω).
V Xi : the i−th “d-success” of UX , i.e., V X0 = 0 and for i ≥ 1, V Xi (ω) = inf{n >
V Xi−1(ω) : U
X
n (ω) ≤ lnN/N}.
UY : (p. 46-48) an i.u. process∗ constructed pathwise by pasting together parts of
U(ω) and of U (3)(ω).
V Yi : the i−th a-success of UY , i.e., V Y0 = 0 and for i ≥ 1, V Yi (ω) = inf{n > V Yi−1(ω) :
UYn (ω) > 1− 1/lnN} .
αi: α0 = 0 and for i ≥ 1, αi(ω) = inf{n ≥ αi−1(ω) + C : Ln(ω) ≤ C}, where C is a
fixed integer with C ≥ 10K + 1.
βi: αi − αi−1 − C.
U∗: (p. 63) an i.u. process∗ constructed pathwise by pasting together parts of U(ω)
and of U (4)(ω).
L∗: (p. 63) a random walk constructed from U∗.
f ∗n: end of the n-th CK-drop for L
∗, i.e., f ∗0 (ω) = 0 and for n ≥ 1, f ∗n(ω) = inf{j >
f ∗n−1(ω) : (L
∗
j − L∗f∗n−1)(ω) ≤ −CK}.
β∗n: length of the n-th CK-drop for L
∗, i.e., β∗n = f
∗
n − f ∗n−1.
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GLOSSARY FOR CHAPTER 3
∂a: the boundary of a, (a ⊂ Z2), i.e., x ∈ ∂a if x is a neighbor of a point in a, but
x 6∈ a.
L: an integer usually chosen depending on the given initial set a; in sections 3.6 and
3.7 and in most of section 3.4, L is chosen as L = 6|a|+ 1.
H(a): the number of holes of the set a.
µb: harmonic measure on b, b ⊂ Z2.
|x|: the lattice norm of x, |x| = |x1| + |x2|; for x, y ∈ Z2, |x− y| is called the lattice
distance between x and y.
d(x, b): min{|x− y| : y ∈ b}, the lattice distance between x ∈ Z2 and b ⊂ Z2, (b 6= ∅).
S(a): sup{|x| : x ∈ a}.
∆(a, L): {x ∈ Z2 : |x| = S(a) + L}.
|ρ|: (p. 70) the length of the path ρ .
τ(b, ρ): the hitting time of the set b for the path ρ, i.e., τ(b, ρ) = inf{0 ≤ i < |ρ|+1 :
ρ(i) ∈ b}, (inf ∅ =∞).
τ(x, ρ): τ({x}, ρ), x ∈ Z2 .
ρτ(b): ρτ(b,ρ), b ⊂ Z2, (assuming that τ(b, ρ) < ∞); similarly ρτ(x) = ρτ(x,ρ), x ∈ Z2,
(assuming that τ(x, ρ) <∞).
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S: {ρ : ρ is an infinte path in Z2 with ρ0 ∈ ∆(a, L)} (a being the given initial set).
Sˆ: {ρ : ρ is a finite path in Z2 with ρ0 ∈ ∆(a, L) and τ(a, ρ) = |ρ|} .
Ωa,L:
∏L
i=1 S .
Φi: the projection onto the i-th coordinate path, i.e., Φi(ω) = ωi, ω ∈ Ωa,L .
Φij: Φij(ω) = ωij.
Φki : Φ
k
i (ω) = (ωij)0≤j≤k.
Fa,L: the σ-field in Ω generated by the maps Φij , 1 ≤ i ≤ L, j ∈ N0 .
P a,L: the probability measure on (Ωa,L,Fa,L) defined by P (Φlii = ρi, i = 1, . . . , L) =∏L
i=1
(
µ∆(ρi0)4
−li) for any finite paths ρ1, . . . , ρL with ρi0 ∈ ∆(a, L) and |ρi| = li,
i = 1, . . . , L .
C(ρ1, . . . , ρn): (p. 71) rougly speaking, C(ρ1, . . . , ρn) is the cluster obtained from the
initial set a after n particles which start at the points ρi0 ∈ ∆(a, L),i = 1, . . . , n,
( ρi0 6∈ a ∪ ∂a) and follow the paths ρi, i = 1, . . . , n, are attached .
Aa,L: the Markov process on (Ωa,L,Fa,L, P a,L) defined by Aa,Ln (ω) = C(ω1, . . . , ωn);
Aa,Ln describes the random cluster obtained from the initial set a after n new
particles have been added .
ϕ: (Section 3.6) the map ϕ : Ωa,L → Ωa,L is constructed by inserting additional loops
into some of the given paths ω1, . . . , ωL; the changed paths ϕ(ω)1, . . . , ϕ(ω)L
build a new cluster AL(ϕ(ω)) which has at least one more hole than the cluster
a we start with.
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u←→v: the line segment with endpoints u, v; a point z ∈ u←→v with z 6∈ {u, v} is
called an inner point of u ←→ v; an edge of a is a line segment u←→v with
u, v ∈ a and |u− v| = 1.
G(a): the union over all edges of a.
Γ: (p. 74-76) an oriented curve surrounding a; the set a lies to the right of Γ and
each lattice point on Γ has lattice distance 40 from a .
γ(ξ): a lattice path of length 40 from ξ, (ξ a lattice point on Γ), to a; these paths are
chosen such that whenever two paths touch they stay together .
y(ξ): the endpoint of γ(ξ).
ξ0: ξ0 ∈ Γ is chosen such that ξ0−40e2 is a point of a with maximal second component,
thus γ(ξ0) = (ξ0, ξ0 − e2, . . . , ξ0 − 40e2) .
Γ(ξ, ξ˜): the part of Γ which connects ξ to ξ˜ .
I: (p. 78) an integer which is chosen in the construction of the sequence u below .
u: (p. 78) (ui)0≤i≤I is a sequence of lattice points on Γ satisfying uI = u0 = ξ0, these
points being chosen such that γ(u0), γ(u1) . . . γ(uI−1) are nonintersecting and,
loosely speaking, neither too close nor too far from each other .
uI: (p. 78) a lattice point on Γ(uI−1, u0) which is chosen when constructing the
sequence u above .
v: (p. 78) (vi)1≤i≤I is a sequence of lattice points on Γ with vi ∈ Γ(ui−1, ui), which is
chosen such that any path from y(vi) to γ(ui−1) or γ(ui) which intersects a at
most in its two endpoints has length at least 40 .
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Di: (p. 78) the i-th patch of a, defined as the closure of the open region bounded
by γ(ui−1), Γ(ui−1, ui), γ(ui) and those edges of a whose interior points can be
connected by a curve in R2 to Γ(ui−1, ui) without hitting any other point of
Γ(ui−1, ui), γ(ui−1), γ(ui) or any other edge of a .
For the following eight entries D is a patch of a and i is chosen such that D = Di.
ξl(D): ui−1.
ξm(D): vi .
ξr(D): ui.
γ−(D): γ(ξl(D)) .
γ∗(D): γ(ξm(D)) .
γ+(D): γ(ξr(D)) .
y∗(D): the endpoint of γ∗(D).
D∗: the set of all lattice points which belong to the interior of D .
Pol(yi): (p. 74) the closed polygon with corners yi ± 40e1 and yi ± 40e2 .
Con(yi): the contour of Pol(yi).
Pol(y1, . . . , yi): (p.74-76) a closed polygon which contains Pol(yj) for 1 ≤ j ≤ i and
which satisfies that any lattice point on its contour belongs to Con(yj) for some
index 1 ≤ j ≤ i.
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ρi: the truncated path (ρj)0≤j≤i.
ρ(α,i): the path obtained from ρ by removing ρi−1, i.e., ρ(α,i)j = ρi+j , 0 ≤ j ≤ |ρ| − i.
ρb: ρτ(b,ρ), i.e., ρ is stopped when hitting the set b (assuming that τ(b, ρ) < ∞); for
z ∈ Z2 let ρz = ρ{z}.
ρ(α,b): ρ(α,τ(b,ρ)); for z ∈ Z2 let ρ(α,z) = ρ(α,{z}).
(z, ρ): the path obtained from ρ by including z as new starting point, i.e., (z, ρ)0 = z
and (z, ρ)i = ρi−1 for i < |ρ|+ 2 (assuming that z is a neighbor of ρ0) .
(ρ, z): the path obtained from ρ by appending the point z, i.e., (ρ, z) = (ρ0, . . . , ρ|ρ|, z)
(assuming that ρ is finite and z is a neighbor of ρ|ρ|).
(ρ, π): (p. 76,77) the path obtained by appending the path π to ρ (assuming that ρ
is finite and ρ|ρ| and π0 are equal or neighbors of each other) .
R(ρ): the path obtained by reversing ρ, i.e., R(ρ)i = ρ|ρ|−i, 1 ≤ i ≤ |ρ|.
Nj,D(ρ1, . . . , ρL): the number of paths among ρ1, . . . , ρj, (j ≤ L), which hit the
patch D (strictly) before hitting the growing cluster, i.e., Nj,D(ρ1, . . . , ρL) =∑j
k=1 1{τ(D,ρk)<τ(∂C(ρ1,...,ρk−1),ρk)}.
Θ(ρ1, . . . , ρL): (p. 80,81) the “lucky” patch, i.e., the first patch to be hit by 7 paths
before these hit the boundary of the growing cluster .
Vi(ρ1, . . . , ρL): (p. 80,81) the index of the i-th path , (1 ≤ i ≤ 7), which hits
Θ(ρ1, . . . , ρL) before hitting the boundary of the growing cluster.
xi(D): (p. 83-85) For each patch D of a, the lattice points xi(D), (1 ≤ i ≤ 7), are
chosen such that the point y∗(D) (which by definition belongs to the unbounded
component of Z2 \ a) belongs to a hole of a ∪ {x1(D), . . . , x7(D)} .
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βi(D): a path from ξm(D) to xi(D); the paths β1(D), . . . , β7(D) satisfy that C(β1, . . . , βj) =
a ∪ {x1(D), . . . , x7(D)} for j = 1, . . . , 7 .
Ξ: the set {ω ∈ Ωa,L : τ(a, ωi) <∞, i = 1, . . . , L }.
n(ω, j): For ω ∈ Ξ, n(ω, j) denotes the number of paths among ω1, . . . , ωj∧V7(ω) which
hit the “lucky” patch Θ(ω) before hitting the boundary of the growing cluster,
i.e., n(ω, j) = max{i : Vi(ω) ≤ j}.
Ri(ω): (p. 89) (defined for ω ∈ Ξ with ωViτ(Θ(ω)) ∈ γ−(Θ(ω))∪γ+(Θ(ω))). If ωViτ(Θ(ω))
belongs to γ−(Θ(ω)) (resp. γ+(Θ(ω))) then Ri(ω) is defined as the collection
of all paths from ωViτ(Θ(ω)) to ξ
l(Θ(ω)) (resp. ξr(Θ(ω))) which avoid the cluster
built by the paths ϕ(ω)1, . . . , ϕ(ω)Vi(ω)−1 and the interior of Θ(ω) .
r(i, ω): For all ω ∈ Ξ satisfying that ωViτ(Θ(ω)) belongs to γ−(Θ(ω)) or to γ+(Θ(ω)),
r(i, ω) is defined as a fixed path of minimum length in Ri(ω).
Γˆ: (p. 88) a lattice loop constructed from Γ; (Γˆ may have additional lattice points
which do not belong to Γ; an additional point needs to be included whenever
two successive lattice points on Γ are not neighbors in Z2).
Γˆ(i, ω): (defined for ω ∈ Ξ). Let D = Θ(ω). If ωVi,τ(D) belongs to Γ then Γˆ(i, ω)
denotes that part of the loop Γˆ or R(Γˆ) which starts at ωVi,τ(D), ends at ξ
m(D)
and which satisfies that all of its vertices which belong to Γ also belong to D.
If ωViτ(D) belongs to γ
−(D) then Γˆ(i, ω) denotes the part of the loop Γˆ which
starts at ξl(D) and ends at ξm(D) and, similarly, if ωViτ(D) belongs to γ+(D)
then Γˆ(i, ω) denotes the part of the loop R(Γˆ) which starts at ξr(D) and ends
at ξm(D).
αi(ω): (defined for ω ∈ Ξ). If ωVi,τ(Θ(ω)) belongs to Γ then αi(ω) = (Γˆ(i, ω), βi(Θ(ω))).
Otherwise, (i.e., ωVi,τ(Θ(ω)) belongs to γ
−(Θ(ω)) or to γ+(Θ(ω))), we have αi(ω) =
113
(r(i, ω), Γˆ(i, ω), βi(Θ(ω))). In either case, αi(ω) is a path from ωViτ(Θ(ω)) to
xi(Θ(ω)) which hits ∂Ak−1(ϕ(ω)) at xi(Θ(ω)).
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