Abstract. Rayleigh distribution is widely used for life-time modeling and is important in electro vacuum devices and communication engineering. Rao et al. (2004) suggested the Cumulative Residual Entropy (CRE), which is the extension of the Shannon entropy to the the cumulative distribution function. In this paper, a general class of maximum CRE distributions is introduced and then we characterize the Rayleigh distribution and use it to construct a goodness-of-fit test for ascertaining appropriateness of such model. For constructing the test statistics, we use Cumulative residual Kullback-Leibler information (CKL) that was introduced by Baratpour and Habibi (2012) . Critical values for various sample sizes determined by means of Monte Carlo simulations are presented for the test statistics. A Monte Carlo power analysis is performed for various alternatives and sample sizes in order to compare the proposed test with several existing goodness-of-fit tests based on the empirical distribution. We find that the proposed test has good power properties. The use of the proposed test is shown in an illustrative example.
Introduction
The Rayleigh distribution is a special case of the Weibull distribution with shape parameter equal to 2 and a suitable model for life-testing studies. Also, the square root of an exponential random variable follows the Rayleigh distribution. Hence, by applying this transformation to the data, all Rayleighity tests can be utilized for the purpose of testing the goodness-of-fit to the exponential distribution. Polovko (1969) , and Dyer and Whisenand (1973) , demonstrated the importance of this distribution in electro vacum devices and communication engineering. Also, the Rayleigh distribution was originally derived in connection with a problem in acoustics, and has been used as the distance distribution between individuals in a spatial Poisson process. For more details on Rayleigh distribution the reader is referred to Johnson et al. (1994) . The origin and other aspects of this distribution can be found in Siddiqui (1962) , and Miller and Sackrowttz (1967) . This model has the probability density function (pdf), cumulative distribution function (cdf), given respectively by
and
The concept of entropy is important for studies in many areas such as physics, probability and statistics, communication theory, and economics. An early definition of a measure of the entropy is the Shannon entropy (Shannon, 1948) . In Shannons approach, discrete values and absolutely continuous distributions are treated in a somewhat different way through entropy and differential entropy, respectively. Shannon entropy is defined as
where f is pdf if random variable X is continuous, probability mass function if X is discrete. Recent years have witnessed a growing interest in utilizing information-theoretic measures for distributional disparities as a tool for statistical inference in a variety of fields. For testing problems, the earliest work dates back to Vasicek (1976) which used Shannons maximum entropy to construct a goodness-of-fit test for normality. Vasicek's approach has much affected the development of entropy-based tests of fit for several parametric models; for example, see Grzegorzewski and Wieczorkowski (1999) , Alizadeh Noughabi and Arghami (2011) and Taufer (2002) . In probability theory and information theory, the Kullback-Leibler divergence (Kullback and Leibler, 1951; Kullback, 1959 Kullback, ,1987 ) is a non-symmetric measure of the difference between two probability distributions P and Q. Specifically, the Kullback-Leibler divergence of Q from P is a measure of the information lost when Q is used to approximate P . For discrete probability distributions P and Q, the KL divergence of Q from P is defined to be
For distributions F and G of a continuous random variable, KL is defined to be
where f and g denote the pdfs of F and G, respectively. Tests of fit based on Kullback-Leibler information have been developed; see Ebrahimi et al. (1992) , Choi et al. (2004) and Gurevich and Davidson (2008) . Considering the complementary cumulative distribution function instead of the probability density function in the definition of Shannon entropy leads to a new entropy measure named cumulative residual entropy (CRE) (Rao et al., 2004) . CRE is defined as
where N is the dimension of the random vector X. In reliability theory, CRE is based on survival function,F (x) = 1 − F (x), and is defined as
Clearly, this definition is valid both for a discrete or an absolutely continuous random variable. In addition, unlike Shannon entropy it is always positive, while preserving many interesting properties of Shannon entropy. The concept of CRE has found nice interpretations and applications in the fields of reliability, see Asadi and Zohrevand (2007) where the concept of dynamic CRE was introduced. Wang et al. (2003) defined a new matching criterion based on CRE for application to the image alignment problem and compared it to methods that use the Shannon entropy in defining a match measure images alignment (see, Wang and Vermuri, 2007) . Di Crescenzo and Longobardi (2009) showed that the cumulative entropy of a random lifetime X can be expressed as the expectation of its mean inactivity time evaluated at t. Baratpour (2010) characterized the first order statistics based on the CRE. Baratpour and Habibi (2012) developed a consistent test for testing the hypothesis of exponentiality against some alternatives.
The following example will be used in Section 2.
Example 1. For r.v. X with Rayleigh(σ) distribution, we have
This article is organized as follows. In Section 2, we introduce a general distribution which maximizes the CRE within a special class of distributions and then characterize the rayleigh distribution in a class of distributions with some moment constraint. In Section 3, we construct a consistent test for testing the hypothesis of Rayleighity against some alternatives. This test is based on a new measure of distance between two distributions that was defined by Baratpour and Habibi (2012) . In Section 4, we consider some power estimates obtained by the method of Monte Carlo simulation. An illustrative example for implementing the proposed test is provided in Section 5.
A CRE Characterization
In this section, a general class of maximum CRE distributions is introduced and then we characterize the Rayleigh low as the distribution with the maximum CRE among all absolutely continuous distributions with support (0, ∞) and given first and third moment.
Theorem 1. The random variable X with distribution function
has maximum CRE within class A of absolutely continuous random variables Y with support (0, ∞), which satisfy
where
Proof. Let random variable Y be a member of A. By log-sum inequality and inequality y ln
Thus,
By noting that
and (1), we have
Thus, the proof is completed.
By Theorem 1, we conclude the following Corollary.
Corollary 1. (i) The exponential distribution with parameter λ maximizes the CRE among all distributions with support
, which is the result presented in Rao et al. (2004) 
. (ii) The Rayleigh distribution with parameter σ maximizes the CRE among all absolutely continuous distributions with support
By Corollary 1 (ii), we conclude the following Corollary. 
2σ 2 ) denote a Rayleigh distribution function, where σ is the unknown parameter. The aim of this article is testing the hypothesis
Baratpour and Habibi (2012) defined a new measure of distance between two distribution based on CRE called cumulative Kullback-Leibler (CKL) divergence and construct a goodness-of-fit test for exponentiality. They proved that CKL is non-negative and equality holds if and only if F = G, a.e. This measure is defined as follows Defenition 1. If X and Y be two nonnegative random variables with respectively distribution functions F and G, then CKL between these distributions is defined as
Thus, under the null hypothesis, CKL(F : F 0 ) = 0 and large value of CKL(F ; F 0 ) leads us to reject the null hypothesis H 0 in favor of the alternative hypothesis H a . Since evaluation of the integral in CKL(F : F 0 ) requires complete knowledge of F and F 0 , then CKL(F : F 0 ) is not operational. We operationalize CKL(F : F 0 ) by developing a discrimination information statistics. With this in mind, CKL(F ; F 0 ) is written as
An estimator of CKL(F :
] (x) and replacing σ and
Because the test statistics must dont depend on parameter, By dividing (3) toX, the test statistics is defined as
We reject H 0 at the significance level α and favor
for σ 2 and applying Slutsky theorem, under the null hypothesis, CK n p → 1 2 . On the other hand, by Corollary 2 the Rayleigh distribution maximizes CRE among all distributions that have the same E(X) and E(X 3 ), so CRE(
2 . This means that the CK n test is a consistent test.
Monte Carlo Results
In this section, we obtain the percentage points of the proposed test and study its power by Mont Carlo simulation.
Critical Values of the Test Statistics
The distribution of CK n under the null hypothesis has not been obtained analytically. To determine the percentage points CK n,1−α , Mont Carlo simulations were employed. In order to obtain the percentiles of the null distribution of CK n , 100,000 c ⃝ 2012, SRTC Iran samples of size n were generated from the Rayleigh distribution with σ = 2, for selected values n = 1, . . . , 39 and 40 to 60 by 5, and 70 to 100 by 10. For each sample, the CK n statistics as defined in (4) Table 1 . The type I error control using the 0.95 percentiles of the CK n statistics was evaluated by simulating random samples from a spectrum of Rayleigh populations. A selection of the result is presented in Table 2 . It can be seen that the empirical percentiles given in Table 2 provide an excellent type I error control. 
Power Study
In this subsection, the power of the CK n test is estimated against several alternative. The method is that of Monte Carlo simulation of the distribution of CK n under alternative distributions. For each alternative, 100000 samples of sizes n = 5, 10, 15, 20, 25, 30, 35, 40, 50, 60 were generated, and the test power is estimated by the frequency of the samples falling into the critical region. The continuous alternative investigated were gamma distributions with density function
log-normal distribution with density function
inverse Gaussian distribution with density function
The power of the CK n test is compared to that of some other tests for Rayleighity against the same alternative. These selected tests are VanSoest test (Van-Soest, 1969 ), Finkelstein and Schafers test (Finkelstein and Schafer, 1971 ) and Anderson-Darling (Anderson and Darling, 1954) . These c ⃝ 2012, SRTC Iran test statistics are respectively as follows
where σ has been substituted by σ =
. H 0 is rejected of large values of W 2 , S * and A 2 . Tables 3-5 list power estimates of 0.1 and 0.5 size test with various sample size n. It is apparent from these table that the CK n test appears to be more powerful than W 2 , S * and A 2 testes. On the other-hand, compared with all the test proposed, CK n test is moderately easy to compute. These results, together with the asymptotic properties of CK n , suggest that the CK n test may be preferred in many situations. It is also remarkable that the power of the all tests against any alternative shows an increasing pattern for the sample size. = 4 at the significance levels α = 0.01 and α = 0.05, and sample sizes n = 5, 10, 15, 20, 25, 30, 35, 40, 50, 60 . = 4 at the significance levels α = 0.01 and α = 0.05, and sample sizes n = 5, 10, 15, 20, 25, 30, 35, 40, 50, 60 . = 4 at the significance levels α = 0.01 and α = 0.05, and sample sizes n = 5, 10, 15, 20, 25, 30, 35, 40, 50, 60 
An Illustrative Example
In this section, we propose the new hypothesis procedure to a practical data set.
Example 2. The data below were given by Caroni (2002) , the data on the failure times of 25 ball bearings in endurance test. The 25 (=n) failure times are {X i , i = 1, . . . , 25}=17.88, 28.92, 33.00, 41.52, 42.12, 45.60, 48.48, 51.84, 51.96, 54.12, 55.56, 67.80, 67.80, 67.80, 68.64, 86.64, 68.88, 84.12, 93.12, 98.64, 105.12, 105.84, 127.92, 128.04, 173 .40. Table 6 shows critical values, test statistics and the p-values. Since the values of CK n are less than the critical values, test accepts the null hypothesis that failure times follow a Rayleigh distribution at significance levels α = 0.01 and α = 0.05. 
