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SOME IDENTITIES INVOLVING SPECIAL NUMBERS AND
MOMENTS OF RANDOM VARIABLES
TAEKYUN KIM, YONGHONG YAO, DAE SAN KIM, AND HYUCK-IN KWON
Abstract. In this paper, we derive some identities involving special num-
bers and moments of random variables by using the generating functions
of the moments of certain random variables. Here the related special num-
bers are Stirling numbers of the first and second kinds, degenerate Stirling
numbers of the first and second kinds, derangement numbers, higher-order
Bernoulli numbers and Bernoulli numbers of the second kind.
1. Introduction
As is well known, the Bernoulli polynomials of order r are defined by the
generating function(
t
et − 1
)r
ext =
∞∑
n=0
B(r)n (x)
tn
n!
, (see [9, 10]). (1.1)
When x = 0, B
(r)
n = B
(r)
n (0) are called the Bernoulli numbers of order r. In
particular, for r = 1, Bn(x) = B
(1)
n (x) are the Bernoulli polynomials and Bn =
B
(1)
n are the Bernoulli numbers.
For λ ∈ R, L. Carlitz considered the degenerate Bernoulli polynomials of
order r which are given by(
t
(1 + λt)
1
λ − 1
)r
(1 + λt)
x
λ =
∞∑
n=0
β
(r)
n,λ(x)
tn
n!
, (see [1, 2]). (1.2)
When x = 0, β
(r)
n,λ = β
(r)
n,λ(0) are called the degenerate Bernoulli number of
order r. In particular, for r = 1, β
(1)
n,λ(x) = βn,λ(x) are the degenerate Bernoulli
polynomials.
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2 Some identities involving special numbers and moments of random variables
For n ∈ N, the falling factorial sequence is defined as
(x)0 = 1, (x)n = x(x − 1) · · · (x− n+ 1), (n ≥ 1).
The Stirling numbers of the first kind are defined as
S1(0, 0) = 1, (x)n =
n∑
l=0
S1(n, l)x
l, (n ≥ 1), (see [5, 9]).
The Stirling numbers of the second kind are given by
xn =
n∑
l=0
S2(n, l)(x)l, (n ≥ 0).
In [6], the degenerate Stirling numbers of the first kind are introduced by the
generating function
1
k!
(
log(1 + λt)
1
λ
)k
=
∞∑
n=k
S1,λ(n, k)
tn
n!
, (λ ∈ R). (1.3)
From (1.3), we have
(x)n,λ =
n∑
l=0
S1,λ(n, l)x
l, (n ≥ 0), (see [5, 6]). (1.4)
where (x)n,λ = x(x − λ) · · · (x− (n− 1)λ), (n ≥ 1), (x)0,λ = 1.
By (1.4), we get
S1,λ(n+ 1, k) = S1,λ(n, k − 1)− nλS1,λ(n, k), (1 ≤ k ≤ n), (see [6]). (1.5)
In [5], the degenerate Stirling numbers of the second kind are defined by
1
k!
(
(1 + λt)
1
λ − 1
)k
=
∞∑
n=k
S2,λ(n, k)
tn
n!
, (k ≥ 0). (1.6)
From (1.6), we have
n∑
m=0
λn−mS1(n,m)
1
k!
∆k0m =
{
S2,λ(n, k), if n ≥ k,
0, otherwise,
(1.7)
and
S2,λ(n+ 1, k) = kS2,λ(n, k) + S2,λ(n, k − 1)− nλS2,λ(n, k), (1.8)
where ∆f(x) = f(x+ 1)− f(x), and 1 ≤ k ≤ n. Note that, letting λ→ 0 gives
us
S2(n+ 1, k) = kS2(n, k) + S2(n, k − 1).
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The Bernoulli numbers of the second kind are defined as
t
log(1 + t)
=
∞∑
n=0
bn
tn
n!
, (see [3, 8, 9]). (1.9)
It is known that(
t
log(1 + t)
)k
(1 + t)x−1 =
∞∑
n=0
B(n−k+1)n (x)
tn
n!
, (see [9]). (1.10)
From (1.10), we note that
bn = B
(n)
n (1), (n ≥ 0).
A random variable X is a real-valued function defined on a sample space. We
say that X is a continuous random variable if there exists a nonnegative function
f(x), defined for all x ∈ (−∞,∞), having the property that for any set B of real
numbers
P{X ∈ B} =
∫
B
f(x)dx, (see [9]). (1.11)
The function f(x) is called the probability density function of the random
variable X .
Let X be a uniform random variable on the interval (α, β). Then the proba-
bility density function of X is given by
f(x) =
{
1
β−α , if α < x < β,
0, otherwise.
(1.12)
A continuous random variable whose density function is given by
f(x) =
{
λe−λx(λx)α−1
Γ(α) , if x ≥ 0,
0, if x < 0,
(1.13)
for some λ > 0, α > 0 is said to be the gamma random variable with parameter
α, λ (see [9]).
If X is a continuous random variable having a probability density function
f(x), then the expectation of X is defined by
E[X ] =
∫ ∞
−∞
xf(x)dx. (1.14)
Let X be continuous random variable with the probability density function
f(x). For any real-valued function g, we have
E[g(X)] =
∫ ∞
−∞
g(x)f(x)dx, (see [9]). (1.15)
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The expected value of a random variable X , E[X ], is also referred to as the
mean or the first moment of X . The quantity E[Xn], n ≥ 1, is said to be the
n-th moment of X . That is,
E[Xn] =
∫ ∞
−∞
xnf(x)dx, (n ≥ 1). (1.16)
Another quantity of interest is the variance of random variable X which is
defined by
V ar(X) = E[(X − E[X ])2] = E[X2]− (E[X ])2. (1.17)
We say that X and Y are jointly continuous if there exists a function f(x, y),
defined for all x and y, having the property that for all sets A and B of real
numbers
P{X ∈ A, Y ∈ B} =
∫
B
∫
A
f(x, y)dxdy. (1.18)
The function f(x, y) is called the joint probability density function of X and
Y .
Let fX(x) be the probability density function of X . Then we have
fX(x) =
∫ ∞
−∞
f(x, y)dy, fY (y) =
∫ ∞
−∞
f(x, y)dx, (see [9]).
The random variables X and Y are independent if
P{X ≤ a, Y ≤ b} = P{X ≤ a} · P{Y ≤ b}. (1.19)
Let X and Y be independent random variables. For any real-valued functions
h and g, we have
E[g(X)h(Y )] = E[g(X)]E[h(Y )], (see [9]). (1.20)
and
f(x, y) = fX(x)fY (y). (1.21)
Let X,Y have a joint probability density function f(x, y). Then the condi-
tional probability density function of X , given that Y = y, is defined for all
values of y such that fY (y) > 0, by
fX|Y (x|y) =
f(x, y)
fY (y)
. (1.22)
The conditional expectation of X , given that Y = y, is defined for all values
of y such that fY (y) > 0, by
E[X |Y = y] =
∫ ∞
−∞
xfX|Y (x|y)dx, (see [9]). (1.23)
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Let E[X |Y ] be the function of random variable Y whose value at Y = y is
E[X |Y = y].
Then, we note that
E[X ] = E[E[X |Y ]] =
∫ ∞
−∞
E[X |Y = y]fY (y)dy. (1.24)
In this paper, we derive some identities involving special numbers and mo-
ments of random variables by using the generating functions of the moments of
certain random variables. Here the related special numbers are Stirling numbers
of the first and second kinds, degenerate Stirling numbers of the first and sec-
ond kinds, derangement numbers, higher-order Bernoulli numbers and Bernoulli
numbers of the second kind.
2. Explicit formulas arising from probabilistic representations
Let U1, U2, · · · , Uk be uniformly independent random variables on (0,1). Then
we have
E[e(U1+U2+···+Uk)(e
t−1)] = E[eU1(e
t−1)] · · ·E[eUk(e
t−1)]
=
∫ 1
0
eu1(e
t−1)f(u1)du1 ×
∫ 1
0
eu2(e
t−1)f(u2)du2 × · · · ×
∫ 1
0
euk(e
t−1)f(uk)duk
=
(
t
et − 1
)k
k!
tk
1
k!
(
e(e
t−1) − 1
)k
=
(
t
et − 1
)k
k!
tk
∞∑
l=k
S2(l, k)
1
l!
(et − 1)l
=

 ∞∑
j=0
B
(k)
j
tj
j!

× k!
tk
(
∞∑
m=k
m∑
l=k
S2(l, k)S2(m, l)
tm
m!
)
=

 ∞∑
j=0
B
(k)
j
tj
j!

( ∞∑
m=0
(
m+k∑
l=k
S2(l, k)S2(m+ k, l)
k!m!
(m+ k)!
)
tm
m!
)
=
∞∑
n=0
(
n∑
m=0
m+k∑
l=k
(
n
m
)
(
m+k
m
)S2(l, k)S2(m+ k, l)B(k)n−m
)
tn
n!
.
(2.1)
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On the other hand,
E[e(U1+U2+···+Uk)(e
t−1)] =
∞∑
m=0
E[(U1 + · · ·+ Uk)
m]
(et − 1)m
m!
=
∞∑
m=0
E[(U1 + · · ·+ Uk)
m]
∞∑
n=m
S2(n,m)
tn
n!
=
∞∑
n=0
(
n∑
m=0
S2(n,m)E[(U1 + · · ·+ Uk)
m]
)
tn
n!
.
(2.2)
Therefore, by (2.1) and (2.2), we obtain the following theorem.
Theorem 2.1. Let U1, U2, · · · , Uk be uniformly independent random variables
on (0,1). For k ≥ 0, we have
n∑
m=0
m+k∑
l=k
(
n
m
)
(
m+k
m
)S2(l, k)S2(m+ k, l)B(k)n−m =
n∑
m=0
S2(n,m)E[(U1 + · · ·+ Uk)
m].
Corollary 2.2. For n, k ≥ 0, we have
n∑
m=0
m+k∑
l=k
(
n
m
)
(
m+k
m
)S2(l, k)S2(m+ k, l)B(k)n−m
=
n∑
m=0
∑
l1+···+lk=m+k,li≥1
(
m
l1, l2, · · · , lk
)
S2(n,m).
Let U be a uniform random variable on (0,1). Then we have
E[(1 + t)U ] =
∫ 1
0
(1 + t)up(u)du =
∫ 1
0
(1 + t)xdx =
t
log(1 + t)
=
∞∑
n=0
bn
tn
n!
.
(2.3)
On the other hand,
E[(1 + t)U ] = E[eU log(1+t)] =
∞∑
k=0
E[Uk]
1
k!
logk(1 + t)
=
∞∑
k=0
E[Uk]
∞∑
n=k
S1(n, k)
tn
n!
=
∞∑
n=0
(
n∑
k=0
E[Uk]S1(n, k)
)
tn
n!
.
(2.4)
Thus, by (2.3) and (2.4), we easily get
bn =
n∑
k=0
E[Uk]S1(n, k), (n ≥ k ≥ 0).
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Lemma 2.3. Let U be a uniform random variable on (0,1). For n, k ≥ 0, we
have
bn =
n∑
k=0
E[Uk]S1(n, k).
Let X be a gamma random variable with parameters α = u(> 0) and λ = 1
and let U be a uniform random variable on (0,1). Assume that X and U are
independent. Then we have
E[eXt] = E[E[eXt|U ]] =
∫ 1
0
E[eXt|U = u]f(u)du
=
∫ 1
0
∫ ∞
0
extfX|U (x|u)dxdu =
∫ 1
0
∫ ∞
0
ext
fX(x)fU (u)
fU (u)
dxdu
=
∫ 1
0
1
Γ(u)
∫ ∞
0
exte−xxu−1dxdu =
∫ 1
0
(
1
1− t
)u
du
=
−t
(1− t) log(1− t)
, (0 < t < 1).
(2.5)
From (2.5), we note that
(1− t)E[eXt] =
−t
log(1 − t)
=
∞∑
n=0
bn(−1)
n t
n
n!
. (2.6)
We observe that
(1 − t)E[eXt] =
∞∑
n=0
E[Xn]
tn
n!
−
∞∑
n=0
E[Xn]
tn+1
n!
=
∞∑
n=0
E[Xn]
tn
n!
−
∞∑
n=1
nE[Xn−1]
tn
n!
= E[X0] +
∞∑
n=1
(
E[Xn]− nE[Xn−1]
) tn
n!
.
(2.7)
Therefore, by (2.6) and (2.7), we obtain the following theorem.
Theorem 2.4. Let X be a gamma random variable with parameters α = u and
λ = 1, and let U be a uniform random variable on (0,1). Assume that X and U
are independent. For n ≥ 1, we have
E[Xn]− nE[Xn−1] = (−1)nbn.
Let X1, X2, · · ·Xk be independent gamma random variables with parameters
1,1, and let U1, U2 · · · , Uk be uniformly independent random variables on (0,1).
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Assume that Xi and Uj are independent for all i, j. Then we have
∑
n≥k
S1,λ(n, k)
tn
n!
=
1
k!
(
log(1 + λt)
1
λ
)k
=
λ−k
k!
(
log(1 + λt)
)k
=
1
k!
tk
(
∞∑
l=0
(−1)l
l + 1
λltl
)k
=
1
k!
tk
(
∞∑
l1=0
(−1)l1
l1 + 1
λl1tl1
)
· · ·
(
∞∑
lk=0
(−1)lk
lk + 1
λlk tlk
)
=
1
k!
tk
∞∑
n=0
∑
l1+···+lk=n
(−1)l1+···+lktl1+···+lk
× λl1+···+lkE[U l11 ] · · ·E[U
lk
k ]
=
1
k!
tk
∞∑
n=0
(−λ)n
n!
tn
∑
l1+···+lk=n
(
n
l1, · · · , lk
)
× E[U l11 · · ·U
lk
k ]l1! · · · lk!
=
1
k!
tk
∞∑
n=0
(−λ)n
n!
tn
∑
l1+···+lk=n
(
n
l1, · · · , lk
)
× E[U l11 · · ·U
lk
k ]E[X
l1
1 · · ·E[X
lk
k ]
=
1
k!
tk
∞∑
n=0
(−λ)n
n!
tn
× E
[ ∑
l1+···+lk=n
(
n
l1, · · · , lk
)
(U1X1)
l1 · · · (UkXk)
lk
]
=
tk
k!
∞∑
n=0
(−λ)nE[(U1X1 + · · ·UkXk)
n]
tn
n!
=
∞∑
n=k
(−λ)n−kE[(U1X1 + · · ·+ UkXk)
n−k]
n!
(n− k)!k!
tn
n!
=
∞∑
n=k
(−λ)n−k
(
n
k
)
E[(U1X1 + · · ·+ UkXk)
n−k]
tn
n!
.
(2.8)
Comparing the coefficients on both sides of (2.8), we obtain the following
theorem.
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Theorem 2.5. Let X1, X2, · · · , Xk be independent gamma random variables
with parameters 1,1, and let U1, · · · , Uk be uniformly independent random vari-
ables on (0,1). Assume that Xi and Uj are independent for all i and j. For
n, k ≥ 0 and n ≥ k, we have
S1,λ(n, k) = (−λ)
n−k
(
n
k
)
E[(U1X1 + · · ·+ U1Xk)
n−k].
LetX1, X2, · · · , Xk be independent gamma random variables with parameters
α = u, λ = 1 and U be a uniform random variable on (0,1). Assume that Xi
and U are independent for all i. From (2.5), we have
E[e(X1+X2+···+Xk)t] =
(
−t
(1 − t) log(1− t)
)k
=
(
−t
log(1− t)
)k
(1− t)−k
=
∞∑
n=0
B(n−k+1)n (−k + 1)(−1)
n t
n
n!
.
(2.9)
On the other hand,
E[e(X1+X2+···+Xk)t] =
∞∑
n=0
E[(X1 + · · ·+Xk)
n]
tn
n!
. (2.10)
Therefore, by (2.9) and (2.10), we obtain the following theorem.
Theorem 2.6. Let X1, X2, · · · , Xk be independent gamma random variables
with parameters α = u, λ = 1, and let U be a uniform random variable on (0,1).
Assume that Xi and U are independent for all i. For n ≥ 0, we have
E[(X1 + · · ·+Xk)
n] = (−1)nB(n−k+1)n (−k + 1).
Assume that U1, U2, · · · , Uk are uniformly independent random variables on
(0,1). Then we observe that
E[(1 + λt)
U1
λ ] =
∫ 1
0
(1 + λt)
u1
λ f(u1)du1 =
∫ 1
0
e
u1
λ
log(1+λt)du1
=
1
1
λ
log(1 + λt)
(
(1 + λt)
1
λ − 1
)
.
(2.11)
From (2.11), we note that
E[(1 + λt)
U1+···+Uk
λ ] = E[(1 + λt)
U1
λ ]× · · · × E[(1 + λt)
U
k
λ ]
=
k!(
1
λ
log(1 + λt)
)k 1k!
(
(1 + λt)
1
λ − 1
)k
=
k!(
1
λ
log(1 + λt)
)k
∞∑
n=k
S2,λ(n, k)
tn
n!
.
(2.12)
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Thus, by (2.12), we get
∞∑
n=k
S2,λ(n, k)
tn
n!
=
(
1
λ
log(1 + λt)
)k
k!
∞∑
m=0
(
log(1 + λt)
λ
)m
E[(U1 + · · ·+ Uk)
m]
m!
=
∞∑
m=k
m!
(m− k)!k!
E[(U1 + · · ·+ Uk)
m−k]
1
m!
(
log(1 + λt)
λ
)m
=
∞∑
m=k
E[(U1 + · · ·+ Uk)
m−k]
(
m
k
) ∞∑
n=m
S1,λ(n,m)
tn
n!
=
∞∑
n=k
(
n∑
m=k
(
m
k
)
S1,λ(n,m)E[(U1 + · · ·+ Uk)
m−k]
)
tn
n!
(2.13)
Comparing the coefficients on both sides of (2.13), we obtain the following
theorem.
Theorem 2.7. Let U1, U2, · · · , Uk be uniformly independent random variables
on (0,1). For n ∈ N with n ≥ k, we have
S2,λ(n, k) =
n∑
m=k
(
m
k
)
S1,λ(n,m)E[(U1 + · · ·+ Uk)
m−k].
Now, we observe that
E[(1 + λt)
1
λ
(U1+U2+···+Uk−1+1)] = (1 + λt)
1
λE[(1 + λt)
U1+···+Uk−1
λ ]
= (1 + λt)
1
λ
( 1
λ
log(1 + λt)
)−(k−1)(
(1 + λt)
1
λ − 1
)k−1
.
(2.14)
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Thus, by (2.14), we get( 1
λ
log(1 + λt)
)k−1
E[(1 + λt)
1
λ
(U1+U2+···+Uk−1+1)]
=
(
(1 + λt)
1
λ − 1
)k−1(
(1 + λt)
1
λ − 1 + 1)
=
k!
k!
(
(1 + λt)
1
λ − 1
)k
+
(k − 1)!
(k − 1)!
(
(1 + λt)
1
λ − 1
)k−1
= k!
∞∑
n=k
S2,λ(n, k)
tn
n!
+ (k − 1)!
∞∑
n=k−1
S2,λ(n, k − 1)
tn
n!
= (k − 1)!
∞∑
n=k−1
(
kS2,λ(n, k) + S2,λ(n, k − 1)− nλS2,λ(n, k) + nλS2,λ(n, k)
) tn
n!
= (k − 1)!
∞∑
n=k−1
(
S2,λ(n+ 1, k) + nλS2,λ(n, k)
) tn
n!
.
(2.15)
On the other hand,( 1
λ
log(1 + λt)
)k−1
E[(1 + λt)
1
λ
(U1+U2+···+Uk−1+1)]
=
∞∑
m=0
E[(U1 + U2 + · · ·+ Uk + 1)
m]
1
m!
( 1
λ
log(1 + λt)
)m+k−1
=
∞∑
m=k−1
E[(U1 + U2 + · · ·+ Uk + 1)
m−k+1]
m!
(m− k + 1)!
∞∑
n=m
S1,λ(n,m)
tn
n!
=
∞∑
n=k−1
(
n∑
m=k−1
E[(U1 + · · ·+ Uk + 1)
m−k+1]S1,λ(n,m)
(
m
k − 1
)
(k − 1)!
)
tn
n!
.
(2.16)
From (2.15) and (2.16), we have
S2,λ(n+ 1, k) + nλS2,λ(n, k)
=
n∑
m=k−1
(
m
k − 1
)
S1,λ(n,m)E[(U1 + · · ·+ Uk + 1)
m−k+1].
(2.17)
By replacing n by n− 1, we get
S2,λ(n, k) + (n− 1)λS2,λ(n− 1, k)
=
n−1∑
m=k−1
(
m
k − 1
)
S1,λ(n− 1,m)E[(U1 + · · ·+ Uk−1 + 1)
m−k+1].
(2.18)
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From Theorem 7 and (2.18), we have
S2,λ(n, k) + (n− 1)λS2,λ(n− 1, k)
=
n∑
m=k
S1,λ(n,m)
(
m
k
)
E[(U1 + · · ·+ Uk)
m−k]
+ (n− 1)λ
n−1∑
m=k
S1,λ(n− 1,m)
(
m
k
)
E[(U1 + · · ·+ Uk)
m−k]
=
(
n
k
)
E[(U1 + · · ·+ Uk)
n−k]S1,λ(n, n)
+
n−1∑
m=k
E[(U1 + · · ·+ Uk)
m−k]
(
m
k
)
S1,λ(n− 1,m− 1).
(2.19)
On the other hand,
n−1∑
m=k−1
(
m
k − 1
)
S1,λ(n− 1,m)E[(U1 + · · ·+ Uk−1 + 1)
m−k+1]
=
(
n− 1
k − 1
)
S1,λ(n− 1, n− 1)E[(U1 + · · ·+ Uk−1 + 1)
n−k
+
n−2∑
m=k−1
(
m
k − 1
)
S1,λ(n− 1,m)E[(U1 + · · ·+ Uk−1 + 1)
m−k+1].
(2.20)
From (2.18), (2.19) and (2.20), we have
(
n
k
)
E[(U1 + · · ·+ Uk)
n−k]S1,λ(n, n)
−
(
n− 1
k − 1
)
S1,λ(n− 1, n− 1)E[(U1 + · · ·+ Uk−1 + 1)
n−k
= −
n−1∑
m=k−1
E[(U1 + · · ·+ Uk)
m−k]
(
m
k
)
S1,λ(n− 1,m− 1)
+
n−2∑
m=k−1
(
m
k − 1
)
S1,λ(n− 1,m)E[(U1 + · · ·+ Uk−1 + 1)
m−k+1].
(2.21)
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Thus, by (2.21), we get
n
k
E[(U1 + · · ·+ Uk)
n−k]S1,λ(n, n)− E[(U1 + · · ·+ Uk−1 + 1)
n−k]S1,λ(n− 1, n− 1)
=
1(
n−1
k−1
) n−2∑
m=k−1
(
m
k − 1
)
S1,λ(n− 1,m)E[(U1 + · · ·+ Uk−1 + 1)
m−k+1]
−
1(
n−1
k−1
) n−1∑
m=k−1
E[(U1 + · · ·+ Uk)
m−k]
(
m
k
)
S1,λ(n− 1,m− 1).
As λ→ 0, we have
n
k
E[(U1 + · · ·+ Uk)
n−k] = E[(U1 + · · ·+ Uk−1 + 1)
n−k].
A derangement is a permutation with no fixed points. For example, (2,3,1)
and (3,1,2) are derangements of (1,2,3), but (3,2,1) is not because 2 is a fixed
point. The number of derangements of an n-element set is called the n-th de-
rangement number and denoted by dn. This number satisfies the following re-
currences:
dn = n · dn−1 + (−1)
n, (n ≥ 0), (see [3, 4, 7]). (2.22)
By (2.22), we get
dn = n!
n∑
k=0
(−1)k
k!
, (n ≥ 0), (see [7]). (2.23)
From (2.23), we can derive the following generating function.
1
1− t
e−t =
(
∞∑
k=0
(−1)k
k!
tk
)(
∞∑
m=0
tm
)
=
∞∑
n=0
(
n!
n∑
k=0
(−1)k
k!
)
tn
n!
=
∞∑
n=0
dn
tn
n!
, (see [3, 4, 7]).
(2.24)
Recently, the derangement polynomials are defined by the generating function
1
1− xt
e−t =
∞∑
n=0
dn(x)
tn
n!
, (see [7]).
When x = 1, dn(1) = dn, (n ≥ 0).
Let X be gamma random variable with parameters 1,1. Then we have
E[eXt] =
∫ ∞
0
exte−tdx =
1
1− t
=
1
1− t
e−tet. (2.25)
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By (2.25), we get
E[e(X−1)t] =
1
1− t
e−t =
∞∑
n=0
dn
tn
n!
. (2.26)
From (2.26), we have
E[(X − 1)n] = dn, (n ≥ 0).
For k ∈ N, we have
E[ekXt] =
∫ ∞
0
ekxte−xdt =
(
1
1− kt
e−t
)
et. (2.27)
Thus, by (2.27), we get
E[e(kX−1)t] =
1
1− kt
e−t =
∞∑
n=0
dn(k)
tn
n!
. (2.28)
By (2.28), we get
E[(kX − 1)n] = dn(k), (n ≥ 0). (2.29)
LetX1, X2, · · · , Xk be independent gamma random variables with parameters
1,1 . Then we have
E[e(X1+2X2+···+kxk−k)t] =
(
1
1− t
)
×
(
1
1− 2t
)
× · · ·
(
1
1− kt
)
× e−kt
=
(
1
1− t
e−t
)
×
(
1
1− 2t
e−t
)
× · · ·
(
1
1− kt
e−t
)
=
(
∞∑
l1=0
dl1
tl1
l1!
)
×
(
∞∑
l2=0
dl2(2)
tl2
l2!
)
× · · · ×
(
∞∑
lk=0
dlk(k)
tlk
lk!
)
=
∞∑
n=0
( ∑
l1+···+lk=n
(
n
l1, · · · , lk
)
dl1dl2(2) · · · dlk(k)
)
tn
n!
.
(2.30)
On the other hand,
E[e(X1+2X2+···+kxk−k)t] =
∞∑
n=0
E[(X1 + 2X2 + · · ·+ kXk − k)
n]
tn
n!
(2.31)
Therefore, by (2.30) and (2.31), we obtain the following theorem.
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Theorem 2.8. Let X1, X2, · · · , Xk be independent gamma random variables
with parameters 1,1 . For n ≥ 0, k ∈ N, we have
E[(X1 + 2X2 + · · ·+ kXk − k)
n] =
∑
l1+···+lk=n
(
n
l1, · · · , lk
)
dl1dl2(2) · · · dlk(k).
Now, we observe that
1
(1− t)(1 − 2t) · · · (1− kt)
=
1
k!
k∑
l=0
(
k
l
)
(−1)k−llk
1
1− lt
. (2.32)
From (2.32), we have
1
k!
k∑
l=0
(
k
l
)
(−1)k−llk
1
1− lt
=
∞∑
m=0
1
k!
k∑
l=0
(
k
l
)
(−1)k−llm+ktm
=
∞∑
m=0
(
1
k!
∆k0m+k
)
tm =
∞∑
m=0
S2(m+ k, k)t
m,
(2.33)
where ∆f(x) = f(x+ 1)− f(x). By (2.33), we easily get
1
(1− t)(1 − 2t) · · · (1− kt)
e−kt =
(
∞∑
m=0
S2(m+ k, k)t
m
)
 ∞∑
j=0
(−k)j
j!
tj


=
∞∑
n=0
(
n∑
m=0
S2(m+ k, k)k
n−m(−1)n−m
n!
(n−m)!
)
tn
n!
=
∞∑
n=0
(
n∑
m=0
m!
(
n
m
)
(−1)n−mS2(m+ k, k)k
n−m
)
tn
n!
.
(2.34)
Therefore, by (2.30) and (2.34), we obtain the following theorem.
Theorem 2.9. Let X1, X2, · · · , Xk be independent gamma random variables
with parameters 1,1 . For n ≥ 0, k ∈ N, we have
E[(X1 + 2X2 + · · ·+ kXk − k)
n] =
n∑
m=0
S2(m+ k, k)m!
(
n
m
)
(−1)n−mkn−m.
Remark. From Theorem 8 and Theorem 9, we have
∑
l1+···+lk=n
(
n
l1, · · · , lk
)
dl1dl2(2) · · · dlk(k) =
n∑
m=0
S2(m+ k, k)m!
(
n
m
)
(−1)n−mkn−m.
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