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Glossary
Glossary
cloud-native is a synonym of the CNCF model for container packaged, dynami-
cally managed and microservice-oriented applications on container platforms
Container-as-a-Service is a service model that provisions OS-sharing, isolated
execution contexts using kernel namespacing and often comprises autoscaling
and load balancing services.
Data Plane Development Kit is a set of libraries for fast packet processing. The
libraries run on dedicated core processing units and have exclusive access to
dedicated network interfaces.
Extract-Transform-Load is a data warehousing term that describes data pro-
cessing which extracts information from a source, transforms it to a common
representation and loads it into a structured result set. Big Data Analytics
jobs can be considered ETL jobs although the pipeline is typically segmented
to store intermediate results, e.g. MapReduce.
Function-as-a-Service refers to the service model to provision code execution on
demand for a resource-transparent deployment. The service aspect separates
the provider role (e.g. corporation, institution, IT department) from the cus-
tomer role (e.g. developer, application designer).
green threads (or green threading) emulates concurrency in a user process, e.g.
the runtime provides threads that are not natively manages by the kernel but
only in user-space.
Internet of Things the term is generally applied to describe distributed sensing
and acting with the use of many devices (things) that communicate in a com-
mon spectrum (Internet).
Load-Balancing-as-a-Service provides state-of-the-art configurable load balanc-
ing for virtualised application deployments.
Representational state transfer this best practise has been developed for in-
teroperability between web APIs and organises the service interface as web
resources (identified by URLs) that can be manipulated using HTTP methods
(GET, POST, PUT, DELETE).
Software-as-a-Service provides use of applications hosted in a Cloud ecosystem
but without the need to manage or control any of the resource aspects and no
means to change its capabilities except to control access modalities.
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1 Introduction
Serverless computing is an emerging Cloud service model. It is currently gaining
momentum as the next step in the evolution of hosted computing from capaci-
tated machine virtualisation and microservices towards utility computing. The term
serverless has become a synonym for the entirely resource-transparent deployment
model of cloud-based event-driven distributed applications. This work investigates
how adaptive event dispatching can improve serverless platform resource efficiency
and contributes a novel approach that allows for better scaling and fitting of the
platform’s resource consumption to actual demand.
Following the investigation of economical aspects and the state-of-the-art overview
on serverless given in the interim report [39], the thesis report opens with the def-
inition of a common terminology to discuss design and integration aspects in order
to synthesise a platform design reference and an event dispatching reference archi-
tecture (section 2) used in the remainder of the thesis.
A thorough literature review has been conducted to analyse the problem space in
chapter 3. Distributed system scheduling taxonomies are applied to classify the
serverless scheduling problem (section 3.1). Stakeholders and survey papers have
been consulted where necessary to identify the design goal and applicable meth-
ods. The classification is followed by formalisation of a multi-objective optimisation
problem (section 3.2) in accordance with the serverless platform design reference.
The literature review then extends to a compilation of heuristics including the ex-
isting OpenWhisk serverless load balancer and the analysis of two game theoretic
approaches (sections 3.3f).
The core contribution of this thesis is the adaptive event dispatching solution pre-
sented in chapter 4, that is based on the insights of the thorough problem analysis.
To evaluate the design, it has been found necessary to also design, implement and
verify discrete event simulation of a serverless system (chapter 5). The simulator is
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CHAPTER 1. INTRODUCTION
applied to compare the new solution with the OpenWhisk heuristic load balancer
and a game-theoretic noncooperative load balancer. Experiment design and sim-
ulation results are laid out and discussed in chapter 6. Chapter 7 concludes with
a critical assessment of the achievements, future directions and a summary of the
contributions.
1.1 Aims & Objectives
The aim of this thesis is to improve efficiency of serverless platforms by designing an
adaptive event dispatching. Efficiency is the ratio of produced output over incurred
cost and as such comprises several starting points for improvement.
The first objective is to exploit data locality as a means to reduce data transfer, be-
cause data replication and context synchronisation can incur costly overheads. The
second objective is to adapt the scheduling policy to varying demand. Controlling
the amount of employed resources is required to curb cost. The third objective is to
find a suitable trade-off between response times and resource allocation. With less
resources allocated, the utilisation can be increased. However, a higher utilisation
may also cause degradation of the system response times.
1.2 Motivation
Serverless event processing on demand is credited potential to supersede the tradi-
tional Cloud deployment model. In place of traditional resource rental, the Cloud
provider services the execution of user-provided code, which comprises demand dis-
patching and automated resource scaling.
A typical Cloud application deployment would be accompanied by event loops, load
balancers and orchestration tools that automate planning, allocation and config-
uration of the deployment. Serverless radically reduces the deployment model to
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the registration of user-provided function code. A serverless provider only charges
for the number of dispatched events and the resource time covered by the event
execution.
Data center efficency has been criticised for comatose and idling servers [28, 29].
Virtual infrastructure providers can not repurpose resources blocked by allegedly
comatose servers without jeopardising the SLA that binds them to provide virtual
machine capacity that the customer is paying for.
The shift from a rental model to pay per use allows providers to increase utilisation
while it allows customers to fit cost of a service deployment to actual demand.
1.3 Problem Statement
The customer entrusts the serverless platform with demand scheduling and resource
scaling, so the provider needs to solve the workload scheduling problem in lieu
of cloud-native application orchestration, where application-specific load balancers
would usually have been engineered to find a suitable trade-off between response
time guarantees and proactive resource allocation. Serverless is supposed to ease the
orchestration and operation automation challenge as it finds the application decom-
posed into a functional (i.e. event-, or data-driven) set of non-blocking executions
that are structurally similar tasks which can be scaled independently. The challenge
is to find a demand scheduling that fits all applications’ performance requirements.
The majority of existing serverless platforms scales reactively. Upon a request,
they either find an idling instance of the function to dispatch the event to or they
launch a new instance. Upon bursts, this scaling behaviour leads to large numbers
of instances. Few platforms decouple the scaling from event dispatching completely
and scale by secondary metrics, such as CPU load or queue lengths. To scale in,
idling user function instances are either evicted after an idle timeout or displaced by
instances of other functions. Controversely, customers implement function pings to
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keep idling instances from being timed out because initialising a new instance causes
long setup times. A better event dispatching is required that considers platform
efficiency and manages instantiation according to the function’s demand.
Figure 1.1: Project timeline
1.4 Project Management
Figure 1.1 shows the updated timeline of the project. Changes in the architecture
task required to synthesise a generic platform design and a reference scheduling
model from publicly available material. The design, including literature review and
analysis of methods, has been given more time to raise proficiency on the topic.
In turn, testbed work has been reduced to hands on experience and measurements
with OpenWhisk as well as simulation tool evaluation with the result to design and
verify a new serverless simulator. The implementation task covered the design of the
discrete event simlator and integration of compared approaches for evaluation. The
benchmarking task specifies the experiment, simulation runs and evaluation of the
results, though implementation and benchmarking were tightly interwoven. Quick
progress on the practical work has provided initial results for the poster delivery. The
results had motivated the submission of a short paper to the Usenix HotCloud’18
workshop[40], which wasn’t planned initially. During the entire project, the thesis
report was updated as a background task, but required most attention towards the
end of the project which concludes with the submission of this report.
In retrospective, the ample literature review has helped to build up a good under-
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standing of the problem and it has raised confidence in the design of the solution.
The quick progress of the implementation can be attributed to the preparation. A
more comprehensive analysis would be desirable to evaluate the gap between the
developed heuristic and optimal solutions. Initially, the work should have accompa-
nied an industrial project, but the setting was changed. External dependencies pose
the highest risks and need to be managed continuously. The choice of an emerging
research topic requires constant monitoring of the field.
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2 Serverless Systems
This chapter synthesises a reference architecture for the design of event dispatching,
i.e. a serverless scheduling framework. A serverless terminology is introduced and
existing serverless platforms are reviewed for their design motivations and architec-
tural decisions to eventually derive a common event dispatching reference design.
The report from the first International Workshop on Serverless Computing[14] lists
many open questions on the understanding of serverless. The novelty of the trend re-
quires to outline a common terminology (section 2.1) used with established systems,
as no common standard exists that defines a domain specific language for serverless
to be used in this thesis1. In the meantime, both commercial and academic plat-
forms have tried to qualify as serverless solutions. The realisations vary, as emerging
Function-as-a-Service (FaaS) architectures are being designed for the ecosystem they
integrate with and for the use cases they need to support. Section 2.2 discusses the
critical architecture design criteria of a serverless platform to provide the expected
operational behaviour. Section 2.3 compares architectures of existing systems with
respect to the important design criteria. Section 2.4 synthesises a design reference
and an event dispatching reference architecture. The design reference delineates the
boundaries and integration points of a serverless system within a Cloud ecosystem.
The event dispatching reference architecture is used in the remainder of this thesis
to design and evaluate a serverless event scheduling approach.
2.1 Serverless Terminology
In essence, a serverless platform provides execution of custom functions. The user-
provided code is registered with an event type. The occurrence of an event and
its context parameters trigger the execution of the function, also referred to as
1The CNCF has released a whitepaper [9] on 14/02/18 that may become a milestone for stan-
dardisation though biased to microservices
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invocation. The parameters may contain data (i.e. by value) or references to
named data that are read and/or written during execution. The function execution
requires a runtime, e.g. an interpreter in case of a script language, a JVM for
Java byte code or an OS architecture for executables of different formats. Upon
execution, the container-, library-, and runtime-dependencies of a function need to
be presently loaded. Each such loaded environment ready to process events is called
a function instance. Serverless event dispatching assigns compute resources to
events, a decision that comprises the full lifecycle of an event from its occurence
until the successful completion of the function execution.
Let aside the business roles, serverless is a technology that manages user-provided
functions and their execution in a multi-tenant resource-sharing infrastructure along-
side existing services. The environment is called an ecosystem and can contain
various technologies. A serverless architecture design needs to adapt and consider
reuse of existing infrastructure services, e.g. available resource provisioning technol-
ogy to host the function instances, means of communication to exchange events and
data stores to access shared execution contexts, among others.
In a Cloud ecosystem, infrastructure management provides capacitated resource
slices using varying isolation technologies. Isolation ranges horizontally across com-
pute (CPU, GPU, TPU), storage (HDD, SSD, NVMe) and networking (Ethernet,
Infiniband) technologies and vertically from dedicated resource access (Data Plane
Development Kit (DPDK), bare-metal) to temporal isolation (Hypervisor, SR-IOV)
to operating-system isolation (containers, processes, control groups, OpenVSwitch)
to green threads (JVM, NodeJS). Capacitated compute resource shares may be
commonly referred to as workers regardless the isolation technology, as they are
pooled and scaled by the serverless platform. The worker terminology is com-
mon with many application platforms (MapReduce, Spark) and reasons well with
the Twelve-Factor App[45] methodology suggested for web apps and Software-as-
a-Service (SaaS), which suggests pooling of worker processes. The mapping of in-
stances to workers can have different realisations, e.g. runtime process instances
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sharing a worker container or runtime unikernel instances mapping to a VM worker
each.
The term serverless infrastructure is chosen to refer to serverless as a core Cloud
provider technology. Serverless is sometimes interpreted solely as an operations-free
application development cycle and used to pitch SaaS and PaaS services. Cloud
ecosystems offer various platform services, such as object storage (Amazon S3,
Google Cloud Storage, OpenStack Switft), key-value stores (Amazon Dynamo DB),
messaging services (Amazon SQS, Google Firebase, OpenStack Zaqar/Monasca) and
stream processing (Amazon Kinesis, Google Cloud Dataflow) among others. The
technology of many is being developed as open source under the Apache Software
Foundation (e.g. Beam, Flink, Kafka, Spark, Storm) and many platform technolo-
gies have made efforts to position themselves as serverless solutions by allowing cus-
tom user-provided code2. In these cases, the design of serverless workload scheduling
is predetermined by the technology’s workload management, e.g. to stream routing
(Beam, Storm), batch job scheduling (Spark) or hash-based partition load balanc-
ing (Kafka). Although data processing services have pioneered custom user function
deployment, it is difficult for them to be used outside their data context as generic
event processing platforms.
When serverless is designed as a core infrastructure service, the event source can
be any service in the ecosystem. To make function execution available externally, it
is very common to provide a web technology front-end that terminates web sessions,
such as a web API gateway. In that case, event types (or function names) are
embedded in the URL target of a web request. While web technolgy uses requests
in a client/server fashion, Internet of Things (IoT) applications use messaging pro-
tocols for communication. The front-end technology may then comprise a message
broker (e.g. Amazon Greengrass has functions subscribed to MQTT topics). Fur-
thermore, worker pooling would commonly use the terms job and task, but serverless
2e.g. Databricks offers serverless on Spark go.databricks.com/
announcing-databricks-serverless, Google positions several products as serverless
cloud.google.com/serverless
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has established the term event to indicate the distributed and seemingly arbitrary
occurrence of triggers to execute a user-provided function.
The architecture design may consider geographical distribution as data center in-
stallations become increasingly distributed. Several research strains, both industrial
and academic, have proposed the wide-area distribution of cloud computing nodes.
From standardisation of multi-access edge computing[1] and fog computing[23] to
various new consortia (Edge Computing Consortium, Automotive Edge Computing)
and public funding programmes (Cloud Computing in the recent Horizon 2020 ICT
work programme[11]), the term edge computing is being established to refer to
compute nodes in metropolitan regions, residential areas or on customer premises
that provide computing in access and local networks and requires distributed appli-
cation platforms. Serverless resource transparency provides a desirable infrastruc-
ture abstraction level.
2.2 Resource Allocation and Event Isolation
Using the terminology, operational design questions of a serverless platform in
resource-sharing environments can be discussed. To meet execution demand, a
serverless platform requires a technology that provisions infrastructure resource al-
locations. To accomodate multiple users’ functions, the platform needs to isolate
event execution.
Worker allocation. Resource allocations have a capacity (e.g. memory size, CPU
cores, network interface bandwidth) and service-level objectives concerning their
availability. Such resource allocation is regardless of how the serverless platform is
going to isolate events but rather how it integrates with the ecosystem. For exam-
ple, the serverless platform could make an allocation for every event and release it
afterwards or it may acquire a set of bare-metal servers and manage event process-
ing across these. The ecosystem predetermines the available isolation technologies,
which are typically VMs or containers.
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Figure 2.1: Worker isolation levels
Recently introduced technologies such as Unikernel and Hypercontainers try to lower
initialisation time of hypervisor resource isolation. For example, Unikernels link the
application with kernel libraries to bundle the minimal required functionality (e.g.
memory management, multithreading, networking or file system access) with an ap-
plication for execution in a virtual machine. Modern hypervisors require little to no
initialisation of the virtual hardware, so simple Unikernels can boot in 4 ms [31, 32].
Recently introduced runtimes such as Kata Containers[35] and hypercontainers[22]
provide hypervisor isolation for containers. Although most current serverless plat-
forms target container virtualisation, a recent publication tries to make a case to
consider Unikernels for stronger security context isolation[27].
Figure 2.1 shows common mappings of function isolation. Colours indicate differ-
ent technology layers, i.e. host virtualisation, OS context isolation (container) and
POSIX process/memory isolation. To have a function per VM would be the Uniker-
nel or Kata Container approach, whereby only the latter stack uses a container layer
to reuse container images. A popular model is to have a function per container, i.e.
to isolate process and user IDs, file system, inter-process communication, network-
ing and control groups. Traditional complex event processing systems use a shared
runtime (e.g. Java™). Of course, higher layer mappings can do without hypervisor
or container context isolation which is only shown for completion. Traditional IaaS
provides VMs, Container-as-a-Service (CaaS) provides containers and PaaS provide
management of processes, threads, jobs or tasks at runtime level.
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Event isolation. Besides selecting a stack that provides the worker pool, event
isolation needs to be architected. Each serverless event execution is a stateless,
independent action and is expected not to jeopardise any other event execution.
Hence, the worker is expected to isolate invocations, e.g. using OS process isola-
tion or runtime means of context isolation. Public serverless offerings also require
accountable resource consumption metrics, so they often use a container worker per
function and OS performance isolation (e.g. CPU pinning without preemption or
real-time scheduling) and isolate events temporally, i.e. only a single event runs in a
container at a given time. To save overhead, the container context would be reused
for the next event (warm start). For instance, OpenWhisk uses container isolation
for concurrently running instances and also isolates event execution within an in-
stance [34]. To isolate memory contents of sequential executions from one another,
it starts a fresh runtime for every event. However, the default configuration only
assigns CPU weights for performance isolation.
Resource management. The mode of isolation affects serverless resource manage-
ment. If the platform allocated a new worker for every event, the serverless platform
would itself scale by the demand that it processes, but worker the initialisation over-
head could render the operations inefficient. When the platform allocates resources
in bulk, it needs to tune event dispatching for utilisation of resources that it acquires
and releases in a separate control loop. The scaling of workers can also be delegated
completely. For example, some infrastructures offer to size a pool based on their
CPU utilisation. Or, autoscaling services may collect serverless metrics (e.g. event
queue lengths, demand prediction) as in traditional Cloud application orchestration
to scale the number of workers. Adaptive event dispatching developed in this thesis
has to consider elastic scaling of the worker pool.
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Figure 2.2: OpenFaaS architecture
2.3 Architecture Comparison
This section compares existing architectural design approaches. Several open-source
serverless platforms are based on cloud-native architectures. Their design is de-
scribed and OpenFaaS[13] is used as one instance of a cloud-native serverless plat-
form. Other platforms are designed for VMs or bare-metal hosts. OpenWhisk is
used here as a popular representative of traditional VM or bare-metal design. Ama-
zon’s Greengrass platform is mentioned for its use in IoT, which runs on capacitated
appliances as an extension to the Amazon Lambda service.
Cloud-native serverless platforms. The serverless platform can itself be de-
signed as a cloud-native container deployment (CNCF). A cloud-native platform
such as Kubernetes, Rancher or Apache Mesos provisions operating-system contain-
ers and offers rigid or flexible resource isolation. Cloud-native platforms also provide
services to scale the number of container instances based on resource utilisation, ei-
ther by monitoring the resource consumption or the service quality using best prac-
tises of Cloud application orchestration. The CNCF has recently released its own
serverless whitepaper [9]. The integration with CaaS platforms provides monitoring,
resource allocation, automated scaling and Load-Balancing-as-a-Service (LBaaS).
The open source serverless projects OpenFaaS, Kubeless, Fission and Funktion are
designed for cloud-native computing platforms (CNCF) and scale workers by the
container. For instance, OpenFaaS adopts the microservice model and embeds each
user-provided function in a service container image (see Figure 2.2). Each function
is packaged with a function watchdog - a tiny HTTP server implementation that
page 12
CHAPTER 2. SERVERLESS SYSTEMS
Figure 2.3: OpenWhisk architecture
offers execution of a particular function through a web service Representational
state transfer (REST) API. The watchdog launches a process instance for every
request. The OpenFaaS API Gateway reverse-proxy load balances events and uses
resource monitoring to decide on scaling of the number of containers. In general,
integration with a cloud-native platform can leverage existing container monitoring
(Prometheus) or CPU-utilisation based scaling (Kubernetes) but leaves the server-
less platform with less control over the (co-)location of instances.
OpenWhisk also runs containerised functions, but its design requires control over
the local container runtime on each host. Unlike cloud-native serverless designs,
OpenWhisk balances events on a fixed (virtual) host resource allocation. The archi-
tecture (see Figure 2.3) uses a so called invoker that manages a container pool on
a local container runtime (e.g. Docker, containerd) of each slave VM or bare-metal
server. The invoker is configured to maintain a maximum number of containers,
but does not actively manage the local memory and compute resources. When the
invoker launches instances, it passes resource allocation parameters to the local run-
time for performance isolation of events (CPU share weights and memory limits).
To deploy OpenWhisk, one would typically plan resource requirements and allocate
hosts (VMs) that are managed by the platform. OpenWhisk uses an Nginx proxy
that terminates client sessions and dispatches web requests to controllers. A con-
troller stores the request in a shared data layer, looks up the references functions
(called actions) for access control and dispatches the invocation event to an invoker.
The commercial IBM Bluemix Cloud ecosystem is based on Apache OpenWhisk.
Other architectures exist that assume static resource configurations. For exam-
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ple, Greengrass is designed to run on appliances, such as an embedded platform
(Raspberry Pi) or a small VM. Similar to OpenWhisk, it is preconfigured to utilise
a maximum amount of resources per appliance (32 containers, including manage-
ment functions) and even uses its own container management (based on Linux kernel
namespaces). Greengrass would scale by the appliance at the edge and is backed
by the Amazon Lambda (serverless) service. Like OpenWhisk and its counterpart
Amazon Lambda, it uses temporal isolation and reuse of containers. In case of
congestion, idle containers are evicted to launch instances of requested functions.
McGrath and Brenner [33] design a serverless architecture on Microsoft Azure
services, which uses worker VMs and Azure Storage queues to implement workload
polling (work stealing). The client-facing RESTful front-end is implemented as a
web service, but they do not discuss scaling of the worker pool.
2.4 Serverless Design Reference
Given the many domains that serverless is discussed in, we can extract four bound-
aries to consider for the design of a serverless architecture as sketched in Figure 2.4.
Serverless is prominent in data analytics, IoT data processing, complex event pro-
cessing and workflow execution to allow for customised, user-provided functions in
these platforms. The client access technologies may vary across the set and com-
prise message-based technology (Kafka, AMQP, MQTT), request-based web tech-
nology (HTTP/REST, webhooks) or stream protocols. The selling point to speedup
the release cycle (continuous integration) and to support agile software engineering
methods with integrated testing (e.g. A/B testing) and automated operations (De-
vOps) is repetitive across domains. The developer merely provides application
logic as packaged functions and their configuration (event subscription, access con-
trol, etc.). To externalise program state, event processing relies on data storage ser-
vices to hold execution contexts. Both function input and output may be exchanged
referring to named data items. For example, big data analytics use cases require the
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Figure 2.4: Serverless design reference
customised functions to access, process and store data (cmp. Extract-Transform-
Load (ETL)). This implies that functions can not be considered idempotent as the
user-provided function may modify external data sources in the process. Server-
less architectures run in resource sharing environments and need to integrate with
infrastructure provisioning services, which may be container-based, hypervisor-
based (VM/Unikernel) or bare-metal servers without virtualisation. The utilisation
of acquired resources and the efficiency of the platform is important to consider.
Reviewed architectures are different implementations within this design reference.
Figure 2.5: Event dispatching reference architecture
Event dispatching designs across architectures share few common elements as de-
picted in Figure 2.5. An important notion is that the scheduler appears as a single
(distributed) function that dispatches events across workers and thereby affects the
scaling behaviour of the system. OpenWhisk uses a distributed controller, OpenFaaS
uses a non-distributed API gateway (microservice), and each Amazon Greengrass
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appliance implements an MQTT broker that IoT devices need to connect to. Dis-
covery of the controller is outside the scope of this thesis, as it depends largely on the
client protocol and whether the controller is implemented in a distributed fashion.
Worker scaling in the ecosystem is often considered to be independent from event
scheduling. Although the OpenFaaS API gateway controls the container instance
count, its utilisation monitoring control loop is independent from event dispatching
(load-scaling). OpenWhisk does not actively scale the worker pool, and Greengrass
is limited to the appliance. This work argues that event dispatching should con-
sider adaptive scheduling for elastic resource scaling. The worker is a capacitated
resource (container, VM or host) that controls the launch of function instances and
processing of events. The worker pool designs vary from using worker queues for
backpressure scheduling (e.g. OpenWhisk), per-function queues for work stealing
([33]) to processor sharing (OpenFaaS).
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As concluded in chapter 2.1, serverless event dispatching covers scheduling and re-
source scaling aspects. This chapter classifies and describes the serverless scheduling
problem using two popular scheduling taxonomies for distributed scheduling and de-
rives design goals and applicable methods. Based on the design goals to improve
efficiency, section 3.2 formalises the multi-objective optimisation problem and dis-
cusses abstractions and optimality. Section 3.3 discusses heuristics, i.e. approaches
known from web application load balancing and the OpenWhisk serverless schedul-
ing heuristic. Section 3.4 explores game theoretic approaches to load balancing ([17])
and job scheduling ([12]).
3.1 Scheduling Taxonomy
The generic taxonomy by Casavant and Kuhl [5] is applied with respect to the
reference architecture and yields potential approaches to the serverless scheduling
problem. To specify the problem in more detail, a recent taxonomy on job scheduling
[30] is applied that positions serverless scheduling quite uniquely among popular
scheduling problems researched in from 2005-2015.
Casavant and Kuhl [5] provide a taxonomy to classify scheduling in general-purpose
distributed computing systems. Their bibliography covers process scheduling but
the taxonomy abstracts from the operation and regards scheduling merely a mech-
anism “used to efficiently and effectively manage the access to and use of a resource
by its various consumers”. This makes the taxonomy a remarkably generic classifi-
cation system. As opposed to user processes, serverless function execution typically
has a limited total execution time and rather resembles job/task scheduling. The
taxonomy can be applied without loss to serverless event dispatching, because it
doesn’t detail the characterisation of workload.
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Figure 3.1: Taxonomy of scheduling in distributed computing systems[5]
Lopes and Menasce´ [30] provide a novel taxonomy for job scheduling on distributed
computing systems. The work classifies the scheduling problem and scheduling
solutions separately. They have applied the taxonomy on the top cited approaches
between 2005 and 2015. Their distinct classification system uses 17 features to
distinguish the scheduling problem, but falls short on classifying the solutions as
compared to [5]. The following applies both taxonomies to classify the serverless
scheduling problem and identifies the scheduling goals and solution space.
3.1.1 The Serverless Scheduling Problem
Figure 3.1 shows the taxonomy of Casavant and Kuhl [5] which serves to broadly
classify the field. Regarding the distributed and sporadic occurence of events that
need to be dispatched to suitable execution locations in a single domain, serverless
event dispatching can be considered a global dynamic scheduling system.
Event scheduling could be solved non-distributed, cooperative distributed or non-
cooperatively distributed scheduling. Current serverless platforms use centralised or
distributed solutions (2.3), e.g. the OpenFaaS API gateway makes a central schedul-
ing decision, the OpenWhisk controller is a distributed implementation. Cloud plat-
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forms are economies of scale and varying demands, which requires demand schedul-
ing to scale for multiple tenants. Hence, the controller logic should be realized as a
replicable, distributed implementation.
Contemporary work still uses differing terms to classify distribution of the schedul-
ing task, e.g. the latest attempt to a grid taxonomy [37] categorises application
scheduling into centralised, hierarchical and decentralised to classify scheduling re-
sponsibility, whereby hierarchical means a cooperative master-worker star topology.
Lopes and Menasce´ [30] simply distinguish from centralised and decentralised, but
many patterns exist to organise schedulers, such as peer-to-peer distributed hash
tables (cmp. Chord) or consensus protocols, which are subsumed by decentralised.
Casavant and Kuhl have a slightly more distinctive notion of decentralisation and
discuss the difference of decentralised vs. distributed. They argue, that any shared
responsibility of scheduling decisions should primarily be called distributed and only
a system that also distributes authority should be called decentralised. Their differ-
entiation of decentralisation is not based on communication topology but on “the
authority to change past or make future decisions”.
The growing interest in edge computing with massively distributed data centers may
require a decentralised solution to manage workload of geographically distributed
deployments. The service discovery and distribution of load across edge data centers
is out of scope of this thesis, i.e. when an event enters the domain of the event
dispatcher, its task is to schedule it to its known worker pool (cmp. reference
architecture section 2.4).
The question whether to choose a cooperative or non-cooperative approach concerns
the scheduling goal. Section 3.1.2 derives the serverless scheduling goal to be a
multi-objective problem with a common system objective and individual objectives
of serverless functions, which suggests a cooperative solution. Casavant and Kuhl
further classify approaches by the method used (heuristic or approximate/optimal
enumerative, graph theoretic, mathematical programming or queuing theoretic). Ap-
plicable methods are further discussed in section 3.1.3.
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Lopes and Menasce´ [30] provide a classification system with features of workload
W , resources R and scheduling requirements Q to define the scheduling problem
SP = (W ,R,Q). The following classifies the serverless scheduling problem accord-
ingly. Table 3.1 summarises the classification and gives option numbers from [30]
for comparison.
Serverless workload is typically multi-user and the multitude of functions can be con-
sidered different jobs W1. Every event is considered a single, independent task W2,
although events may trigger sequences of events with sequential data dependence.
The task execution time may actually vary from to local resource availability (W3
moldable), although some commercial platforms model seemingly rigid requirements
to keep a fair service level. Events arrive in intervals (W4 open) and with different
demand, but follow the same serverless programming model and have the same ex-
ecution structure (W5 same model/same structure). Existing serverless platforms
have different approaches to the quality of service and resource isolation W6/W7.
As a service, SLAs are inevitably a part of the problem but the platform scheduling
only operates on a fair best-effort basis, i.e. customers can neither negotiate SLA
nor customise real-time requirements of their serverless functions.
The resources for serverless platforms are typically Cloud infrastructures, i.e. het-
erogenous R1 to some degree and scalable R2. The sharing model R3 of event
executions is typically a dedicated container when based on CaaS or OS-sharing for
architectures with process isolation. The taxonomy should better distinguish from
dedicated (spatially isolated) shares, temporal resource-isolation or processor shar-
ing to distinguish different levels of performance isolation. Strong isolation helps
accounting, but leaves the execution inflexible. The technology need not be con-
tainer virtualisation but may as well be OS sharing when local admission control is
used to prevent overload. In general, the sharing of allocated worker resources should
be considered here, that is typically the isolation-level associated with containers,
i.e. a dynamic workload scheduling (e.g. weighted fair resource sharing). Serverless
resources can be considered local R4 as propagation delay is typically not consid-
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Feature Serverless classification
W1 Source (3) multi-user/multi-job
W2 Job structure (1) single-task
W3 Job flexibility (2) moldable
W4 Job arrival (1) open arrival process (events come in at any time)
W5 Workload composi-
tion
(3) same programming model, same structure but varying
demand1
W6 Quality of service (1) best-effort
W7 Real-time (1) no real time
R1 Heterogeneity (2) heterogenous
R2 Scaling (4) machine shutdown
R3 Sharing (3) dedicated containers / (5) OS sharing
R4 Geogr. coverage (1) local
R5 Federation (2) single domain
Q1 Goal (1) optimisation criteria
Q2 Level (2) task-level
Q3 Data locality (4) node affinity
Q4 Failure model (2) failure-aware
Q5 Adaptability (2) adaptable
Table 3.1: Serverless scheduling problem classification
ered. The worker pool under control of event dispatching forms a self-contained
scheduling domain R5. Note, that the provided problem specification is based on
reviewed architectures. The design of serverless in other resource environments (e.g.
edge computing) may classify differently.
Lastly, the requirements Q to serverless event scheduling have multiple optimisa-
tion criteria Q1 (the taxonomy does not distinguish any). The scheduling level for
serverless events is that of single tasks only Q2, i.e. unless workflows need to be con-
sidered in scheduling. As every execution requires at least the code (and runtime)
to be present as well as stored or cached input data, serverless scheduling heavily
depends on data locality. Todays systems employ distributed in-memory databases
and JIT-compiled code resides in memory, so node affinity makes a difference Q3.
Failure-awareness Q4, i.e. the ability to reassign jobs in case of failure is state-of-the-
art in elastic Cloud systems. As demand varies over time for serverless functions,
so does the need to split or merge workloads upon resource scaling which requires
adaptable scheduling Q5.
Although the taxonomy is weak w.r.t. workload performance requirements and
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resource sharing concepts, this classification of the serverless scheduling problems
helps orientation to classify this work within the large research body. Lopes and
Menasce´ [30] has identified 10 groups for the top 109 scheduling problems, but none
of these classifies the same as the serverless scheduling problem. The majority (two
thirds, 63%, 68 out of 109) considers multiple tasks or workflow scheduling, which
is a generalisation that can be made to find comparable approaches. All groups are
reported to use some combinatorial search solution but only a few of those are said
to consider the delay involved with finding a solution. Almost all solutions generate
rigid schedules and use resource isolation to enforce this, i.e. they do not consider the
execution moldable as in OS-sharing environments (i.e. processor sharing), which
can be attributed to the size of jobs/tasks usually being large compared to serverless
functions. What makes the serverless event scheduling unique is the combination of
an open arrival process with multiple users per function, similarly structured tasks
with moldable (dynamic workload) execution times in an OS-sharing model that re-
quire affinity scheduling (to reuse instances, runtime dependencies and context). It
does not exactly fit any of the identified groups. Presumably, the serverless schedul-
ing problem is either unexplored and/or unpopular. However, applicable concepts
can be found looking for approaches with similar design goals.
3.1.2 Design Goal
The main goal of this thesis is “to improve resource efficiency by considering data
locality and dependencies” (cmp. interim report[39]). Formally, efficiency is the
ratio of output over input, i.e. the resource efficiency of a serverless system is the
ratio of the serverless events processed (output) over the resources spent (input).
With a total workload of events to process P and cost of allocated workers C, the
serverless scheduling efficiency E should be defined as the events completed over the
resource time covered:
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E = PC (3.1)
Due to the open arrival process of the workload (P), the efficiency can only be
increased by adapting the resource time coverage to handle the workload, i.e. the
time a resource is used and/or the number of resources concurrently employed. Re-
source planning would prepare for the maximum of concurrently required resources
over the entire time frame T . Ideally, resources would be acquired and let go on
demand, such that the resource time coverage reduces to a variable resource cost∫ C(t) ≤ dCe × T . In shared infrastructures, this means returning resources to the
pool for use by other tenants2. While it may be quick to release resources, a setup
time is required to bring resources up.
The dichotomy. Casavant and Kuhl [5] note a “resource/consumer dichotomy in
performance analysis”, i.e. performance from a resource point of view would be
concerned with throughput whereas performance from the consumer point of view
would be concerned with minimising the response time. In fact, a common metric
in data centers (and current commercial serverless platforms) is resource utilisation
as a measure of productivity. It is the time a resource has been actively used
(generating revenue) over the total time that it has been employed (cost). While
resource utilisation is a meaningful business measure for a resource provider, it
neglects application performance. E.g. a work-conserving scheduler may achieve full
utilisation, but increasing resource utilisation does not necessarily increase efficiency.
Simply because rigor utilisation of free resource capacity can cause additional data
transfers, preemption and context switching, cache eviction, etc. and have a negative
impact on the average response times. Application task scheduling often uses the
response time as a performance metric[17, 18, 44]. Increasing the number of allocated
resources reduces the makespan and increases the system’s throughput but at the
expense of scaling the system up, which incurs both setup time overhead and more
2In energy-aware cost models, returning resources may include stepping down dynamic voltage
frequency scaling (DVFS) or switching off servers
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idle periods that negatively impact the efficiency of the system.
With the serverless deployment model, the provider is entrusted to solve for both,
the resource utilisation and the response time objective. The conflict constitutes
a multi-objective problem that is formalised in section 3.2 to find solutions in the
tradeoff between minimising both makespan and cost with the trajectory that re-
ducing cost at some point sacrifices response time and vice versa. Efficiency unifies
both objectives, i.e. maximisation of efficiency marks a Pareto-optimal solution of
the multi-objective optimisation problem.
3.1.3 Method Classification
Lopes and Menasce´ [30] do not classify scheduling solutions for their method, but
merely classify the goal be a set of multiple optimisation criteria. Casavant and
Kuhl [5] classify the approaches as either optimal, sub-optimal approximate or sub-
optimal heuristic solutions, whereby only optimal and approximate solutions are
said to employ enumerative methods (tree search, branch and bound), graph theory
(coloring), mathematical programming (e.g. linear/mixed integer programming) or
queuing theory (stochastic processes).
Metaheuristics, i.e. guided random search techniques, such as simulated annealing,
ant colony optimisation, evolutionary algorithms, particle swarm optimisation, tabu
search or variable neighborhood search are not explicitly named but can be consid-
ered hybrids of the classes. According to Zhan et al. [46], evolutionary algorithms
have become popular with traditional Cloud scheduling. Their survey distinguishes
resource scheduling for the application, virtualisation and infrastructure layers, but
the survey’s application scheduling algorithms have only been applied to offline task
and workflow scheduling.
With serverless, the event scheduling problem inadvertedly becomes an online multi-
objective optimisation problem that includes the global system welfare of minimising
resource consumptions and individual application response-time welfare of the dif-
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ferent classes of functions provided by the tenants. According to a recent survey on
modeling and optimising multi-objective systems by Cho et al. [8], the majority of
key techniques to multi-objective problems for systems with identical individual pay-
off functions are game-theoretic. Games are broadly classified as cooperative (global
welfare) and non-cooperative (individual payoffs). Bas¸ar and Olsder [3] write, that
the theory of differential games has been developed in parallel to optimal control
theory and that cooperative games without side payments can be reduced to optimal
control problems by the design of a single objective whereas non-cooperative games,
on the other hand, do not consider such coalition of players.
The existing open-source serverless event dispatchers reviewed in section 2.3 imple-
ment only heuristics. The review of the survey[8] suggests the design of a game to
address the multi-objective problem. On the basis of the literature search, the design
an adaptive event dispatching for serverless requires the formalisation of the multi-
objective optimisation problem, a review of heuristics for online event scheduling
that address the locality objectives and exploration of online game-theoretic ap-
proaches.
3.2 Multi-Objective Problem Formalisation
By the definition of the serverless scheduling problem, the scheduling goal comprises
two objectives, i.e. to reduce resource time coverage (reduce cost) as a global system
objective and to minimise response times (increase productivity) as objectives of
the individual functions. This section formalises the multi-objective optimisation
problem w.r.t. the isolation levels discussed in section 2.2.
Cho et al. [8] survey modeling techniques for systems with multi-objective optimisa-
tion goals and adopt the definition from Coello [10] for a multi-objective optimisation
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problem as a vector function of non-commensurable objective criteria:
f¯k(x¯n) = [o1(x¯n), o2(x¯n), . . . , ok(x¯n)]ᵀ
s.t. gi(x¯n) ≥ 0, i = 1, 2, . . . ,m
hi(x¯n) = 0, i = 1, 2, . . . , p
The serverless scheduling problem can be defined as an offline version of the
online job shop scheduling problem in which events eki ∈ Ek of classes k arrive at
times tki ∈ T k. A scheduling solution X needs to be found that assigns events. As
discussed in section 2.2, a platform may launch a worker (e.g. VM) per instance or
allocate worker capacity in bulk. Section 3.2.1 formalises the scheduling problem to
assign events to instances and section 3.2.2 extends the problem to also comprise
the mapping of instances onto workers, followed by a review of the sojourn time
definition of an event in section 3.2.3.
3.2.1 Event Scheduling on Instances
When the serverless platform allocates a worker per instance, event dispatching
would only need to assign events to instances. The cost of such a worker-instance
comprises its setup time, the time a function is executing and the idle times between
functions. In other words, the resource time covered by a worker-instance starts with
the event that triggers its creation and lasts until the completion of its last assigned
event (after which it is ideally shut down).
The applicability of this model depends on how workers are accounted for. For exam-
ple, Microsoft Azure containers are charged each for creation and total runtime, but
Google Kubernetes Engine charges for the VMs used to scale the customer’s rented
container engine. Amazon Elastic Container Service offers both charging models.
In private Cloud sectors, such as Telecommunication Cloud infrastructures based on
OpenStack, infrastructure management would block resource shares exclusively for
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the entire allocation time, making it unavailable for other tasks.
Let c ∈ Ck be the set of worker-instances of type k. Let the variable xki,c =
{0, 1}, xki,c ∈ X decide whether the event eki ∈ Ek is processed by instance c ∈ Ck.
Equation (3.2) shows the sojourn time S(e) of an event, that is comprised of the
queuing time W (e), the setup time I(e) and the execution time B(e).
S(eki ) = (W (eki ) + I(eki ) +B(eki )) (3.2)
The waiting and setup time may actually occur to the same event. The setup time
depends on whether there exists a prior event that has already caused creation of
the instance. Queuing may cause the arriving event to wait, but setup of the event
isolation context (e.g. process start) may still be required, even if it is lower than
creating a new container.
The resource time of a worker-instance c ∈ Ck for a scheduling solution X starts
with the first event assigned to the instance and lasts until the last event assigned
to the instance finishes processing. The total resource time objective function is
given by equation (3.3). The response time objective function is simply taken as
the makespan, i.e. the sum of all sojourn times in the serverless system as shown in
equation (3.4).
C1 =
∑
k∈K
∑
c∈Ck
max
tki ∈Tk
{tki + S(eki ) | xki,c = 1} − min
tki ∈Tk
{tki | xki,c = 1} (3.3)
C2 =
∑
k∈K
∑
eki ∈Ek
S(eki ) (3.4)
The resulting multi-objective optimisation problem (3.5a) tries to find a scheduling
solution X that minimises both objectives, (3.3) and (3.4), under the constraints
that each event is only scheduled once (3.5b) and that no event starts processing
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(finishes waiting) on an instance while a previous event is occupying it (3.5c).
min
X
[C1, C2]ᵀ (3.5a)
s.t.
∑
c∈Ck
xki,c = 1 ∀k,∀i ∈ Ek (3.5b)
xki,c(tki + S(eki )) ≤ xkj,c(tkj +W (ekj )), ∀k, ∀c,∀i, j ∈ Ek, tki ≤ tkj (3.5c)
3.2.2 Event Scheduling on Workers
By allocating workers and managing instances separately, the platform can reap
multiplex gains. Instances only consume CPU time during setup and execution
time, i.e. they can be paused so that bringing them up requires less time than
starting a new instance. While paused, they do not consume CPU capacity but only
block memory. The worker’s memory capacity limits the total number of instances.
With sufficient memory, a worker can contain more instances than it concurrently
executes, which helps reducing setup times. When load shifts strongly between
function types, a worker may still need to evict instances.
For example, the OpenWhisk controller schedules events to invokers, i.e. workers,
and requires the worker pool to be dimensioned independently from event scheduling.
The invoker manages instances separately. Container instances are always paused
at the end of an invocation to not consume any more CPU time. But, the current
implementation uses the same limit for the number of pooled instances and the
number of concurrently executing instances and oversubscribes the worker by a
factor of two. Also, reconfiguration of an OpenWhisk worker pool is difficult with
the currently implemented scheduling heuristic, because it uses hash-based load
balancing as will be discussed in section 3.3.
Event scheduling on workers should consider to assign events to instances such that
the platform can adaptively scale the worker pool 3. The offline version of the online
3The problem to smooth online VM allocation in distributed Cloud infrastructures to minimise
reconfiguration cost has been studied for example by Jiao et al. [24] and reduced to the problem
of deciding for how long a VM should be kept during a decline of demand.
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job shop scheduling problem considers assignment of all instances C onto a set of
workers W , such that the number of concurrently running instances on a worker
does not exceed its CPU capacity (e.g. 16 cores) to preserve execution SLAs and
that the total number of pooled instances (both active and inactive instances) does
not exceed its memory capacity.
Let ykc,w = {0, 1}, ykc,w ∈ Y decide if instance c belongs to worker w, i.e. the set
Cw = {c | ∀k ∈ K, ∀c ∈ Ck, yc,w = 1} denotes all instances of worker w. Let Cw(t)
be the set of pooled instances in worker w at time t, i.e. there exist events assigned
to an instance c such that the instance processes before and after t.
Cw(t) = {c|∀k ∈ K, c ∈ Ck, yc,w = 1 ∧ ∃eki , ekj ∈ Ek, tki ≤ t ≤ tkj + S(eki )} (3.6)
Let Nw(t) be the set of concurrently processing instances in worker w at time t, i.e.
those instances that have an event processing at time t (after waiting and before
departing).
Nw(t) = {c | ∀c ∈ Cw(t),∃eki ∈ Ek, xki,c = 1 ∧ tki +W (eki ) ≤ t < tki + S(eki )} (3.7)
A worker w ∈ W incurs cost for its entire lifetime, i.e. from its creation to the
completion of the last event. Let tw denote the setup time of a worker. Let S(e) be
the sojourn time of an event analog to (3.2) that comprises the event queuing W (e),
setup I(e) and execution time B(e). Then the resource time cost is given by equa-
tion (3.8), which differs from the cost of a worker-instance (3.3) by a separate worker
creation time that is no longer part of the first event’s setup time. The response
time is given by equation (3.9) analog to (3.4). Note, that although the response
time definitions are congruent, their sojourn time comprises different waiting and
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execution times as will be discussed in section 3.2.3.
C1 =
∑
w∈W
max {t | t ∈ T, |Nw(t)| > 0} −min {t | t ∈ T, |Nw(t)| > 0}+ tW (3.8)
C2 =
∑
k∈K
∑
eki ∈Ek
S(eki ) (3.9)
Let zC be the maximum allowed number of instances on a worker (memory bound).
Let zN be the maximum allowed number of concurrently running instances on a
worker (compute bound). The provider objective is to solve the optimisation prob-
lem in (3.10a), such that every event is scheduled exactly once (3.10b), that every
instance is mapped to a worker exactly once (3.10c) and that the compute capacity
limit of each worker is not exceeded (3.10d) as well as its pool capacity limit (3.10e).
min
X,Y
[C1, C2]ᵀ (3.10a)
s.t.
∑
c∈Ck
xki,c = 1 ∀k,∀i ∈ Ek (3.10b)
∑
w∈W
ykc,w = 1 ∀k,∀c ∈ Ck (3.10c)
|Nw(t)| ≤ zN ∀w ∈ W,∀t ∈ T (3.10d)
|Cw(t)| ≤ zC ∀w ∈ W, ∀t ∈ T . (3.10e)
3.2.3 Sojourn Times
The above problem formalisations only use sojourn time for event response time.
The queuing time W (e), setup time I(e) and execution time B(e) are not further
specified in equation (3.2). They depend largely on the event isolation mechanism
and can have complex dependencies discussed in this section.
In fact, the end-to-end response time of an event comprises several latencies, e.g.
scheduling, transfer, queuing, setup and execution delays. The scheduling delay
depends on the complexity of the scheduling algorithm and information acquisition
(full/partial system state), and is not considered in the formulation of the objectives.
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Scheduling delay has a comparatively small variation and is inevitable, so it only
shifts event arrival times tki by an almost constant delay tsched and is omitted in the
optimisation. The time between an event arriving at the controller and its arrival
at an instance or worker is entirely neglected, as it is typically small compared to
setup and/or execution times.
Queuing delay W (e). On-demand instance setup is an essential feature of server-
less and a platform is expected to scale instances infinitely unless bound by quota.
No specific behaviour has been established for serverless when capacity limits are
reached. Presumed that queuing is desired, a platform may serve requests in FCFS
order, use classful queuing or implement priority queuing.
OpenWhisk, for example, queues events while OpenFaaS allows for processor shar-
ing. Public platforms yet provide different throttling behaviours when the limit is
exceeded. Amazon Lambda has recently introduced a limit to concurrent execu-
tions per functions and Microsoft Azure, IBM Cloud Functions and Google Cloud
Functions provide a quota of concurrent executions per user or namespace. When
the limit is reached, Amazon Lambda rejects requests unless they are submitted
asynchronously through a queuing service, in which case expected queuing latency
is not further specified.
Setup time I(e) of an instance depends on its type and worker state. When
an event is dispatched to an instance, the context to host the instance may need
initialisation (cold start), it may miss only the function code (pre-warmed) or have
already run the function (warm). The first cold start of its type may require the
worker to load custom function code (and library dependencies), which may require
network transfer or disk access, while subsequent instance creation benefits from
cache contents. Other techniques may provide even faster copies of an instance
(e.g. forking) or its container context. Not only instance creation accounts for
setup delay. OpenWhisk, for example, pauses containers between invocations, so
events have at least a small unpausing setup delay, e.g. a set of Python actions
were measured to have an average of 8.6 ms wake up time in the range [0 ms,10 ms]
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and a set of arbitrary docker actions was found to require 7.6 ms on average to be
resumed ([0 ms,50 ms]). Additionally, OpenWhisk launches a new runtime process
for every event in the container instance. The total setup time may vary significantly
depending on the steps required as will be shown by experience with OpenWhisk in
section 3.3.2.
Execution time B(e) starts with the handover of the event message to the function
instance. Depending on its content, named data are accessed from the platform’s
data store, e.g. remote or host-local replica, residing on disk or in memory. Although
the function runtime is typically memory-heavy compared to the data transfers in
question, data access and concurrent modification can cause access latency that
varies based on the location. Content population of cold caches incurs additional
execution overhead. Duan et al. [12] consider the execution either processing-bound
or transfer-bound, i.e. processing and data access are assumed to run concurrently
so that either one defines the bound of the execution time. Actual data access is
difficult to estimate from the event parameters. Typically, a queue-theoretic model
would rather assume some generic distribution of the execution time.
This thesis makes an attempt to isolate an access latency penalty. Assume that the
best execution time can be achieved if all events of a class k are processed by the same
worker, i.e. sharing local cache with no consensus or replication required. Equal
distribution across all workers incurs the highest synchronisation effort. Assume
that the fraction of events processed at worker w is φw, i.e.
∑
w φw = 1. A function
that has roots for any φw = 1 and that peaks on equal distribution is
∑
w φw(1− φw).
The product of the fraction processed at a worker and the fractions not processed
at the worker becomes zero if one worker gets all events ∃w ∈ W,φw = 1, which
also implies all other workers get no fraction, so the sum of products respectively
becomes zero. Let βk be a parameter to this function that describes the degree of
synchonisation between function executions of type k. Then the function execution
time B(e) can be defined as sum of the expected processing time p(ek,i) (cmp. [12]
pki) and the synchronisation penalty.
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B(ek,i) = p(ek,i) + βk · φk,w(1− φk,w) (3.11)
whereφk,w =
1
|Ek|
∑
i∈Ek
xki,w (3.12)
The discusison shows, that modeling of the sojourn time composition is strongly
related to the operation of the platform. Analysis of the scheduling problem often
abstracts from its details [17, 18, 44, 12], but should consider major delay compo-
nents.
3.2.4 Optimality
While a provider would want to handle the workload spending less resources, the
application wants to reduce response times. The Pareto frontier of the optimi-
sation problem constitutes the border at which, for every achievable response time
objective value, no better cost can be achieved and vice versa.
In the established FaaS business model, the provider is reimbursed for execution
time, i.e. the revenue is the sum of all execution times ∑k∑eki ∈Ek∑iB(ek,i) and
carries the cost of overheads. Efficiency E , i.e. maximising the quotient of product P
over cost C, counterintuitively increases when the function execution time increases.
From a customer viewpoint, the platform would not be considered more efficient
if it requires more time to complete events, because that incurs more cost to the
customer. Luckily in the business model, SLAs on the compute capacity of an
instance prevent the provider from increasing the service time by oversubscribing
workers, but the location penalty to the execution time for synchronisation and data
accesses remains.
Serverless platforms in general need to scalarise the non-commensurable objectives
of response time and resource time (cost). A potential solution is to consider energy
efficiency, i.e. finding the minimum resource time which yields a certain response
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time or to set a constraint on the response time and try to minimise resource cost. As
serverless scheduling actually has an open arrival process, the problem requires on-
line algorithms, such as heuristics, polynomial time approximation schemes, optimal
control theoretic solutions or game theoretic approaches. Note, that the response
time objective function can be described as identical, individual payoff functions for
each function class k of events, while the platform’s cost objective is a global payoff
function. The survey by Cho et al. [8] identifies that the majority of techniques used
for this class are game-theoretic approaches. The following sections explore existing
heuristics and game theoretic approaches that may be adopted in the design of a
scheduling solution.
3.3 Heuristics
Scheduling heuristics are designed with intuitive judgment and common sense, but
does not guarantee optimal solutions. It is a strategy based on experience with
similar problems but is not free from cognitive bias. However, basing the decision
finding process on information at hand may provide satisfactory solutions in short
time, hence heuristics can be superior to complex algorithms that need to gather
a lot of information. For example, LRU ordering of items is a sufficient heuristic
in many cases to approximate least frequently used ordering (LFU) [6]. Existing
open-source serverless platforms (OpenWhisk, OpenFaaS, etc.) make use of web
load balancing heuristics to design event dispatching.
3.3.1 Event Classification and Aggregation
Many heuristics exist to statistically load balance workload, e.g. round-robin or
random choice “with the philosophy that being fair to the hardware resources of
the system is good for the users of that system”[5], while they’re actually avoiding
probability of congestion during traffic bursts. In fact, many specific methods exist
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that try to reaggregate similar requests for context localisation, e.g. using hashing
or session persistence. The reason for aggregation is to cluster the workload by its
data dependencies to reuse cache contents, also known as locality-awareness.
To become locality-aware, the scheduler needs to classify the event, i.e. dependencies
need to be guessed. Obviously, the serverless function name identifies a tree of
code dependencies (function code, libraries, runtime, etc.) and the majority of
dependencies should be known from the time the user registers the function. A
session subsumes actions (e.g. requests/transactions) of a common scope or agenda.
The notion is commonly used in web browsing to bundle requests for a specific intent
under a session context, e.g. web applications establish session identifiers used in
messages to identify context stored at either side of the session. Eventually, a
serverless event contains function parameters - either by pass-by-value or pass-by-
reference. References carried in the message may be assumed to cause the data to
be accessed, e.g. content URLs or database keys refer to stored data - either within
or outside the boundaries of the platform. In the following, these contextualising
heuristics (function, session, data) are discussed and existing methods reviewed.
Function aggregation. A serverless function’s code and its runtime dependencies
is a memory-heavy component of the execution as the runtime (e.g. JIT compiler)
often requires a significant time to load code. All existing serverless platforms try
to cluster events of the same function type on the same workers to reuse initialised
function code. OpenFaaS uses worker-instances that can be addressed each. The
gateway resolves a function’s instances via DNS and simply chooses randomly from
the set. OpenWhisk, addresses each each worker (invoker) and simply hashes the
function type to map to a preferred worker in the pool - a simple yet effective
heuristic to localise functions execution.
Session Context. Web frameworks bundle requests from the same client onto
the same server to exploit caching and to avoid context transfers. Application load
balancers (reverse proxies) allow to hash arbitrary request elements, track active
connections, measure server response time, etc. and provide various sophisticated
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static load balancing heuristics that can be tailored to the application. At IP level,
ECMP [21] routing is used to have multiple hosts share an IP address, whereby the
router hashes flow identifiers (IP 5-tuple) to load balance flows onto hosts persis-
tently. Web application load balancers use both techniques to aggregate requests
of the same session context. There is currently no known serverless scheduler that
honours sessions, maybe because events are considered independent and stateless.
A platform could exploit event parameters to derive session context.
Content caching. Content dissemination networks (CDN) direct requests for data
items to the same cache nodes to avoid cache reconfiguration, i.e. to improve effi-
ciency of content access. For example, consistent hashing [26] of the content identifier
ensures the load is statistically balanced across the hash space and preserves map-
pings during scaling. The hash space is partitioned to bins and every bin assigned
to a cache node. When scaling the number of nodes, only a few bins and the data
items therein need to be reassigned. Currently, no serverless platform is known to
route events by content identifiers in the event parameters.
Conclusion. Despite the use of round-robin or pseudo-randomised server selection
to balance request dispatching, many approaches exist to classify and aggregate
events to establish affinity or localisation. While hashing is susceptible to scaling of
the server pool, consistent hashing tries to minimise this effect. Still, approaches are
designed for a large variety of content identifiers. Application data seem to versatile
to be classified without support of the developer. In order not to break the resource
transparency that serverless offers, a method would be preferable that generically
classifies events, e.g. using k-clustering auto-classification methods, but this is out of
the scope of this thesis. As long as the runtime dependencies contribute the largest
overhead, the function type qualifies as the primary event classifier.
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3.3.2 Apache OpenWhisk Controller Scheduling
Apache OpenWhisk load balancing classifies as a global, distributed, cooperative,
suboptimal heuristic by the taxonomy[5]. Multiple controllers share the responsi-
bility of assigning events to hosts (invokers). The OpenWhisk distributed controller
implementation [2] shares common host state information, including the number of
concurrently active invocations on each host.4 A function name’s hash h is used
to identify a preferred host location in the worker pool. If the preferred worker is
saturated (the number of activations exceeds a threshold α), the controller pseudo-
randomly iterates through to the next worker in the pool. The hash h is used again
to select a step size which is a generator to the cluster size to ensure that eventually
all hosts are considered in pseudo-random order. It places the event on the first host
that has a load level below a given threshold (first-fit) and increases the threshold
if necessary to find a suitable host, as the following pseudo-code illustrates.
select_host(h=hash, I=[]sites) {
lvl=α=16, G=[]
for(i= 0, . . . , |I|) { // create generators
if(∀g ∈ G, gcd(i, g) == 1)
G=G ∪ i
}
g=G[h (mod |G|)] // select generator
while(lvl ≤ 3α){ // try up to 3 times busy threshold
for(k= 0, . . . , |I|) {
x = I[h + k ∗ g (mod |I|)]
if(events at(x) < lvl)
return x
}
lvl += α
}
return random site
}
If no host is below the final busy level threshold (3α), a random site would be picked.
This compelling first-fit, hash-based load balancing heuristic solves statistically the
locality, distribution and overflow of function allocations across hosts.
4From 14/02/2018, an alternative load balancer implementation is available that uses sharding
to segment worker capacity and randomly assigns requests.
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Operation Python action Docker action
container creation [448 ms,1370 ms] [504 ms,3208 ms]
function init [307 ms,612 ms] [206 ms,308 ms]
cold cache init ≈1475 ms -
container resume [0 ms,10 ms] [0 ms,52 ms]
warm start [1 ms,88 ms] [1 ms,103 ms]
Table 3.2: OpenWhisk operation steps time ranges
Table 3.2 shows experience values for Python and Docker actions measured on an
OpenWhisk installation. Timings are collected from the log files of invocations.
OpenWhisk uses different containers for every runtime (e.g. Java, Python, NodeJS,
etc). A Python action uses a unique container image, the creation of a container
can take more than a second. After creation, the invoker loads the Python user
function code from a database into the container. While this takes typically takes
less than a second, it may take another 1.5 s the first time it pulls the code from the
database. Once the runtime loads a function code, the container can only be used
for this function or it can be torn down. After the invocation, OpenWhisk pauses
the container processes and keeps the initialised container in memory for a fixed
timeout (default 5 min) in case it can be reused. To unpause a container is usually
fast but may also take 10 ms. Timings are different for custom container images. A
user may provide a Docker container image. Upon container creation, OpenWhisk
always checks the container image repository for the latest version, which prolongues
the creation to up to 3 seconds. It runs the container init function that is provided
by the user for sanity checks. Unlike with Python source code, the worker does not
cache any data for the initialisation of a custom container image. Resuming such a
custom image shows can take longer in some cases, but this may also depend on the
load of the worker, i.e. how fast the OS can resume the custom user processes inside
the container instance. In addition to these setup times, every event invocation
launches a new runtime process in the container instance that needs to load the
function’s code (or precompiled byte code). The total time seen to start event
processing in case of an existing container instance ranges from 1 ms to 88 ms for
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Python and 103 ms for custom docker instances, but the average of this series of
invocations is about 10 ms.
Summary. By hashing the function name to identify a home invoker, OpenWhisk
aggregates by the function for instance reuse and cache hit rate improvements.
The first fit heuristic with a function-specific step size for scaling also increases the
likelihood to reuse warm containers when the scheduler needs to scale out. Hands-
on experience with an OpenWhisk installation shows the large extent of setup time
variation with the isolation technologies used. As indicated in the serverless systems
overview (chapter 2), isolation technologies with shorter setup times are making their
debut. But for now, setup delays of instances need to be factored in the design of
serverless event dispatching.
3.3.3 Online Bin Packing
The serverless scheduling problem can be regarded an online bin packing problem
that assigns each event to a worker (bin) with sufficient residual compute capacity.
According to Seiden [38], the simple heuristics first fit, best fit and next fit were
originally researched by Ullman[43] and Johnson[25]. To date, these heuristics serve
for comparison in online scheduling, because of their low complexity to make a
scheduling decision.
Each worker has a computing capacity zN of concurrently running instances. The
online bin packing problem is to assign an event with capacity 1 to a worker w,
such that the number of concurrently running tasks does not exceed the worker’s
capacity (cmp. constraint (3.10d)).
Assuming the scheduler is notified of the finishing of a message, it can implement
the first fit heuristic such that it progresses the list of workers from a single starting
point and maps the event to the first worker that has sufficient residual capacity.
The next fit heuristic can be implemented analogously, but would use the last worker
that it has scheduled an event to as starting point. The best fit heuristic would assign
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the event to the worker with the least residual capacity.
These heuristics have been originally researched in the context of memory page
allocation and did not consider overbooking of resources. To facilitate queuing, by
the example of OpenWhisk, the capacity limit zN needs to be raised by an integer
factor until a worker can been found, whose sum of active instances and queued
events is less than the new limit. Let Lw(t) be the length of the queue and Nw(t)
be the number of active instances at worker w. To schedule an event, a minimial
factor a ∈ N+ needs to be found such that ∃w ∈ W,Lw(t) +Nw(t) < a ∗ zN . Note,
that if a ∈ R, the heuristics would all find the earliest start time.
Expectations on performance of these simple heuristics is low, as they do not consider
setup time or execution time estimation and do not distinguish classes of events.
Without aggregation, the first-fit and best-fit heuristic could cause many instance
evictions when event classes vary often. Next fit has the same problem but would
move on when arrivals surpass the capacity of a worker. After completing one
round, it faces the same risk of evicting instances unnecessarily. However, these
heuristics provide fast decisions, which is crucial to the scheduling delay that an
event experiences as part of its response time. If coupled with aggregation policies,
they have great potential to make an efficient scheduling heuristic.
3.4 Game-Theoretic Methods
Game theory provides means to solve online optimisation problems by designing
an iterative algorithm for the game players to converge towards control-optimal
solutions. This section reviews two such game designs. Duan et al. [12] design a
cooperative sequential game for task scheduling (BoT workflows) and Grosu and
Chronopoulos [17] design a noncooperative online request load balancing game. By
brief analysis, only the latter is found applicable to serverless by mapping customer
functions to players that compete for minimum response times in serverless event
scheduling.
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3.4.1 Multi-Objective Game-Theoretic Workflow Schedul-
ing
Duan et al. [12] design a global, static, optimal, mathematical programming solution
to task scheduling (cooperative game). The sequential, cooperative game tries to
reduce both response time and cost. Supposedly, the response time can be lowered
by employing high performance resources, which tend to also be more expensive.
They design a game of K (BoT) players and M sites. The game finds a task distri-
bution (placements) (δki)K×M . For every distribution ∆, the players derive a new
allocation strategy ΘS(l)(∆S(l−1)). They calculate potential allocations (θki)K×M us-
ing different weights for processing (pwki), cost (cwki), bandwidth (bwki) and storage
(swki). Objective functions for every such resource type (f, c, h, g respectively) are
used to decide on the allocation strategy with the best gain, which is in turn used
to derive a new task distribution ∆l(Θl). Formulae of allocation weights, objectives
and task distribution are left out for brevity and can be found in [12].
Discussion. The authors evaluate their game multi-objective (GMO) approach and
report significantly shorter scheduling times than various task selection strategies
that place the selected task on the machine with earliest completion time. Having
implemented and tested the algorithm, there are a few things to note. The algo-
rithm uses linear relaxation and often arrives at a partial solution indicating only a
preference where to place tasks, so it needs to be ensured that all tasks are placed
eventually when it doesn’t converge to a definite solution. The weights are calcu-
lated using the processing, bandwidth and storage requirements of the application
and the site cost, namely, the expected time of a task k to compute on site i (pki),
the cost from the use of a site (with cost ϕi), the network utilisation from the data
a task needs to transfer to site i (dki) and the storage utilisation at site i from its
storage requirements (srk). When the weights do not differ across tasks and sites,
the allocation strategies provide no sufficient gain and the algorithm stops early
with the initial distribution ∆0. Cost (ϕi) naturally differs only across sites and the
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storage requirement of a BoT (srk) differs only across BoTs. A variable that differs
for both BoTs and sites is necessary to play this game, so that the expected time to
compute (pki) and/or data (dki) required to transfer differs enough for the allocation
strategy to provide a performance gain, otherwise the solution stays with the initial
distribution.
Evaluation. The algorithm has been implemented, verified to produce the example
result in [12] and evaluated generating random games. In this evaluation, half of
the machines have 8 and 16 cores each with proportional cost. Bags (e.g. serverless
functions) of 8 tasks have an expected computation time of 200 ms plus a random
location-dependent delay in the range [0 ms,50 ms]. With a threshold of  = 10−3,
1k games were generated per configuration of number of BoTs and number of sites.
Duan et al. [12] report fast computation of 105 tasks (actually only 100 BoTs with 103
tasks each) on 103 processors (actually only 10 sites with 100 cores each) that requires
only 476 iterations. The designed, randomised games require even less rounds, event
in the worst case (≈ 100) and with more sites, there is less competition for resources
and less rounds are required. However, the time to compute can be much higher
as the complexity of the algorithm is O(l ·K ·M). Figure 3.2 shows the results of
different game configurations. The worst case out of a thousand generated games
of each configuration is plotted in Figure 3.2a. The time to compute the rounds
for small problems is similar to the numbers reported by Duan et al. However, the
times grow with the number of sites M and the number of BoTs K as depicted in
Figure 3.2b to almost 6 seconds to schedule 50 BoTs on 40 sites with only 60 rounds.
The average of the games played in this configuration lies at ≈4.5 s.
Duan et al. [12] mention their algorithm could be adapted for flow scheduling, but
initial tests raise doubts on the applicability to online event scheduling. The multi-
ple objectives cover those of the serverless optimisation problem, i.e. both request
completion time and cost of employing a resource are considered. However, the use
of the expected completion time matrix requires independent tasks. In BoT schedul-
ing, each task is considered to require an individual amount of processor time and
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Figure 3.2: Game-theoretic task scheduling evaluation
data transfer to complete. Serverless event aggregation exploits reuse of context.
This would require the scheduler to re-estimate processing time in every placement
strategy, because the processing time of events depends on whether they run on the
same instance, the setup time of instances depend on whether they are mapped to
the same worker.
3.4.2 Noncooperative Load Balancing in Distributed Sys-
tems
Grosu and Chronopoulos [17] have designed a non-cooperative game approach to
balance multi-user flow allocations for optimal response time in a distributed server
environment. Each player (e.g. load balancer) collects information on the service
time and allocations at every host to calculate an optimal split of its own per-
ceived arrival rate in response to the other players’ allocations. The noncooperative
approach yields Nash Bargaining Solutions for a set of heterogenous M/M/1-type
servers (a cooperative version is described in [18] that creates Pareto-optimal solu-
tions).
Every player j = 1, . . . ,m has a request stream with arrival rate Φ and seeks to
balance fractions sji to sites i = 1, . . . , n. In each round, a player j uses a machine’s
service rate (µi) and the other (k) players’ allocations
∑m
k=1,k 6=j Φk to calculate resid-
page 43
CHAPTER 3. SCHEDULING LITERATURE REVIEW
ual capacity µji to optimally rebalance its own arrival rate Φj. The players rebalance
their arrival rates in turns until the overall change in (estimated) response times is
minimised (-constrained). The result constitutes a Nash Bargaining Solution in
which neither player can change an allocation without worsening response times.
Evaluation. The single-objective game has a low complexity. The algorithm used to
calculate an optimal response (BEST-REPLY) needs to sort the residual capacities
of n sites and hence has a complexity of O(n log n). The total game requires m
players to play l rounds, which results in a total complexity of O(l · m · n log n).
The single-objective function and strategy calculation has less complexity than the
multi-objective game designed by Duan et al. [12]. Under ideal system behaviour,
i.e. if the service rates are known and if flow allocation yields ideal system response,
the algorithm’s convergence time depends on the heterogeneity of resources. For
example, if all machines have the same service rate, the players should balance
allocations equally and the algorithm converges after the first round regardless the
differences in player’s rates. If machines have different service rates, the convergence
of the algorithm depends on the overall system utilisation. With high utilisation,
the competition for resources prolongues the game.
The noncooperative game approach can be applied to serverless computing by mak-
ing each function a player to compete in the allocation for minimum response time.
The scheduler would evaluate periodically the arrival rates and service rates of events
and play the game to find new allocations. The recomputation loop of rates is inde-
pendent from event dispatching but should be timely to react to changes in arrival
rates.
To briefly evaluate the algorithm for fitness, static games with randomised, steady
arrival rates were played and the highest number of rounds out of 1000 games re-
ported for different game configurations.
10 × 10 games. The first evaluation series displayed in Figure 3.3a shows the
number of rounds required for static games of 10 players on a pool of 10 machines
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Figure 3.3: Noncooperative load balancing evaluation
to converge with a threshold  = 10−4 (same as used in [17]) under varying sys-
tem utilisation and service rate deviation. Players’ static arrival rates are randomly
generated picking a weight from the interval [1.0, 1.5] and normalising them to the
desired total system utilisation (cmp. [17] uses fractions in [0.01, 0.3]). Different
service rate ranges of machines were tested with linear distribution in intervals from
µi ∈ [1.0, 1.0] (same service rate) to µ ∈ [1.0, 2.0] (cmp. [17] uses [10, 100]). Utilisa-
tions were tested from 5% to 95%. The evaluation shows, that without deviation of
machine’s service rates, the players simply equally distribute their arrival rates and
are done within 2 rounds (second round to notice no further change).
Scaling games. The second evaluation displayed in Figure 3.3b tests different
system sizes with players j = 1, . . . , 30 and machines i = 1, . . . , 50. Player’s steady
rates were randomly choses in the rate interval [1.0, 2.0] and normalised to a fixed
system utilisation of 90%. The evaluation shows a remarkable drop of rounds with
more than 16 players. Closer investigation has revealed, that with large player
numbers, the individual player contributions to the system utilisation are small
w.r.t. the total system capacity. The achievable gains in response to the other
players’ allocation is less than  = 10−4 and the game finishes early.
Discussion. The brief evaluation makes several assumptions, such as an ideal
system response to the reallocation of rates and perfect knowledge of the perceived
service rates. Most importantly, the evaluation uses static games to estimate fitness
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for purposse. In an online system such as the simulation by the authors Grosu and
Chronopoulos [17], the game is played continuously to adapt players’ allocations and
perceived service rates that vary under sampling. Although the approach has only a
single objective, it seems fit to have different classes of serverless events adapt their
individual event dispatching across the worker pool to achieve the minimal response
time objective.
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4 Noncooperative Online Allocation
Heuristic
The review of scheduling literature in section 3 for serverless event dispatching has
motivated the design of a new solution that is based on the following insights of the
analysis.
First, classifying the serverless scheduling problem with a job scheduling taxonomy
puts serverless in a unique position among popular job scheduling research [30].
The task structure and the open arrival process put it at the boundary between
job scheduling and request load balancing. The global system welfare and identical
objective functions of individuals suggest the use of game-theoretic principles.
Second, the formalisation of the offline multi-objective optimisation problem shows,
that setup and waiting time of the event are crucial components in both the response
time objective of the customer and the cost objective of the provider. Colocation of
instances may not only reduce the setup time but may also reduce data synchroni-
sation overhead during execution. Both objectives are at the hands of the provider
and need to be pursued by a serverless platform to earn customers’ trust.
Third, review of common heuristics for request aggregation and review of Open-
Whisk shows, that it may be desirable to allow for flexible event classification. For
now, the weight of the function instance (its runtime and library dependencies)
make the function type the preferred classifier to aggregate events. The OpenWhisk
load balancer is a field-tested example of such a heuristic and shows strong event
aggregation properties.
Fourth, considering the multi-objective problem as a game with global welfare and
identical individual objective functions helps to identify related game-theoretic ap-
proaches. The review of a multi-objective cooperative job scheduling game [12] in-
dicates long convergence time for large systems. The design of noncooperative load
page 47
CHAPTER 4. NONCOOPERATIVE ONLINE ALLOCATION HEURISTIC
balancing [17] has compelling features, such as the exploitation of queue-theoretic
optimal control theory to decouple the event dispatching from rate allocation.
This has inspired the design of a noncooperative online allocation heuristic (NOAH),
which uses allocation placement and a minimum completion time heuristic to design
a configurable solution to the serverless scheduling problem.
The heuristic is based on the following intuition:
• The number of workers covered should be contained to avoid costly under-
utilisation of reserved infrastructure capacity. To achieve this, the required
capacity could be estimated applying queuing theory.
• Instances should be gathered to improve colocation. The more instances of the
same class are running on the same worker, the less synchronisation overhead.
• To keep setup times at a minimum, instance context should be reused whenever
possible. In fact, it may be beneficial to wait in aspiration of an instance
finishing instead of launching a new instance.
The approach is designed as noncooperative, distributed scheduling of event classes
(players) with individual objectives to reduce response time and a global system
objective to minimise resource usage. The heuristic is implemented as part of the
platform, hence player’s strategies are trusted to obey the system objective. Fig-
ure 4.1 summarises the design of the noncooperative online allocation heuristic,
which can be understood as 4 separate mechanisms:
1. Each class of events continuously estimates its required number of instances.
2. The classes play a game to place allocations virtually, in which they can try
to colocate, but are bound to the provided workers.
3. Workers autonomously decide between waiting or launching a new instance,
based on the demand.
4. The scheduler dispatches events according to virtual allocations.
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4.1 Allocation Estimation
Queuing theory is often applied for rate allocation [17, 18, 44, 42]. Ideally, a server-
less platform would scale infinitely like an M/M/∞ model, but setup times incur
resource cost overhead. Among queue models, the M/M/c model provides a server
parameter c to scale the modeled system, i.e. the model can be applied to calculate
the number of instances required per event class to contain queuing time within the
class of events. The M/M/c/setup model with variants regarding delayed shutdown
or sleep of a resource has been analysed by Gandhi et al. [16]. These model vari-
ants apply well to the container setup and unpause delays in OpenWhisk. However,
instances could be evicted by other instances and do not consume resources while
idling, so the model can at least provide an approximation. Besides, the estimate is
only used virtually and not to make exclusive resource reservations.
Each event class k (player) calculates the mean arrival rate λˆk and mean service rate
µˆk from the exact interarrival times and execution times of processed events, e.g.
µˆk = n∑n
i=1B(e
k
i )
. Note, that only the execution time without waiting or setup time
is used. These execution times need to be provided by the worker. The scheduler
uses obtained means to calculate an optimal number of instances ck applying a
multiple server queuing model. In case of model variants that allow setup times, the
respective metrics need to be collected as well.
For an initial design1, the simple M/M/c model is used that is much easier to
solve numerically. Assuming a Poisson arrival process with rate λ and exponentially
distributed service times with mean service rate µ, the allocation should at least
satisfy the stability condition of the model: λ
cµ
< 1 =⇒ c > µ
λ
. To contain the
average waiting time of events, the Erlang C formula can be used to find ck such
that the expected waiting time of queuing remains below threshold αk (4.1). Note,
that the estimation does not depend on any other class of events.
1Regarding other models, e.g. Franx [15] has shown that response times of a fixed service time
queue (M/D/c) model can be numerically computed, though with substantial complexity.
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C(ck, λˆkµˆk )
ckµˆk − λˆk
< αk (4.1)
4.2 Virtual Allocation Placement
Having identified the required number of allocations ck for class k events, the system
needs to map ck virtual instances to workers W with a maximum number of allowed
allocations per site zC .
Each function constitutes a player in a noncooperative game for the location of the
allocations. Players try to aggregate instances of their class but may not do so at the
expense of the system cost. This constraint does not allow for many variation in the
allocation strategy. However, dynamic scaling of event classes leads to fragmentation
in the system allocation that can be exploited. A player can prefer locations with
large allocations over other locations where it has no allocations.
When it scales out, allocation management tries to colocate allocations to keep a low
setup time overhead. When a function scales in, the host with the least allocations
is reduced. This keeps the bulk of events colocated and decreases expected waiting
time of an arriving event. The implementation of the scheduler estimates required
allocations and places them in the worker pool using a first fit heuristic to keep the
number of employed workers minimal.
The system would have an incentive to block workers when it wants to scale down the
worker allocation. Such defragmentation strategies in which the system claims free
spots on underutilised workers are possible, but reconfiguration strategies are cur-
rently not implemented. Functions that require timely synchronisation of a shared
data context would have a stronger incentive to aggregate allocations. Coalitions to
swap allocations (tit-for-tat) between classes could be tested in future versions.
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4.3 Worker Queuing and Instance Creation
The resulting allocations are only virtually mapped, i.e. no actual resource reser-
vations are made at the worker and no instances are spawned by mapping an al-
location. Instead, each worker manages its instance pool autonomously to handle
arriving events, deciding whether to enqueue a request or spawn a new instance.
The reason for using this heuristic is simply the multiplex gain expected from having
events share the entire worker. As observed in the design of BoT scheduling [12],
allocations can be treated virtually, i.e. no actual resource share allocations have
to be made. Virtual allocations merely serve to identify locations to which events
may be dispatched to. A blocking resource reservation would mean more harm than
benefit as it increases the idle overhead whereas sharing the worker resources allows
for statistical multiplexing.
Queuing Discipline. The worker implements a simple queuing heuristic. The ex-
ecution time of events B(e) is measured to estimate an average µˆk, that is computed
as the total average of event execution time 1
n
∑n
i=1B(eki ).
A worker implements a queue for every event class and tries to schedule events on
two occasions. Firstly, when an event of type k arrives, it enqueues the event and
tries to schedule an event of the same type. Secondy, when an event of type k
finishes, the worker tries to schedule an event of the same type. If the queue is
empty, it tries to schedule an event from the longest queue2.
When an attempt is made to schedule an event of type k, it attempts the first event
in the queue to maintain FCFS order within a type. If there is an idle instance of
that type, it dequeues the event and launches it. If there is no idle instance avail-
able, it checks if the worker has already reached the limit of concurrently executing
instances. If so, there is no point in launching another instance, so the attempt
stops and leaves the event queued. However, if there is a free spot to launch an
2serving the longest queue on a loaded host when another queue is empty may cause desired
reconfiguration of the instance pool, i.e. a switch of types
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instance, the worker estimates first, if the queue would be drained before the new
instance has been started, i.e. if the expected starting time of all events in the queue
is within the setup time of a new instance. If the worker expects the queue to drain
before the new instance can become available, it rather leaves the event queued.
4.4 Event Dispatching
Having laid out the allocation heuristic and the independent worker operation, the
scheduler needs to decide which worker to send an event to. Primarily, the scheduler
seeks to schedule an event to a worker with a free instance. A queuing scoreboard
as designed by McGrath and Brenner [33] could be used to find free instances or
workers could selectively report free instances to controllers.
Following the OpenWhisk example of distributed worker state information, the cur-
rent implementation tries to dispatch events to workers with free instances. If there
is no idling instance reported, the scheduler dispatches the next event to the worker
that has the smallest ratio of active allocations over total (virtual) allocations, which
can be considered a weighted feedback load balancing heuristic. This design requires
the scheduler to closely monitor the worker state to achieve a good event balance.
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Figure 4.1: NOAH design overview
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5 Serverless simulation
To evaluate the newly designed approach of chapter 4 against the identified methods
of noncooperative load balancing (section 3.4.2), OpenWhisk hash-based first-fit load
balancing heuristic (section 3.3.2) and online bin packing heuristics (section 3.3.3),
either an implementation or simulation of the system is required. On the one hand,
designing the simulation has the risk of underspecifying the model. On the other
hand, it is common in algorithmic design to evaluate by simulation because it is
feasible to test larger systems. This chapter starts by laying out the requirements
for a serverless simulator (section 5.1) and evaluates the CloudSim framework for
applicability as a serverless simulation platform (section 5.2). It is found that no
current fork of CloudSim fits the requirements of serverless, so a simulator is designed
on the SimPy library and verified (sections 5.3,5.4).
5.1 Requirements
The simulation should evaluate a serverless platform’s efficiency under different
scheduler implementations. To evaluate the effect of event scheduling on serverless
function excection, the simulation may implement abstractions of event processing
and data access. The abstraction level should be just low enough to capture the
effects discussed in section 3.2.3 on sojourn times, such as code initialisation and
data synchronisation among others.
Processing model requirements. To measure the effects of scheduling decisions
on the response times of serverless functions, the abstracted simulation model has
to preserve the following characteristics of an invocation:
• A function instance has dependencies to initialise the runtime and libraries
prior to event processing
• Event processing may include data access (read/write), which may cause syn-
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chronisation overhead with replica located at other resources
• The event processing comprises varying CPU workloads depending on the
event parameters and accessed data
This level of abstraction is comparatively close to actual processing. E.g., Duan
et al. [12] chose to abstract from data only being loaded onto a machine, but do not
consider synchronisation. Grosu and Chronopoulos [17] have abstracted processing
entirely by considering each machine an M/M/1 type server. The multi-objective
problem formulation provided in section 3.2 however consideres both variable setup
I(e) and execution time B(e) as a function of the particular event, i.e. its class,
arrival time, and the instance it is scheduled to. This level of detail is required
to support different application types, which may range from entirely stateless and
independent invocations to concurrent modifications of large data application con-
texts.
Data model requirements. To capture library, runtime and data dependencies
of customer functions, the simulator needs to manage item sizes, dependencies and
resource capacity. E.g. the first instance of a function on a worker may require to
load missing dependencies, whereas the second instance can reuse local copies of data
for initialisation. Processing of an event may create, read, update or delete named
data items. Such context data may be reused by other events, so synchronisation
of remote replica should be supported by the simulator to capture the effect of data
locality.
Resource metrics should be collected to evaluate the resource utilisation and re-
sponse time objectives of the optimisation problem (section 3.2.2). Some schedulers
also require to capture the lineage of event execution, i.e. interarrival times at
the scheduler and queuing, setup and execution times. To compare resource effi-
ciency, the simulation needs to capture the time a resource is utilised and the time
it is employed by the system. Eventually, the simulator needs to facilitate different
scheduler and worker models, e.g. with allocations, concurrency limits, instance
pool limits, per-worker or per-class queues and custom queuing disciplines.
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5.2 CloudSim Evaluation
CloudSim[4] is a discrete event simulation toolkit developed for data center resource
allocation and utilisation simulation. Various forks exist that extend the toolkit by
different aspects of Cloud computing. The following section evaluates their applica-
bility to serverless event processing.
Core engine. The toolkit simulates data center resource utilisation under custom
workload modeled as Cloudlets. Virtual entities (Cloudlets, VMs) are deployed and
provsioned with pluggable placement and scheduling strategies. Initially designed to
model virtual machine placements, every deployment has a broker receive the data
center’s resource status, create VMs, submit Cloudlets and wait for completion. The
host’s resource admission scheduling decides on the progress of placed workloads.
CloudSim implements three such scheduling principles.
• The space-shared scheduler exclusively allocates MIPS from processing ele-
ments (CPU cores), i.e. at VM level, allocation either succeeds or fails and
workload allocation (Cloudlets) to a running VM is queued until the required
amount of MIPS is available.
• The time-shared scheduler implements processor sharing, i.e. VM and work-
load allocation share the overall machine capacity, so a VM receives MIPS
capacity proportionally to the number it demands and the same applies to
time-shared workload scheduling inside VMs.
• Dynamic workload scheduling respects workloads with varying resource utili-
sation and features over-subscription of resources, i.e. a VM can allocate more
resources than available but is given its time-share according to utilisation but
no more than its maximum allocation.
Dynamic workload scheduling is the most realistic to capture varying CPU utilisa-
tion by running processes. Dynamic hosts even consider a 10% service degradation
for VMs under live migration. Unfortunately, estimated file transfer time for re-
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quired files is factored as additional CPU time into scheduling, so it varies in the
time-shared and the dynamic workload model and it does not consider to incur
workload on the transfer’s source host.
CloudSim extensions. A framework of projects has evolved around the toolkit
that simulates various other aspects of Cloud computing. CloudSim natively sup-
ports only brokers and data centers information exchange, i.e. the data center
collectively subsumes allocation, scheduling and workload execution. Its focus on
Cloud resource allocation makes modeling of fine granular effects difficult, such as
tasks, data exchange or caching.
WorkflowSim addresses workflow scheduling in a spin-off project by [7] based on ver-
sion 3.0.3 without container support. Workflows are DAG graphs that are planned,
deployed and executed without further interaction.
After CloudSim had introduced switched networking in version 3.0.3, CloudSimSDN
(2015) had been developed with support for virtual links. FogSim[19] is based
on CloudSimSDN to simulate a sensor-controller-actor stream processing model in
which distributed applications consist of multiple VMs (modules) and exchange tu-
ples on a tree host structure. Tuples are either forwarded uplink or on all downlinks
of the tree structure.
Container extension. In its latest release (4.0), the CloudSim toolkit has in-
troduced container virtualisation [36], yet the code quality has been decreasing as
open tasks and piling issues remain unaddressed. While the VM implementation
had allowed concurrent execution of Cloudlets in a single VM (time-sharing), the
container implementation only creates a container for every Cloudlet at startup, and
can’t handle dynamic submission of Cloudlets to container instances (to simulate
processing of e.g. events or requests).
Conclusion. For the CloudSim toolkit to become applicable, it needs to complete
the container technology implementation. Yet, Cloudlet processing would still not
consider data access at runtime. It would also be beneficial if resource provisioning
page 57
CHAPTER 5. SERVERLESS SIMULATION
CloudSim 4.0 WorkflowSim FogSim
Job model Cloudlets Task workflows Stream processing
Container VM-like - -
Placement
online
offline offline offline
Communication
Broker
Datacenter
WorkflowPlanner
ClusteringEngine
WorkflowEngine
WorkflowDatacenter
FogBroker
FogDevice
Sensor
ApplicationModule
Actuator
Table 5.1: CloudSim extension overview
(scheduling, allocation policies) could be developed independently from the resource
type (Host, VM, container).
Network delay is considered in CloudSim when sender and receiver of a simulation
event are not the same, but actual network delay can vary depending on whether the
entities share a host (loopback device) or reside on different hosts. The networking
resolution in CloudSim is designed for wide area networks.
Data access is considered at creation time and is abstracted from by modelling an es-
timated transfer time as a local processing workload. Actually, data synchronisation
between tasks requires a shared data layer model that allows access and replication
which affects both ends of a transfer.
Table 5.1 summarises the features of CloudSim and the two reviewed extensions.
The framework can well simulate data center resource allocation requests of various
types (for workflows or streams), but to test event dispatching and load balanc-
ing algorithms, the event communication level would need to be lowered from data
center brokers to hosts exchanging events to capture the side effects of colocation.
iFogSim achieves the stream level only by modelling each host as a datacenter, but
yet lacks to model a request load balancer and resource scaling. Neither Work-
flowSim not iFogSim allow online scheduling decisions for workloads. CloudSim has
many benefits, e.g. in modelling the concurrency of VMs and oversubscription in
Cloud infrastructures. Its strength to simulate large infrastructures are a compelling
argument to base serverless platform simulation on CloudSim. However, its gaps
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in data dependency modelling and the coarse granularity of both allocation and
processing would require to modify its core design elements.
5.3 Simulator Design and Implementation
The gap between CloudSim infrastructure simulation and serverless event process-
ing has spurred the design of an independent simulator that focuses on the model
outlined by the serverless terminology, operation description and reference archi-
tecture provided in chapter 2. The serverless simulator was developed using SimPy
(v3.0.1) and is based on the experience with OpenWhisk. It implements three layers.
At the core, it implements work-conserving, processor-sharing CPU scheduling and
a caching memory architecture. The platform operation layer implements a data
layer, code and instances to launch processes, to execute serverless events and to
synchronise data transfer and data access.
5.3.1 Processing Model
The base processing model is implemented consisting of workers that each have
CPUs and memory to host execution. Container contexts can be provided to isolate
executions.
Worker CPU. Based on the serverless operation model, a worker is a capacitated
computing resource and can be assumed to use work-conserving scheduling. The
typical OS model uses a processor sharing discipline, i.e. concurrent workloads share
the capacity of virtual multicore machines (e.g. n virtual cores). To split function
invocations into data access and execution operations, the worker processing model
should allow to schedule single-threaded executions with a required CPU time.
The effect of CPU models on the execution is abstracted from, i.e. requested CPU
time is the same on each worker. Single-threaded execution means, that a workload
proceeds at the speed of a virtual CPU unless there are more concurrent workloads
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(m) than virtual cores (n), in which case they proceed each with m
n
th of the CPU
speed. Context switching and the interleaving of processes is abstracted from, i.e.
workloads proceed concurrently.
Worker memory. Each worker implements a memory that provides allocations.
An allocation can be read from concurrently, but it can be written only by a single
execution. Reads and writes are executions that occupy CPU time equivalent
to the amount of data read or written at the read/write speed of the memory. The
memory allocation implements priority queueing of read and write executions, i.e.
a write preempts all current reads. Multiple writes are queued in FCFS order and
read requests are queued until after the writes have been processed. The memory
implements LRU eviction, i.e. unlike OS memory management, allocations are not
blocked when the memory is full. Instead, the least recently used allocations are
evicted to fit the new allocation and processes holding references are interrupted.
This model eases instance eviction as well as implementation of caching data layers.
Container context. The model implements container contexts as aliases of work-
ers, i.e. executions are attributed to the parent CPUs and allocations are held in
the parent memory. However, container names are used to log execution time, event
processing, data locations, etc.
5.3.2 Serverless Platform Operation
Based on the processing model, several platform elements have been implemented.
A data layer is provided that abstracts from data subsystems (container image
repository, serverless function repository, key-value stores, event messaging, etc.).
Instances are an abstraction from processes that require to load runtime libraries,
library dependencies and code files.
Data layer. An in-memory data layer is implemented that allows named data
items (container images, function code, messages, context data) to be replicated
between workers and containers. Simply, if a piece of data is required at a worker
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(or container) where it has not been accessed before, the item is replicated. The
replication requires a memory read at the source, a write at the target and a
transfer delay depending on the locations. If a replica exists on the same worker, it
is preferred over other locations to avoid network transfer. Different transfer speeds
apply for disk access, network transfer or memory access. The simulation abstracts
from the transfer protocol, i.e. replication is considered complete after the last of
the three actions (read at source, write at target and transfer delay) has completed.
Write access to a replica updates remote locations immediately and concurrently,
so it may preempt reads in remote locations. Messages are also data items that
incur network transfer delay when dispatched to a host. The real architecture uses
Kafka for reliable, distributed messaging. However, as discussed in section 3.2.3 on
sojourn times, delays for scheduling are not considered.
OpenWhisk code and instances. A piece of code is a data item with depen-
dencies to other data items. When it is accessed, it ensures replication of all of its
dependencies. Furthermore, when an execution enters the code, it subscribes with
all dependencies, so that eviction of a dependency causes failure of the execution.
A code may also provide a function that is executed when an instance of the code
is created. An instance is the abstraction of a serverless function instance. Any
code with an entry point function can be instantiated. Upon initialisation, it reads
the entire code and dependencies once (at memory speed) to mimic process initial-
isation. This is a comparatively coarse-grained abstraction. System methods such
as forking or shared libraries could reduce the process context initialisation, while
actual runtime or code initialisation requires a lot more execution that the simple
write of its memory contents. For example, a container instance would not spend
time to read the container image entirely but requires additional OS context and
container daemon operations. Thus, the time for OpenWhisk on Docker to create a
container instance takes about 504 ms, while reading the image contents (290MB at
12.800MB/s) would take only 22.7 ms. To account for the difference, the instance’s
function adds an additional execution with a workload of 482 ms. Also, the initial-
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isation of a base container image with the user-provided function runtime requires
at least 300 ms in OpenWhisk due to the code being injected through a RESTful
container network interface. As the additional delay is mostly attributed to I/O, the
delay is accounted for by a timer (no workload) parallel to code replication (small
workload). So, the resulting simulation mimics the OpenWhisk model by adding
execution delays where necessary.
A neutral deterministic workload function. To measure the effects of repli-
cation, initialisation, oversubscription, etc., a simple function with deterministic
execution time is implemented. Although the function has a deterministic work-
load of 200 ms, the execution time B(e) can vary upon oversubscription of the CPU
capacity, the different setup times I(e) that optionally comprise container instanti-
ation and initialisation affect the overall response time. The closest model to this
behaviour would be a deterministic service time processor sharing with setups and
sleeps M/D/c/setup/sleep − PS, i.e. the expected timing is neither a completely
deterministic service time (e.g. M/D/c−FCFS) nor exponentially distributed pro-
cessor sharing (e.g. M/M/c − PS). However, this function allows to visualise the
combined effects of queuing and overload on the response time by providing a fixed,
ideal execution time, that marks the lower bound of achievable execution times.
5.3.3 Scheduling Implementation
On top of the serverless platform operation that mimics OpenWhisk, several schedul-
ing approaches have been implemented.
OpenWhisk(3.3.2) uses a controller-invoker infrastructure. An invoker processes
events in FCFS order and implements a single queue. When it dequeues, an event
may cause eviction of a container and cause the start of a new one. The controller
implements the hash-based first-fit heuristic that progresses pseudo-randomly from
the preferred host that the function name hashes to.
First fit, next fit and best fit (3.3.3) reimplement the controller and check the
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load (active instances and queue length) against the capacity limit (factor of the
number of cores) to make scheduling decisions.
Noncooperative load balancing (3.4.2) also reuses the OpenWhisk invoker and
implements an alternative controller. The controller implements a player for each
function type that measures the interarrival times and their service times at each
invoker (worker). Unlike the sampling method proposed in [17], arrival rates and
service rates are measured exactly from all processed events. It plays the game every
100 ms to optimally redistribute arrival rates to workers.
NOAH (4) implements its own invoker and controller. The new invoker logs the
service time and setup time of events. The average setup time is required to decide
between queuing an event or launching a new instance. The service time is required
at the controller to estimate the required number of instance allocations. Further,
the invoker reports free instances whenever it has drained a queue and no more events
to schedule. This allows the controller to immediately schedule an arriving event to
a free instance. Otherwise, the controller balances events according to allocations
that it estimates from mean interarrival and service times of the function type.
5.4 Verification
To verify the implementation of the serverless simulator, two test suites have been
implemented.1
Execution. The first set of tests verifies the worker’s work-conserving, processor-
sharing execution scheduling using the M/M/1 queue model for a single-core test
and M/M/c model for multi-core tests. When executions are spawned at a Poisson
arrival rate λ with exponentially distributed CPU time demand rate µ (avg. service
time 1
µ
) in the PS execution model on a single worker with a single CPU, the M/M/1
model applies, i.e. the worker has a utilisation of ρ = λ
µ
and its mean response time
1a third test suite also compares the default OpenWhisk model with a real OpenWhisk instal-
lation, but is left out for the sake of brevity.
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is 1
µ−λ . A series of 1k tests with 10k executions each, λ = 8 and µ = 10 using
independent random number generators for the arrival and service rates yields a set
of 1k observations of the mean response time. The 95% confidence interval of the
set using the Student’s t distribution (999 degrees of freedom) is [497 ms, 502 ms].
The expected response time is 500 ms.
Analogously to the single-core tests, a worker with 4 cores is tested with λ = 32
and µ = 10 that is expected an average response time of C(c, λ
µ
) + 1
µ
according to
the M/M/c model. The 95% confidence interval of the observed set of means using
the Student’s t distribution with n− 1 degrees of freedom is [173 ms, 175 ms]. The
expected response time is 174.6 ms.
Allocation and data management. To verify that data allocations, reads and
writes operate as described, logical tests have been implemented that verify the fea-
tures. Read and write operations have been tested to allow concurrent reads, read
preemption by writes, write queuing and read-after-write enqueueing. To test cache
eviction behaviour under memory limits, allocation eviction of the least recently
used allocation is tested when memory is full and the notification of processes (e.g.
executing code) subscribed with evicted allocations (library dependencies) has been
verified to abort the execution. Data replication has been tested for different la-
tency timings, i.e. worker-to-worker, worker-to-container (on the same and different
worker) and container-to-container replication. More importantly, effects on repli-
cation and synchronisation duration have been tested where either the read at the
replication source or the write at the replication target is being delayed. And of
course, replication and synchronisation failures upon either preemption or eviction
at the source or target allocation have been verified. Detailed test specifications are
omitted for brevity.
These unit tests are crucial to ensure a working simulator implementation, because
bugs in long running simulations could lead to wrong conclusions on the scheduler
performance.
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Finally, the designed and verified serverless simulator is used to evaluate the different
scheduling solutions. For the evaluation, a dynamic workload scenario is designed
(section 6.1) that ramps up the workload to a specified maximum. As NOAH allo-
cation estimation is configurable with different waiting time thresholds α, the range
will be compared using thresholds 10 ms, 1 ms, 100µs and 10µs in section 6.2.1. The
configuration α=100µs is then compared with results for classic online bin packing
heuristics in section 6.2.2 and eventually is compared against the results of the
OpenWhisk field-tested hash-based first-fit load balancer and noncooperative load
balancing in section 6.2.3.
6.1 Concurrently Scaling Workload
The evaluation can choose from multiple configuration parameters, e.g. platform
resources, customer-provided functions and event workloads. The important met-
ric to evaluate is platform efficiency, i.e. the resource cost and the response time
objectives.
It needs to be noted that the OpenWhisk load balancer is designed for a fixed worker
pool size. A reconfiguration of the pool at runtime would cause rehashing of function
names to workers and would cause additional container setup times for the rehashed
functions following the reconfiguration, which would cause an unfair disadvantage.
Hence, the worker pool size is fixed for all experiments. Instead, workloads are scaled
to explore the behaviour and operational limits of the schedulers with the given
resource set, which actually makes it easier to compare qualities of the approaches.
A pool of 10 workers is simulated with typical server configurations of 16 cores and
48 GB memory. Data replication simply considers ideal throughput with 12.8GB/s
memory speed (DDR3 1600), 711MB/s disk speed (SSD) and 1135MB/s network
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Figure 6.1: Simulation workload increase
transfer throughput (10GbE) to model replication latencies. The effects of schedul-
ing decisions on response times need to be evident, so the neutral deterministic
workload function discussed in section 5.3.2 is used with an ideal execution time
of 200 ms. Ten functions with independent random Poisson-distributed arrival pro-
cesses are simulated. Given the total 160 cores, the maximum, ideal upper-bound
service rate of the simulated system is 800 events per second.
With this configuration, experiments are run that each ramp up the workload to
a certain maximum. The purpose is to evaluate the scheduling under dynamic
scaling conditions. In each experiment, the interarrival rate λk of the 10 independent
functions grows linearly every second from zero to a maximum rate Λs−1 over a
period of 20 seconds and then drops. Each experiment tests a different maximum
arrival rate Λ. Figure 6.1 exemplifies the increasing interarrival rate λk(t) = dte20 ∗Λ,
(0 ≤ t ≤ 20) for experiments Λ={1, 20, 40, 60, 80}. The experiment is continued
until all events have been processed. With 10 independent arrival processes, the
absolute maximum arrival rate Λ per process at t = 20s is 80 events per second, i.e.
the upper bound theoretical system limit of 800 events per second.
This concurrent scaling scenario is designed to show various aspects. The number
of workers and number of functions are chosen to allow OpenWhisk to balance load
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using the pseudo-random order first-fit with pseudo-random starting points on all
workers under high load. All approaches are expected to struggle when Λ reaches
the maximum theoretical limit. Workloads are generated before the experiment, i.e.
the evaluation uses identical workloads for every scheduler. Greedy approaches will
try to utilise the entire pool from the start, while adaptive approaches leave workers
untouched under low workload. Of course, none of the approaches will manage to
achieve the theoretical limit because of container unpausing or container creation
and code initialisation delays. Hence, the scenario drops arrivals after the maximum
rate (sawtooth) and gives the time required to complete queued events.
6.2 Simulation Results
This section presents experiment results. The two main objectives are response
times and resource cost.
The response time is measured as the average response time of events in an
experiment. Since all events have an identical ideal function execution time of
200 ms, the average response time indicates the effects of scheduling decisions on
the function response time objective.
The cost is evaluated using multiple metrics. As OpenWhisk does not natively
support worker scaling, the pool size has a fixed number of 10 workers. To show the
effectiveness of adaptive approaches, the number of workers covered is plotted,
i.e. only those used eventually for event processing. First-fit, best-fit and NOAH
approaches are likely to spare hosts if there are not too many concurrent events.
Greedy approaches (next fit, OpenWhisk) are likely to employ all hosts provided.
In addition, the number of total instances spawned is compared as this gives a hint
to how often the scheduling solution requires the workers to start a new instance. To
also measure how the solution makes use of allocated memory, instance utilisation
is measured. Because instances are usually kept for a timeout of 5 minutes after
their last processing, instance utilisation measures the time an instance actively
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processes events over the period from its creation until it completes its last message
processing only, discarding any idle time after. It has been ensured that none of the
experiments runs into memory overload and that all events complete successfully.
In the following, results on the four metrics average response time, workers
covered, total instances and instance utilisation are discussed in comparison
of different NOAH thresholds (6.2.1), NOAH vs. online bin packing heuristics (6.2.2)
and NOAH vs OpenWhisk and noncooperative load balancing (6.2.3).
6.2.1 NOAH Configurations
This section presents the results of different configurations of the NOAH allocation
estimation (α=10−2s, α=10−3s, α=10−4s, α=10−5s). As described in chapter 4, the
estimation uses the measured interarrival time and execution time of a function ex-
ecution and an M/M/c model to contain expected waiting time under the threshold
α. Figure 6.2 shows the allocations that would be made with an ideal execution
time of 200 ms (rate µ = 5) and exact interarrival times (rate λ ∈]0, 80[).
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Figure 6.2: NOAH allocation estimation with
The results are given in Figure 6.3. The average response time (6.3a) climbs for
α=10ms up to two seconds. The allocation estimation does not consider setup times
in the model. Under high load, the initial setup time is more likely to be carried over
till the last events in the experiment. Simply put, the relaxed threshold (α=10−2)
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Figure 6.3: Comparison of NOAH configurations
underestimates the load. This can also be seen in the number of workers covered
(6.3b) as the configuration tries to cover the maximum system load Λ=80 with only
9 out of 10 workers. A much better threshold of α=10−4 keeps the average response
time visibly under 300 ms while not saturating the pool before Λ reaches ≈ 55.
The total number of instances (6.3c) scales similarly for all approaches, because
the worker implementations decides autonomously whether it is better to wait for
an instance to finish rather than starting a new instance. However, thresholds
α = {10−2, 10−3} start launching more actual instances. This can be attributed to
underestimation of the load, which causes more instance evictions and in turn more
instance creations as workers oscillate between different function types. The case of
evicting an instance to start another is called instance churn. Additional churn also
accounts for the increased response times seen in Figure 6.3a. Instance utilisation
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is better with tighter thresholds α={10−4, 10−5}. With less instance churn, these
configurations suffer less from setup time overhead that would contribute negatively
on utilisation. The maximum utilisation reached is not very high, because a worker
allows more total instances than actively processing instances to reduce the number
of instance starts zC > zN . The scores of schedulers in the utilisation metric need to
be regarded relative to one another as the metric mixes both the setup time overhead
as well as memory allocation overhead to the time actually used to process events.
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6.2.2 NOAH vs. Online Bin Packing Heuristics
To compare with standard online bin packing heuristics, the results of the NOAH
configuration α = 10−4 is shown against best fit (BF), first fit (FF) and next fit
(NF) in Figure 6.4. The average response time of FF and BF starts low as it is more
likely to reuse a started instance than NF with low loads, whereas NF progresses
through the entire pool every time it sees more than 16 concurrent events. Likewise,
NF always employs the entire worker pool, while BF and FF keep it at a minimum.
Estimations of NOAH start with 3 workers, i.e. more than with BF and FF, but
it also sees less churn and achieves better response times. Neither of the classic
heuristics are classful and suffer from high churn, so the total number of instances
is much higher and utilisation suffers from more setup time overhead accordingly.
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Figure 6.4: Comparison of NOAH and online bin packing heuristics
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6.2.3 NOAH vs. OpenWhisk vs. Noncooperative Load Bal-
ancing
Figure 6.5 shows the average response times of different NOAH configurations in
comparison to OpenWhisk (ow) and noncooperative load balancing (noncoop). Re-
garding response times (Figure 6.5a), the results are mixed. OpenWhisk can main-
tain the best response times under moderate load. Message transfer and container
unpausing seem to be the only delays to the execution time. NOAH is slightly above,
accepting the occasional queuing delay. Noncooperative load balancing can not score
good response times at all, as it tries to balance the 10 classes evenly across all hosts.
Unknowingly, the lack of event class aggregation causes unnecessary setup delays.
Under very low load, the additional delay can be attributed to starting instances on
all hosts, whereas under moderate load (≈ 50), increasing instance churn seems to
add to the delay. Starting from Λ≈50, which is only about two thirds of the theoreti-
cal bound, both noncooperative load balancing and OpenWhisk have uncontrollably
high average response times. Setup times climb excessively and no longer differ from
the performance of a classic first-fit heuristics when OpenWhisk random progression
starts to search for free spots (cmp. Figure 6.4a). Although slightly increasing,
NOAH maintains average response times, because its virtual allocations constrain
the scheduler to reuse locations and accept queuing instead of searching for a free
spot that would also cause creation of an instance. As expected, noncooperative
load balancing covers the entire pool of workers (Figure 6.5b). OpenWhisk hashing
to hosts seems to cause two collisions as it uses only 8 out of 10 workers under low
load and expands to the entire pool to schedule overflow loads. NOAH shows a
slightly concave, almost linear proportion of demand and resource cost, which stems
from the allocation scaling depicted in Figure 6.2. The workload aggregation on few
workers allows to release workers entirely under low load and shows good adaptive
behaviour.
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Figure 6.5: Comparison of NOAH, OpenWhisk and Noncooperative load balancing
The total number of instances created as shown in Figure 6.5c seconds the inter-
pretation that increasing response times under high load are caused by increasing
instance churn rates. The oscillating increase in the number of instances created
for OpenWhisk matches its unstable response time increase. The more instances
created, the higher the average response time. Note, that both the response time
graph and the graph with the number of created instances use a log scale, so the real
increase is exponential. Also note, that OpenWhisk creates more instances under
moderate load than NOAH where it also achieves better response times. NOAH, on
the other hand, constrains the allocation to less workers than OpenWhisk and ac-
cepts occational queuing delays. This relation nicely shows the tradeoff between cost
and performance. Lastly, Figure 6.5d shows utilisation performance. The results
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are not surprising. Because of the high numbers of instances created by noncoopera-
tive load balancing and the inclined setup times, it can not achieve good utilisation.
OpenWhisk likewise has a slightly lower utilisation to realise slightly better response
times and degrades terribly when it starts to uncontrollably place events across the
worker pool in search for a first fit.
Conclusively, the evaluation shows great results for NOAH, especially when it
comes to high system utilisation. The scenario tests only a short timeframe (a
single “sawtooth” load increase)1. However, short load bursts of a few seconds are
not entirely uncommon. None of the other approaches among classic heuristics,
noncooperative load balancing (which lacks aggregation) or OpenWhisk hash-based
balancing (that lacks allocations) can contain the setup times in high workload
conditions. NOAH’s use of virtual allocations stabilises the platform behaviour.
1When the maximum load Λ is kept for a longer period, it only becomes more evident under
which load levels the approaches end up keep piling up work. 200 s periods were also tested but
are not discussed for brevity.
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The evaluation shows great results for the newly developed Noncooperative Online
Allocation Heuristic, particularly when it comes to load bursts. This means, NOAH
can be used to run much higher utilisations of the platform resources and allows a
smoother scaling of the worker pool. Competitive heuristics require the platform
to scale the worker pool at two-thirds of the theoretical load limit, which means
they need to overprovision by 50% of the workload. Surprisingly, this matches both
anectdotal operation limits of telecommunication provider equipment1 as well as
the data center utilisations reported by Koomey and Taylor [28] and their updated
report [29], which still does not show full utilisation of allocated resources despite
getting rid of “comatose” servers. Raising the safe operation limits of resources for
higher utilisations is exactly what has motivated the research for a better event
scheduling solution (cmp. section 1.2).
The first objective to exploit locality is addressed by NOAH with the aggregation
of event classes using virtual allocations. The function runtime and its library depen-
dencies are large (290MB for the OpenWhisk container image, 140MB for a Python
runtime) and instance creation (measured 504 ms for the container and 307 ms for
function initialisation) contributes major delays as compared to data transfer (e.g.
up to 900MB can be transferred in 800 ms at 1135MB/s in a 10GbE network). There
are two important developments to this objective. First, alternative approaches to
context isolation and instance provisioning achieve much lower setup times (cmp.
[32, 27]) than OpenWhisk action containers, so the serverless platform would rather
need to consider data location and aggregate for lower context synchronisation over-
head. Second, recent research on resource disaggregation tries to lower the transfer
speed barrier between servers using combinations of RDMA and NVMe to relax
the requirements on data locality constraints (cmp. [20],[41]). Disaggregated data
access means, the serverless platform would need to aggregate for function types
1Operation of servers is considered safe until ≈70%
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again. The current approach leaves room for improvement, e.g. to provide a generic
event classification that can be configured depending on the application type.
The second objective to adapt to varying demand is achieved by having the algo-
rithm scale the virtual allocations and therefore aggregate demand to the estimated
resource set. The scaling behaviour shows clear potential to keep the worker pool
size at the required (estimated) minimum.
The third objective to find a tradeoff between response times and resource
allocation is discussed throughout the thesis. It is reflected in the resource/ap-
plication dichotomy noted by Casavant and Kuhl [5]. It is inherent to the goal
discussion for improving resource efficiency. And it is the basis to the formulated
multi-objective optimisation problem (section 3.2). The evaluation of NOAH con-
figurations (section 6.2.1) shows the obvious tradeoff between response times and
resource cost (worker coverage) using different configuration parameters α. In the
chosen scenario, α=10−4 shows a visibly good efficiency tradeoff under all workload
levels. The choice depends on the expected execution time of functions and the
response time requirement of the application.
Future directions. The research summarised in chapter 3 has provided a thorough
classification, problem definition and overview of methods. However, more research
may be worth exploring to refine the approach presented in this thesis. First, re-
search of the online job shop scheduling problem has been dominated by PTASs
since the emergence of the primal-dual approach and now has various advancements
in exploring multi-dimensional bin packing, design of competitive online algorithms,
etc. For example, Widjaja et al. [44] formulate an online load reallocation scheme
for distributed data centers using duality and derive decentralised iterative algo-
rithms. Similarities to optimal control problems or games with a single, global
objective function mentioned by Bas¸ar and Olsder [3] exist. Second, game theory
has inspired the developed heuristic (noncooperative allocation), but leaves open
questions to whether coalition formation, tit-for-tat allocation exchanges or bidding
for free spots can improve the approach, especially for aggregation of events.
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Contribution summary. This thesis makes several contributions. As serverless is
still being defined, this thesis contributes a design reference for serverless systems
based on the state-of-the-art of Cloud ecosystems and contributes a clear definition
of the serverless scheduling problem, considering the stakeholder objectives and op-
eration aspects of a serverless system. The thesis presents a small subset of the
plentiful applied and theoretical research that exists on scheduling to help explore
possible solutions to the serverless scheduling problem. Also, a serverless simulator
is contributed that implements the approaches and is likely to be reused for future
research.
The main contribution is the new serverless scheduling solution NOAH, whose con-
siderate design has proven to address the objectives and ultimately the aim of this
thesis. The compelling results have been summarised in a short paper and submitted
for peer review at an internationally well recognised workshop [40].
Serverless online event scheduling remains an interesting problem; not only because
of the complexity of the problem and the variety of methods that try to solve it, but
also because it seems that existing implementations might still be based on simple
web request load balancing heuristics despite the fact that event execution can
bear a significant setup time and data synchronisation overheads. As contemporary
work[9] positions serverless as a new paradigm to application deployment in different
ecosystems, it is likely that we will see more research on this topic in the near future.
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