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RESUME 
En organisant les activites de maintenance non plus autour d'un calendrier ou d'un quota 
d'utilisation, mais autour d'indicateurs physiques refletant l'etat de fonctionnement de la 
machine, la maintenance est effectuee uniquement lorsque cela parait necessaire. La 
maintenance conditionnelle, qui est le sujet de cette etude; permet alors de reduire de 
maniere significative les couts de maintenance d'une machine. Trois methodes de prise 
de decision sont particulierement repandues dans les entreprises employant la 
maintenance conditionnelle: la methode du Controle Statistique des Procedes 
(Statistical Process Control - SPC), la methode du Modele Cache de Markov (Hidden 
Markov Model - HMM) et la methode du Modele des Risques Proportionnels 
(Proportional Hazards Model - PHM). Ces trois methodes analysent l'etat de 
fonctionnement de la machine a partir des observations realisees et permettent de 
decider s'il est necessaire ou non d'effectuer leurs maintenances. Cependant, il arrive 
que ces decisions soient erronees: on realise la maintenance alors que la machine 
fonctionne correctement (faux positif) ou alors on laisse la machine fonctionner alors 
qu'elle est endommagee (faux negatif). L'objectif de ce travail est d'analyser l'impact de 
la variation des parametres des methodes de prise de decision sur les erreurs faites par 
ces methodes. En connaissant la sensibilite des differentes methodes a la variation des 
parametres, il sera possible de dormer des recommandations concernant l'utilisation de 
ces methodes de prise de decision, en fonction des objectifs de la politique de 
maintenance. 
La demarche suivie a ete de simuler sur ordinateur les processus de prise de decision 
bases sur des observations, integrant les methodes SPC, HMM et PHM. Ces simulations 
permettent d'obtenir les taux d'erreurs des differentes methodes. L'objectif etant de 
connaitre l'impact de la variation des parametres sur ces taux d'erreurs, un plan 
d'experiences a ete etabli pour faire varier les niveaux des parametres. Ce plan 
d'experiences est issu de la methode Taguchi qui permet de limiter de maniere 
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consequente le nombre d'experiences a realiser. Une fois les experiences realisees, une 
analyse parametrique a ete effectuee afin de determiner 1'impact de la variation des 
differents parametres sur les resultats des methodes de prise de decision. 
Les methodes HMM et PHM prennent la decision de laisser fonctionner la machine ou 
de realiser la maintenance en comparant la valeur d'une fonction avec une valeur seuil. 
Ces valeurs seuil sont calculees grace a la programmation dynamique, et font intervenir 
les couts des operations de maintenance. Ces calculs n'ont pas ete effectues, mais les 
valeurs utilisees ont ete choisies afin de minimiser les taux d'erreur. Ensuite on suppose 
que la machine peut se trouver dans deux etats seulement: l'etat de fonctionnement 
normal, et l'etat de fonctionnement altere dans lequel on ne peut pas constater la panne 
visuellement car la machine continue a produire. II est egalement suppose que les 
observations faites sur la machine sont issues de variables aleatoires ayant pour 
distribution des lois normales. Enfm, on suppose que la probabilite de changement d'etat 
entre deux observations est constante, et que le changement d'etat se traduit par une 
variation de la moyenne des donnees uniquement, l'ecart type restant inchange. 
Les resultats ont montre que la methode SPC est tres robuste meme lorsque le 
comportement de la machine dans son etat de fonctionnement altere est mal connu. Par 
contre, si Ton souhaite minimiser le taux d'erreur de type faux negatif ou maximiser le 
taux de decisions correctes, elle exige de tres bien connaitre le comportement de la 
machine dans son etat de fonctionnement normal. 
La methode HMM permet d'obtenir de bons resultats si Ton souhaite minimiser soit le 
taux de faux negatifs soit le taux de faux positifs. Pour cela, il est necessaire bien 
connaitre le processus de changement d'etat de la machine. Par contre, la methode 
HMM ne donne pas de bons resultats si Ton cherche a minimiser conjointement les taux 
d'erreurs de type faux positif et faux negatif et que l'ecart entre les moyennes des 
distributions des observations dans l'etat de fonctionnement normal et dans l'etat de 
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fonctionnement altere est inferieur a la somme des ecarts types des deux distributions 
(critere etabli de maniere empirique). 
Enfin la methode PHM presente le meme type de comportement que la methode HMM, 
a savoir qu'il n'est pas possible de minimiser conjointement les taux de faux positifs et 
de faux negatifs. Si Ton choisit de minimiser le taux de faux negatifs, on obtiendra de 
bons resultats a condition que l'ecart entre les moyennes des deux distributions des 
observations soit superieur a la somme des ecarts types des deux distributions. 
En conclusion, cette etude met en avant les situations ideales et critiques dans lesquelles 
les methodes SPC, HMM et PHM permettront ou non d'atteindre les objectifs des 
politiques de maintenance, a savoir limiter les decisions de type faux negatif, ou faux 
positif ou simplement maximiser le taux de decisions correctes. II parait desormais 
interessant de comparer ces resultats a des cas pratiques, et d'integrer d'autres methodes 
de prise de decision. De plus, il est envisageable de poursuivre cette etude en integrant 
les aspects financiers de la maintenance afin d'analyser les performances des methodes 
en terme de couts et non de decisions correctes ou erronees. 
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ABSTRACT 
With the increasing dependence on automation and the massive investment in physical 
assets, the organization are looking for more accurate, more cost effective maintenance 
management strategies. The run-to-failure strategy is no longer acceptable. The 
preventive and the predictive maintenance strategies are none parts of physical assets 
management strategies in many companies. An important part of a predictive 
maintenance strategy is the condition monitoring and the condition based maintenance. 
These facts lead the researcher to propose different decision support models. 
Probabilistic models can help the decision makers in taking the right decisions at the 
right time. But as any probabilistic statistically dependant decision modes, they are 
inherently subjected to two type of error, the false negative, which leads to letting the 
system work as it is while it is supposed to be maintained and the false positive, which 
leads to interrupting the system while it is working properly. Using any statistically 
based decision making models without taking into consideration these two types of 
errors may lead to erroneous decisions. 
The purpose of this thesis is to calculate and analyze the false negative and false positive 
errors that are inherent to the probabilistically and statistically dependent decision 
making models used in condition based maintenance management. Specifically, three 
models are analyzed : the Statistical Process Control (SPC), the Hidden Markov Model 
(HMM) and the Proportional Hazards Model (PHM). These three models appear to be 
the most presented in the literature. This thesis presents a study of the change in the two 
types of error, the false positive and the false negative, when the three models 
parameters change. 
The methodology used is based on a computer simulation approach integrating the SPC, 
the HMM and the PHM methods. The simulated models are run for a predefined number 
of times, while the models parameters are held at a predefined level. A specific design of 
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experiments based on Taguchi's method allowed us to limit the number of runs 
considerably. The results obtained are the analyzed by using the Analysis of Variance 
(ANOVA) technique. 
To build the simulations models, some assumptions were necessary. Without loss of 
generality, it was assumed that the system can be in only one of two states, a working 
state or a deteriorating state, which cannot be detected visually. It was also assumed that 
the observations collected from the system are random variables that follow normal 
distribution with means and variances that vary according to the states. It was also 
assumed that the probability of changing from on state to the other in the period between 
two consecutive observations is constant, and that the change of state modifies only the 
mean value of the normal distributions, the variance remains unchanged. 
The results show that under the simulated conditions, the SPC method has the lowest 
percentage of the two types of errors, even if the system is in the deteriorating state is 
not valid. The HMM methods provides acceptable level for each type of error separately 
but not simultaneously. Its performance is quite sensitive to the difference between the 
process means before and after deterioration. Finally, the PHM performance was similar 
to the HMM method. The decrease in the false positive error leads to the increase in 
false negative error, and the difference between the process means before and after the 
deterioration has an important effect on the accuracy of the decisions made. 
This work showed that when using any of the three methods of decision making in 
condition based maintenance (CBM), the SPC, the HMM and the PHM, the user should 
calculate the false positive and the false negative rates that are inherent to these methods. 
The research shows that under certain condition and for some values of the models 
parameters, these error increase. The effect of these errors on the financial aspects of 
decision-making is an area that needs further studies. 
X 
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INTRODUCTION 
La maintenance est devenue depuis plusieurs annees un des enjeux principaux de 
l'industrie. La reduction des couts et Paugmentation de la productivite associee 
entrainent une sollicitation accrue des equipements industriels : la moindre interruption 
de la production peut se traduire immediatement en des pertes financieres considerables. 
II est done important de garder le controle de ses machines et cela passe par une 
meilleure gestion de la maintenance de ces dernieres. II existe aujourd'hui de plus en 
plus de techniques et d'instruments permettant de surveiller la sante des systemes de 
production. Cette capacite de surveillance est essentielle afin de reduire les risques 
economiques et humains (Sohn et al, 2000). De nombreuses pratiques industrielles 
recentes ont egalement prouve que le diagnostic des defauts permet d'ameliorer la 
disponibilite des machines de production, de reduire les pertes de production, de limiter 
la degradation des performances, d'assurer la qualite des produits et de proteger les 
machines contre les dommages (Tzafestas, 1999). A titre d'exemple, le cout des activites 
de maintenance du United States Departement of Defense s'elevait a lui seul a plus de 
81 milliards de dollars en 2005 (DoD, 2006) 
Les differents types de maintenance 
La maintenance peut se repartir en deux families : la maintenance corrective et la 
maintenance preventive. La maintenance corrective se compose de l'ensemble des 
activites engagees a la suite d'un incident et dont Pobjectif est de remettre en etat de 
marche un appareil endommage. C'est une approche reactive: les actions sont 
entreprises a la suite d'un dysfonctionnement (Albert, 1995). La maintenance preventive 
se compose de l'ensemble des activites entreprises lors du fonctionnement de la 
machine. Dans la maintenance preventive, on distingue deux categories : d'un cote la 
maintenance basee sur le temps (Time-Based Maintenance), de l'autre cote celle basee 
sur les conditions (Condition-Based Maintenance) sur laquelle porte cette etude. La 
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maintenance basee sur le temps consiste a planifier les operations de maintenance selon 
un calendrier ou un quota d'utilisation des machines. La seconde se base sur l'analyse 
d'indicateurs refletant le fonctionnement des machines. Ces indicateurs peuvent etre 
tires de differentes sortes d'analyses: vibratoire, thermographique, tribologique, 
visuelle, chimique, etc. (Albert, 1995). II est alors possible de mettre en place la 
maintenance conditionnelle dans tous les secteurs industriels. Les techniques 
developpees ont egalement trouve des applications en medecine, ou encore dans la 
gestion des biens et des infrastructures. Ces divers domaines d'application seront 
detailles par la suite. 
La maintenance conditionnelle 
Les methodes de maintenance conditionnelle reposent sur l'analyse des observations des 
indicateurs, pour estimer l'etat de fonctionnement des appareils. Les observations prises 
en compte et les traitements qu'elles subissent introduisent des bruits dans ces analyses 
qui perturbent les resultats des methodes de prise de decision. L'analyse est done 
imparfaite et peut comporter des erreurs. Ces erreurs sont inherentes aux methodes de 
maintenance conditionnelle, et dependent des nombreux parametres entrant en jeu. 
Le travail 
La maitrise de ces parametres permet done de controler les erreurs et d'introduire des 
politiques de maintenance plus robustes. Ce travail a pour objectif d'analyser l'impact de 
la variation de ces parametres sur les erreurs des methodes de prise de decision utilisees 
dans le cadre des politiques de maintenance. Le theme de ce travail est la maintenance 
basee sur les conditions de fonctionnement (ou maintenance conditionnelle). Differentes 
methodes de prise de decision ont ete developpees pour apporter des solutions aux 
industriels desireux d'ameliorer la maintenance de leurs machines. Parmi les methodes 
de maintenance conditionnelle, trois ont ete choisies : il s'agit du Controle Statistique 
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des Procedes (SPC), du Modele Cache de Markov (HMM) et du Modele des Risques 
Proportionnels (PHM). La finalite de ce travail est d'etudier la robustesse des methodes 
de prise de decision et de donner des directives sur Putilisation de ces methodes. II a ete 
mene en s'interessant aux donnees d'entree de chaque methode, aux parametres 
intrinseques a ces dernieres, et aux erreurs dans les prises de decision que ces parametres 
peuvent induire. Ce choix a ete fait afm que les directives soient generalisables a 
Fensemble des secteurs industriels dans lesquels ces methodes sont employees. 
La structure du travail 
Dans une premiere partie, l'etat actuel des connaissances sur les differentes methodes de 
prise de decision est presente. Le principe de chaque methode est explique et des 
exemples concrets, dans lesquels les differentes methodes ont ete utilisees, sont donnes. 
La seconde partie de cette etude est consacree a la conception de modeles, representant 
les methodes de prise de decision, qui permettent de simuler le comportement des 
methodes de prise de decision. En effet, afin d'analyser 1'impact du changement des 
parametres des methodes de prise de decision sur l'exactitude des decisions, ces 
methodes ont ete modelisees grace a un programme informatique. Tout d'abord, la 
structure generale de la simulation est presentee, ainsi que les differents parametres 
d'entree et les resultats obtenus en sortie. Ensuite, les limitations du travail sont definies 
et les hypotheses faites sont expliquees. 
La troisieme partie traite du plan d'experiences concu afin d'analyser 1'impact des 
changements des valeurs des parametres des methodes de prise de decision sur 
l'exactitude des decisions. Le choix des niveaux des parametres est etudie et la methode 
Taguchi est employee pour definir les plans d'experiences. 
Dans la quatrieme et derniere partie, une analyse parametrique est realisee. Chaque 
methode est alors etudiee independamment. L'objectif est de connaitre l'impact du 
changement des parametres de chaque methode de prise de decision sur l'exactitude des 
decisions de ces methodes. 
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CHAPITRE 1 : REVUE DE LITTERATURE 
Afin de justifier l'interet de ce travail ainsi que son positionnement dans l'etat des 
connaissances actuel, une breve revue de la litterature est proposee dans ce chapitre. 
1.1 Justification du sujet 
Le principe des methodes de prise de decision dans la maintenance conditionnelle est 
l'anticipation de la degradation des equipements. Des lors, l'utilisateur est conduit a 
faire des choix sur la realisation ou non de la maintenance d'une machine, ces choix 
etant dictes par les methodes de prise de decision. Ces methodes sont imparfaites et 
certains choix sont errones. II peut arriver de decider d'effectuer la maintenance sur un 
equipement, alors qu'en realite, cela n'est pas encore necessaire : on parle d'un faux 
positif. A l'inverse, il peut arriver de decider de ne pas effectuer la maintenance d'une 
machine qui parait encore en bon etat en regardant les resultats de la methode de prise de 
decision, alors qu'en realite la machine ne fonctionne pas normalement: on parle d'un 
faux negatif. 
Les erreurs dans ces prises de decision peuvent avoir des origines multiples, parmi 
lesquelles on peut citer le bruit sur les observations, le mauvais etalonnage des 
instruments de mesure, le traitement des donnees, ou encore la methode elle-meme. 
Ainsi, l'efficacite de la plupart des methodes de maintenance conditionnelle depend de 
Fampleur de l'incertitude presente a la fois dans les donnees et dans le modele (Buswell 
et Wright, 2004). Ces auteurs ont travaille sur l'estimation de l'incertitude des erreurs, 
en se basant sur les travaux de Kline et McClintock (1953) et ont montre qu'il est 
possible de quantifier l'incertitude de ces erreurs. II est done envisageable d'etudier 
1'impact de la variation des parametres des methodes de prise de decision sur les erreurs 
des methodes de prise de decision. La variation des parametres joue un role 
preponderant dans l'exactitude des prises de decision. Uguz et al. (2007) ont travaille sur 
un systeme de diagnostic des maladies liees aux valves cardiaques, utilisant la 
reconnaissance des formes et la methode de prise de decision du Modele Cache de 
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Markov (Hidden Markov Model - HMM). Si le systeme qu'ils ont developpe s'est revele 
tres performant, ils ont reconnu que leur methode n'etait pas tres robuste vis-a-vis de la 
variation de la position de la sonde utilisee pour effectuer des observations. La variation 
des parametres des methodes de prise de decision peut done avoir un impact important 
sur les performances de ces methodes de prise de decision. 
1.2 Preambule 
On considere un systeme a deux etats distincts : 
• l'etat x = 0 qui correspond a l'etat de fonctionnement normal de la machine 
(note etat 0) : e'est l'etat de depart; 
• l'etat x -1 qui correspond a l'etat de fonctionnement altere de la machine (note 
etat 1): e'est un etat absorbant, e'est-a-dire que e'est un etat qu'on ne quitte plus 
lorsqu'on y penetre (mathematiquement, les probabilites de transition vers les 
autres etats sont nulles et la probabilite de rester dans cet etat vaut 1). 
Observation y 
issue de la 
variable 
alealofre Y1 
Figure 1.1 : Schema de principe du systeme 
Le systeme est une machine industrielle. On realise des observations sur cette machine. 
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Afin de pouvoir simuler le comportement des methodes de prise de decision, il a ete 
necessaire d'utiliser des variables aleatoires pour generer les etats de fonctionnements et 
les observations associees. 
Les variables aleatoires associees sont les suivantes : 
• X : Variable aleatoire distribute selon une loi de Bernoulli de parametre X et de 
fonction de masse fx{x) = (1-X)
l~x.Xx . Cette variable aleatoire X sert a generer 
les etats de fonctionnement successifs des machines. 
• Y0 : Variable aleatoire distribute selon une loi normale de moyenne ju0, d'ecart 
type <T0, et de densite de probabilite fY (y) = ^^exp( j — ) . Cette 
c0 -4ln 2<r0 
variable aleatoire Y0 sert a generer les observations de la machine lorsqu'elle est 
dans un etat de fonctionnement normal (etat 0). 
• Yl : Variable aleatoire distribute selon une loi normale de moyenne jur - ju0 + S, 
d'ecart type <7l, et de densite de probabilite fY (y) = ^^=exp(—-— ) . 
oJlTt 2CTj 
Cette variable aleatoire Yx sert a generer les observations de la machine 
lorsqu'elle est dans un etat de fonctionnement altere (etat 1). 
• Ehruit : Variable aleatoire distribute selon une loi normale de moyenne 
Mbmit = 0 ; d'ecart type crbruit, et de densite de probabilite 
fEbJy) = Sr=exp(-
(y" /<fc1 ) )• C e t t e v a r i a b l e a l^toire Ebruit sert a 
generer les bruits perturbant les observations et issus de facteurs non 
controlables. 
Lorsque la machine se situe dans l'etat de fonctionnement normal (etat 0), les 
observations sont issues de la variable aleatoire YQ. Lorsque la machine se situe dans 
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l'etat de fonctionnement altere (etat 1), les observations sont issues de la variable 
aleatoire Y1. Sur ces observations s'ajoute un bruit issu de la variable aleatoire Ebruit. 
Les deux premieres methodes de prise de decision presentees (SPC et HMM) sont 
basees uniquement sur les observations realisees sur la machine, car elles sont utilisees 
lorsqu'on ne dispose pas de donnees concernant des pannes. Cette absence d'historique 
des pannes peut avoir plusieurs origines : 
• soit l'entreprise n'a pas d'archives sur les pannes de ses machines, 
• soit il s'agit de machines tombant rarement en panne, 
• soit les pannes ne sont pas observables. 
Quelle que soit 1'origine de l'absence d'historique des pannes, il n'est pas possible de 
definir de loi de defaillance pour la machine. 
La derniere methode presentee, le PHM, se base sur des donnees de pannes et sur les 
observations. Une loi de defaillance est etablie grace aux donnees de pannes. Cette loi de 
defaillance permet de definir une methode de prise de decision, a laquelle on integre en 
plus les observations. Les observations ont pour role d'ameliorer la robustesse de la 
methode de prise de decision. II y a done une difference majeure entre les methodes, et 
elles ne seront pas comparables : elles n'ont pas le meme domaine d'application. 
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1.3 La methode SPC 
La methode du Controle Statistique des Procedes (Statistical Process Control - SPC) a 
ete developpee, et est largement utilisee, dans les domaines de la detection des erreurs et 
des diagnostics. Son principe est le suivant: il s'agit de mesurer la deviation d'un signal 
par rapport a une reference representant les conditions normales de fonctionnement. 
Dans notre cas, le signal considere est Fobservation, ou le groupe d'observations, 
realisee sur une machine. En definissant des limites a la deviation de ce signal, on peut 
alors definir une methode de prise de decision. Des que le signal depasse ces limites, on 
considere que la machine est dans un etat de fonctionnement altere : il faut alors realiser 
des operations de maintenance sur la machine. 
1.3.1 Principe et notations 
Pour utiliser cette methode, l'etape initiale consiste a analyser le comportement de la 
machine dans son etat de fonctionnement normal (etat 0), grace a un indicateur 
prealablement determine. On suppose que cet indicateur est une variable aleatoire Y0 
distribute selon une loi normale de moyenne ju0 et d'ecart type o0, a laquelle on ajoute 
un bruit represents par la variable aleatoire Ebruit distribuee selon une loi normale de 
moyenne jubruit = 0 et d'ecart type obruit. Lorsque le fonctionnement de la machine se 
degrade, cette moyenne et/ou cet ecart type varient: la machine se trouve dans l'etat de 
fonctionnement altere (etat 1). L'indicateur est alors issu d'une autre variable aleatoire 
notee Yx distribuee selon une loi normale de moyenne jul=jii0 + S ct d'ecart type <Tl5 a 
laquelle on ajoute toujours un bruit issu de la variable aleatoire Ebrutt distribuee selon 
une loi normale de moyenne jubruit = 0 et d 'ecart type <JbruU . Selon l 'etat dans lequel se 
trouve la machine, la variable aleatoire Y representant l'observation obtenue est alors : 
• Y = Y0+ Ebruit si la machine est dans un fonctionnement normal; 
• Y -Yx+ Ebruit si la machine est dans un fonctionnement altere. 
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La seconde etape de la mise en place de la methode de prise de decision SPC consiste a 
definir la taille n de l'echantillon d'observations considere. Cette etape constitue un 
travail complexe dont l'objectif est de reduire la taille de l'echantillon, afin de minimiser 
les couts, et d'augmenter la taille de l'echantillon, afin d'augmenter les chances de 
detecter une anomalie. Cette analyse de la valeur ideale de n n'a pas ete effectuee, car 
elle n'apporte pas d'information pertinente par rapport aux objectifs de cette etude. Des 
lors, on ne considerera plus chaque observation y independamment, mais on prendra en 
— 1 " 
compte la moyenne y = —J]yide n observations, c'est-a-dire la moyenne d'un 
echantillon de n observations. 
L'etape suivante consiste a calculer les limites entre lesquelles les moyennes des 
observations devront se situer pour temoigner d'un fonctionnement normal de la 
machine. Ces limites sont appelees «limites de controle ». Leur calcul fait intervenir le 
parametre k dont le role est defini plus bas. Les limites inferieure et superieure de 
controle sont notees respectivement LIC et LSC et sont calculees grace aux formules 
suivantes : 
• LIC = ju0 - k . ^ ; 
• LSC = juQ + k.^f=. 
Le facteur k permet d'ecarter ou de rapprocher les limites de controle. Si on neglige le 
bruit perturbant les observations (ohruit = 0) , on peut calculer, en fonction de la valeur 
de k, la probability que la moyenne de n observations se trouve en dehors des limites 
de controle, alors que la machine est dans un etat de fonctionnement normal. 
On a en effet: 
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Pr(I/C < y < LSC\M = Mo) = P r ( ^ ^ < ̂  < ^ ^ > = Mo) 
°o °o °o 
4n 4n yjn 
= M-k<l^±<k\ju = jUo) 
= Pr(-£ < Z < k) 
= ?r(Z<k)-?r(Z<-k) 
D'apres les tables de la transformee en Z, on pent obtenir les valeurs des 
termes Pr(Z < k) et Pr(Z < -k). 
Par exemple, lorsque k = 3, on a : 
?r(LIC < ~y < LSC\jU = //„) = Pr(Z <k)- Pr(Z < -k) 
= Pr(Z < 3) - Pr(Z < -3) 
= 0.9987-0.0013 
= 0.9974 
La probabilite que les moyennes des observations soient entre les limites de 
controle, lorsque la machine est dans un etat de fonctionnement normal et que 
I'on a choisi k = 3, est done de 99.74%. 
En bomant la variation de cette statistique (la moyenne par exemple) entre des limites de 
controle, on peut alors detecter si le processus observe est sous controle statistique 
(Jardine et al, 2006). Dans la pratique, on a 2.5 < k < 4.5, et la valeur la plus 
communement utilisee est k - 3. 
Pour representer revolution des observations, on utilise un outil appele « carte de 
controle ». C'est un graphique dont l'axe des abscisses represente le temps, et l'axe des 
ordonnees represente les valeurs de la moyenne des observations. On trace sur ce 
graphique trois lignes horizontales ayant pour ordonnees les valeurs des limites 
inferieure et superieure de controle (notees respectivement LIC et LSC) et la valeur de la 
moyenne de la distribution des observations dans un cas de fonctionnement normal 
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(notee ju0). Ces cartes sont appelees « Carte de controle X-bar ». Dans le cas particulier 
ou n = 1, l'echantillon d'observations se resume a une unique observation. On parle 
alors de «Carte de controle X». Apres chaque collecte d'observations, un point 
representant la moyenne des observations peut etre place sur la carte de controle. Cela 
permet de le comparer avec les autres points et de le situer vis-a-vis des limites de 
controles. 
Pour que la methode de prise de decision considere que la machine se trouve dans l'etat 
de fonctionnement altere, il faut rencontrer une des deux situations suivantes: 
• un point se trouve en dehors des limites de controles ; 
• une succession de points a une fluctuation anormale. 
Les fluctuations anormales peuvent etre detectees grace a une serie de tests definie par la 
firme General Electric dans le livre intitule Western Electric Handbook (1956) 
(Montgomery, 1996). Ces tests ont par la suite ete ameliores et se nomment desormais 
«tests pour la detection des causes speciales » ou « process control rules » selon les 
ouvrages. Leur detail peut etre trouve dans le chapitre «Controle statistique des 
procedes » de Baillargeon (1998). Le cas de la fluctuation anormale n'a pas ete integre 
dans la methode de prise de decision. 
Cependant, un point en dehors des limites de controle ou une fluctuation anormale d'une 
succession de points n'est pas forcement synonyme d'un dysfonctionnement de la 
machine. Cela indique un changement dans les conditions de fonctionnement de la 
machine, qui peut avoir entraine une modification de la distribution des observations. Si 
ce changement ne peut etre impute a un facteur operationnel ou environnemental 
influant sur la machine, la machine devrait probablement etre inspectee pour 
comprendre l'origine de ce changement et effectuer des reparations si necessaires. 
Dans cette etude, on representera sur les cartes de controles la moyenne des observations 
de l'indicateur qui represente la degradation de la machine. Dans la pratique on peut 
egalement representer sur ces cartes de controle la valeur de l'ecart type 
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S = J—'^(yi-y)
2 d'un echantillon d'observations, ou la valeur de l'etendue 
1=1 
R = Max(yi,i-l..n)-Min(yi,i-l..n) d'un echantillon compose de n observations. 
On parlera alors respectivement de « Carte de controle S » et de « Carte de controle R ». 
II faudra alors recalculer les limites de controle adaptees aux cartes R ou S. Le detail de 
l'ensemble des calculs est explique par Montgomery (1996). 
La figure 1.2 ci-dessous montre un exemple de carte de controle representant la 
moyenne X-bar ainsi que l'etendue R des observations. On peut y remarquer les valeurs 
des limites de controle inferieure et superieure (LIC et LSC) ainsi que celle de la 
moyenne des observations ju0. Sur la carte de controle X-bar, on voit que deux valeurs 
en rouge sortent des limites. 
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Figure 1.2 : Exemple de carte de controle "X-bar et R" 
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1.3.2 Exemples d'applications 
Les cartes de controle permettent de representer des observations issues de differents 
types d'analyses. Ma et Li (1993) ont utilise les cartes de controles pour detecter des 
anomalies dans un roulement a billes, grace a des mesures d'analyse vibratoire. Fugate 
et al. (2001) et Sohn et al. (2000) ont fait de meme pour detecter des anomalies dans une 
structure grace egalement a des mesures d'analyse vibratoire. Un modele destine a 
suivre l'usure des outils a ete developpe par Portillo et al. (2007) en se basant sur la 
methode SPC. On peut egalement citer le travail de Batson et al. (2006) qui ont cherche 
a ameliorer l'analyse des donnees collectees sur les pieces de pre-serie. Barone et al. 
(2006) ont eux travaille sur les systemes automobiles de diagnostic embarques, leur 
objectif etant d'ameliorer la detection des dysfonctionnements grace a l'emploi de la 
methode SPC : leur travail porte sur l'analyse des donnees fournies par un capteur de 
taux d'oxygene. 
1.4 La methode HMM 
La methode du Modele Cache de Markov (Hidden Markov Model - HMM) permet 
egalement la detection preventive des anomalies. Cette methode est tres repandue dans 
les entreprises ayant mis en place des politiques de maintenance conditionnelle. La 
methode HMM a initialement ete utilisee dans la reconnaissance vocale (Rabiner, 1989) 
et s'est developpee ensuite dans la reconnaissance de structures temporelles et spatiales. 
Tout d'abord consacree a l'analyse de donnees a une dimension, la methode HMM a ete 
etendue par Ye et al. (2002) a l'analyse de donnees a deux dimensions. 
1.4.1 Principe et notations 
Le Modele Cache de Markov est une chaine de Markov dont les etats ne peuvent etre 
observes directement. Chaque etat est caracterise par : 
• les probabilites de transition pt,de passer a l'etat j sachant qu'on est a l'etat / ; 
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• dans le cas ou les observations peuvent prendre des valeurs continues : la 
fonction de densite de probabilite fY de la variable aleatoire Yi correspondant 
aux observations obtenues lorsque Ton se trouve dans l'etat i ; 
• dans le cas ou les observations peuvent prendre des valeurs discretes : la fonction 
de masse fY de la variable aleatoire Yi correspondant aux observations obtenues 
lorsque Ton se trouve dans l'etat i. 
Dans cette etude, le systeme considere comporte deux etats distincts: l'etat 0 
correspondant au fonctionnement normal de la machine et l'etat 1 correspondant au 
fonctionnement altere de la machine. De plus, l'etat 0 est l'etat de depart et l'etat 1 est 
absorbant. On note A la probabilite pm de transition de l'etat 0 vers l'etat 1. On a done : 
An =^> Pm =1-A, Pn =1 et pw = 0. 
Soient f¥ et fY les densites de probabilite respectives des variables aleatoires Y0 et Y] 
qui represented les observations obtenues lorsque la machine est respectivement en etat 
de fonctionnement normal et en etat de fonctionnement altere. Soity(t) l'observation 
realisee a l'instant t. 
La premiere etape de cette methode consiste a definir une probabilite seuil, notee 71*, en 
dessous de laquelle on estime que la probabilite de se situer dans l'etat de bon 
fonctionnement (etat 0) est trop faible. Cette probabilite seuil peut etre calculee grace a 
la programmation dynamique. II s'agit d'une optimisation ayant en general pour objectif 
de calculer la valeur de n* permettant de minimiser les couts de maintenance. Cette 
procedure est detaillee par Kaplan (1969), mais n'est pas traitee dans ce travail. 
La seconde etape est le calcul de la probabilite 7t{t) d'etre dans l'etat de fonctionnement 
normal (etat 0) sachant que l'observation y(t) a ete obtenue a l'instant t (te X), et 
qu'a la precedente observation y(t -1) realisee a l'instant t -1, on avait calcule n{t -1). 
Cette probabilite 7t(t) est calculee grace a la formule de Bayes suivante : 
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(\-X).7t(t-\).fYa{y{t)) 
7t{t - l).fYo (y(t)) + (1 - Mf - l))./7i C(0) ' 
sachant que la probability d'etre dans l'etat de fonctionnement normal (etat 0) a l'instant 
initial vaut 7t(t = 0) = 1 (Ivy et Nembhard, 2005). En effet, on suppose qu'initialement 
la machine est dans un etat de fonctionnement normal. 
La troisieme et derniere etape consiste a comparer les valeurs successives de n(t) avec 
celle de n*. En procedant pas a pas, on calcule apres chaque observation la valeur de 
#(/)et on la compare a la valeur de 7t*. Tant que 7i{t)>n*, le test conclut que la 
machine est dans un etat de fonctionnement normal (etat 0). La machine continue alors a 
fonctionner. Lorsque n(t) <n*, le test conclut que la machine est dans un etat de 
fonctionnement altere (etat 1) et qu'il faut proceder a la maintenance de la machine. 
Si chaque observation pouvait etre directement liee a un etat, la resolution de ce 
probleme serait triviale. Cependant, les observations ne donnent pas une information 
complete sur l'etat du systeme : il y a done une incertitude sur Taction ideale a 
entreprendre, a savoir laisser la machine fonctionner ou realiser des operations de 
maintenance sur la machine. 
1.4.2 Exemples d'applications 
Cette methode a trouve des applications tres diverses. La plupart de ces applications sont 
liees au controle optimal de precedes aleatoires bases sur des informations incompletes. 
Parmi ces nombreuses applications, la methode HMM a ete utilisee dans le diagnostic 
des anomalies sur les machines d'estampillage (Ge et al., 2004), et dans le diagnostic 
des problemes des maladies des valves cardiaques (Uguz et al., 2007). Xin et al. (2006) 
ont eux travaille sur la reconnaissance des formes des flammes de combustion dans les 
fours, grace a la methode HMM. Sinuany-Stern (1993) a de son cote utilise la methode 
HMM pour aider une compagnie de location de vehicules a ameliorer la planification 
des operations de maintenance de leurs vehicules. Des articles plus anciens mentionnent 
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egalement le developpement de methodologies d'analyse des systemes d'assurance 
maladie (Smallwood et ah, 1971) basee sur la methode HMM. 
1.5 La methode PHM 
1.5.1 Principe et notations 
La methode du Modele des Risques Proportionels (Proportional Hazards Model - PHM) 
est tres differente des methodes SPC et HMM. En effet, cette methode se base sur des 
donnees de pannes existantes, en plus des observations de la machine. On dispose done 
d'une loi de defaillance de la machine grace a l'historique des pannes. La politique de 
maintenance obtenue prend alors en compte a la fois le vieillissement des machines (leur 
temps de fonctionnement depuis la derniere operation de maintenance) par 
1'intermediate de la loi de defaillance, et les conditions de fonctionnement par 
1'intermediate des observations realisees sur la machine (Jardine et ai, 2006). 
Cette methode evalue l'etat de fonctionnement de la machine grace a une fonction de 
hasard dans la definition mathematique est h(t) = ?r[Te (t,t + dt)\T > t,Y(t)\. C'est la 
probability que le temps de defaillance T de la machine arrive entre l'instant t de 
l'observation et l'instant t + dt de l'observation suivante, sachant que Ton a obtenu 
l'observation y(t) a l'instant t. Dans notre cas, on considere un ecart d'une unite entre 
les instants des observations ce qui implique que dt = 1. Cette fonction h(t) est de la 
forme : 
h(t) = h0(t).exp(yvyi(t)+...+ yp.yp(t)) 
dans laquelle : 
• h0(t) est une fonction de hasard de reference, qui depend de la distribution des 
pannes. Dans cette etude, il s'agit de la fonction de hasard de Weibull definie par 
hM) = — — , ou P est le parametre de forme et 7] le parametre d'echelle. 
1 W 
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En pratique, on utilise la methode du maximum de vraisemblance pour evaluer le 
type de distribution de la fonction de hasard ainsi que ses parametres ; 
• )>i(t),...,y (t) sont les valeurs des observations obtenues grace aux p differents 
indicateurs. En effet, on peut disposer de plusieurs indicateurs nous informant de 
l'etat de fonctionnement de la machine. Dans cette etude, on ne considere qu'un 
seul indicateur; 
• Yx,—,yp sont des coefficients multiplicateurs. Parmi les differents indicateurs, 
certains peuvent etre plus corretes que les autres a l'etat de fonctionnement de la 
machine. Ces coefficients yx,...,yp permettent alors d'integrer Pimportance 
relative des differents indicateurs vis-a-vis de l'etat de fonctionnement de la 
machine. 
Une fois que les parametres de la fonction de hasard h0(t) sont definis, il faut definir la 
valeur plafond d * telle que lorsque la valeur de la fonction de hasard h(t) depasse cette 
valeur plafond {h(t)> d*), on decide de proceder a la maintenance de la machine. 
Comme dans la methode HMM, le calcul de d* est realise grace a la programmation 
dynamique, mais ce calcul n'a pas ete fait dans cette etude. La procedure a suivre pour 
calculer la valeur de d* est decrite en detail par Makis et Jardine (1992). 
De plus, ces machines subissent des pannes distributes selon une loi de defaillance 
connue grace aux donnees historiques. Ces pannes sont visibles instantanement et 
entrainent egalement la maintenance de la machine quelle que soit la valeur de d*. 
On peut remarquer que selon la valeur du parametre fl de la fonction de hasard h0(t) 
on aura differents comportements de la machine : *V definie par h0 (t) = — 
• si j3 > 1: plus la machine fonctionne, plus elle se degrade ; 
• si {) = 1: la machine se comporte de maniere uniforme, quel que soit son age ; 
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• si J3 < 1 : le comportement de la machine s'ameliore avec le temps, cela 
correspond a la periode de rodage de Pinstallation. 
1.5.2 Exemples d'applications 
Cette methode PHM a ete notamment mise en place pour prevenir les defaillances des 
moteurs d'avions et de bateaux (Jardine et al, 1987) ainsi que des locomotives diesels 
(Jardine et al, 1989) en analysant le taux de particules de fer dans l'huile moteur. Dans 
le travail de Jardine et al. (2001), ce meme indicateur, le taux de particules de fer dans 
l'huile moteur, est utilise pour surveiller le fonctionnement des moteurs des roues 
d'extracteurs miniers. La methode PHM a egalement ete utilisee dans l'industrie 
petrochimique ou des observations issues d'analyses vibratoires ont servi a mettre en 
place une politique de maintenance conditionnelle pour des pompes (Vlok et al, 2002). 
Une des applications les plus recentes se trouve dans les boites de vitesse automobiles : 
une analyse vibratoire couplee a la methode PHM permet de prevenir la rupture des 
dentures de pignons (Lin et al, 2004). 
Ces trois methodes sont tres utilisees dans le cadre de la maintenance conditionnelle. 
Elles ont connu de nombreux developpements, visant a les adapter a divers secteurs 
industriels et a developper leurs performances. 
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CHAPITRE 2 : CONCEPTION DES MODELES DE 
SIMULATION DES METHODES DE PRISE DE 
DECISION 
Ce chapitre a pour objectif d'expliquer la conception des modeles de simulation des trois 
methodes de prise de decision presentees a la section precedente, ainsi que la logique 
suivie dans les programmes informatiques ecrits dans le cadre de cette etude. Ces 
programmes ont pour role de simuler une situation type dans laquelle on observe une 
machine dont l'etat de fonctionnement peut changer et necessiter des operations de 
maintenance. Les observations de la machine sont generees selon des lois statistiques et 
elles sont utilisees afin de decider s'il faut ou non reparer la machine, et cela grace aux 
trois methodes de prise de decision presentees precedemment, a savoir les methodes 
SPC, HMM et PHM. Afin d'obtenir une population de donnees representatives, ces 
programmes comprennent des boucles permettant de simuler un nombre important de 
prises de decision. 
Dans ce chapitre sont presentees les notations adoptees, puis la structure generate du 
programme sous forme schematisee. Les parties du programme different d'une methode 
a 1'autre sont traitees par la suite. 
2.1 Definition des notations 
On considere les evenements suivants: 
• F : «la machine est en fonctionnement normal » ; 
• F : «la machine ne fonctionnement pas normalement, elle est en fonctionnement 
altere »; 
• Tf : « le test de la methode utilisee trouve que la machine est en fonctionnement 
normal»; 
• Tf : «le test de la methode utilisee trouve que la machine ne fonctionne pas 
normalement». 
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II y a alors quatre possibilites de combinaisons des evenements : 
• le cas de vrai negatif (VN) si Fr\Tf : la machine fonctionne normalement et le 
test dit de la laisser fonctionner ; 
• le cas de faux negatif (FN) si F nTf : la machine est en fonctionnement altere 
mais le test dit de la laisser fonctionner; 
• le cas de faux positif (FP) si F n Tf : la machine fonctionne normalement, mais 
le test dit de la reparer ; 
• le cas de vrai positif (VP) si F nTf : la machine est en fonctionnement altere et 
le test dit de la reparer. 
Ces quatre situations sont resumees dans le tableau 2.1 suivant: 
Tableau 2.1 : Les differents cas rencontres et leurs notations 
Symbole 













En utilisant successivement la definition de la probability conditionnelle, on peut 
calculer les taux suivants : 
• Taux de faux positifs px : 
Pl=P(Tf\F) = —
 f- = ^ f) _ =-^-
n P(F) P(FnTf) + P(FnTf) a + c 
• Taux de faux negatifs p2 : 
P(F) P(FnTf) + P(FnTf) b + d 
• Taux de decisions correctes Pc : 
Pc=P(F^Tf) + P(FnTf)=
 a + d 
a+b+c+d 
21 
Les programmes informatiques modelisant les prises de decision comprennent plusieurs 
boucles imbriquees dont la logique est expliquee ci-dessous. Les boucles imbriquees 
sont au nombre de trois et seront notees de la maniere suivante : la boucle 3 contient la 
boucle 2 qui elle contient la boucle 1. 
La boucle 1 correspond a une sequence de prises de decision. Cette boucle genere les 
observations en fonction de l'etat de fonctionnement de la machine et realise le test 
correspondant a la methode pour determiner l'etat de fonctionnement de la machine. 
Cette boucle commence avec une machine dans un etat de fonctionnement normal. Elle 
s'acheve lorsque la prise de decision conclut que la machine est dans un etat de 
fonctionnement altere : il faut realiser la maintenance de la machine. Cette boucle peut 
egalement s'arreter si Ton a realise plus de m prises de decisions dans une meme 
sequence. Dans ce cas, cela entraine la reparation de la machine et done la fin de la 
sequence, quelle que soit la conclusion du test. 
La boucle 2 est une experience : e'est l'enchainement de N sequences, e'est-a-dire a 
l'enchainement de N boucle 1. Elle commence avec la premiere sequence et s'acheve a 
la fin de la Neme sequence. A Tissue de chaque experience, on obtient les valeurs des 
taux px, p2 et Pc, e'est-a-dire lorsque que Ton atteint la «boite 6 » (cf. la figure 2.1 
suivante). Au cours d'une experience, les valeurs des parametres ne changent pas. 
La boucle 3 correspond a la repetition d'une meme experience : en effet, pour les 
besoins de l'analyse de la variance (cf. chapitre 4) chaque experience doit etre repetee q 
fois. 
On a done : 
• q : nombre de repetitions des experiences ; 
• N : nombre de sequences par experience ; 
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• m : nombre maximal de prises de decision par sequence, c'est-a-dire au bout 
duquel on realise la maintenance quel que soit l'etat de fonctionnement de la 
machine. 
2.2 Structure du programme 
Le principe de ce programme est de simuler un processus soumis a une maintenance 
conditionnelle. 
Le programme a ete ecrit sur la version 11 du logiciel Maple. La structure du 
programme est representee grace au diagramme suivant. Pour des raisons de lisibilite, ce 
diagramme ne prend pas en compte la boucle 3 qui correspond a la repetition de 























































































































































































































































































































































































































































































































































































La premiere etape consiste en la definition des parametres utilises par le programme. II 
s'agit des parametres lies au mecanisme de transition, au mecanisme de generation des 
observations et au mecanisme de prise de decision. Les parametres communs aux trois 
methodes de prise de decision considerees (SPC, HMM et PHM) sont: 
• q : nombre de repetitions des experiences ; 
• N : nombre de sequences par experience ; 
• m : nombre maximal de prises de decision par sequence ; 
• X : probabilite de transition de l'etat 0 vers l'etat 1 ; 
• jU0 : moyenne de la variable aleatoire YQ des observations associees a l'etat de 
fonctionnement normal; 
• S : difference entre la moyenne //0 de la variable aleatoire Y0 des observations 
dans un cas de fonctionnement normal (etat 0) et la moyenne //, de la variable 
aleatoire Yx des observations dans un cas de fonctionnement altere (etat 1); 
• <r0 et ox : ecarts types respectifs des variables aleatoires Y0 et Yl des 
observations dans un cas de fonctionnement normal (etat 0) et dans un cas de 
fonctionnement altere (etat 1); 
• Mbrmt = 0 e t abrmt '• moyenne et ecart-type de la variable aleatoire Ehruit 
representant les bruits sur les observations. 
La seconde etape correspond au mecanisme de transition entre les etats. Ce mecanisme 
permet de simuler revolution de l'etat de fonctionnement de la machine. L'etat initial de. 
chaque sequence est un etat de fonctionnement normal (etat 0). Ensuite, deux situations 
peuvent avoir lieu. Tout d'abord, si la machine se trouve dans un etat normal de 
fonctionnement (etat 0), elle a une probabilite pm = X de passer dans l'etat de 
fonctionnement altere (etat 1) et la probabilite inverse />00 =\-X de rester dans l'etat de 
fonctionnement normal (etat 0). Pour cela, on genere une valeur de la variable aleatoire 
X distribute selon une loi de Bernoulli de parametre X. Cette variable aleatoire renvoie 
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la valeur 0 avec la probability 1-/1 et la valeur 1 avec la probability complementaire A. 
Si on obtient la valeur 0, la machine reste dans l'etat de fonctionnement normal (etat 1). 
Sinon elle passe dans l'etat de fonctionnement altere (etat 1). Ensuite, si la machine se 
trouve deja dans l'etat de fonctionnement altere (etat 1), elle y reste jusqu'a ce qu'une 
operation de maintenance soit effectuee car l'etat 1 est absorbant. 
La troisieme etape correspond au mecanisme de generation des observations. II s'agit de 
generer les observations adequates, en fonction des parametres specifies lors de l'etape 
d'initialisation des parametres et en fonction de l'etat de fonctionnement de la machine. 
Tout d'abord, on teste l'etat de fonctionnement obtenu a la fin de l'etape precedente. Si 
la machine est dans un etat de fonctionnement normal (etat 0), l'observation sera issue 
de la variable aleatoire Y0 distribute selon une loi normale de moyenne //0et d'ecart 
type <70. Si la machine est dans un etat de fonctionnement altere (etat 1), l'observation 
sera issue de la variable aleatoire Yl distribuee selon une loi normale de moyenne //, et 
d'ecart type ox. Ensuite, on ajoute a cette observation un bruit correspondant aux 
perturbations sur les mesures. Ce bruit est issu de la variable aleatoire Ebruit distribuee 
selon une loi normale de moyenne jubruit et d'ecart type <7bruit. 
La quatrieme etape correspond au mecanisme de prise de decision. En se basant sur les 
observations realisees a l'etape 3, et sur la duree de fonctionnement dans le cas de la 
methode PHM, une decision est prise quant au fonctionnement de la machine. 
Si la methode conclut que le fonctionnement est normal, la machine continue de 
fonctionner : on passe a l'etape 5 (decrite par la suite), puis on retourne a l'etape 1 afin 
de realiser une nouvelle observation (on reste toujours dans la meme sequence). 
Si la methode conclut que le fonctionnement est altere, la machine est arretee et on 
realise des operations de maintenance afin de la retablir dans un etat de fonctionnement 
normal. C'est la fin de la sequence. On passe ensuite a l'etape 5 puis on retourne a 
l'etape 1 avec une machine en bon etat: c'est le debut d'une nouvelle sequence. 
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La cinquieme etape correspond au mecanisme de comparaison entre l'etat reel de la 
machine et l'etat suppose grace a la methode de prise de decision. Quatre situations 
peuvent se presenter: 
• si la machine est dans un etat de fonctionnement normal et que le test conclut 
qu'elle fonctionne normalement, on incremente la variable a de une unite. II 
s'agit d'un cas de vrai negatif (VN); 
• si la machine est dans un etat de fonctionnement altere et que le test conclut 
qu'elle fonctionne normalement, on incremente la variable b de une unite. II 
s'agit d'un cas de faux negatif (FN); 
• si la machine est dans un etat de fonctionnement normal et que le test conclut 
qu'elle ne fonctionne pas normalement, on incremente la variable c de une unite. 
II s'agit d'un cas de faux positif (FP); 
• si la machine est dans un etat de fonctionnement altere et que le test conclut 
qu'elle ne fonctionne pas normalement, on incremente la variable d de une 
unite. II s'agit d'un cas de vrai positif (VP). 
La sixieme et derniere etape a lieu lorsque N sequences ont ete realisees. Cette etape 6 
correspond au calcul des resultats de l'experience, a partir des donnees accumulees grace 
a l'etape 5. Les variables a, b, c, et d sont alors utilisees pour calculer : 
c 
le taux de faux positifs px = 
a + c 
• le taux de faux negatifs p2 = 
b + d 
• le taux de decisions correctes P. = 
a + d 
a+b+c+d 
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2.3 Particularites liees a chaque methode 
L'essentiel des modifications apportees entre les programmes des differentes methodes 
se situe au niveau de l'etape 1 d'initialisation des parametres, et de l'etape 4 du 
mecanisme de prise de decision. 
2.3.1 SPC 
Pour la methode SPC, les parametres specifiques supplementaires definis lors de l'etape 
1 sont les suivants : 
• k : le nombre d'ecarts types entre les limites de controles et la moyenne //0 des 
observations issues de la variable aleatoire Y0 ; 
• n : la taille de Fechantillon d'observations ; 
k.on 
to _ LIC - ju0- "'J? : la limite inferieure de controle ; 
k.o 
• LSC = jU0+ ' ° : la limite superieure de controle. 
Ensuite, la demarche mise en place est la suivante : on realise a n reprises l'etape 3 
(etape de generation d'observations) aiin d'obtenir un echantillon de n observations. A 
partir de ces n observations, on calcule la moyenne y de l'echantillon que Ton compare 
avec les limites inferieure et superieure de controle (respectivement LIC et LSC). Si 
LIC < y < LSC, le test conclut que la machine est dans un etat de fonctionnement 
normal (etat 0). Si y < LIC ou y> LSC, le test conclut que la machine est dans un etat 
de fonctionnement altere (etat 1): il faut la reparer. 
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Figure 2.2 : Modelisation du mecanisme de prise de decision de la methode SPC 
2.3.2 HMM 
Pour la methode HMM, les parametres specifiques supplementaires definis lors de 
l'etape 1 sont les suivants : 
• K * : la probability seuil d'etre de rester dans l'etat 0 ; 
• fY et fY : densites de probability respectives des variables aleatoires Y0 et Yx ; 
• rf: fonction calculant la valeur de n(t) a chaque instant t considere en fonction 
de la valeur de n{t -1) et de l'observation y(t). Cette fonction est issue de la 
formule de Bayes et se traduit de la maniere suivante : 
(\-A).n(t-\).fY(y{t)) 
x(t) = nf(ir(t-\),y(t)) = 
*(? - 1)X (y(t)) + (1 - 7t(t -1)).A 0 ( 0 ) 
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Ensuite, la demarche mise en place est la suivante : a partir de l'observation y(t) de la 
machine realisee a l'instant t, et de la valeur de n(t-\) obtenue a l'instant t-\, on 
calcule la valeur de n:(t). On compare ensuite cette valeur de nit) avec n * : 
• si n(t) >n*, le test conclut que la machine est dans un etat de fonctionnement 
normal (etat 0) ; 
• si 7t{t) < n *, le test conclut que la machine est dans un etat de fonctionnement 
altere (etat 1) et qu'il faut la reparer. 
4. tMeanisim de priM da 
decision 
Analyser l'observation et prendre 
une decision 
Calculer la valeur de n(t) a 
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Conclusion du 
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Conclusion du 
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Figure 2.3 : Modclisation du mecanisme de prise de decision de la methode HMM 
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2.3.3 PHM 
Pour la methode PHM, les parametres specifiques supplementaires dermis lors de l'etape 
1 sont les suivants : 
• d* : valeur plafond de la fonction de hasard h(t) au-dessus de laquelle on 
decide de reparer la machine ; 
• 7] et J3 : parametres de la fonction de hasard de Weibull h0(t) definie par 
*o(0 = -
(A?-1 
• W(T],j3) : variable aleatoire representant la distribution des pannes, ayant pour 
densite de probability la fonction de hasard de Weibull h0(t) = — 
( \ 
t 
• y : coefficient multiplicateur de l'observation y(t) dans la fonction de hasard 
h(t) = h0(t).exp(y.y(t)). 
La specificite de cette methode PHM est qu'elle utilise une loi de defaillance obtenue 
grace a l'existence d'un historique des pannes de la machine. II faut done integrer a la 
simulation la possibilite que la machine tombe en panne. Pour prendre en compte ces 
pannes aleatoires, on genere une duree de vie notee T grace a la variable aleatoire 
W(TJ,/J) au debut de chaque sequence (e'est-a-dire des que Ton a repare la machine et 
qu'elle est remise en service). Si, au cours d'une sequence, la machine fonctionne au-
dela de cette duree de vie T definie au debut de la sequence, on arrete la sequence. On 
suppose que la machine tombe en panne et que Ton realise immediatement les 
operations de maintenance quelle que soit l'observation realisee. Aucun compteur n'est 
incremente, car aucun test n'a ete effectue. 
Tant que la duree de vie T n'est pas atteinte, la demarche mise en place est la suivante : 
a partir de l'observation y(t) realisee a l'instant t, on calcule la valeur de hit). On 
compare cette valeur de h(t) avec d * : 
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• si h(t) < d *, le test conclut que la machine est dans un etat de fonctionnement 
normal (etat 0) ; 
• si h(t) > d *, le test conclut que la machine est dans un etat de fonctionnement 
altere (etat 1) et qu'il faut la reparer. 
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Figure 2.4 : Modelisation du mecanisme de prise de decision de la methode PHM 
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2.4 Cadre de la simulation 
Pour parvenir a simuler le systeme tel qu'il a ete presente precedemment, certaines 
hypotheses ont ete faites. 
Tout d'abord, le temps est considere comme discret. En effet, il est suppose que les 
observations effectuees sur les machines sont realisees a intervalle de temps regulier, et 
non pas en continu. Cette hypothese n'est pas particulierement forte, car c'est une 
situation que Ton rencontre souvent dans la pratique. 
Ensuite, pour les methodes HMM et PHM, il est necessaire pour evaluer les valeurs 
respectives de 7t* et d* d'utiliser la programmation dynamique. Ces etapes requierent 
notamment la connaissance des couts lies aux fonctionnements normal et altere des 
machines. Les conclusions de ce travail se voulant generates, il a ete choisi de ne pas 
prendre en compte 1'evaluation de ces parametres. Une serie d'experiences, dont le 
detail est donne dans le chapitre 3, a ete effectuee afin de choisir des valeurs de n* et 
d* permettant de minimiser les valeurs des taux d'erreurs p1 et p2 et du taux de 
decisions correctes Pc. 
De plus, le systeme considere prend en compte deux etats pour les machines : un etat de 
fonctionnement normal et un etat de fonctionnement degrade. Dans l'etat de 
fonctionnement degrade, la machine continue a produire : on ne peut done pas constater 
visuellement la panne. C'est pour cela qu'on fait appel aux indicateurs. On suppose done 
que la machine continue a produire dans ces deux etats, fonctionnement normal et 
fonctionnement altere, et que la reparation est ordonnee avant que la machine ne cesse 
de fonctionner. 
II est egalement suppose que les parametres etudies ne sont pas en interaction. 
33 
Concernant les variables aleatoires 70, Yx et Ebruit servant a generer les observations, on 
suppose que leurs distributions suivent des lois normales, dont les parametres sont 
connus et sont notes respectivement //0, [ix et jubrujt pour les moyennes et <r0, Gx et 
0Tbmit P o u r ^es ecarts types. Cette hypothese n'est pas tres forte, car dans la pratique, on 
rencontre souvent des distributions de type normal, et lorsque ce n'est pas le cas il est 
possible d'appliquer le theoreme central limite pour se ramener a une distribution 
normale si Ton dispose de plusieurs observations. 
Enfin, il a ete choisi de traduire le changement d'etat de la machine, de son etat de 
fonctionnement normal (etat 0) vers son etat de fonctionnement altere (etat 1), 
uniquement par un decalage S de la moyenne de la distribution des observations. On 
suppose en effet que l'ecart type de la distribution des observations reste inchange 
lorsque la machine change d'etat. On a done //, = ju0+S et <7 = <7, =<J0, avec ju0 et 
ju{, et aQ et ox, les moyennes et ecarts types respectifs des distributions associees aux 
variables aleatoires YQ et Yx. 
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CHAPITRE 3 : CHOIX DES NIVEAUX DES PARAMETRES 
ET PLAN D'EXPERIENCES 
Cette etude a pour but d'etudier l'impact de chaque parametre des methodes de prise de 
decision sur les resultats des methodes de prise de decision, et notamment sur leurs 
sensibilites1 1- p2 et leurs specificites
2 l-pv Elle a ete menee de maniere a reduire les 
temps de calcul des programmes informatiques, tout en conservant une bonne fiabilite 
des resultats. D'un cote, la reduction du temps de calcul s'est faite grace a une reduction 
du nombre d'experiences a realiser. De l'autre cote, la fiabilite des resultats est assuree 
par une large plage de variation des parametres, permettant de couvrir le maximum de 
situations possibles. 
3.1 Niveaux des parametres 
Chaque parametre a ete etudie afin de choisir les niveaux de parametres les plus 
adequats. Pour chaque parametre, deux niveaux sont proposes : un niveau bas et un 
niveau haut. 
3.1.1 Parametres communs fixes 
Dans les trois methodes, on retrouve plusieurs parametres qui sont invariables au cours 
des differentes simulations. II s'agit des parametres suivants : 
• q : nombre de repetitions de chaque experience ; 
• N : nombre de sequences dans chaque experience ; 
• m : nombre maximal de prises de decision par sequence, c'est-a-dire au bout 
duquel on realise la maintenance quel que soit l'etat de fonctionnement de la 
machine ; 
1 Sensibilite : cela designe la proportion de fonctionnements alteres etant correctement identifies par un test 
2 Specificite : cela designe la proportion de fonctionnements normaux etant correctement identifies par un test 
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• ju0 : moyenne de la distribution des observations dans le cas ou la machine se 
trouve dans l'etat de fonctionnement normal (etat 0), correspondant a la variable 
aleatoire Y0 ; 
• jubruit : moyenne de la distribution des bruits, correspondant a la variable 
aleatoire Ebruit. 
3.1.1.1 Le parametre q 
Le parametre q a ete fixe a la valeur q = 5. Cette valeur a ete choisie de maniere 
empirique : elle permet d'obtenir une population de donnees acceptable tout en limitant 
le temps de calcul. Chaque experience est done repetee 5 fois. 
3.1.1.2 Le parametre N 
Pour choisir la valeur du parametre N, des tests de convergence ont ete realises afin de 
trouver une valeur de N permettant d'etre dans un etat stationnaire. Ces tests sont les 
suivants : pour chaque resultat calcule (le taux de faux positifs pv le taux de faux 
negatifs p2 et le taux de decisions correctes Pc) et pour chaque methode (SPC, HMM et 
PHM), on a repete cinq fois les experiences realisees avec differentes valeurs de N. Les 
graphiques suivants montrent, pour chaque valeur de iV testee (en abscisse), les resultats 
des cinq experiences successives. Les graphiques ont ete lus horizontalement et 
verticalement. La lecture horizontale montre que la moyenne des donnees est stable, et la 
lecture verticale montre que Pecart type diminue lorsque la valeur du parametre// 
augmente. On peut remarquer que plus la valeur de N augmente, plus les resultats (taux 
pv p2 et Pc) obtenus sont proches et plus la variation absolue
3 entre les resultats 
diminue. La valeur iV = 3000 permet d'obtenir une variation des resultats inferieure a 
±5% pour tous les resultats et toutes les methodes, tout en assurant un temps de calcul 
3 Soit XnlE [l,5j la succession de 5 resultats d'une meme experience. La variation absolue de ces resultats est 
Va = Max(xi, i = 1..5) - Min(xi ,i = l..5) 
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convenable. On a done choisi N = 3000. Les resultats obtenus sont presentes ci-dessous 
et les valeurs detaillees sont fournies dans l'annexe A. 
Pour la methode SPC, le jeu de parametres des experiences est le suivant : 
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Figure 3.1 : Evolution de px, p2 et Pc en fonction du nombre d'experiences N pour 
la methode SPC 
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Pour la methode HMM, le jeu de parametres des experiences est le suivant: 
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Figure 3.2 : Evolution de /?,, p2 et Pc en fonction du nombre d'experiences N pour 
la methode HMM 
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Pour la methode HMM, le jeu de parametres des experiences est le suivant : 
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la methode PHM 
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3.1.1.3 Le parametre m 
De plus, a cause d'une contrainte de programmation, il est necessaire de fixer un nombre 
maximal de prises de decision, au bout duquel on repare la machine quel que soit l'etat 
de fonctionnement de la machine. Ce nombre a ete fixe a m = 500 prises de decision. 
Cette valeur a ete choisie de maniere a eviter au maximum qu'une sequence atteigne 
m decisions. En effet, si la probability X de transition de l'etat de fonctionnement 
normal vers l'etat de fonctionnement altere est de 10% (A = 0.1), alors la probability 
pour que la machine soit toujours dans l'etat de fonctionnement normal au bout de 
m = 500 prises de decision vaut (\-X)m = (1-0.1)500 = 1.32x10"23. Si la probability de 
rester dans l'etat 0 est de 1.32xl0~23 au bout de 500 observations, alors la probability de 
detecter ce non-changement est encore plus faible. Cette valeur est suffisamment faible 
pour que, dans une grande majorite des sequences, un dysfonctionnement de la machine 
(c'est-a-dire son passage de l'etat de fonctionnement normal vers l'etat de 
fonctionnement altere) survienne avant la 500eme prise de decision et qu'on puisse 
detecter ce dysfonctionnement. 
3.1.1.4 Les para metres jUQ et jubruit 
Deux parametres communs fixes restent a definir. II s'agit de la moyenne jU0 de la 
distribution des observations correspondant a la variable aleatoire Y0, c'est-a-dire 
lorsque la machine est dans un etat de fonctionnement normal. Cette valeur est 
totalement arbitraire, car d'une part c'est la valeur de l'ecart entre les moyennes des 
distributions Y0 et Yx que Ton fait varier dans les experiences, et d'autre part les 
observations issues d'une distribution normale sont en realite generees a partir d'une 
distribution normale centree reduite. On a done choisi //0 = 10. 
Enfin, la moyenne jubruit de la distribution des bruits correspondant a la variable 
aleatoire est nulle par definition d'un bruit: jubruit = 0. 
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Le choix des parametres etudies ci-dessus est done le suivant: 











3.1.2 Parametres communs variables 
Dans les trois methodes, on retrouve plusieurs parametres qui varient au cours des 
differentes simulations. II s'agit des parametres suivants : 
• A : e'est la probability de transition de l'etat de fonctionnement normal de la 
machine vers l'etat de fonctionnement altere, entre deux observations 
successives; 
• 8: e'est la valeur du decalage de la moyenne des observations resultant du 
changement d'etat de la machine. On a done flx = jU0 + 8, avec jU0 et //, les 
moyennes respectives des distributions des variables aleatoires Y0 et 7, ; 
• CT : e'est l'ecart type des distributions des observations associees aux variables 
aleatoires Y0 et Yx. II a ete choisi de conserver une valeur commune pour l'ecart 
type des deux distributions des observations : <7 = <J0 = Ox ; 
• obruit : e'est l'ecart type de la distribution des bruits perturbant les observations 
associee a la variable aleatoire Ebruit. 
3.1.2.1 Le parametre Z 
Le choix des niveaux de la probability de transition X resulte d'un compromis. En effet, 
cette probabilite de transition doit etre suffisamment elevee pour limiter les temps de 
calcul des simulations : plus A est eleve, plus la machine passera rapidement de l'etat de 
fonctionnement normal vers l'etat de fonctionnement alt6re, plus la probabilite de 
detecter le changement d'etat et de realiser les operations de maintenance sera elevee. 
Cependant, une valeur trop elevee de la probabilite de transition A signifie que la 
machine observee n'est pas tres robuste et se trouve tres souvent dans un etat de 
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fonctionnement degrade. Les experiences realisees ont montre qu'une valeur de A 
inferieure a 10% entraine des temps de calcul trop importants. De plus, il n'est pas 
envisageable d'utiliser une machine ayant plus de 30% de chance d'avoir un 
dysfonctionnement entre deux inspections (A < 0.3) dans le cadre de la maintenance 
conditionnelle. Les niveaux choisis pour le parametre A sont done : 
^ = 0 . 1 6 1 ^ = 0 . 3 
3.1.2.2 Le parametre S 
Le choix des niveaux du decalage S entre les moyennes des observations dans un cas de 
fonctionnement normal (etat 0) et dans un cas de fonctionnement altere (etat 1) a ete 
arbitraire. II a ete choisi que, lors du changement d'etat, la moyenne des observations 
//0 =10 augmente de 10% pour le niveau bas. On a done Smin =0 .1x / / 0 = 1 . Le 
niveau haut a ete choisi en augmentant de 50% la valeur du niveau bas SmiD = 1: on a 
done Smax = 1.5 X Smin =1 .5 . Les niveaux choisis pour le parametre S sont done : 
^min = 1 et Smax = 1.5 
3.1.2.3 Le parametre o 
Le choix des niveaux de l'ecart type o des distributions des variables aleatoires Y0 et 
Yx a ete fait a partir du choix des niveaux du decalage S entre les moyennes. En effet, 
plus l'ecart type o des distributions est petit par rapport au decalage S entre les 
moyennes, plus il est facile d'identifier la distribution dont est issue l'observation. Les 
parametres a et S ont deux niveaux chacun : quatre combinaisons distinctes de leurs 
niveaux sont possibles : 
• ^ m i n e t <L„ J 
• 0"max et 6^ ; 
• <7 et S ; 
nun "•""'-' max » 
• <7mav e t <? . 
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Un critere, etabli de maniere empirique, a ete defmi pour evaluer la facilite de distinction 
des observations issues des deux distributions. Ce critere empirique est le suivant: on 
distingue aisement les observations issues de deux distributions normales lorsque l'ecart 
entre les moyennes des deux distributions est superieur a la somme des ecarts types des 
deux distributions. 
Les niveaux de o ont done ete choisis de sorte que dans les quatre combinaisons 
possibles entre les niveaux de o et de 8, ce critere soit respecte dans certains cas et pas 
respecte dans d'autres cas. Dans cette etude, l'ecart entre les moyennes des distributions 
est note 8, et la somme des ecarts types des distributions vaut <70 + (7X = 2<T. 
Les deux niveaux de 8 sont<L- = 1 et Sm^ = 1.5 . Des lors, en choisissant <r . = 0.6 
et 0"max = 0.9 , on a : 
Tableau 3.5 : Combinaisons possibles des niveaux de o et de 8 
8 = 1 
5 = 1.5 
o = 0.6 
8<2a 
Le critere n'est pas respecte 
8>2o 
Le critere est respecte 
o = 0.9 
8<2o 
Le critere n'est pas respecte 
8<2o 
Le critere n'est pas respecte 
Les quatre graphiques ci-dessous montrent le chevauchement des densites de probabilite 
des variables aleatoires Y0 et Yl selon les niveaux de o et de 8. On peut effectivement 
remarquer qu'il n'y a que dans le graphique en bas a droite, a savoir lorsque <£ = 1.5 et 
<T = 0.6, que les courbes des densites de probabilite des variables aleatoires Y0 et Yl ne 
se chevauchent pas trop. 
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Density dc probability des variables aleatoires Y„ et Y , 
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Figure 3.4 : Densites de probability des variables aleatoires Yo et Yi en fonction de 
niveaux de a et de S 
Les niveaux choisis pour le parametre a sont done : 
o-;„ = 0.6etamav =0.9 
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3.1.2.4 Le parametre obmit 
Le parametre <Jbruit est l'ecart type de la distribution des bruits associee a la variable 
aleatoire Ebruit. Pratiquement, si un indicateur est choisi, c'est qu'il reflete l'etat de 
fonctionnement de la machine. Les informations qu'il fournit sont exploitables. On en 
deduit qu'il n'est pas trop perturbe par le bruit, sinon il n'aurait pas ete choisi. II a ete 
remarque experimentalement que le bruit ne perturbe pas trop les observations si l'ecart 
type <Jbruit de la distribution des bruits n'est pas plus grand que la moitie de l'ecart type 
G des distributions des observations. 
Le niveau haut de <7bruit choisi est crhruitimx = 0.2 < """ = 0.3. Le niveau bas de <Jbruit 
choisi est abruitmiB =0.1. 
Afin de verifier que le choix des niveaux de <7bruit est pertinent, des experiences ont ete 
realisees en utilisant un autre jeu de niveaux pour <7bruit, a savoir <Jbruitmin = 0 et 
cbrujtimK = 0.5. La simulation de ces experiences a fourni les valeurs des taux px, p2 et 
Pc pour chaque methode, et pour les deux jeux de niveaux. Une analyse parametrique a 
ete realisee pour chacun de ces taux. Ces analyses parametriques nous fournissent 
plusieurs resultats, disponibles pour chaque taux (px, p2 et Pc) et pour chaque methode 
(SPC,HMM et PHM). Parmi eux on s'interesse a : 
• La p-value du test individuel: Panalyse parametrique realise plusieurs tests. Le 
test global permet de verifier si au moins un des parametres a un effet significatif 
sur les resultats. Ce test est valide en general si on obtient une p-value du test 
base sur la distribution de Fisher inferieure a 0.01. Si ce test est valide, ce qui est 
toujours le cas dans cette etude, on peut s'interesser aux tests individuels. Les 
tests individuels evaluent pour chaque parametre s'il est significatif, c'est-a-dire 
s'il contribue a la variation du resultat. II a ete choisi que ces tests sont 
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significatifs si on obtient une p-value du test base sur la distribution de Student 
inferieure a 0.01 ; 
• l'effet differentiel: c'est l'impact qu'a la variation du niveau d'un parametre sur 
un des resultats. Par exemple si l'effet differentiel de A, sur le taux de faux 
positifs px est de + 5%, alors le changement de niveau de X, du niveau bas vers 
le niveau haut entraine une augmentation de 5% de la valeur de px. 
La lecture des resultats se fait de la maniere suivante. Tout d'abord, on regarde les p-
value de chaque parametre, pour chaque methode et pour chaque jeu de niveaux de 
& bruit • Les tests dont la p-value est inferieure a 0.01 sont considered comme significatifs. 
Les resultats montrent qu'utiliser le jeu de parametre Gbruitrcia = 0 et C7bruitimK = 0.5 
n'entrainent pas de modifications importantes des resultats. En effet, la variation de 
l'effet differentiel est faible entre les deux jeux de niveaux. De plus, si Ton regarde le 
resultat px de la methode SPC, on a demontre dans la section 1.3.1 que le parametre k 
est le plus influent: ce resultat apparait en utilisant le jeu de niveaux <7bruitmin =0.1 et 
abruitxmx ~ 0-2 > m a i s n e s t P a s a u s s i marque si Ton utilise le jeu de niveaux crhruitniD = 0 
e t Vbruitrm* = 0-5 • S i l e J e u d e niveaux ( 7 W M = 0 et &bruittmx = 0.5 prend en compte 
plus de situations, il entrainent cependant trop de perturbations dans l'analyse, et cela 
masque les resultats importants. Le choix du jeu de niveaux ^n^,,^ =0.1 et 
Vbruurm*. = 02 pour le parametre obmit est raisonnable. 
Cependant, on en deduit qu'il faut faire attention a ce que les observations ne soient pas 
trop perturbees, car le bruit peut deteriorer facilement la robustesse des methodes de 
prise de decision. 
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Les conclusions de l'etude comparative montrent done qu'une plage de variation du 
facteur ohruit plus large que (Tbruitmia =0.1 et crbruitrwx = 0.2 ne modifie pas les resultats 
des analyses parametriques. Les niveaux choisis pour le parametre <Jhruit sont done : 
Vbruttum = 0 A QXObruits = 0 - 2 
Les resultats de l'etude comparative sont presentes ci-dessus pour les trois methodes 
(SPC, HMM et PHM) et pour les trois taux etudies (pvp2et Pc). 
Tableau 3.6 : Variation des effets differentiels4 des parametres en fonction des 
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7 ,61% 
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- 0 , 3 1 % 
-1,27% 
4 L'effet differentiel est la variation provoquee par le changement de niveau d'un parametre sur un resultat 
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Tableau 3.7 : Variation des effets differentiels des parametres en fonction des 
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Tableau 3.8 : Variation des effets differentiels des parametres en fonction des 
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3.1.3 Parametres specifiques a la methode SPC 
La methode SPC possede deux parametres specifiques. II s'agit de : 
• k : c'est le nombre d'ecarts types qui separe les limites de controle de la 
moyenne des observations obtenues lorsque la machine est dans un etat de 
fonctionnement normal; 
• n : c'est la taille de l'echantillon d'observations. 
3.1.3.1 Le parametre k 
Ce parametre k definit le nombre d'ecarts types entre les limites de controles et la 
moyenne des observations obtenues lorsque la machine est dans un etat de 
fonctionnement normal. La valeur de k varie entre 2.5 et 4.5, mais la valeur la plus 
communement utilisee est k = 3 . Les niveaux choisis sont done : 
3.1.3.2 Le parametre n 
Ce parametre n correspond a la taille de l'echantillon d'observations. Les niveaux 
proposes sont «niin = 2 et nnmx = 20. Afin de verifier si cette plage de variation est 
pertinente, des experiences ont ete realisees avec une plage de variation plus large des 
niveaux de n, a savoir nmia = 2 et «max = 30. Les resultats des analyses parametriques 
montrent que la variation de l'effet differentiel de chaque parametre vis-a-vis de chaque 
taux, entre les jeux de niveaux, est tres faible. La plage de variation definie par nmia = 2 
et nvmx = 20 est done satisfaisante. 
Les niveaux choisis pour le parametre n sont done : 
n = 2 et n — 20. 
nun max 
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Les resultats sont presenter ci-dessous : 
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3.1.4 Parametre specifique a la methode HMM 
Le seul parametre specifique a la methode HMM est le parametre n *. Ce parametre 
joue un role majeur dans la methode HMM car sa valeur est la reference sur laquelle la 
prise de decision se base. En effet, dans la methode HMM, apres chaque observation, on 
calcule la nouvelle valeur de la probability n(t) que la machine soit dans l'etat de 
fonctionnement normal (en fonction de 1'observation et de la valeur precedente de 
n(t -1)), et on la compare a n *. Si 7t(t) < n *, on decide de reparer la machine, sinon 
on la laisse fonctionner. 
Une serie d'experiences a ete realisee pour choisir la plage de variation de n *. La plage 
choisie permet de minimiser les erreurs de prise de decisions. Dans ces experiences, 
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seule la valeur de n* varie. Les autres parametres experimentaux fixes sont les 
suivants : 



















Le graphique ci-dessous montre revolution de px, p2 et Pc en fonction de la valeur de 
7t*. La constatation principale est que des que n* > 0.8, les valeurs des taux px, p2 et 
Pc valent respectivement 100%, 0% et 20%. Ceci est du a la maniere dont est simulee la 
methode HMM. 
En effet, on a des la premiere observation : 
(\-A)ji(t = 0).fT(y(t = \)) 
7t{t = 1) = • (1-1) = 0.8 
*<! = 0)./7o (y(t = 1)) + (1 - n(t = 0))./7i (y(t = 1)) 
quelle que soit l'observation y(t = 1), car 7i(t = 0) = 1 et X = 0.2 . La probabilite d'etre 
dans l'etat de fonctionnement normal apres la premiere periode est done dans tous les 
casde80%(ff(f = l) = 0.8). 
Or la probabilite seuil n* est telle que n* > 0.8 : done 7i(t = 1) = 0.8 < n *. Le premier 
et unique test conclut done systematiquement en un fonctionnement altere de la machine 
car n(t = 1) < n *. 
Des lors, seuls des cas de vrai positif et de faux positif sont rencontres et on a les 
nombres de vrais negatifs a et de faux negatifs b sont egaux a zero. De plus, la 
population de donnees etant importante, on a toujours c # 0 et d # 0 . Les calculs de 
c b 
taux sont done systematiquement pl = = 100% et p2 = = 0%. Les reponses 
a + c b-v d 
ne sont done pas liees aux observations dans cette situation. 
Des lors, il n'est pas possible d'etudier les cas extremes et dans de nombreuses situations 
cette methode ne sera pas exploitable. En effet, la valeur de 7t* est calculee a l'aide des 
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differents couts lies a la maintenance. Ceci peut deboucher sur une valeur de n * elevee. 
Pour eviter que Ton rencontre cette situation extreme, on devra alors augmenter 
considerablement la frequence des observations afin de diminuer la valeur de la 
probability de transition X entre deux observations, ce qui permettra de sortir de cette 
situation extreme ou n* <\-X et ou la methode ne base plus ses decisions sur les 
observations. Une proposition pour pallier a ce probleme serait de calculer la valeur de 
7t* non plus en cherchant a minimiser les couts mais en cherchant a minimiser les 
erreurs. On remarque alors ici une faiblesse importante de la methode HMM, qui peut 
s'averer completement inefficace dans certaines situations. 
Cette contrainte due a la conception du modele impose alors un niveau haut de n * tel 
que 7t* < l-XimK. Or la valeur maximale de X est Xmax = 0.3. On a done pour le niveau 
haut 7t* ~ 0.65 < 1 - Xjmx =0.7. Le niveau le plus bas envisageable est 7t* = 0.5, car il 
correspond a 50% de chance que la machine soit dans l'etat de fonctionnement normal. 
Les niveaux choisis sont done : 
7t * _ = 0.5 et K'- = 0.65. 
Les resultats numeriques associes au graphique ci-dessous sont presentes en annexe B : 
-•—pi 
- • — P c 
Figure 3.5 : Evolution des taux pv p2 et Pc en fonction de n' 
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3.1.5 Parametre specifique a la methode PHM 
Les parametres 77, j3, et y de la fonction de hasard sont issus d'un exercice traitant de la 
maintenance des systemes. Les valeurs choisies sont fixes et valent: 
77 = 100, jff = 1.2,et 7 = 0.41 
Le seul parametre variable specifique a la methode PHM est le parametre d *. Ce 
parametre joue un role majeur dans la methode PHM car sa valeur est la reference sur 
laquelle la prise de decision se base. En effet, dans la methode PHM, apres chaque 
observation, on calcule la nouvelle valeur de la fonction de hasard h(t) et on la compare 
a d *. Si h(t) < d *, on laisse fonctionner la machine. Sinon on decide de la reparer. 
Une serie d'experiences a ete realisee pour choisir la plage de variation de d *. Dans ces 
experiences, seule la valeur de d* varie. Les autres parametres experimentaux fixes 
sont les suivants : 



















Le graphique ci-dessous montre revolution des taux px, p2 et Pc en fonction de la 
valeur de d *. On peut remarquer que le taux de decisions correctes Pc atteint son 
maximum a environ 85% pour une valeur de d* = 0.5. Les niveaux ont ete choisis de 
sorte que le taux de decisions correctes Pc ne soit pas inferieur a 60%. 
Les niveaux choisis pour le parametre d * sont done : 
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Ce graphique montre egalement qu'il serait possible de choisir la valeur de d * non plus 
en fonction des couts, mais en fonction d'un objectif de politique de maintenance 
specifie en terme de taux d'erreurs ou de decisions correctes. Par exemple on peut 
chercher a maximiser le taux de decisions correctes Pc. Le graphique donne alors la 
valeur de d* permettant d'atteindre cet objectif, sans se preoccuper du cout de la 
maintenance. Les courbes ci-dessous s'apparentent alors a des courbes d'efficacite, qui 
montrent les taux d'erreurs et de decisions correctes en fonction du parametre d *. 
Les resultats numeriques associes au graphique ci-dessous sont presentes en annexe C. 
0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 
d* 
• p i 
•p2 
•Pc 
Figure 3.6 : Evolution des taux pv p2 et Pc en fonction de d 
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3.2 Tables de Taguchi 
L'etude presentee porte sur trois methodes de prise de decision, comportant plusieurs 
parametres a deux niveaux. L'ensemble des configurations possibles de n parametres a 
deux niveaux represente 2" experiences. La methode Taguchi definit des techniques de 
planification experimentale qui permettent d'obtenir les memes resultats mais en 
realisant un nombre d'experiences bien plus faible. En effet, la ou il faut 26 = 64 
experiences pour simuler l'ensemble des configurations possibles pour un systeme 
compose de 6 parametres a deux niveaux sans interaction, la methode Taguchi permet de 
ne realiser que 8 experiences. 
Tous les parametres pris en compte dans cette etude sont defmis a deux niveaux. La 
methode SPC dispose de 6 parametres et les methodes HMM et PHM disposent de 5 
parametres. 
Pour de tels problemes, la methode Taguchi preconise d'organiser ses experiences selon 
la table de type Lg(27) presentee ci-dessous : 











































































Les indices « 1 » et « 2 » represented respectivement les niveaux bas et haut des 
parametres Pari,..., Par7. La table ci-dessus se lit de la maniere suivante : dans 
l'experience 2, les parametres Pari, Par2 et Par3 seront fixes au niveau 1 correspondant 
au niveau bas, et les parametres Par4, Par5, Par6 et Par7 seront fixes au niveau 2 
correspondant au niveau haut. 
55 
Cependant, les resultats obtenus avec la table Lg(27) ont montre quelles incoherences. 
Ceci peut peut-etre s'expliquer par le faible nombre d'essais realises, par rapport au 
nombre de parametres. Afm de pallier a ces problemes, il a ete decide d'augmenter le 
nombre d'essais en utilisant la table Li6(215), qui se compose de 16 essais. Les plans 
d'experiences des differentes methodes sont done les suivants : 
• Pour la m&hode SPC : 

























































































































• Pour la methode HMM : 







































































































• Pour la methode PHM : 








































































































CHAPITRE 4 : ANALYSE STATISTIQUE DES EFFETS DU 
CHANGEMENT DES NIVEAUX DES PARAMETRES 
SUR LES ERREURS DES METHODES DE PRISE DE 
DECISION 
Afm d'etudier la robustesse des trois methodes etudiees (SPC, HMM et PHM) face a la 
variation de leurs differents parametres, des series d'experiences ont ete realisees. Le 
detail des experiences, les parametres etudies, ainsi que leurs niveaux dans chaque 
experience, sont ceux precises dans le paragraphe precedent, et sont rappeles 
systematiquement dans les tableaux de valeurs proposes. 
Ces series d'experiences resultent en 1'evaluation des taux d'erreurs p{ et p2, et du taux 
de decisions correctes Pc, pour chacune des trois methodes de prise de decision etudiees 
(SPC, HMM et PHM). 
Les differentes valeurs des taux px, p2 et Pc ont ensuite ete saisies dans le logiciel JMP 
afin de proceder a l'analyse parametrique des resultats. Cette analyse parametrique 
consiste en une analyse de la variance des taux />,, p2 et Pc. Cette analyse prend en 
compte les resultats des differentes experiences definies par la methode Taguchi, ainsi 
que leurs repetitions. 
Les resultats de toutes les analyses de la variance ont donne une p-value du test de 
Fisher inferieure a 0.001 pour le test global. Les analyses sont done toutes significatives 
et les resultats de tests individuels (les tests de chaque parametre) peuvent done etre pris 
en consideration. 
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La signification des tests individuels est evaluee grace au test base sur les lois T de 
Student. II a ete choisi qu'un parametre est dit significatif si la p-value du test individuel 
est inferieure a 0.01. 
Pour les parametres dits significatifs, c'est-a-dire ceux dont la p-value est inferieure a 
0.01, la valeur de l'effet differentiel peut etre prise en compte. Cette valeur de l'effet 
differentiel represente la variation imputee au taux considere (p{, p2 ou Pc) lorsque le 
parametre varie de son niveau bas a son niveau haut. Des lors, plus l'effet differentiel 
d'un parametre est eleve, plus ce parametre influera de maniere importante sur le taux 
considere. 
Les resultats des analyses de la variance sont presentes ci-dessous. Les resultats des 
simulations servant de donnees d'entree a ces analyses sont fournis en annexe D. 
4.1 Methode SPC 
Les resultats de l'analyse parametrique des taux pv p2 et Pc, pour la methode SPC, sont 
les suivants. 
4.1.1 Analyse de la variance des taux /',, />, et P 
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Les p-value de tous les tests individuels sont infeiieures a 0.01 sauf ceux de X, 8 et n 
pour px, X et abruit pour p2 et <Jbruit pour Pc. Tous les effets differentiels, sauf ceux 
cites precedemment peuvent etre pris en compte. 
Le taux de faux positifs p{ est influence majoritairement par le parametre k. Cela parait 
normal car il a ete demontre dans la section 1.3.1 que si Ton neglige le bruit, px ne 
depend que de k. Le taux de faux negatifs p2 est influence essentiellement par le 
parametre n, mais egalement par les parametres 8, o et k. Ceci est egalement logique 
car on peut demontrer que si le bruit est neglige, p2 ne depend que de ces parametres. 
Le taux de decisions correctes Pc se comporte sensiblement de la meme maniere que le 
taux de faux negatifs p2. 
4.1.2 Interpretation 
On remarque dans cette methode que le parametre X, la probability de changement 
d'etat de l'etat de fonctionnement normal vers Petat de fonctionnement degrade entre 
deux observations, est tres peu influent sur les taux px et p2 par rapport aux autres 
parametres. Quelle que soit la probability de changement d'etat de la machine entre deux 
observations, les erreurs px et p2 de la methode SPC ne sont pas affectees. La methode 
SPC est done adaptee aux machines dont le cycle de fonctionnement est tres variable, 
e'est-a-dire aux machines dont le fonctionnement peut etre altere tres rapidement ou au 
bout d'une periode tres longue alternativement, si Ton souhaite minimiser px ou p2. 
De meme, le parametre S, le decalage de la moyenne des observations lorsque la 
machine change d'etat, a peu d'effet sur les taux p2 et Pc par rapport aux autres 
parametres et n'est pas significatif vis-a-vis de pv Ceci peut s'expliquer peut-etre par le 
fait que les limites de controle sont calculees sans prendre en compte ce decalage 8. 
Des lors, la methode SPC est adaptee aux machines dont on ignore le comportement en 
dehors de son etat de fonctionnement normal. Elle est aussi adaptee aux machines dont 
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le comportement en dehors de son etat de fonctionnement normal est tres aleatoire et 
genere done des observations dont on n'arrive pas a analyser la distribution. 
De meme, le parametre o influe peu sur les taux p2 et Pc, mais son effet n'est pas 
negligeable. La methode SPC donnera done de meilleurs resultats si Ton connait bien le 
comportement de sa machine lorsqu'elle est dans son etat de fonctionnement normal, si 
Ton souhaite minimiser le taux de faux negatifs p2 et maximiser le taux de decisions 
correctes Pc. 
De plus, la methode SPC s'avere robuste vis-a-vis du bruit perturbant les mesures, si ce 
bruit n'est pas trop important. En effet, l'effet differentiel du parametre obruit est 
relativement faible par rapport a l'effet differentiel des autres parametres et ce parametre 
n'est pas significatif pour le taux de decisions correctes Pc. Cette methode est done 
adequate lorsqu'il est difficile de trouver un indicateur representatif de l'etat de 
fonctionnement de la machine, qui soit peu perturbe par le bruit. Cependant, les tests 
realises auparavant ont montre que lorsque le bruit est trop important, l'impact sur les 
effets differentiels des parametres est important si Ton considere le taux de faux positifs 
pv Des lors, cette methode ne donnera pas d'aussi bons resultats si le bruit est important 
et que la politique de maintenance vise a limiter les cas de faux positif. 
La methode SPC permet d'obtenir un taux de faux positifs pl tres faible. S'il est 
egalement important d'obtenir un taux de faux negatifs faible, il suffit d'augmenter, si 
cela est possible, la taille n de l'echantillon d'observations. A moins que le cout des 
observations soit tres eleve, la methode SPC peut done egalement fournir un taux de 
faux negatifs p2 relativement faible, et un taux de decisions correctes Pc assez eleve. Le 
parametre k est done tres important. La methode SPC est robuste, mais il faut bien 
choisir le parametre k est surtout augmenter la taille n de l'echantillon autant que 
possible. 
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4.2 Methode HMM 
Les resultats de Fanalyse parametrique des taux px, p2 et Pc, pour la methode HMM, 
sont les suivants. 
4.2.1 Analyse de la variance des taux /;,, />. et Pc 

































































































Les p-value de tous les tests individuels sont inferieures a 0.01, a l'exception de ceux du 
parametres obruit et de o pour px. Tous les effets differentiels peuvent done etre pris en 
compte, a l'exception de ceux cites precedemment. 
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Les trois taux px, p2 et Pc sont majoritairement influences par le parametre k. Cela 
s'explique par l'integration de ce parametre au cceur de la methode de prise de decision. 
En effet, la valeur du parametre k est utilisee pour calculer les valeurs successives de 
71, apres chaque nouvelle observation. Son impact sur la prise de decision est done 
demultiplie. 
Le parametre ohruit ne semble par contre pas jouer un role important, car il n'est pas 
significatif pour les trois taux considered. 
De plus, la figure 3.5 montre qu'il est possible de choisir graphiquement la valeur de 
K * souhaitee, en fonction des objectifs de la politique de maintenance. L'autre point 
essentiel constate sur cette figure est que pour certaines valeurs de n*, a savoir 
7t*>l-k,la methode HMM ne remplit plus sa fonction et conclut chaque decision par 
la necessite de realiser la maintenance de la machine. 
4.2.2 Interpretation 
La robustesse de la methode HMM depend avant tout de la probability k de transition 
de l'etat de fonctionnement normal vers l'etat de fonctionnement altere entre deux 
observations. Plus cette probability k est faible, plus le taux de faux positifs pl 
diminue, mais plus le taux de faux negatifs p2 augmente. II n'est done pas possible de 
minimiser en meme temps les taux p1 etp2 en intervenant sur le parametre k. 
II en est de meme pour le parametre n*. En effet, plus n* est faible, plus le taux de 
faux positifs px diminue, mais plus le taux de faux negatifs p2 augmente. 
Deux situations permettent alors d'ameliorer les resultats de la methode HMM en faisant 
varier les parametres k et n * : 
• la premiere situation envisageable est que Ton cherche a minimiser un type 
d'erreur avant tout, e'est-a-dire minimiser soit le taux de faux positifs px, soit le 
taux de faux negatifs p2, mais pas les deux a la fois. Dans ce cas, on pourra 
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adapter la valeur du parametre5 X et celle de n * afm de reduire soit le taux de 
faux positifs px, soit le taux de faux negatifs p2 ; 
• la seconde situation envisageable est que Ton cherche a minimiser conjointement 
les taux d'erreurs px et p2. Dans ce cas, il est indispensable que les distributions 
des observations dans les cas de fonctionnement normal et de fonctionnement 
altere soient bien distinctes. Cela implique que le decalage 8 entre les moyennes 
des deux distributions des observations soit tres grand par rapport a l'ecart type 
o des deux distributions. Dans ce cas, les erreurs dans les prises de decision de 
la methode HMM pourront etre reduire. 
La methode HMM est done a proscrire si Ton cherche a reduire les deux types d'erreurs 
(faux positif et faux negatif) et que les distributions des observations dans les cas de 
fonctionnement normal et de fonctionnement altere ne sont pas assez distinctes. 
De plus, si la probabilite de transition X est mal connue, ou trop variable, l'emploi de la 
methode HMM est a eviter, car e'est le parametre ayant le plus d'impact sur les erreurs 
de la methode. 
Enfin si Ton cherche simplement a maximiser le taux de decisions correctes Pc, il faudra 
veiller a augmenter la frequence des observations, afin de diminuer la probabilite de 
transition X entre deux observations successives. La figure 3.5 page 51 indique 
egalement qu'en diminuant n *, on augmente le taux de decisions correctes Pc. 
On peut egalement rappeler que les analyses du chapitre 3 ont montre que cette methode 
HMM ne peut etre correctement appliquee dans toutes les situations, selon la valeur de 
7t*. En effet, si la valeur de n* est superieure a la valeur de \-X, l'ensemble des 
5 La valeur de la probabilite X de changement d'etat entre deux observations peut etre reduite ou augmentee en 
ajustant la periode separant deux observations successives. 
65 
decisions prises est biaise car les tests concluront systematiquement a une machine dans 
un etat de fonctionnement altere, quelle que soit l'observation obtenue. II faut done 
prendre soin de comparer n* et 1-/1 avant de mettre en place une politique de 
maintenance utilisant la methode HMM. Une autre solution consiste a choisir la valeur 
de 7t * a partir des courbes presentees sur le graphique de la page 51 mais adaptees a la 
situation, car celles-ci ne sont valables que pour le jeu de parametres defini au tableau 
3.10. 
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4.3 Methode PHM 
Les resultats de l'analyse parametrique des taux pv p2 et Pc, pour la methode PHM, 
sont les suivants. 
4.3.1 Analyse de la variance des taux />,, p. et /-' 

































































































Les p-value de tous les tests individuels sont inferieures a 0.01 sauf celui de 8 pour px, 
celui de o pour Pc et ceux de <Jbndt pour px, p2 et Pc .Tous les effets differentiels, 
hormis les trois exceptions citees precedemment, peuvent done etre pris en compte. 
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Le taux de faux positifs px est essentiellement influence par le parametre d *. Le taux 
de faux negatifs p2 est egalement beaucoup influence par d *, mais aussi par 8. Enfin, 
le taux de decisions correctes Pc est influence essentiellement par les parametres X, S 
etd*. 
4.3.2 Interpretation 
La methode PHM presente sensiblement le meme probleme que la methode HMM. Le 
parametre ayant le plus d'impact sur les taux d'erreurs px et p2 est d *. Mais ses effets 
differentiels sur px et p2 sont de signes opposes. II n'est done pas possible, en faisant 
varier la valeur du parametre d *, de reduire conjointement les erreurs de type faux 
positif et faux negatif. Des lors, on ne pourra ameliorer les resultats de la methode PHM, 
en faisant varier la valeur du parametre d *, que si Ton cherche a minimiser soit le taux 
de faux positifs /?,, soit le taux de faux negatifs p2. II est egalement possible 
d'ameliorer les resultats si Ton s'interesse uniquement au taux de decisions correctes Pc. 
En effet, la figure 3.6 page 53 montre qu'il existe une valeur du parametre d* qui 
maximise le taux de decisions correctes. 
Si Pobjectif est de minimiser px ou de minimiser p2, on peut remarquer que les taux 
d'erreurs px ou p2 sont peu sensibles a la valeur du parametre X, et a la valeur de 
l'ecart type o des distributions des observations avec la methode PHM. Cela implique 
que les erreurs de la methode ne seront pas modifiees, meme si la machine observee a un 
comportement variable (A instable), ou si les distributions des observations se 
chevauchent. 
De plus, si Ton cherche a minimiser les erreurs de type faux negatif, la methode PHM 
donnera de bons resultats si Ton choisit une valeur faible pour le parametre d *, sauf si 
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la valeur du decalage S entre les moyennes des distributions des observations est trop 
faible. 
Enfin, le taux de decisions correctes Pc peut aussi etre maximise en choisissant un 
indicateur tres influence par le changement d'etat (S important par rapport a o), et en 
augmentant la valeur de d *. 
Comme pour la methode HMM, le bruit n'est pas significatif. Cette methode PHM est 
done tres robuste face au bruit. Elle l'est egalement face aux autres parametres. Par 
contre il est essentiel de choisir la valeur de d * adaptee a sa politique de maintenance. 
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CONCLUSION 
Diverses politiques de maintenance peuvent etre souhaitees par les industriels : 
• si Pobjectif est de reduire les faux positifs, car la maintenance de la machine est 
tres couteuse et doit etre evitee autant que possible (l'outil coute tres cher par 
exemple), on cherchera a minimiser le taux de faux positifs pl ; 
• si l'objectif est de reduire autant que possible les fausses interpretations, quelles 
qu'elles soient, les couts de maintenance et de non-qualite etant equivalents, on 
cherchera a maximiser le taux de decisions correctes Pc ; 
• si l'objectif est de reduire les faux negatifs, car les clients sont tres exigeants et la 
non-qualite doit etre proscrite quel que soit le cout que cela implique, on 
cherchera a minimiser le taux de faux negatifs p2. 
Selon le cas dans lequel se situent les industriels desireux d'ameliorer leur politique de 
maintenance, cette etude leur permet desormais d'apprecier en amont si ces methodes 
repondent a leurs attentes. En effet, ils pourront voir si les caracteristiques de leur 
machine leur permettront d'obtenir des performances convenables avec la methode 
choisie. Cependant, les differentes methodes n'ont pas les memes domaines 
d'application et les resultats presented n'ont pas pour objectif de comparer les 
performances des methodes les unes par rapport aux autres. Ces resultats permettent 
done d'avertir les industriels du comportement des methodes de prise de decision dans 
diverses situations qu'ils sont susceptibles de rencontrer. 
De plus, les figures 3.5 et 3.6 montrent qu'il y a un lien fort entre les taux d'erreurs et les 
valeurs seuils des methodes HMM et PHM. En general, on choisit les valeurs seuils qui 
permettent de minimiser les couts, mais il serait peut-etre plus judicieux de minimiser 
les erreurs et done de choisir les valeurs seuils a l'aide des graphiques du type de ceux 
presentes figure 3.5 et 3.6. 
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Plusieurs constatations majeures ont ete realisees. Tout d'abord, la methode SPC est tres 
sensible au bruit s'il est important et que Ton considere le taux de faux positifs. Des lors 
si la machine concernee presente des couts de maintenance tres importants et que les 
operations de maintenance ne doivent done pas etre realisees lorsque cela n'est pas 
necessaire, il est primordial de choisir un indicateur peu sensible au bruit, au risque de 
voir la robustesse de la politique de maintenance fortement degradee. On peut en deduire 
qu'il faut faire attention a ce que les observations ne soient pas trop perturbees, car le 
bruit peut deteriorer facilement la robustesse des methodes de prise de decision. 
Au sujet de la methode HMM, cette etude a revele une faiblesse majeure : cette faiblesse 
est liee au calcul de la probabilite seuil n * sans prendre en consideration les conditions 
de fonctionnement de la machine, mais en s'interessant uniquement au cout de 
maintenance. Des lors, il peut arriver que la valeur de ce parametre n * ne soit pas du 
tout adaptee aux conditions de fonctionnement de la machine. La consequence directe 
est que la methode conclut systematiquement par un etat de fonctionnement altere de la 
machine, quelles que soient les observations obtenues grace a l'indicateur. II apparait 
done interessant de voir si le calcul de ce parametre TC* ne devrait pas se faire en 
s'interessant a l'exactitude souhaitee des decisions, plus qu'au cout de la politique de 
maintenance. L'autre constatation majeure de la methode HMM est que cette methode 
est tres sensible a la valeur de la probabilite de changement d'etat entre deux 
observations. 
Quant a la methode PHM, l'etude a montre qu'il existe une valeur du parametre d * qui 
permet de maximiser le taux de decisions correctes. Une fois de plus, il parait alors 
interessant d'aborder le calcul de la valeur de ce parametre d * non plus a l'aide des 
couts de maintenance, mais a partir des courbes montrant revolution des taux d'erreurs 
et de decisions correctes, d'autant plus que les erreurs sont fortement liees a la valeur de 
ce parametre d *. 
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Cette etude se veut generate et theorique, mais les recommandations sur l'usage des 
methodes aspirent a des applications concretes. II serait desormais interessant de 
confronter les resultats theoriques obtenus avec ces simulations a des cas pratiques dans 
lesquels les methodes SPC, HMM et PHM ont ete employees. Cela permettra d'analyser 
les differences entre les previsions faites par la simulation, et la realite. II sera alors 
possible d'ameliorer la simulation pour la rendre plus realiste, et pour elargir son champ 
d'application. 
Un point important qui n'a volontairement pas ete aborde au cours de cette etude est 
l'optimisation des parametres n * et d * qui sont les valeurs seuil et plafond respectives 
des methodes HMM et PHM, ayant un role majeur dans les prises de decision. 
L'optimisation de ces parametres fait appel a la programmation dynamique et permet de 
ne plus considerer ces valeurs it* et d* comme des parametres en temps que tel, mais 
comme des valeurs s'adaptant au contexte. Ces optimisations sont faites en general grace 
a la connaissance des divers couts de la maintenance, qui deviennent alors de nouveaux 
parametres des methodes de prise de decision. Des lors, il sera possible d'analyser les 
performances des methodes de prise de decision non plus en terme d'erreur, mais en 
terme de cout. Aux vues de l'importance accordee au budget de maintenance des 
installations industrielles, une approche financiere peut etre un plus pour les industriels 
plus sensibles au cout de fonctionnement. Cependant, cela devrait etre fait en integrant le 
fait que dans certains cas, notamment pour la methode HMM, le calcul de it * peut 
resulter en une inefficacite totale de la methode de prise de decision. 
Enfin, cette etude ne porte que sur trois methodes : la methode « Statistical Process 
Control », la methode du « Modele cache de Markov » et la methode du « Modele des 
Risques Proportionnels ». Bien que ces methodes soient largement repandues dans 
l'industrie, il en existe bien d'autres. II serait interessant de s'interesser au 
comportement des methodes de prise de decision les plus recentes, pour completer la 
connaissance des methodes de maintenance conditionnelle. 
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ANNEXE A : TESTS DE CONVERGENCE - CHOIX DE * 
Tableau A.l : Valeurs des taux px, p2 et Pc en fonction de N - methode SPC 
Nombre de 






























































































































































































Tableau A.2 : Valeurs des taux pl9 p2 et Pc en fonction de N - methode HMM 
Nombre de 






































































































































































Tableau A.3 : Valeurs des taux px, p2 et Pc en fonction de N - methode PHM 
Nombre de 






































































































































































ANNEXE B : JUSTIFICATION DES NIVEAUX DE n* 
Les valeurs de pv p2 et Pc presentees ci-dessous sont les moyennes 5 repetitions de 
chaque experience. L'ecart type est inferieur a 0,005%. 










































ANNEXE C : JUSTIFICATION DES NIVEAUX DE d* 
Les valeurs de px, p2 et Pc presentees ci-dessous sont les moyennes 5 repetitions de 
chaque experience. L'ecart type est inferieur a 0,005%. 










































ANNEXE D : RESULT ATS DES SIMULATIONS 
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ANNEXE E : PROGRAMME DE SIMULATION - METHODE SPC 
Simulation tie la mcthode SPC 
> r e s t a r t : 
with(Statistics):with(stats)iwith^iinalg-):with{stats|statpiots(); 
Soil lambda Ic parametre de ta distribution de Bernoulli, qui donne retat reel du systeme iO=t»n i'onetionneiwenl, I - panne) 
Soil yft la distribution des observations si le systems est dans retat ft 1 moyenne rati J>. ecart-type sigma 0) 
Soit yl la distribution des observations si le systeme est dans I'etat Mmoyennc mu_0+dclta. ccart-lypc sigma_l l 
Soit bruit la distribution du bruit sur les observations (moyenne mujmiit. ecan-typc sigma_bruitt 
Soil k le coefficient Intervenant dans le catctil des limttes de controte 
Soit N Ic norabre de sequences 
Soit q le noinbre de repetitions de ("experience 
Soil m le norobre maximal d'observotions possibles, avant de recoiumenccr une nouvelle sequence 
Soit n la taille de I'ecliantiUon 
_On initialise les parametres: 
H:»3000; 
ra:«>5Q0; 
l ambda :*0 .3 : 
mu 0s» i0 i 
deXta:<*l ,5 t 
sigrffla__O:»0 . 9 ; 
&Lgna_li*Q,9*. 
mu_brui t t*Q: 
signsa b r u i t t *0. i ; 
k ' . « 3 . f j 
l i t - 2 ; 
_On deflnit les differentes distributions : 
"> x t "i-p-Bernouili (lambda)* 
yO t •Normal (mu_0, s i _na_0): 
y i : ••Normal (mu_6+deXta, s i gma_ i ) ; 
b r u i t : >Nonul<au_bruit , s i fma_bru . i t ) : 
_On ealeule les Unities de eontrole: 
> LSC: »evaif (mu__0+k*sigiaa_0/sqrt (n.)) : 
L,IC:»evalf(mu_0-k*si<jiBft__Q/sqrt(n)): 
On genere les entites permcttant le ealcul ainsi que les variables stoekant les donnees 
xjtutti: la niatriec des etats reels 
yjium : la matrke des observations 
zjuim : la raatriee des decisions 
pi : le vecteur du taux d'erreur des faux positifs = FP .'(FP+TN) 
p2 : le vecteur du taux d'erreur des faux negattfs = FN >' i FN + TP | 
_Pr : le vecteur des proportions de decisions eorrectcs = (TP + TK't • (FP + FN + TP + TN \ 
"> x_mu»:»Matrix(ia,H): 





On change le parametre initial servant a generer les variables aleatoires: 
_> ,_s e*d i " t rune < t ires () * 1000); 
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On lane* ensuite le processus de decisions a paitir dc rcvotulton des Otitis el des orwervations : 
"> aa ; *01 bb r »0; cc J »Gs dd: *0: r r ; »0; 






lor j from 1 to N 
do 
for i from 2 to a while s_Bua[i-l,j}*0 
do 
if x_fluaii-l,jJ"0 then x_nua|i,*j i;"Mean{Saaple{x{i~l),l)) 
else x_nun[i,j];>l 
end if; 
if x_nua(i,jl*0 then y__nuiH[i,, j] :«*wea.B<SaiBple<yO,n) j+»an 4 Sample* bruit, n>); 
else y_naiuji, j J t»M»a»(SaiHpie{yi,B) )+Mean(SaffipiB(briiit,B)); 
end if; 
if y_Bun[i,j}>Lic and y_nuaii,3}<LSC then z_nuiB(i.j|;«o 
else z_nua[i,jJt-1 
end if; 
if xjnuafi,J]»0 and z_nun(i,j]"0 then ai^a+l 
el if x_n.uBii„ji*l and z_nu»|i,j ].*0 then bt*b+l 
elif x_numji,j}"0 and z^nuafi,jJ»l then ct«c+i 





pi f i,k]t*#valf{cfia+c))t 
p2{i,k]s-evalf<b/<b+d))s 
Pr[i, It) ;»evalf {(a+d) /r) % 
aa;*aa+a tbb:"tooths cc:»cc+c;dd:«dd+d:rr %»rr+rt 
end do; 
_Dcs tors, on otacni afore Its taux d'errcurs nI ct p2 ct de la proportion de decision correctc Pc: 
> p i i 
P2; 
Pr; 
0 0 0 11 (I 
II » 0 II II 
0 0 0 ft 0 
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ANNEXE F : PROGRAMME DE SIMULATION - METHODE HMM 
Simulation de la mclhodc HMM 
> restart* 
with{Statistics* rwith(stats);with{linalg> swithiststsistatplots]): 
Soil lambda le paranwtre de la distribution de Bernoulli, qui domic l"«tit reel du systeiw ti)=bon ibnctioimemeni. I =pannei 
Soil yO la distribution des observations si le system* csi dans 1'eiat <* imayenne niujh eean-type sigina01 
Sort yl la distribution tics observations stlesystemcestdans I'etat Hnioyenncniu O+delta, ecart-type sigma 11 
Son bruil la distribution du bruit sur les observations imoycnne niubruit, ecarl»type sigmabruit) 
Soil pi etoile la valcur seuil du processus, unc iois que pi passe en dessous. on frit la maintenance. 
Soil N le nombre de sequences 
Soil q le notnbre dt repetitions de rexperience 
JSoil in le nombre maximal d'observations possibles, avam de recoinmencer line nouvelle sequence 









p l _ e t o i l e : o O . S ! 
_On pcuere les dtt'i'erentes distributions: 
"> xj»i- .>B©rnoull i( lambda): 
yO;*ltornal(NU_0,sigHa_G): 
yl t "Normal (mi~0+deXta, s lg j sa_ l ) ; 
b r u i t ; "Konaal {siu_bruit, 8 igna_bru l t ) s 
_On ccnere les lonctknis de repartition de dcus distributions. Elles servent pour ealeuler les vateurs de pi en Conclion des observations. 
"> fO:"X->PDF(yO,x) t 
i l ; » x - > F D F ( y l , x ) : 
On gencre les entttes permellaiu le ealcul ainst que les variables stoekaut les donnces 
x nuni: la malrice des etats reels 
y num.: la numce des observations 
pi nura : la maffice des valeurs successive:-* de pi 
zjium : la matrice des dectsions| 
pi : le vecleurdu latad'erreur des i'aux positii's = FP.'iFP+TN) 
pi : le vectcur du taux d'erreur des faux negatils = FN / ( FN t IT} 
_Pr: le vecleur des proportions de decisions correctes - (TP + TNt/(FP + FN + TP t TNt 
"> x_nuia:»«atrix<iH,«t) i 
y nuiB;»Matrix(n,N) j 
pI_nuia;"Matrix{iB,N): 
z_jnua;»Matrix<is,N): 
p i ; " M a t r i x ( l , q ) : 
p 2 : " M a t r i x < l , e p : 
P r j * M a t r i x ( i , q ) ; 
. p i *:»{i,3»-><l-lamt»tla>/<l + i ' f n y nuiaji, 3) ) /fOfyjaumii , j j ) > * < i - p i _ n a a r l - i » 3 ) t / p i j M i r a j l - l , ] ] ) : 
_On initialise la nwtriee pi a 1-p sur la premiere lignc, eorrespondani a Fetal de depart de chaque experience 
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"> for t from I t o a 
do 
p i num[ 1 , 1 } t " l j 
end" do: 
On change le pararoetrc initial servant a generer ks variables ataitoires. 
~> _seed: • t rune( t ine^)*1000>; 
On lance ensuite le processus de decisions a partir de Involution des ctats ct des observations. 
"> aas*Osbb; •D;eej"0::dd:»0:rr:»«O: 
for It from 1 t o q 
do 
x nun:"Matrix(is,W) t 
yjn*«JB: ••Matrix <m,N) £ 
znura:"Matrix(ra,H): 
a'i«0:BJ«OJc:«Oidi"0:r:«0'. 
for j iron 1 to H 
do 
for i from 2 to a while s_nu»fi-1,3}«Q 
do 
i f x j a u n f i - l , j ] * 0 tlum xjnum{i, j } fMeaB{Saiaple{X{i-i) , l )) 
else~x_nuial i , j } s*1 
end If? 
i f X__RUIB[1,3{«0 then. y_nun.[i, j } ;»Mean{Saraple{yO,i)}+-M©ari{SaiBpl©tbruit,l) }i 
els© y numf1,j}s"Mean{Samplefyl,i))+Maan<sample<bruit,I))j 
end i f J 
i f p i _ f ( i , j ) > » p i _ B t o i l e th«n p i _ n u i » l i , 3 J t » p i _ f < i , j ) ; z_Bun[ i , j } ; "0 : 
e l s e z jium[i, j} t* i "* 
end i f 7 
i f x_numti,3}B0 and z_n.ua(i,j |»o then ai*a+l 
e l i f x^iiuiBii, j ] " l and x_iuiB[i, j ] »0 ttoan br»b+I 
e l i f x~nuia[i, j}"0 and z~nuin[i , j j«l then cs*c+l 
e l i f x_num[i,3}-l and x j n u n [ i , j } * l then dU«d+l 
end if; 




p2 J1,k}t-evalf <b/{b+dJ)j 
Pr;i,k.}5»evalf ((»+d)/r) j 
aai*aa+atbb;»bb+b{cc{»cc+fi*.dd*,"dd+d;rr:arr+rt 
ond doJ 
_Des tors, on obtient alors lea taux d'errcurs pi el pZ et dc la proportion de decision corrects Pc: 
V p i ; 
p2; 
Pr; 
I o a n o o I 
j 0 0 o 0 0 j 
| 0 ft 0 0 § • 
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ANNEXE G : PROGRAMME DE SIMULATION - METHODE PHM 
Simulation de la methode PHM 
> r e s t a r t : 
wlth(Statistics);with<stats);with(liuaig): 
Soil lambda le parametre de la distribution de Bernoulli, qui doune I'etat reel du systerac ),0= bon ibuctianiieincnt, I =pannef 
Soil yO La distribution des observations si le systeme est dans I'etat 04 inoyenne inu_0. ecart-rype sigma_0( 
Soil y I La distribution des observations si le systeme est dans Ktat H moyennc mu JH-della, ecarl-iype sigraa^! t 
Soil bruit la distribution du bruit sur les observations i raoyenne raubruit. earn-type sigma bruit) 
Soil d etoile la valeur plafond du processus, lorsque d passe au dessus. on fait Lit maintenance. 
Soil beta, eta, gamma, et Delta des parametral du processus de decision 
Soil N le nonibre de sequences 
Soit q le nonibre de repetitions de [experience 
_Soit in le nonibre maximal d'observations possibles, avant de rccommcnccr one nouvelle sequence 
_On initialise les paranwtres : 





d e l t a : » t j 
s i g n a _ 0 ; * 0 . 6 : 
s i g m a _ l : » 0 . 6 ; 
maJ j ru i t^Q.* 
sigma b m i t ; » o . l s 
d e t o l l « s » 0 , I : 
• t a : > 1 0 0 t 
b e t a : " 1 . 2 : 
gajama_i; »0,4 i t 
D e l t a ; " I t 
_On genera les dift'erentes distributions : ill est le taux de panne - W est la lot de weibull} 
"> x :* l ->Bernoi i l l i{ lambda) J 
yO: "Nomal (mu_0, sifjaa_0 j ; 
y l :»M0nBal(rau_5}+dslta,sigma_l): 
b r u i t t>Normal(mu_brult,sicpu_bru.it)t 
h .0 :» i ->b* ta /« t a*{ i*De l t a / e t a7* fb»ta- i> t 
W:"Weibu l l ( e t a ,be ta ) . : 
On genere les cntites permettant le catcul ainst que les variables stoekant tes donnees 
x num: la raairi.ee des cuts reels 
y_num : la malriee des observations 
z_num: la matrice des decisions 
pi : le veeteur du tins d'erreurdes faux |»siiifs = FP '4.FP+TN) 
p2 : le veeteur du laux d'erreur des i'aux negatii's = FN •' 4 FN + TP) 
_Pr: le veeteur des proportions de decisions correetes = tTP + TN} .•' i FP + FN + TP + TN \ 
> x_nuia;«Matri!t(ffi,H) 1 
y_nuiBs«MBtrix(ia,H); 
hrium; "Matrix (as,H); 
z nun: "Matrix{m,H)-. 
p i : " M a t r i x ( l , q ) : 
p2:>Matr ix<l ,<i ) : 
P r : - M a t r i x ( l , q ) : 
_On change le parametre initial servant a geuercr tes variables aleatoires. 
"> _se8d;*t i rui ic( t ineo*lO0'O)r 
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On lance ensuite te processus dc decision a partirde revolution do etats el des observations. 
*"> aa t "0i bb: oQ:ce ;«0 ;dd : * 0 : r r : * 6 1 




h _ a u » ; " M a t r i x ( n , R ) : 
z_nua':"Matrix(m,H) s 
a : B 0 t b t • 'Oics 'Otdt a O ; r : " 0 ; 
for ] troju 1 t o N 
do 
T_etoiie;»Meaa(Sample(W, i >); 
for i from 2 to m while zjiumil»i,ljaO and i<T_etoile 
do 
if x_numji-i,jj«0 then xjnunii,jj:*Mean<sample<x{i~l),1)) 
alsa~x auiaji, J } t*l ~ 
end ifT 
it x_nu!D[i,jj»0 then y nun[i,3 J:*Ma&n<sample(yQ,i))+Mean(Sa 
elsfi y_num[i, j f t •Hcan{Sample{y 1,1))tMean{Sample(bruit, 1)); 
and ifT 
»lo(bruit,i>); 
if h_aum|i,j)<d_etollfl then z_nun[i,jj;«0 
else z_numji,jj:»l 
end if; 
i f x_numli ,3}»0 and 2 nurafifjj^O then a ;»a+l 
e l i f x_num[ i , j }* l and~z_num[i , j ]»0 than b ;*b+l 
e l i f x_nuiBli, j }»0 and z_mu»[i, j ] » l then c r«c+ l 








p2[1.K J;*evalf <to/(btd)); 
Pr[l,kl :**valf ((atdj/r) *, 
aa:»aa+a tbb;»tob+b{Get *ce+e;dd;•dd+d:rr:"rr+r: 
end do J 
Des lors. on obtiait alors k-s tans d'erreurs pi el p2 ft dc La proportion d-e decision corrccte Pc: 
> p i j 
p2; 
Pr; 
f 0 0 0 0 0 ; 
I U ft ft It f! j 
[ o o {* o o i 
