Projection fringe interferometry provides a useful technique for nondestructive surface analysis. Two beam interferometric fringes were projected onto a block of aluminum whose surface had various types of grooves cut into it. The fringes were digitized and analyzed via an automatic fringe tracking algorithm. Threedimensional topographical maps of the surface's microstructure are presented together with a statistical analysis of surface parameters including average roughness, height distributions, and the autocorrelation function.
Introduction
The projection interferometer (PI) offers several advantages over the reflection type. Interference fringes are produced by intersecting two expanded collimated laser beams onto a test surface, rather than reflecting a plane wave from a test surface for subsequent interference with a plane wave reference. The projection fringe method makes it ideally suited to the study of optically rough and low reflectivity surfaces. In addition, the lateral and vertical resolutions of the instrument are variable over 6 orders of magnitude from subwavelength to the limits imposed by large aperture beam expanding optics. The interferograms characteristic of the PI typically consist of straight lines deviated by surface roughness. This type of pattern is more readily analyzed than a pattern containing closed loop fringes and does not present ambiguities as to the sign of the height deviations. The first PI arrangements proposedl- 3 were shown to be equivalent to holographic techniques. 4 The interference of two obliquely intersecting beams has been treated in explicit detail. 5 The theory, operational characteristics, and sources of error in the use of the projection interferometer are also noted in the literature. 6 - 1 
Theory of Interferograms
Two expanded collimated laser beams are allowed to intersect thereby resulting in a family of constructive and destructive interference planes. The constructed planes will be parallel to the bisector of the angle between the two incident beams and perpendicular to the plane containing these beams. If we assume the two intersecting beams are uniform, equal in amplitude, frequency, and polarizations, and perfect plane wavefronts, the intensity of their intersecting volume will have the form
where c is the speed of light, e is the permittivity of the propagation medium, E is the electric field amplitude, and kg are the wave vectors of the two beams. If the angle between the vectors ki is 2k, and the wavelength of the radiation is X, the spatial period of the interference fringe planes will be
When a test surface is placed in the volume of intersection, with its normal at an angle : to the planes of interference, the spatial period of the fringes on the surface is
If the surface is viewed at an angle -y from the surface normal, the observed spatial period will be
The angles d and y are illustrated in Fig. 1 . If there exists a height deviation Az(xby1;x 2 ,y 2 ) between two points, the observed change in the fringe period between those points will be
This compares to the observed fringe spatial period d.
Inverting this to obtain Az yields 
Note that the surface should not be observed at an
The minimum obtainable fringe spacing, from Eq. (2), is "A/2. However, to produce a meaningful interferogram, neither beam can cast a shadow on the test surface. Thus the minimum fringe spacing on a sur·· face is dependent on the maximum slopes present on the surface. Due to the limitations of imaging optics, the minimum resolvable lateral distance for a given depth of focus h is 6 dmin = 2h, 'A/(8h -'A). (8) If, on the right-hand side of Eq. (7), ' A is assumed to be known accurately, the angles are measured geometrically and o 1 and d 1 are measured experimentally in terms of digital pixels, the absolute error in 6z will be given by (9) where €(x) represents the absolute error in the variable X.
Ill. Analysis of the lnterferograms
Four basic steps are involved in the analysis of the projection interferograms: (1) noise reduction of the image; (2) construction of a phase map for the interferogram; (3) computation of the surface contours using the spatial deviations of phases in the interferogram from a computer-generated reference phase map representing an ideal flat surface; ( 4) statistical analysis and characterization of the surface structure.
There are three main sources of noise in the digitized interferograms. The highest frequency noise, with a delta function autocorrelation, arises from the digitization electronics. Speckle noise is present in all coherent imaging systems arising from random interference of the coherent radiation. The third type of noise is variations in the bias intensity and amplitude of the interference sinusoid due to local variations in the surface normal and reflectivity. Including terms for each type of noise, the digitized image can be described by the intensity surface:
l(x,y)::: S(x,y)lA(x,y) + B(x,y) cos(<I>(x,y)]l + E(x,y) . (10) In this expression, S(x,y) describes the speckle noise, E(x,y) describes the electronic noise, and A(x,y) and B(x,y) a:rise from local changes in surface properties. The multiplicative affects of variations in surface properties on the bias intensity and amplitude of the interference sinusoid are displayed separately as A(x,y) and B(x,y) to facilitate the description of the affects of subsequent image processing operations on these quantities. The phase <I>(x ,y) of the interference in the cosine term is the useful information in the image.
The electronic noise E(x,y) is an additive zero mean noise unrelated to the interference pattern and could be properly eliminated by averaging several digitizations of the same image. However, it is just as easily dealt with in the same process as that used for suppressing the speckle noise S(x ,y ). The analytical form of coherent speckle noise in an imaging system is that of a multiplicative noise with an inverse exponential autocorrelation function. The 1/e distance in the autocorrelation function characterizes the speckle size, which is determined by the structure of the test surface and the optical imaging system. 1 :2 In general, the frequency of the interference pattern must be lower than that of the speckle to obtain a usable interferogram. With this condition, both high frequency noises can be subdued through the convolution of the image with a smoothing function W(x,y). This operation is represented as follows: 
In this approximation, the amplitude of the interference sinusoid will be decreased. The summation over S(x,y) can then be taken to be constant as S(x,y) is a high frequency function which has a uniform statistical description throughout the image, determined by the surface and observation optics. This yields the function l'(x,y), a biased sinusoid with varying amplitude and bias. To reduce the effect of bias variations, this image is then averaged within a region described by
In this, ox is the Kronecker delta, p is the period of the sinusoid, and it is assumed that the predominant direction of the fringes is parallel to the x axis. The averaged intensity can then be represented by 
This is true assuming B'(x,y) varies slowly, so that the sum over one period of the cosine term yields zero. This intensity is then subtracted from l'(x,y) to yield an unbiased sinusoid of varying amplitude. These amplitude variations can be easily accounted for in the phase calculations. Of course, these operations are based on rather broad assumptions as to the frequencies of different components of the digitized interferegrams, but they generally result in vast improvements to the SNR of the interferograms.
After noise reduction, the phase of interference may be mapped. The initial step in this is to define the positions of the fringe extrema in the interferograms. This is done using a fringe tracking algorithm, which tabulates statistics characterizing the pattern as it operates. These statistics are used to define a neighborhood about a fringe line in which to search for a continuation of that fringe line. A quadratic fit is then performed within this neighborhood to define the next extreme point continuing the fringe. From the characteristics of the extrema pattern, a phase map representing an idealized flat surface can be generated by computer. The experimentally obtained phases are found by defining a local sinusoid between the extrema and using the intensity and slope at each pixel to define the phase at that pixel from the local sinusoid. To reduce the effects of noise, the phase along each column in the image is found traversing the column in each direction while requiring a monotonic change in each direction. The results from these two traversals are then averaged. At each pixel, the spatial deviation of that pixel's phase from the idealized pattern is calculated to yield /5 1 of Eqs. (6) and (7). Equation (7) is then invoked to define the height variation at that pixel from the idealized flat surface.
To statistically characterize the surface structure the rms and average roughnesses of the surface, the skew and kurtosis of the height distribution, and the autocorrelation function of the surface are used. For anN X N pixel representation of the surface, the rms roughness Rn (which is equal to the standard deviation (J of the height distribution) is given by
where z(i,j) is the height at the pixel (i,j), and z is the average height of the surface.
The average roughness R is given by
The skew of the height distribution, which is the third moment of the distribution, measuring its symmetry, is given by
The kurtosis, which is the fourth moment, measures the heaviness of the tails of the distribution. A Gaussian curve has a kurtosis of exactly 3.0. The formula for the kurtosis is
The autocorrelation function measures the correlation in height of pixels at given lateral displacements from each other. is shown in Fig. 2 . The spatial period of the fringes on the surface was 143.7 gm. Figure 3 shows an image digitized from the photograph in Fig. 2 . The bias intensity of the interference, obtained by averaging the image of Fig. 3 with an operator whose length equaled the fringe period, is shown in Fig. 4 . The interferogram of Fig. 5 is the result of noise suppression and bias intensity subtraction operations performed on the image of Fig. 3 . Figure 6 shows the symbolic fringe extrema image derived from the processed interferogram. 
V. Conclusion
The projection interferometer with digital analysis should prove to be a viable nondestructive method for contouring optically rough surfaces. Although the method is equally applicable to optical surfaces, the lack of dependence of the technique on surface reflectivity allows the application to materials previously unmeasurable by reflection interferometric methods. In addition, the high spatial bandwidth obtainable, limited by coherent speckle effects, allows the mapping of surface contours which cannot be measured by physical probes such as contact styli or capacitance probes. The technique is also applicable to surfaces with greater roughness than optical raster-scan methods, which are generally restricted to the measurement of roughnesses of the order of microns. Aside from the advantage of more general applicability, the greatest advantage which the projection interferometer has over other rough surface profilometers is the fact that it yields a 3-D output rather than a linear or point-bypoint measurement. This facilitates measurement of the 2-D autocorrelation function of a surface, for example, which would be extremely difficult to duplicate with a scanning measurement system.
