This study quantifies the effects of naturally occurring X-linked variation on immune response in Drosophila melanogaster to assess associations between immunity genotypes and innate immune response. We constructed a set of 168 X-chromosomal extraction lines, incorporating X chromosomes from a natural population into co-isogenic autosomal backgrounds, and genotyped the lines at 88 SNPs in 20 X-linked immune genes. We find that genetic variation in many of the genes is associated with immune response phenotypes, including bacterial load and immune gene expression. Many of the associations act in a sex-specific or sexually antagonistic manner, supporting the theory that with the selective pressures facing genes on the X chromosome, sexually antagonistic variation may be more easily maintained.
T HE deep evolutionary conservation of many specific genes in innate immunity underscores the potent forces of natural selection maintaining this vital function. While it is widely accepted as the ancestral form of immune response, its role in the activation of adaptive immune response further motivates investigation into variation in its function (Medzhitov and Janeway 1997) . Drosophila has been used as a valuable model organism to identify and characterize functions of the components of innate immune pathways as well as the evolutionary patterns present among the genes comprising these pathways (reviewed in Brennan and Anderson 2004; Irving et al. 2004; Ferrandon et al. 2007) . The humoral response, resulting in the production of antimicrobial peptides in response to bacterial or fungal infection, relies mainly on Toll and imd signal transduction pathways, both of which are highly homologous to pathways in mammalian immunity (reviewed in Kimbrell and Beutler 2001) . The cellular component, on the other hand, incorporates phagocytic engulfment as well as melanization and encapsulation of infecting particles. While less well defined in the Drosophila model, portions of other systems also appear to affect the effectiveness of immune response, including JAK/STAT and JNK signaling pathways, hematopoesis, and iron metabolism.
Population genetic analysis can be used to determine whether sequence polymorphism and divergence patterns among Drosophila genes in innate immune pathways are consistent with signatures of selection acting within and between species of flies. If, for example, the innate immune pathways are involved in an evolutionary ''arms race'' with pathogenic organisms, genes in these pathways would be expected to show signs of positive selection driven by evolutionary pressure to counter virulence mechanisms of invading microbes. When signs of selection (as inferred from sequence comparisons within Drosophila simulans populations and between D. simulans and D. melanogaster) in immune genes and nonimmune genes were evaluated, immune genes as a group were found to have higher K A /K S ratios than nonimmune genes, providing evidence for elevated adaptive evolution (Schlenke and Begun 2003) . Since receptor, effector, and signaling proteins function in different portions of the immune response pathways, these may be exposed to differing levels of contact with invading microbes and may display nonuniform levels of functional redundancy or pleiotropy. Thus, genes from different functional groups may be exposed to distinct selective pressures. Antimicrobial peptides, which might be expected to encounter unique selective pressures due to their direct interactions with invading microbes, have shown little sign of positive selection, bearing low levels of amino acid divergence (Clark and Wang 1997; Date et al. 1998; Ramos-Onsins and Aguadé 1998; Lazzaro and Clark 2003) . Furthermore, sequence analyses of immune-related receptors have shown evidence for purifying selection in peptidoglycan recognition proteins (PGRPs), while others, including some scavenger receptors (SRs), appear to be rapidly evolving under pressures consistent with positive selection ( Jiggins and Hurst 2003; Lazzaro 2005) . On a deeper evolutionary timescale, sequence comparisons between immune genes in multiple Drosophila species (based on full-genome sequence data) have Supporting information is available online at http:/ /www.genetics.org/ cgi/content/full/genetics.108.093971/DC1. 1 shown striking differences among functional groups of immune genes, with recognition molecules showing much more positive selection than either signaling or effector genes (Sackton et al. 2007) .
Beyond using sequence data and the analysis of polymorphism and divergence to infer levels and modes of selection that have previously acted on immune genes (either individually or in functional groups), other studies have investigated correlations between autosomal variation in genotype and immune response phenotype in natural populations of Drosophila (Lazzaro et al. 2004 (Lazzaro et al. , 2006 . These experiments tested associations between naturally occurring genetic variation in immune-related genes and postinfection bacterial load. In these studies, genetic variation in many of the immune genes was found to associate significantly with one or more of the bacterial load phenotypes. Specifically, polymorphisms in autosomal genes encoding recognition and signaling proteins (but not antimicrobial peptides) associate consistently with bacterial load phenotypes, suggesting that not all functional classes of immune-related genes harbor equally influential genetic variation.
The focus of this study is X-linked immune genes, which may be under unique regulatory and selective pressures simply because they are hemizygous in males, are dosage compensated, and face elevated influence of random genetic drift due to their smaller effective population size. As a consequence, the X chromosome should favor the more rapid fixation of beneficial recessive alleles and more rapid loss of harmful recessive alleles compared to the autosomes (Charlesworth et al. 1987; Singh et al. 2008) . Thus, with different selective pressures compared to autosomal genes, X-linked immunity genes are expected to bear different standing levels of variation, and segregating polymorphisms in these genes may have different impacts on phenotype.
Different exposures of X-linked genes to selection in males and females can also contribute to sexual dimorphism. Rice (1984) suggested that X-linked sexually antagonistic alleles may more freely influence sexually dimorphic traits than can those on autosomes. In fact, the X chromosome appears to favor the maintenance of sexually antagonistic variation (Gibson et al. 2002) ; if a given allele is slightly deleterious in one sex, it may be maintained in the population by being beneficial to the other sex. Immune-related genes may be particularly prone to bearing sexual dimorphism in Drosophila, since males and females have been shown to have different evolutionary optima for energetic expenditure on immune response, and thus their respective immune responses may differ on the basis of conditions such as food or reproductive resource availability Nunney 2001, 2005) . If sexually antagonistic traits are responsible for some of the observed sexual dimorphism, variation in X-linked genes could contribute to phenotypic differences, and so X-linked variation in immune genes could face unique selective pressures.
In this report we investigate the standing levels of variation in X-linked immune genes in natural populations of D. melanogaster and quantify the impacts of that variation on immune response phenotypes. We genotyped 168 lines at single-nucleotide polymorphisms (SNPs) across 20 X-linked immunity loci and quantified postinfection bacterial load and immune gene expression phenotypes. We found significant variation across the lines for bacterial load after infection, and we were able to identify polymorphisms in immune-related genes that associate with immune response phenotypes individually and in interacting pairs of SNPs. Additionally, some of the genetic variation was found to associate with a sex difference in immune competence, with alleles acting in either a sex-specific or a sexually antagonistic manner. This provides evidence for X-linked genetic variation in immune-related loci associating with both phenotypic variation among lines and sex differences in these phenotypes. . From each of these crosses, three female offspring were individually mated to FM7a males. Since the balancer chromosome bears the codominant marker Bar, heterozygous female offspring could be selected for the crosses each generation. The crossing scheme was repeated for each line in triplicate for a total of seven generations to replace the background autosomes from the natural population. This resulted in 168 lines, each homozygous (or hemizygous) for a unique X chromosome from nature and all co-isogenic for the replaced autosomes. The degree of background replacement was quantified by subsequent SNP genotyping, finding concordance between the marker background and the isogenized lines in 99.6% of all assays (1191 tests of 1196 examined; see supporting information, Table S1 for full autosomal genotyping results).
MATERIALS AND METHODS

Construction
Genotyping of SNPs across lines: Candidate immunerelated genes were selected for genotyping on the basis of previously indicated connections to immune responses in genetic studies and/or large-scale expression assays (Table 1) . These genes include well-characterized members of the Toll and imd pathways, as well as genes involved in other aspects of the response to infection, including hematopoesis and iron metabolism. There is a significant overrepresentation of the genes in the JAK/STAT pathway among the X-linked immunity genes (x 2 , P ¼ 7.7 3 10
À5
), and several of these were included in our study. Notably, none of the 20 genes encoding antimicrobial peptides genomewide exist on the X chromosome in D. melanogaster, so our investigation lacks any genotyped members of this class of immune genes.
To identify SNPs for genotyping, the entire gene regions for each gene, including roughly 1 kb upstream and downstream, were resequenced in eight of the X-extraction lines (see Table S2 for list of primers used). Table 1 reports summary statistics for these sequence alignments, calculated using DnaSP (Rozas and Rozas 1995) , except for Tajima's D, which was calculated with VariScan so as not to exclude all sites with missing data (Vilella et al. 2005) . Once polymorphism data were collected for all genes, SNPs were chosen from among those present at relatively intermediate frequencies in the samples and spaced $500-1000 bp apart within the genes. SNPs in high linkage disequilibrium (LD) with one another were generally avoided. Wherever possible, nonsynonymous SNPs were included; however, the selection of SNPs genotyped included those from exonic, intronic, 59-and 39-untranslated, and intergenic regions. In total, 91 SNPs were chosen from among these 20 genes for genotyping across all 168 lines. PGRP-SA was not included due to a complete absence of detectable variation found in the resequenced sample.
To identify the genotype for each line at each selected SNP, the SNPlex system (Applied Biosystems, Foster City, CA) was used. Oligos were designed and synthesized to query the genotype of all 91 SNPs (see Figure S1 for oligo and SNP information). The associated GeneMapper software was used to make the initial SNPlex allele calls, and these were followed by manual inspection. Eighty-eight of the 91 SNP assays in the SNPlex system yielded useful genotypic information across the 168 lines (see Table S3 for genotype calls at each site for all lines).
Bacterial cultures and infections: Bacterial stocks were chosen on the basis of previous use for immune challenges in D. melanogaster. The strain of gram-positive bacterium Enterococcus faecalis was derived from that used by Lazzaro et al. (2006) (identified via 16S rDNA sequence and results of API 20Strep substrate utilization testing). We also selected gram-negative Serratia marcescens, derived from ATCC strain 13880, which also had been used in previous studies (Lazzaro et al. 2004 (Lazzaro et al. , 2006 . Bacterial cultures for infections were grown from freezer stocks, and cultures were grown overnight at 37°t o a final concentration of OD 600 % 1.0 for each day of infections.
Bacterial load quantification: Bacterial clearing ability of the lines was measured through quantification of bacterial load after infection with bacteria, following Lazzaro et al. (2004) . D. melanogaster were individually infected by pricking their thoraces with 0.1-mm tungsten needles (Fine Science Tools, Foster City, CA) dipped in bacterial culture. For each bacterium, a block design of infections was used: each round of infections was repeated three times over 6 days in a 2-week span, with half the lines infected on a given day. For each round of infections, 12 males and 12 females from each line, aged $3-10 days, were infected (for technical feasibility, several people served as infectors on each day, but lines were randomized among infectors from day to day). Approximately 26-30 hr after infection, three groups of three flies per line were homogenized in 500 ml of LB broth and were then plated onto LB agar plates using a spiral plater (Spiral Biotech, Bethesda, MD). Homogenates with E. faecalis bacteria were diluted 1:1000 before plating to achieve a countable level of colonies. Plates were kept at either room temperature or 37°to allow bacterial colonies to grow until they could be counted by a colony counter. These counts allowed inference of the concentration of bacteria in each homogenate sample. Plates were visually inspected to confirm that colonies counted were consistent with size and morphology expected. Thus, for each line, both sexes were infected with each of two bacteria, and each round of infections included three replicates for each sex and bacterial infection of every line, over three rounds of infections. This yielded nine independent biological replicates of each infection with a total of .21,000 flies infected and 5046 plates counted.
TaqMan RT-PCR: In addition to bacterial load, expression phenotypes were measured after infection for a subset of 16 lines, chosen from the phenotypic tails of sex difference in load after infection with E. faecalis. For each of these lines, 30 males and 30 females were infected with E. faecalis. Eight hours after infection, three replicates of each line and sex, most with 8-10 flies each, were snap-frozen in liquid nitrogen, along with three replicates of uninfected flies. RNA was extracted using a Trizol:chloroform protocol. cDNA was then synthesized from the isolated nucleic acid and diluted to fulfill TaqMan protocol requirements (Applied Biosystems). Transcripts were quantified using TaqMan RT-PCR, including antimicrobial peptide genes (DiptericinA, Defensin, and Metchnikowin), along with X-linked immune-related genes (Peptidoglycan Recognition Protein-SA and Transferrin1) and ribosomal protein RpL32 as a reference gene (see Table S4 for probe and primer sequence information). We measured the CT value for each sample (number of PCR cycles at which the level of fluorescence for the sample crosses a constant critical threshold value) and used the reciprocal, 1/CT, as a proxy for expression for further calculations.
Statistics and association testing: Bacterial load was determined for each sample in terms of colony-forming units per fly (cfu/fly). Estimates of bacterial density from Drosophila homogenates (pools of three flies each) range from 1.0 3 10 0 to 4.0 3 10 6 cfu (corresponding to 0.3 3 10 0 to 1.3 3 10 6 cfu/ fly). All empty plates were recorded as true zero counts (on a log scale) rather than as missing data; plates with density calculated above 3.0 3 10 6 were too dense to be accurately counted, so these were assigned to have densities of 4.0 3 10 6 , which probably underestimates densities in most cases. Residuals from the analysis of variance on the raw cfu counts were distributed nonnormally, and log transformation yielded an adequate fit of residuals to the normal distribution. Statistical analyses were carried out using the R software (R Development Core Team 2007) and SAS/STAT software with the SAS system (SAS Institute, Cary, NC). To test for significant effect of Line, as well as a Line 3 Sex interaction on variation in bacterial load (for each bacterial infection), we used the mixed models
where y ¼ ln(cfu/fly) (bacterial count); Line (i ¼ 1 . . . 168), Sex ( j ¼ 1, 2), and the Line 3 Sex interaction are fixed effects; and Day (l ¼ 1 . . . 6), Infector (m ¼ 1 . . . 6), and Plater (n ¼ 1 . . . 2) are treated as random effects using the R package lme4. e is the error term. The full model (1a) was compared to the partially reduced model (1b) using ANOVAs to test for the effect of a Line 3 Sex interaction term. Similarly, the partially reduced model (1b) was compared to the reduced model (1c) to determine the effect of Line differences. To test the significance of each effect, load phenotypes were permuted 1000 times in R (for each bacterium), while keeping line, sex, and random effects constant. The coefficients of the model tests from these permutated data provided a null distribution as a basis of comparison for the actual Line and Line 3 Sex effects estimated from the data, and P-values were calculated for each. The proportions of variance explained by models incorporating just Line effects or Line 3 Sex interaction effects (r 2 ) were also calculated for each bacterial infection using R.
Mixed models were also employed to test for associations between genotypes and phenotypes. Here, differences in each load phenotype (e.g., total E. faecalis load) between two alleles for each SNP were tested for significance using mixed models
where y represents the phenotype of interest, Allele (i ¼ 1, 2) corresponds to the genotype at the SNP in question, as a fixed effect, and Sex (j ¼ 1, 2) is also included as a fixed effect. The Allele 3 Sex interaction term was included as a fixed effect to quantify the effects of sex on SNP associations with bacterial load.
and Plater (o ¼ 1, 2) are all included as random effects. Nearly identical models were used to test allelic effects on bacterial load in either males or females individually, with the exception that these did not include Sex as a fixed effect:
Because of the potential for linkage disequilibrium among SNPs, tests of association were not all independent, so significance was assessed using permutation tests. Each SNP was tested individually, and genotypes were permuted 1000 times in R, relative to load phenotypes and the line, sex, day, infector, and plater values. The resulting coefficients for Allele or Allele 3 Sex effects provided a null distribution against which to compare the coefficients from tests with actual values, providing P-values for each. False discovery rate (FDR) was estimated by calculating q-values for each test, using the qvalue R package (Storey 2002) . To determine the proportion of variance explained by each SNP, r 2 values for models including each SNP alone as a fixed effect were calculated using R.
Associations between SNP genotypes and expression phenotypes were also examined using the mixed model r 2 values for models including each SNP alone as a fixed effect were calculated using R. Haplotypes of SNPs were assessed for the presence of blocks of high LD across the X chromosome, using the program Haploview (Barrett et al. 2005) . Since these lines are homozygous, the comparisons essentially involve counts of gametes. Missing SNP data (Table S3) were imputed using the program fastPHASE version 1.1 (Scheet and Stephens 2006) . The 10 haplotype blocks (sets of two to three SNPs within nine different genes) indicated to have significant levels of LD by the Haploview program were tested for associations with both load and expression phenotypes. These association tests were performed in the same manner as listed above for single SNPs, using the mixed models In addition to associations between single SNP genotypes and phenotypes, effects of epistatic interactions were also examined. Here, the effects of interactions between every possible combination of SNP pairs (both within and between genes) were tested. Rigorous inference of pairwise epistasis normally requires consideration of all nine two-locus genotypes, and the usual caveats of fitting linear models with sparse marginal counts apply (Cockerham 1954 ). Here we have homozygous lines, so there are only four genotypes to contrast, and only 1 d.f. for tests of the single epistatic component and fixed marginal frequencies, so the model is closer to that of Cheverud and Routman (1995) . With the low-frequency alleles of some SNPs, not every SNP pair allowed for valid tests of associations with all four genotype combinations, so these pairs were not included. For each valid test, two-way ANOVAs were performed to test associations with each phenotype using models both with and without SNP interaction terms; a significant difference between the fit of the two models to the data indicated an effect of the SNP interaction. The full and reduced models compared here are full:
where y is the load or expression phenotype, SNP1 (i ¼ 1 . . . 88) and SNP2 ( j ¼ 1 . . . 88) are the two SNPs of interest, and SNP1 3 SNP2 is the interaction term of the allelic effects of these two SNPs. Due to the computational time needed to test all SNP combinations, these simpler linear models were applied, using estimated line means for the load and expression phenotypes. To accommodate the same random effects as above, the phenotypic values used were the least-squares means for each line obtained using mixed models in SAS, based on Equation 1b for load phenotypes and Equation 4 for expression phenotypes. These SNP interaction effects were tested for associations with load in males, females, and both sexes combined, along with the sex difference in load (female load minus male load) for each bacterium. In addition, associations were tested with induction of expression (infected minus uninfected expression levels) in males, females, and both combined. As above, with these ANOVA tests, we calculated Pvalues by permuting the genotype-phenotype combinations 1000 times and comparing actual F-statistics to the null distributions of F-statistics from tests with the permuted data. Again, r 2 values were calculated to quantify the proportion of variance explained by the interaction term; this was determined from the difference in r 2 values of the full and reduced models.
Beyond tests of association between the genotypes and phenotypes of these lines, we also tested the ability of expression phenotypes to predict load after infection. More specifically, we tested the effects of uninfected expression levels and induction of expression on E. faecalis levels after infection. These tests used the following models:
Here, y is the load phenotype, ln(cfu/fly), and the model includes Exp (the expression level of the gene assayed, 1/CT) as a fixed effect, along with RpL32 (expression level of RpL32) as a covariate to normalize the expression level of the gene of interest. Sex (j ¼ 1, 2) and sex interaction terms are also included as fixed effects in both (except when each sex is considered individually). Plate (m ¼ 1, 2) and Rep (n ¼ 1 . . . 3, replicate) were also included as random effects in these models. In Equation 7a, Infection status is not included; here only uninfected or infected samples are considered at one time. In Equation 7b, however, the Expression 3 Infection term accounts for induction effects (if uninfected and infected flies have significantly different expression levels). Again, significance values for these tests were calculated on the basis of null distributions of coefficients from tests using data permuted 1000 times.
RESULTS
Variation observed in X-linked immune genes: To quantify effects of naturally occurring X-linked variation in immune genes on immune phenotypes, X chromosomes from a natural population of D. melanogaster were extracted into co-isogenic autosomal backgrounds. To find polymorphic sites in the immune genes in these lines, 21 candidate genes were resequenced in eight sample lines. In the $67.5 kb of sequence obtained in these lines (including intronic, exonic, 39-and 59-untranslated, and intergenic regions), 947 SNPs were uncovered, 1 SNP about every 71 bases on average. Of the SNPs found in this sample, 172 are in coding regions, and 23 of these (13%) are nonsynonymous. An analysis of the sequence polymorphisms seen here shows nonskewed values of Tajima's D, but somewhat lower levels of variation (Table 1) than have been seen in other population genetic analyses of Drosophila immune genes. Compared to studies of non-African populations of D. melanogaster (Ramos-Onsins and Aguadé 1998; Andolfatto 2001), these X-linked immune genes have much lower values of u W than autosomal immune genes (t-test, P ¼ 0.0002), while still showing significantly higher levels of variation than X-linked nonimmune genes (t-test, P ¼ 0.0127). Most of the autosomal immune genes assayed for polymorphism, though, have been AMPs, and since no AMPs exist on the X chromosome, the disparity in levels of variation between X-linked and autosomal immune genes could be due at least in part to differences among functional groups.
Genetic variation in bacterial load: We calculated bacterial load means for each D. melanogaster X-extraction line 26-30 hr after infection with E. faecalis or S. marcescens. The line means in load span a range of 9.82-16.73 ln(cfu/fly) for E. faecalis and 7.23-10.29 ln(cfu/fly) for S. marcescens, representing 1007-fold and 21-fold ranges that span 1.6-1.1 average within-line phenotypic standard deviations, respectively ( Figure  1 ). Analyses of variance showed that this variation was significant among lines for both bacteria (P , 0.0001 for each). Furthermore, the line means of load for the two bacterial species are not correlated (correlation coefficient ¼ 0.035, NS, Figure 1C ). A lack of correlation of load across bacterial types has been noted in earlier studies (Lazzaro et al. 2004 (Lazzaro et al. , 2006 , and the interpretation has been that bacterial-host interactions are bacterial species specific, which can lead to different immune response dynamics, depending on the virulence mechanisms employed by the bacteria and the host response to this infection.
In addition to differences among lines in bacterial load after infection, we also find variation among lines in load differences between males and females. Figure 2 shows the sex differences in mean load of both bacteria [in terms of ln(cfu/fly)] across all the lines. These differences (female mean cfu/fly minus male mean cfu/fly) range from 1.9 3 10 7 to À3.6 3 10 6 cfu/fly (from 1080-fold higher in females to 31-fold higher in males) for E. faecalis, with a median difference (across the line means) of 6.4 3 10 6 cfu/fly. No effort was made to control for body size between sexes, but these sex differences on load are much larger than what might be expected from body size differences alone. For S. marcescens, the differences range from 9.3 3 10 4 to À2.8 3 10 4 cfu/fly (from 11-fold higher in females to 12-fold higher in males), with a median difference of 5.3 3 10 3 cfu/fly. Significantly more than half the lines bear mean differences greater than zero for both E. faecalis
With most lines here displaying higher bacterial load in females than in males after infection, this could imply that males in these lines have more effective immune responses than females. McKean and Nunney (2005) find the opposite effect (higher load in males after infection) with plentiful food and mates, yet this study also highlights the condition-dependent nature of these results. Furthermore, these experiments have included load assays after different types of bacterial infections, which might not be expected to yield the same levels of bacterial load or sex differences in load. Many of these lines show significant differences between male and female load, particularly when infected by E. faecalis. When each line is tested for sex effect on load, the distribution of P-values is highly skewed from an expectation of equal load in both sexes, with an excess of t-tests with P , 0.05 (
À16 ) in flies infected with E. faecalis; however, in those infected with S. marcescens, P-values from t-tests of sex effects show no significant departure from the expected distribution (x 2 , d.f. ¼ 1, P ¼ 0.36) ( Figure 2C ). Even though these lines show a wide range of differences between sexes, bacterial load after infection in males and that in females are significantly correlated for both E. faecalis and S. marcescens (Spearman's t, P ¼ 0.0025, P ¼ 3.21 3 10
À11
). Thus, for most of the lines, higher (or lower) bacterial load remains relatively consistent in both sexes. As expected from the greater sex differences in lines infected with E. faecalis, though, load values in males and females infected with this bacterium are less strongly correlated than are those in flies infected with S. marcescens.
Genotypic variation among the extraction lines was tested for association with variation observed in immune phenotypes. X-linked genes from immune-related pathways ( Figure 3 ) were chosen as candidates and genotyped to determine standing levels of variation. Eighty-eight SNPs in 20 candidate immune genes (Table  1) were individually tested for allelic effects on bacterial load phenotypes after infection with both E. faecalis and S. marcescens. Table 2 lists the q-values, based on P-values calculated from permuted null distributions, for those SNPs that showed at least one phenotypic association with FDR , 10% (q , 0.1). While these tests reveal possible associations with multiple SNPs within different immune genes, any given SNP typically explains ,8% of the variance in bacterial load phenotypes.
Of the 19 SNPs that associate with one or more of the load phenotypes at this level, 8 associate (at least marginally) with phenotypes for both bacteria; however, 5 of these show opposite effects across bacteria in one or both sexes. Examples of this include 2 SNPs in the gene hopscotch (hop). As depicted in Figure 4 , A and B, 1 SNP in exon 7 of the gene has significant allelic effects on load in both males and females, with both bacteria. The effects of the two infections in males, though, appear in opposite directions: a substitution from the ''A'' allele to the ''G'' allele of this SNP associates with a lower E. faecalis load, yet a higher S. marcescens load after infection. Similarly, for the second SNP in hop exon 7 (306 bp downstream from the first; Figure 4 , C and D), allelic effects are once again significantly associated with load in females infected by either bacterium, yet the load variation in females occurs in opposite directions for the two bacteria.
Besides the distinct phenotypes and associations appearing in response to each of the two bacterial infections, some SNPs also associate with load variation in a sex-specific or even sexually antagonistic manner. Of the 19 SNPs associating with load, 12 show evidence of sex interactions influencing the associations with the load of one or both bacterial infections, and several of these actually appear to have opposite effects in males and females. Most of these SNPs do not show significant associations in both sexes individually, though, lessening our ability to find clear instances of sexually antagonistic associations. Any potentially sexually antagonistic effects appear only with one of the two bacteria in each case. An example of this is seen with the SNP in hop exon 7 in Figure 4A .
In addition to single-SNP tests of association, we consider the possibility that multiple SNPs that fall into particular haplotype configurations might correlate with differences in immune function. We identified haplotypes as collections of SNPs in LD and subsequently tested these for associations with immune phenotypes. Haplotype blocks with significant levels of LD (as defined by the program Haploview, see materials and methods) were identified in 10 sets of two to three SNPs across nine genes. Most of these blocks involved fairly closely located SNPs. Less than 17% of all SNP pairs within 1 kb of each other were found to be in high LD, consistent with previous findings that LD decays quickly along the Drosophila genome (Long et al. 1998; Carbone et al. 2006) . These blocks of high LD were tested for associations with load phenotypes. Variation in 6 of these haplotype blocks significantly associates (P , 0.05) with differences in one or more bacterial load phenotypes (Table 3) . Twelve individual haplotype-phenotype associations appear with P , 0.05, 10 of which have a FDR , 10% (q , 0.1). Many of these associations appear only with E. faecalis load phenotypes; 3 haplotypes appear to associate with S. marcescens load, but only in sex-by-haplotype interactions. Additionally, for all the haplotype blocks that show significant associations, none of the SNPs included in each haplotype associate individually with the same load phenotype (with FDR , 10%). Furthermore, many of the SNPs included in these haplotypes are noncoding or synonymous; the only nonsynonymous SNPs among these clusters are the two in the Pvf1 haplotype. These two SNPs, both located in exon 1, appear to be outside of the identified PDGF domain and the putative signal peptide of the gene, so no obvious disruption of function is inferred from their amino acid changes.
Overall, it appears that the SNPs within the significantly associating haplotypes are most likely in linkage disequilibrium with any variation that could directly lead to phenotypic differences in these lines.
For each possible pair among the 88 SNPs, we tested for pairwise epistasis on the basis of the significance of the interaction term in two-way ANOVAs. Figure 5 depicts those pairs of genes within the Toll, imd, JAK/ STAT, and JNK pathways that bear SNPs with interactions associating with load phenotypes with q-values ,0.1 for tests of models using SNP pair interactions to explain variation in bacterial load after infection. Most genes-11 of 12 tested in these pathways-contain SNPs involved in interactions associating with one or more of the load phenotypes at the q , 0.1 level. Additional interactions were found to be significant at this threshold involving genes outside these pathways (thus not depicted on these diagrams), including lozenge, Pvf1, Ser7, and Tsf1. One of the genes, upd2, also had an interaction between a pair of SNPs within the same gene that associate with a load phenotype (q , 0.1). The interaction terms of the models explain different amounts of phenotypic variance, even among interactions showing significant effects (at the q , 0.1 level). Some interactions account for ,0.1% of the variance, while others explain up to 20.6% (Pvf1 3 Traf2 interaction term with female load after S. marcescens infection). This amount of variance is substantially higher than that explained by each SNP individually; the sum of the percentage of variance explained by the two included SNPs is ,0.1% in this instance. Genetic variation in immune gene induction: To evaluate the effects of X-linked genetic variation on immune gene induction, a subset of 16 lines was selected from the collection of X-extraction lines, and males and females of these lines were assayed for expression of immune-related genes before and after infection with E. faecalis. We used the differences in these levels to quantify the induction of gene expression in response to infection. The genes examined include those encoding the antimicrobial peptides Defensin (Def), DiptericinA (DptA), and Metchnikowin (Mtk), as well as Peptidoglycan recognition protein-SA (PGRP-SA) and Transferrin1 (Tsf1), involved in iron transport. The subset of lines was selected from the tails of the distribution of mean sex differences of E. faecalis loads, allowing for tests of associations of immune gene induction with sex differences in load.
The 88 immune-related SNPs were tested for association with induction phenotypes for each of these genes, in males, females, and both sexes combined, as well as in phenotypic associations with sex-by-SNP interactions. Table 4 lists the SNPs that showed association (with FDR , 10%) with one or more of the induction phenotypes. Only 10 of the 88 SNPs appear with significant associations, yet these represent variation in seven separate genes (six of which also have SNPs or haplotypes associating with load phenotypes). While some SNPs show associations with more than one phenotype, most show isolated effects: five of the nine associate with only one of the induction phenotypes. Most of these associations appear with induction phenotypes in only one sex, yet only one SNP associates significantly with sex difference in induction. While most of these associations explain ,8% of the variance observed (some ,1%), the Ser7 exonic SNP appears to explain .14% of the observed variance in Mtk induction in females (Table 4) .
Correlations between induction and load phenotypes: In addition to testing associations between genetic variation and immune gene phenotypes, we also tested whether any of the variation observed in induction of immune genes correlated with variation in bacterial load after infection with E. faecalis. Here, we tested the ability of models incorporating expression levels (before and after infection, as well as levels of induction) to explain levels of bacterial load in these lines of flies. One putative association was found, where the induction of Tsf1 correlates negatively with bacterial load after E. faecalis infection (P ¼ 0.008, on the basis of permuted null distribution) in males. means of Tsf1 (normalized by RpL32 expression) in both males and females after infection with E. faecalis. Increased induction levels of Tsf1 associate with lower levels of bacterial load after infection in males, while female values show no significant correlation between these traits.
DISCUSSION
To examine the effects of genomic location on genotypic variation and phenotype, we measured associations between polymorphisms in X-linked immune genes and response to bacterial infection in lines of D. melanogaster. These lines, bearing naturally varying X chromosomes in a co-isogenic autosomal background, were genotyped for SNPs in 20 immune genes. These X-linked immune genes include members of numerous immune-related pathways. The Toll and imd pathways, key to the humoral antimicrobial response in Drosophila, have representatives on the X chromosome, and the JAK/STAT pathway, also involved in response to bacterial infection, has a significant excess of its genes on the X (x 2 , d.f. ¼ 1, P ¼ 7.7 3 10 À5 ). Interestingly, while the X-linked genes from these pathways include those with roles in recognition and signaling, there are no antimicrobial peptide genes yet identified on the X chromosome. The absence of antimicrobial peptide genes on the X chromosome is highly significant (Fisher's exact test, P ¼ 0.0036), and the cause for this remains a puzzle.
Other than the genic content of the X compared to the autosomes, this chromosome also provides a unique environment that may allow different levels and types of genetic variation to exist compared to that on the autosomes. Furthermore, since genes on the X chromosome spend one-third of their time in hemizygous males, they are exposed to different selective pressures; hemizygosity may expose recessive alleles, purging deleterious genotypes and fixing beneficial ones. This is expected to result in lower levels of variation on the X chromosome relative to autosomes with the exception of alleles showing antagonistic phenotypes either between sexes or in different environments or genetic backgrounds (Charlesworth et al. 1987) .
For immune-related genes on the X chromosome, we expect that variation may be maintained in the population more readily if different alleles provide beneficial effects in diverse environments, such as with different bacterial infections, or in distinct genetic backgrounds, including in males vs. females. The results found in this study agree with this expectation. Genetic variation is observed in X-linked immune genes, frequently associating with phenotypic variation in immune response. Many of these associations, though, appear with one bacterial infection and not the other or act in a sex-specific or sexually antagonistic manner. Alleles such as these, associating with phenotypic variation in a condition-specific manner, presumably would not be selected for or against as rapidly as those with universally beneficial or deleterious effects, even on the X chromosome. A few SNPs tested here do show more general associations with the immune phenotypes examined; presumably alleles that appear relatively detrimental in tests observed here could have been maintained in the population because of beneficial effects in other circumstances (or for other phenotypes).
Previous investigations (Lazzaro et al. 2004 (Lazzaro et al. , 2006 ) have involved similar tests of association between genotypic variation in immune genes on the second and third chromosomes of D. melanogaster and differences in immune response phenotypes. It is difficult to make direct comparisons between these studies, involving fly lines from separate populations, different bacterial infections, and distinct experimental setups, including different levels of replication. We do find, though, that similar to those studies, variation in numerous genes throughout immune pathways associates significantly with phenotypic variation. Interestingly, genetic variation on the second chromosome can explain 47.2% of the total variance in bacterial load (after infection with S. marcescens; Lazzaro et al. 2004) , and variation on the third chromosome can explain 22.1% of the total observed variance in bacterial load (after infection with Providencia rettgeri; T. Sackton, personal communication), yet X-linked genetic variation in these lines explains only 15.5% of the total variance in bacterial load (after infection with S. marcescens). This suggests a lower level of naturally occurring variation in X-linked immune genes and/or less influence of that variation on immune phenotypes than is observed with autosomal genes. Additionally, this could be due to the fact that the X chromosome, as a shorter portion of the genome compared to the autosomes, may simply contain fewer loci affecting the observed immune phenotypes. Individual polymorphisms within immune genes on the second chromosome, though, appear to explain a larger proportion of the phenotypic variance than was observed with the SNPs here; numerous autosomal variations explained .5% of the phenotypic variance, whereas the most significant explained up to 22.7% (Lazzaro et al. 2004 (Lazzaro et al. , 2006 . Thus, variation in X-linked immune genes could have a lesser influence on phenotypic variance than polymorphism in autosomal genes, relative to environmental and experimental factors influencing differences in bacterial load. The associations found between autosomal genes and immune phenotypes were strongly biased with respect Figure 5 .-Epistatic interactions associating with bacterial load after infection with (A) E. faecalis and (B) S. marcescens. Lines between a pair of genes correspond to at least one interaction between SNPs in those genes having a significant effect on the load phenotype of the corresponding pattern (ANOVA, q , 0.1). Interactions shown associating with male load were only those that did not also associate with load in both sexes combined. (Ef, E. faecalis; Sm, S. marcescens.)
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SNPs associating with immune gene induction phenotypes to the functional class of immunity genes. There was a preponderance of associations between bacterial load and SNPs in recognition molecules and a deficit of associations with SNPs in antimicrobial peptides (Lazzaro et al. 2004; T. Sackton, personal communication) . The X chromosome had a markedly different distribution of functional classes of immune genes, including an absence of any antimicrobial peptides, and this may contribute to the observation that there was no departure from a random representation of recognition and signaling functional classes among X-linked genes that associated with bacterial defense (x 2 , d.f. ¼ 1, P ¼ 0.327). Furthermore, since variation in autosomal antimicrobial peptide genes appears to lack the phenotypic associations that variation in other autosomal immune genes bears, it seems unlikely that genic makeup alone would lead to different patterns of association between the X-linked and the autosomal immune genes.
While polymorphisms in X-linked genes appear to act mostly in sex-specific or sexually antagonistic associations with phenotypic variation, associations involving autosomal variation were much more likely to be sex independent. An investigation of associations with variation in immune genes on the second chromosomes uncovered no significant sex or sex 3 line effects on load (Lazzaro et al. 2004) . When the specific tests of SNP interactions with sex were done, 8 of the 127 SNPs had a sex 3 SNP interaction that was significant at the nominal 5% level (Lazzaro et al. 2004) , a number that is consistent with the expectation under the null hypothesis. Similarly, SNPs on the third chromosome associating with immune phenotypes show only marginal effects of sex 3 SNP interaction (T. Sackton, personal communication) . The inflated magnitude of sexual dimorphism of X-linked immunity genes over autosomal genes is consistent with several mechanisms that might produce different regulatory responses of X-linked genes, including unique patterns of sex-biased expression (Parisi et al. 2003) or imprecision of dosage compensation.
In addition to dimorphic effects on correlations between genotype and load, we also observe sex-specific associations between induction levels and load in these lines. This suggests that activation of parts of the immune response may be regulated in a sex-specific way, perhaps in response to different physiological demands. Because Drosophila males and females have different fitness impacts of immune system activation Nunney 2001, 2005) , it is reasonable to expect some alleles to display different sex-specific phenotypic effects.
As well as the sexual dimorphism that appears in the associations between X-linked genetic variation and immune response phenotypes, distinct responses to different species of bacterial infections were also observed here. Four of the 19 SNPs (21.1%) that associate with bacterial load phenotypes in these lines (in both sexes combined, with P , 0.05), though, show associations with variation in response to both E. faecalis and S. marcescens, while only 1 of 36 (2.8%) of all of the autosomal SNPs associating with load differences after infections with one of these two bacteria is commonly found between the two. This excess of overlapping associations among X-linked polymorphisms over those on the autosomes is marginally significant (Fisher's exact test, P ¼ 0.048), indicating a higher level of generality in the X-linked associations with response to different bacterial infections. Most of the variation tested in these lines (both X-linked and autosomal), though, appears to have the same effect across infections: flies bearing an allele that associates with lower load after infection with one bacterium tend to have lower load after the infection with the other bacterium as well. Thus, while the variation among X-linked and autosomal immune genes may vary in generality of response to different bacteria, there is not much evidence for antagonistic variation between bacterial infections.
The widespread presence of sex differences in associations in this study underscores the complexity of the association between immune response and polymorphisms in X-linked immune genes. These effects influencing genotype-phenotype correlations appear to be more striking with X-linked variation than with that on the autosomes; this is not unexpected, though, given the genomic environments of genes on these respective chromosomes. If the X-linked variation existing in natural populations includes alleles detrimental in one sex but not the other, these alleles are less likely to be selected against and may remain in the population in spite of negative phenotypic effects. Thus, even though we may expect genotypic variation associating with phenotypic effects to be relatively uncommon on the X chromosome, phenotypic differences observed here do correlate with polymorphisms in these lines. The complex patterns of association seen, however, show that these segregating polymorphisms bear characteristics consistent with predicted effects of natural selection on X-linked variation. 
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