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Abstract
Abstract
Rapidly increasing capabilities of the modern day computing is well know phenomena of
the current time period. When this computational power is combined with the accurate
geo-spatial positioning a new possibilities how to simulate the behavior in the traffic
stream are opening.
The focus of this master thesis is on the exploration of the ways how to perform a better
simulations based on the well known Car Following Model benefiting from the accurate
data. After the application of a model the work continues in a search and validation of a
suitable parameters describing the behavior of the driver.
Abstrakt
Rapidneˇ rostouc´ı mozˇnosti vy´pocˇetn´ı techniky jsou zna´my´m fenome´nem posledn´ı doby,
a kdyzˇ se k tomuto vy´pocˇetn´ımu vy´konu prˇidaj´ı prˇesne´ polohove´ informace z vozidel
otev´ıraj´ı se nove´ mozˇnosti, jak simulovat chova´n´ı vozidel v dopravn´ım proudu.
Tato pra´ce si klade za c´ıl prozkouma´vat nove´ zp˚usoby, jak le´pe simulovat dopravn´ı
chova´n´ı na za´kladeˇ oveˇrˇeny´ch model˚u sledu vozidel s vyuzˇit´ım rea´lny´ch dat. Po aplikaci
modelu pra´ce pokracˇuje v hleda´n´ı a validaci vhodny´ch parametr˚u popisuj´ıc´ıch rˇidicˇovo
chova´n´ı.
Keywords: car platoon, modeling, car to car communication, C2C, Modelica, car fol-
lowing models, traffic dynamics
Kl´ıcˇova´ slova: kolona vozidel, modelova´n´ı, komunikace vozidlo vozidlo, C2C, Modelica,
model sledu vozidel, dopravn´ı dynamika
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Chapter 1
Introduction
“Transportation is the centre of the world! It is the glue of our daily lives. When it goes
well, we don’t see it. When it goes wrong, it negatively colours our day, makes us feel
angry and impotent, curtails our possibilities.”
— Robin Chase
1.1 Introduction
Beginning with a quote of Robin Chase - future transportation enthusiast, co-founder
of car-sharing company Zip-car as well as strong supporter of collaborative economy - I
would like to introduce this master thesis. [2] Future of transportation will always have
both sides positive and negative and I hope this thesis will contribute to the first one.
To write this master thesis, I was inspired by three factors. The first one is the
modeling itself, the second one is my own life experience, and the third one is the work
of a former student of our faculty.
First element - modeling of systems, allows us to extend borders of human knowledge
by recreating almost every existing object in the universe, putting it to known or unknown
environment, and bringing them to its limits, or even beyond them. And this all is
possible with decreased risks and dangers for real actors. Therefore, we can find many
projections of small or large pieces of our world - starting with atoms and molecules
all the way up to the simulations of the universe - modeled and closely examined by
many scientists of all kind. Traffic modeling is especially helpful when it comes to the
transportation of people It is highly irrational to waste time and energy by constructing
1
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inappropriate communications. With macro and micro simulations we can eliminate this
and detect possible bottlenecks problem even before the traffic reaches the critical point.
In close future vehicles are going to be equipped with C2C and Vehicle to Infrastructure
(V2I) modules allowing a continuous exchange of the information during the driving
and using them to influence their direction. Therefore, it is important to predict the
movement of surrounding vehicles. Moreover, this is all possible because of the vast
increase of computational power modern computers provides and development of new
modeling techniques. With lower effort more people can create their own simulations and
suggest improvements to their environment.
The second factor is the possibility of gathering traffic flow data. Most of the drivers
in their lives experience struggles with heavy traffic and another trouble connected with
delays. Czech Technical University (CTU) Faculty of Transportation Sciences (FD) had
an opportunity to be part of the carefully prepared C2C experiment and provided me
with the output. The set of data is interesting itself, because of the rareness of this kind
of information from the whole connected convoy and because of the imperfections and
errors in the dataset.
Finally, the third aspect is the work of former student of CTU - FD - Kla´ra Menglerova´.
She created a mathematical model which, based on simple physics, should be able to
simulate a behavior of a real person driving in convoy. However, yet no-one tried to
create a simulation using this model. I believe that continuing a work of our present
or former colleagues is our privilege and I would like to extend her work and use the
opportunity to compare it with the real-world data.
1.2 Goals of the Master Thesis
Based on the inspirations mentioned above there are several goals of this master thesis:
1. Start reviewing current existing modeling approaches and techniques that could be
used further on during the practical part of the work;
2. Design the model itself and evaluation criteria to recognize the quality of the out-
comes from the model;
3. Examine characteristics of data available and make adjustments and smoothings
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when are needed;
4. Create a simulations of the traffic flow with different parameters; and
5. Compare the results of simulation and the experiment and discuss the results.
These are the main and general goals of this theses and I will address them in deeper
details further in the text. Anyway, there is one important difference in the modeling to
be mentioned in prior. It is possible to simulate course of the ride based on the parameters
of the driver as well as to extract characteristics of the driver and the vehicle based on
the driving records. This master thesis is addressing both problems.
Chapter 2
Connected vehicle experiment
This chapter is describing a basics of the scientific experiment as well as the experiment
Coflow done in cooperation of the FD CTU, a private company Dynavix 1 and Technology
Agency of the Czech Republic (TACR)
2.1 C2C Experiment
Experiments are the ways how to support or to refute a hypothesis which are the reasons
to start an experiment. In fact an experiments are in the human nature since the earlies
days of our lives. Every child starts experimenting with the world around proving a
hypothesis how to walk or how to speak. Experiments are staying with us until the day
of our days. Goal of scientific experiment is not fundamentally different from the other
experiments, but ti emphasizes on careful preparation, controlled environment as well as
evaluation methods.
This part is describing the origin of a data I am using later on as an input of the
simulations. The data come from an research project Coflow organised by Dynavix- this
company is developing navigation systems, Fleet and Work-flow management solutions,
Truck solutions and CarPC solutions, with support of TACR and evaluation support from
the side of the FD CTU
The main objective of the project was to analyze stop and go waves in the traffic and
the influence of additional information produced by the C2C system. The expectations
were to reduce the negative effects of stop and go waves on the traffic flow.
1www.dynavix.com
4
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The works on the project started in the year 2014 by analyzing the traffic flow prob-
lems and proposing a possible ways how to describe them. In 2015 the researchers have
started with the simulations of the stop and go waves and started developing their own
C2C communication devices and suitable in-vehicle equipment for displaying of the infor-
mation. During the first half of 2016 researchers have finished the development phase and
had started the prove-of-the-concept phase. The experiment in the second half of 2016
was the final step of the project.
The Researchers expected to involve 30-50 vehicles for the final testing at the private
Tchorˇovice airport. Two nearby villages Tchorˇovice and Kadov owns this airport and
they do not longer use it for the original purpose of aviation, instead it is usually used
by vehicle markets, local driving school and similar gatherings. It is a great place for
driving behavior experiment, because of lack of any regular traffic together with 2km long
runaway with the concrete surface [3][4].
The experiment have started on Friday 9th of December 2016 at 9:00 in the morning
and continued to the afternoon. There were 33 vehicles and drivers involved most of the
time and every vehicle was equipped with two devices:
1. Android smart-phone, which has been used mainly as human machine interface
(HMI) and for gathering status android data; and
2. C2C communication device with GPS and WiFi operating on 5 GHz with the ded-
icated antenna on the roof of the vehicle.
These devices were interconnect to provide an extended driver information about traffic
flow ahead the driver. The C2C device was able to receive it’s own and position commu-
nicate this information with other the devices. HMI provided following information to
the driver:
• suggestion to moderated or intensive acceleration;
• suggestion to moderated or intensive deceleration;
• vehicle position on map; and
• distance to closest vehicle.
Drivers were tested with and without this information if there are going to be any change
in their driving behavior.
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Experiment course is described in the figure 2.1. The biggest rectangular area is
representing the runaway and the small circles on the left and right of the figure are
representing two traffic cones which were defining the area for the vehicles, each one on
the opposite end of the runaway. Small rectangles are the vehicles and the arrowed lines
are showing desired route.
Figure 2.1: Runaway scheme
The experiment was designed the way so the vehicles line up in the half of the runaway
and then start cycling around in counter-clockwise direction. After each round the first
vehicle stops the starting point and waits for the whole convoy to stop. This basic cycle
repeated for different scenarios:
1. 10:04:40 - 10:31:20: driving without any additional information;
2. 10:41:40 - 11:06:20: driving with additional information from second vehicle ahead;
and
3. 11:13:30 - 11:39:00: driving with additional information from fourth vehicle ahead.
Because I was not directly involved in the on-field test and I have not found any
records from the on field test which would specify the further information about vehicles I
had to collect these information by my self from the photos. The authors of these photos
were Ing. Martin Langr and Doc. Ing. Pavel Hrebesˇ Ph.D. some of them capturing the
whole scene of the experiment site were very helpful for me. Additional information comes
from the website Ultimatespecs [2] which is providing extensive technical details about
most of the vehicles manufactured in the last 100 years. The table 2.1 is an output of
this small research, showing first 10 vehicles of the convoy. Because it was impossible to
obtain further detail than vehicle manufacture, model, generation and approximate year
of manufacture the column weight contains average value for the model series. Weight can
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vary according to the different engines, transmissions, additional equipment and because
of the load of the vehicle. Therefore I rounded the value to the 100’s kg. This list is not
complete, but I consider it satisfactory for needs of following simulations as described in
the chapter 4.4
vehicle detail length mass
- - mm kg
V1 Mercedes C350 - 2012 4526 1600
V2 Ford Focus MkII combi - 2006 4360 1300
V3 Peugeot 206 combi 4028 1100
V4 Skoda Fabia 1 3970 1000
V5 Skoda Fabia 1 combi 4222 1150
V6 Mercedes c320 Sport-Coupe 4343 1400
V7 Skoda Octavia 2 combi 4572 1300
V8 Fiat Panda 2010 3653 900
V9 Ford Focus MkI 3-doors 4337 1200
V10 Opel Astra G caravan 2002 4288 1300
Table 2.1: Details of the vehicles
2.2 Experiment Output
This section is describing parameters of the outputs and their quality. As I have mentioned
above there were two sources of data available: C2C device and Android smart phone.
The example of .csv file can be seen in 2.2.
Data originating form C2C devices were are containing :
Time stamp indicating the time of the measurement in milliseconds, the device restarts
the value of the times tamp every day at midnight so the maximum value is 86 400.
Overview of the time stamp range is shown on Figure 2.2.2 b).
Car id is a number which is the same as the position of the vehicle in the convoy. This
value is constant, because vehicles did not change order during the course of experiment.
Speed is recording current speed of the vehicle in ms−1.
Latitude and Longitude from the GPS multiplied by 10000000 with the smallest step
of 10 cm (Even though the newest GPS specification allows higher accuracy [5])
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Acceleration internal is recording the acceleration from accelerometer. This value is
depending on the placement of the device and how firmly it is fixed to the vehicle, because
it can be influenced by wandering around the drivers cabin.
Acceleration slope is a foundation of the information provided to the surrounding
drivers. This information is displayed to the other drivers in their HMIs. This column are
the acceleration data parsed into the five categories according to the following scheme:
• below -40 - rapid deceleration;
• from -40 to - 15: light deceleration;
• from -15 to - 15: constant speed;
• from -15 to - 15: light acceleration;
• above 40: rapid acceleration.
0 1 2 3 4 5 6
31 484,00 5,00 2,78 · 10−2 4,94 · 108 1,38 · 108 3,00 2,58 · 10−2
31 484,20 5,00 5,56 · 10−3 4,94 · 108 1,38 · 108 3,00 −1,16 · 10−2
31 484,40 5,00 9,26 · 10−3 4,94 · 108 1,38 · 108 3,00 −4,68 · 10−2
31 484,80 5,00 1,85 · 10−3 4,94 · 108 1,38 · 108 3,00 −8,19 · 10−2
Table 2.2: C2C .CSV example
Second data set is originating from the android-based smart phones. The example
from the same vehicle can be seen on the table2.2 Data originating from logger were
following:
Time stamp in milliseconds is the same parameter as in previous device, the main
difference is mobile devices are counting it from 1st January 1970 (Unix Epoch Time) [6].
Speed the same as the previous C2C dataset, ms−1.
Latitude and longitude the same as the previous C2C dataset. GPS geo-coded in
WGS 84.
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0 1 2 3
1,48 · 1012 −1,00 50,41 14,05
1,48 · 1012 0,00 49,43 13,80
1,48 · 1012 0,00 49,43 13,80
1,48 · 1012 0,00 49,43 13,80
Table 2.3: GPS logger .CSV example
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Figure 2.2: Time - Distance example
2.2.1 Missing data
Unfortunately not all the devices provided the data in highest possible quality and some
of the data are missing completely. Table 2.2.1 is describing in detail that form 33 vehicles
only 18 contained both data sets, respectively 8 C2C data was missing and 7 from smart-
phones. This problem is not surprising for smart-phones, because every device can be
different and no participant guaranteed which smart-phone is bringing. On the other
hand the missing data from C2C devices are a small disappointment, because they were
design specifically for this purpose and not saving course of the experiment is a problem.
Vehicles 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
C2C x x x x x x x x x x - - x x x x x
Android x - - x x - x x x x* x* x - x x x x
Vehicles 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
C2C - x x x x x x x x x x - - - - -
Android x x - x x x x x x x - x x - x x
Table 2.4: Missing Files
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2.2.2 Unstable Time-stamp
The Second and from my perspective bigger problem to mention is the incoherency of the
time-stamps in the data. With this issue it is problematic to match the corresponding
records and create good picture of what was happening on the testing site. The figure
2.2.2 is showing dependency of time-stamp value and number of the record form vehicles
1, 4, 5, 7, 8, 9 ,14 and 15. In the ideal state it would be a simple line / linear dependency,
but as you can see almost every set of data is containing some type of smaller or bigger
steps. These steps can have two possible explanations:
• Synchronization of the time; or
• Missing data
Synchronization would have be done in a smaller deviations from ideal state, but such a
big steps as we can see at V1 (2.2.2 a) ) are missing data from smart-phone. You can see
that only two vehicles with constant time-stamps (1 and 5), on the other hand the other
vehicles have interruptions during the time sampling. Very interesting error is V1 which
has different slope then every other sample. This seems like the time appears slower for
the vehicle one.
C2C data on the other hand are rather stable and only bigger jump is around time
3550 when all of them were probably disconnected for a short moment. Important starting
point is after 10:00:00 AM (3600) when vehicles start to circle around the track.
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Figure 2.3: Data coherency problem
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2.3 Chapter Conclusion
After describing of the experiment I have performed the data analysis of the both data
sources (smart phones and C2C device. After this I have decided to work with C2C
dataset in the further works and simulations for the reason of better reliability and higher
accuracy of this data set.
Chapter 3
Traffic Modeling
In this chapter I would like to describe basics of traffic modeling and focus on the model
created by Kla´ra Menglerova´ in her Phd. thesis. [7] In the next chapters I am describing
how I have used these foundations and implemented them.
3.1 Traffic modeling introduction
Literature divides traffic modeling by level of detail into three main groups [8]:
• Macroscopic modeling for large scale areas (state, metropolitan etc.) mainly used for
developing of new traffic strategies. This approach is using traffic flow performance
characteristics (flow, speed, density) and characteristics of the network (maximal
speed, maximal capacity, etc.)
• Microscopic modeling is an approach which is simulating behavior of every vehicle,
pedestrian or cyclist in smaller scale (junction, parking space, lane, etc.) When it is
compared with macroscopic simulation for the same area it reaches higher accuracy
in the cost of the computational time.
• Mesoscopic modeling is combining approaches of macroscopic and microscopic ap-
proach trying to benefit from both. It is using the same principle as the macroscopic
method, but for a smaller areas.
One part of micro simulations I am going to use in this thesis is Car Following Model
(CFM). CFM describes the processes how the drivers follow each other in the traffic
stream. When compared CFM to the movement of a single vehicle more restrictions come
12
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in place. At first the following vehicle cannot collide with vehicle it follows. Furthermore
it has to respect the safety distance between them and it has to remain sufficient speed
[8].
One of the first and fundamental works covering the history of CFM is work of Brack-
stone and McDonald [9] as well as more recent works of another authors (V. Papathana-
sopoulou for example [10]).
• 1958 - Gazis Herman Rothery (GHR) model [11]. This model was based on a
hypothesis that a driver’s acceleration was proportional to change of the vehicle
velocity, or deviation from a set of following distance, which could be self dependent.
After the introduction the model was many times reviewed and improved by another
researches.
• 1959 - Safety distance or collision avoidance models [12]. This model seeks a safe
following distance using basic Newtonian equations of motion. The drivers in the
model acted ’unpredictably’ and the coefficients of the model were statistically cal-
ibrated after several runs of the testing vehicle.
• 1959 - Linear (Helly) models [13]. This model was based on similar principles as
GHR model, but Helly added acceleration according to whether the vehicle in front
was breaking or accelerating.
• 1963 - Psychophysical or action point models (AP) [14]. The concept that this model
introduces is that the drivers are able to distinguish when they are approaching a
vehicle from further distance. The author based his assumption on visual input of
the driver - primarily apparent size of the vehicle.
• 1992 - Fuzzy logic-based models [15]. This model is introducing ’fuzzification’ of
the GHR model and changes the distribution of the simulation attributes.
• 2000’s - Re-Exploring CFM in new conditions such as free-flowing, approaching,
close-following, car-following, emergency breaking, and stop-and-go. [16]
This means that at first we have to Choice of the output variable is eternally dependent
on the creator of the system.
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Pearson correlation coefficient (PCC) As evaluation criteria I have chosen PCC,
because of the time - distance representation of the results is linear and steadily increasing
through the time. And those are the criteria to use PCC The goal is to search the
simulation against with better correlation against the real values. Equation of PCC is in
the 3.1. [17]
r =
∑n
i=1(xi − x¯)(yi − y¯)√∑n
i=1(xi − x¯)2
√∑n
i=1(yi − y¯)2
(3.1)
3.2 Description of the Model
This section is going to describe the simulation model created by Kla´ra Menglerova´ [7]
- described mainly in the chapter 4 of her thesis. The model can be classified as CFM,
because it is describing the movement of the second vehicle in the vehicle-pair based on
the leading vehicle. In figure 3.2 you can see all the forces impacting the vehicle as well
the other variables.
2nd Vehicle 1st Vehicle
Deviation of 2nd Vehicle 
from the state 0
Figure 3.1: Model variables
Safety distance l is the distance between two vehicles recommended for safe driving.
Because this force changes with the speed of the vehicle is I have also introduced a safety
time ts which is recognized by many road safety authorities to be 2 seconds [18], [19].
l = vts
The model is defined as follows: Vehicle drives in a constant velocity in straight,
horizontal trajectory v0. The first vehicle is followed by vehicle no. 2 and we consider
only longitudinal interactions between those two vehicles. Simplifying the problem, we
CHAPTER 3. TRAFFIC MODELING 15
can consider both vehicles as two point particle with mass m. We connect the vehicles
by an axis with staring point 0 in the equilibrium state of second vehicle (which is safety
distance l). As we can see on figure 3.2. Core of this model is an interaction of the following
vehicle with the first one, which is described by five forces M,T,G,O,Ae. Forces G and
O are describing how is the driver in the following vehicle able to react on the changes in
the traffic flow. The other forces are describing the other influencing parameters of the
environment.
Binding force G is reflecting how is the driver able to keep constant distance between
the vehicles. In reality this force is strongly depending on the skills of the driver and
especially on the control delay. This force is considered to be linearly dependent on
the distance between two following vehicles l. Therefore, it is linearly dependent on the
deviation x from the equilibrium 0. The Greater the deviation is, the greater is the force
on the second vehicle.
G = −cx, c > 0 (3.2)
Where parameter c is describing the the ability of the driver to react on changing
distance during the driving.
Damping force O is dependent on the first derivation of the distance between the
vehicles. Therefore, it is reflecting effort of driver to keep the same speed as the previous
vehicle. Similarly to the Binding force, this one is dependent on the deviation between
first and second vehicle, but to the velocity instead of distance.
O = k
d
dt
= −kdx
dt
, k > 0 (3.3)
This force increases with increase of the relative velocity which is acting against the
acceleration. Therefore the damping force is equal to zero when the vehicles are driving
the same speed and Parameter k is describing the ability of the driver to react on changing
speed during the driving
Motor forces M is describing a propulsion of the vehicle which variates during the
time. This force is not reflecting only the motor as the name suggests but also the
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breaking system of the vehicle. the force negative in the case of breaking This force is
responsible for two main actions:
1. to even friction forces;
2. to accelerate and decelerate when the vehicle is not operating in the platoon.
M = M(t) (3.4)
Friction force F is describing all the passive forces: friction of all the mechanical
elements and a rolling friction of the vehicle reducing the motor power.
F = Nf = mgµ (3.5)
N is normal force perpendicular to the surface and the µ is a friction coefficient. A
vehicle with a rubber tires reach the values from 0.0062 to 0.015 on a concrete [20].
Aerodynamic drag Ae is another type of friction known as well as the air resistance.
This force is acting opposite to the movement of any object through a surrounding fluid.
Ae = ϑ(
dx
dt
)2ϑ = cxSρv/2 (3.6)
cx is a drag coefficient, S is a cross section area of the vehicle - perpendicular to the
velocity and ρ is a density of the fluid. For low speeds this force is relatively small in
comparison to the friction forces.
3.3 Forces interaction
When we assemble the equation of motion for the second vehicle according to the figure
3.2 we get the following equation:
m
d2x
dt2
= −G−O − T − Ae +M (3.7)
We can omit aerodynamic drag Ae for two reasons. Firstly it is significant only in the
higher speeds, secondly it acts the same at every vehicle in the convoy. After replacing
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forces in 3.7 by equations 3.2, 3.3, 3.4 and 3.5 and introducing following variables:
2A = k/m,B2 = c/m (3.8)
we receive:
d2x
dt2
+ 2A+
dx
dt
+B2x =
M(t)
m
− gf = Q(t) (3.9)
For sake of simplicity we assume the motor force M is equal to friction force T so we can
neglect it: Q(t) = M(t)
m
− gf = 0 and receive:
d2x
dt2
+ 2A+
dx
dt
+B2x = 0 (3.10)
Equation 3.10 is homogeneous linear differential equation of the second order with con-
stant coefficients which can be solved by Lagrange variation of the parameters. There-
fore we can expect a followings solution in the form: x(t) = Ceαt, dx
dt
= Ceαt = ax,
d2x
dt2
= C2eαt = a2x with time independent constants C1and C2.
α2 + 2Aα +B2 = 0 (3.11)
x(t) = C1e
α1t + C2e
α2t (3.12)
Roots of quadratic equation 3.11 are: α1,2 = −A ±
√
A2 −B2. Solution and possible
ways how the following vehicle will return to the equilibrium depends on sign of A2−B2,
therefore we have three following possibilities of the solution (fig. 3.3):
1. A2 < B2: simple harmonic oscillation - k2 < 4mc in this setting second vehicle
oscillates around equilibrium with period: T1 =
2pi
B
√
1−A2/B2 illustrated on figure
3.3a).
2. A2 > B2: Over-damped harmonic oscillation - k2 > 4mc is not oscillating - figure
3.3b)
3. A2 = B2: Critically-damped harmonic oscillation -k2 = 4mc is limit figure 3.3b)
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2nd Vehicle
1st Vehicle
Figure 3.2: Returning of the following vehicle to the equilibrium
3.4 Chapter Conclusion
After reviewing the other sources as well as the proposed theoretical model I have found
it possible to implement it in following work.
Mathematical model of Kla´ra Menglerova´ is possible to implement and examine. In
general there are two possible ways how the second vehicle is reaching equilibrium. This
equilibrium is defined by safety distance l and safety time ts. Either it will oscillate around
ideal position, or it will reach it slowly. This depends on two crucial characteristics of a
driver: ability to keep the safety distance and ability to keep the same speed as previous
vehicle.
Chapter 4
Simulation
This chapter is explaining the ways I have implemented the mathematical models de-
scribed in the chapter 3.2, how are these models connected and how do they interact.
During the course of work I have created multiple prototypes and experimented with
more approaches. I will mention their differences and challenges I have encountered dur-
ing my work.
4.1 Modelica
In the course of work I have used two programming languages while working on this
master thesis, namely Modelica and Python. Because Modelica is different from another
conventional programming language like C, C++, Java, Python, etc. I am going to
introduce Modelica’s basic principles as well as strengths and weaknesses.
Modelica is in the development process since 1996 by non-profit Modelica Association
1 which is non-periodically releasing official versions of the language. Currently the latest
version is 3.4 released in April 2017. The project connects experts, industry professionals,
academical workers as well as students of different fields from all over the world [21].
Authors specify Modelica as free, equation-based, object oriented modeling language
which has multi-domain modeling capability. Every model has to be determined (number
of variables is the same as number of equations) in the order to work correctly [1].
Listing 4.1 is showing basic structure of Modelica model which is stored in the form
of .mo files. The model has two main components: the variables and the equations. First
1www.modelica.org
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section of the code is listing all the variables which are used in the model together with
their properties (input/output, units, quantities, etc.) Second section is collecting the
equations which are describing bonds in the model. The concept of equations is another
thing which is different from the standard programming languages, the equation doesn’t
mean assignment, but rather equality of the variables.
The benefit is that the model has no predefined causality so when the Modelica sim-
ulation engine processes the file, it also decides on the causality of the system itself.
Listing 4.1: Modelica Hello World [1]
1 model HelloWorld
2 Real x ( s t a r t = 1 , f i x ed=true ) ;
3 parameter Real a = 1 ;
4 equation
5 der ( x ) = a ∗ x ;
6 end HelloWorld ;
Figure 4.1: Modelica Hello World output
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Modelica processes the model in a following way (figure 4.1): At first Modelica trans-
forms the equations and variables and assigns the causality of the problem based on the
inputs and outputs. Then recompiles the model from .mo files into the C code which no
longer provides a flexible model, but the the model is assigned to solve a specific sys-
tem of equations. After this step Modelica generates platform-dependent executable file,
which can run without a Modelica environment. Modelica also generates a files for initial
settings of the simulation, therefore it is possible to change the simulation parameters
and inputs without re-compiling and safe significant amount of time. The executable file
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produces a results in the form of CSV or MATLAB files.
Modelica
source file .mo
.c code
Modelica
processing
Compilation
Initial variables 
file .xml
Executable file 
.exe
Results 
.mat/.csv
External data 
.txt
Figure 4.2: Modelica code processing
The general options of the model are start time, stop time and interval or number of
intervals. These parameters define the quality of the simulation, therefore the results can
differ form another simulation of the same model with different settings.
4.2 Creating a Modelica model
At first, I have created a Modelica model of a vehicle calculating the forces interactions, the
safety distance and its own position. To complete this task there are different components
- you can see scheme of the vehicle in figure 4.2.
Vehicle N
Safety distance Module
Inputs:
Vehicle N-1 positon
Vehicle N parameters 
Output: 
Vehicle N positon
Parameters:
Vehicle length
Vehicle mass
Drag area
c, k 
Forces calculation
Figure 4.3: Vehicle object scheme
Class Vehicle Driver is containing the key parameters which are representing a person
driving the vehicle. These parameters are c (drivers ability to keep the safety distance),
k (drivers ability to keep the same speed as the previous vehicle) and safety time.
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Class Safety Distance calculates the distance based on the time needed to stop the
vehicle. Because the driver has to decide about the safety of the ride this module connects
the data from Driver class and uses it as an input of fundamental formula v = sts. The
safety time ts is considered to be 2 seconds for all the simulations. When the velocity
decreases under the level of minimal safety distance lmin this module assigns lmin distance
instead of the distance calculated.
Class Vehicle is the main class containing the two previous classes, parameters of the
vehicle (mass, front area, etc.) as well as the equations for the interaction with the
previous vehicle. This class is also calculating the initial conditions before the vehicles
start moving, because the normal behavior is not to start from the same zero point.
Class Environment is encapsulating the Vehicle class and provides the surroundings
of the vehicle, mainly the previous vehicle. This class is also responsible for the loading of
the position data and setting every parameter of the simulation correctly and simplifies
the manipulation of the data for the further evaluation.
Small differences between the models for different purposes are described in the section
4.4 As well code examples are part of this master thesis in appendix A and B
4.3 Data processing
Chapter 2.2 is discussing two data sets available, the first one is the output of the smart
phones and the second one is the output of the C2C devices. I have chosen the data
from the dedicated C2C devices, because they had a better coverage, stability and a
higher sample rate. This data were not sufficient to use without any modification for the
purpose of the simulations. To reach a better quality I have performed some operations
such as pairing of the data to vehicle-pairs, re-calculation of the distances, data puring,
etc.
Data pairing to obtain the vehicle-pairs. At first I have created a MS Access database
and imported the data from all the CSV files. Having data available in the form of
database made it easier to filter all the records and match the timestamps using few
Structured Query Language (SQL) queries. As you can see in an example of a simple
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query in the listing 4.2 the database contains one table for every vehicle and the main key
is the time-stamp of the vehicle. Matching the same timestamps creates the vehicle-pair
for given time period. In my case this period was form 10:03:20 AM (36200) to 10:33:20
AM (380000) I was also trying a different approach with one table for all the vehicles, but
this made requesting specific vehicle-pairs too complicated and more time consuming.
Listing 4.2: SQL sample
1 SELECT C2c 01 . timestamp , C2c 01 . ca r id , C2c 01 . l a t i t ude , C2c 01 . long i tude , c2c 01
. a c c e l e r a t i o n s l o p e ,
2 C2c 02 . ca r id , C2c 02 . l a t i t ude , C2c 02 . long i tude , c2c 02 . a c c e l e r a t i o n s l o p e
3 FROM C2c 01 , C2c 02
4 WHERE ( C2c 01 . timestamp )=[C2c 02 ] . [ timestamp ]
5 AND ( C2c 01 . timestamp )>36200
6 AND ( C2c 01 . timestamp ) <38000;
After the extraction of the data-pairs I have decided to work on the datasets with
Python where I found two very useful libraries Pandas 2 for data analysis and NumPy
3 for scientific computing. Then I have created two data sets for a vehicle pairs V1-V2,
V2-V3, V3-V4, V4-V5, V5-V6, V6-V7:
1. Time - Distance records in the full period; and
2. Time - Distance records without Stationary points (SP).
The second data set without a SP is simulating behavior of the vehicles in a more fluent
environment than the stop and go waves.
Calculating distances between the vehicles. At first, the data output from GPS is
using a WGS 84 reference system to geocode the data with an accuracy around 1 cm [5]
For the calculation of distance between coordinates I have decided to use Great Circle
Distance (GCD) method. GCD is simplifying a shape of the Earth to the shape of a
sphere and the shortest distances between two coordinates are an arks on the surface
of this sphere. This method is appropriate for calculating short distances in the same
altitude and surface of the airport is even and the the high sample rate is making the
distance between records short. [22] We can review specific equation 4.1, where rE is
2pandas.pydata.org
3numpy.org
CHAPTER 4. SIMULATION 24
radius of the Earth assumed 6371 km.
x = acos(cos(
pi
2
lat1)cos(
pi
2
−lat2)+sin(pi
2
−long1)sin(pi
2
−lat2)cos(long1−long2))rE (4.1)
Then I have calculated the distance driven by the vehicles as a cumulative sum of the
distances between the records. I have also encountered problem with the cumulative error
of the sums, which was causing a differences up to tenths of meters between the vehicles in
the vehicle-pair during the whole time of measurement. This error was caused by a jitter
in GPS measurements. I have recognized it, because some records of the standing vehicles
were moving back and forward by few centimeters when the vehicle was obviously in stable
position. To eliminate this error, I have calculated the positions of following vehicles by
subtracting the distance between the vehicles from the cumulative distance of the first
vehicle. This approach resolved into a more coherent results in the comparison with a
two independent cumulative sums. Therefore, the error is same for both of the vehicles
and for the purpose of the simulation can be ignored.
Removing the stationary records and creating the second data set. Initially I have
intended to perform this in an extended SQL query, which was supposed to ignore the
records with the acceleration below 0.3 and above -0.3. But the problem was the flexibility
of this solution, because the Microsoft Access was hard to access from any other program
than MS Office. Even though Microsoft provides some interfaces for the programmers
and developers I was not successful with connecting Python and MS Access. The reason
to have flexibility was to have a possibility to easily change the range in the queries
while I was finding the best threshold where the stationary data are sensitively removed
without removing too much of the dataset in motion. Therefore I have performed the
whole procedure in the Python. After removing data, I had to re-sample the timestamps,
and keep the timestamps in the gaps created by the combination of the pairing and the
missing data. To do this I have measured the largest gap before removing he stationary
data set and shifted every other gap bigger than the first one after removing the SP.
Minimal distance between the vehicles - the last thing to calculate before I could
start with the simulations was lmin - minimal distance between the vehicles as I described
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previously 3.2. Because in this theses I have considered every vehicle as a point particle
with a given length lv, then the minimal safety distance lmin can be defined as half of
the length of first vehicle plus half of the length of the second vehicle and complementary
distance lc
lmin = lv1/2 + lv2/2 + lc (4.2)
Complementary distance lc is describing real-life situation when drivers keep additional
distance in front of their own vehicles.
                                          
 W L P H V W D P S  > V @
 
  
  
  
  
   
 G L
 V W
 D Q
 F H
  > P
 @
 &  &  G D W D  W L P H V W D P S V
 Y   Y 
 Y   Y 
 Y   Y 
 Y   Y 
 Y   Y 
 Y   Y 
Figure 4.4: Minimal distance between the vehicles
In the figures 4.3 and 4.3 you can see a course of the distances for vehicles v1 - v7 and in
the table 4.3 specific values extracted from the comparison. Values in column ‘estimation’
were calculated based on equation 4.2 with lc = 0. This means that the values in column
‘difference’ correspond to the lc values. When we compare the results, we can see there is
no general dependence rule connecting the values. On the other hand the sample is not
big enough to make any conclusions form it, the expected length of the vehicle can vary
from the real value, error of GPS is not considered and the experiment was not aimed to
explore minimal distances between the vehicles. Good indicator of respectable results is
the fact that no value of lc is below 0, which would mean collision. For further simulations
I have used the values of measured distances between the vehicle-pairs.
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Figure 4.5: Minimal distance between the vehicles - detail
vehicle-pair measured estimation difference
- m m m
v1-v2 5.831 4.443 1.388
v2-v3 4.453 4.194 0.259
v3-v4 5.525 3.999 1.526
v4-v5 4.408 4.096 0.312
v5-v6 4.906 4.283 0.623
v6-v7 4.824 4.458 0.366
Table 4.1: Minimal distances between the vehicles
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4.4 Optimum search
In this part I would like to describe the methods how I was simulating the traffic conditions
based on the data from the Coflow experiment, which is presented in a greater detail in
the chapter 2.1. To simulate the movements with the best accuracy it is important to use
the parameters of the driver, which are describing the correct driver behavior. To find
the best matching c and k parameters I have developed three methods:
1. Searching c and k coefficients by searching span area;
2. Searching c and k coefficients using heuristic; and
3. Reversed c and k coefficients search.
First two approaches are similar to each other. The handling program proceeds the
simulation in a multiple cycles with a different set of parameters, then it is compared
with the real data set. After one cycle the set of parameters changes and proceeds to
another simulation and so on. Results of these simulations are described in the next
chapter together with a broader explanation of the display method.
On the other hand the third one is fully using the capabilities of Modelica to extract
the parameters c and k from the both trajectories of the vehicles.
4.4.1 c - k search in span area
The first method I have used for searching the c and k parameter was scanning of the
domain of a function and evaluating the correlation with the real data. The difference
between the basic and advanced simulation is that the basic is using the same parameters
for all the of the vehicles (table 4.4.1) and safety time of 2 seconds. This was a simple
starting point to start with all the simulations.
Vehicle-pair detail length mass
- - mm kg
V1-V7 - 5000 2000
Table 4.2: Basic vehicle model
On the other hand the advanced is reflecting the real minimal distances and vehicle
lengths (tab. 2.1, tax 4.3). The outcome of this differences are described in the next
chapter.
CHAPTER 4. SIMULATION 28
Time complexity of the problem was another parameter I have considered when I
started to evaluate the efficiency of the simulation.
As I described previously the complexity of one simulation is dependent on the scale
of the simulation. One run of the simulation can take take different amount of time, for
example with settings of simulation time = 1000s and interval = 1s, 100 simulations takes
23.558 seconds. With setting of simulation time = 1700s and interval = 0.2s 100 simulation
takes 81.217 seconds (this setting was usual for a simulation with SP. Simulations without
SP had set interval = 0.2s and time around 850s. In this setting 100 simulations takes
45.891 seconds.
This means iterating through 1000 points takes at least 450 seconds / 7,5 minutes for
input set without the SP, 1450 seconds / 24 minutes for set with the SP.
4.4.2 Finding c and k parameters with a heuristic
In the second part of the searching of the c and k values I have decide to use a heuristic
to fasten the procedure of finding the best fitting parameters and to increase the quality
of the results I have chosen this heuristic based on the results of the basic span search,
where I have made a following assumptions:
• The c− k plane has one global maximum;
• The distribution of the correlation is mostly linear.
Having this in mind I have decided to create a heuristic, which can find the highest point
in the E3 space without knowing the complete information about the distribution of the
correlation. As a surface I am assuming area defined in three dimensional space formed
by c, k and corr - correlation between the simulated and measured situation.
The algorithm can be described in a four following steps:
1. Create a three different points in the c− k coordinates;
2. Calculate a correlation of each point;
3. Calculate the steepest slope and its direction;
4. Adjust distance to move to a new location and move in the direction of the steepest
slope; and
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5. Repeat until the points are jumping around the peak.
In the beginning the algorithm has no information about the surface, so it calculates a
three points receiving the first information around the starting point. Based on this plane
the next points which the algorithm is going to calculate have the direction of the steepest
slope. In this direction I have assumed the biggest gain for the next simulations. Before
the algorithm moves to the next position it calculates the deviation from the previous
direction. If the direction is similar to the previous one, the algorithm increases the
length of the jump. If the previous direction is pointing to the sides or backwards this
means that the algorithm had missed the point of higher correlation and therefore reduces
the length of the jump. The simulation ends when the jump is lower than the threshold,
or after maximal number of the steps.
Parameters of the heuristic were set after multiple experiments as follows: The
starting point of the simulation is [100 100 0], distance between the points of the triangle
was 10 kg−1s2/kg−1s, minimal length of the jump was set to 3, maximal number of cycles
was 100. As you can see no the figure 4.6 the adjustments of the jumps are +20% in the
range ±pi/4, the same in the range (±pi/4−±pi/2 and −20% from ±pi/2.
Figure 4.6: Estimating c and k constants - without stops
- 20%
+ 20%
0% 0%
previous 
direction
current direction
jump changes
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𝜋
2
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On the figure 4.4.2 you can see the development of the jump lengths in the course
of the search of the optimum. There is a pattern repeating in the all of the runs - in
the beginning the size of the steps increases as the heuristic is on the right course to the
maximum. After first miss of the maximum point the heuristic has to change the course
more dramatically as well decrease the jump length.
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Figure 4.7: Development of the jump length between the steps
Time complexity of the problem is also an issue for this approach. The heuristic
is consisting of the same founding block - setting of the simulation parameters and the
simulation itself - which takes approximately same time amount of the time as the previous
search method (4.4.1). Over this block lays another layer which is setting the position
of the points, evaluating the slope and recalculating the distance between the old and
the new simulations. This procedures takes a less time than a variance of an external
simulations runtime, therefore it can be ignored. This means that every step of heuristic
takes time of three simulations. On figure 4.4.2 you can see that the shortest heuristic
(with SP) took 30 steps / 90 simulations / 73 seconds. On the other hand the the longest
one (without SP) took the maximum of 100 steps / 300 simulations / 135 seconds.
4.4.3 Reversed c and k coefficients search
Last method I have used and implemented is Reversed c and k coefficients search. This is
not a conventional method, but rather usage of Modelica simulation engine which is able
to proceed slightly adjusted models described in the beginning of this chapter (fig. 4.2).
The difference is in the usage position of previous vehicle and position of current vehicle
as an inputs together with vehicle length and vehicle mass to calculate c and k.
One challenge I have encountered while implementing this method is determination of
the model (number of variables is equal to number of equations). Because of the change,
the model was not calculating only one output (vehicle position), but two (c and k),
therefore the model was underdetermined. This resulted in testing only one parameter
while c or k was a constant. After several tests I have decision to introduce one more
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equation to bind c and k together. The problem is which parameter to choose. I have
been experimenting with ration (ratio = c/k), subtraction (c = k − subb) and derivation
(c = der(k)). All of the results were of similar nature and shared similar imperfection.
Usability of this method is well summarized on the figure 4.4.3. As you can see the
resulting c parameter is not stable and its values are in the range < −2700; 28000 >
(not all the maximums are displayed on the left). The mean of c is 15.51 and variance
273382.32. This means that the model of the driver is not stable during the time of the
simulation, which is actually real representation of the driver. Unfortunately previous
model needed a constant coefficients. I have overcame this challenge by loading c and k
form the file and smoothing them with moving average, but the question stays: how to
obtain this data in prior the simulation when the real data are not available.
Because of this reasons I have not extend the work on this problem, but there are
suggestions how to improve it in future work in the conclusion of this thesis (chapter 6).
Time complexity of the problem of one run of dataset without SP takes 0.8 second
and of the dataset with SP takes 1.85 seconds to proceed. There is no need for another
runs. This is the lowest time demanding application from the three introduced in this
chapter.
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Figure 4.8: c in reversed search - without SP
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4.5 Chapter conclusion
I have implemented the model introduced in chapter 3 and adjusted the available data
sets for purposes of the simulations. One data set for stop-and-go traffic flow and second
for more fluent representation of the traffic flow.
Also I have completed three methods how to find proper coefficients of the model.
First two methods are aiming to find constant values which fit the best to the driver by
simulating with different settings and comparing it to the real state. The third one is
extracting qualities of the driver from both his ride and previous ride.
Results of the first two are discussed in the following chapter. Problematic of the third
one is described only here and future possibilities in the conclusion of this thesis.
Chapter 5
Results Comparison
This chapter is presenting the output of the simulation methods described in previous
chapter 3. I have divided the results into two subgroups based on the inputs.
• with SP; and
• without SP.
These groups are not comparable with one another. Group one with SP is a slightly
edited output of the experiment describe in the chapter 2 and the second group is imitating
a more fluent traffic flow.
As the domain of the function I have chosen range of c = 0 − 2000kg−1s2 and k =
0 − 5000kg−1s for simulation of vehicle-pairs V1-V2, V2-V3, V3-V4, V4-V5 and range
of c = 0 − 2000kg−1s2 and k = 0 − 9000kg−1s for V5-V6, V6-V7. And as a simulation
step I have chosen 100 for both c and k. This results in 1000 tests for one vehicle-pair,
respectively 1800 for the V5-V6 and V6-V7.
In the figures showing results of simple search (basic and advanced) I have decided to
show only the top 2% of the results, because showing the whole domain makes the figures
unreadable.
5.1 Display method
For a better understanding of the figures in the section 5. I would like to introduce the
logic behind them. The main goal these figures is to summarize the output of numerous
simulations with different parameters. Every figure is displaying 3 variables c[kg−1s2],
33
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k[kg−1s2] and correlation. On the axis x is the coefficient c and on the axis y is the
coefficient k, the dots displayed on the coordinates shows the correlation of one simulation.
                         
 W L P H V W D P S  > V @
 
   
    
    
    
    
 G L
 V W
 D Q
 F H
  > P
 @
 9     9 
 9     U H D O
 9     U H D O
 9     E H V W  V L P X O D W L R Q
 9     Z R U V W  V L P X O D W L R Q
                               
 W L P H V W D P S  > V @
    
    
    
    
    
    
    
 G L
 V W
 D Q
 F H
  > P
 @
 9     9 
 9     U H D O
 9     U H D O
 9     E H V W  V L P X O D W L R Q
 9     Z R U V W  V L P X O D W L R Q
Figure 5.1: Simulation of the V1-V2 - with the stationary points
Normalized Correlation in the figures of this chapter there are a dots marked as a
corr (result of PCC as I have described previously in chapter 3.1). The correlation is
normalized to the scale < 0 − 1 > from the range of the results displayed. The real,
non-normalized, differences of the correlation are in the orders of magnitude from 10−8
to 10−6
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Figure 5.2: Simulation of the V1-V2 - without the stationary points
In the figures 5.1 and 5.1, you can see example of the simulations. I have chosen
to demonstrate the simulation of vehicle pair V1-V2 with parameters massV 2 = 1300kg
and lengthV 2 = 4.526m, based on the exhaustive table 2.1 with all the vehicles. The
figure 5.1 is consisting of standard input withSP and two output of simulation, the ’best’
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1 results with the parameters c = 100kg−1s2 and k = 800kg−1s and the worst result
with parameters c = 100kg−1s2 and k = 0kg−1s (the worst and the ’best’ parameters
calculated in our scope) The other figure 5.1 is displaying similar conditions, but for
filtered inputs without SP. The ’best’ parameters of the simulation were c = 100kg−1s2
and k = 700kg−1s and the worst are c = 100kg−1s2, k = 0kg−1s, the table 5.1 shows
summary of the parameters. On the figures you can see the nature of the results: the ’best’
it is clearly visible, that the results with the worst parameters are undamped oscillations.
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Figure 5.3: Simulation of the V1-V2 - results representation
simulation c k corr
- kg−1s2 kg−1s -
with SP- best 100 800 0.999997106
with SP- worst 100 0 0.998875717
withouth SP- best 100 700 0.999994051
withouth SP- worst 100 0 0.996791925
Table 5.1: Finding c-k simulation parameters
On the figure 5.1 you can see the results of the simulation demonstrations which
are based on the results listed in the table 5.1. I have to mention that I am aware of
combining results from two different data set is not a correct method, but the figure 5.1
is for demonstrative purposes only. You can see one of the problems being overlapping of
the displayed points - c = 0 and k = 0 should be displayed twice as there are two results
1Referring to the results as the ’best’ the local maximum reached by the method introduced in the
section 4.4.1 not the best as global maximum
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for two different simulations. The results does not have this this problem, because there
are not two results in the same point for one simulation method. Even if there would be
they would have the same results.
5.2 With Stationary Points
Basic and advanced simulations were the first simulations I have performed with
purpose to make the first assumptions about the nature of the simulations. For vehicle-
pairs V1-V2, V2-V3 and V3-V4 (figures 5.2 and 5.2 you can see approximately linear
dependencies of the maximum range. Starting with V1-V2 linear approximation is k =
1.5395c + 1053.4 with R2 = 0.9504 the range c = 0 − 17500kg−1s2 (see complete list of
linear approximation on the table 5.2) In these three situations are the maximums around
the point [100 1000]. This means that the both ’strings’ are functioning in the model and
are influencing the movement of the second vehicle and the model works as intended.
The last row of the table is displaying if the simulation results tends to have oscillations
according to the chapter 3 (A2 < B2: simple harmonic oscillations; A2 > B2: over-damped
harmonic oscillations; and A2 = B2: critically-damped harmonic oscillations)
basic advanced
Vehicle-pair correlation c k dependency r2 A2?B2
- - kg−1s2 kg−1s2 - - -
V1-V2 0.999996736 100 1100 k = 1.5395c+ 1053.4 0.9504 ≈
V2-V3 0.999997808 0 1100 k = 1.448c+ 1246.3 0.9278 ≥
V3-V4 0.999989519 0 800 k = 2.1548c+ 828.89 0.9705 ≈
V4-V5 0.999999216 0 1800 - - 
V5-V6 0.999994549 0 1100 - - 
V6-V7 0.999996882 0 1100 - - 
V1-V5 0.999997808 0 300 - - 
Table 5.2: Estimations of the c and k dependency
On the other hand for the vehicle-pairs V4-V5, V5-V6 and V6-V7 you can see the best
results grouping around c = 0kg−1s2 this can be from two reasons:
• Search wants to reach negative coefficients; or
• With current setting of the simulation it is impossible to use one of the strings.
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If the solution would be in using negative coefficient it would break the model, but it
didn’t happened in the previous three vehicle-pairs. Therefore I assume that the setting
of the vehicle mass and safety distance is incorrect (spring described by c is trying to
reach zero point of distanced between the vehicles + safety distance). This conclusion is
obvious when you compare the basic and advanced results.
To support this assumption I have created model of vehicle V1 - V5 (5.2 where the
safety distance is a sum of all the previous distances and safety time is a sum of the safety
times. The simulation has the same problem as the three previous ones.
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Figure 5.4: Estimating of the c and k constants - basic model b)
Heuristic was another approach how to reach the same points of the maximum as in
the previous method. I have placed it next to the c-k search to show how is the algorithm
reaching the maximum. Every time it starts from point [100 100] usually doesn’t take the
shortest way. This means there is a local minimum in between those places which is the
heuristic trying to avoid.
There is as summary in the table 5.2, where diff a) is displaying differences between
the heuristic and the basic search and diff b) difference between heuristic and advanced
search. Positive number means better result, negative worse.
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basic advanced
Vehicle-pair c k corr c k corr diff
- kg−1s2 kg−1s2 - kg−1s2 kg−1s - -
V1-V2 100 1100 0.999996736 100 800 0.999997106 4·10−7
V2-V3 0 1100 0.999997808 0 500 0.999998094 3·10−7
V3-V4 0 800 0.999989519 0 300 0.999985503 -4·10−6
V4-V5 0 1800 0.999999216 0 1100 0.999999280 6·10−8
V5-V6 0 1100 0.999994549 0 800 0.999995147 6·10−7
V6-V7 0 1100 0.999996882 0 700 0.999996907 2·10−8
Table 5.3: Summary of the results with SP a)
Vehicle-pair c k corr diff a diff b
- kg−1s2 kg−1s - - -
V1-V2 38.15 729.00 0.999997239 5·10−7 1·10−7
V2-V3 283.11 1109.29 0.999998030 2·10−7 -6·10−8
V3-V4 0.05 460.24 0.999983871 -6·10−6 -2·10−6
V4-V5 2.31 1301.92 0.999999195 -2·10−8 -9·10−8
V5-V6 10.13 866.36 0.999995130 6·10−7 -2·10−8
V6-V7 4.15 825.19 0.999996748 -1·10−7 -2·10−7
Table 5.4: Summary of the results with SP b)
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Figure 5.5: Searching the optimal c− k V1-V2, V2-V3
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Figure 5.6: Searching the optimal c− k V3-V4, V4-V5
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Figure 5.7: Searching the optimal c− k V5-V6, V6-V7
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5.3 Without Stationary Points
As I have mentioned earlier I have created this data set to compare the influence of the
SP / stops on the quality of the simulations. Chapter 4.3 is describing the whole process
of creating of this data set.
You can also see local maximum which is disconnected from another maximum -
vehicle pair V3-V4 (fig. 5.3 bottom left). This fact contradicts my original assumptions
for usage of the heuristic ( c− k plane has one global maximum; there distribution of the
correlation is mostly linear). Because it means that the heuristic can finishing the search
in a local maximum instead of a global one without possibility to assure the results.
Differences between dataset without SP and with SP. You can see the biggest differ-
ences on the example of vehicle pair V5-V6 and V6-V7 (fig. 5.3 left). The coefficients
moved from c = 0 (and ignoring the distance between the vehicles) towards using this
coefficient with good results. This means that I have reduced the error of the evaluation
based on the different safety distances when the vehicles were standing still.
Heuristic in this dataset shows also some unexpected behavior on vehicle-pair V6-V7
(fig. 5.3 bottom right). Instead of stopping around the point [0 1000] it keeps going on
towards the maximum which was found by advanced search - but instead of finding a direct
way it keeps jumping back and forward in an angle around 0.8pi which was unexpected.
Because I have set the maximum number of steps to 100 the heuristic ended in the point
This was a surprising result because I was expecting heuristic going more directly to the
maximum. To complete the heuristic for V5-V6 I have made additional testing and found
out that the maximum was reached in the point c = 3080kg−1s2, k = 27716kg−1s with
corr = 0.999993531 (fig. 5.3) which is better by 2 ·10−6 from the result of limited heuristic
and better by 7 · 10−7 in compare with advanced search. This figure is also in smaller
scale so you can see the individual triangles generated during every step of the heuristic.
There is as summary in the table 5.3, where diff is displaying differences between the
heuristic and the advanced search. Positive number means better result, negative worse.
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Figure 5.8: Searching the optimal c− k V6-V7; heuristic - completed
Simple Search Heuristic
Vehicle-pair c k corr c k corr diff
- kg−1s2 kg−1s - kg−1s2 kg−1s - -
V1-V2 100 700 0.999994051 90.12 702.24 0.999994057 6·10−9
V2-V3 0 500 0.999996443 35.27 584.46 0.999996499 6·10−8
V3-V4 0 400 0.999976504 30.57 331.48 0.999978598 2·10−6
V4-V5 0 1400 0.999997579 -1.10 1142.79 0.999997592 1·10−8
V5-V6 600 9000 0.999988503 -0.12 1005.47 0.999980505 8·10−6
V6-V7 1000 9000 0.999992858 195.32 2307.77 0.999991490 1·10−6
Table 5.5: Summary of the results without SP
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Figure 5.9: Searching the optimal c− k V1-V2, V2-V3, V3-V4
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Figure 5.10: Searching the optimal c− k V4-V5, V5-V6, V6-V7
Chapter 6
Conclusion
6.1 Summary of thesis
To sum up the whole thesis I would like to start with the summary of the work I have
done in the individual chapters.
In the chapter 2 I have summarized the course and the output of the Coflow proof of
the concept experiment which took place on 9th December 2016. Then I have analyzed
the outputs of the experiment and chosen one data set for further usage in this thesis.
In the chapter 3 I have summed up the traffic modeling techniques, especially variety
of the CFM. Then I have described the model developed by Kla´ra Menglerova´ - the former
PhD student of our faculty - FD CTU and I have described how am I going to use the
model in this master thesis as well.
In the chapter 4 I have described the Modelica simulation language - the core of the
simulations in this thesis. Then I have describe how I have implemented the mathematical
model from the chapter 3. Furthermore I have presented three ways how to discover
the qualities of the driver driving in the vehicle-pair. The last one - Reversed c and k
coefficients search (chapter 4.4.3) is a quick, but does not provide easy insight into the
drivers behavior. The problem is the variety of the results ad change of the behavior
through the time. Although this method deserves more attention in the future work.
In the chapter 5 I have shown the results are dependent on the properties of the driver
and the vehicle. Also I have shown that the model does not seem to be suitable for stop
and go waves or speeds close to zero, because it is trying to put drive in the reverse -
which is not reflecting the reality - and it also struggles with stationary moments. Span
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search is not an efficient method but it provided good starting point for the understanding
of the behavior. Furthermore I have shown that suggested heuristic was decreasing the
time needed for finding of the optimum, but it was also behaving in unexpected ways and
has to be improved before further use.
Having this said the thesis embraces the problem from the orientation in the problem-
atic in the beginning to the listing of the results in the end.
6.2 Fulfillments of targets
When I have started with this master thesis I have set five following goals:
1. Review of the existing modeling approaches;
2. Design the model and the evaluation criteria;
3. Evaluate experimental traffic flow data;
4. create the simulation of the traffic flow; and
5. Compare the results of the simulation and the experiment, discuss the results.
From the summary in the previous section you can see that I have fulfilled all of them.
Besides these goals I have made great progress in the evaluation of the drivers behavior
which was the task I have underestimated in the beginning of the thesis. During the time
I have discovered this problem really interesting and opening many new possibilities in
the field of the traffic simulations. The goal of this thesis was reached.
6.3 Further extensibility and recommendations
During the course of the work I have encountered many interesting challenges which
were close to the scope of this master thesis, although they were out of the reach of my
knowledge or my time possibilities. Therefore, there are many ways how to extend this
master thesis, namely:
• obtain different traffic flow data with more fluent characteristics and confirm or
refute the hypothesis that the model is going to perform with better results;
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• Improve the heuristic for even faster and more reliable search of the optimum.
• Explore the behavior of the model in further detail and the phenomena of the
local/global maximums and minimums.
• Extend the testing area and search for the patterns in the drivers behavior, using
advanced methods such as artificial intelligence, neural networks etc.
• Apply this model for a longer convoy of vehicles.
• Introduce variable springs changing its stiffness of the springs based on the speed
of the vehicle or any other variables.
All these tasks are awaiting for another student or a researcher and my hope is that
one day all these questions are going to be answered.
Appendix A
Modelica Code Sample
Listing A.1: Modelica Class BoundVehicle
1 model BoundVehicle
2 //−−−−−−−−−−−−−−f o r c e s on v e h i c l e
3 Real G( quant i ty = ”Force ” , un i t = ”N” ) ;
4 Real O( quant i ty = ”Force ” , un i t = ”N” ) ;
5 Real Ae( quant i ty = ”Force ” , un i t = ”N” ) = 0 ;
6 Real T( quant i ty = ”Force ” , un i t = ”N” ) = 0 ;
7 parameter Real M( quant i ty = ”Force ” , un i t = ”N” ) = 0 ;
8 parameter Real aerodynamicFr ict ion = 0 ;
9 parameter Real faceArea ( quant i ty = ”Area” , un i t = ”m2” ) = 0 ;
10 parameter Real a i rDens i ty ( quant i ty = ”Density ” , un i t = ”kg/m3” ) = 0 ;
11 parameter Real veh i c l eLength ( quant i ty = ”Length” , un i t = ”m” ) = 4 ;
12 parameter Real f r i c t i o nC o e f i c i e n t = 0 ;
13 parameter Real veh ic leMass ( quant i ty = ”mass” , un i t = ”kg” ) = 30 ;
14 Real d e l t aPo s i t i o n ( quant i ty = ”Distance ” , un i t = ”m” ) ;
15 Real de l taSpeed ( quant i ty = ”Distance ” , un i t = ”m” , s t a r t = 0) ;
16 Sa fe tyDi s tance sa f e tyD i s t ance ( veh i c l eLength = veh i c l eLeng th ,
17 safetyTime = sa fe tyTime ,
18 prev i ou sVeh i c l e = p r e v i ou sVeh i c l ePo s i t i o n ,
19 useVehic leLength = f a l s e ) ;
20
21 //−−−−−−−−−−−−−−inpu t s
22 input Real safetyTime ( quant i ty = ”Time” , un i t = ” s ” ) ;
23 input Real p r ev i ou sVeh i c l ePo s i t i on ( quant i ty = ”Distance ” , un i t = ”m” ) ;
24 input Real g rav i ty ( quant i ty = ”Acce l e r a t i on ” , un i t = ”m/ s2 ” ) = 9 . 8 1 ;
25 input Real v e h i c l ePo s i t i o n ( quant i ty = ”Distance ” , un i t = ”m” ) ;
26 input Real c o e f f i c i e n t ;
27
28 //−−−−−−−−−−−−−−outputs
29 output Real c ;
30 output Real k ;
31 output Real A2 ;
32 output Real B2 ;
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33
34 //−−−−−−−−−−−−−−de r i v a t i on s
35 Mode l i ca .B lock s .Cont inuous .Der i va t i ve veh i c l eSpeed ;
36 Mode l i ca .B lock s .Cont inuous .Der i va t i ve v eh i c l eAc c e l e r a t i o n ;
37 Mode l i ca .B lock s .Cont inuous .Der i va t i ve prev iousVeh ic l eSpeed ;
38
39 equation
40 //−−−−−−−−−−−−−−space v a r i a b l e s
41 de l t aPo s i t i o n = pr ev i ou sVeh i c l ePo s i t i on − v eh i c l ePo s i t i o n − s a f e t yD i s t an c e . d i s t a n c e ;
42 connect ( v eh i c l e Sp e ed . u , v e h i c l ePo s i t i o n ) ;
43 connect ( p r ev i ou sVeh i c l eSpeed .u , p r ev i ou sVeh i c l ePo s i t i on ) ;
44 connect ( v e h i c l eA c c e l e r a t i o n . u , v eh i c l eSpeed .y ) ;
45 de ltaSpeed = prev iousVeh i c l eSpeed .y − veh i c l eSpeed .y ;
46
47 //−−−−−−−−−−−−−−f o r c e s
48 G = −c ∗ de l t aPo s i t i o n ;
49 O = −k ∗ de ltaSpeed ;
50 Ae = aerodynamicFr ict ion ∗ faceArea ∗ a i rDens i ty / 2 ∗ veh i c l eSpeed ˆ 2 ;
51 T = vehic leMass ∗ g rav i ty ∗ f r i c t i o nC o e f i c i e n t ;
52 vehic leMass ∗ v eh i c l eA c c e l e r a t i o n . y = −G − O − Ae − T + M;
53
54 //−−−−−−−−−−−−−−f o r s imu la t ion
55 c = c o e f f i c i e n t ∗k ;
56 A2 = (k/(4∗ vehic leMass ) ) ˆ2 ;
57 B2 = c/ vehic leMass ;
58
59 end BoundVehicle ;
Listing A.2: Modelica Class SafetyDistance
1 class Sa fe tyDi s tance
2 //−−−−−−−−−−−−−−inpu t s
3 input Real veh i c l eLength ( quant i ty = ”Length” , un i t = ”m” ) = 4 ;
4 input Real safetyTime ( quant i ty = ”Time” , un i t = ” s ” ) ;
5 input Boolean useVehic leLength = f a l s e ;
6 input Real p r ev i ou sVeh i c l e ;
7
8 //−−−−−−−−−−−−−−outputs
9 output Real d i s t anc e ( quant i ty = ”Distance ” , un i t = ”m” ) ;
10
11 equation
12 d i s t ance = i f useVehic leLength then veh ic l eLength
13 else i f der ( p r ev i ou sVeh i c l e ) ∗ safetyTime > veh ic l eLength
14 then der ( p r ev i ou sVeh i c l e ) ∗ safetyTime else veh ic l eLength ;
15
16 end Sa fe tyDi s tance ;
Listing A.3: Modelica Class SafetyDistance
1 model TestBoundVehicle
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3 //−−−−−−−−−−−−−−inpu t s
4 parameter Real c o e f i c i e n t = 1 ;
5 parameter Real veh ic leMass = 2000 ;
6 parameter St r ing v e h i c l e 1 f i l e = ”data/ v e h i c l e 1 . t x t ” ;
7 parameter St r ing v e h i c l e 2 f i l e = ”data/ v e h i c l e 2 . t x t ” ;
8 BoundVehicle v e h i c l e ( veh ic l eLength = 5) ;
9 Model ica .Blocks .Sources .CombiTimeTable v eh i c l e 1po s (
10 f i leName = v e h i c l e 1 f i l e ,
11 tableName = ”tab1” ,
12 tab leOnFi le = t r u e ,
13 smoothness = Mode l i ca .B locks .Types . Smoothness.MonotoneContinuousDerivative2 ) ;
14 Model ica .Blocks .Sources .CombiTimeTable v eh i c l e 2po s (
15 f i leName = v e h i c l e 2 f i l e ,
16 tableName = ”tab1” ,
17 tab leOnFi le = t r u e ,
18 smoothness = Mode l i ca .B locks .Types . Smoothness.MonotoneContinuousDerivative2 ) ;
19
20 //−−−−−−−−−−−−−−outputs
21 output Real A2 ;
22 output Real B2 ;
23 output Real v eh i c l e 1 c ;
24 output Real v eh i c l e 1k ;
25
26 equation
27 connect ( v eh i c l e 1po s . y [ 1 ] , v e h i c l e . p r e v i o u sVeh i c l ePo s i t i o n ) ;
28 connect ( v eh i c l e 2po s . y [ 1 ] , v e h i c l e . v e h i c l e P o s i t i o n ) ;
29 connect ( A2, veh i c l e .A2 ) ;
30 connect ( B2, v eh i c l e .B2 ) ;
31 connect ( c o e f i c i e n t , v e h i c l e . c o e f i c i e n t ) ;
32 connect ( v e h i c l e 1 c , v e h i c l e . c ) ;
33 connect ( v e h i c l e 1 k , v e h i c l e . k ) ;
34 connect ( veh i c l eMas s , v eh i c l e . v eh i c l eMa s s ) ;
35
36 end TestBoundedVehicle ;
Appendix B
Python Code Sample
Listing B.1: Python adjustments of the input data
1 def f o rm acce s s ( c s v f i l e=’ . . \ \ . . \ \ . . \ \0 4 − data \\TestQuery1 2 . csv ’ ,
2 ou t pu t f i l e p a t h=’ . .\ \ . . \ \ . . \ \0 4 − data \\ t e s t ou tpu t 3 ’ ,
3 acc range =0.3 ,
4 drop acc = True ) :
5 d f i n = pd . r ead c sv ( f i l e p a t h o r b u f f e r=c s v f i l e , header=0, names=[ ’ timestamp ’ ,
6 ’ c a r1 id ’ ,
7 ’ l a t 1 ’ ,
8 ’ lon1 ’ ,
9 ’ acc1 ’ ,
10 ’ c a r2 id ’ ,
11 ’ l a t 2 ’ ,
12 ’ lon2 ’ ,
13 ’ acc2 ’ ] )
14 i f drop acc :
15 max di f f = f i nd max d i f f ( d f i n )
16 d f i n = d f i n [ acc range < abs ( d f i n . acc1 ) ]
17 d f i n . r e s e t i n d e x ( i np l a c e=True )
18 d f i n = s h i f t v a l u e s ( d f i n , max d i f f )
19
20 d f ou t 1 = pd . DataFrame ( columns=[ ’ timestamp ’ , ’ cumu la t i v e d i s t ance ’ ] , dtype=f l o a t )
21 d f ou t 2 = pd . DataFrame ( columns=[ ’ timestamp ’ , ’ cumu la t i v e d i s t ance ’ ] , dtype=f l o a t )
22
23 d f i n [ ’ d i s t ance1 ’ ] = two po i n t d i s t ( d f i n . la t1 ,
24 d f i n . l a t 1 . s h i f t (1 ) ,
25 d f i n . lon1 ,
26 d f i n . lon1 . s h i f t (1 ) )
27 d f i n [ ’ d i s t ance2 ’ ] = two po i n t d i s t ( d f i n . la t1 ,
28 d f i n . la t2 ,
29 d f i n . lon1 ,
30 d f i n . lon2 )
31
32 d f ou t 1 [ ’ cumu la t i v e d i s t ance ’ ] = d f i n . d i s t ance1 . cumsum( )
52
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33 d f ou t 2 [ ’ cumu la t i v e d i s t ance ’ ] = d f ou t 1 . cumu la t i v e d i s t ance − d f i n . d i s t ance2
34
35 d f ou t 1 . timestamp = d f i n . timestamp − d f i n . timestamp [ 0 ]
36 d f ou t 2 . timestamp = d f i n . timestamp − d f i n . timestamp [ 0 ]
37
38 d f ou t 1 . i n t e r p o l a t e (method=’ l i n e a r ’ , i np l a c e=True )
39 d f ou t 1 . dropna ( i np l a c e=True )
40 d f ou t 2 . i n t e r p o l a t e (method=’ l i n e a r ’ , i np l a c e=True )
41 d f ou t 2 . dropna ( i np l a c e=True )
42
43 dfToModelicaTxt ( o u t pu t f i l e p a t h + ’ 0 ’ , d f ou t 1 )
44 dfToModelicaTxt ( o u t pu t f i l e p a t h + ’ 1 ’ , d f ou t 2 )
45
46
47 def f i n d max d i f f ( d f i n ) :
48 d f i n [ ’ d i f f e r e n c e ’ ] = d f i n . timestamp − d f i n . timestamp . s h i f t ( )
49 return d f i n . d i f f e r e n c e .max( )
50
51
52 def s h i f t v a l u e s ( d f i n , max d i f f ) :
53 df temp = [ pd . DataFrame ( columns=d f i n . columns . va lue s ) ]
54 i = 0
55 s tar t append = True
56 for index , row in d f i n . i t e r r ows ( ) :
57 i f 0 < index < d f i n . l e n ( ) − 1 :
58 i f ( row . timestamp − d f i n . l o c [ index −1] . timestamp ) > max di f f :
59 s tar t append = True
60 df temp . append (pd . DataFrame ( columns=d f i n . columns . va lue s ) )
61 i += 1
62 i f s tar t append :
63 df temp [ i ] . l o c [ index ] = row
64 i f ( d f i n . l o c [ index +1] . timestamp − row . timestamp ) > max di f f :
65 s tar t append = False
66
67 d f out = df temp [ 0 ]
68 for index , component in enumerate ( df temp ) :
69 i f index > 0 :
70 d i f f = component . timestamp . min ( ) − df temp [ index −1] . timestamp .max( )
71 component . timestamp = component . timestamp − d i f f + 0 .2
72 d f out = d f out . append ( component , i gno r e i ndex=True )
73 return d f out
74
75
76 def two po i n t d i s t ( l a t 1 =0, l a t 2 =0, lon1=0, lon2=0) :
77 l a t 1 = l a t 1 / 10000000
78 l a t 2 = l a t 2 / 10000000
79 lon1 = lon1 / 10000000
80 lon2 = lon2 / 10000000
81
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82 r e t = np . a r c co s (
83 np . cos (np . rad ians (90 − l a t 1 ) ) ∗ np . cos (np . rad ians (90 − l a t 2 ) ) + np . s i n (np .
rad ians (90 − l a t 1 ) ) ∗ np . s i n (
84 np . rad ians (90 − l a t 2 ) ) ∗ np . cos (np . rad ians ( lon1 − lon2 ) ) ) ∗ 6371000
85 return r e t
86
87
88 def s o r t b y c o r r ( ) :
89 data input = ’E:\\Dropbox\\Hochschule \\Masterarbe i t \\04−data\\02− h e u r i s t i c s \\02−
wi thou t s t a t i ona r y po i n t s ’
90 for f i l ename in os . l i s t d i r ( data input ) :
91 i f f i l ename . s p l i t ( ’ . ’ ) [ l en ( f i l ename . s p l i t ( ’ . ’ ) )−1] == ’ csv ’ :
92 r e s f i l e n ame = os . path . j o i n ( data input , f i l ename )
93 print r e s f i l e n ame
94 with open ( r e s f i l e n ame , ’ rb ’ ) as c s v f i l e :
95 df output = pandas . r ead c sv ( c s v f i l e )
96 df output . s o r t v a l u e s ( ’ c o r r ’ , i np l a c e=True , ascending=False )
97 df output . t o c sv ( data input + ’ \\TOP\\ ’ + f i l ename )
Listing B.2: Python Change simulation Initiation
1 def changeS imula t i on In i t (xmlName , va r i ab l e s , exper imentAtr ibutes ) :
2 f u l l f i l e = os . path . abspath (xmlName)
3 xmlTree = ElementTree . parse ( f u l l f i l e )
4 root = xmlTree . g e t r oo t ( )
5
6 # change a t t r i b u t e s o f experiment
7 s e t t i n gAt t r i bu t e = root . f i nd ( ’ DefaultExperiment ’ )
8 for exper imentAttr ibute in exper imentAtr ibutes :
9 s e t t i n gAt t r i bu t e . s e t (
10 exper imentAttr ibute ,
11 s t r ( exper imentAtr ibutes . get ( exper imentAttr ibute ) ) )
12
13 # change v a r i a b l e s o f experiment
14 for s c a l a rVa r i ab l e in root . i t e r ( ’ S ca l a rVar i ab l e ’ ) :
15 for r e a l in s c a l a rVa r i ab l e . i t e r ( ’ Real ’ ) :
16 try :
17 newVar = va r i a b l e s . get ( s c a l a rVa r i ab l e . get ( ’name ’ ) )
18 i f newVar i s not None :
19 r e a l . s e t ( ’ s t a r t ’ , s t r (newVar ) )
20 except TypeError :
21 pass
22
23 xmlTree . wr i t e ( f u l l f i l e )
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