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RÉSUMÉ 
Dans ce mémoire, nous allons discuter de temps d 'occupation pour le mouvement 
brownien avec des applications en mathématiques financières. Nous fournissons 
une introduction complète à ces sujets ainsi que des preuves qui sont plus détaillées 
que ce qu'on peut trouver dans la littérature. Nous allons commencer par fournir 
des preuves détaillées des résultats classiques, la deuxième loi de l'arc-sinus de 
Lévy pour le mouvement brownien, et la version généralisée d' Akahori (1995) 
pour le mouvement brownien arithmétique. 
Nous allons ensuite discuter des applications de ces résultats classiques en ma-
thématiques financières. Nous allons nous concentrer principalement sur ce qui 
est connu comme les options escalier ( step) de ? . Ce sont des options barrière 
généralisées avec le paiement à l'échéance suivant , 
exp ( - p · (la quantité de temps que l'actif sous-jacent passe sous la barrière)) 
·(Sr - K )+, 
où Sr est le prix final de l'actif sous-jacent, K > 0 est le prix d'exercice et p > 0 
est une constante prédéterminée qui est appelée le taux d'annulation. 
Dans la deuxième moitié de ce mémoire, nous allons discuter des a-quantiles 
du mouvement brownien et de leurs applications en mathématiques financières. 
L'a -quantile d'un mouvement brownien est, grosso modo, la valeur telle que le 
processus passe a· 1003 du temps au-dessous de cette valeur, où a est compris 
entre zéro et un. Nous allons présenter des propriétés intéressantes de la loi d'un 
a -quantile ainsi que les lois du premier et dernier temps de passage des a -quantiles. 
Une application des a -quantiles que nous allons discuter est une généralisation des 
options lookback avec prix d'exercice fixé qu'on appelle les options a -lookback. 
Le paiement à l'échéance d'une option a -lookback est, 
(un a -quantile de l'actif sous-jacent sur la durée du contrat - K) +, 
où K > O. Nous allons également discuter de l'utilisation des options a -lookback 
pour approximer des options asiatiques et des méthodes de Monte Carlo associées 
à des a-quantiles. 
xiv 
Mots-clés: temps d'occupation, mouvement brownien, loi de l'arc-sinus, 
option escalier ( step), option corridor, alpha-quantile, l'identité Das-
sios , alpha-lookback. 
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INTRODUCTION 
En 1919, le célèbre Paul Lévy a été approché par le doyen de l'École Polytechnique 
à Paris et a été forcé, selon la légende, de préparer trois exposés sur "le calcul des 
probabilités" _ L'exposé consistait à d'élaborer sur une idée d'Henri Poincaré et 
Pierre-Simon Laplace avant lui. L'idée était que les erreurs, qui peuvent être re-
présentées comme la somme de variables aléatoires indépendantes, se comportent 
d'une façon gaussienne, étant donné que le maximum se comporte bien. Cette 
tâche inattendue fut le catalyseur du voyage de Paul Lévy dans l'étude de la 
théorie des probabilités. Dans ce voyage, Paul Lévy a fait tant de contributions à 
la théorie des probabilités que nous n'oserions pas essayer de les citer toutes ici. 
Plusieurs des contributions célèbres de Lévy concernent la théorie du mouvement 
brownien. Dans ce mémoire nous allons nous concentrer sur ses célèbres lois de 
l'arc-sinus pour le mouvement brownien et leurs applications en mathématiques 
financières. Il y a trois lois de l'arc-sinus pour le mouvement brownien. La pre-
mière loi de l'arc-sinus se réfère à la fonction de répartition de l'instant du dernier 
retour à l'origine du mouvement brownien dans un intervalle fini. La deuxième 
loi de l'arc-sinus se réfère à la fonction de répartition de la quantité de temps 
qu'un mouvement brownien est positif dans un intervalle fini. La troisième loi 
de l'arc-sinus se réfère à la fonction de répartition de l'instant où le mouvement 
brownien atteint son maximum dans un intervalle fini. Il est assez surprenant que 
toutes ces variables aléatoires aient la même loi, et, comme nous le verrons plus 
tard, le fait que ces trois variables aléatoires suivent une loi de l'arc-sinus est assez 
contre-intuitif Ceci est dû au fait que la loi de l'arc-sinus est symétrique autour 
de la moyenne et la moyenne est l'événement le moins probable, c'est-à-dire que 
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la loi a une densité en forme de "U". Les lois de l'arc-sinus de Paul Lévy ont 
de nombreuses applications en mathématiques financières de l'ère moderne. Ces 
applications sont des choses que Lévy n'aurait certainement pas pu imaginer à 
l'époque où il a découvert ses lois, mais le travail de Lévy est connu pour ses ap-
plications inattendues. "My admiration for Lévy's 'mathematical taste ' increases 
each time his mark is revealed on yet another tool I need when tackling a problem 
in science that he could not conceivably have had on his mind." - ? . 
Dans les années 1990, les options financières qui d~pendaient des temps d'occupa-
tion de l'actif sous-jacent étaient en cours de création. Un temps d'occupation est 
la quantité de temps que l'actif sous-jacent reste dans un intervalle prédéterminé. 
La valorisation et la couverture de ces types d'options dans le célèbre modèle de 
Black-Scholes-Merton nécessitait une version plus générale des lois de l'arc-sinus 
de Lévy pour le mouvement brownien arithmétique. En 1995, Jirô Akahori de 
l'Université de Tokyo a calculé la forme fermée de la fonction de densité pour 
la quantité de temps qu'un mouvement brownien arithmétique, qui commence à 
zéro, est positif dans un intervalle fini. Il a également calculé la fonction de répar-
tition, sous forme intégrale, pour la quantité de temps qu'un mouvement brownien 
arithmétique, qui commence à zéro, est positif dans un intervalle fini et la quantité 
de temps qu'un mouvement brownien arithmétique, qui commence à x E IR, est 
positif dans un intervalle fini. En 1999, Andreas Pechtl du Centre d'Évaluation 
des Actifs Financiers et du Développement des Produits Financiers à Francfort a 
calculé la forme fermée de la fonction de répartition de la quantité de temps qu'un 
mouvement brownien arithmétique, qui commence à x E IR, est positif dans un 
intervalle fini. Dans le premier chapitre de ce mémoire, nous allons présenter des 
preuves, qui sont plus détaillées que ce qu 'on peut trouver actuellement dans la 
littérature, de la deuxième loi de l'arc-sinus de Lévy et la version généralisée, pour 
le mouvement brownien arithmétique, de la deuxième loi de l'arc-sinus d'Akahori. 
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Les résultats de ? seront également présentés mais les calculs seront omis en rai-
son de leur complexité. En 2000, Gianluca Fusai a ·écrit une excellente thèse de 
doctorat où il a calculé la fonction caractéristique du temps d'occupation d'un 
mouvement brownien arithmétique dans un intervalle [l, u] sur [O, T]. Dans la der-
nière section du chapitre 1 nous allons présenter ce résultat mais les calculs seront 
omis, une fois de plus, en raison de leur complexité. 
Dans le chapitre 2, avec les résultats du chapitre 1 en tête, nous allons discuter 
de différents types d'options financières qui dépendent des temps d'occupation de 
l'actif sous-jacent. Nous allons nous concentrer principalement sur ce qu'on ap-
pelle les options escalier. Ces options ont été créées en 1999 par Vadim Linetsky de 
l'Université du Michigan. Ces options ne sont pas actuellement transigés sur des 
marchés, ils sont, pour le moment, des créations mathématiques. Les options esca-
lier sont une généralisation des options barrière dont le but est d'essayer d'atténuer 
un grand nombre d'inconvénients associés aux options barrière. Ces inconvénients 
seront discutés dans l'introduction du chapitre 2. Avec des options barrière vers 
le bas, le fait que tout dépassement de la barrière par l'actif sous-jacent, peu im-
porte sa taille, a un grand effet sur le paiement à l'échéance de l'option provoque 
de nombreux problèmes. Les options escalier atténuent un bon nombre de ces pro-
blèmes en annulant le paiement à l'échéance peu à peu pendant le temps que l'actif 
sous-jacent passe sous la barrière, plutôt que d'annuler le paiement à l'échéance 
instantanément dès que l'actif sous-jacent touche la barrière. Il existe plusieurs 
types d'options escalier, voir Linetsky (1999) pour un catalogue complet; celui 
que nous allons discuter en détail est l'option d'achat escalier exponentielle vers le 
bas. Cette option a le même paiement à l'échéance qu 'une option d'achat vanille, 
où Sr est le prix final de l'actif sous-jacent et K > 0 le prix d'exercice, sauf qu'il 
est multiplié par un facteur dépendant du trajet qui est compris entre zéro et un. 
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Le facteur est, 
exp ( - p · (la quantité de temps que l'actif sous-jacent passe sous la barrière)) , 
où p > 0 est une constante prédéterminée qui est appelée le taux d'annulation. 
Nous allons présenter un calcul détaillé du prix initial d'une option d'achat esca-
lier exponentielle vers le bas dans la section 2.1. Nous allons ensuite discuter d'un 
inconvénient lié aux options barrière qui est résolu avec les options escalier : la 
couverture delta à la barrière. Ce problème se produit parce que, avec les options 
barrière, le processus de prix n'est pas lisse à la barrière et donc le delta (dérivée 
du processus de prix par rapport au prix de l'actif sous-jacent) est inexistant. Avec 
les options escalier, le processus de prix est lisse à la barrière, ce qui nous per-
met d'obtenir le delta à la barrière. En pratique, la manière typique (et brute) de 
contourner ce problème est d 'imaginer que la barrière est supérieure ou inférieure 
à ce qu'elle est vraiment et calculer le delta basé sur la barrière imaginaire. Nous 
allons vous présenter comment le fait que le processus de prix des options escalier 
est lisse à la barrière peut être utilisé pour approximer le delta d'une option bar-
rière à la barrière. Le reste du chapitre 2 sera consacré à obtenir des résultats qui 
peuvent être déduits facilement de résultats déjà présentés. Nous allons utiliser le 
prix initial d'une option d'achat escalier exponentielle vers le bas pour calculer le 
prix initial d'une option cumulative parisienne. Une option cumulative parisienne 
est une option qui a le même paiement à l'échéance qu 'une option vanille, cepen-
dant, si l'actif sous-jacent passe une quantité de temps prédéterminée et fixée soit 
au-dessous (vers le bas) ou au-dessus (vers le haut) d'une barrière prédéterminée, 
le paiement à l'échéance est annulé. Le mot cumulatif vient du fait que la quantité 
de temps fixée et prédéterminée au-dessus (ou en dessous) de la barrière n'a pas 
à être consécutive. Nous utiliserons ensuite le prix initial d'une option d'achat 
escalier exponentielle vers le bas pour calculer la loi conjointe de la valeur termi-
nale d'un mouvement brownien standard, qui commence à x E IR, dans l'intervalle 
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[O, T] et la quantité de temps qu'un mouvement brownien, qui commence à x E JR, 
est négatif dans l'intervalle [O, T]. Ce résultat peut être obtenu à moindre coût 
en prenant la transformée de Laplace inverse du prix initial d 'une option d'achat 
escalier exponentielle vers le bas par rapport à p, le taux d'annulation. Dans la 
dernière section du chapitre 2, nous présenterons un moyen d'obtenir la formule 
fermée pour le prix de deux types d'options corridor, les options à un swap et à 
deux swaps, en utilisant les résultats du chapitre 1. Une option corridor est une 
option dont le paiement à l'échéance dépend de la quantité de temps que l'actif 
sous-jacent reste dans un intervalle au cours de la durée du contrat . Une option à 
deux swaps est une option avec paiement à l'échéance donné par, 
( À1 · (la quantité de temps que l'actif sous-jacent passe au-dessus de K) 
- À2 • (la quantité de temps que l'actif sous-jacent passe en dessous de K)) + 
où À1, À2 E lR et K > O. Une option à un swap est une option avec paiement à 
l'échéance donné par, 
À · (la quantité de temps que l'actif sous-jacent passe au-dessus de K), 
où À > 0 et K > O. 
En 1995, Angelas Dassios du London School of Economies travaillait sur les calculs 
d 'Akahori (1995), et ce faisant il a obtenu une identité surprenante. Cette identité 
est une égalité en loi entre l'ex-quantile d 'un mouvement brownien arithmétique et 
la somme du maximum et minimum de deux mouvements browniens arithmétiques 
indépendants. L' ex-quantile d'un mouvement brownien est, grosso modo, la valeur 
telle que le processus passe ex· 1003 du temps sous cette valeur, où ex est compris 
entre zéro et un. Le chapitre 3 va commencer avec une définition complète d'un 
ex-quantile et une preuve détaillée de l'identité de Dassios d'après ?. Dans la 
deuxième moitié du chapitre 3, nous allons discuter du premier et du dernier temps 
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de passage des a -quantiles pour le mouvement brownien. Le premier temps de 
passage d'un a -quantile est le premier instant où le mouvement brownien atteint 
un a -quantile prédéterminé et le dernier temps de passage d'un a -quantile est 
le dernier instant où le mouvement brownien atteint un a -quantile prédéterminé. 
Nous allons présenter un calcul détaillé, de Dassios (1995), des lois de ces temps 
de passage. Dans la dernière section du chapitre 3, nous fournissons une version 
détaillée du calcul, de Dassios (2005) , de la loi conjointe de la valeur terminale 
d'un mouvement brownien standard, un a -quantile du mouvement brownien, et 
les premier et dernier temps de passage de cet a -quantile. 
Dans le quatrième et dernier chapitre nous présenterons quelques applications 
des a -quantiles aux mathématiques financières . Nous allons commencer par une 
généralisation d'une option lookback avec prix d'exercice fixé. Une option lookback 
avec prix d'exercice fixé est une option où le paiement à l'échéance est, 
(1e prix maximum de l'actif sous-jacent sur la durée du contrat - K) +, 
où K > O. Ceci est une option attrayante pour les investisseurs qui sont intéressés 
à parier sur une forte volatilité ; la seule chose qui compte, afin de recevoir un 
paiement à l'échéance, est que le prix de l'actif sous-jacent passe au-dessus du 
prix d 'exercice à n'importe quel moment pendant la durée du contrat. Cette option 
résout ce qu'on appelle le problème de la sortie du marché (décider quand il faut 
vendre votre option), toutefois, elle peut être très coûteuse. Une façon de réduire 
le prix de cette option est de remplacer le maximum par un a -quantile, c.-à-d. 
que le paiement à l'échéance est, 
(un a -quantile de l'actif sous-jacent sur la durée du contrat - K) + 
Ce type d'option sera appelé un a -lookback. Si a est 0.5 nous nous référons à cette 
option comme une option médiane. On peut montrer que les a -lookbacks sont 
toujours moins chers que les options lookback. Une autre application intéressante 
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des a -quantiles est l'utilisation d'options médianes pour se rapprocher des options 
asiatiques. Une option asiatique est une option avec un paiement à l'échéance qui 
est donné par, 
( la moyenne arithmétique des prix des actifs sous-jacents pendant la durée du contrat - K) + 
Un problème avec les options asiatiques est qu'elles posent de nombreuses dif-
ficultés de calcul. Nous allons montrer que les options médianes , qui sont plus 
simples d'un point de vue calculatoire, sont une bonne approximation des options 
asiatiques. Même si les options a -lookback présentent moins de difficultés de cal-
cul que les options asiatiques, elles en présentent tout de même. Dans la dernière 
section, nous allons discuter des moyens de contourner ces difficultés en utilisant 
des méthodes de Monte Carlo. 
[Cette page a été laissée intentionnellement blanche] 
CHAPITRE I 
LES TEMPS D'OCCUPATION POUR LE MOUVEMENT BROWNIEN AVEC 
DÉRIVE 
Dans cette section, nous allons présenter la dérivation de l'une des célèbres lois 
de l'arc-sinus de Lévy; la distribution de la quantité de temps qu 'un mouvement 
brownien est positif dans l'intervalle [O, T]. La quantité de temps qu'un mouve-
ment brownien reste dans une région est appelée le temps d'occupation de cette 
région. Cette loi de l'arc-sinus est un résultat assez contre-intuitif. Comme nous le 
verrons plus tard, même si l'espérance de la proportion de temps que la particule 
brownienne est positive est 0.5, c'est l'événement le moins probable. Il existe de 
nombreuses façons pour obtenir ce résultat, celui que nous allons présenter dans 
la section 1.1 est une des applications des méthodes de Feynman-Kac, qui sera 
discutée plus tard. Dans les années 1990, des options financières basées sur les 
temps d'occupation ont commencé à apparaître et un résultat plus général, pour 
le mouvement brownien avec dérive, était nécessaire pour trouver le prix de ces 
options. En 1995 ceci a mené Jiro Akahori à obtenir la fonction de densité de 
la proportion de temps qu'un mouvement brownien arithmétique est inférieur à 
un certain nombre réel x sur [O, T]. Nous allons présenter le résultat de Akahori 
et sa preuve dans la section 1.2. qui est aussi une application des méthodes de 
Feynman-Kac. Akahori a également dérivé la fonction de répartition (FDR) de la 
proportion de temps qu'un mouvement brownien arithmétique reste inférieur à un 
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certain nombre réel x sur [O, T], cependant , cette FDR est en forme d'intégrale. 
En 1999, cette FDR a été trouvée dans sa forme explicite par Pechtl et elle sera 
présentée à la section 1.2.l. En 2000, Gianluca Fusai a généralisé une fois de plus 
cette loi de l'arc-sinus . Cette fois, en regardant la quantité de temps qu'un mou-
vement brownien arithmétique est dans un intervalle [a , b] sur [O, T]. Il a calculé 
la fonction caractéristique de cette variable aléatoire. Les calculs sont assez tech-
niques et seront omis , mais nous allons quand même présenter ses résultats dans 
la section 1.3. 
1.1 La loi de l'arc-sinus de Lévy 
Tout au long de ce mémoire, nous allons utiliser B = ( Bt ) r~o pour dénoter le 
mouvement brownien standard (MBS). En outre, pour µ E IR, nous allons utiliser 
W = (Wt)t>o, où Wt := Bt + µt , pour dénoter le mouvement brownien avec 
dériveµ (mouvement brownien arithmétique ou MBA) et X= (Xt)t2'.0, où X t := 
Bt - µt, pour dénoter le mouvement brownien avec dérive - µ. Pour x E IR nous 
allons utiliser IP'x pour dénoter la mesure de probabilité d 'un mouvement brownien 
standard qui commence à x , c'est-à-dire B0 = x . L'opérateur lEx sera utilisé pour 
dénoter l'espérance (sous IP'x) d'un mouvement brownien standard qui commence 
à x . Si x = 0 il est possible que nous écrirons lP' au lieu de IP'0 et JE au lieu de JE0 . 
Dans cette section nous allons définir les temps d 'occupation pour un mouvement 
brownien (standard ou arithmétique) . Nous allons ensuite dériver la fameuse loi de 
l'arc-sinus de Lévy en utilisant les méthodes de Feynman-Kac avec un théorème 
de Kac qui est légèrement modifié pour l'adapter à nos besoins. 
Remarque. «Les méthodes de Feynman-Kac» 
Ce que nous appelons «les méthodes de Feynman-Kac» est une procédure qui est 
utilisée pour calculer des fonctions de densité. La procédure commence par défi-
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nir une fonction qui est la double transformée de Laplace de la densité que nous 
sommes intéressés à trouver. Nous serons alors capables de trouver cette fonction 
en résolvant une équation différentielle. L 'équation différentielle appropriée pour 
résoudre est connue grâce aux théorèmes de Feynman et/ ou Kac. Il faut se rappe-
ler que la fonction que nous obtenons en résolvant cette équation différentielle est 
la double transformée de Laplace de la densité que nous voulons. La dernière étape 
afin d'obtenir la densité que nous voulons est de prendre la double transformée de 
Laplace inverse de cette fonction. Ce qui nous laisse avec la fonction de densité 
désirée. Cette procédure va être effectuée à plusieurs reprises en détail dans le pré-
sent mémoire. Un exemple qui est facile à suivre est décrit dans la démonstration 
du théorème 1.1.1. 
Définition 1.1.1. Soit Z = (Ztk:'.o un processus stochastique. Le temps d'occu-
pation au-dessus de a E IR par Z est la quantité de temps pendant laquelle Z est 
dans l'intervalle (a, oo) jusqu'à un temps fixé T > 0 c'est-à-dire, 
1T z ,+,a. AT ·= 0 Il (Zt>a) dt. 
Aussi, 
Voir la figure 1.1 pour une illustration de la définition 1.1. 
Avant de présenter le premier théorème de cette section nous allons présenter une 
remarque sur la notation IP' (Y E dy ). 
Remarque. Intuitivement, vous pouvez penser à la notation IP (Y E dy) comme la 
probabilité que la variable aléatoire Y soit dans un petit voisinage de y. Plus préci-
sément, si Y est une variable aléatoire définie sur l'espace de probabilité (D, F , IP') , 
IP (Y E A) = i IP' (Y E dx ) , \i A E B (IR) , 
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Figure 1.1 Le temps d 'occupation au-dessus de a E IR par W 
a .. 
Aw,+,a 
T 
où B(IR) est la O"-algèbre de Borel. 
De plus, si Y a une fonction de densité f (y) alors, 
j. lP (Y E dy) = ;· f (y)dy. 
A . A 
T 
/; 
Il faut noter également que; pour / E IR, lP (Y E d(!)) signifie la densité de Y 
appliquée à / c.-à-d. lP (Y E d(r)) = f (r) non pas lP (Y = /) . Exemple : 
lP (Y E d(O)) = J (O) non pas lP (Y= 0) . 
Aussi, pour un T fixé, IP(Y E d(T - y)) signifie une translation de la densité de 
Y c.-à-d. IP(Y E d(T - y)) = J(T - y)dy. Exemple : 
IP(l - Y E dy ) = IP(Y E d(l - y))= f(l - y)dy . 
Enfin, pour un T fixé, IP(Y E d(yT)) signifie une compression ou étirement de la 
densité de Y c.-à-d. IP(Y E d(yT)) = J(yT)dy. Exemple : 
lP (~ E dy) = IP(Y E d(Ty)) = f(Ty)dy. 
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Théorème 1.1.1. (?) "La loi de l 'arc-sinus de Lévy. " 
Pour 0 < t < T , 
IF' (A: ,+,o E dt) = l dt , 
Jry't(T - t ) 
et, 
I' ( A~·+,o '.S t) ~ ~ arcsin ( #) . 
Remarque. Cette loi de l'arc-sinus est en fait une des trois lois de l 'arc-sinus 
prouvées par Paul Lévy. Celle-ci est généralement désignée comme la deuxième loi 
de l'arc-sinus. Pour ceux qui sont intéressés, les deux autres sont abordées dans 
l'annexe (A.2). 
Remarque. Il y a des moments où nous parlons de la proportion de temps que 
la particule brownienne est positive, c'est-à-dire tA:,+,o, au lieu de la quantité 
de temps que la particule brownienne est positive A:,+,o . Celles-ci sont traitées de 
la même façon c 'est-à-dire, disons que T = 50, nous pouvons écrire la probabilité 
que la proportion de temps que la particule brownienne est positive soit inférieure 
à 0.25 comme, 
IF' ( 2-As,+,o < 0.25) =IF' (A B,+,o < 12.5) . 50 50 - 50 -
En outre, en raison des propriétés d'échelle du mouvement brownien standard, 
nous pouvons fixer T = 1 sans perte de généralité, car, 
IF' ( A:t,o ::; 12.5) = IF' (150 TI(Bt >O)dt ::; 12.5) 
=IF' ( f5° TI( )dt::; 12.5) ) 0 vfsOB t. >0 5U 
~ I' (l\ ~,,,>,) dt '.S 125) 
= IF' (11 TI(Br>O)dr ::; .25) 
= IF' ( A~, +,o ::; 0.25) . 
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Figure 1.2 La densité d 'une loi de l'arc-sinus avec T = 1 c.-à-d. J(t) = ~ 
7r t T -t 
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::t=. 
-
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Remarque. (concernant la figure 1.2) Ce résultat est pour le mouvement brow-
nien, cependant il sert de bonne approximation des marches aléatoires simples et 
symétriques puisque le mouvement brownien est un cas asymptotique des marches 
aléatoires. La raison pour laquelle nous mentionnons cela c'est parce qu'il est plus 
facile de voir la contre-intuitivité de ce résultat avec un jeu de tirage de pièces 
de monnaie. Par exemple, disons que vous jouez à un jeu où vous tirez une pièce 
de monnaie à plusieurs reprises. Vous gagnez un dollar avec pile et vous perdez 
un dollar avec face {vous pouvez être endetté). Dans ce jeu, certains pourraient 
s'attendre qu 'il y ait une bonne chance que vous allez passer environ la moitié du 
temps en dette. C'est en fait la vérité est tout autre. L 'espérance de la proportion 
de temps que vous êtes endetté est 0.5, mais cela est le résultat le moins probable. 
La probabilité d'être en dette {ou de ne pas être en dette) à peu près la moitié du 
temps est approximativement, 
IP' ( Af ,+,o :S 0.55) - IP' ( Af ,+,o :S 0.45) = % ar csin ( vü.55) - % ar csin ( Vü.45) 
= 0.0638. 
La probabilité d'être en dette plus de 80% du temps ou moins de 20 % du temps 
est approximativement, 
IP' ( Af ,+ ,o :S 0.2) + [ 1 - IP' ( Af ,+ ,o :S 0.8) J = 0.5903. 
Cela nous dit qu 'il y a une bonne chance que vous serez en dette pour une grande 
proportion du temps ou une petite proportion du temps, mais pas autour de la 
moitié du temps ! 
Nous terminons cette remarque par un exemple du célèbre livre de Feller {1968) : 
Supposons que vous effectuez une expérience d'apprentissage sur une classe de 11 
étudiants en finance. Ces étudiants doivent gérer un portefeuille fictif pendant un 
an. À la fin de chaque semaine, les élèves reçoivent un dollar s 'ils ont bien réussi à 
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bien gérer leur portefeuille ou perdent un dollar s'ils ont mal géré leur portefeuille. 
À la fin d'une année, un étudiant était sans dette (positif) pour chaque semaine, 
sauf peut-être une. Un autre élève était en dette (négatif) pour chaque semaine, 
sauf peut-être une. Quel élève est le meilleur? La plupart des gens disent que le 
premier élève est le meilleur, mais qu'est-ce que cela signifie d 'être le «meilleur». 
Être le meilleur signifie généralement que ses résultats sont si bons qu 'il est presque 
impossible qu 'ils arrivent par hasard. N'importe qui peut obtenir un "trou d'un 
coup", mais le "meilleur 1' golfeur doit être capable de le faire assez souvent afin 
que la chance ne soit stlrement pas un fact eur. Par conséquent, afin de dire qui 
est le meilleur élève, nous devons nous demander si ces résultats sont assez forts 
pour exclure la chance. La probabilité d'être sans dette pendant au plus 1 sur 52 
semaines (en dette pendant au moins 51 sur 52 semaines) est environ, 
I' ( Af'+,o :S ; 2) = ~ arcsin ( ~) = 0.09, 
et en raison de la symétrie c'est aussi la probabilité d'être sans dette pour au 
moins 51 des 52 semaines. Donc, même si cette expérience d'apprentissage ne 
requiert aucune qualification que ce soit et a été entièrement basée sur la chance, 
ces résultats seraient probables. En fait, l 'espérance du nombre d'étudiants qui sont 
en dette chaque semaine sauf peut-être une est 0.09(11) = 1. Par la symétrie, vous 
espérez aussi 1 étudiant sans dette pour chaque semaine, sauf peut-être une. Par 
conséquent, nous ne pouvons pas dire qui est le meilleur étudiant. 
Avant que nous commencions la preuve de la loi de l'arc-sinus de Lévy, nous 
devons présenter un théorème très important. Ce théorème est l'un des nombreux 
théorèmes de Richard Feynman et / ou Mark Kac qui décrivent la relation entre 
les équations différentielles stochastiques et les équations aux dérivées partielles. 
Pour plus d'informations, voir ? p. 268, 271, et 366. Dans ce mémoire, nous allons 
juste appliquer ce résultat . 
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Théorème 1.1.2. (?) Soit f : R ---+ R et g : R ---+ [O, oo) deux fonctions Borel-
mesurables qui ont des limites à gauche et des limites à droite partout sur R 
avec au plus un nombre fini de discontinuités sur tout intervalle borné; de plus, 
supposons que, pour un certain a > 0 fixé, 
Alors, pour x E R et a > 0, la fonction, 
est bornée, et satisfait à l'équation différentielle, 
1 . (ex + g) z = 2 z" + µz' + ./ , (1.2) 
partout sur R sauf aux points de discontinuité de f ou g. 
De plus, z et z' sont continues et z" possède des limites à gauche et des limites à 
droite en tout point avec au plus un nombre fini de discontinuités sur tout intervalle 
borné. 
Remarque. Dans le théorème précédent, la fonction f est appelée le lagrangien 
et g est appelée le potentiel. Pour ceux qui sont familiers avec les méthodes de 
Feynman-Kac vous pouvez voir que ce théorème est un peu modifié en comparaison 
avec le théorème typique, où f et g sont habituellement supposées être continues. 
La raison pour cela est que lorsqu'il s'agit des temps d'occupation, nous avons 
souvent des potentiels de la forme g(x ) = ,BIT(x>O) ou g(x ) = ,B IT(x<O) avec ,B > 0, 
qui ne sont pas continus à x = O. 
Avec le théorème 1.1.2. en main nous sommes maintenant prêts à démontrer la loi 
de l'arc-sinus de Lévy. 
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Remarque. La preuve suivante contient des transformées de · Laplace inverses. 
Pour ceux qui ne sont pas familiers avec les transformées de Laplace inverses, 
voir Dyke {2004) pour une excellente introduction. 
Démonstration du théorème 1.1.1. Nous allons commencer par définir , 
où a., (3 > 0 et x E R La fonction z(x) est de la forme donnée dans (1.1) avec 
I = 1, JL = 0, et g = (3IT(x> O) · Grâce au théorème 1.1.2. nous savons que z(x) 
satisfait à l'équation différentielle ordinaire (l'EDO) non-homogène suivante, 
( ) 1 Il a.+ f3IT(x>O) Z = 2z + 1, X#- 0, 
qui est égale à l'EDO non-homogène suivante, 
{ 
(a. + (3 · 1) z = ~ z" + 1, 
(a.+ ,B · O)z = ~z" + 1, 
X> 0, 
X< 0. 
Ce système peut être résolu en utilisant la méthode des coefficients indéterminés 
pour les équations différentielles linéaires non-homogènes. La solution générale, 
unique et bornée, est la suivante, 
{ 
Ae-xJ2(a+,B) + _ 1_ 
z(x) = a+.B' 
B ex./20: + .!. . 
a · 
X> Ü, (1.3) 
X< 0. 
D'après le théorème 1.1.2. , encore une fois, nous savons que z et z' sont continues 
à zéro, c'est-à-dire, 
lim z(x) = lim z(x) et lim z' (x) = lim z' (x), 
x-+O- x-+O+ x-+O- x-+O+ 
ce qui implique que, 
1 1 
A+ - -=B+ - , 
a.+ (3 a. 
et 
- AJ2(a + (3 ) = Bv'20:. 
Avec quelques manipulations algébriques, nous avons que, 
A = VCi+7J - fo 
fo(a + (3 ) · 
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(1.4) 
Maintenant en insérant (1.4) dans (1.3), nous pouvons trouver la valeur de z(O), 
1 
z(O) = -----;:::::== 
Ja(a + (3 ) 
De plus, par la définition de z(O), nous avons que, 
z(O) = IEa [1
00 
exp { -at - (3 1 t TI(B.,>a)ds} dt] . 
En égalisant (1.5) et (1.6) , nous avons que, 
1 
= IEa [ f
00 
exp { - aT - f3 rT TI(B.>a)ds } dT] 
Ja(a + (3 ) l a l a 
Fu~ni la·oo IEa [exp { -aT - (3 1 T TI(Bs>a)ds}] dT 
= 1 00 e- aTJEa [ e- ,B J[ IT( Bs>o)ds] dT 
= 1 00 e-°'TIEo [ e-,BA~· +,o] dT 
= 1
00 
e- aT 1
00 
e-,Bt.lP'a ( A~,+ , a E dt ) dT 
= 1
00 
e-aT 1 T e-,BtlP'a ( A~,+ ,a E dt) dT, 
car si t > T alors lP'a ( A~,+ , a E dt) = O. 
Donc, 
(1.5) 
(1.6) 
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Ainsi nous avons que Wi est la double transformée de Laplace de IP0 (A~,+ ,o E dt ) , 
a (a+/3) 
une fois de t ---7 /3 et une autre fois de T ---7 a . Donc, pour trouver IP0 ( A~,+ ,o E dt ) , 
nous devons trouver la double transformée de Laplace inverse de Wi· Nous al-
. a(a+/3) 
Ions d'abord prendre la transformée de Laplace inverse par rapport au /3. Ensuite, 
nous allons prendre la transformée de Laplace inverse de la première inversion par 
rapport à a. 
[, - 1 { 1 } - _1 [,-1 { 1 } 
/3-+ t J a(a + ,B ) - fo /3-+t J(a + ,B ) 
1 - 1 { 1 } -ta 
= fo [, /3-+t /ïJ e 
1 1 - ta 
= --- e fo .j1rt ' 
et 
- 1 { 1 1 -ta} 1 - 1 { 1 -ta} [,a-+T fo .,/1rt e = .,/1rt [,a-+T fo e 
= -
1
- {-1-} · TI(o<t<T) 
.j1rt ffl T-+T - t - -
1 
n J t(T - t) TI (o'.O t '.O T)· 
Donc, 
]p> ( ArB,+,o E dt ) = l TI(o<t<T)dt. 
nJt(T - t) - -
Finalement, pour trouver la fonction de répartition de Af'+,o nous n'avons qu 'à 
intégrer IP ( A~,+ , o E dt). Ainsi, pour 0 :<:::: t :<:::: T, 
]p> A~ ,+ , o < t = du 1t 1 ( - ) o n J n(T - u) 
(r=y'Î) 21.Jî 1 
= - dr 
7r 0 ~
~ ~ arcsin ( #) 
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D 
La loi de l'arc-sinus de Lévy est valide seulement pour le mouvement brownien 
standard. Toutefois pour plusieurs applications financières, comme trouver le prix 
de plusieurs options exotiques dans le modèle de Black-Scholes-Merton, nous avons 
besoin d'un résultat plus général. Nous avons besoin de généraliser ce résultat au 
cas où nous avons un mouvement brownien avec dérive. Cela sera fait dans la 
section suivante. 
1.2 La loi de l'arc-sinus généralisée 
Dans les années 1990, de nouveaux types d 'options basées sur les temps d 'occu-
pation ont été créés. Afin de trouver le prix de ces options dans le modèle de 
Black-Scholes-Merton une loi de l'arc-sinus plus générale était nécessaire. À cause 
de cette nécessité, Akahori (1995) a dérivé la fonction de densité pour le temps 
d'occupation d 'un mouvement brownien avec dérive µ E R Dans cette section 
nous allons passer en revue sa démonstration. Toutefois pour la démonstration de 
la fonction de répartition du temps d'occupation d'un mouvement brownien avec 
dérive µ E IR nous allons passer en revue la démonstration de ? . 
Définition 1.2.1. Pour tout x E IR, <I>(x) est définie comme la fonction de répar-
tition d'une variable aléatoire normale centrée et réduite, c'est-à-dire, 
l x 1 - z2 <I>(x) := rn= e-2 dz. -OO V 27r 
De plus, 
<Ï}(x) := 1 - <I>(x). 
Définition 1.2.2. Le premier instant que le processus W atteint le niveau k E IR 
est défini comme, 
T ;::' : = inf { S 2: 0 : W5 = k} . 
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T'f est un temps d'arrêt . 
Proposition 1.2.1. (?)La fonction de répartition de T'f est donnée par, 
(i) pour k > 0, 
(ii) pour k < 0, 
De plus, la fonction de densité de T'f est donnée par, 
lkl ((k - µt )2 ) h(l;k , W ) = ~exp , 
V 2nt3 2t 
où t 2: 0 et k E R 
Nous sommes maintenant prêts à présenter le théorème principal de cette section. 
Théorème 1.2.1. (?) "La loi de l'arc-sinus généralisée." 
Pour µ E IR et 0 ~ t ~ T, 
(i) 
li' ( A~·+,o E dt) ~ ( J n(T2- t) e--:(T -t) - 2µ~ (w./ (T - t))) 
'(µ + ~ -µ~ (µVt)) dt . 
(ii) Pour k < 0, 
JP (A w,+,k < t) = 1·t IP (A w,+,o < t - s ) h(s· k W)ds T - T - s - > > > 
. 0 
et pour k > 0, 
JP (A w,+,k < t) = 1 -1T-t IP (Ax,+,o < T - t - s ) h(s· - k X )ds. T - T-s - > > 
0 
23 
Figure 1.3 La densité d'une loi de l'arc-sinus généralisée avec T = 1 c.-à-d. f (t) 
tel que lP ( A~,+ ,o E dl ) = J(t )dt 
CO 
IO 
µ=2 
µ = 1 
µ =0 
,...._ 
....... ('() 
............ 
-
N 
0 
0.0 0.2 0.4 0.6 0.8 1.0 
t 
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Remarque. Nous pouvons facilement passer de Ai'+,o à Ai,-,o avec l'identité 
suivante, 
C'est-à-dire, 
Remarque. (concernant la figure 1.3) En fixantµ= 0, nous pouvons facilement 
voir que la lo i de l'arc-sinus généralisée de Akahori devient la loi de l'arc-sinus 
de Lévy, c'est-à-dire avec µ = 0 la figure 1. 3 est équivalente à la figure 1. 2. Nous 
pouvons voir clairement que lorsque nous augmentons µ il y a plus de probabilité 
associée à passer une grande proportion du temps dans les réels positifs. Il y a 
également moins de probabilité associée à passer une petite proportion du temps 
dans les positifs lorsque nous augmentons µ . C'est ce que nous attendions. 
Remarque. La forme explicite de la fonction de distribution dans le théorème 
1. 2. 1. est donnée dans ? . Elle sera présentée dans la section suivante. 
Remarque. La preuve de (i) sera la preuve originale d'Akahori {1995). Une 
deuxième preuve a été présentée dans ? en commençant avec la loi conjointe 
de (Br , A:,+,o), qui était dérivée dans Billingsley {1968}, et en appliquant les 
théorèmes de Girsanov et Fubini. Pour la preuve de {ii) nous allons présenter la 
preuve de?. 
Avant de commencer la démonstration du théorème 1.1.2., voici un lemme dont 
nous aurons besoin. 
Lemme 1.2.1. (?) Soitµ E IR, alors, 
_
1 { Jµ 2 + 2s } -100 e=f-o 
,Cs-tt - ~dB + µ. 
s t v 2n-B3 
La preuve du lemme 1.2.1. peut être trouvée dans l'annexe (A.1.1.). 
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Démonstration du théorème 1.2.1. ('i) Nous allons commencer par appliquer le 
théorème 1.1.2. avec J = 1, µ E JR, et g = f3TI(x<o), où f3 > O. Cela nous donne que, 
pour a> 0, 
z(x) :=IEx [100 e-°'Te-M~· - · 0 dr] = IEx [100 e-°'Te-.6 J[ rrcw. <o)dsdr] , 
est la solution unique et bornée de l'équation différentielle ordinaire non-homogène 
suivante, 
-z" 
- 2- - µz' +(a+ f3TI(x<O))z = 1, 
qui peut être écrite de la manière suivante, 
{ 
Il 
-; - µz' +(a+ f3 · l )z = 1, 
-;" - µz' +(a+ f3 · O)z = 1, 
X< 0, 
X> 0. 
La solution générale et bornée peut être facilement trouvée avec la méthode des 
coefficients indéterminés. Cette méthode nous donne, 
{ 
Aex(-µ+ ..jµ2+2(a+,6)) + _l_ 
z (x) = a+.6' 
B ex(-µ- ..jµ2+2a) + .!. 
a ' 
X< 0, 
(1. 7) 
X> 0. 
Pour trouver la constante A nous allons utiliser le fait que, par le théorème 1.1.2., 
z(x) et z'(x) sont continues à zéro, c'est-à-dire, 
lim z(x) = lim z(x) et lim z'(x) = lim z'(x). 
x--+O- x--+O+ x--+O- x--+O+ 
Cela implique que, 
{ 
A+ a!.6 = B + ±, 
A ( -µ+ J~µ2-+-2(_a_+_f3_) ) = B ( - µ - Jµ 2 + 2a ) , 
et avec quelques manipulations algébriques, longues mais faciles , nous avons que, 
A= µ J µ 2 + 2(a + /3) _ µ J µ 2 + 2a 
2a a + f3 2( a + ,B) a 
1 v' µ 2 + 2( a+ /3) J µ 2 + 2a ~l2 + 2a + -----
2 a+/3 a 2a(a+f3)" (1.8) 
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Maintenant , en insérant (1.8) dans (1.7), nous avons que, 
1 
z(O) = A+ --/3 
a+ 
µ y'~µ2~+-2 (~o:-+-/3~) µ v' µ2 + 2o: 
2o: o:+ /3 2(o:+/3) Q 
1 v' µ2 + 2( Q + /3 ) v' µ2 + 2o: µ2 
+ - -----
2 a+/3 a 20:(0:+ /3) (1.9) 
Comme dans la preuve de la loi de l'arc-sinus de Lévy nous avons, par définition, 
que z (O) est la double transformée de Laplace de IP ( A~,- , a E dt), c'est-à-dire, 
z(O) = lEa [100 e- aT e-f3A':)':· - ·0 dT] 
= 1
00 
e-aT 1
00 
e-f3tp ( A~, -,a E dt) dT, 
= 1 00 e-aT 1 T e- f3 tp ( A~,- ,a E dt) dT, 
car si /; > T alors IP ( A~,-,a E dt; ) = O. 
Donc, en égalisant (1.10) et (1.9) nous avons que, 
(1.10) 
/ oo e-aT { T e-f3tp (AW,- ,a E dt) dT = _.!!__V µ2 + 2(o: + /3 ) - µ V µ2 + 2o: 
.la .la T 2o: o:+/3 2(o:+/3) a 
1v'µ2+ 2(o: + /3 ) v' µ2 + 2o: µ2 
+ - -----
2 Q + f3 Q 2o:( Q + j3)' 
Ainsi, pour obtenir IP ( A~,-,a E dt) nous devons trouver la double transformée de 
L 1 . d J!:... Jµ 2+2(a+f3) µ ~ + 1 Jµ 2+2(a+f3) ~ µ2 
ap ace mverse e 2a a+f3 - 2(a+f3) a 2 a+f3 a - 2a(a+f3) . 
Nous allons d'abord prendre la transformée de Laplace inverse par rapport au 
f3 . Ensuite, nous allons prendre la transformée de Laplace inverse de la première 
inversion par rapport à a:. 
En utilisant le lemme 1.2.1., nous pouvons maintenant calculer les transformées 
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de Laplace inverses dont nous avons besoin. Premièrement, 
[,~~t { z(O)} 
=L- 1 { _!!:__ J µ2+ 2(a+ /)) } 
f3 --+t 2a a + /) 
[, - 1 { µ J µ2 + 2a } 
- f3 --+t 2(a + J)) a 
+ t,-l { ~ Jµ2 + 2(a+ J) ) J µ2+ 2a } 
f3 --+t 2 a + /) a 
[, - 1 { µ2 } 
- f3 --+t 2a ( a + J) ) 
= { _!!:__ e-at (loo e=f- e de +µ) } -{ _!!:__ J µ2 + 2a . e-at } 
2a t ~ 2a 
+ { J µ2 + 2a e-at (l oo e=f-e de +µ)}- { µ2 e-at}. 
2a t ~ 2a 
Maintenant nous allons inverser cette transformée de Laplace inverse par rapport 
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à a, 
µ oo e 2 e e- o:t 
( 
:::..i!_ ) [,~!_,T { L~!_,t{z (O)}} = 2 1 v12ie3de + µ [,~!_,T { ---;- } 
- !!_ 1:,- 1 { -o:t J µ 2 + 2a} 
2 o:-tT e a 
+ ~ (Joo e-=f-e de+µ ) 1:,-1 { e- o:t J µ 2 + 2a} 
2 t v1fiJ3 o:-tT a 
_ µ 2 -1 {e-o:t } 
2 [,o:-tT a 
( 
:::..i!_ ) µ oo e -2 e 
= - 1 v1fie3de + µ H(T - t) 
2 t 27fB3 
( 
:::..i!_ ) /J, oo e -2 e 
- -2 { v1fie3de + µ H(T - t) lr-t 27fB3 
( 
:::..i!_ ) ( :::..i!_ ) 1 
00 e2 9 OO ez 0 
+ -2 1 v1fie3de + µ { v1fie3de + µ H (T - t) t 2nB3 lr-t 27re3 
µ 2 
- -H(T - t) 
2 
( 
:::..i!_ ) oo e 2 e 
= µ 1 ~de H(T - t) 
t V 27fe3 
1 00 e2 9 00 ez 8 
( 
:::..i!_ ) ( :::..i!_ ) 
2 1 v12ie3 fr _t v12ie3 + - de de H (T - t) 
( 
:::..i!_ )( :::..i!_ ) 
00
e2 9 1 00 ez 8 
= 1 v1fie3de µ + - { v1fie3de H(T - t) , 
t 2nB3 2 l r-t 27r83 
où H ( x) est la fonction de Heaviside c'est-à-dire, 
I-!(x) = { 0, 
1, 
X< 0, 
X 2: 0. 
(1.11) 
Finalement, en utilisant l'intégration par part ies et la substit ut ion r = µ/B, nous 
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avons que, 
100 e=f-g l!t 2 100 1 r2 --dB= - e-Tt - 2µ - -e-Tdr, l .j2;fj3 nt w./i yl2i (1.12) 
et le résultat désiré peut être facilement obtenu en insérant (1.12) dans (1.11). 
( ii) Maintenant, pour trouver la fonction de répartition de A-i!',-,k, nous allons 
profiter de la propriété de Markov. 
• Pour k < 0 et 0 ::; t ::; T, 
1P ( A-i!''+,k ::; t) (1.13) 
:= 1P (1T Il(Wr>k) dr ::; t) 
= Il' ( 1';: l1w,>k)dr + 1; l1w.>k)dr s; t, rt' s; t) 
= [Il' (1';: l1w.>k)dr + 1; l1w.>k)dr s; +f = s ) h(s; k, W)ds 
= 1t 1P (las Il(Wr>k)dr + 1T Il(Wr>k)dr::; t) h(s; k, W)ds 
= 1t 1P ( S + 1T Il(Wr>Ws) dr::; t) h(s; k, W)ds 
= 1t 1P (1T Il(wr-Ws>O)dr ::; t - s) h(s; k, W)ds (1.14) 
M~ov 1t lP (1T-s Il(w;>o)dr ::; t - s) h(s; k, W)ds , (1.15) 
où W * = (Wt)t::~ o est un mouvement brownien standard qui est indépendant de 
F1t,. . Voir la figure 1.3 pour une illustration de cette dernière étape avec une 
Tk 
trajectoire fixée . 
Donc, 
lP ( Aw,+,k < t) = 1t lP ( Aw·,+,o < t - s) h(s· k W)ds. T - T-s - ' ' 
0 
• Pour k > 0 et 0 ::; t ::; T, nous avons l'identité suivante : 
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Figure 1.4 La conditionnement sur la première fois que W atteint la valeur k et 
l'utilisation de la propriété de Markov afin de passer de (1.13) à (1.14). 
s t T 
r 
k ------------- ----: ----- ~ 
1---i t - s 
,__ ___ __, T - s 
(1.16) 
où Ai,- ,k ~ A:,+,- k est facile à vérifier en utilisant le fait que Bs ~ - B5 • Voir la 
figure 1.4 pour une illustration de l'identité (1.15). 
Nous avons donc, 
lP' ( Ai'+,k :::; t) (l~s) lP' ( T - ll : ,+,-k :::; t) 
= lP' ( A:,+,-k;::: T- L) 
= 1 - lP' ( A: ,+,-k :::; T - t) . 
Nous pouvons utiliser le résultat que nous avons obtenu pour k < 0 pour trouver 
lP' ( A:,+,-k :::; T - t) car ( -k) < O. Ce qui nous donne que, 
lP' ( Aw,+,k < t) = 1 -1T-t lP' ( AX*,+,o < T - t - s) h(s - k· X )ds. T - T -s - > > 
0 
0 
1.2.1 La forme fermée de lP' ( Ai '+,k :::; t) 
La forme fermée de cette fonction de répartition a été dérivée dans ? . La déri-
vation est très technique du point de vue des calculs mais tous les détails sont 
3 1  
F i g u r e  1 . 5  U n  e x e m p l e  d e  l ' é g a l i t é  e n  l o i  A~·+ ,k 4  T  - A : · + , - k  a v e c  d e s  t r a j e c -
t o i r e s  f i x é e s .  
W s X s  
- - - - - - -
- - - - - - - - - - k  
k  r - - ;  A~·+ , T  
- k  
T - A x , + , - k  
T  
s  
b i e n  e x p l i q u é s  d a n s  ? .  N o u s  p r é s e n t e r o n s  d ' a b o r d  d e u x  d é f i n i t i o n s .  E n s u i t e ,  n o u s  
a l l o n s  p r é s e n t e r  l a  f o r m e  e x p l i c i t e  d e  c e t t e  f o n c t i o n  d e  r é p a r t i t i o n .  L a  r a i s o n  p o u r  
l a q u e l l e  d e s  s o l u t i o n s  d e  f o r m e  f e r m é e  s o n t  d ' i n t é r ê t  p o u r  n o u s  e s t  b i e n  d i t e  d a n s  
?  ,  " I l  y  a  u n e  n é c e s s i t é  p r a t i q u e  e t  u n  i n t é r ê t  p o u r  c e s  s o l u t i o n s  e x p l i c i t e s  s i  
e l l e s  s o n t  d i s p o n i b l e s ,  s u r t o u t  l o r s q u ' i l  s ' a g i t  d ' o p t i o n s  e x o t i q u e s ,  o ù  l e s  m é t h o d e s  
d ' a p p r o x i m a t i o n ,  p a r  e x e m p l e :  i n t é g r a t i o n  n u m é r i q u e ,  s i m u l a t i o n  M o n t e  C a r l o  o u  
l ' a p p r o x i m a t i o n  p a r t r e i l l i s ,  é c h o u e n t  s o u v e n t  o u ,  a u  m o i n s ,  c o n s o m m e n t  d ' é n o r m e s  
r e s s o u r c e s  d e  t e m p s  d e  c a l c u l . "  
D é f i n i t i o n  1 . 2 . 3 .  P o u r  t o u t  0  : : ;  t  <  T  e t  k  <  0  l a  f o n c t i o n  F , t ( t ;  T ,  k ,  W )  e s t  
d é f i n i e  c o m m e ,  
F + ( t ·  T  k  W )  =  1t  I P  ( A w , + , o  <  t  - s )  h ( s ·  k  W ) d s  
A  '  '  '  T - s  - '  '  ·  
0  
D é f i n i t i o n  1 . 2 . 4 .  P o u r  t o u t  x ,  y  E  I R  e t  p  E  (  - 1 ,  1 )  n o u s  a l l o n s  d é f i n i r  < I >  (  x ,  y ;  p )  
c o m m e  l a  f o n c t i o n  d e  r é p a r t i t i o n  d ' u n e  v a r i a b l e  a l é a t o i r e  n o r m a l e  c e n t r é e  e t  r é d u i t e  
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bivariée, c'est-à-dire, 
l x jy 1 v2-2pvu+u2 <I> (x, y; p) = e- 2 (1-e2 l dudv. 
-OO - OO 27f~ 
Théorème 1.2.2. (?) la forme fermée de ]p> ( A~,+,k ::; t), pour k < 0, est donnée 
par, 
et pour k > 0, 
Jp> ( A~,+ ,k ::; t) = 1 - YJ(T - t ; T , -k, X ). 
1.3 La loi du temps d 'occupation d 'un intervalle 
Avec une motivation similaire à celle de Akahori, pour trouver le prix de certaines 
options exotiques basées sur les temps d 'occupation, Fusai a dérivé la fonction 
caractéristique du temps d'occupation d 'un intervalle du mouvement brownien 
avec dérive µ E R Dans cette section, nous allons présenter son résultat principal. 
Les preuves seront omises, car elles sont très techniques du point de vue des calculs. 
U •  
F i g u r e  1 . 6  L e  t e m p s  d ' o c c u p a t i o n  d e  l ' i n t e r v a l l e  ( l ,  u )  p a r  W .  
W t  
~ 
A W , l , u  
T  
T  
_ _ _ _ _ _ _ _ _ _ _ .  
3 3  
t  
P o u r  c e u x  q u i  s ' i n t é r e s s e n t  à  t o u s  l e s  d é t a i l s ,  v o i r  ?  .  L e s  r é s u l t a t s  d e  c e t t e  s e c t i o n  
n e  s e r o n t  p a s  u t i l i s é s  p a r  l a  s u i t e .  
D é f i n i t i o n  1 . 3 . 1 .  S o i t  l ,  u  E  I R  t e l  q u e l  <  u .  L e  t e m p s  d ' o c c u p a t i o n  d e  l ' i n t e r v a l l e  
( l ,  u )  p a r  W ,  n o t é  A i ·
1
·u,  e s t  l a  d u r é e  p e n d a n t  l a q u e l l e  l e  p r o c e s s u s ,  W ,  r e s t e  d a n s  
l ' i n t e r v a l l e  ( l ,  u )  j u s q u ' à  u n  t e m p s  f i x é ,  T  ~ 0 ,  c ' e s t - à - d i r e ,  
i
· T  
W , l , u .  
A T  . =  I T ( l < W t < u ) d t  .  
.  0  
V o i r  l a  f i g u r e  1 . 6  p o u r  u n e  i l l u s t r a t i o n  d e  l a  d é f i n i t i o n  1 . 3 . 1 .  
D é f i n i t i o n  1 . 3 . 2 .  L a  f o n c t i o n  c a r a c t é r i s t i q u e  d e  A ; i ' · l , u  e s t  d é f i n i e  c o m m e  s u i t ,  
' l j ; ( t , ( , x )  : = ' l / J ( t , ( , x ; l , u , W )  = l E x  [ e i ç A ; v .1,u] '  
o ù  t  ~ 0  e s t  f i x é  e t  x ,  (  E  R  
3 4  
T h é o r è m e  1 . 3 . 1 .  ( ? )  L a  f o n c t i o n  c a r a c t é r i s t i q u e  d e  A~, l ,u p e u t  ê t r e  r e p r é s e n t é e  
d e  l a  f a ç o n  s u i v a n t e ,  
' l f ; ( t ,  ( ,  x ;  l ,  u ,  W )  =  w ( t ,  ( ,  x ;  l ,  u ,  W )  
J P l  (  i n f  W s  >  u) ,  s i x  E  [ u , o o ) ,  
O : S s : : ; t  
+  <  e i ( l j p l  (  s u p  W s  <  u ,  i n f  W s  >  z)  )  s i  X  E  ( u ,  l ) ,  
O: S s : S t  O: S s : S t  
J P l  (  s u p  W s  <  z )  '  s i  X  E  ( - o o ,  l ] ,  
O : S s : S t  
o ù ,  
w ( t ,  ( ,  x ;  l ,  u ,  W )  : = l a t  e ·i Ç y p  (  A~, l ,u E  d y )  
2  
=  e-µx-Tt,e~_:,t {Ç (r , ( ,  x ;  l ,  u ,  W ) } ,  
a v e c ,  
c v 1 2 < x - u ) v f ?  . C t - + - y { ! ( t ,  1 ) } ,  
Ç ( r ,  ( ,  x ;  l ,  u ,  W )  =  <  s i n h
1
( a n )  [. C t - + - y { ! ( t ,  O ) }  s i n h  (  a 1 f  (~:=~ )) 
+ . C t - - + - y { ! ( t ,  l ) } ] s i n h  ( a 7 r  ( ~:=D) ] ,  
e - . / 2 ( ! - x ) v f ?  L t - + - y { ! (  t ,  O ) } '  
s i x  E  [ u , o o ) ,  
s i  X  E  (  u ,  l ) ,  
s i  X  E  ( - O O ,  l ] ,  
e µ u  c  
. C t - + - y { ! ( t ,  1 ) }  =  , . / i ( , ; i - ! J . 2 )  -
2
, . / i ( e ( r )  +  d ( r ) ) ,  
e µ l  c  
. C t - + - y { ! ( t ,  O ) }  =  , . / i ( , . / i  +  ! J . 2 )  +  
2
, . / i ( e ( r )  - d ( r ) ) ,  
et, 
~e('Y) = ~sinh(a7r) 
y0 .. /y - i( sinh(a7r) + y0(cosh(a7r) - 1) 
( 
eµ'U eµl 
. v0(v0 - -Ï2 ) + v0(v0 + -Ï2) 
1 
+ ---------~ 
v'1 - i(sinh(a7r)('Y- i( - ~2 ) 
· [ { ~(eµ'U - eµ1)(cosh(a7r) - 1) 
- J1 - iÇ(eµ'U - eµ1) sinh(a7r) }]) , 
h-i( 2 1 
a7r =v~, c = 2(u - l)2 . 
35 
Démonstration. Avec la définition 1.3.2. nous avons que, 
'lj; (t,(,x) =Ex [ei(A:-"·'·"] 
= Ex [ ei( J~ Il( l<Ws<u) ds] 
= 1t ei(yp ( A;v,l,'U E dy) + 1 · lP' ( A;v,l,u = 0) + ei(t · lP' ( A;v,l,'U = t) , 
(1.17) 
où t ~ 0 et x, ( E R En fixant ( et en appliquant le théorème de Feynman-Kac 
de la p.366 de ? nous avons que 'lj; (t , x; () doit satisfaire à l'équation aux dérivées 
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partielles suivante, 
avec la condition initiale, 
'l/J (O, x; () = 1, Vx E IR., 
et les conditions aux limites, 
'ljJ (t , ±oo; () = 1, Vt > O. 
La résolution de cette équation aux dérivées partielles déborde le cadre de ce 
mémoire. Pour ceux qui s'intéressent à la solution, voir l'annexe A dans ?. 
D 
Remarque. Nous avons des masses dans (1.12} à y= 0 et y = t parce que, selon 
x , il est possible que (Ws)s:::::o soit supérieur à u pour tout s E [O, t] ou inférieur à 
l pour tout s E [O, t]. 
Dans ce mémoire, nous n'allons pas appliquer les résultats de cette section parce 
que les applications financières de cette section nécessiteraient l'inversion de la 
fonction caractéristique. Cette inversion nécessite de nombreuses méthodes numé-
riques qui sont en dehors du champ d'application de ce mémoire. Pour ceux qui 
sont intéressés par les applications financières de ces résultats, ? est une excellente 
thèse avec beaucoup d'informations sur le sujet. 
CHAPITRE II 
APPLICATIONS DES TEMPS D'OCCUPATION EN FINANCE 
Dans ce chapitre, nous allons principalement discuter de certains des résultats de 
Linetsky (1999), en commençant par les options escalier. Pour une introduction 
très complète aux options escalier, voir Linetsky (1999). Une option escalier est une 
généralisation d'une option barrière "knock-out" . Une option barrière "knock-out" 
est une option où la valeur de l'option est instantanément annulée au moment où 
le prix de l'actif sous-jacent atteint une certaine barrière prédéterminée. Ceci est 
fait avec le but de réduire le prix de l'option pour les investisseurs qui ne veulent 
pas payer pour des scénarios improbables résultant des changements extrêmes 
dans le prix de l'actif sous-jacent. Par exemple, disons que tu achètes une option 
d 'achat sur une action qui vaut $50. En achetant cette option, tu paries que le 
prix de l'action va augmenter. Si tu crois, qu 'il est très peu probable que le prix 
de l'action descende en dessous de $10 d 'ici à l'échéance, tu peux ajouter une 
barrière au contrat qui annule la valeur de l'option si le prix de l'action descend 
en dessous de $10. Cela te permets de réduire le coût de votre option. 
Quand une banque vend une option, son but n'est pas de faire un profit sur l'option 
elle-même. L'objectif des banques est de neutraliser le risque de l'option avec un 
portefeuille de réplication et de profiter sur le spread. Un portefeuille de réplication 
est un portefeuille d'actifs financiers (actions, obligations, etc ... ) qui reproduit la 
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valeur de l'option. Le spread est la différence entre le prix de l'option qu'ils vendent 
et le coût du portefeuille répliquant qu'ils achètent. Aux fins de ce mémoire tout ce 
qu'on a besoin de savoir, c'est que pour décider quoi acheter dans un portefeuille 
répliquant, les dérivées partielles du prix de l'option sont nécessaires. Un aspect 
négatif des options à barrière, c'est que le prix n'est pas lisse à la barrière donc les 
dérivées partielles sont inaccessibles. Cela provoque des problèmes de couverture. 
Les options escalier sont similaires aux options barrière "knock-out" à l'exception 
du fait qu 'elles sont peu à peu annulées quand elles sont au-dessus ou en dessous 
d'une certaine barrière prédéterminée au lieu d'être instantanément annulées. Un 
des avantages de ces types d'options est que le prix est lisse à la barrière et donc 
les dérivées partielles peuvent être facilement obtenues à des fins de couverture. 
La couverture sera discutée avec plus de détails à la section 2.1.3. Quelques autres 
aspects négatifs des options barrière standard qui peuvent être résolus par les 
options escalier sont : 
- Avec une option barrière "knock-out" les investisseurs perdent la totalité de leur 
investissement s'il y a une percée à court terme à travers la barrière même s'ils 
ont correctement anticipés la direction générale du prix de l'actif sous-jacent. 
- Étant donné que, pour les options barrière standards, tout franchissement de 
la barrière, peu importe sa taille, a un effet énorme sur le prix de l'option, cer-
tains grands acteurs du marché pourraient être incités à manipuler le marché, 
possiblement par des moyens illégaux, pour forcer le prix de l'actif sous-jacent 
à travers la barrière. Voir Linetsky (1999) p.57 pour un exemple concret inté-
ressant. 
- Avec des options barrière "knock-out", il y a un tourbillon d'activités lorsque 
les prix des actifs sous-jacents sont près des barrières populaires, ce qui crée 
de la congestion et de la volatilité. Voir Linetsky (1999) p.56 pour un exemple 
concret intéressant. 
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Il y a beaucoup de types différents d 'options escalier. Pour un catalogue des dif-
férents types d'options escalier, voir Linetsky (1999). Celui sur lequel nous allons 
nous concentrer dans cette section est l'option d'achat escalier exponentielle vers 
le bas. Cette option est une option d 'achat vanille avec un paiement à l'échéance 
A s - b qui est annulé par un facteur de, e-P r ' ' , où p > 0 est appelé le taux d 'annu-
lation. Dans ce chapitre, nous allons présenter la démonstration de Linetsky du 
prix de cette option et le prix de l'option de vente correspondante. Nous présen-
terons également la dérivation de Linetsky du delta de l'option d 'achat escalier 
exponentielle vers le bas et nous allons discuter du gamma de l'option d'achat. 
Ensuite, Linetsky (1999) a montré que nous pouvons utiliser les résultats obtenus 
à partir des options d'achat escalier exponentielle vers le bas pour calculer le prix 
des options parisiennes cumulatives. Une option parisienne cumulative est une op-
tion vanille qui est immédiatement annulée si l'actif sous-jacent passe une certaine 
quantité de temps au-dessus ou en dessous d 'une barrière. Les options parisiennes 
cumulatives seront discutées en détail dans la section 2.2.1. De plus, nous pouvons 
utiliser le prix d 'une option escalier pour dériver la loi jointe de (B:f , A:x,- ,o) , où 
Bx = (Bf)t?.O est un mouvement brownien standard qui commence à x, c'est-
à-dire B0 = x . Cela sera fait en utilisant les méthodes de Feynman-Kac. Dans 
la dernière section de ce chapitre, nous allons discuter des options corridor. Ce 
sont des options dont le paiement dépend de la quantité de temps que l'actif 
sous-jacent séjourne dans un certain intervalle. Nous allons présenter des formules 
fermées pour le prix de deux types d 'options corridor qui ont été présentés dans 
? : les options à un swap et à deux swaps. 
2.1 Les options escalier 
Dans cette section, nous allons d'abord présenter la dérivation de Linetsky du 
prix d'une option escalier exponentielle ~ers le bas. Nous présenterons ensuite 
4 0  
l e  p r i x  d e  l ' o p t i o n  d e  v e n t e  c o r r e s p o n d a n t e  e t  d a n s  l a  d e r n i è r e  s o u s - s e c t i o n  n o u s  
a l l o n s  d i s c u t e r  d e  l a  r é p l i c a t i o n  d y n a m i q u e  d e s  o p t i o n s  e s c a l i e r  e x p o n e n t i e l l e s  v e r s  
l e  b a s ;  p l u s  p r é c i s é m e n t ,  n o u s  a l l o n s  p r é s e n t e r  l e  c a l c u l  d u  d e l t a  e t  d i s c u t e r  d u  
g a m m a .  T o u t  c a l c u l  s e  f e r a  d a n s  l e  m o d è l e  d e  B l a c k - S c h o l e s - M e r t o n ( B S M ) .  P o u r  
n o s  b e s o i n s ,  c e l a  s i g n i f i e  q u e  l e  p r i x  d e  l ' a c t i f  s o u s - j a c e n t  s e r a  m o d é l i s é  p a r  u n  
m o u v e m e n t  b r o w n i e n  g é o m é t r i q u e ,  c ' e s t - à - d i r e  q u e  l e  p r i x  d e s  a c t i f s  s o u s - j a c e n t s  
s e r a  m o d é l i s é  p a r  u n  p r o c e s s u s  s t o c h a s t i q u e  S  =  ( S t ) t >o ,  o ù  S t  =  S
0
e µ t + Œ B t ,  
µ  E  ~' S
0
,  c r  >  0  e t  B  =  ( B t ) t ? . O  e s t  u n  m o u v e m e n t  b r o w n i e n  s t a n d a r d .  P o u r  p l u s  
d ' i n f o r m a t i o n s ,  v o i r  ?  .  L e s  p r i x  d e  c e s  o p t i o n s  s e r o n t  t r o u v é s  d e  l a  f a ç o n  s t a n d a r d , '  
c ' e s t - à - d i r e ,  n o u s  a l l o n s  c a l c u l e r  l ' e s p é r a n c e  s o u s  l a  m e s u r e  m a r t i n g a l e  é q u i v a l e n t e  
d u  p a i e m e n t  à  l ' é c h é a n c e  a c t u a l i s é .  L e  t a u x  d ' a c t u a l i s a t i o n  u t i l i s é  s e r a  l e  t a u x  s a n s  
r i s q u e  q u i  s e r a  c o n s t a n t  e t  n o t é  r  : 2 ' . :  O .  P o u r  p l u s  d ' i n f o r m a t i o n s ,  v o i r  ? .  
2 . 1 . 1  L e  p r i x  d ' u n e  o p t i o n  d ' a c h a t  e s c a l i e r  e x p o n e n t i e l l e  v e r s  l e  b a s  
N o u s  a l l o n s  c o m m e n c e r  p a r  q u e l q u e s  d é f i n i t i o n s  e t  e n s u i t e  p a s s e r  a u  t h é o r è m e  
p r i n c i p a l  d e  c e t t e  s e c t i o n  q u i  e s t  l e  p r i x  d ' u n e  o p t i o n  e s c a l i e r  e x p o n e n t i e l l e  v e r s  l e  
b a s .  L a  p r e u v e  d e  c e  t h é o r è m e  e s t  l o n g u e  e t  s e r a  c o m p l é t é e  e n  a n n e x e .  
D é f i n i t i o n  2 . 1 . 1 .  S o i t  x  E  R  N o u s  a l l o n s  d é f i n i r  l a  f o n c t i o n  < P ( x )  c o m m e  l a  
f o n c t i o n  d e  d e n s i t é  d ' u n e  v a r i a b l e  a l é a t o i r e  n o r m a l e  c e n t r é e  e t  r é d u i t e ,  c ' e s t - à -
d i r e ,  
1  _ , , 2  
e  2  
< P ( x )  =  V 2 i f  
D é f i n i t i o n  2 . 1 . 2 .  U n e  o p t i o n  e s c a l i e r  e x p o n e n t i e l l e  v e r s  l e  b a s  e s t  u n e  o p t i o n  
a v e c  p a i e m e n t  à  l ' é c h é a n c e  T  >  0 ,  
g  ( S r ,  A~,- ,b) : =  e-pA~,-, b ( S r  - K t ,  
o ù  p  >  0  e s t  a p p e l é  l e  t a u x  d ' a n n u l a t i o n ,  b  >  0  e s t  a p p e l é e  l a  b a r r i è r e  e t  K  >  0  
e s t  a p p e l é  l e  p r i x  d ' e x e r c i c e .  
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Voir la figure 2.1 pour une illustration d'un paiement à l'échéance pour une option 
escalier exponentielle vers le bas. 
Remarque. Il existe plusieurs types d'options escalier. ODans ce mémoire, nous 
traiterons seulement la version exponentielle qui est définie dans la définition 
2.1. 2. À partir de maintenant, nous allons omettre le mot "exponentielle" quand 
on parle d'options escalier. Pour ceux qui sont intéressés par les différents types 
d'options escalier voir Linetsky ( 1999). 
Remarque. Nous pouvons voir que, avec une option escalier, si les investisseurs 
ont correctement anticipés l 'orientation générale du marché, mais que l'option 
traverse la barrière légèrement, ils recevront encore la majorité de leur paiement. 
Les grands acteurs du marché sont moins incités à manipuler le marché étant 
donné que l'effet d'un léger franchissement de la barrière n'est pas drastique, si p 
n'est pas trop élevé. Également, parce qu'une légère traversée de la barrière n'a pas 
un effet drastique pour une option escalier, il y aura moins de volatilité autour 
des barrières populaires. 
Avant de présenter le théorème principal de cette section, voici une liste de nota-
tions qui seront utilisées dans cette section : 
V = ~ (r - ~2 ) , 
1 (So) X= -; ln b , 
-k +x +vT 
d1 = vr ' 
-k -x+ vT 
) d3 = vr 
-k - X+ vt 
d5 = ..fi ' 
v2 
"' =r + -
' 2 ) 
k =~ln ( :) , 
d2 = d1 + cr/ T, 
d4 = d3 + cr/T, 
d5 = d5 + cr.fi, 
ds = d1 + cr.fi, 
(2 .1) 
(2.2) 
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Figure 2.1 Une illustration d 'un paiement à l'échéance pour une option escalier 
exponentielle vers le bas 
K = 30 
S0 = 20 
b = 10 
10 années 
Annulation 
p == 2 
Sr = $38.33 
Payoff = e-pA~· - · 30 (Sr - K)+ 
= e- 2 fa (38.33 - 30) 
= $6.82 
T = lan f; 
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C1 = 1-~ - vx T-t ' 
Théorème 2.1.1. (?) Le prix initial d'une option d'achat escalier vers le bas est 
une fonction, notée C-;;(Sa; T , K , b), continue et dérivable qui est donnée par: 
( i) pour Sa 2 b et K 2 b, 
(ii) pour Sa :S; b et K 2 b, 
- . - (!!___) ~ l T (1 - c p(T- t))e-"f(T-t) 
CP (Sa , T , K , b) - 0 ----;::::===,-----
oa a p-j27r(T - t) 3 
· [(v + cr )C3 b<.I> (ds) - vC1e-rT K<.I> (d7 ) 
- crxt-! b<j>( d8 ) ] e - 2(~~tJ dt, 
( iii) pour Sa 2 b et K :S; b, 
c;(S0;T , K ,b) 
= e-"(T-vx [b{ e-pT [w~p ( -(v +cr) , 0, - x; T ) - w~p(-(v +cr) , - k, - x ; T)] 
+ w~( v + cr, 0, x ; T) } 
- K { e-pT[w~p(-v, 0, - x ; T ) - w~P(- v, -k, - x ; T )] 
+ w~(v, 0, x ; T)}] , 
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('i'u) pour Sa :::; b et K :::; b, 
où, 
et, 
c;; (Sa; T, K , b) 
= e--yT- vx [b{ e-pT[w~p( - (v + Œ) , 0, - x; T) - w~p( - (v + Œ) , -k, -x; T)] 
+ w~i(v + Œ, 0, x; T) } 
- K { e-pT[w1:._p(- v, 0, - .?:; T) - W~p(- v, -k, -x; T)] 
+ w~(v, 0, x ; T)}], 
w~(v ; k, X, T) 
Remarque. Avant de commencer la démonstration du théorème 2. 1.1. nous avons 
besoin de passer en revue un détail. Dans la démonstration qui suit, nous allons 
utiliser des mesures de Dirac et des "fonctions" delta de Dirac. Une mesure de 
Dirac, Ôa, est définie comme suit : soit (JR, B) un espace mesurable où B est la 
Œ-algèbre de Borel. Pour a E JR, 
{ 
0, Ôa(A) = ll(aEA) = 
1, a E A, 
VA E B. De plus, 
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et pour la preuve suivante nous avons besoin de la propriété suivante des mesures 
de Dirac, 1 f (x)ôa(dx) = f (a), 
où J est une fonction assez régulière. La "fonction" delta de Dirac, notée Ôa ( x), 
est symboliquement définie comme suit : pour x E JR, 
{ 
0, 
ôa(x) = 
oo, 
X of= a, 
X = a. 
Pour la démonstration suivante, nous avons besoin des "propriétés " suivantes des 
"fonctions 11 delta de Dirac, 
Ôa(x) = Ôx-a(O) = Ôa-x(O) 
et 1 f (x)ôa(dx) = 1 f (x)ôa(x)dx = f(a). 
Afin de simplifier la notation, nous allons parfois écrire, 
Ôx-a := Ôx-a (O). 
Notez que la "fonction 11 delta de Dirac n'est pas vraiment une fonction. C'est ce 
qu'on appelle une fonction généralisée, pour ceux qui sont intéressés voir ? . La 
définition et les "propriétés" ci-dessus sont des abus de notation pratiques qui 
sont utilisés par les physiciens. 
Démonstration. Le prix initial de cette option est donné par, 
(2.3) 
où Es0 est l'espérance d'un mouvement brownien géométrique qui commence à 
S0 et qui résoudra l'équation différentielle stochastique dSt = rStdt + Œ StdBt 
2 
c'est-à-dire St= Soe (r -u2 )t+oBt , où Bt est un MBS. 
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Ceci implique que, avec (2.1) et (2.2), nous pouvons réécrire St comme, 
(2.4) 
où W BSM = (Wt5Mk~o est un mouvement brownien avec dérive v = ~ (r - ~2 ) . 
Cela nous donne que : 
= e--yT- vx [bw µ(v + CT ; k , x , T) - KW µ( v; k , x , T)] , (2 .5) 
où lEx est l'espérance d'un mouvement brownien qui commence à x et, 
w µ( e; k , X , T ) := lEx [ elJBr -pA~ ·-·0 n(Br 2'.k) ] 
= lEx [elJBr-pA~ · - ·0 5Br( [k , oo)) ] 
= 100 lEx [ elJBr -pA~ , - , o Ô Br ( dz )] 
Fu~ni IEx [100 elJBr -pA~ ·-, 0 ô Br ( dz )] 
= lEx [100 elJBr -pA~ ·- · 0 ÔBr (z )dz] 
Fubini l oo JE [ IJBr - pAB,- ,o i; ( )] d 
= x e r UBr Z Z 
k 
= t
0 f 00 1 00 elJy-ptôy(z )lP (Br E dy , A:·-·0 E dt ) dz Jk Jo - OO 
= 100100 elJz-pt lP (Br E d( z ), A:·-·0 E dt) dz 
= f00 f 00 elJz 1 00 e-plôy(z )JP (Br E dy, A:·-·0 E dt ) dz Jk Jo - OO 
= 100 elJzlEx [e-pA~ · - · 0 ÔBr (z )] dz 
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(2.6) 
où Ôa ( dx) est une mesure de Dirac et Ôa ( x) est la fonction de delta de Dirac. 
Remarque. l'équation (2. 6} peut être écrit en utilisant une notation plus proba-
biliste c 'est-à-dire, 
Nous allons terminer la présentation de cette preuve en quatre étapes. Un ré-
sumé de ces quatre étapes est donné dans les paragraphes suivants et tous les 
détails et discussions sont présentés dans l'annexe B.1.1. Les étapes suivantes sont 
une application des méthodes de Feynman-Kac. Les quatre étapes pour calculer 
C-;;(S0 ; T , K , b) sont les suivantes : 
1. Pour commencer, nous allons calculer lEx [ e-pA~ ·-· 0 ôz-Br (0) J. Pour ce faire , 
nous allons définir Ap(z, x; T ) := lEx [ e-pA~ ·-·0 Ôz-Br (0) J et puis nous al-
lons prendre la transformée de Laplace de Ap(z , x; T) par rapport à T . Nous 
appellerons cette transformée de Laplace Gp(z, x; s) . Nous allons ensuite ap-
pliquer le théorème 1.1.2. (les méthodes de Feynman-Kac), qui nous donnent 
que G P ( z, x; s) doit satisfaire l'équation différentielle suivante, 
Cette équation différentielle sera résolue en utilisant la méthode de variation 
des paramètres. 
2. Après avoir calculé Gp(z, x; s) nous allons l'utiliser pour calculer Ap(z , x; T ). 
Pour ce faire, il ne faut pas oublier que la fonction Gp(z, x; s), que nous avons 
calculée dans la première étape, est la transformée de Laplace de Ap(z, x; T ) 
par rapport à T . Donc, pour calculer Ap(z, x; T ) nous allons prendre la 
transformée de Laplace inverse de Gp(z, x; s) . 
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3. Après avoir calculé Ap( z, x; T) nous allons l'utiliser pour calculer w P(v; k, x , T). 
Pour ce faire, nous devons calculer l'intégrale (2 .6), c'est-à-dire nous devons 
calculer, 
W p(v; k , x, T) = 100 evzlEx [ e-pA~,-,o Ôz-Br (O) J dz = 100 evz Ap(z, x; T)dz . 
Cette intégrale n'est pas difficile à calculer mais le calcul est long et fasti-
dieux. 
4. Finalement, pour la dernière étape, nous allons calculer c;; (S ; T , K , b) en 
insérant notre réponse pour w p(v; k, x, T ) de l'étape 3 dans l'équation (2.5) , 
c'est-à-dire nous allons incorporer notre réponse pour w p(v; k , x , T) de l'étape 
3 dans , 
c; (So; T, K, b) = e-'YT-vx [bw p(v +cr; k, x, T) - Kw p(v; k , x, T)]. 
D 
Remarque. (concernant la figure 2.2} Nous pouvons voir que l'option vanille est 
toujours plus cher que l 'option escalier qui est toujours plus cher que l'option 
barrière. C'est ce que nous attendons car l'option qui t 'annule pas doit être plus 
cher que l'option qui t 'annule lentement, ce qui devrait être plus cher que l'option 
qui t 'annule instantanément. De plus, nous pouvons voir que si nous augmentons 
p le prix d'une option escalier converge vers le prix d'une option barrière. C'est 
ce que nous attendons car si p est très élevé, tout franchissement de la barrière va 
grandement réduire la valeur du paiement à l'échéance. En outre, si p tend vers 
zéro, le prix d'une option escalier converge vers le prix d'une option vanille. C'est 
aussi ce que nous prévoyons car si p est zéro, le fa cteur qui multiplie le paiement 
est 1 indépendamment de combien de temps l'actif sous-jacent passe en dessous 
de la barrière. 
Maintenant que nous avons trouvé le prix initial d'une option d 'achat escalier vers 
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Figure 2.2 Le prix initial d 'une opt ion vanille, escalier vers le bas, et barrière 
vers le bas contre le prix init ial de l'actif sous-jacent pour différentes valeurs de p 
(K = 95, b = 90, T = 1, r = 0.04, ü = 0.4) 
0 
N Vanille 
p =0.5 
p = 1 
p = 10 
p = 100 
·- p = 500 Il) 
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l e  b a s  n o u s  p o u v o n s  f a c i l e m e n t  t r o u v e r  l e  p r i x  i n i t i a l  d ' u n e  o p t i o n  d ' a c h a t  e s c a l i e r  
1  h  
· 1 ·  1  f  ·  A s  - b  A s +  b  p . s .  T  '  '  d '  
v e r s  e  a u t  e n  u t 1  i s a n t  e  a i t  q u e  r '  '  +  i  '  =  ,  c  e s t - a - i r e ,  
c :  (  S o ;  T ,  K ,  b )  : =  e - r r 1 E s
0  
[  e-pA~· +, b ( S r  - K ) + ]  
=  e - p r  e - r r l E s o  [  ePA~, - , b ( S r  - K ) +  J  
=  e - p r c = p ( S o ;  T ,  K ,  b ) .  
( 2 . 7 )  
D e  p l u s ,  d è s  q u e  n o u s  a v o n s  l e  p r i x  i n i t i a l  d ' u n e  o p t i o n  d ' a c h a t  e s c a l i e r  v e r s  l e  b a s ,  
n o u s  p o u v o n s  t r o u v e r  l e  p r i x  d ' u n e  o p t i o n  d ' a c h a t  e s c a l i e r  v e r s  l e  b a s  a u  t e m p s  
t  E  ( 0 ,  T ]  a s s e z  f a c i l e m e n t .  N o u s .  a l l o n s  u t i l i s e r  l e  f a i t  q u e ,  e n  c o n d i t i o n n a n t  s u r  
FP ,  
A S , - , b  =  A f , - , b  +  l r  J [ ( S r < b ) d r  
r  t  
- A S , - , b  +  l r  I I ( s  ) d r  
- l  ~S S r < b  
t  t  
4 A f , - , b +  l r  J [ ( S t e O( r  t ) + c f > B ;  t < b ) d r  
o ù  B *  =  (  B t ) t " ? . O  e s t  u n  m o u v e m e n t  b r o w n i e n  s t a n d a r d  q u i  e s t  i n d é p e n d a n t  d e  
F t
8
,  < / >  >  0  e t  e  E  R  M a i n t e n a n t ,  a v e c  u n  c h a n g e m e n t  d e  v a r i a b l e  n o u s  a v o n s  q u e  
c e t t e  d e r n i è r e  l i g n e  e s t  é g a l e  à ,  
S , - , b  •  d u  
1
r - t  
=  A t  +  0  J I (  S t e O v . + c f > Bu  < b )  
i
· r - t  
=  A f · - , b  +  I I ( s ; < b ) d r  
.  0  
. _  A s , - , b  +  A s · , - , b  
. - t  r - t  '  
( 2 . 8 )  
o ù  S *  e s t  u n  m o u v e m e n t  b r o w n i e n  g é o m é t r i q u e  q u i  e s t  i n d é p e n d a n t  d e  F {  e t  
c o m m e n c e  à  S t .  
A v a n t  d e  p r é s e n t e r  l e  d e r n i e r  r é s u l t a t  d e  c e t t e  s e c t i o n ,  n o u s  d e v o n s  i n t r o d u i r e  l e  
l e m m e  s u i v a n t .  
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Lemme 2.1.1. (?) Pour un T > 0 fixé, soit F et G deux fonctionnelles mesurables 
définies sur C([O, T], IR) . Pourµ E IR, 
F (Wt, t ~ T ) 1=. G (Wt, t ~ T ) si et seulement si 
Le résultat suivant est une application du lemme 2.1.1. avec F(Wt , t ~ T ) = 
As,- ,bl r s et G(W t < T ) = As,- ,b + AS'.- ,bl F 8 qui sont les deux variables T .rt t, - t T-t t ' 
aléatoires définies dans (2.8). 
Le prix d'une option d 'achat escalier vers le bas au tem,ps l E (0, T], noté 
C-;;(St, Af ,- ,b, t ; T , K , b), est donné par, 
c;; (St , Af·-,b, t; T , K , b) := IEso [ e-pA~, - ,b (Sr - K )+ 1Ft8 ] 
(2.8) -pAS,- ,bIE [ -pAS',-,b(S* T/)+] 
= e t St e T - t T-t - l"\ 
-pAs, - ,bc-(s T K b) 
= e T p t , - t , ' . 
2.1.2 . Le prix d 'une option de vente escalier vers le bas 
(2.9) 
Linetsky (1999) nous a montré que nous pouvons facilement trouver la formule 
du prix initial de l'option de vente en fonction du prix de l'option d 'achat corres-
pondante, comme ce qui a été fait dans les équations (2.7) et (2.9). 
Définition 2.1.3. Une option de vente escalier exponentielle vers le bas est une 
option avec un paiement à l'échéance T > 0, 
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Théorème 2.1.2. (?) Le prix d'une option de vente escalier exponentielle vers le 
bas, noté pp-(S0 ; T , K , b) est donné par l'équation suivante, 
pp-(S0 ; T , K , b) 
= e- -yT-vx-pT [KW _p( -v; -k, - x, T ) - bW _p( - (v + CT ); -k, - x, T)] . (2.10) 
Démonstration. En suivant la même logique que nous avons utilisée pour calculer 
le prix de l'option d'achat correspondante, nous avons que, 
- -rT - pAW ,-,0 crWBSM 
[ BSM ( ) ] - e Ex e T K - be IT(be"wB SM :SK) 
Gir~nov - rTJE [ v(Br -x)- 4-T -pA~ ·-· 0 (K _ b crBr ) TI J 
e x e e e (be"Br::;K) 
= e--y'l'-vxlEx [evBr-pA~, -,0 (K - becr Br ) IT(Br'.Sk)] 
- --y'J'-vx [K'=' ( . k ) '=' ( . )] 
-e - p v , ,x, T - b-p v + CT , k ,x, T , (2.11) 
où, 
(2.12) 
Si nous définissons B; comme - Bt et nous utilisons le fait que A~,-,b + A~,+ , b = T 
p. s. nous avons que, 
~ ( ) [ -vB*-pAB*,+,o ] 
::::p v ;k,x, T =IE- x e r T IT(B7'2:-k) 
=JE [ -vB7'-p(r-Af ·-·0 )IT ] 
-x e (Br2:-k) 
= e-pTW _p(-v ; - k, - x, T ). (2.13) 
En insérant (2.13) dans (2.11) la preuve est terminée. D 
Avec le théorème 2.1.2. et le fait que A~, - , b + A~·+,b = T p.s. nous pouvons 
facilement déduire la formule pour le prix d'une option de vente escalier vers le 
haut. 
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Définition 2.1.4. Une option de vente escalier vers le haut est une option avec 
un paiement à l 'échéance T > 0, 
Corollaire 2.1.1. (?) Le prix initial d 'une option de vente escalier vers le haut, 
noté P:(S0 ; T , K , b), est donné par l'équation suivante, 
Démonstration. 
PP Sa, T , K , b .- e IEs0 e K Sr , +( . ) ._ - rr [ -pA~,+, b ( _ )+] 
·1· l'' l"t' A S -b A S+b T et en uti isant ega i e r ' ' + r ' ' = p.s. nous avons que, 
Donc, 
e-rrIEs
0 
[ e-pA~·+, b (K - Sr)+ J = e-pr e- rrIEs
0 
[ ePA~,-, b (K - Sr)+ J 
=: e-pr P~p(S0 ; T , K , b). 
2.1.3 Réplication dynamique des options escalier 
(2.14) 
0 
Un des avantages des options escalier est que la couverture de ces options est 
plus facile que dans le cas des options barrière. Ceci est dû au fait que les prix des 
options escalier sont lisses à la barrière et cela nous permet de prendre des dérivées 
partielles afin d'obtenir les deltas et gammas. Aux fins de ce mémoire tout ce que 
tu dois savoir sur la couverture, c'est que nous avons besoin de dérivées partielles 
du prix. 
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Le delta d'une option d'achat escalier exponentielle vers le bas 
Puisque le prix initial d'une option escalier vers le bas est une fonction avec quatre 
régions, qui sont décrits dans le paragraphe suivant, notre delta aura également 
quatre régions. Dans cette section, nous allons présenter l'équation explicite du 
delta d 'une option escalier vers le bas dans les régions i et ii. 
• Région i : Sa 2: b, K 2: b 
Le delta est tout simplement la dérivée partielle de c; (Sa; T , K , b) par rapport à 
Sa. Pour simplifier l'expression que nous obtiendrons, nous allons utiliser les trois 
identités suivantes : 
Le résultat que nous obtenons est, 
R emarque. La partie en orange dans la formule précédente est le delta d'une 
option barrière vers le bas. Il est facile de voir que lorsque p ---+ oo, t1; converge 
vers le delta d'une option barrière vers le bas. Cette propriété asymptotique nous 
permet d'approximer le delta d'une option barrière standard à n'importe quel degré 
de précision en augmentant p. De plus, avec une intégration longue mais simple, 
on peut démontrer que lorsque p ---+ 0, t1; converge vers le delta d'une option 
d'achat vanille. 
• Région ii : Sa < b, K 2: b 
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Pour trouver le delta dans la région à nous devons prendre la dérivée partielle de 
c; ( So : T , K , b) par rapport au So dans la région ii . Rappelons que X, C1' et C2 
sont des fonctions de S0 . Le résultat que nous obtenons est le suivant, 
6 _ = éJC; = _l_ (!___) ~ rT (1 _ e- p(T-t)) e--y(T-t) 
P 8So ŒSo So }0 p)27r(T - t)3 
· [vC4 e -rt Ki:D(d7 ) - (v + Œ)C5bcD(ds) 
- ŒC1C2b</>(d8 ) e- 2<r - tJdt, 1 ] ,, 2 
où 
Pour trouver le delta au temps t E (0, T] nous devrons prendre la dérivée partielle 
de (2.9) par rapport à St et le résultat suit directement, c'est-à-dire, 
Voici une remarque sur la continuité du delta à la barrière. 
Remarque. Si tu regardes la preuve du théorème 2. 1.1, tu vois que par le théorème 
1.1.2. nous avons que Gx est continue en x , ce qui implique que 1:1; est continue. 
Plus précisément, nous savons que, 
Ce qui implique que, 
G(z, x; T) := 100 e-sT J\( z , x; T)dT. 
G (z x· T) = - e-sT J\ (z x· T)dT a 1 00 
X ' ' ~ ' ' . ux 0 
À partir des équations (A .16) et (A .18) nous avons que J\ ( z, x; T) est bornée en x 
et que J\x(z , x; T) existe, donc nous pouvons appliquer le théorème de convergence 
dominée. Cela nous donne que, 
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a roo roo 
Bx Jo e- sT A(z, x; T)dT = Jo e-sT Ax(z, .?::; T)dT, 
Donc, 
Maintenant si Gx(z, x; T) est continue en x, alors, 
lim f' 00 e- sT Ax(z, x; T)dT = lim f 00 e-sT Ax(z, x; T)dT = f 00 e- sT Ax(z, O; T )dT . 
X---7 0+ lo X---7 0 - lo lo 
À partir des équations (A .16) et (A .18) nous avons que Ax ( z, x; T) est bornée, 
donc avec le théorème de convergence dominée nous avons que, 
f 00 e-sT lim Ax(z, x; T)dT = f 00 e-sT lim Ax(z, x ; T )dT = f' 00 e-sT Ax(z, O; T)dT. lo x---tO+ lo x---tO- lo 
Par l'unicité de la transformée de Laplace nous avons que, 
lim Ax(z, x; T ) = lim Ax(z, x; T ) = Ax(z, O; T ). 
x---tO+ x---70 -
Donc, Ax(z, x; T) est continue en x et cela implique que 6i; = ~1; est continue 
à la barrière car x = 0 implique que S0 = b, voir (2.2). 
Remarque. (concernant la figure 2.3) Nous pouvons voir que, contrairement à 
l'option barrière, l'option escalier a un delta qui est continu à la barrière. Cela 
facilitera la couverture de ces options lorsque le prix du sous-jacent se rapproche de 
la barrière. De plus, tout comme avec les prix de ces options, si nous augmentons 
p, le delta de l'option escalier converge vers le delta de l'option barrière. Aussi, 
quand p tend vers zéro le delta de l'option escalier converge vers le delta de l'option 
vanille. Cela nous permet d'approcher le delta des options barrière à la barrière 
en trouvant d'abord le delta de l'option escalier à la barrière, puis en augmentant 
p jusqu'à la précision voulue. 
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Figure 2.3 Le delta initial d'une option vanille, escalier vers le bas, et barrière 
vers le bas contre le prix initial de l'actif sous-jacent pour différentes valeurs de p 
(K = 95, b = 90, T = 1, r = 0.04, a= 0.4) 
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Le gamma d'une option d'achat escalier exponentielle vers le bas 
Pour trouver le gamma nous devons prendre la dérivée partielle de C;(S0 ; T , K , b) 
deux fois par rapport au S0 . Même si le delta est continu à la barrière il a un pic 
à la barrière. Cela implique que le gamma va avoir un saut fini à la barrière. La 
grandeur de ce saut est proportionnelle à p, c'est-à-dire, 
lim r ;(S0 ;T , K, b)- lim r ;(S0 ;T , K ,b) = ~P2 c;(b ; T, K, b) So -tb+ So-tb- (} b 
Pour plus d 'information voir Linetsky (1999) p.73 et p.92-93. 
Remarque. Quand p -t oo la grandeur de ce saut à la barrière tend vers oo, 
comme le gamma d'une option barrière "knock-out" à la barrière; et quand p --+ 0 
le gamma devient continu à la barrière, comme une option d'achat vanille. 
2.2 Les options parisiennes cumulatives 
Les options parisiennes cumulatives sont des options vanilles où le paiement à 
l'échéance est multiplié par IT(A~·±,b::;,er) ' ,8 E (0, 1). Autrement dit, cette option 
vanille est annulée si le prix de l'actif sous-jacent reste au-dessus ou en dessous 
d'une barrière prédéterminée pendant trop longtemps. Dans cette section, nous 
allons calculer le prix d'une option d'achat parisienne cumulative vers le bas. 
Linetsky (1999) a montré que cela peut être fait facilement en appliquant les 
résultats de la section précédente. 
Définition 2.2.1. Une option d'achat parisienne cumulative vers le bas est une 
option avec paiement à l'échéance, T > 0, 
où ,8 E (0, 1). 
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Avant que nous trouvions le prix de cette option, nous allons tout d 'abord intro-
duire un résultat. 
Proposition 2.2.1. (?) Soit Cf3 (S0 ; T , K , b) le prix d'une option d'achat pari-
sienne cumulative vers le bas. Le prix de cette option peut être représenté de la 
manière suivante, 
Cf3(So; T, K , b) = 1 T IT(t ::;f3T) .c;~t { C;(So; T , K , b)} dt, 
où (3 E (0, 1). 
Démonstration. En partant du côté gauche nous avons que, pour (3 E (0 , 1), 
Cf3 (S0 ; T , K , b) = e-rTIEs0 [rr(A~,- , b '.Of3T) (ST - K )+ J 
= ( T IT(t::;f3T) 100 e-rT (s - K) +IP' (ST E ds , A~,-,b E dt) . Jo - oo 
Pour le moment, afin de simplifier la notation, nous allons définir 
J~00 e-rT(s - K)+IP' ( Sy E ds, A~, - ,b E dt) comme J(t)dt. Avec cette définition 
nous avons que, 
( T IT(t$ f3T) 100 e- rT(s - K) +IP' ( STE ds , A~,- , b E dt) lo - OO 
= 1 T IT(t${3T)i(t) dt 
= 1T IT(t ::; {Jr) .c;~t {.CHp {!(t)}} dt 
= 1 T IT (t'.O f3r) .C;~t {lr e- pt J(t)dt } dt 
= l r IT(t${3r) .C;~t {1T e-pt 1: e-rr(s - K) +IP' (STE ds, A~,- , b E dt)} 
Fu~ni l r IT(t${3r) .C;~t { e- rr 1: l r e-pt(s - K)+IP' ( A~, - ,b E dt , Sr E ds) } 
= lr IT(t ::;{Jr) .C;~t { e-rTIEs0 [ e-pA~, - , b (Sr - K)+ J} 
= 1 r IT(t${3r) .C;~t {C;(So ;T ,K ,b)} , 
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donc, 
D 
2.2.1 Le prix d 'une option d 'achat parisienne cumulative vers le bas 
En utilisant la proposition précédente et le théorème 2.1.1 , nous pouvons facile-
ment calculer le prix d'une option d 'achat parisienne cumulative vers le bas. De 
la proposit ion précédente, nous pouvons voir que le prix d 'une option parisienne 
cumulative est une fonction du prix d'une option escalier. Par conséquent, nous 
allons une fois de plus avoir quatre régions différentes . 
• Région i : Sa ~ b, K ~ b 
Cf3 (Sa; T , K , b) = 1 T II(t'.Sf3T) ,e;~t { C;(Sa; T , K , b)} dt 
= 1T 11,smL;~, {Soi!>( d,) - K e-'r il> ( d1) 
-GJ ~ [ ( ~) il> (d,) - U'Til>(d, )l 
+ (~) ~ { T (1 _ e-p(T-u) ) e--y(T-u) 
Sa l a pJ21f(T - u)3 
· [ (v + a) G:) il> (d6 ) - ve_,y K il> (d5 )] du } dt 
= J,r Ili«trIJ { soi!>( d, ) - K e-'T il> ( di) 
-UJ ~ [ ( ~: ) il>(ri,) - U'Til>(d,)l} 
· ôt(O)dt 
{ T _1 { ( b ) ~ { T (1 _ e-p(T- u) ) e--y(T-u) 
+ l a II(t:S.B'.L "),Cp-+t Sa Ja pJ27r(T - u)3 
Avec l'identité, 
{ 
1 /T } l T-t 
.c;!.+t p Jo (1 - e-p(T-u) ) h(u )du = Jo h(u )du , 
qui sera bien expliquée dans la section 2.3, nous avons que, 
Cf3 (So; T , K , b) = ll(ü '.Sf3T) { So <I> (d2) - K e-rT <I> (d1 ) 
-(:,) ~ [ G:) œ(d4 ) - K e-•Tœ(d3 ) ] } 
T b ~ T-t e--y(T- u) 
+ 1 J(t) (so) 1 y/27r(T- u) 3 
· [(v + a) ( ~: ) <I> (d6 ) - ve-rT K<I> (d5 ) ] dudt 
F\i~ni l · { So <I> (d2) - K e-rT <I>(d1) 
- (:,) ~ [ ( ~: ) œ(d4 ) - Ke-•Tœ(d3 ) ] } 
1
T 1 T-u ( b ) ~ e--y(T-u ) 
+ lI (t:SfjT) dt -5 o o o y/27r(T - u)3 
· [(v + a) ( ~: ) <I> (d5) - ve-rT K<I> (ds)] du. 
• Région ii :S0 ::; b, K 2:: b 
En suivant la même logique que dans la région i nous avons que, 
C1(So; T , K , b) = 1 T ll(t ::;f3T) .C;!.+t { C;(So ; T , K , b) } dt 
= (_!?_ ) ~ ! T l T- u ll(t<,BT)dt e--y(T-t) 
So Jo Jo - y/27r (T - t) 3 
· [ (v + a) C3 b<l> ( da) - vC1 e-rT K <I> ( d1) 
- axr ~ b</i( da)] e- 2 <;.~ , l du. 
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Le prix dans les régions ·ii'i : Sa ~ b et K ~ b, et iv : Sa ~ b et K ~ b, peut être 
calculé de la même manière. 
Cette loi a été dérivée avec x = 0 dans Billingsley (1968) et beaucoup d 'autres 
endroits. Pour ."C E JR , la loi est plus difficile à dériver mais Linetsky a montré que 
la loi de ( Bf, A:x ,-,a) suit facilement des résultats de la section 2.1 en utilisant 
les méthodes d~ Feynman-Kac. Rappelons la notation, 
Aµ(z,x; T) =IEx [e-pA~ ·- · 0 8sr(z) ] = 1 T e- PlJP>x(A:,- ,a E dt , Br E dz). (2.15) 
En observant l'équation (2.15) , nous pouvons voir que, pour trouver la loi conjointe 
de (B'Y,, A~x, - , a), nous devons trouver la transformée de Laplace inverse de Aµ(z, x; T ) 
par rapport à p, c'est-à-dire, 
1Px(A~,-,a E dt , Br E dz) = c;~t {Aµ( z, x; T)} dzdt 
= : Qx(z, t; T) dzdt. 
Nous allons commencer avec le cas où t E (0, T). 
• Région i : x ~ 0, z ~ 0, z + x > 0 
q~(z, t ; T) 
:= c;~t { A~(z, x; T)} 
= [, t -- e 2r - e 2r + e 2t dt (B.16) -l { 1 ( - (x-z )2 - (x +z )2 ) l T (1 - e-p(T-t))(z + x) - (x+z)2 } 
p-+ ..J2if' a 2p7rj(T - t) 3t3 
= c;~t { k ( e - <~;·)2 - e - (~~z)2 ) } 
+ L-1 {~ rT (z+x) e - ( x2~ z) 2 dt } 
p-+t p Ja 21fj(T - t)3t3 
- [, - e 2t dt -1 { 1 l T e-p(T-t)(z + x) -(x+z)2 } 
p-+t p a 21fj(T - t) 3t3 
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T - (x+z)2 
1 ( - (x - z) 2 -(x+z)2 ) 1 (z + x)e 2t 
= -- e 2r - e----W- ôt(O) + dt V2if' o 27rj(T - t)3t3 
- e,- 1 {~ 1T e-p(T-t) (z + x)e~ dt } 
p--+t p o 27rJ(T - t)3t3 
Pour le moment , nous allons nous concentrer sur la partie orange de l'équation. 
Avec le changement de variable u = T - t nous avons que, 
Donc, 
{ 
T - (x + z)
2 
} 
e,-1 ~ 1 e-p(T-t) (z + x)e-2t- dt 
p-tt p o 27rj(T - t)3t3 
= e,-1 - e -pu du 1 1o·T (z + x)e 2(T - u) 
{ 
- (x+ z) 2 } 
p--+t p. o 27rJt3(T - u)3 
:= e,- 1 ~[, (z + x)e~ 
{ { 
- (x + z)2 } } 
p--+t P u--+p 27rJt3(T - u)3 
- (x + z)2 
(B.15) 1·t ( Z + X) e 2(T - u) 
= du 
o 27rJt3(T - u)3 
T - Cx + z)2 (v=~-u) r (z + x)e 2v dv . 
Jr-t 2nJ(T - v)3v3 
( 
T t - (x+ z)2 
q~(z , t; T) = - - e----W- - e 2r Ôt(O) + ---;::====du . 1 - (x - z)
2 
- (x+z) 2 ) 1 - e-2u-(z + x) 
V2ifT o 2nJ(T - u) 3u3 
1T- t e -(x2~z)2 (z + x) = du o 2nJ(T - u)3u3 ' 
car si t E (0, T), alors Ôt(O) =O. 
• Région ii : x ::; 0, z > 0 
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Figure 2.4 IP'x ( A~ ·- ·0 E dt, Br E dz) = IP' _x ( A~·- · 0 E d(T - t) , Br E d(-z)) , 
OU X> 0 et Z < 0 
- z 
X 
T - t, t T 
s 
- x 
z 
En suivant la même logique que dans la région i, nous avons que, pour t E (0 , T), 
l·T- u [z (i - L ) + X (i - z
2
)] 2 2 
.. r-t u X z q~i (z , t;T) = e- 2<r-uJ-2Udu. 
o 27rpJ(T - u) 3t3 
• Région iii : x 2: 0, z < 0 
En utilisant la symétrie du mouvement brownien (voir la figure 2.1) nous avons 
que, 
• Région iv : x :::; 0, z S 0, x + z < 0 
En utilisant la symétrie du mouvement brownien, de manière similaire au cas de 
la région iii, nous avons que, 
Finalement, pour x = z = 0 et l E (0, T) nous avons que, 
qo(O, t; T) := ,e;_:t { Ap(O, O; T )} 
(B~3) ,e- 1 { 1 - e- pr } - ,e- 1 { 1 } - ,e- 1 { e-pr } 
- p--+t pV2nT3 - p--+t pV2nT3 p--+t pV2nT 3 
1 H(t - T ) 
V2nT 3 V2nT3 
1 
V2nT3 · 
Nous allons maintenant faire les cas où t = 0 ou t = T. 
• t = 0, X > 0, Z > 0 
Avec la remarque B.1.1. nous avons directement que, 
IPx ( A~ ·- ·0 = 0, Br E d( z)) = kr (e -<~;.zi2 - e -<~i-zl 2 ) . 
• t = T, X< 0, z < 0 
En utilisant la symétrie du mouvement brownien nous avons que , 
( B O ) 1 ( ±=--=f. ~) IPx Ar'-, = T, Br E d( z) = ./hl e 2r - e 2r . 
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La forme fermée de la fonction de densité mentionnée ci-dessus est présentée dans 
le corollaire suivant. 
Corollaire 2.3.1. (?) La forme fermée de la fonction de densité conjointe de 
A~,+ , o et Br est, pour t E (0, T), 
JP> ( A~,-,o E dt , Br E dz) 
= ~J t e -2~2 + f!._e 2~2 T -sx2 <I> (~v t ) dtdz, 
nT T - t V ;. T 'i vfr T - t 
pour z < 0, et, 
JP> ( A~, - ,o E dt , Br E dz ) 
z fy-l --=.L f§ -z2 T-z2 (-z fy-l ) 
= - - ---e 2<r - t ) + -e2T 5 <I> - - - dtdx 
nT2 t n T 2 vtr t 
pour z > O. 
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2.4 Le prix d'une option avec paiement général g (Sr , A~,-,b) 
Pour cette section, nous supposons que g est une fonction assez régulière. Un 
exemple de g, que nous n'avons pas traité dans ce mémoire, est l'option escalier 
simple, où g(s, t) = max( l - pt , O)(s - K )+. 
Proposition 2.4.1. (?) Soit 8 9 (S0 ; T , b) le prix initial d'une option avec paiement 
g (Sr , A~, - , b) à l'échéance T > O. La fonction 8 9 (S0 ; T , b) est donnée par: 
• Région i {S0 2:: b} 
8 , (So; T , b) = e- >r-vx { l, 00 g (be", O) e"' I', ( A~, - , o = 0, Br E dz) 
+ ; ·r /'XJ g (beaZ, t) evzq; (z, f; ; T)dzdt 
o .Jo 
+ 1T l,00 g (be"' , t) e"'q~' (z, l; T )dzdt } . 
• Région ii {So ::; b} 
8 9 (So; T , b) = e- >r - vx { 1: g (be"' , T ) e""I', ( A~, - , o = T , Br E dz ) 
+ 1 r 100 g (beaz, t) evzq;i (z, t ; T)dzdt 
+ f, r f,
00 
g (be"", t ) e""q;"(z, t ; T )dzdt } 
Démonstration. 
8 9 (So; T ,b) = e- rr IEs0 [g (sr, A~, - , b ) ] 
Gir~nov e-rr IEso [ev(By -x)-v~T g (beaBy ) A:,-,0)] 
= e- -yr-vxIEx [evBy g (beaBy , A:,-,0)] ) 
et le résultat souhaité découle directement de (2.16). 
(2 .16) 
0 
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2.5 Les options corridor 
Dans cette section, nous allons examiner brièvement les options corridor de Fusai. 
Ces options paient un montant à l'échéance qui dépend de la quantité de temps 
que le prix de l'actif sous-jacent reste dans un certain intervalle. Ces options sont 
un bon investissement pour les investisseurs qui cherchent à miser sur la stabilité 
globale du marché. Quel que soit le prix initial de l'actif sous-jacent, ces options 
seront profitables tant que le prix de l'actif sous-jacent ne bouge pas trop loin 
de sa valeur initiale. Nous allons décrire la procédure pour dériver le prix de 
ces types d'options, mais nous n 'allons pas calculer les prix. La raison pour ceci 
est que le calcul du prix de ce type d'options nécessite l'inversion numérique de 
la transformée de Laplace, un sujet qui déborde le cadre de ce mémoire. Pour 
plus d'informations sur l'inversion numérique des transformées de Laplace et plus 
encore, il suffit de consulter l'excellente thèse de doctorat , ? . Il existe deux types 
d 'options corridor qui sont moins générales, les options à un swap et à deux swaps, 
où nous pouvons trouver une solution fermée pour le prix. Ces prix ont été dérivés 
dans ? et nous présenterons les résultats dans la section 2.5 .1. 
Rappel. Le temps d'occupation d'un intervalle (l , u) pour W est défini par, 
où l , u E Ill, l < u et t 2:: O. 
Définition 2.5.1. Soit S = (St)r;:::o un mouvement brownien géométrique avec 
µ E Ill et S0 , CJ > O. Une option corridor est une option avec un paiement à 
l'échéance T > 0, 
( ÀA~t ,u - K) + , 
où À > 0 et 0 < K-:::; ÀT. 
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Le prix initial de cette option est donné par, 
e-'TE [ (>.A~·' ·' - K) + l = e-'TE [ (À [ l(l<S«u) dt - K) + l 
= e-'TE [ C 1 T l(L<W,"'M<U)dt- K ri , 
où w BSM := B + vt l/ := .!. (r - "2 ) L := .!.zn (J_) et u := .!.zn ( _.!!... ) 
t t ' o- 2 ' o- So ' o- Sa ' 
et le prix initial de cette option en termes de la densité de A~,L,u est, · 
e-'T v:- (>.t - K)li' ( A;·L,U E dt) + (>.T- K )IP' ( A;·L,U ~ r) ) ' 
Remarque. Nous avons un point de masse à t = T car il est possible que le 
processus W reste dans l'intervalle (L , U) pour toute la trajectoire. 
Remarque. Nous pouvons facilement généraliser cette option à une option où les 
barrières augmentent de fa çon exponentielle à un taux 'Y ; c'est-à-dire, au lieu de 
IT(l<St <u) nous aurons, 
Remarque. Si le prix d'exercice est égal à zéro (K = 0), nous avons ce qui 
est appelé une obligation corridor. Le prix d'une obligation corridor au début du 
contrat est donné par, 
e-rTIEs0 [A~, l ,u ] = e-rTIE [1T IT(L<Wt<U) dt ] 
F u::!;ini 1T IP' (L < Wt < U) dt 
-1T (L - ~ (r - "22 ) l U - ~ (r - "22 ) l) . 
- IP' v1t < z < v1t dt 
0 t t 
~ { ~ (L - ;~-~)t) - ~ (U - ~~- ~)t)dt 
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où Z suit une loi normale( 0, 1). 
Remarque. Pour généraliser une option corridor, nous pouvons ajouter un autre 
corridor. Une option à double corridor est une option avec un paiement à l'échéance 
T > 0, 
( >-1A~, l ,u - >-2 ( T - A~,l,u) - c) +, 
où C 2:: 0 est le prix d'exercice, À1, >-2 E JR, l , ·u E JR, et l < u. En mots, cette 
option paie À1 pour le temps que l'actif sous-jacent est dans le couloir (l , u) et 
coûte À2 pour le temps que l'actif sous-jacent est en dehors du couloir, moins un 
certain prix d'exercice, C. Évidemment le paiement minimum est O. 
Comme nous l'avons dit précédemment, le calcul du prix des options corridor 
est principalement un problème de méthodes numériques et ne sera pas fait ici. 
Toutefois en utilisant la représentation explicite de Pechtl de la fonction de ré-
partition du temps d'occupation d'un mouvement brownien arithmétique (voir 
section 1.2.1) nous pouvons trouver le prix de deux versions d'options corridor 
moins générales : les options à un swap et à deux swaps. Cela sera fait dans la 
prochaine section. 
2.5.1 Les options à un swap et à deux swaps 
Dans cette section, nous allons présenter la dérivation de Pechtl des prix des 
options à un swap et à deux swaps. 
Les options à deux swap 
Définition 2.5.2. Une option à deux swaps est une option avec paiement à 
l'échéance, T > 0, 
7 0  
o ù  À 1 ,  À 2  E  ~ e t  K  >  O .  
R e m a r q u e .  U n e  o p t i o n s  à  d e u x  s w a p s  e s t  u n e  o p t i o n  à  d o u b l e  c o r r i d o r  a v e c  
C  =  Ü  e t  U  - - +  O O .  
A v a n t  d e  t r o u v e r  l e  p r i x  d e  c e t t e  o p t i o n ,  n o t o n s  q u e  n o u s  p o u v o n s  r é é c r i r e  c e  
p a i e m e n t  d e  l a  m a n i è r e  s u i v a n t e ,  
g ( À 1 ,  À 2 ,  T ,  K ;  S )  : =  (  À1A~,+ ,K - À2A~,-,K) +  
=  (  À1A~,+ ,K - À2A~,- ,K +  À 2 T  - À 2T )  +  
=  (  À1A~,+ ,K +  À 2 ( T  - A~, - ,K) - À 2 T )  +  
=  (  À1A~,+ ,K +  À2A~+,K - À 2 T )  +  
=  (  ( À 1  +  À2)A~,+ ,K - À 2 T )  + .  
C e c i  i m p l i q u e  q u e  s i  À
1  
+  À
2  
=  0  e t  À
2  
2 : :  0  a l o r s  g ( À
1
,  À
2
,  T ,  K ;  S )  =  0  e t  s i  
À
1  
+  À
2  
=  0  e t  À 2  <  0  a l o r s  g ( - \
1
,  À 2 ,  T ,  K ;  S )  =  - À
2
T .  P o u r  n e  p a s  a v o i r  à  f a i r e  
f a c e  à  c e s  s i t u a t i o n s  t r i v i a l e s ,  n o u s  s u p p o s e r o n s  À
1  
+  À
2  
#  O .  
S i  À
1  
+  À 2  >  0  a l o r s ,  
g ( À 1 ,  À 2 ,  T ,  K ;  S )  =  (  ( > - 1  +  À2)A~,+ ,K - À 2 T )  +  
' T  ·-~T. 
o u  ) . .  . - > - 1 + > . 2  
=  (  ( À 1  +  À 2 )  (  A~,+ ,K - À
1
;  À
2  
T ) )  +  
=  ( > - 1  +  À 2 )  (  A~+,K - T) . . )  II(A~·+, K >TÀ) ' 
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Si À1 + À2 < 0 alors, 
g(>.1 , À2, T , K ; S) = ( (>-1 + À2) A~+ ,K - À2T) + 
= ( (>-1 + À2) ( A~·+ ,K - À1 ; À2 T)) + 
= (>-1 + >-2) ( A~·+,K -T.x ) IT(A~,+, I< 5:T>.)' 
Avant que nous trouvions le prix de cette option, nous allons définir W 85M = 
(Wt35M)t 2'.0 comme un mouvement brownien avec dérive v = ~ ( r - "22 ) et X BSM = 
( X tBSM)t2'.0 comme un mouvement brownien avec dérive (-v). 
Rappel 2.5.1. De la section 1.2.1., nous avons que, pour k E JR, 
Afin de simplifier la notation nous allons définir FJ(t) comme FJ(t ; T , k, W). 
Maintenant, le prix d'une option à deux swaps, notée 7r (À1 , >.2 , T , K ; S), est donnée 
par: 
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• Pour À1 + À2 > 0, 
Remarque. La forme fermée de l 'intégrale, 
[~ F.t (t; T , k, W ) dt , 
pour k < 0 a été dérivé dans ? à la page 67. 
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•Pour À1 + À2 < 0, 
Les options à un swap 
Avec les résultats de la section précédente nous pouvons facilement trouver le prix 
d 'une option à un swap. 
Définition 2.5.3. Une option à un swap est une option avec paiement à l'échéance 
T > 0, 
74 
où >. ,K > O. 
En appliquant les résultats de la section précédente nous avons que le prix d'une 
option à un swap, noté 7r(À, T , K; S), est donné par 7r(À, 0, T , K ; S); c'est-à-dire : 
• Pour K ~Sa, 
7r(À, T, K; S) = 7r(À, 0, T , K ; S) 
= e-rTÀ .foT ( 1 - FJ (s, T , tzn (~) ; wBsM)) ds. 
• Pour K ~Sa, 
7r( À, T , K ; S) = 7r(À , 0, T , K ; S) 
= e-rTÀ 1 T F+ (u T -~ln (K) . xBSM ) du 
A ' ' o ' . a ü oa 
CHAPITRE III 
LES a -QUANTILES POUR LE MOUVEMENT BROWNIEN 
ARITHMÉTIQUE 
Dans ce chapitre, nous allons introduire la notion d' a -quantile pour le mouve-
ment brownien. Un a -quantile pour un mouvement brownien peut être considéré 
intuitivement comme la valeur telle que le mouvement brownien passe a l00% du 
temps en dessous de cette valeur. La motivation pour l'étude des a -quantiles est 
leurs applications en finance, principalement les options a -lookback, qui seront 
présentées dans le chapitre suivant. Le résultat principal de la première section 
sera l'identité de Dassios. Ce résultat, qui est intéressant et surprenant, montre 
une égalité en loi entre l' a -quantile et la somme du supremum et infimum de deux 
mouvements browniens indépendants. Une explication intuitive pour l'identité de 
Dassios n'a pas encore été découverte. Ce résultat a été dérivé premièrement dans 
Dassios (1995), cependant , un résultat similaire a été obtenu pour le cas discret 
dans Wendel (1960) et Port (1963). La preuve originale de Dassios applique les 
méthodes de Feynman-Kac, toutefois, deux autres preuves ont été présentées dans 
? . Ces deux preuves ont évité d'utiliser les méthodes de Feynman-Kac, mais plu-
tôt, elles ont utilisé les propriétés stochastiques du mouvement brownien. Dans 
ce chapitre, nous allons présenter la preuve de ? . Dans la dernière section nous 
discuterons du premier et dernier temps de passage des a -quantiles de Dassios 
(1995). Le premier temps de passage d'un a -quantile est le premier instant où un 
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processus atteint un a -quantile prédéterminé dans l'intervalle [O, T]. Ces résultats 
sont moins applicables aux mathématiques financières , cependant, un nouveau 
type d 'option barrière a été introduit dans Dassios (2005) qui nécessite la loi de 
ces temps d 'arrêt. Ces types d'options barrière seront brièvement discutés dans le 
chapitre suivant. 
3.1 L'identité de Dassios 
Nous allons commencer par présenter la définition de l'a-quantile, une définition 
intuitive, et une illustration afin de clarifier la définition. 
Définition 3.1.1. Soit Y = ( Yt k:~o un processus stochastique. L 'a -quantile de Y 
est défini par, 
Q~ (T ) := inf { x E lR : A~, -,x > aT} , 
où 0 < a < 1 et T 2: O. 
En mots, Q; (T) est le niveau minimal tel que le processus reste au-dessous de 
ce niveau pour plus que 100a% du temps dans l'intervalle [O, T]. Voir figure 3.1 
pour un exemple d'un a -quantile pour une trajectoire très simple (et irréaliste) 
d'un processus stochastique. Dans ce mémoire Y sera toujours un mouvement 
brownien. Quand Y est un mouvement brownien, nous pouvons définir Q; (T ) 
comme { x E lR: A~, -,x = aT} car, 
inf {X E lR : A~, - ,x = aT} P~· inf {X E lR : A~, - ,x > aT} . 
En mots, si Y est un mouvement brownien, Q; (T ) est la valeur telle que le proces-
sus reste au-dessous de ce niveau pour 100a % du temps dans l'intervalle [O, T]. Le 
concept s'apparente aux fonctions quantiles des variables aléatoires. La fonction p-
quantile d 'une variable aléatoire est définie comme Q(p) := inf {x E lR: F (x) 2: p} 
où p E (0, 1). Toutefois, si F (x) est continue alors Q(p) = p - 1(p). En mots, si 
77 
Figure 3.1 L'alpha quantile de Y avec T = 4 et a= 0.75, c.-à-d. QÔ.75 (4) . 
0 0.5 ~5 2 2 / 3 .5 4 s 
A~' - ' 3 = 1.5 + 1.5 = 3 = 0.75(4) 
F(x) est continue, Q(p) est la valeur telle que la probabilité d 'être inférieure à 
cette valeur est p. De plus, afin de simplifier la notation, nous définissons Q; 
comme Q; (1). 
Remarque. Si nous prenons la limite en a nous avons que, 
lim Q; (T ) = m; (T) , O<-tÜ 
et, 
lim Q; (T ) = M: (T) , O<-t l 
ce qui est facile à voir à partir de la définition. De plus, il faut noter que lorsque 
nous disons que a = 1, Qr'1 (T ) := lim0 -t1 Q; (T ) et lorsque nous disons que a= 0, 
Qi:(T) := lim0 -toQ;(T). 
Maintenant, nous présentons une égalité bien connue entre la loi de la quantité de 
temps qu'un mouvement brownien est positif sur un intervalle fini et le moment 
où le mouvement brownien atteint son maximum. Ce résultat est non trivial et 
7 8  
j o u e  u n  r ô l e  i m p o r t a n t  d a n s  l a  p r e u v e  d e  l ' i d e n t i t é  d e  D a s s i o s .  N o u s  a l l o n s  e n s u i t e  
p r é s e n t e r  l ' i d e n t i t é  d e  D a s s i o s  e t  l a  p r e u v e  d e  ?  .  
A v a n t  d e  p r é s e n t e r  l e  p r e m i e r  r é s u l t a t  d e  c e t t e .  s e c t i o n  n o u s  d é f i n i s s o n s  e ; v  c o m m e  
l a  d e r n i è r e  f o i s  q u ' u n  m o u v e m e n t  b r o w n i e n  a r i t h m é t i q u e  a t t e i n t  s o n  m a x i m u m  
d a n s  l ' i n t e r v a l l e  [ O,  t , ] ,  c ' e s t - à - d i r e ,  p o u r  u n  l  2 :  0  f i x é ,  
e f '  : =  s u p  {  s  ~ t  :  W s  =  M ; i ' }  .  
N o u s  a v o n s  v u  d a n s  l e  c h a p i t r e  1  q u e  e f  : 1 : : :  A~,+ ,o, l a  p r o p o s i t i o n  s u i v a n t e  g é n é r a l i s e  
c e  r é s u l t a t  a u  c a s  o ù  µ  i =  O .  
P r o p o s i t i o n  3 . 1 . 1 .  ( ? )  P o u r  u n  t  2 :  0  f i x é ,  
8
w  g , A w , + , o  
t  t  .  
E n  d ' a u t r e s  m o t s ,  l a  p r o p o s i t i o n  3 . 1 . 1 .  n o u s  d i t  q u e  l a  d e r n i è r e  f o i s  q u e  l e  p r o c e s s u s  
W  a t t e i n t  s a  v a l e u r  m a x i m a l e  d a n s  l ' i n t e r v a l l e  [ O,  t ]  p o s s è d e  l a  m ê m e  d i s t r i b u t i o n  
q u e  l a  q u a n t i t é  d e  t e m p s  q u e  l e  p r o c e s s u s  W  e s t  p o s i t i f  s u r  l ' i n t e r v a l l e  [ O,  t ] .  
R e m a r q u e .  N o u s  a v o n s  d é f i n i  e ; v  c o m m e  l a  d e r n i è r e  f o i s  q u e  W  a t t e i n t  s a  v a l e u r  
m a x i m a l e  d a n s  l ' i n t e r v a l l e  [O,  t ] .  T o u t e f o i s ,  é t a n t  d o n n é  q u e  l e  m a x i m u m  d ' u n  
m o u v e m e n t  b r o w n i e n  e s t  p r e s q u e  s û r e m e n t  u n i q u e ,  e ; v  s e r a  é g a l e m e n t  l a  p r e m i è r e  
f o i s  q u e  W  a t t e i n t  s a  v a l e u r  m a x i m a l e  d a n s  l ' i n t e r v a l l e  [O,  t ] ,  c . - à - d . ,  
s u p  {  s  ~ t  :  W s  =  M s w }  P , , ; ; ·  i n f  {  s  ~ t  :  W s  =  M s w }  .  
A v a n t  q u e  n o u s  c o m m e n c i o n s  l a  p r e u v e  d e  l a  p r o p o s i t i o n  3 . 1 . 1 . ,  n o u s  a v o n s  b e s o i n  
d e  d e u x  d e s  t h é o r è m e s  d ' é q u i v a l e n c e  d e  L é v y ,  q u i  s e r o n t  p r é s e n t é s  d a n s  l e  p r o c h a i n  
l e m m e .  
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Lemme 3.1.1. (?) Pour un t fixé, 
et, 
Nous aurons également besoin du lemme suivant qui est prouvé dans l'annexe 
C.1.1. 
Lemme 3.1.2. Si C est une variable aléatoire qui suit une loi de Cauchy{0,1}, 
alors 1+102 suit une loi de l'arc-sinus c.-à-d., pour 0 < ·u < 1, 
( 
1 ) . 2 
]pi 1 + c2 ~ u = ; arcsin( y'u). 
Nous sommes maintenant prêts à présenter la démonstration de la proposition 
3.1.1. 
Démonstration de la proposition 3.1.1. Nous allons commencer avec la démons-
tration du cas où µ = 0, ensuite nous allons présenter la démonstration du cas où 
µ =f. 0 en omettant les calculs, car ils sont très longs et fastidieux. 
(i) Si µ = 0, alors B = W et évidement e[V = ef. 
Maintenant , pour u E [O, t], nous avons que, 
car, 
{ Bf ~ u} = { sup Bs ?: sup Bs}. 
O~s~u u~s~ t 
(3.1) 
Voir la figure 3.2 pour une illustration de (3.1) pour une trajectoire fixée. 
En ajoutant et en soustrayant Bu, nous avons que, 
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Figure 3.2 L'équation (3.1) pour une trajectoire fixée. 
sup B 8 
0$s$u 
(jB U 
t 
1P' ( sup Bs 2 sup Bs) = 1P' ( sup Bs 2 sup (Bs - Bu) + Bu) . 
O'.S'.s'.S'.u u«;s'.S'. t O'Ss'.S'.u u'.S'.s'.S'. t 
En appliquant la propriété de Markov, nous avons que, 
où (B;)t?.O est un mouvement brownien standard qui est indépendant de F{j := 
a{Bs : s:::; u}. 
Par définition, cette dernière probabilité est égale à, 
Maintenant avec le lemme 3.1.1. , nous avons que, 
IP' (M: - Bu 2 M/!_:) = lP' (IBul 2 IB;_u l) 
= lP' ( vulB1I 2 vit=UIB;i) 
= lP' (IB1[ > ~) 
IBi l - JU 
= lP' ( Bi > ~) . Bi2 - 'U 
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En utilisant le résultat classique suivant : si Z et Z* sont deux variables aléatoires 
normales réduites et centrées indépendantes alors, 
z 
Z * "'Cauchy(O , 1), 
nous pouvons réécrire cette dernière probabilité de la manière suivante : 
JP ( Br > ~) = JP (c2 > ~) = JP ( 1 < ~) Bi 2 - u - u 1 + C2 - t ' 
où C"' Cauchy(O , 1). 
Finalement, en utilisant le lemme 3.1.2., le résultat suit directement : 
JP ( ef s; u) = JP ( 1 +l C2 s; ~) Lem4.i.2 . ~ arcsin (fi) Thm:J .1.1. JP• ( Af ,+,o s; u) . 
( ii) Pour démontrer ce résultat dans le cas où µ -1 0, nous allons utiliser les 
théorèmes de Girsanov et de Fubini. En effet, 
et en appliquant le théorème de Girsanov nous avons que, 
JE [rr(e["" ::;u)] =JE [eµBt-~trr(lif:Su)]. 
Maintenant en appliquant (i) et le lemme 2.1.1. avec F = ef et G = Af'+,o nous 
avons que , 
- x2 ~ lu 10 (-x) Jt e 2(t - s) 
= e- 2 t eµx__ 
3 
dsdxdy 
o -oo 2n y [s(t - s)J2 
- x2 
2 1n·u 1·00 X 1.·t e 2(t - s) + e-1T-t eµx_ 
3 
dsd.rcdy . 
. o o 2n. t-y [s(t - s)J2 
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Pour la dernière étape en bleu, nous avons ut ilisé JPl (Af·-·0 E dy , Bt E d.x) , qui a 
été dérivé dans la section 2.3, avec le fait que A:·+,o P~· T - A: ·-·0 pour t rouver 
JPl (Af·+,o E dy , Bt E d.x ) . 
Maintenant en appliquant le théorème de Fubini, nous avons que, 
lu { i!_ 1t 10 (-x) e2~:.
2. i JPl (e;11 ::::; u) = e- 2 t eµx__ 3 dxds 
o y -ao 27r [s(t - s)J2 
+e-~t t f'00 eµx_!_ e~ 
3 
d.7:ds }dy . 
.ft- y .fo 27r [s (t - s)J2 
Les détails concernant la résolut ion de cette intégrale seront omis car ils sont longs 
et fast idieux. Tous ces détails peuvent être trouvés dans Pechtl (1999) à la page 
56. Le résultat final est , 
' 
JPl (e;11 ::::; u) =lu JPl ( A~,+ ,o E dy) = JPl ( A~,+ ,o ::::; u) . 
D 
Remarque. La f orme explicite de lP ( A~,+ ,o E dy) peut être trouvée dans le théo-
rème 1. 2. 1. 
L'ident ité de Dassios, qui suit , est une égalité en distribution non triviale entre 
les a -quant iles et la somme du maximum et du minimum de deux mouvements 
browniens indépendants. Cette égalité a été obtenue par Dassios (1995) en utilisant 
les méthodes de Feynman-Kac. La preuve qui sera présentée dans cette section 
est une deuxième preuve qui a été présentée par ?. Cette preuve utilise plutôt les 
propriétés du mouvement brownien. 
Avant de présenter le théorème, nous allons présenter deux lemmes qui seront 
utilisés dans la démonstration du théorème. 
Lemme 3.1.3. Soitµ E JR, W = (Wt)t>o un mouvement brownien avec dérive µ 
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et X= (Xtk:".o un mouvement brownien avec dérive (-µ). Pour 0 < o: < 1, 
w d Qx QO! = - 1-0t' 
Démonstration. En partant du côté droit nous avons, par définition , que, 
-Q?-Ot = - inf {X : 11 IT {Xs<x }ds > 1 - 0:} = sup { -x : 11 IT {X s<x }ds > 1 - 0:} 
= sup { - x : 1 -11 IT{Xs<x} d s < 0:} P~· sup { - x : 11 IT{ Xs>x}ds < 0:} 
{ [1 } (y :=-x) { [1 } = sup -x : Jo IT{-Xs<-x} d s < o: = sup y: Jo IT{-Xs<Y}ds < o: 
= sup {y: .ll IT{-Bs+µ,s<y} d s < o:} ~ sup {y: 11 IT{Bs+µ,s<y}ds < o:} 
= inf {y : 11 IT{ Ws<y}ds > o:} = Q';; 
D 
Lemme 3.1.4. (La propriété de retournement temporel du mouvement brownien) 
Pour µ E ~' T > 0, et t E [O, T ], 
Ce qui implique que, 
d BT-t - BT = Bt. 
Noter que, avec un mouvement brownien arithmétique, quand on inverse le temps 
la dérive va de µ à - µ. 
Nous sommes maintenant prêts à présenter le résultat principal de cette section. 
Théorème 3.1.1. (L 'identité de Dassios) Pour 0 < o: < 1 et T ;::: 0, 
où W * = (Wt)t~o est une copie indépendante de W = (Wt)t~o-
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Avant de présenter la preuve de l'identité de Dassios nous allons discuter d 'un lien 
important entre Qi: (T ) et Ai,-,x. Sans perte de généralité (SPDG) nous fixons 
T = 1, pour x E IR, { Q: :=; X} = { Ar',-,x 2 a} . (3.2) 
L'équation (3.2) est plus facile à comprendre avec une illustration, elle est donc 
présentée dans la figure 3.3. Par souci de simplicité, nous avons utiliser une tra-
jectoire "irréaliste" avec a = 0.5 et x = 3. 
Remarque. Cette relation n'est pas très surprenante car Qi: est la fonction in-
verse de Ar',-,x, c'est-à-dire, 
AW,- ,Q: _ t Q W _ 1 - a e Aw,- ,x - X. 
1 
Pour T > 0 nous avons presque la même relation sauf que nous devons diviser 
Ai ,-,x par T, c 'est-à-dire {Qi:(T ) :=; x} = { ~Ai, -,x 2 a} et Qi:(T) est l 'in-
verse de ~Ai· - , x . 
L'équation (3.2) nous donne un moyen facile de faire la transition entre les fonc-
tions de répartition de Q: (T ) et Ar'·-,x. Nous allons maintenant utiliser (3.2) 
pour prouver l'identité de Dassios. 
Démonstration du Théorème 3.1.1. Nous allons démontrer que, 
Q:(T)~ sup Ws+ inf w;, 
0:5s:5aT 0:5s:5(1- a )T 
en montrant que leurs fonctions de répartition sont égales. Nous allons présenter 
cette démonstration en trois parties. Dans la partie ( i), nous allons démontrer le 
cas où x = O. Même si ce cas est simple, nous l'utiliserons pour illustrer clairement 
des outils qui seront réutilisés dans les parties ( ii) et ( iii) , où x < 0 et x > 0, 
respectivement. 
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Figure 3.3 { Q1;;' -::; x} { A~,- ,x 2:: a} avec x = 3 et a = .5 
4 
X= 3 - --- --- -- - -- - --- ---- - --- --- -- ------
' 
1 
0 .25 .375 .5 .625 . 75 1 s 
a = 0.25 + 0.25 = .5 
A~,- ,x = .75 
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('i) Le cas où x = O. 
Pour commencer, nous allons appliquer (3.2) avec x = 0 pour obtenir, 
Maintenant avec le fait que A~,- ,o P~· 1 - A~,+ ,o, nous avons que, 
r ( A~,- ,o ~ a) = r ( A~·+ ,o ~ 1 - a) . 
D'après la proposition 3.1.1. nous avons que, 
En utilisant (3.1), nous pouvons réécrire cette dernière probabilité comme suit, 
En soustrayant lV1_ 0 des deux côtés nous obtenons, 
et en appliquant la propriété de Markov nous avons que, 
P ( sup Ws - W1-a ~ sup Ws - W1-a ) = P ( sup Ws - W 1-a ~ sup Ws* ) , 
O~s~ l-a 1-a~s~ l O~s~ l -a O~s~a 
où W * = (Wt)t::". 0 est un mouvement brownien avec dérive µqui est indépendant 
de F~0 • 
Maintenant avec la propriété de retournement temporel du mouvement brownien 
nous avons que, 
P ( sup Ws - W1-a ~ sup Ws* ) 
O~s~ l -a O~s~a 
= P ( sup W (1-a)-s - W1-a ~ sup Ws* ) 
O~s~l-a O~s~a 
= P ( sup X s ~ sup Ws* ) , 
O~s~l-a O~s~a 
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où X= (X t)t>o est un mouvement brownien avec dérive( - µ) pour t < 1 - a. 
Par définition, nous avons que, 
Finalement, avec le fait que M:f_°' ~ - m~°' nous avons que, 
et donc, 
qui est le résultat souhaité. 
( ii) Pour x < 0 nous avons que, 
P(Q;;::; x) 
(~) JPl ( A i11,-,x 2 a) 
= JPl (11 TI(Ws:=ô x) ds 2 a) 
= JPl (1: TI(ws:::;x) ds 2 a , T;;i' '.S 1) , car x < 0, 
X 
= E []pl (1: TI(Ws- x:::;o)ds 2 Œ,T;;v '.S l[T;;v)] 
X 
= 11 JPl (11 TI (ws-Wu:=ôO)ds 2 a[T;;v = u) h(u; X, W )du 
Ma,g<ov 11 JPl (1 l-u TI (w;:::;o)dr 2 a) h(u; X, W)du 
= [1 JPl ( A~~- ,o 2 a) h(u; x, W )du, Jo · 
où W * = (Wt)t~o est un mouvement brownien avec dérive µqui est indépendant 
de Fit,,. 
'rx 
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Si 1L 2: 1 - a, ce qui implique que 1 - u s a, alors lP' ( A't--:-,a ~ a) = O. Ce qui 
nous donne que, 
r1 [1- o: 
l a 1P' ( A't--:-,a 2: a) h( u; x, W )du = l a lP' ( A't--: - ,a 2: a) h( u; x, W )du 
= 1
1
-°' lP' ( (1- u) - A't--~+,a;:::: a) h(u; x, W )du , 
car A~,- ,a P~· t - A~,+ ,a pour tout t 2: 0 fixé. 
Donc, 
IP' (Q~ S x) = 1 l-o: lP' ((l- u)-A't--~+,o 2: a) h(u;x ,W) du. 
Maintenant en utilisant la proposition 3.1.1. nous avons que, 
lP' (Q~ S x) = 1 l-o: lP' ((1- u) - A't__:+,a 2: a) h(u; x , W)du 
prop~. l.l. 11 -°' lP' ((1 - u) - (;/~: 2: a) h(u; x, W )du 
= 1l-o: lP' (e~: s 1 - u - a) h(u; x, W)du 
=JE [jp' (e't--:;v S 1 - T:' - Œ, T:' S 1 - Œl~:v)] 
( w· w w ) = jp' (;ll-r;i1 S 1 - Tx - Œ, Tx S 1 - Œ . 
Pour la prochaine étape nous allons utiliser (3.3), avec le fait que, 
(3.3) 
{ e~: s 1 - 'U - Œ} = { sup w· s 2: sup W* s}, (3.4) 
a~s~ l-u- o: 1-u-o:~s~l-u 
voir la figure 3.2 pour une illustration de cette égalité pour une trajectoire fixée. 
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D e  p l u s ,  n o u s  a l l o n s  u t i l i s e r  l a  p r o p r i é t é  d e  M a r k o v ,  c e  q u i  n o u s  d o n n e  q u e ,  
l P  ( Q :  : S  x )  =  l P  (e~:;v : S  1  - T ; i '  - a ,  T ; i '  : S  1  - a)  
( 3 . 4 )  (  )  
=  l P  s u p  W
8
*  ~ s u p  W
8
* ,  T xw  : S  1  - a  
o : : ; s : : ; l - r J ' I '  - Q  1 - r J ' l ' - a e : S s : : ; I - r J ' I '  
Mark~ FortelTll (  W *  >  W *  W  <  1  _  )  
- l i  SU p  r  _  SU p  r ,  T x  _  a  
r J ' V  : S r : S l - a e  1 - a e : S r : : ; I  
=  ] p >  (  s u p  w ;  - W t - Q  ~ s u p  W r *  - W l * - Q ,  T ; i '  : S  1  - a)  
r J ' V  : S r : S l - a e  1 - a e : S r : : ; I  
M a r k o v l T l l  (  W *  W *  >  T X / * *  W  <  1  )  
=  l i  SU p  r  - l - a e  _  SU p  V I  r  ,  T X  _  - Ü  ,  
r J ' V  : : ; r : : ; i - a e  o : : ; r : : ; a e  
o ù  W * *  =  ( W t * ) t : : : : o  e s t  u n  m o u v e m e n t  b r o w n i e n  s t a n d a r d  a v e c  d é r i v e  / t  q u i  e s t  
i n d é p e n d a n t  d e  F~: :  =  Œ  {  W t  :  t  : S  1  - a }  e t  F~ . P a r  d é f i n i t i o n ,  c e t t e  d e r n i è r e  
X  
p r o b a b i l i t é  e s t  é g a l e  à ,  
(  
*  *  w · ·  w  )  
] p >  s u p  w r  - w l - Q  ~ M Q  )  T x  : S  1  - a  
r J ' V : S r : : ; I - a e  
N o u s  a l l o n s  m a i n t e n a n t  d é f i n i r  x ;  c o m m e  W t l - a e ) - r  - W
1
* _ ° '  a l o r s ,  p a r  l a  p r o -
p r i é t é  d e  r e t o u r n e m e n t  t e m p o r e l  d u  m o u v e m e n t  b r o w n i e n ,  x ;  e s t  u n  m o u v e m e n t  
b r o w n i e n  a v e c  d é r i v e  ( - µ )  p o u r  r  : S  1  - a .  A v e c  c e l a ,  n o u s  a v o n s  q u e ,  
l P  ( Q :  : S  x )  =  l P  (  s u p  w ;  - W
1
*_ ° '  ~ M' ; ;  . .  ,  T : r  : S  1  - a)  
r W < r < l - a e  
X  - -
=  l P  (  s u p  ( W t l - a e ) - r  - W i * - a e )  ~ M ' ; ; * * ,  T ; i '  : S  1  - a)  
o : : ; r : : ; ( l - a e ) - r J ' I '  
=  l P  (  s u p  x ;  ~ M ' ; ; * * , T ; i '  : s ;  1 - a)  
O : S r : S ( l - a e ) - r J ' I '  
Mark~FortelTll (  X * _  X *  >  M w • •  W  <  1  _  )  
l i  s u p  s  T w  - Q  ' T x  - a  
r J ' l ' : S s : : ; I - a e  " '  
D o n c ,  
J p >  ( Q :  : s ;  x )  = J E  [J P  (  s u p  x ;  - x ; ; v  ~ M ' ; ; * * , T ; i '  : S  1  - ajT : ) ]  
r J ' V  : S s : : ; I - a  
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Maintenant en utilisant le fait que T;t' ~ T~; nous avons que, 
= ]p> ( . sup x; ~ M':;'** - X,T~: ~ 1 - a) 
T~x ::Os'.:0 1-a 
= ]p> ( sup x.; ~ l'vt;;·· - x, T~; ~ 1 - a) , car (- x) > 0, 
o::;s ::;I-a 
( X * X * ) = ]p> T(MJ;' ** - x) ~ 1- a, T_ x ~ 1 - a 
= ]p> (T(~J;' ** -x) ~ 1- a ) , car (M'::'* - x) > (-x) p.s. , 
= Jp> (M[*a ~ M'::''* - x) 
( W ** X* ) = ]p> Ma - M1_a ~ X . 
Finalement, avec le fait que Mf-a ~ - mf- a, nous avons que, 
ce qui nous donne le résultat souhaité. 
(iii) Pour le cas où x > 0, nous allons utiliser le lemme 3.1.3. et la partie (ii) 
comme suit: 
]p> ( Q: ~ X) lem~ l. 2. ]p> ( - Q{_a ~ X) 
= 1 - ]p> (Q{_a ~ - x) 
(i) ( X * X ) 
= 1 - ]p> M1_a + ma ~ - x , car (- x) < 0, 
( X * X ) = ]p> -Ml-a - ma ~X . 
Avec l'aide des identités , 
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nous avons finalement que, 
Ceci achève la démonstration de l'identité de Dassios. D 
Puisque Q~ (T) peut être représenté comme la somme de deux variables aléatoires 
indépendantes il est possible de trouver la fonction de densité de Q~ (T) par une 
convolution des densités de M-:;' et m~·a: c.-à-d., 
1P (Q;;'(T) E dx) = 1: 1P (M:r E d(x - u)) lP (m(i_a:)T E du) du . 
Pour µ = 0, nous pouvons obtenir la fonction de densité explicite de Q~ (T) avec 
la convolution suivante, 
1P (Q~(T) E dx) = 1: 1P (M:r E d(x - u)) lP (mfi-a:)T E du) du , 
où, 
X > 0, 
X~ 0, 
et, 
X > 0, 
X~ 0. 
Cela nous donne que, 
I' (Q~(T) E dx) ~ { 0 ~ ~v _  u 2 J _ 2_ e - 2 t 2 e 2T ( ! o) dU -oo 7rTa: 7rT(l - a ) ' 
X ~ (x - u)2 V __ ,._2 -J _2_e- u 2 e 2T ( I - o) du 
- oo 7rTa: 7rT(l-a) ' 
X 2:: 0, 
X~ 0. 
Remarque. Si x 2:: 0 alors u E ( -oo, O] car si u > 0 alors lP ( m~-a)T E du) = O. 
Si x~ 0 alors u E (- oo, x] car si u > x alors lP (M:r E d(x - u)) = O. 
La solution de cette convolution est présentée dans le prochain corollaire. 
9 2  
C o r o l l a i r e  3 . 1 . 1 .  ( ? )  P o u r  T  >  0 ,  µ  =  0 ,  e t  0  <  a  <  1 ,  l a  f o n c t i o n  d e  d e n s i t é  
d e  Q~ ( T )  e s t  d o n n é e  p a r ,  
I l '  ( Q Z ( T )  E  d x )  ~ z { J ; e- ; ;  (  1  - < ! >  (  x J 1  ; ; / ) )  d x ,  
p o u r  x  ~ 0 ,  e t ,  
J P  (  Q~(T) E  d x )  =  2{f;e-~~ < P  (  x v  ( l  _ a a ) T )  d x ,  
p o u r  x  ~ O . 
V o i r  l e s  f i g u r e s  3 . 4  e t  3 . 5  p o u r  u n e  i l l u s t r a t i o n  d e  c e t t e  d e n s i t é  p a r  r a p p o r t  a u x  
d e n s i t é s  d e  M ' { '  e t  m~· . C o m m e  p r é v u ,  c e t t e  d e n s i t é  c o n v e r g e  v e r s  l a  d e n s i t é  d e  
M ' { '  q u a n d  a  - - +  1  e t  c e t t e  d e n s i t é  c o n v e r g e  v e r s  l a  d e n s i t é  d e  m~ q u a n d  a  - - +  O .  
3 . 2  T e m p s  d e  p a s s a g e  d e s  a - q u a n t i l e s  
D a n s  c e t t e  s e c t i o n ,  n o u s  a l l o n s  p r é s e n t e r  l e s  r é s u l t a t s  d e  D a s s i o s  ( 2 0 0 5 )  s u r  l e s  
t e m p s  d ' a t t e i n t e  d e s  a - q u a n t i l e s  d u  m o u v e m e n t  b r o w n i e n .  N o u s  a l l o n s  c o m m e n c e r  
p a r  d é f i n i r  l a  p r e m i è r e  e t  d e r n i è r e  f o i s  q u e  l e  m o u v e m e n t  b r o w n i e n  a t t e i n t  u n  a -
q u a n t i l e .  E n s u i t e ,  n o u s  a l l o n s  p r é s e n t e r  l a  d é r i v a t i o n  d e  l a  l o i  d e  l a  p r e m i è r e  f o i s  
q u e  l e  m o u v e m e n t  b r o w n i e n  a t t e i n t  u n  a - q u a n t i l e .  C e t t e  l o i  e s t ,  é t o n n a m m e n t ,  
t r è s  p r o c h e  d ' u n e  l o i  d e  l ' a r c - s i n u s .  E n f i n ,  n o u s  p r é s e n t e r o n s  l a  d é r i v a t i o n  d e  l a  l o i  
c o n j o i n t e  d e  l a  p r e m i è r e  e t  d e r n i è r e  f o i s  q u e  l e  m o u v e m e n t  b r o w n i e n  a t t e i n t  u n  
a - q u a n t i l e ,  l a  v a l e u r  d e  l ' a - q u a n t i l e  e t  l a  v a l e u r  f i n a l e  d u  m o u v e m e n t  b r o w n i e n  
d a n s  l ' i n t e r v a l l e  [ O,  T ] .  
D é f i n i t i o n  3 . 2 . 1 .  S o i t  Y  =  ( Y f ) t : : : : o  u n  p r o c e s s u s  s t o c h a s t i q u e .  L a  p r e m i è r e  f o i s  
q u e  Y  a t t e i n t  l ' a - q u a n t i l e  Q r  ( T ) ,  p o u r  0  < a  <  1  e t  T  ~ 0 ,  e s t  d é f i n i e  c o m m e ,  
r/; _  ( T )  : =  i n f  {  s  E  [ O,  T ]  :  Y s  =  Q~ ( T ) }  ,  
'G> 
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Figure 3.5 Les fonction de densité de mf et Q~ pour différents a 
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Figure 3.6 TJ':: (T ) et ç';' (T ) avec a = . 75 et T = 4 
Qlf5 ( 4) = 3 -1----1----\------
0 / 1.5 
TJ%(4) = 1.5 
2 2 .5 3 3.5 4 s 
""' 
Ç%(4) = 2.5 
et la dernière fois que Y atteint l'a -quantile Q 0 (T ) est définie comme, 
ç;; (T ) := sup { s E [O, T] : Y;; = Q~ (T )} . 
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Ces deux temps de passage sont illustrés dans la figure 3.6. Pour la simplicité, 
nous avons utilisé une trajectoire "irréaliste". 
3.2.1 Les lois de TJ~(T) et Ç~ (T) 
Dans cette section, nous allons commencer par trouver la loi conjointe de 
( Q~ (T ), TJ~ (T )) . 
Ensuite, nous allons utiliser cette loi conjointe pour trouver la loi de TJ~ (T ). Pour 
simplifier la notation, sans perte de généralité, pour tous les résultats de cette sec-
tion, nous allons fixer T = 1 avec TJ~ := TJ~( l ) , Ç~ := Ç~( l) et Q~ := Q~( l ) . Avant 
de présenter le premier théorème de cette section nous allons présenter quelques 
lemmes et propositions qui seront utilisés dans la démonstration du théorème. 
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Lemme 3.2.1. (?) Pour 0 < a < 1, 
Q-B P~· -QB a 1-a · 
D émonstration. Nous allons commencer avec la définition de -Qf_a · 
-Qf_a := - inf {X : 11 TI( Bs<x)ds > 1 - Cl:' } = sup { - x : 11 TI (Bs<x) ds > 1 - Cl:' } 
= sup { -x : 1 - 11 TI (Bs<x) ds < Cl:' } = sup { -x : 11 TI (Bs>x) ds < Cl:' } 
(y:=-x) { 11 } { 11 } = sup - x : 0 TI(- B. <- x) ds < Cl:' = sup y: 0 TI (-B.<y) ds <Cl:' 
= inf {y: fo1 TI(- B. <y)ds >a} = Q;; 8 
Avec le Lemme 3.2.1. nous pouvons démontrer le prochain lemme. 
Lemme 3.2.2. {?) Pour 0 < a < 1, 
et, 
D émonstration. (i) Nous allons commencer avec r(;: 8 . 
'f/;; 8 := inf {t : - Bt = Q;;8 } 
LemJ·2·1. inf { t : Bt = Qf _a } 
- -B 
= T/1 - a · 
D 
(ü) Nous allons commencer avec (; 8 . 
(; 8 := sup { t: - Bt = Q~8 } 
Lem~.2 . 1. {t . B _ QB } 
- sup · t - 1-a 
- ç-B 
= '>1-a · 
Lemme 3.2.3. {?)Pour c ~ 0 et 0 < u <a< 1, 
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D 
IP' ( [1 - u TI(Bs:Sc)ds < a -u) = 1P' ( sup B s > sup 8 8 , sup B s > c) . Jo O<s<a-u a- u<s<l -u O<s<a-u 
-- -- --
Démonstration. Nous allons commencer en conditionnant sur Tc := inf{s > 0 
Bs = c}, 
IP' (1l-u TI (Bs:Sc) dS < a -u) 
= lE [IP' (1l-u TI (Bs:Sc) ds < a - UITc)] 
= 1
00 
IP' (1l-u TI(Bs:Sc)dS < a - 'U) IP' (Tc E dr) 
= 1 a-u IP' (1l-u TI(Bs:Sc)dS < a - u) IP' (Tc E dr) , 
car si r~ a - u, alors 1P' (f01- uTI(B.:Sc) ds < a - u) = O. 
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Maintenant nous avons que : 
1P' (1 l-u Il(Bs:S:c) dS < O' - 'U ) 
= 1 °'-u JPl (1 l-u Il(Bs:S:c)dS < O' - 'U ) JPl (Tc E dr) 
= 1 °'-u 1P' ( 1r lI(B.:S:c)dS + l l-u Il(Bs:S:c)dS < O' - 'U) 1P' (Tc E dr) 
= 1 0<-u )pl ( r + 1 l-u lI(Bs:S:c) dS < O' - u) )pl (Tc E dr )) car c ~ 0 
= 1 0<-U JID (l l-u lI(Bs-Br:S:O)ds < O' - u - r ) )pl (Tc E dr) 
Magwv 1 °'-u )pl (11-u- r lI(s;::;o)dS < O' - U - r ) )pl (Tc E dr) 
= 1 °'-u 1P' ( Af~~~~ < O' - U - r ) 1P' (Tc E dr) , 
où B* = (B;)c;,,_ 0 est un mouvement brownien standard qui est indépendant de 
Maintenant avec la proposition 3.1.1. nous avons que : 
)pl (11-u Il(Bs:S:c)dS < O' - U) 
= 1 °'-u 1P' ( Af~~~~ < O' - u - r) 1P' (Tc E dr) 
= fo·a-u 1P' ( Af~~~~ < O' - u - r) lP' (Tc E dr) 
prop~. l.1· 1 0<-u TTD (fJB* - - ) TTD ( d ) 
- j[" 1- u-r < O' u r j[" Tc E r 
0 
1
0<-U ( ) 
= JPl sup B; > sup B; IP'(Tc E dr). 
O O:S:s :S:a-u-r a-u-r:S:s:S:l-u-r 
Voir la figure 3.2 pour une illustration de l'égalité des ensembles dans la dernière 
étape pour une traj ectoire fixée. 
Donc, 
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10< - U ( ) = lP' sup B; > sup B ; lP'(Tc Edr). O 05 s5a-u-r a-u-r5s51-u-r 
Maintenant avec la propriété de Markov nous avons que : 
1 0<-u lP' Css~~~u-r B; > a-u-r~~~l-u-r B;) lP' (Tc E dr) 
M~ov r a-u lP' ( sup Bs - Br > sup Bs - Br) lP' (Tc E dr) la r5s5a-u o:- u5s5 1-u 
= 1 °'- u lP' c5~~~-u Bs > a-u~~~l-u B s) lP' (Tc E dr) 
= lP' ( sup B 1 > sup B1 , Tc < a - 'U) 
Tc5s5a- u a-u5s51-u 
= lP' ( sup B1 > sup B1 , Tc < a -u) , car c ~ 0, 
05s5a-u a-u5s5 1- u 
= lP' ( sup B1 > sup B1 , .sup B1 > c) , 
05s5a- u a-u5s5 1-u 05 s5a-u 
Donc, 
lP' ( {ol-u Il(Bs5c) ds < a -u) = IP' ( sup B 1 > sup B1 , sup B s > c) . ln 05s5a- u a- u5s5 1- u 05s5 fr - u 
D 
Proposition 3.2.1. (?) Pour 0 < u < a < 1 et b ~ 0, 
lP' (Q~ > M!j , M!j > b) = IP' (u < ef < a , M!j > b). 
Démonstration. En utilisant (3.2) nous avons que, 
]p> (QB > ]\/ B M B > b) (~) ]p> (A B,-,M,f < a M B > b) 
a u > u 1 ' u 
et puisque, 
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nous avons que, 
Ce qui nous donne que : 
1P' ( Q~ > M/;, M/; > b) = 1P' (11 ll(Bs ~ M!) ds < Œ - U , M/; > b) 
= 1P' (11 JI(Bs-Bu~M! -Bu) ds < Œ - U , M/; > b) 
M~ov 1P' (1l-u ll(B;~M!-B,,) ds < Œ - 'U, M/; > b) , 
où B* = (B;)t?.D est un mouvement brownien standard qui est indépendant de 
F/; := ü{ Bt : t ::; u }. En conditionnant sur F/; et en définissant Cu := M/;- Bu 2: 
0 nous avons que, 
IP' ( Q~ > M~ , M~ > b) = JE [IP' (1l-u ll(B; ~c ... ) d s < Œ - u, M/; > blF/;)] . 
(3.5) 
Maintenant , en appliquant le lemme 3.2.3. avec c = Cu nous avons que, 
IP' (Q~ > M/; , M/; > b) 
= JE [IP' ( sup B; > sup s;, sup B; > c, M/; > blF!: )] . 
O~s~a-u a-u~s~ l -u O~s~a-u 
Avec la définition de c et la propriété de Markov cette dernière espérance est égale 
à, 
IP' ( sup Bs > sup Bs, sup Bs > M/;, M/; > b) = JPl (u < ef < Œ, M/; > b) , 
U~S~Q Q~S~l 'U~S~Q 
car 
Figure 3. 7 L'équation (3.6) pour une trajectoire fixée. 
sup Bs 
uS•S<> 
sup B s 
<>SsS l 
1 
1 
........ . ..... . .. . ............ . ......... l. . 
u s 
Une illustration de (3.6) pour une trajectoire fixé est donné dans la figure 3. 7. 
Donc, 
lfD ( Q~ > b, Mfj > b) = lfD ('u < Bf < a, Mfj > b) 
Proposition 3.2.2. {?) Pour 0 < u < a < 1 et b 2'.: 0, 
lfD ( Q~ > b, b > Mfj) = lfD (u < ef < a, sup Es > b, b > Mf! ) . 
u:<;s:<; a 
La preuve de la proposition 3.2.2. peu être trouvée dans l'annexe C.1.2. 
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Nous sommes maintenant prêts à présenter le théorème principal de cette section. 
Théorème 3.2.1. {?) Soit 0 < a < 1, 
(i) pour b ~ 0, 
lfD ( Q~ E db , r;~ E du) = lfD (Mf E db , Bf E du) · TI(o<u<a), 
(ii) pour b < 0, 
lfD ( Q~ E db , r;~ E du) = lfD ( Mf E dlbl , Bf E du) · TI(o< u<(l-<>)). 
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Figure 3.8 { 17~ > u} = { Q~ > M/l} avec u = .25 et a= .75 
M8 =2 u 
1 
0 .25 .375 .5 .625. 75 
t t 
'U 1]~ 
1 s 
Avant de commencer la démonstration nous devons présenter la relation impor-
tante suivante, 
{11~ > ·u} = {Q~ > M/!} . (3.7) 
Cette relation est illustrée avec une trajectoire fixée dans la figure 3.6. Pour sim-
plifier, nous avons utilisé une trajectoire "irréaliste". 
Démonstration. (i) Avec l'équation (3.7) nous avons que, 
B B ) (3.7) ( B B B ) JP'(Qa > b, 1Ja > U = lP' Qa > b, Qa >Mu 
= lP' ( Q~ > M!] , M!] > b) + lP' ( Q~ > b, b > M/!) . (3.8) 
Avec les propositions 3.2.1. et 3.2.2. nous avons que , 
Donc, 
JPl ( Q~ > b, 77~ > u) = JPl ( u < Bf < Œ, M:! > b) 
+ IP ( u < ef <a, u~~~a Bs > b, b > M:! ) 
= JPl (u < ef < a , sup Bs > b) 
u::;s::;a 
= IP ( u < Bf < Œ, M f > b) . 
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JPl (Q~ E db , 77~ E du)= JPl (e f E du , Mf E db) Il(o<u<a) , (3.9) 
ce qui achève la démonstration de ( i) . 
(i'i) Avec les lemmes 3.2.1. et 3.2.2. nous avons que, 
IP (Q~ < b, 77~ > u) = IP (Q~8 < b, 77~ 8 > u) 
Lem_l.2.1 TTll (-QB b - B ) 
- ir 1-a < ' 77a > U 
Lem_l .2.2 TTll (QB -b B ) 
- IL 1-a > > 771 - a > U 
et avec ( i) ceci implique que, 
IP ( Q~ < b, 77~ > u) = IP (Mf > lbl, u < ef < 1 - a) , 
qui mène au résultat souhaité, 
IP(Q~ E db , 77~ E du) =W>(Mf E dlbl,Bf E du)IT(o<u< l-a) · 
D 
La raison pour laquelle nous voulions exprimer la loi de ( Q~, 77~) en termes de 
la loi de ( M .[3 , ef) est parce que la loi de ( M .[3, ef) est bien connue et elle est 
présentée à la proposition 3.2.3. : 
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Proposition 3.2.3. (?) Pour b 2". 0 et 0 ~ 'U ~ 1, 
b - b2 
lP' (Mf E db , ef E du) = e2U dbdu. 7rJu3 (1 - u) 
Maintenant , avec le théorème 3.2.1. nous pouvons facilement t rouver la forme 
explicite de lP' ( Q~ E db , 'r/~ E du) qui sera présentée dans le corollaire suivant . 
Corollaire 3.2.1. (?) Pour 0 <a < 1 et 0 < u < 1, 
B B lbl _ 12_ 
lP' (Q°' E db, 'r!a E du) = e 2" · [II(b>O u<a) + II(b<O u<l -a) ]dbdu. 7rJu3 (1 - u) ' - ' -
Ce résultat peut être facilement démontré en utilisant le théorème 3.2.1. et la 
proposit ion 3.3.3. Avec le théorème 3.2.1. il est aussi possible d'obtenir une autre 
représentation de la loi de Q~ (T) . 
Corollaire 3.2.2. (?) Pour 0 < a < 1, 
lP' ( Q~ E db) = lP' (Mf E db, 0 ~ ef ~ a) ll(b>o)+lP' (Mf E dlbl, 0 ~ ef ~ 1 - a) ll(b<ü) · 
En intégrant la fonction de densité dans le corollaire 3.2.1. nous pouvons trouver 
la densité de 'r/~ . Comme nous le verrons dans le prochain corollaire, cette densité 
est t rès proche d 'une loi de l'arc-sinus, ce qui est assez étonnant. 
Rappel 3.2.1. Si X suit une loi de l'arc-sinus alors, pour 0 < u < 1, 
1 
lP' (X E du) = du. 
7rJu( l - u) 
Corollaire 3.2.3. (?) Pour 0 < a < 1 et 0 < u < 1, 
lP'( rJ~ E du) = II(u<a) + ll (u<l-a) du. 
nJu( l - u) 
Nous savions déjà que la première (ou dernière) fois qu'un mouvement brownien 
atteint son maximum (Mj! ou Qf (T )) suit une loi de l'arc-sinus. Nous savons 
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maintenant que la première (ou dernière) fois qu'un mouvement brownien atteint 
n 'importe quel a -quantile suit une loi de l'arc-sinus qui est légèrement modifiée. 
En appliquant le théorème 1.1.1. , nous avons que le corollaire 3.2.3. est équivalent 
à, 
'IP( 77~ E d'U) = 'IP ( A f'+ ,o E d'U ) [licu<a) + lI(u<l - a) ] , 
et, en appliquant la proposition 3.2.1., nous avons que le corollaire 3.2.3. est aussi 
équivalent à, 
Avec la densité de 77! nous pouvons facilement dériver la densité de çg avec le 
lemme suivant . 
Lemme 3.2.4. {?)Pour 0 <a< 1, 
ç~ ~ 1 - 77~ 
La démonstration peut être trouvée dans l'annexe C.1.3. 
Remarque. (concernant la figure 3. 7) On voit bien que lorsque a = 1 la fonction 
de densité de 77! est la même que la fonction de densité d'une loi de l'arc-sinus 
c'est-à-dire pour a = 1 la figure 3. 7 est la même que la figure 1. 2. Cela ne devrait 
pas être surprenant car lorsque a = 1, M f = Q1 et donc 77! = Bf . Lorsque u 
est plus grand que a, la fonction de densité de 77! est toujours égale à zéro. Cela 
ressort clairement de la définition de 77! . Disons que a = 0.5, la première fois que 
le processus atteint la valeur à laquelle il sera inférieur 50% du temps ne peut pas 
être après O. 5. 
Dans cette section nous allons présenter la dérivation de la loi conjointe de 
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Figure 3.9 La densité de T/B c.-à-d. J(u) = H(u<o)+H<,.< 1 - 0 > 
C< ?r-Ju(l-u) 
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telle qu'obtenue par Dassios (2005). Nous allons commencer par présenter une 
définition afin de simplifier la notation. Ensuite nous allons présenter quelques 
lemmes et deux propositions qui sont essentielles pour démontrer le théorème 
principal de la section, la loi conjointe de ( rJ~, Ç~, Q~, B1). 
Définition 3.2.2. Pour 0 < v < t et a = ~ , 
g(b, a; v, t)dbda := JID ( Qf (t) E db , Bt E da). 
Maintenant, notre objectif est de calculer g(O , O; v, t), qui est la densité conjointe de 
( Qf (t) , Bt) évaluée en (0, 0), parce que g(O, O; v, t) est ce dont nous aurons besoin 
pour la dérivation de la loi conjointe de ( rJ~, Ç!, Q~, B1). Nous allons commencer 
en calculant g(b , a, v, t) et pour cela nous aurons besoin des deux lemmes suivants. 
Lemme 3.2.5. (?)Pour 0 < v < t et a=~' 
g(b , a; v, t) est la fonction de densité de (M/;,, + mfi~a)t> Bat+ B(i- a)t) , 
Ce lemme peut être facilement démontré en appliquant le théorème 3.1.1 (l'identité 
de Dassios). 
Lemme 3.2.6. (?) Pour x, y 2: 0, 
( B B 2(y+x) ( (y+x)
2 ) JID Mt E dy , Mt - Bt E dx) = ../'fii3 exp - dydx. 
27ft3 2t 
Démonstration. En utilisant le résultat bien connu suivant, voir ? , 
8 2(2b - a) ( (2b - a) 2 ) 
JID (Mt E db , Bt E da) = ../2ii3 exp .IT(b>O b>a) dbda , 27ft3 2t - , -
avec le changement de variable b 
souhaité. 
y et a = y - x nous obtenons le résultat 
D 
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Nous sommes maintenant prêts à calculer g(O, 0, v, t) . 
Lemme 3.2.7. (?)Pour 0 < v < t et a= 'f, 
4jv(t - v) 
g(O,O;v,t) = 2 . 7rt 
Démonstration. Pour commencer, nous allons utiliser le lemme 3.2.5. et le fait 
que, 
B* p.s. M-B* d J\ JB* 
m(l- o)t = - (1 - o)t = - (1-o)t' 
ce qui nous donne que, 
g(O, O; v, t) Iem~2 · 5 · JP> ( Mft+mfi~f)t E d(O), Bft + B(1-f)t E d(O)) 
= JP> ( Mft-M(~~~)t E d(O), B ft + B(l-f )t E d(ü)) 
= JP> ( Mft-M(~~flt E d(O), B ft - B(l- f)t E d(o)) 
= 1= 1~ JP> ( M ft E db , B ft E da) JP> ( M8~f)t E db , B; E da) . 
Avec le changement de variable y = b, x = b - a et le lemme 3.2.6. nous avons 
que , 
g(O, O; V, t ) 
= 1= 1= JP> (Mft E dy , Mft - B ft E dx ) 
( B * B * * ) · JP> M(l-f )t E dy , M(l-f )t - B(l- f )t E dx 
Iem.3.3.6 100 100 2(y+x) ( (y+x) 2 ) 2(y+ x ) ( (y+x) 2 ) d d 
= exp - exp - y x . 
0 0 v'27fV3 2v j 27r(t - v)3 2(t - v) 
En résolvant cette intégrale, ce qui est long et fastidieux mais facile , nous obtenons 
le résultat souhaité : 
4Jv(t - v) 
g(O,O;v, t) = 7rt2 . 
D 
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Figure 3.10 { T! E du , TY8 E dv , Ml E dz , Bt E dw } , 0 < x < z , w < y < z et 
x> y 
z --------------------
X ----------------
1 
1 
y ------------- -- ~ ----------
' 
1 
W --- --- - ---- ---- ~ --------- - L ------
1 
u V t s 
Maintenant que nous avons calculé g(O, O; v, t), nous devons présenter deux autres 
propositions avant de présenter le théorème principal de cette section. 
Définition 3.2.3. La dernière fois que B atteint y E IR dans l'intervalle [O, t] est 
définie comme, 
r: (t) := sup { s :::; t : Bs = y}. 
Proposition 3.2.4. {?)Pour 0 < x < z, w <y < z et u, v < t, où t > 0 est fixé, 
= h(u; x, B)h(t - v; y - w, B)lP (M:;3_u E d(z - y) , Bv-u E d(x - y)). 
Une illustration de l'événement { T! E du , T:3(t) E dv , Ml E dz, Bt E dw} pour 
une trajectoire fixée est présentée dans la figure 3.8. 
Remarque. Toutes les illustrations sont fait es pour le cas où x > y. Le cas où 
x < y peut être fait d'une manière similaire. 
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Démonstration. Pour 0 < x < z, w < y < z , et un t > 0 fixé, 
JP> (T: E du, T:(t) E dv, Mt8 E dz, Bt E dw) 
= JP> ( T: E du, sup{ s :::; t : Bs = y} E dv, sup Bs E dz, Bt E dw) 
o::;s:=;t 
= 1 t JP> ( sup{s:::; t: Bs = y} E dv, sup Bs E dz, Bt E dwlT: E du) JP> (T: E du) 
0 o::;s :=;t 
= 1 t JP> ( su p { s :::; t : B s - x = y - x} E dv, su p B s - x E d ( z - x ) , 
0 o:=;s::;t 
Bt - x E d(w - x) IT: E du) · JP> (T: E d'u) 
= 1 t JP> ( sup{s:::; t : Bs - Bu = y- x} E dv , sup (Bs - Bu) E d (z - x), 
0 o::;s:=;t 
Bt - Bu E d( w - X) 1 T: E du) · JP> ( T: E du) 
Magov 1 t JP> ( sup{ s :::; t - u : B; = y- x} E dv, sup B; E d( z - x), 
O O:Ss'.St- u 
B;_u E d(w - x) IT: E du) · JP> (T: E du) , 
où B* = ( B;)t?.O est un mouvement brownien standard qui est indépendant de 
F!j . Maintenant , par définition, cette dernière intégrale est égale à , 
( B* B * * B ) JP> Ty-x (t - u) E d(v - u) , Mt- u E d( z - x ), Bt- u E d(w - x ), Tx E du , 
et avec l'indépendance de B et B* nous avons que cette probabilité est égale à , 
( B * B* * ) ( B ) JP> Ty-x(t - u) E d(v - u) , Mt- u E d(z - x), Bt- u E d(w - x) JP> Tx E du . 
donc, 
JP> ( T: E du, TY8 (t) E dv, Mt8 E dz, Bt E dw) 
( B* B* * ) ( B ) = JP> Ty-x (t - u) E d(v - u) , Mt-u E d( z - x), Bt-u E d(w - x ) JP> Tx E du . 
(3.10) 
Une illustration de l'événement 
{ B * B* * } Ty-x(t - u) E d(v - u), Mt-u E d(z - x) , Bt-u E d(w - x) 
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pour une trajectoire fixée est présentée dans la figure 3.9. Notons que la figure 3.9 
est la figure 3.8 "coupée" à x = u avec la propriété de Markov. 
Maintenant, par définition, (3.10) peut être écrite comme, 
IP' (T: E du, Ty8(t) E dv , Mt8 E dz, Bt E dw) 
= IP' ( sup{s ~ t - u: B; =y - x} E dv, sup E; E d (z - x) , B;_u E d(w - :r) ) 
o::;s::; t- u 
d Avec la renversement de temps E; = B;_u-s - B;_u nous avons que : 
IP' (T: E du, T:(t) E dv , Mt8 E dz, Et E dw) 
= IP' ( sup{ s ~ t - u: E;_u-s - E;_u =y- .'r} E d(v - u) , 
sup (Et . .:u-s - E;_u ) E d(z - x) , - E;_u E d(w - x)) IP' (T: E du) . O'Ss'St-u 
Nous savons que - E;_u E d( w - x) alors nous pouvons réécrire cette dernière 
probabilité comme, 
IP' ( sup{s ~ t - u : E;_u-s = y - w} E d(v - u), 
sup E;_u-s E d (z - w) , -E;_u E d(w - x) ) IP' (T: E du) 
o::;s::;t-u 
= IP' ( inf { s ;:: 0 : E; = y - w} E d( l - v), 
sup E; E d (z -w) , E;_u E d(x - w) ) IP' (T: E du) 
o::;s ::; t- u 
- ( B * B * * ) ( B ) 
= = 1P' Ty - w E d(t - v) , Mt-u Ed (z - w) , Et- u E d(x - w) IP' Tx E du . 
Donc, 
IP' (T: E du, Ty8(t) E dv , Mt8 E dz, Et E dw) 
( B * B * * ) ( B ) = 1P' Ty- w E d(t - v), Mt- u Ed (z - w) , Et-u E d(x - w) IP' Tx E du . 
(3.11) 
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Figure 3.11 {Ty8_*x E d(v - u) , M/3__~ Ed (z - x) , B;_u E d(w - x) } , 0 < x < z , 
W < y < Z et X > y 
B* s 
z - x 
v-u t - u 
s 
y - x 
w - x 
Une illustration de l'événement { T:3_*w E d(t - v), M/!_~ Ed (z - w) , B;_u E d(x - w) } 
pour une trajectoire fixée est présentée dans la figure 3.10. Notons que la figure 
3.10 est la figure 3.9 en partant du point (t - u, w - x) avec le temps inversé. 
Pour terminer la preuve, nous allons suivre la même logique que nous venons tout 
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Figure 3.12 { T::_w E d(t - v) , M/! ___ ~ Ed (z - w) , B;_u E d(x - w) } , 0 <X< z, 
W < y < Z et X> y 
B* 
s 
z -w ----------------------------------------
x - w ---- ---- ------ ------------
y- w 
t - v t - u s 
juste d 'ut iliser. Avec l'équation (3.11) et la propriété de Markov nous avons que, 
IP' (T;1 E du, TY8 (1;) E dv , Mt8 E dz, Bt E dw ) 
= ]p> (T::_w E d(l - v), M/3_: E d(z - w) , B;_u Ed(.& - w) ) lP (T: E du ) 
= ( -u ]p> ( sup B; E d (z - w), B;_u E d(x - w)JT::_w E d(t - v) ) ]p> (T::_w E d(t - v) ) 
JO O:Ss:St-u 
· ]p> ( T: E du) 
= ( - u ]p> ( sup B; - B;_v E d (z - w - (y - w)), B;_u - B;_v E d(x - W - (y - w)) 
J 0 O:Ss:St-u 
IT::_w E d(l -v) ) IP (T::_w E d(l - v)) · IP' (T;1 E du ) 
M~ov ( -u ]p> ( sup B;* E d(z - y), B~:_u E d(x - y)IT::_w E d(t - v) ) IP' (T::_w E d(t - v) ) 
Jo O:Ss:Sv- u 
· ]p> ( T: E du) , 
où B** = (B;*)t>o est un mouvement brownien standard qui est indépendant de 
F/3. ___ : et F[j. Maintenant , par définition, cette dernière intégrale est égale à , 
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et avec l'indépendance de B* et B** nous avons que cette probabilité est égale à, 
( B** ** ) ( B* ) ( B ) IP' Mv-u E d(z - y), Bv- u E d(x - y) IP' Ty-w E d(t - v) IP' Tx E du ) 
ce qui nous donne le résultat souhaité. 
Proposition 3.2.5. (? ) Soit (B;)t~o := (Bt+o - Ba ) t~o, où 0 <a< 1, 
'DB· - ME B * ou Q .- Q + m(l - o)' 
V08 := inf { s 2 0 : Bs = D~ } TI(Dg~o) + inf { s 2 0 : B; = D~ } TI(D&1 'S O) > et 
U! := (1 - a+ sup { s::::; a : Bs = D~ - B~-Q} ) TI(D&1~Ba+B!-al 
+ (a+ sup { s :S: 1 - a : B; = D~ - Ba}) TI(D&1 -S Ba +Bi-a)· 
D 
Nous sommes maintenant prêts à présenter le résultat principal de cette section 
c'est-à-dire la loi conjointe de ( rJ~ , Ç~ , Q~, B 1). 
Théorème 3.2.2. (?) Pour 0 < a < 1, 0 < u < 1 et 0 < v < 1, 
IP' (rJ~ E du , f,~ E dv , Q~ E db , B1 E da) = 
2lbllb - al ( b2 (b-a)2 ) d d dbd 
------;:==== exp - - - u v ax 
7r2 (v - u)2Ju3(1 - v)3 2u 2(1 - v) 
J [v - u - (1 - a)]( l - a) · TI(u+(l-o)<v<l)> b > 0, b >a, 
J(a - u)(v - a) · TI(O<u <o<v<l) , b > 0, b <a, 
J(v - u - a)a · TI(u+o<v< l )> b < 0, b > a, 
J (l - a - u)[v - (1 - a) ] · TI(O<u< l - o<v<l ), b < 0, b <a. 
Démonstration. Nous allons séparer cette preuve en quatre parties, une pour 
chaque région de la fonction. 
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(i) (b > 0, b > a) 
Pour commencer nous allons appliquer la proposition 3.2.5. qui nous donne que, 
IfD (77~ E d'u, E,~ E dv, Q~ E db , B1 E da) 
= IfD (V! E du , Ut_ E dv, D~ E db , Ba+ B;_a E da) . (3 .12) 
Par la définition de V! et U /! nous avons que, 
b > 0 implique que V!= inf { s ~ 0: Bs = D~} , (3.13) 
et 
b >a implique que ut_= (1 - a+ sup { s:::; a : Bs = D~ - B;_a }) . (3.14) 
En insérant (3.13) et (3.14) dans (3.12) nous avons que, 
IP'(77~ E du, E,~ E dv , Q~ E db , B1 E da) 
= lP'( inf { s ~ 0: Bs = D~ } E du , [1 - a+ sup { s:::; a : Bs = D~ - s;_a } J E dv , 
D~ E db , Ba + B;_a E da) 
= lP' ( inf {s ~ 0: Bs = b} E du , sup { s :Sa : Bs = b - B;_a } E d(v - (1 - a)), 
D~ E db , Ba E d(a - B;_a)) 
= IP' (Tb8 E du , T(b-Br_.,) (a) E d(v - (1 - a)) , Mt_ E d(b - mf~a ) , Ba E d(a - B;_a)) 
Pour terminer la preuve de ( i) nous allons utiliser la proposition 3.2.4. avec x = b, 
u = u, y= b - B{_a, t = a, v = v - (1 - a) , z = b - mf~a ' et w =a - B;_a , ce 
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qui nous donne le résultat souhaité : 
IP' (77~ E du , Ç~ E dv, Q~ E db , B1 E da) 
= JP' (Tt3 E du) ]pi (T{3_a E d(l - v) ) 
· IP' (M(~-u)-(1-a) E d(Bî- a - mf~a), B(v-u)-(1- a) E d( B~_a) ) 
= JP' (Tt3 E du) ]pi (Tb1:._a E d(l - v) ) 
· IP' ( sup Bs + inf (B; - Bî- cx ) E d(O), B (v- u)-(1-cx) - Bî- ex E d(O )) . 
o::;s::;(v-u)-(1-cx) 0'.S s::;l-a 
Avec le fait que B* ~ - B* cette dernière probabilité est égale à , 
= JP' (Tt3 E du) JP' (Tb1:._a E d(l - v) ) 
· IP' ( sup Bs + inf (Bî- a - B;) E d(O ), B(v-u)-(1- ex) + Bî- a E d(O)) O:Ss:S (v - u)-(1- cx) O'.S s::;l - ex 
= JP' (Tt3 E du) JP' (Tb1:._a E d(l - v) ) 
· IP' ( sup Bs + inf B1-a- s E d(O), B(v -u)- (1-a) + Bî-cx E d(O)) 
o::;s :=; (v- u)- (1- cx) 0'.S s::;l-a 
= ]pi (Tt3 E du) ]pi (Tb1:..a E d(l - v) ) 
· IP' (M(~-u) - ( 1 - a) + mf~a E d(O ), B(v-u) - (1 -a) + B î- a E d(ü)) . 
Maintenant avec le lemme 3.2.5. nous avons que, 
IP' (77~ E du , {,~ E dv, Q~ E db , B1 E da) 
= h(u ; b, B )h(l - v; b - a, B )g(O, O; (v - u) - (1 - a), (v - u)) TI(u>O,u+ l-a<v<l), 
où les fonctions h et g sont données dans la proposition 1.2.1. et le lemme 3.2.7. 
respectivement. 
(ii) (b > O,b < a) 
Pour commencer nous allons encore une fois utiliser la proposition 3.2.5., ce qui 
1 1 7  
n o u s  d o n n e  q u e ,  
l P '  (77~ E  d ' U ,  Ç~ E  d v ,  Q~ E  d b ,  B
1  
E  d a )  
=  l P '  ( V !  E  d ' U ,  u : _  E  d v ,  D~ E  d b ,  B a +  B~-a E  d a ) .  
( 3 . 1 5 )  
P a r  l a  d é f i n i t i o n  d e  V !  e t  u : _  n o u s  a v o n s  q u e ,  
b  >  0  i m p l i q u e  q u e  V ! =  i n f  { s  2 :  0 :  B s  =  D~} , 
( 3 . 1 6 )  
e t  
b  <  a  i m p l i q u e  q u e  U  : _  =  ( a  +  s u p  {  s  : : ;  1  - a  :  B ;  =  D~ - Ba } )  .  
M a i n t e n a n t  n o u s  a l l o n s  i n t r o d u i r e  l e  m o v e m e n t  b r o w n i e n  a v e c  t e m p s  i n v e r s é  B s  =  
B î - a - s  - B î - a ·  C e l a  n o u s  d o n n e  q u e ,  
u : _  =  ( a +  s u p  {  s : : ;  1  - a :  B ;  =  D~ - B a } )  
=  ( a +  s u p  { s : : ;  1  - a :  B ;  =  s u p  B s  +  i n f  B ;  - Ba } )  
O~s~a O~s~l-a 
( 3 . 1 7 )  
=  1  - i n f  { s  2 :  0 :  B s  =  s u p  B s  +  i n f  B s  - Ba } .  
O~s~a O~s~l-a 
( 3 . 1 8 )  
V o i r  l a  f i g u r e  3 . 1 1  p o u r  u n e  i l l u s t r a t i o n  d e  l a  t r a n s i t i o n  d e  ( 3 . 1 7 )  à  ( 3 . 1 8 ) .  
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Figure 3.13 La transition de (3.17) à (3.18). 
B* s 
Co. - - - - - - -
•a 
~ 1- a \ 1 
sup {s :S 1 - a: B; = C0 }+a = U~ 
En insérant (3.18) et (3.16) dans (3.15) nous avons que, 
!? (rt~ E du , Ç~ E dv, Q~ E db, B 1 E da) 
= !? ( inf { s ~ 0 : B s = D~} E du , 
inf {s ~ 0: Ês = sup Bs + inf Bs - B0 } E d(l - v), O~s~o. O~s~ l- o. 
sup Bs + inf B; E db , B 0 + B ;_0 E da) , o~s~o. O~s'.S l -o. 
= w( inf { s ~ 0 : Bs = D~ } E du , 
inf {s ~ 0 : Ês = sup Bs + inf Bs - B0 } E d(l - v), O~s~o. O~s~ l -o. 
sup Bs + inf (B0 - B1 -o. ) E db , B 0 - B1 -o. E da) O~s~o. O~s'.S l- o. 
= !? ( Tb8 E du , inf { s ~ 0 : B s = b - a } E d( 1 - v), 
sup B s + inf (.&s - B1-o.) E db , B 0 - B1 -o. E da) O~s~o. O~s'.S l - o. 
s 
= !? Tb E du, Tb-a E d( l - v) , M 0 + m1_ 0 - B 1-o. E db , B 0 - B1 -o. E da ( B Ë B Ë - - ) 
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Pour terminer la preuve nous allons utiliser la propriété de Markov forte comme 
dans la preuve de la proposition 3.2.5., 
JP> (17~ E du , Ç~ E dv , Q~ E db , B1 E da) 
= JP> Tb E du , Tb-a E d(l - v), Ma +ml- a - Bi-a E db , Ba - B1-a E da ( B Ë B Ë - - ) 
( Ë B Ë - - ) · JP> Tb-a E d(l - v), M0 _u + m 1_0 - Bi-a E d(O) , Ba-u - Bi-a E d(a - b) 
= JP> (Tt E du) JP> (T{l__a E d(l - v) ) 
( B Ë - - ) · JP> Ma-u + mv-a - Bv-a E d(O), Ba-u - Bv-a E d(O) 
= JP> (TbB E du) JP> (Tb~a E d(l - v) ) 
· JP> ( M/!_u + inf Ës - Ëv- a E d(O) , Ba- u - Ëv- a E d(O) ) 0'.Ss'.Sv-a 
= JP> (Tt E du) JP> ( Tta E d( 1 - V) ) 
· JP> (M/!_u + inf (Ëv -a - Ës) E d(O), Ba-u + Ëv-a E d(O) ) 
o::;s:=;v-a 
= JP> (TbB E du) JP> (Tb~a E d(l - v) ) 
· JP> ( M/!_u + inf Ë(v-a)-s E d(O), Ba- u + Ëv- a E d(O)) 0'.Ss'.Sv-a 
= JP> (Tt E du) JP> (Tb~a E d(l - v)) JP> ( M/!_u + m~-a E d(O), Ba-u + Bv-a E d(O)) 
= h(u; b, B)h(l - v; b - a, B )g(O, O; a - u, v - u) . 
0 
(iii) (b < O,b >a) 
Pour cette région de la fonction, nous allons appliquer les lemmes 3.2.2. et 3.2.3. 
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En commençant avec le mouvement brownien - B nous avons que, 
JPl (17~ 8 E duJ,~8 E dv, Q~8 E db, - B i E da) 
= JPl (17 f_ 0 E du ,Çf_0 E dv, -Qf_a. E db, -Bi E da) 
( B B B - - ) = JPl 17a.' E du , Ça.' E dv, Qa.' E db, Bi E da , 
où b = -b, a = -a et c/ = 1 - et . 
- -Puisque b < 0 et b > a, ce qui nous donne que b > 0 et b < a, la troisième région 
est la même que la première région avec a au lieu de a, b au lieu de b, et et' au 
lieu de et. 
(iv) (b < O, b < a) 
En suivant la même logique que dans ( iii ), le résultat souhaité est facilement 
obtenu. 
CHAPITRE IV 
APPLICATIONS DES a -QUANTILES 
Dans ce chapitre, nous discuterons de certaines applications des a -quantiles. Nous 
allons commencer par une généralisation des options lookback. Une option look-
back est une option avec un paiement à l'échéance qui est une fonction de la valeur 
maximale (ou minimale) du prix de l'action au cours de la durée du contrat. Il 
existe deux versions typiques d 'options lookback, une avec un prix d'exercice fixé 
et l'autre avec un prix d'exercice flottant. Les options lookback avec prix d'exer-
cice flottant paient , à l'échéance, la différence entre le prix maximal de l'actif 
sous-jacent pendant la durée du contrat et le prix final de l'actif sous-jacent. Les 
options lookback avec prix d'exercice fixé paient, à l'échéance, la différence entre 
le prix maximal (ou minimal) de l'actif sous-jacent pendant la durée du contrat 
et une valeur fixée prédéterminée, appelée le prix d'exercice, si la différence est 
positive. Dans cette section, nous allons nous concentrer sur les options lookback 
avec prix d'exercice fixé . Une des raisons d'acheter une option lookback avec prix 
d'exercice fixé est de parier sur une volatilité forte . Le prix final de l'action n'est 
pas important, tant que l'actif sous-jacent atteint une valeur au-dessus du prix 
d 'exercice à n'importe quel moment , un paiement sera effectué. Le problème est 
que ce type d'option peut être très coûteux. Il y a eu beaucoup de généralisations 
des options lookback avec prix d 'exercice fixé afin d'essayer de réduire le prix 
de celles-ci afin qu 'elles soient plus attrayantes pour les investisseurs. Quelques 
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exemples d'options lookback qu'on retrouve dans la littérature, sont les suivantes : 
1. Les options look-barrière de (?) qui divisent le temps de la maturité en deux 
intervalles [T0 , T1] & [T1 , T2] et introduisent une barrière dans le premier 
intervalle. 
2. Les options lookback partielles de ( ?) qui utilise le prix de l'actif sous-jacent 
maximal sur un ou plusieurs sous-intervalles de la durée jusqu'à l'échéance. 
3. Les options lookback proportionnelles de ( ?) qui utilisent une proportion du 
prix maximum de l'actif sous-jacent pendant toute la durée du contrat. 
Dans cette section, nous allons présenter les résultats de Dassios (1995) et ? qui 
montrent une autre façon de généraliser les options lookback avec un prix d 'exer-
cice fixé . Cette généralisation consistera à utiliser un a -quantile plutôt que le 
maximum du prix de l'action sur la durée du contrat. Comme plusieurs générali-
sations cela va aussi baisser le prix de l'option. 
Dans la deuxième section, nous allons discuter de la simulation des options a-
lookback. Avec l'identité de Dassios nous pouvons simuler les a -quantiles assez 
facilement puisque les fonctions de répartition de Mt et m;v sont bien connues. 
Nous allons utiliser la technique d'inversion de la fonction de répartition par op-
position à la simulation des trajectoires entières, qui peuvent causer des résultats 
erronés ou du moins prendre beaucoup de temps de calcul. Nous allons également 
aborder une autre application intéressante des options a -lookback : le fait qu'elles 
peuvent être utilisées pour approximer des options asiatiques. Cela peut être très 
utile , car trouver le prix des options asiatiques est très difficile d'un point de vue 
calculatoire. Nous allons montrer que les options médianes (une option a -lookback 
avec a = 0. 5) peuvent être utilisées pour se rapprocher des options asiatiques. 
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4.1 Les options a -lookback 
Dans cette section, nous allons travailler dans le modèle de Black-Scholes-Merton. 
Nous allons présenter deux définitions et ensuite calculer le prix d 'une option 
a -look back. 
Définition 4.1.1. Une option lookback avec prix d'exercice fixé est une option 
avec paiement à l'échéance, T > 0, donnée par, 
où Zt = µt + ŒBt avec Œ > 0 etµ E IR, et K , Sa > O. 
Définition 4.1.2. Une option a -lookback est une option avec paiement à l'échéance, 
T > 0, donnée par, 
où Zt = µt + Œ Bt avec a > 0 et µ E IR, 0 < a < 1, et K , Sa > O. 
La seule différence dans la deuxième définition est qu 'on remplace le maximum 
par l'a-quantile. 
Remarque. Il est facile de vérifier qu'une option a -lookback est toujours moins 
chère qu'une option lookback avec prix d'exercice fixé car Q~(T) ~ M,j p.s. et 
clairement lima-+ 1(SaeQ~(T) - K )+ = (Sa eMf - K) +. 
Avant de présenter le calcul du prix d'une option a -lookback voici un rappel dont 
nous aurons besoin dans le calcul. 
Rappel 4.1.1. Soit W un mouvement brownien. Pour 0 <a< 0 et x E IR, 
{ Q: (T) > x} = { A~,- ,x < aT} . 
124 
Le prix d'une option a -lookback 
Pour trouver le prix d'une option a -lookback nous utiliserons la technique stan-
dard, de trouver l'espérance actualisée du paiement à l'échéance sous la mesure 
martingale équivalente. Le prix au temps t E [O, T] est donné par, 
1fa(St, t ; T , K ) := e-r(T-t) r, [ ( SoeQ~wBSM (T) - K)+ IFtBSM ] . 
Afin de simplifier la notation, nous allons définir T;fi = (Wt)t:::::o comme W BSM = 
(vVt5M)t:::::o où w ssM est un mouvement brownien avec dérive v = ~ ( r - 1722 ), 
a > 0 et r 2:: O. Cela nous donne que, 
1fa(St , t ; T , K ) = e-r(T- t)E [(SoeQ~w(T) - K )+ IFtw ] 
= e- r(T- t) 1 00 JPl ( (SoeQ~w(T) - K)+ > ulFtw) du 
(z=~K) e-r(T-t) Loo JPl ( So eQ~w(T) > z lFtw ) dz 
= e-r(T-t) Loo JPl ( Q~w(T) > ln ( ;
0
) IFf) dz . 
Pour simplifier la notation, encore une fois, nous allons définir ~ ln ( ;
0
) comme 
l0(z ). Maintenant avec rappel 4.1.1 nous avons que, 
1fa(St , t; T , K ) = e-r(T- t) Loo JPl ( A~, - , lo(z) < aT IFtw ) dz 
_ -r(T-t) TIJ> TI _ T AW,-,lo (z) F w d 100 (iT - 1 ) - e K ~ t (Ws:Slo(z))ds < a - t t Z . 
(4.1) 
Pour l'instant nous allons nous concentrer uniquement sur l'intégrand. Avec la 
propriété de Markov nous avons que, 
W,-,lo (z) w (jT - 1 ) JPl t Il(w.::;lz(O))ds < aT - At Ft 
W,- ,lo(z) W (1T- t _ 1 ) = JPl 0 Il(w;:stz(O) -Wt )ds < aT - At Ft ' 
125 
où W * = (W5*k::o est un mouvement brownien avec dérive 11 = ~ (r - ~2 ) qui 
est indépendante de FP1 . Maintenant avec le fait que Wt = ~ ln ( ~~ ) et l0 ( z) = 
~ ln ( ;
0
) nous avons que, 
lP (1T-t IT(w;S:lo(z)-Wt )ds < a.T - At,-,lo (z) ) 
- lTJ) ( ( T- t IT T Aw,- ,lo(z) 1 r W) 
- J1 j
0 
(w; ::;~ in( fi))ds < a. - t J t 
= lP ( A~~~- , lt(z) < a.T - At,- ,lo (z) IFtw ) ' 
où lt(z) := ~ ln ( ~J. En laissant tomber le Ftw , nous avons que cette dernière 
probabilité est égale à , 
lP ( Aw*,-Jt(z) < a.T _ Aw,-,lo(z) ) IT _ 
T-t t (o<nT-A:-V·- ,lo( z)<T- t) 
+rr( - ). T- tS:nT-A:-V·- ·1o(z) (4.2) 
Maintenant en insérant (4.2) dans (4.1) nous avons que, 
1fa(St, t ; T , K ) = 
e- r(T-t) ;,·oo lP (A w·,-,lt(z) < a.T _ AW,-,lo(z) ) IT _ dz 
K T-t t (o<nT-A:-v·-, lo( z)S:T- t) 
+ e-r(T-t) roo IT - dz. j K ( T-t<nT- A:-v ,-,lo(z) ) 
Pour t < min { a.T , ( 1 - a. )T} nous avons que, 
1fa(St, t; T , K ) = e-r(T-t) j~00 lP ( A~~r,lt(z) < a.T - At,-,lo(z) ) dz, (4.3) 
et pour t = 0 nous avons que, 
7f (S O· T K) = e-rT 100 lP (A w•,-,lo(z) < a.T) dz n Q , , , T · 
K 
(4.4) 
Dans Dassios (1995) ce prix est exprimé en termes de la densité de Q~· (T ). Nous 
avons laissé le prix en termes de A~· ,-,k parce que, avec les formules fermées de 
? , nous pouvons exprimer le prix intial d'une option a.-lookback sans intégrale. 
Cela sera fait dans la sous-section suivante. 
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La forme fermée du prix initial d'une option a -lookback 
En appliquant les résultats de la section 1.2. l nous avons que, 
•Région i {S0 > K} 
7["i (S O· T K) = e-TT 100 ]p> (A W * ,-,lo (z) < ar) dz 
a Q , ' ' T 
K 
[
00 
( w· _ l 1n(2-) ) 
= e- TT J K ]p> AT , , a So < aT dz 
{oo ( w· + i ln ( z ) ) 
= e-TT J K ]p> T - AT , .;; 50 < aT dz 
r8o ( W * + 1 ln ( z ) ) 
= e-TT j K 1 - lP' AT ' ';; 50 < T - aT dz 
{oo ( w· + i ln ( z ) ) + e-rT j So 1 - lP' AT ' ';; 50 < T - aT dz 
= e-TT l so 1- F,t (r(l- a) , T , ~ ln ( ;
0
) , W *) dz 
+ e- TT fs~ F,! ( aT, T , -~ ln ( ;
0
) , X* ) dz 
= e- Tt( So - K) - Socre-rT { o F,t (T( l - a), T , y , W*) eYO" dy 
. j l 1n(K) 
a s0 
+ S0cre- TT 1: F,t (aT, T , y, X*) e- YO" dy 
= e- Tt(So - K) - Socre-rT 1: F,! (T( l - a) , T , y, W*) eYŒ dy 
l 1n(K) l a ~ , + S0 cre- TT -oo F,t (T( l - a) , T , y, W*) eYO" dy 
+ Socre- rT 1: F,! (aT, T , y , X *) e-YŒ dy . 
où X* est un MBA avec dérive - ~ ( r - ~2 ) • 
La forme fermée de l'intégrale, 
1~ F,!(t, T , y , W *)eYO" dy, c '.S 0, 
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est donnée dans ? à la page 54. 
Donc, la forme fermée du prix initial d 'une option a -quantile dans la région i est, 
7r~ (Sa , O; T , K) = e- rt (Sa - K) - SaŒe- rT 1~ F,t (T(l - a.) , T , y, W *) eY" dy 
1. 1n(.K. ) 
+ SaŒe- rT 1~ 5° F,t (T(l - a. ), T , y, W *) eY" dy 
+ SaŒe-rT 1~ F,t (a.T, T , y, X *) e-Y" dy . (4.5) 
• Région ii {Sa ~ K} 
7rii(S O· T K) = e- rT 1 00 Jp> ( Aw· ,- ,lo(z) < a.T) dz 
a: a, ' ' T 
K 
/'00 ( w· - 1. ln (.L.) ) 
= e-rT J K ]p> AT , ' u So < a.T dz 
/,
·oo ( w· + 1 ln ( • ) ) 
= e- rT. K ]p> T - Ar , •ü sa < a.T dz 
/'oo ( w· + 1 ln ( • ) ) 
= e- rT j K 1 - ]p> AT ' ' ü 50 < T - a.T dz 
- rT (
00 
+ ( 1 ( z ) x·) 
= e j K FA a.T , T , - -;; ln Sa , dz 
" So j -1.1n( .K. ) = SaŒe- rT - oo F,t (a.T , T , y, X *) e-Y" dy. 
où X * est un MBA avec dérive - ~ ( r - ~2 ) • 
Donc, la forme fermée du prix initial d 'une option a -quantile dans la région ù est, 
ii . _ - rT " 5 0 _, + * - y<7 j ,_1.1n(.K.) 7ra: (Sa ,O,T, K) - SaŒe - oo FA (a.T,T , y, X ) e dy. (4.6) 
Remarque. La raison pour laquelle nous avons besoin de diviser Ha( Sa , 0, T, K) 
en deux régions c'est parce que ]p> ( A~,+ ,k ~ t) est une fonction différente pour 
k > 0 et k < O. Pour Ha(Sa , O; T , K ), si z < Sa alors ~ ln ( ;
0
) < 0, et si z > Sa 
alors ~ ln ( ;
0
) > O. 
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A v e c  l a  f o r m u l e  e x p l i c i t e  n o u s  p o u v o n s  f a c i l e m e n t  c a l c u l e r  l e  p r i x  i n i t i a l  m a i s  s i  
t  >  0  n o u s  a u r o n s  e n c o r e  d e s  d i f f i c u l t é s  d e  c a l c u l ,  c a r  n o u s  d e v o n s  a v o i r  t o u s  
l e s  t e m p s  d ' o c c u p a t i o n ,  A t  '  ' "  
8 0  
:  z  2 :  K  ,  j u s q u ' a u  t e m p s  t  >  O .  P o u r  
{  
W - l  tn (  L )  }  
c o n t o u r n e r  c e s  d i f f i c u l t é s  d e  c a l c u l ,  i l  e s t  p o s s i b l e  d ' u t i l i s e r  d e s  m é t h o d e s  d e  M o n t e  
C a r l o ,  c e c i  s e r a  d i s c u t é  d a n s  l a  s e c t i o n  s u i v a n t e .  
4 . 2  S i m u l a t i o n  d e s  o p t i o n s  a - l o o k b a c k  
É t a n t  d o n n é  l a  c o m p l e x i t é  d u  c a l c u l  d e  n a ( S
0
,  t ,  T ,  K )  e t  l e  f a i t  q u e  l ' i d e n t i t é  d e  
D a s s i o s  n o u s  p e r m e t  d e  s i m u l e r  d e s  a - q u a n t i l e s  p o u r  l e s  m o u v e m e n t s  b r o w n i e n s  
a v e c  p e u  d ' e f f o r t ,  i l  p e u t  ê t r e  u t i l e  d ' a p p l i q u e r  d e s  m é t h o d e s  n u m é r i q u e s  M o n t e  
C a r l o  p o u r  e s t i m e r  n a ( S
0
,  t ,  T ,  K ) .  D a n s  c e t t e  s e c t i o n ,  n o u s  a l l o n s  c o m m e n c e r  p a r  
d é c r i r e  l a  p r o c é d u r e  d e  B a l l o t t a  e t  K y p r i a n o u  ( 2 0 0 1 )  p o u r  s i m u l e r  d e s  a - l o o k b a c k  
e n  u t i l i s a n t  l ' i d e n t i t é  d e  D a s s i o s .  N o u s  a l l o n s  e n s u i t e  d i s c u t e r  b r i è v e m e n t  u n e  
t e c h n i q u e  d e  r é d u c t i o n  d e  v a r i a n c e  e t  l e s  o p t i o n s  a - l o o k b a c k  c o m m e  u n  r a p p r o -
c h e m e n t  d e s  o p t i o n s  a s i a t i q u e s .  A v e c  l ' i d e n t i t é  d e  D a s s i o s ,  v o i r  c h a p i t r e  3 ,  p u i s q u e  
l e s  f o n c t i o n s  d e  r é p a r t i t i o n  d e  M t w  e t  m [ V *  s o n t  b i e n  c o n n u e s ,  n o u s  p o u v o n s  s i -
m u l e r  d e s  a - q u a n t i l e s  s a n s  s i m u l e r  t o u t e  u n e  t r a j e c t o i r e ,  c e  q u i  p e u t  m e n e r  à  d e s  
r é s u l t a t s  e r r o n é s  o u  d u  m o i n s  p r e n d r e  b e a u c o u p  p l u s  d e  t e m p s  d e  c a l c u l .  
L e s  f o n c t i o n s  d e  r é p a r t i t i o n  d e  M t w  e t  m [ V *  s o n t  l e s  s u i v a n t e s  :  
P r o p o s i t i o n  4 . 2 . 1 .  { ? )  L a  f o n c t i o n  d e  r é p a r t i t i o n  d e  M t  e s t  d o n n é e  p a r ,  
l P '  ( M W  : : : ; ;  )  =  < I >  ( y  - µ l )  _  e 2 µ y < I >  ( - y  - µ l )  
t  y  v t  v t  '  
o ù  y  2 :  O .  
L a  f o n c t i o n  d e  r é p a r t i t i o n  d e  m [ V  e s t  d o n n é e  p a r ,  
l P '  (  m~ : : : ; ;  y )  =  < I >  ( y  l i t )  +  e 2 µ y  < I >  ( y  1 t )  '  
o ù  y : : : ; ;  O .  
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Maintenant nous avons tout ce qu 'il faut pour simuler le prix des options a-
quantiles. Voici la procédure : 
Étape 1 : 
w w· Générer un échantillon de n observations indépendantes de M ar et m(I -a)T en 
inversant les fonctions de distribution. 
Étape 2: 
Définir Q1, j = 1, .. . , n comme la somme de la j iême observation de la distribution 
de mr' et Mt. 
Étape 3: 
Définir P1 comme ( S0 eQj - K) + pour j = 1, ... , n comme étant le iême paiement 
simulé. 
Étape 4: 
Définir 7Î' comme e-rT ~ L,?=i P1 et 7Î' est l'approximation numérique de 7ra(S0 , O; T , K). 
Remarque. (concernant la figure 4.1) Nous avons simulé 100 prix initiaux d'op-
tions a -lookback en utilisant l'identité de Dassios (les étapes ci-dessus) et 1 OO prix 
avec une simulation naïve de toute la trajectoire. Nous pouvons voir de la figure 
4.1 que l'approche naïve donne des résultats qui sont similaires à ceux obtenus 
en utilisant l 'identité de Dassios. Cependant l 'approche naïve prend beaucoup plus 
de temps (heures) par opposition aux secondes lors de l'utilisation de l'identité de 
Dassios. 
Remarque. (concernant les figures 4.2 et 4.3) Nous pouvons voir de la figure 
4.2 que lorsque a augmente le prix initial de l'option a -lookback converge vers le 
prix de l'option lookback. Nous pouvons également visualiser ce qui a été affirmé 
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Figure 4 .1 La différence entre les prix simulés des options a -lookback en ut ilisant 
l'identité de Dassios et une approche naïve (a = .8, Œ = .2, r = .01, T = 1, 
So = 10, K = 11). 
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Figure 4.2 Le prix initial d 'une option lookback comparé avec les prix simulés 
des options a -lookback avec plusieurs a en utilisant l'identité de Dassios ( CJ = .2, 
r = .01, T = 1, K = 11). 
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Figure 4.3 Le prix d'une option lookback comparé à le prix d'une option a-
lookback simulées à l'aide de l'identité de Dassios. La ligne rouge est la moyenne 
des prix des a -lookback (a = .9999, Œ = .2, r = .01, T = 1, S0 = 10, K = 11). 
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dans la section précédente que le prix de l'option a -lookback est toujours inférieur 
à celui de l'option lookback. Dans la figure 4.3 a a été élevé à .9999 et comme 
prévu, le prix initial moyen de l'options a -lookback est très proche du prix initial 
de l'option lookback, mais est un peu plus bas. Avec le fait que le prix d'une option 
a - lookback est proche du prix d 'une option lookback quand a est proche de 1, il 
est possible de réduire la variance de notre simulation en utilisant la technique de 
variable de contrôle. Quand alpha est proche de 1, nous pouvons utiliser l 'option 
lookback comme la variable de contrôle. Pour les grandes lignes de la technique de 
variable de contrôle voir Ballotta et Kyprianou {2001) . 
Approximation des options asiatiques 
Un aspect intéressant des options a -lookback est qu'elles peuvent être utilisées 
pour se rapprocher des options asiatiques. Comme les options asiatiques présentent 
de nombreuses difficultés de calcul on peut les approximer en utilisant une option 
médiane c'est-à-dire une option a -lookback avec a = 0.5. Nous allons commencer 
par un rappel de la définition d 'une option asiatique. 
Définition 4.2.1. Une option asiatique est une option avec un paiement à l'échéance, 
T > 0, donné par, 
où K > O. 
En mots, ce paiement est la moyenne arithmétique de tous les prix d 'actions 
jusqu'à un certain temps fixé , moins le prix d'exercice, et le paiement s'effectue 
uniquement si elle est positive. Comme nous l'avons dit, il est très difficile de 
trouver le prix de ces options d'un point de vue numérique. Comme il est beaucoup 
plus facile de trouver le prix d'une a -lookback d'un point de vue numérique, nous 
pouvons les utiliser pour approximer des options asiatiques. Dans la figure 4.4 
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Figure 4.4 Prix simulés d 'opt ions asiatiques et opt ions médianes. Les lignes rouge 
et bleu représentent les prix moyens. (a = .5, O" = .2, r = .01, T = 1, S0 = 10, 
K = 11) 
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nous avons tracé les prix simulés d'options médianes en utilisant l'identité de 
Dassios et les prix simulés d'options asiatiques en utilisant une simulation naïve. 
Les moyennes des deux prix des options sont similaires, 
Xmédiane = 0.1611604, 
Xasiatique = 0.1535501. 
Cependant l'écart-type pour l'option médiane est beaucoup plus élevé (près de 4 
fois plus élevé), 
Smédiane = 0.04212023, 
Sasiatique = 0.01207609. 
Les intervalles de confiance à 95% sont, 
(0.1529048, 0.169416), 
pour l'option médiane, et, 
(0.1511832, 0.155917) , 
pour l'option asiatique. 
Il existe de nombreuses applications des a -quantiles que nous n'avons pas discutées 
ici. Nous discuterons brièvement de quelques-uns d'entre eux dans la conclusion. 
[Cette page a été laissée intentionnellement blanche] 
CONCLUSION 
Dans ce mémoire, nous avons présenté une introduction aux temps d'occupation 
ainsi que leurs applications en mathématiques financières . Nous avons aussi pré-
senté des preuves qui sont plus détaillées que ce qui est actuellement dans la 
littérature. Pour ceux qui sont intéressés par d'autres lectures, il y a beaucoup 
d'idées intéressantes et connexes que nous n'avons pas présentées ici. 
En 2002, Dmitry Davydov et Vadim Linetsky ont écrit un article ( ?) sur la tarifi-
cation et la couverture des options d'achat escalier exponentiel à deux barrières. 
Ces options ont le paiement à l'échéance suivant : 
où P1 , P2 > 0 and u > l. 
En 1992, Miura (?) a introduit une option d'échange a,8-quantile, qui, selon lui, est 
importante quand on veut mesurer la capacité d'investissement des gestionnaires. 
Le paiement à l'échéance de ces options est, 
(Q~(T) - Q~(T)) +. 
À ma connaissance, le prix de ces options ne peut être trouvé analytiquement 
puisque la forme fermée de la fonction de répartition de ( Q~ (T) , QJj (T)) est 
actuellement inconnue. Voir Fujita (2000) pour plus d'informations. 
En 2002, Laura Ballotta a écrit un article intéressant ( ?) sur les options a -look back 
dans une économie de diffusion à saut où le prix de l'action au temps t > 0 est 
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donnée par, 
où So > 0 et L t est un processus de Lévy. La dynamique du prix de l'action est 
donnée par, 
dSt = [r - ,\lE*(Z) ]St_dt + ŒSt_ dB; + St- 1 zN (dt, dz ), 
où lfD* est une mesure de probabilité neutre au risque, N(dt , dz) est une mesure 
de Poisson de comptage homogène sur ~ x [O,oo) , qui est indépendant de W *, 
avec un taux À, et compensateur v(dz)dt sur ~ x [O, oo) et Z =ex - 1, où X est 
indépendant de N et W * et représente la somme des sauts de Lt. 
En 2005, Dassios (?) a introduit l'idée d'une option a -barrière. Une option a-
barrière est une option avec un paiement à l'échéance donné par, 
f (Sti t :S T )TI{11g(T) >v,çg(T) <u} 
En mots, c'est une option où le paiement à l'échéance est annulé si un certain a-
quantile est atteint trop tôt ou trop tard. La fonction de densité de ( T/~, Ç~ , Q~ , B1) 
peut être trouvée dans la section 3.2.2. 
En 2006, Dassios a montré que l'identité de Dassios fonctionne pour les processus 
Lévy. 
Proposition 4.2.2. (?) Soit X = (Xtk::o un processus de Lévy et soit X (l) 
(X P))t?.O et X (2) = (X?))t?.o deux copies indépendantes de X. Alors, 
Q~ (T) ~ sup Xi2) + inf Xi2). 
o::;s::;at o::;s::;at 
Cela peut être utilisé pour faciliter la simulation des a -quantiles dans un modèle 
de Lévy ainsi que pour aider à se rapprocher des options asiatiques dans un modèle 
de Lévy. 
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À la fin des années 2000, dans un document non publié (?), Olivier Vergote a in-
troduit l'idée intéressante de l'estimation de la volatilité basée sur des a -quantiles. 
Dans cet article , Vergote commence avec un mouvement brownien standard avec 
un paramètre de diffusion constant c'est-à-dire un processus Z = ( Zt)t2'.0 qui ré-
sout l'équation différentielle stochastique suivante, 
Il utilise alors des a -quantiles de Z pour construire des estimateurs sans biais et 
efficaces pour CJ et CJ2 . 
[Cette page a été laissée intentionnellement blanche] 
APPENDICE A 
CHAPITRE 1 
A.1 Preuves détaillées du chapitre 1 
A.1.1 Lemme 1.2.1. 
Soit µ E IR, alors 
- 1 { Jµ 2 + 2s}-Joo e-=f-e [, - ~dB + µ. 
S t V 2n()3 
Démonstration. Pour commencer, nous allons utiliser l'égalité suivante, 
J µ2 + 2s 1 1s 1 µ 
---- = - d>. + -
s s a J µ 2 + 2 )., s , 
ce qui implique que 
[, _ 1 { J µ 2 + 2s} = [,_1 { ~ (8 1 d>. + !!:. } 
s s l a J µ 2 + 2>. s 
= L - 1 { ~ (8 1 d>. } + µ. 
s l a J µ 2 + 2>. 
Maintenant, si nous définissons 
F(s) := - d>. , 11s 1 
s a Jµ2 + 2)., 
nous avons que 
d 1 
-d (sF(s)) = J , 
s µ 2 + 2s 
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et avec le résultat bien connu, 
d 
,C {tf'(t)} = - ds (s F(s)), 
Nous avons que 
,C {tf' (t)} = - 1 
-.jµ 2 + 2s 
Ce qui nous donne que, 
Donc, 
tf' (t) = _c-1 {- 1 } Jµ2 + 2s 
~~c-'{~} 
_12_ 
- e 2 
V2ii. 
_i2_t 
-e 2 
J' (t ) = ~· 
2nt3 
Maintenant avec le théorème fondamental du calcul nous avons que, 
i2_ 
100 e- 2 e J(t) = ~de, t v 2nB3 
et le résultat souhaité suit directement, 
_
1 { V µ 2 + 2s } -100 e=f-e 
,e - V2i83 de + µ . 
s t 2nB3 
A.2 Les deux autres lois de l'arc-sinus de Lévy 
D 
Le théorème suivant est un résultat contre-intuitif généralement appelé la deuxième 
loi de l'arc-sinus de Lévy. 
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Théorème A.2.1. (?) Soit Tf (T) le dernier moment où la particule brownienne 
retourne à l'origine dans l'intervalle [O, T] c'est-à-dire Tf (T) := sup{s > 0: Bs = 
O}. Alors Tf (T) suit une loi de l 'arc-sinus c'est-à-dire, 
lP (Tf (T) ~ u) = ~ arcsin ( ~) . 
Afin de voir pourquoi il s'agit d'un résultat contre-intuitif, nous allons présenter 
un exemple de tirage de pièces de monnaie de Feller (1968) . Puisque le mouvement 
brownien est un cas limite d 'une marche aléatoire, ce résultat donne une bonne 
approximation pour un jeu de tirage de pièces de monnaie. Disons que vous jouez 
à un jeu où vous tirez une pièce de monnaie à chaque seconde pendant un an. 
Vous gagnez un dollar (+ l) si le résultat est face et vous perdez un dollar (-1) 
si c'est pile (vous pouvez être en dette (négatif)). À la fin de l'année vous avez 
réalisé qu'il n'y a pas eu de changement de signe de la valeur de votre compte 
bancaire dans les 23,587,200 derniers lancers de la pièce de monnaie. Y a-t-il un 
problème avec la pièce de monnaie? Les derniers 23 ,587,200 lancers représentent 
les derniers 75% des lancers et la probabilité de ne pas avoir de changement de 
signe dans les derniers 75% des lancers ou plus est environ, 
Par conséquent, sur cette base, il n'est pas possible de dire qu'il existe un problème 
avec une pièce de monnaie. La plupart des gens supposent que le dernier change-
ment de signe aurait lieu vers la fin du jeu. Cependant en raison de la symétrie de 
la loi de l'arc-sinus , le dernier changement de signe a autant de chances d'être au 
début du jeu que d'être à la fin. En fait, il y a une probabilité de 50% qu'il n'y aura 
pas de changement de signe dans la dernière moitié des lancers indépendamment 
du nombre de lancers qu'il y a. 
Le théorème suivant est généralement appelé la troisième loi de l'arc-sinus de Lévy. 
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MB 
T 
Figure A.1 Les trois lois de l'arc-sinus de Lévy 
• AB,+,o 
T T 
Théorème A.2.2. (?) Soit B!f, le dernier moment où la particule brownienne 
atteint sa valeur maximale dans l 'intervalle [O, T] c'est-à-dire e!f, := sup{ s > 0 : 
Bs = M/}. Alors B!f, suit une loi de l'arc-sinus c'est-à-dire, 
P ( ()~ ~ u) = ~ arcsin ( #) . 
Voir la figure A. l pour une illustration des trois lois de l'arc-sinus de Lévy. 
APPENDICE B 
CHAPITRE 2 
B.1 Preuves détaillées du chapitre 2 
B.1.1 Théorème 2.1.1. 
Dans cette section, nous allons fournir tous les détails des calculs correspondant 
aux quatre étapes de la démonstration du théorème 2.1.1 décrit dans le chapitre 
2. 
Étape 1 
Pour commencer nous allons definir lEx [ e-pA~·-·0 Ôsr - z(O ) J dz comme Ap(z, .7:; T )dz . 
Ensuite nous allons définir Gp(z, x; s) comme la transformée de Laplace de Ap(z, x; T ) 
par rapport à T . Nous allons trouver Gp(z, x; s) avec le théorème 1.1.2. Donc, pour 
commencer, 
Gp( z, x; s) := 100 e-sT Ap(z, x; T) dT 
:= 100 e-sTlEx [ evBr-pA~ ,-,o Ôsr- z(O)] dT 
= 100 lEx [ef[ - s- pITC Bt<o) dt5Br-z(o)] dT 
Fu~ni lEx [100 ef[ - s- pITCBt<O)dtÔBr-z (O)dT] . 
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Donc, 
(B.l) 
Avec le théorème 1.1.2. nous savons que Gp(z, x ; s) est la solution bornée à l'équa-
tion différentielle ordinaire (EDO) , 
1 
2, Gxx - (s + pTI (x<O))G = -Ô(x- z)· 
Pour résoudre cette EDO nous allons utiliser la méthode de variation des para-
mètres. Nous allons résoudre cette équation dans quatre régions différentes : 
•Région i, {x ~ 0, z ~ O} : ~Gxx - sG = -Ô(x-z) 
La solution de l'équation homogène, notée Gh(x ), peut être facilement trouvée 
comme, 
où Wy1 ,y2 (x) est le wronskien de Y1 et Y2, c'est-à-dire Wy1 ,y2 (x) = - 2.J2S, ce qui 
nous donne que, 
e<x-z)ffs e<z- x)ffs 
Gp(x ) = - .J2S H (x - z) + .J2S H (x - z), 
2s 2s 
où H est la fonction de Heavyside. 
Maintenant , avec G,,(x ) et Gp(x ), nous avons la solution générale suivante, 
e<x- z) ffs e<z-x)ffs 
G(x ) = Aex ffs + B e- xffs - H(x - z) + H (x - z), 
V2S V2S 
Finalement la solution générale, bornée, est donnée par : 
{ 
B e-x ffs + _l_ e(z-x)ffs 
G(x ) = J2S ' 
Aexffs + Be-xffs , 
si X~ z, (B.2) 
Si X < Z . 
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Pour trouver la constante A nous avons besoin du lemme suivant .. 
Lemme B.1.1. Si y(x) est une solution à l 'équation, 
ay" + by' + cy = Ô(t- t0)(0), 
alors y(x) est continue et y'(x) a un saut à t0 de grandeur ~ ; c.-à-d. y'(to+) -
y'(to- ) = ~ · 
e-•ffs ( ) Maintenant avec le lemme B.1.1. nous avons que A = v'2s , et avec A B.2 
devient , 
(B .3) 
Pour trouver la constante B il faut d'abord la solution pour la région ii . 
•Région ii, {x :::; 0, z 2: O} : ~ Gxx - (s + p)G = 0 
Dans cette région, la solution générale est donnée par l'équation suivante, 
avec la solution générale, bornée, 
G(x) = C ex.J2(s+p). (B.4) 
Pour trouver les constantes B et C, nous allons encore une fois utiliser le théorème 
1.1.2. qui nous dit que G et G' doivent être continues à zéro, c'est-à-dire, 
G(O+) = G(O-) et G' (O+ ) = G'(O- ). 
En comparant les régions 'i et 'ii , le fait que G(O+) = G(O-) et G' (O+) = G'(O- ) 
nous donne le système d 'équations suivant, 
{ 
B e-•ffs _ C + 1">:. -
v2s 
czv'2s - B../2S = Cj2(s + p). 
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En résolvant ce système nous avons que, 
(B.5) 
et 
(B.6) 
En substituant (B.5) et (B.6) dans (B.3) et (B.4) respectivement, nous avons que, 
{ 
_ l ( e-lx-zl/2s - v0+P}-JS e-(z+x)ffs ) 
G ( . ) - J2s v0+P)+JS ' p z,x,s -
_ l_ 2y'S exJ2(s+p)- z/2s 
J2s vîs+P}+ JS ) 
• Régions iii { x ~ O,z S: O} et iv { x:.;; O,z S: O}: 
X~ 0, Z ~ 0 
(B.7) 
X:.;; 0, Z ~ 0. 
En suivant la même démarche que nous avons faite dans les régions i et ii , nous 
avons que, 
{ 
1 ( e-lx-z1 J2(s+p) - v0+P}-JS e(z+x) .j2(s+p) ) 
G ( . ) _ J2(s+p) v0+"P)+JS ' p z,x, s -
_l_ 2.fi ezJ2(s+p) - x/2s 
J2s v0+P) + JS ) 
x:.;; O,z:.;; 0 
X~ 0, Z:.;; 0. 
(B.8) 
Remarque B.1.1. Les quatre régions qui sont nécessaires pour résoudre cette 
EDO correspondent aux quatre régions du prix initial de l 'option. Ceci peut être 
démontré en utilisant (2.1} et (2.2}, c'est-à-dire, 
X~ 0, 
implique, par définition, que 
-ln - > 0 1 (So) 
a b - ' 
ce qui nous donne que 
Sa~ b. 
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Nous verrons plus tard que 
implique que 
Par définition, cela implique que 
ce qui nous donne que 
K 2:: b. 
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Étape 2 
Maintenant que nous avons trouvé la forme explicite de Gµ(z , x; s) , nous pouvons 
l'utiliser pour trouver Aµ(z, x; T ). Il ne faut pas oublier que nous avons défini 
Gµ(z, x; s) comme la transformée de Laplace de Aµ(z, x; T) par rapport à T. Nous 
allons donc trouver Aµ(z, x; T ) en prenant la transformée de Laplace inverse de 
G P ( z, x; s) . Nous allons utiliser les transformées de Laplace inverses suivantes, 
(B.9) 
a 2: 0, (B.10) 
.c-1 {e-a.JS} = a e- ~; a > 0 s~T V2wT3 ' ' (B.11) 
r - l { r;:. -a.JS} = (a - 2T) _ ~; '-'s~T yse ~ e , a2'.0, 
4vwT5 
(B.12) 
_ 1 { e-as } .ls~T - s- = H (T - a), (B.13) 
.c-1 { 1 } _ .c-1 { -JS+a- Vs} _ 1 - e-aT 
HT --JS+a + fa - HT a - 2a..,;;ri3 ' a 2: O. (B.14) 
De plus, nous allons utiliser la propriété de convolution suivante, 
.c;-=,T{.c {f(t)} .l {g(t)}} = 1T I(T - t)g(t)dt , (B.15) 
• Région 'i { x 2: O,z 2: O}: 
A~(z, x; T) = .c-1 { G~(z, x; s)} 
= .c-1 { - 1- ( e-lx-zlv'2S _ J(s + p) - .Js e- (z+x)v'28)} 
HT J2S J(s + p) + .Js 
= .c-1 { -1 ( e- lx- zlv'2S - (1 - 2../S . ) e-(z+x)v'28) } s~T J2S J (s + p) + .Js 
= .c-1 { -1-e_lx- zl v'2S - _l_e-(z+x)v'28 + -J2 e-(z+x)v'28 } 
HT J2S J2S ...;s+P + .Js 
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(A.10 et A.15) ( 1 -(x-z)2 ) ( 1 -(x+z)2 ) 
= --e 2r - --e 2r 
V2tl' V2tl' 
+ {r L -1 { vf2 } L - 1 {e-(z+x) v'2S} dt Jo s-+r-t Js + p +Vs s-+r 
(A .14 et A.11) ( 1 -(x-z)2 ) ( 1 -(x+z)2 ) 
= --e 2r - --e 2r 
V2tl' V2tl' 
+ f r ( 1 - e- p(r-t) ) ( (z + x) e -(z2~x)2 ) dt 
Jo pJ21f(T - t;)3 y'fii3 
1 ( -(x-z)2 -(x+z)2 ) 
= -- e 2r - e 2r 
../2iT 
1r (1 - e-p(r-t))(z + x) - (x+z) 2 + e 2t dt o 2p7rJ(T - t)3t3 ' X+ Z > Ü. (B.16) 
Remarque. En regardant la solution de cette transformée de Laplace inverse, 
nous pouvons voir que la partie orange de l'équation est un point de masse à 
t = O. La raison pour laquelle ce point de masse existe est la suivante, 
A~(z, x; T) := lEx [e-pA~ ·-· 0 6Br-z(o)] 
= lEx [e-pA~ · - ·0 5Br(z) ] 
= f r j 00 e-ptôy(z)IP'x (Br E dy , A:·- ·0 E dt ) lo -OO 
= f r e-pt!P'x (Br E dz,A:·- ·0 E dt ) 
.f o 
= 1 r [ 1 · IP'x (Br E dz, A:·-·0 = 0) + e-pt!P'x (Br E dz, A:·- ·0 E dt)] 
= 1 · IP'x (Br E dz, A:·-·0 = 0) + 1 r e- pi!P'x (Br E dz, A:·- ·0 E dt ) , 
car dans la région i, si x {le point de départ de B) et z {le point terminal de B) 
sont tous les deux supérieurs à zéro, alors il y a une probabilité positive que B 
n'aille jamais en dessous de zéro: c'est-à-dire IP' ( A:·-·0 = 0) > O. De plus, si x 
ou z est égal à zéro le point de masse disparaîtra, car si le mouvement brownien 
commence ou se termine à 0 c'est "impossible" qu 'il n'aille jamais en dessous de 
zéro, c'est-à-dire IP' ( A:·-·0 = 0) =O. 
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• Région ii { x ::; 0, z 2:: O} : 
Aii(z x· T) p , , 
= .c;!+r { G~i(z , x; s)} 
= [,-1 {-1- 2yfs ex.J2(s+p)-z./2s } 
s-tT -/28 J(s + p) + vfs 
= v'2 [,-1 { .Js +p. éV2(s+p)e-z./2s _Vs . e-z./2sex.J2(s+p) } p s-tT 
(A,;;s) v'2 {T [,-l { ~P. ex.J2(s+p) } [,-1 { e-z./2s} 
P Jo s-tT-t V~ ' f' s-tt 
- [,-1 { ex.J2(s+p) } [, - 1 { 's. e- zffs } dt s-tT-t s-tt Y~ 
(A .1 2 et A.11) y'2 1 T -p(T-t) (2x2 - 2(T - t)) _ ___:2_ Z -~ 
= - e e 2cr - tJ --e 2t 
P o 4Jn(T - t)5 V2iiJ 
- e-p(T-t) (-x) e-2c;.~,l(z2-t)e-~ dt z> O 
J27r(T - t) 3 2.J;°i5 ' ' 
1
T -p(T-t) [zt(x2 - (T - t)) + x(T - t)(z2 - t)] _ ___:2_ _-2.d 
- e e 2(r - t) 2t l 
- o 2pnj(T - t) 5t5 ' 
(B.17) 
(B.18) 
z > o. 
(B.19) 
Linetsky a manipulé cette équation pour faciliter les calculs numériques que nous 
n'aborderons pas ici. La seule raison pour laquelle j 'ai suivi cette manipulation est 
que je voulais arriver à la même réponse que Linetsky (1999). Nous allons d 'abord 
prendre la transformée de Laplace inverse comme nous l'avons fait pour obtenir 
(B.17) , de chaque côté de l'équation suivante, 
ce qui nous donne l'équation suivante, 
1
T [zt(.7:2 - (T - t)) + .r,(T - t)(z2 - t)] _ ___:2__-2.d 
----------;===:::::::::;----e 2(T - t) 2t t = 0. 
o 2pnj(T - t) 5t5 (B.20) 
Maintenant si on prend (B.18) et nous soustrayons (B.19), nous arrivons au ré-
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sultat de Linetsky (1999), 
.. 1 T (1 - e-p(T- t)) [z( l - ;~t) + x( l - zt2) J "'2 . 2 
J\"(z x· T) = e- 2 cr - tJ-2t dl. 
P ' ' o 27rpJ(T - t)3t3 (B.21) 
Pour trouver la fonction J\p(z, x; T ) dans les régions iii {x 2: 0, z ~ 0, z < O} et 
iv {x ~ 0, z ~ 0, z + x < O} nous avons besoin du lemme suivant, qui démontre 
une propriété de symétrie de J\ p(z, x; T ). 
Lemme B.1.2. Pour x, z E IR et p > 0, 
Démonstration. 
J\ p(z, x; T)dz = Ex [e-pA~ · - · 0 ÔBr-z(o) ] dz 
=Ex [ e-pA~ ,-,o ÔBr (z) J dz 
= E-x [e- pA;:B ,+,oô_Br(- z) ] dz 
= E_x [e-p(T-A;:B,- ,o)ô_Br( - z) ] dz 
= e-pTE_x [epA;:B ,-,oô_Br(-z )] dz 
= e- pT i\_p(-z, -x; T)dz, 
Maintenant avec le lemme B.1.2. nous avons que : 
•Région iii , {x 2: 0,z ~ 0,z < O}, 
J\iii (z x· T ) = e-pTAii (- z - x· T ) p ) ) -p ) ) 
•Région iv , {x ~ O,z ~ O,x+z < O}, 
J\iv(z x· T ) = e- pT J\i (- z - x· T ) 
p ) ) - p ' ' ' 
0 
(B.22) 
(B.23) 
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et finalement pour x = z = 0, nous avons que, 
A (0O·T)= 1:- 1 {-1-( 2V$ ) } = 1- e - pT 
p ' ' V2S J(s + p) +vs pV27rT3 . (B.24) 
Remarque. Nous pouvons montrer que A est continue à l 'origine (x = 0, z = 0), 
c.-à-d. lim Ap(O, z; T) = lim Ap (O, z; T ) = Ap(O, O; T), en utilisant le résultat 
z--tü+ z--tO -
suivant de Linetsky (1999), 
. . 1T z(l - e-p(T-t) ) -~ 1 - e-pT 
hm Ap(z, O; T) = hm 2 (T )312 312 e 2t dt = vf2iT3, z--tO+ z--tü+ 0 7f p - /, /, p 27rT3 
avec le fait que, 
et 
1 - e -pT 
1. A ( O· T) lem.J!J 2· 1. -pTA ( · T) -im p z, , - im e -p -z, - x, - -v---, 
z--to - z--tO - p 21fT3 
T A (0 O· T) (B~3) 1 - e- P . 
p ' ' pV27rT3 
Nous sommes maintenant prêts à calculer la fonction llt p(v ; k, x , T) et donc le prix 
initial d 'une option escalier exponentielle vers le bas, c;; ( S ; T , K , b). 
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Étape 3 
Dans cette étape, nous allons utiliser la fonction Ap(z, x; T) que nous avons trouvée 
dans l'étape 2 pour calculer W µ(v ; k , x , T ). Pour ce faire , nous devons calculer 
l'intégrale dans (2.6) , c'est-à-dire nous devons calculer, 
Wp(v;k,x, T ) = 100 eVZJEX [e-pA~·-·0 5z-By (o) ] dz := 100 evzAp(z,x; T)dz . 
Avant de commencer voici un rappel de la notation. 
Rappel B.1.1. Pour CJ, S0 , K , b, r , T > 0, 
V = t (r - ~2 ) ' 
x = t ln (:a), 
- k + x + vT 
d1 = v1T ' 
-k - .7: + vT 
d3 = v1T ' 
- k - X+ vt 
ds = Vt , 
d _ -k + vt 
7 - vt ' 
v 2 
1= r + 2 , 
k = t ln ( 1; ) , 
(B.25) 
(B.26) 
Étant donné que le calcul de ces intégrales est long et fastidieux , Linestsky (1999) 
nous a fourni le lemme suivant afin de faciliter les calculs. 
Lemme B.1.3. Soit a, /3, 1, a, b, c ER Alors, 
1 la x 2 cb2 ~ (ax2 + /3x + 1)ebx-20 dx = eT [A <D (d) - B </>(d)] , 
Y 27fC - OO 
où 
a - cb 
d = VC , A= ac(cb2 + 1) + f3 cb + 1, B = ac(2bv'c + d) + f3 v'c. 
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Avec ce lemme nous sommes maintenant prêts à calculer la fonction IJ! p(v; k, x , T ) 
pour chacune des quatre régions. 
• Région i, {x ?: 0, k?: O} : 
IJ! ~ (v ; k , x , T ) = 100 evz A~ (z , x; T )dz 
1 { OO (x-z)2 1 { OO (x+z) 2 
= V2iT J k evz- 2T dz - V2iT J k evz- 2T dz 
1
T (1 _ e- p(T- t)) ( 1 1 00 (x+z)2 ) 
+ -- (z + x) evz- 2t dz dt 
o pJ27r(T- t )3 ~ k 
En utilisant le lemme B.1.3. avec un peu d'algèbre simple et quelques calculs 
simples , l'équation suivante peut être facilement déduite. 
IJ! ~ ( v ; k , x, T ) (B.27) 
(B.28) 
• Région ii , {x:::::; 0, k?: O} : 
IJ! ~i ( v ; k , x, T ) 
= 100 evz A~i ( z, x ; T )dz 
100 1 T (1 - e-p(T- t)) [z ( 1 - ;~t ) +X (1 - zn] -~-~ = evz e 2(T- t ) 2t dtdz k o 21rpJ(T - t)3t3 
1
T (1 _ e- p(T-t) ) -~ 
= e 2~- ij 
o pJ27r(T - t) 3 
. (-1 {00 [z (1- ____::_) + x (1 - z2 )] evz-ft dz) dt. ~jk T - t t 
Maintenant en appliquant le lemme B.1.3. nous avons l'équation suivante, 
(B.29) 
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Pour les deux prochaines régions nous allons utiliser la symétrie de Ap(z, x; T), 
voir lemme B.1.2., pour trouver la fonction W p(v ; k, x, T ) dans ces régions . 
•Région ii'i , {x ~ O,k :S O} : 
w~i(v ; k, x, T) 
= 100 evz Ap(z, x; T )dz 
= 1° evz A~i(z, x; T )dz + 100 evz A~(z, x; T)dz 
10 lk lem .~·2 ·2 · - oo evze-pT A~p(- z, - x; T)dz - - OO evze-pTA~p(-z, -x; T)dz 
+ 100 evz J\ ~(z, x; T)dz 
(u~z) e-pT [wii (-v 0 - x· T ) - wii (- v -k -x· T)j 
-p ' ) ) - p ' ' ' 
Donc, 
+ w~(v, 0, x; T). 
wiii (v · k X T) 
p ' ' ' 
= e-pT [w~P(- v, 0 , -x; T)- w~P(-v,-k , -x; T)] 
+ w~(v, 0, x; T) . 
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• Région iv, { x ~ 0, k ~ O} : 
W~v(v; k, x, T ) 
= 100 e11z Ap(z, x; T)dz 
= 1°e11zA~v(z,x;T)dz+ 100 e 11zA~i(z,x; T)dz 
lem.~. 2.2. jO vz - pTAi (- _ . T)d - j k vz - pTAi (- _ . T)d e e -p z, x, z e e P z, x, z 
Donc, 
-OO -OO 
+ 100 e11z A~(z, .'E; T )dz 
(u= - z) T [ · ) · ( J 
= e-P w~p(- v, 0, -x; T - w~p -v, - k, -x; T) 
+ w~i(v, 0, x; T ). 
w~v(v; k, x, T ) = e-pT [ IJ!~p(-v, 0, -x; T ) - W~p ( -v, - k, -x; T)] 
+ w~i(v, 0, x; T ). (B.30) 
Remarque. Le fait que A est continue 'ï/x, z E IR implique que w est continue 
'ïlx, k E IR. 
Remarque. Pour k = 0 la fonction w~(v, 0, O; T) est définie comme lim w~(v, k, O; T) 
k-tO 
et la fonction IJ! ~i( v, 0, x; T) est définie comme lim w~i( v, k, x; T). 
k-tO 
Nous sommes maintenant prêts à calculer le prix initial d'une option escalier 
exponentielle vers le bas. 
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Étape 4 
• Région i, { x ~ 0, k ~ 0} =? { S0 ~ b, K ~ b} : En insérant (B.26) dans (2.5) 
nous obtenons le prix au début du contrat suivant, 
c-(s . T K b) = e-"YT-vx [bwi (v + a· k X T) - K IJ!i (v- k X T) ] p o, ' ) p ' ) ) p ) ) ) 
En utilisant les équations (B.24) et (B.25) , avec l'identité <P (d5 ) = b2 <PJ~~tt et 
quelques manipulations algébriques simples nous obtenons le prix au début du 
contrat suivant, 
Remarque. La partie vert de (B.30) est le prix d 'une option barrière d'achat 
vers le bas. De plus, il est facile de voir que lorsque p-+ oo, c;(S;T, K ,b) 
converge vers le prix d'une option d 'achat vers le bas standard, qui est ce que 
nous attendions. Si p -+ oo alors le prix de l'option est nul au moment où l'actif 
sous-jacent touche la barrière, exactement comme une option barrière standard. 
Remarque. Nous pouvons vérifier (avec une intégration longue, mais facile) que 
lorsque p -+ 0, C;(S; T , K , b) converge vers le prix d 'une option d 'achat standard, 
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S0 c]) ( d2 ) - K e-rT c]) ( d1), qui est ce que nous attendions; quand p ---+ 0 la barrière 
n'a aucun effet sur le prix de l'option. 
• Région à , { x ~ 0, k ~ 0} => { S0 ~ b, K ~ b} : En insérant (B.27) dans (2.5) 
nous obtenons le prix au début du contrat, 
En utilisant les équations (B.24) et (B.25) avec l'identité </> ( d7 ) = b<P(~)ert et 
quelques manipulations algébriques simples nous obtenons le prix au début du 
contrat , 
- . - (!._) ;; 1 T (1 - e-p(T-t)) e-'Y(T-t) 
CP (S0 , T , K ,b) - S . - --;=====;:::;:--
o o pJ27r(T - t)3 
_' [(v + C1)C3bc]) (dg) - vC1e-rT Kif> (d1) 
- CIXC~b</J( dg) ] e-2(;,~t> dt (B.32) 
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•Région 'ii'i, {x 2". 0, k:::; O} ::::? {S0 2". b, K :::; b} : 
c;(So; T, J<, b) (B.33) 
= e- 'YT-vx [biJ!iii(v +cr k X T) - K iJ!iii (IJ" k X T)] 
p ' ' ' p , ' • 
< 2~9 ) e-'YT-vx [b{ e-pT [ iJ!~p(-(v + O"), 0, - x; T) - iJ!~P(-(v + O") , -k, - x; T)] 
+ iJ!~(v + O", 0, x; T)} 
- K {e-pT[iJ!ii (-v 0 - x· T) - iJ!ii (- v - k - x· T)] 
- p ' ' ' p ' ' ' 
+ iJ!~(v, 0, x; T) } ] (B.34) 
•Région iv, {x:::; O, k:::; O} ::::? { S0 :::; b, K :::;: b} : 
c;(S0 ; T, K , b) (B.35) 
= e-"{T-vx [b iJ!iv(v + (j " k X T) - K 'I! iv(l/" k X T)] 
p ' ' ' p , ' ' 
(2~0) -"{T-vx [b{ -pT [,T'i ( ( ) . T) ,T, i ( ( ) k . T)] 
- e e '.l:'_P-v + 0" ,0,-x, - '.l:'_P - v+O" , - ,-x, 
+ iJ!~i (v + O", 0, x; T)} 
- K {e- PT[iJ!i (- v 0 - x· T) - iJ!i (-v -k - x· T)] 
- p ' ' ' -p ' , ' 
+ iJ!~i ( v, 0, x; T)}] (B.36) 
Remarque. Le fait que iJ! est continue Vx,z E lR. implique que C;;(So ;T , K , b) 
est continue VS0 , b > O. 
Ceci termine la démonstration du théorème 2.1.1. 
[Cette page a été laissée intentionnellement blanche] 
APPENDICE C 
CHAPITRE 3 
C.l Preuves détaillées de chapitre 3 
C.1.1 Lemme 3.1.2. 
Si C est une variable aléatoire qui suit une loi de Cauchy(O,l), alors 1+1C2 suit une 
loi de l'arc-sinus c'est-à-dire, pour 0 < u < 1, 
Démonstration. Nous allons utiliser les deux identités suivantes : 
~ - arct an(x) =arctan(~) 2 X 
arctan(x) = arcsin (~) . 
x2 + 1 
(C.l) 
(C.2) 
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JID ( 1 +1 c2 ~ u) = JID ( c2 2 1 ~ u) 
=P (c?Ff) +P (c~ -Ff) 
=2P (c?Ff) 
= 3_ j oo _l_dx 
7f Jl -;,_u 1 + x2 
= n~ - arctan ( R )] 
(~l ) 3_ arctan (v u ) 
7f 1 - u 
(~2) 2 . ( ~ ) 
- - arcsm 
7f J l~u + l 
2 . 
= - arcsm (vu) . 
7f 
C.1.2 Proposition 3.2.2. 
Pour 0 < u < a < 1 et b 2 0, 
JlD ( Q~ > b, b > Mj]) = lP' (u < Bf < a, sup Es > b, b > Mj]) . 
u:Ss'.So 
Démonstration. En utilisant (3.2) nous avons que, 
JlD (Q8 > b b > M8 ) (~) JlD ( AB,- ,b <a b > M8 ) C< ) u 1 ) u 
= JlD (fo1 lI(B,<b) ds < a, b > Mj] ) 
D 
= P ( ],'~ l(B.<b)ds + 1; Il1a.<•1ds < a, Tf < 1, b > M:! ) 
= P ( Tf + I>(B,<b)ds <a, Tf < 1, Tf > u) , car b? O. 
Maintenant, en conditionnant sur Tb8 , nous avons que, 
lP ( T,," + 1; Il(B.<b)ds < a , T,," < 1, T,," > u) 
= 11 IfD (11 Il(Bs<b)dS < a - r ) IfD ( Tb8 E dr) 
= 10. IfD (11 Il(Bs<b)ds < a - r ) IfD ( Tf E dr) , 
parce ce que si r 2 a alors IfD ( fr1 Il (B.<b)ds < a - r ) = O. 
Avec la propriété de Markov, nous avons que 
10. IfD (11 Il( B.<b) ds < a - r ) IfD ( Tf E dr) 
= 10. IfD (11 Il(Bs-Br<O)dS < lX - r ) IfD ( TbB E dr) 
Magov .l o. IfD (la·l-r Il(B; <o)dS < a -r) IfD ( Tb8 E clr) 
= 10. IfD ( Af~~-,o <a - r) IfD (Tb8 E dr) , 
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où B* = ( B;)t?.O est un mouvement brownien standard qui est indépendant de 
F8e. 
Tb 
Donc, 
Maintenant en ut ilisant la proposition 3.1.1. nous avons que 
IfD ( Q~ > b, b > M/!) = 10. 1P' ( Af~~- ,o < a - r ) IfD ( Tb8 E dr) 
= j o. 1P' ( Af~~+,o <a - r ) IfD (Tf E dr) 
prop~. 1. 1. J o. Till (BB* _ ) Till ( B d ) 
- JL l - r < Œ r JL Tb E r 
u 
= J o. 1P' ( sup B; > sup B;) IfD ( Tb8 E dr) . 
u O<s<o.-r o.- r<s<l-r 
- - - -
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Voir la figure 3.2 pour une illustration de l'égalité des ensembles dans la dernière 
étape pour une trajectoire fixée. 
Encore une fois en utilisant la propriété de Markov, nous avons que, 
car 
lP ( Q~ > b, b > M!]) = 1 cx lP Cs~~~-r B ; > cx-r~~~ l-r B;) lP ( Tf E dr) 
Markov .la ]p> c~~~a B s > a~~~ l B s) ]p> ( Tf E dr) 
= lP ( sup B s > sup R s, ·u < Tb8 < a) 
r{3 Ss'.Scx cxSs::;I 
= lP ( sup B s > sup B s, u < Tb8 < a) , car b 2: 0, 
uSs'.Scx cxSs'.S l 
= lP ( sup B s > sup E s, sup E s > b, b > M!] ) 
uSsScx cxSs'.S l uSsScx 
= lP (u < Bf < a, sup B s > b, b > M!] ) , 
uSs'.Scx 
= {u < Bf < o: , sup B s > b, b > M!] } , (C.3) 
uSsScx 
(voir la figure C.l pour une illustration de (C.3) pour une trajectoire fixée) 
donc, 
D 
C.1.3 Lemme 3.2.4. 
Pour 0 < o: < 1, 
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Figure C.1 L'équation (C.3) avec une trajectoire fixée. 
1 
b -------------------- L-- -------- -
u s 
Démonstration. Pour commencer, nous devons d 'abord démontrer l'égalité sui-
vante, 
QB d QB a = a - B1. (C.5) 
En partant de la gauche, nous avons, par définition, que 
où B* = (Btk~_ o est un mouvement brownien avec temps inversé c.-à-d. B; 
B1_t - Bt pour l E [O, 1]. Cela nous donne que, 
Q~· 
= inf {X : 11 lI(B;<x) d s > Q} = inf {X : 11 lI(s1 _ 5 - B 1 <x) d s > Q} 
= inf {X: 11 lI(Bi -s<x+B1 )d S > Q} (y=~Bi) inf {y - B1 : 11 lI(Bi -s<y) d S > Q} 
~ inf {Y - B1 : 11 JI(Bs<y) d S > Q} = inf {Y : 11 JI(Bs< y) d S > Q} - B1 
= Q~ - B1 
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et , en suivant la même logique, nous avons que, 
QB* - B * Œ 1 
= inf {X : 11 ll(B;<x) d s > a} -B1 ~ inf {X : .fol ll(B;<x) d s > a} + B1 
= inf { x + B1 : 11 ll(B;<x)d s > a} = inf { x + B1 : 11 ll(Bi -.<x+Bi) d s > a} 
(y=~Bi) inf {y : 11 ll (Bi - s<Y) d s > a} = inf {y 11 ll (Bs<Y)d s > a} 
=Q~. 
Donc, 
QB d QB Œ = Œ - B1. 
Maintenant pour démontrer que Ç~ :1::: 1 - 'r/~, nous allons commencer par le côté 
gauche. Nous avons , par définition, que 
{ * B*} { B*} = sup s E [O, 1] : Bs = Q°' = sup s E [O, 1] : B1-s - B1 = Q°' 
<~5) sup { s E [O , 1] : B1- s - B1 = Q~ - B1} = sup { s E [O, 1] : B1-s = Q~ } 
(r= l -s) { [ J B } · { [ J B } 
= sup 1 - r E 0, 1 : Br = Qa = 1 - mf r E 0, 1 : Br = Qa 
= l -fl~, 
et, en suivant la même logique, nous avons que, 
= 1 - inf { s E [O, 1 J : B; = Q~· } = 1 - inf { s E [O, 1] : B1-s - B1 = Q~· } 
<~5l 1 - inf { s E [O, 1] : B1-s - B1 = Q~ - B i} = 1 - inf { s E [O, 1] : B1-s = Q~} 
{ [ B } (r=l -s) { B } = sup 1 - s E 0, 1] : B 1-s = Q°' = sup r E [O, 1] : Br = Qa 
= Ç~ , 
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et donc, 
d B ç~ = 1 - rJo.. 
D 
[Cette page a été laissée intentionnellement blanche] 
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