We prove that any limit-interface corresponding to a locally uniformly bounded, locally energy-bounded sequence of stable critical points of the van der Waals-Cahn-Hilliard energy functionals with perturbation parameter ! 0 þ is supported by an embedded stable minimal hypersurface which in low dimensions has no singularities and in general dimensions has possibly a closed singular set of co-dimension f 7.
Introduction
Let W H R n (n f 2) be a bounded domain and consider the family of energy functionals E e , e A ð0; 1Þ, arising in the van der Waals-Cahn-Hilliard theory of phase transitions ( [3] , see also [12] ), given by
where u : W ! R belongs to the Sobolev space H 1 ðWÞ ¼ fu A L 2 ðWÞ : 'u A L 2 ðWÞg and W : R ! R þ W f0g is a given C 3 double-well potential function with (precisely two) strict minima at G1 with W ðG1Þ ¼ 0. When e ! 0 þ with E e ðu e Þ remaining bounded independently of e, it is clear (from the bound on the second term of the integral above) that u e must stay close to G1 on a bulk region in W and typically (i.e. in case the sets fu e A 1g and fu e AÀ1g each has measure f a fixed proportion of the measure of W) there is a transition layer of thickness OðeÞ, which we may call an ''interface region'' or a ''di¤used interface''.
In the past few decades it has been established that in the presence of a uniform bound on the energy E e ðu e Þ and under natural variational hypotheses on u e of varying degrees of generality, for small e > 0, the interface region corresponding to u e is close to a generalized minimal hypersurface V ¼ V e H W, which we call a ''limit-interface,'' and that E e ðu e Þ approximates a fixed multiple of the ðn À 1Þ-dimensional area of this hypersurface. L. Modica [11] and P. Sternberg [19] established this, in the framework of G-convergence, for absolutely energy minimizing u e satisfying a uniform volume constraint; they proved that in this case, any limit-interface V is area minimizing in an appropriate class. R. Kohn and P. Sternberg [9] studied the locally energy minimizing case, again in the context of G-convergence. More recently, J. Hutchinson and the first author [8] showed that V is a stationary integral varifold if u e are assumed to be merely volume-unconstrained critical points of E e (Theorem 2.2 below), and that V is an integral varifold with constant generalized mean curvature when the u e are critical points subject to a volume constraint (see also [16] , Theorem 7.1). Subsequently, the first author [20] showed that whenever the u e are unconstrained stable critical points of E e , any limit stationary integral varifold V is stable in the sense that V admits a generalized second fundamental form which satisfies the stability inequality (Theorem 2.4 below).
With regard to smoothness of V in the absence of an energy minimizing hypothesis, little has been known beyond the following theorem of the first author [20] : Suppose that n ¼ 2, e i ! 0 þ as i ! y and that for each i ¼ 1; 2; 3; . . . , u e i A H 1 ðWÞ is a stable critical point of E e i with sup W ju e i j þ E e i ðu e i Þ e c for some c f 1 independent of i. Then either (a) u e i ! 1 or u e i ! À1 locally uniformly on W, or (b) there exists a locally finite union L of non-intersecting lines of W such that after passing to a subsequence of fe i g without changing notation, for each fixed s A ð0; 1Þ, the sequence of sets fx A W : ju e i ðxÞj e sg converges locally in Hausdor¤ distance to L. Thus in case n ¼ 2, typically, the di¤used interfaces corresponding to uniformly bounded stable critical points u e with bounded energy must be close to non-intersecting lines (depending on e) for su‰ciently small positive values of the parameter e. stability hypothesis, which is much weaker than any energy minimizing hypothesis, su‰ces to guarantee the same regularity for the limit-interfaces.
The main reason why, in [20] , the interface regularity was established only in case n ¼ 2 and not for n > 2 was that while in case n ¼ 2 (i.e. when the interface is a 1-dimensional varifold) the Allard-Almgren structure theorem [2] for stationary 1-dimensional varifolds is applicable to the limit-interface, there was no su‰ciently general regularity theory available at the time for higher dimensional stable integral varifolds. In contrast to limit-interfaces corresponding to sequences of locally energy minimizing critical points of E e , a general stable limit-interface may develop higher multiplicity, a priori variable even locally. This fact gives rise to significant di‰culties that need to be overcome in understanding smoothness properties of a stable limit-interface, and is the reason why the regularity question for stable limit-interfaces in arbitrary dimension remained unresolved prior to the present work. Note that the Schoen-Simon theory [17] , which was the most general regularity theory available for stable minimal hypersurfaces at the time when work in [20] was carried out, requires knowing a priori that the singular set is su‰ciently small, a hypothesis which appears to be di‰cult to verify directly for a stable limit-interface (the essential di‰culty being that of controlling the set of potential singularities where the varifold has tangent hyperplanes of multiplicity f 2). The key new input to this problem is the recent work of the second author [21] , which gives a more checkable necessary and sufficient geometric structural condition for a general stable codimension 1 integral varifold to be regular (Theorem 3.1 below). Here we show that the limit-interfaces in question satisfy precisely this structural condition; their regularity then follows directly from the general theory of [21] .
While the present work as well as the series of works mentioned above ( [11] , [19] , [8] , [16] , [20] ) investigate the general character of limit-interfaces, there have been a number of articles which address the question of existence of critical points of (1.1) whose interface regions converge to a given minimal hypersurface. In this direction we mention the work by F. Pacard and R. Ritoré [14] , M. Kowalczyk [10] and a number of recent joint works by M. del Pino, M. Kowalczyk, F. Pacard, J. Wei and J. Yang (see for example [4] ). We refer the reader to the recent survey paper by Pacard [13] for a complete list of references.
Hypotheses and the main results
In this section, we state the hypotheses on W and u e , state our main theorem (Theorem 2.1) and recall some definitions and known results needed for its proof. We will give the proof of Theorem 2.1 in Sections 3 and 4.
We assume:
(A1) W A C 3 ðRÞ, W f 0 and W has precisely three critical points, two of which are minima at G1 with W ðG1Þ ¼ 0 and W 00 ðG1Þ > 0, and the third a local maximum between G1.
(A2) e 1 ; e 2 ; e 3 ; . . . are positive numbers with lim i!y e i ¼ 0, the constants c 1 , c 2 are positive with c 2 f 1 and for each i ¼ 1; 2; 3; . . . , the function u e i A H 1 ðWÞ and satisfies E e i ðu e i Þ e c 1 and su W p ju e i j e c 2 .
(A3) u e i is a stable critical point of E e i for each i ¼ 1; 2; 3; . . . : Thus u e i solves, weakly, (2) Since u e i is bounded (by hypothesis (A2)), it follows from standard elliptic theory that u e i A C 3 ðWÞ with (2.1) satisfied pointwise in W.
We shall use the following notation throughout the paper:
A general point in R n is denoted by x ¼ ðx 1 ; . . . ; x n Þ or by ðy; zÞ with y ¼ ðy 1 ; y 2 Þ A R 2 and z ¼ ðz 1 ; . . . ; z nÀ2 Þ A R nÀ2 . For x A R n and r > 0, we let B r ðxÞ ¼ fx x A R n : jx x À xj < rg and abbreviate B r ð0Þ as B r . For k < n, w A R k and r > 0, we let B k r ðwÞ ¼ fw w A R k : jw w À wj < rg and abbreviate B k r ð0Þ as B k r . The k-dimensional Lebesgue measure on R k will be denoted by L k and o k ¼ L k ðB k 1 Þ. The k-dimensional Hausdor¤ measure on R n is denoted by H k .
In order to characterize the limit-interfaces, we use the notion of varifolds ( [1] , [18] ). Let G nÀ1 ðWÞ be the product space W Â Gðn; n À 1Þ with the product topology, where Gðn; n À 1Þ is the space of ðn À 1Þ-dimensional subspaces in R n . We identify each element S A Gðn; n À 1Þ with the n Â n matrix corresponding to the orthogonal projection of R n onto S. A Radon measure V on G nÀ1 ðWÞ is called an ðn À 1Þ-varifold (henceforth just called a varifold ) on W. For a varifold V on W, kV k shall denote the associated weight measure on W, defined by The support of the measure kV k in W is denoted by sptkV k. We say that V is integral if there exists a countably ðn À 1Þ-rectifiable subset M of W and an H nÀ1 measurable, positive integer valued function y : M ! Z þ such that V is given by
where T x M is the approximate tangent space of M at x. The function y is called the multiplicity of V .
For an ðn À 1Þ-dimensional C 1 submanifold M of W, jMj denotes the multiplicity 1 varifold associated with M, as in (2.3) with y 1 1.
We say that V is stationary if V has zero first variation with respect to area under deformation by any C 1 vector field of W with compact support, namely (see [18] 
Here Á is the usual matrix multiplication and tr is the trace operator.
For V a varifold on W, let reg V H W be the set of regular points of sptkV k X W. Thus, x A reg V if and only if x A sptkV k and there exists some open ball B r ðxÞ H W such that sptkV k X B r ðxÞ is a compact, connected, embedded smooth hypersurface with boundary contained in qB r ðxÞ. The interior singular set sing V of V is defined by
To each u e i satisfying (A1)-(A3), we associate the varifold V e i on W defined by
identity matrix and n is the tensor product. Note that kV e i k then corresponds simply to 1 s e i 2 j'u e i j 2 dx.
As a consequence of hypothesis (A2), there exists a subsequence of fV e i g y i¼1 converging as varifolds on W (i.e. as Radon measures on G nÀ1 ðWÞ) to some varifold V on W. Our main result, which concerns regularity of V , is the following: Theorem 2.1. Let the hypotheses be as in (A1)-(A3) and let V e i be defined by (?).
Then sing V is empty if 2 e n e 7, sing V is a discrete set of points if n ¼ 8
Remarks. (1) As just mentioned, if the hypotheses are as in (A1)-(A3), then after passing to a subsequence of fe i g without changing notation, we obtain an ðn À 1Þ-varifold V on W such that V e i ! V as varifolds on W.
(2) There exists u 0 A BVðWÞ such that after passing to a subsequence of fe i g without changing notation, u e i ! u 0 in L 1 ðWÞ; in fact u 0 ðxÞ ¼ G1 for a.e. x A W, and hence the sets fu 0 ¼ 1g and fu 0 ¼ À1g have finite perimeter in W (see the discussion in [8] , pp. 51-52) and sptkqfu 0 ¼ 1gk X W H sptkV k (see [8] , Theorem 1). Thus in particular, V 3 0 is implied by the condition that u 0 E 1 on W and u 0 E À1 on W.
We now further discuss known results we shall need for the proof of Theorem 2.1.
The following theorem, due to Hutchinson and the first author [8] , says among other things that a limit varifold V 3 0 corresponding to a sequence of critical points of E e (i.e. an ðn À 1Þ-varifold V 3 0 on W arising as the varifold limit of a sequence fV e i g, where e i ! 0 þ and V e i is defined by (?) with u e i satisfying (2.1)) is a stationary integral varifold, and that sptkV k indeed is the limit-interface corresponding to fu e i g in the sense made precise in part (3) of the theorem. Note that no stability hypothesis is necessary for this result. 
and the convergence is as varifolds on W. Let U be an open subset of W such that the closure of U is contained in W. Then:
(1) V is a stationary integral varifold on W.
(2) lim
(3) For each s A ð0; 1Þ, fju e i j e sg X U converges to sptkV k X U in Hausdor¤ distance.
(4) u e i ! 1 or u e i ! À1 locally uniformly on WnsptkV k.
In order to discuss the additional known results relevant to us concerning stable critical points of E e , it is convenient to introduce the following notation: For u A C 2 ðWÞ, let B u be the non-negative function defined by
respectively. Note that the expression on the right-hand side of (2.4) is non-negative when 'u 3 0 and is invariant under orthogonal transformations of R n .
We have the following:
. Let e A ð0; 1Þ, u A C 2 ðWÞ and suppose that u is a stable critical point of E e in the sense that (2.1) and (2.2) are satisfied with e in place of e i and u in place of u e i . Then Ð
One proves (25) by taking j'ujf in place of f in the inequality (2.2) and utilizing equation (2.1). See [15] or [20] for details.
Let the hypotheses be as in (A1)-(A3), and write
In view of hypothesis (A2), Lemma 2.3 implies that the L 1 -norm of e i B 2 e i j'u e i j 2 is locally uniformly bounded. Let n be a subsequential limit (as Radon measures on W) of the sequence e i B 2 e i j'u e i j 2 dx. Thus after re-indexing,
The following crucial stability inequality is established in [20] :
where the convergence is as varifolds on W. Then V (which is a stationary integral varifold by Theorem 2.2) has a generalized second fundamental form A with its length jAj satisfying
We refer the reader to [20] , Section 2, for the definition of the generalized second fundamental form of a varifold. See also [7] where the notion was defined originally.
We end this section with the following elementary consequence of (2.1) which we shall need later: Proof. For any n Â n symmetric matrix M and any unit vector m A R n , one has that
Using this and (2.1), we see that on the set f'u 3 0g,
If 'u ¼ 0, the inequality holds trivially. r
Regularity of stable codimension 1 integral varifolds and the proof of the main theorem
In this section we recall the main content (Theorem 3.1 below) of the regularity theory of the second author [21] for stable codimension 1 integral varifolds and show how it implies our main result (Theorem 2.1) concerning regularity of the limit-interfaces, modulo verification of a certain structural condition satisfied by the limit-interfaces. This structural condition is precisely given in Proposition 3.2 below, and is necessary to apply Theorem 3.1. We shall establish its validity in the next section. With these hypotheses, we have the following: An obvious yet extremely useful feature of Theorem 3.1 is that it su‰ces, when applying the theorem, to verify the a-structural hypothesis for points x A sing V in the complement of a set Z having ðm À 1Þ-dimensional Hausdor¤ measure zero; we do not need to know that such Z is closed. We rely on this fact in an essential way in the present applica-tion, in which the a-structural hypothesis is verified by way of the following proposition. We shall prove this proposition in the next section. Proposition 3.2. Let V be as in Theorem 2.1. There exists a ( possibly empty) Borel set Z H sptkV k X W with H nÀ2 ðZÞ ¼ 0 such that for each x A ðsptkV knZÞ X W and each tangent cone C to V at x, sptkCk is not equal to a union of three or more half-hyperplanes of R n meeting along an ðn À 2Þ-dimensional a‰ne subspace. Proof of Theorem 2.1. Let V be as in Theorem 2.1, y A sptkV k X W and r A À 0; distðy; qWÞ Á . In order to prove Theorem 2.1, it clearly su‰ces to establish its conclusions withṼ V ¼ h y; rK V in place of V , which we can achieve by Theorem 3.1 if we can show thatṼ V A S a for some a A ð0; 1Þ. Here and subsequently, h y; r : R n ! R n is the map defined by h y; r ðxÞ ¼ r À1 ðx À yÞ and h y; rK V denotes the push-forward of V by h y; r .
It follows from Theorem 2.2 thatṼ V satisfies (S1). To verify thatṼ V satisfies (S2), note the following two facts: (i) on the regular part of the varifold, the generalized second fundamental form in (2.7) coincides with the classical second fundamental form (cf. [7] ); (ii) by the constancy theorem ( [18] , Theorem 41.1), the multiplicity function of V is constant on each connected component of reg V so we can replace dkV k in (2.7) by dH nÀ1
To verify that V (and hence alsoṼ V ) satisfies (S3) (for any a A ð0; 1Þ), let a A ð0; 1Þ and suppose that there is a point x A sptkV k X W and r A À 0; distðx; qWÞ Á such that sptkV k X B r ðxÞ is a union of three or more embedded C 1; a hypersurfaces-with-boundary meeting along a common ðn À 2Þ-dimensional C 1; a submanifold L of B r ðxÞ with x A L. It is standard to see, with the help of the Hopf boundary point lemma for divergence form elliptic operators ([5], Lemma 7, see also [6] , Lemma 10.1) that at every point along L, these hypersurfaces-with-boundary must meet transversely. Hence the unique tangent cone to V at anyx x A L is supported by a union of three or more half-hyperplanes meeting along a common ðn À 2Þ-dimensional subspace. For anyx x A LnZ, this directly contradicts Proposition 3.2, where Z is the set as in Proposition 3.2. Note that LnZ 3 j since H nÀ2 ðZÞ ¼ 0 by Proposition 3.2. Thus V must satisfy (S3). HenceṼ V A S a , and Theorem 2.1 follows from Theorem 3.1. r
Structural condition for the stable limit-interfaces
To complete the proof of Theorem 2.1, it only remains to give a proof of Proposition 3.2, which we shall do in this section.
Let the hypotheses be as in (A1)-(A3) and let n be the Radon measure on W defined by (2.6). Let V be as in Theorem 2.1, obtained possibly after passing to a suitable subsequence of fe i g and the corresponding subsequence of fu e i g. Let
It is standard to see that H nÀ3þg ðZÞ ¼ 0 for each g > 0 and thus in particular that H nÀ2 ðZÞ ¼ 0. We will show that Proposition 3.2 holds with this Z.
To obtain a contradiction assume that we have a point x A sptkV knZ where a tangent cone C to V has the property that sptkCk is equal to a union of three or more halfhyperplanes meeting along a common ðn À 2Þ-dimensional subspace SðCÞ. Without loss of generality we may assume that x ¼ 0 and that SðCÞ ¼ f0g Â R nÀ2 . Thus we may write
for some N f 3, where for each j ¼ 1; 2; . . . ; N,
By the definition of tangent cone, there exists a sequence r i ! 0 such that lim 
Since lim s!0 nðB s Þ s nÀ3 ¼ 0, we may choose a further subsequence of fe i g without changing notation such that
e i j'u e i j 2 dx ¼ 0:
With the change of variables as above, this is equivalent to
2 e e i j'ũ uẽ e i j 2 dx x ¼ 0;
whereB Bẽ e i is defined by (2.4) withũ uẽ e i in place of u. 
jy À x 0 j nþ1 dy:
This implies in particular that
for all su‰ciently large i, where C is a positive constant depending only on n, c 1 and c 2 .
Thus hypotheses (A1)-(A3) are satisfied withẽ e i in place of e i ,ũ uẽ e i in place of u e i and C in place of c 1 , so by replacing the original sequences fe i g, fu e i g with the new sequences fẽ e i g, fũ uẽ e i g and the constant c 1 with C, we have that (A1)-(A3) hold with W ¼ B 2 , together with the additional facts that
where the convergence is as varifolds on B 2 and that
For the rest of the discussion we shall assume that W , fe i g, fu e i g satisfy (A1)-(A3) with W ¼ B 2 , as well as (4.2) and (4.3).
Our goal is to derive a contradiction. for all z A B nÀ2 r 0 e i ðz i; j Þ. Integrating this over B nÀ2 r 0 e i ðz i; j Þ first, summing over j and using the fact that fB nÀ2 r 0 e i ðz i; j Þg J i j¼1 are pairwise disjoint, we obtain with the help of the Cauchy-Schwarz inequality that
1þr 0 e i
Since L nÀ2 ðB nÀ2 1 nD e i Þ e J i o nÀ2 ð5e i Þ nÀ2 , the lemma follows from Theorem 2.2(2) and (4.3). r Choose d > 0 small enough depending on C so that fB 2 2d ðp i Þg N i¼1 are disjoint, and define
: Et A ½À1=2; 1=2; Ej A f1; . . . ; Ng; by A B 2 d ðp j Þ s:t: u e i ðy; zÞ ¼ tg:
The next lemma is obtained by re-examining [8] , Section 5.
With Q e i as above, we have that
: Et A ½À1=2; 1=2; by A B 2 d ðp j Þ s:t: u e i ðy; zÞ ¼ tg:
It su‰ces to prove that lim i!y L nÀ2 ðB nÀ2 1 nQ e i ; j Þ ¼ 0 for each j ¼ 1; 2; . . . ; N. Thus without loss of generality, we may assume j ¼ 1, P 1 ¼ fy 2 ¼ 0g X fy 1 f 0g and p 1 ¼ ð1=2; 0Þ. With these coordinates, sptkCk X B d ðp 1 ; zÞ ¼ fy 2 
1 , V e i converge to y 1 jP 1 j as varifolds, where y 1 A N is the multiplicity of C on P 1 . By Theorem 2.2, the sets B d ðp 1 ; zÞ X ju e i j e 
, then the proof is quite simple. By continuity of u e i , the function y 2 7 ! u e i 1 2 ; y 2 ; z as y 2 ranges over
takes all values between À 1 2 and 1 2 , so that in this case we see that B nÀ2
for all su‰ciently large i, proving the lemma.
On the other hand, if u e i ðxÞ converges to the same value, we need to utilize results in [8] , Section 5. Assume without loss of generality that u e i converges to þ1 on both sides of fy 2 > 0g and fy 2 < 0g on B d ðp 1 ; zÞ. Let B B d=2 ðp 1 ; zÞ ¼ fðŷ y 1 ;ŷ y 2 ;ẑ zÞ : ðŷ y 1 À 1=2Þ 2 þ jẑ z À zj 2 < ðd=2Þ 2 ; jŷ y 2 j < d=2g and S i ¼ fx A B d=2 ðp 1 ; zÞ X P 1 : bt A ½À1=2; 1=2; with fu e i ¼ tg X T À1 1 ðxÞ XB B d=2 ðp 1 ; zÞ ¼ jg:
Here T 1 is the orthogonal projection R n ! fy 2 ¼ 0g. By the continuity of the u e i 's and their local uniform convergence to þ1 away from P 1 , we have for any b A ð0; 1=2Þ that
We claim that for any given su‰ciently small s > 0, we can choose small b ¼ bðs; W Þ > 0 such that lim su i!y p L nÀ1 ðS b i Þ e cðs; n; y 1 Þs: ð4:8Þ
To see this, we argue as follows: Note first that for any given s A ð0; 1Þ we have the estimates [8] 
where n 2; i ¼ j'u e i j À1 qu e i qy 2 if 'u e i 3 0 and n 2; i ¼ 0 otherwise. With the help of the Besicovitch covering theorem and (4.1) we see that kV e i k ÀB B d=2 ðp 1 ; zÞ X fju e i j e 1 À bgnG i Á ð4:10Þ þ L nÀ1 À T 1 ÀB B d=2 ðp 1 ; zÞ X fju e i j e 1 À bgnG i ÁÁ ! 0:
We also note that there exists c ¼ cðb; s; W Þ with the following property: for a.e. t A ½À1 þ b; 1 À b, the level set fu e i ¼ tg is an ðn À 1Þ-dimensional C 3 surface and for any
This follows from the proof of [8] , Proposition 5.6, which yields that for any x ¼ ðy ?
1 ; y ? 2 ; z ? Þ A G i , the function u e i in the neighborhood B Le i ðxÞ is C 1 close to Gq À ðy 2 À y ? 2 Þ=e i Á , where q is the standing wave solution defined by the ODE q 00 ¼ W 0 ðqÞ with qðGyÞ ¼ G1; specifically, lettingũ u e i ðỹ y 1 ;ỹ y 2 ;z zÞ ¼ u e i ðe iỹ y 1 þ y ?
1 ; e iỹ y 2 þ y ? 2 ; e iz z þ z ? Þ andðỹ y 1 ;ỹ y 2 ;z zÞ ¼ Gqðỹ y 2 þ cÞ (so that qðcÞ ¼ t), we have that kũ u e i Àq qk C 1 ðB L Þ e ch 1=ðnþ1Þ . In particular, we choose h ¼ hðs; W ; d; y 1 Þ A ð0; 1Þ so small that ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 1 þ j'f j 2 q e 1 þ s: ð4:11Þ For x A P 1 X B d=2 ðp 1 ; zÞ and jtj e 1 À b, define Y i x ðtÞ ¼ T À1 1 ðxÞ X G i X fu e i ¼ tg. We claim that the cardinality KY i x ðtÞ of Y i x ðtÞ is ey 1 . To see this, assume for a contradiction that KY i x ðtÞ f y 1 þ 1, and let Y 0 be any subset of Y i x ðtÞ such that KY 0 ¼ y 1 þ 1. Then we have by [8] , Proposition 5.6, 
where oð1Þ ! 0 as i ! y uniformly in x A B d=2 ðp 1 ; zÞ X P 1 .
Since
having KY 0 ¼ y 1 þ 1 would contradict (4.12)-(4.14) for all su‰ciently large i, provided s > 0 is smaller than a number depending only on y 1 , n, d and s. We may of course assume that s > 0 is smaller than this number to begin with. Now defining w i as in [8] , page 52, we have by [8] , (5.8) , and (4.10) that
Using the co-area formula, (4.11), the fact that KY i x ðtÞ e y 1 and (4.15), we see that
Note that T 1 ðG i Þ X S b i ¼ j by the definition of G i and S b i , and hence
In view of (4.16), this implies that lim su i!y p L nÀ1 ðS b i Þ e cðs; n; y 1 Þs, completing the proof of (4.8).
We next verify thatŜ
as follows: For any x ¼ ðŷ y 1 ; 0;ẑ zÞ AŜ S b i , there existŷ y 2 with jŷ y 2 j e d=2 and t A ½À1=2; 1 À b with u e i ðŷ y 1 ;ŷ y 2 ;ẑ zÞ ¼ t. If ðŷ y 1 ;ŷ y 2 ;ẑ zÞ A G i , again as above we have by [8] , Proposition 5.6, that u e i is C 1 close to q À ðy 2 Àŷ y 2 Þ=e i Á in the Le i -neighborhood of ðŷ y 1 ;ŷ y 2 ;ẑ zÞ. In particular, we would then have T À1 1 ðxÞ X fu e i ¼ À3=4g XB B d=2 ðp 1 ; zÞ 3 j, contradicting the assumption that x AŜ S b i . Thus ðŷ y 1 ;ŷ y 2 ;ẑ zÞ A fju e i j e 1 À bg XB B d=2 ðp 1 ; zÞnG i , proving (4.17).
It follows from (4.17) and (4.10) that for if not, there would exist y 1 with jy 1 À 1=2j < d=4 such that x ¼ ðy 1 ; 0; z 0 Þ B S i so that u e i ðy 1 ; y 2 ; z 0 Þ must take all values t A ½À1=2; 1=2 as y 2 ranges over ½Àd=2; d=2. But this would mean that z 0 A Q e i ; 1 , contrary to our assumption. Thus the claim (4.21) holds, and says that are contradictory, completing the proof of the lemma. r
In Lemma 4.3 below we shall make hypotheses and use notation as follows: Let u A C 2 ðB 2 1 Â B nÀ2 1 Þ and suppose that 'u 3 0 on ðB 2 1 Â DÞ X fjuj e 1=2g, where D is a nonempty open subset of B nÀ2 1 . Thus for all t with jtj e 1=2, M ¼ u À1 ðtÞ X ðB 2 1 Â DÞ is, if nonempty, an ðn À 1Þ-dimensional embedded C 2 submanifold of B 2 1 Â D. Let B u be the function defined by (2.4). Fix t A ½À1=2; 1=2 such that M 3 j and let L be the set of points z A B nÀ2 1 satisfying the following two requirements: (i) T À1 2 ðzÞ X M 3 j and (ii) z is a regular value of the map T 2 j M : M ! R nÀ2 , where T 2 : R n ! R nÀ2 is the orthogonal projection. By Sard's theorem, H nÀ2 -almost all points z A B nÀ2 1 are regular values of T 2 j M and for each z A L, l z 1 T À1 2 ðzÞ X M is a C 2 1-manifold. For z A L, let k z ðpÞ denote the curvature of l z at p A l z . Lemma 4.3. Let the hypotheses and notation be as described in the preceding paragraph. Then we have for any Borel set G H L,
Proof. Note that onM M 1 T À1 2 ðLÞ X M, we have that ðu y 1 ; u y 2 Þ 3 ð0; 0Þ and hence for each point x AM M, there exists r x > 0 such that M X B r x ðxÞ is the graph of a C 2 function v defined over an open subset U of either the plane fy 1 ¼ 0g or the plane fy 2 ¼ 0g. We may coverM M with a locally finite number of such coordinate charts M X B r x ðxÞ. Let us now fix such a chart, and assume without loss of generality that U H fy 2 ¼ 0g for that chart, so that v ¼ vðy 1 ; zÞ for ðy 1 ; zÞ A U and by the definition of M, v satisfies u À y 1 ; vðy 1 ; zÞ; z Á ¼ t for all ðy 1 ; zÞ A U. In particular, for each z A L X T 2 ðUÞ, we have that l z X B r ðxÞ ¼ ÈÀ y 1 ; vðy 1 ; zÞ; z Á : y 1 A U X T À1 2 ðzÞ É and hence k z ¼ v y 1 y 1 ð1 þ v 2 y 1 Þ À3=2 . Using the identity u À y 1 ; vðy 1 ; zÞ; z Á 1 t on U, this can be expressed in terms of u as k z ¼ À u y 2 y 2 u 2 y 1 À 2u y 1 y 2 u y 1 u y 2 þ u y 1 y 1 u 2
:
Since the length element ds is given by
we have that jk z j ds ¼ ju y 2 y 2 u 2 y 1 À 2u y 1 y 2 u y 1 u y 2 þ u y 1 y 1 u 2 y 2 j ju y 2 jðu 2 y 1 þ u 2 y 2 Þ dy 1 :
Next for unit vector m A R n with m ? 'u and M ¼ ð' 2 uÞ, we have ðm t MmÞ 2 e jMmj 2 ¼ m t M 2 m e trðM 2 Þ À 1 j'uj 2 ð'uÞ t M 2 ð'uÞ ¼ j'uj 2 jB u j 2 :
Note that here we used the non-negativity of the eigenvalues of M 2 . Since ðu y 2 ; Àu y 1 ; 0; . . . ; 0Þ ? 'u, we deduce that ju y 2 y 2 u 2 y 1 À 2u y 1 y 2 u y 1 u y 2 þ u y 1 y 1 u 2 y 2 j 2 e ðu 2 y 1 þ u 2 y 2 Þ 2 B 2 u j'uj 2 ;
which implies that ju y 2 y 2 u 2 y 1 À 2u y 1 y 2 u y 1 u y 2 þ u y 1 y 1 u 2 y 2 j ju y 2 jðu 2 y 1 þ u 2 y 2 Þ e B u j'uj ju y 2 j :
We also note that
