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1. INTRODUCTION 
Recently various authors have considered special cases of the following 
problem: Let (f(l),f(2),...) be a non-decreasing sequence of positive 
integers and let T,(n) denote the number of n-tuples of positive integers 
(011 ,**., 01%) satisfying 
ai- < cfi G f(i) (i = l(l)n), (1-l) 
where for convenience we write 01,, = 1. Another version of the same 
problem is the following: The “roof” determined by f will mean the col- 
lection of lattice-points 
{(x, y) / f(x - 1) < y <f(x)> u Kf, Y) I 1 G Y G f(l))* 
How many paths (consisting of unit horizontal steps or unit vertical steps) 
are there from (1, 1) to (n + 1, f(n)) which do not go above the roof deter- 
mined by f ? 
The equivalence of the two versions of the problem is almost immediate. 
If j is a positive integer satisfying 1 < ,j < f(i), then assign the letter .j 
to the line joining the lattice points (i,j) and (i + I,j). Then a path from 
(1, 1) to (rt + 1, m) is indicated uniquely by the sequence of numbers 
of its horizontal steps, which are the sequences defined by the conditions 
(1.1). 
* Supported in part by National Science Foundation grant GP-7855. 
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For example, let f(1) = f(2) = 2, f(3) = 3,f(4) = f(5) = 5. Then we 
get the array 
and we see, for instance, that 1, 2, 3, 3, 5 describes an allowable path as 
well as a sequence which satisfies the conditions (1.1). 
Whenf(n) = n, it follows from results of Whitworth [lo] or Carlitz and 
Riordan [3] that we have T,(n + 1) = a,, + ... + a,,,-, , where an,,, is the 
ballot number given by 
It then follows that, in this case, 
is the familiar Catalan number [9, p. 1931. 
Barbenson [I] and Whitworth [lo] considered the case f(i) 
t > 0. Barbenson obtained the result 
(1.3) 
i + t, 
(1.4) 
while Whitworth obtained the more general result that the number of 
lattice paths from (1, 1) to (rz + t, m + 1) which do not go above the roof 
determined byf(i) = i + t is given by 
%mW = (“,‘“) - (,“;” J. 
Notice that, for t = 0, (1.5) reduces to (1.2) and (1.4) reduces to (1.3). 
Finally, as pointed out to us by Charles Church, Lyness [6] obtained 
results which essentially solved the casef(i) = ki + t, k 3 0, t 3 1 - k. 
Here we find that 
k+t (k+l)n+k+t-1 
T,(n) = 7 ( n-l 1. 
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This result has also been obtained by Mohanty and Narayana [7]. It has 
also been obtained by Kreweras [5], who has considered the more general 
problem of finding the number of lattice paths bounded above by a 
function f and below by a function g. 
In this paper we include a different proof of (1.6) although our main 
concern is with certain unusual properties of T,(n) in the case of generalf. 
In particular, we want to point out the relationship between the present 
problem and a problem posed by Elwyn Berlekamp at the May 1968 
Combinatorics Conference held at the University of Waterloo. The 
Berlekamp problem as follows: 
Let the roof determined by f bedefinedasabove. Let us assign the number 1 
to each of the cells which comprise the roof. Can we assign positive integers 
to the cells under the roof in such a way that every square subarray, 
comprised of adjacent rows and columns and containing at least one 1, 
will have determinant 1 ? If so, what are these numbers? This problem 
arose in [2]. 
Continuing the above example, we get the array 
1 1 
1 2 I 1 1 3 1 1 1 2 7 1 2 3 7 26 
and we see, for instance, that 
This example also illustrates a theorem which we prove. Namely, we 
have T,(l) = 2, T,(2) = 3, T,(3) = 7, T,(4) = 26, and, generally, the 
lattice point (n, 1) should be assigned the entry T,(n - 1). This is 
Theorem 2 of Section 3. 
We also include a recurrence satisfied by T&z) and an algorithm, due to 
Berlekamp, for computing the integers T,(n). We are able to use each of 
these to give proofs of (1.6). 
SOME REMARKS ON BALLOT-TYPE SEQUENCES 261 
2. A RECURRENCE FOR T,(n) 
We begin by proving 
THEOREM 1. Let T,(O) = 1. Then for n > 0, 
$ (-*I1 (jtn Tjl -j’) T,(n -,j) = 0. 
Proof. We remark that it is possible to give a proof of (2.1) that uses 
the principle of inclusion and exclusion. However, we give a somewhat 
different proof here. To begin, let Tf(n, k) = T(n, k) be the number of 
n-tuples (~1~ ,..., a,) satisfying (1 .l) and the additional condition c(, = k. 
It follows that T( 1, k) = 1 (k = l(l)f( 1)) and, for n > I, 




TfW = C Un, W. (2.3) 
A!=1 
In the next place, if we define 
Th k) (s = 0, l,...), 
then we have 
L,(n) = 1:: (” J ‘) i T(n - *,A I j=l 
= ‘Fll’ (” i ‘) iI T(n - Li) 
+ kcf;gl)+l (” ; ‘) f(51) T(n - ‘33 
j=l 
= ,(E1) T(n - l,,j)/(ffLll)) - (i i :)I 
J4 
+ 1 (sfF)1) - ('r<ll')/ Tf(n - 1) 
= (sf:“‘l) T,(n - 1) - ‘(El’ (; ; :, T(n - *,j>, 
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where we have used (2.3). It follows that 
L,(n) + L,,l@ - 1) = ($) T,(n - 1). 
It is clear from (2.4) that 
n-2 
,g (- 1Y {&(n - j) + b+l(n - 1 -A) 
= &l(n) + C-1)” -L-l(l) 
= z: (-1)j (fjr,-:‘)) T,(n -j - 1). 
(2.4) 
(2.5) 
Finally, since L,,(n) = T,(n) and 
L,-,(l) = $) (” I ;I T(1, k) = f (” I :, = (ff)), 
k=l n k-1 n 
we see that (2.5) reduces to (2.1). 
3. THE MAIN RESULT 
Given the non-decreasing sequence (f(l),f(2),...), we determine a new 
sequence (S, , S, ,...) by defining 
ifi =f(j) = . . . = ftj + P - 1) cf(j + p), 
otherwise. (3.1) 
We also define the doubly indexed sequence of functions fR(k) by 
1 
f,(k) =fV4 
fR(k) =f(k + S, + a*. + S,) - R (R = I, 2,...). 
Continuing the example of Section 1, we find that (S, ,..., S,) = 
(0, 2, 1, 0, 2) and, for example, f3(1) = f3(2) = 2. It is also a straight- 
forward verification to show that the array (1.5) is identical with the array 
T4(0) T,(l) 
T&9 T3( 1) 
T,(O) T,(l) 7-m 
T,(O) T,(l) T,(2) T,(3) T,(4) 
To(O) To(l) T,(2) T,(3) T,(4), 
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where for brevity we put TfR(n) = T,(n). We will see later that this is a 
special case of a general result. 
We extend the basic recurrence (2.1) by defining T,(k) = 0 for k < 0 
and writing (2.1) as 
go (-I>’ (f(k +j’ -j’) T,(k -,j) = 6(k), (3.3) 
where 6(k) = 6,,, , the Kronecker delta. We next rewrite (3.3) as 
x (-l)i (f(kj!$j)) T,(k + 1 -j) = -6(k). (3.4) 
Replacing k + 1 by k in (3.4) and adding the resulting equation to (3.3), 
we find 
i. (-1Y ( jtk + ‘fj) ’ ‘) T,(k -j) = 6(k) - 6(k - 1). 
If we repeat this process we get 
i (-ly (f(k + 1 -3 + 2 
1 T,tk -3 j=O .i 
= 6(k) - 26(k - 1) + 6(k - 2), 
and, after R repetitions, we find that 
j$ (- l>j (f(k + 1 -3 + R 
j 
) T,(k -j) = ‘$ (- l)i (f, 6(k - i). 
i=O 
(3.5) 
Next, we replacefbyf, in (3.5) and use (3.2) to obtain 





= i. (-11~ (4) W - 9 
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or, if we prefer, 
F. (- 1)’ (f@ “j’ -.j)) T,,(k - S, - . . . - S, - j) 
= & (-l)i (7) 6(k - s, - ... - s, - i). (3.6) 
With these preliminaries we are now able to prove 
THEOREM 2. The entries in the (n + I)-th column of the array determined 
by the non-decreasing array (f(l), f (2) ,...) are, from the bottom, 
TAn), T,,(n - S,), T& - S, - SJ,..., 
where Si and fR are defined by (3.1) and (3.2). 
Proof. Let A be the square array whose determinant we must find. 
We can assume that A reaches the bottom row and that the theorem is 
true for all matrices smaller than A. Hence we suppose that the bottom row 
of the array A consists of the entries 
T,(k - R), T,(k + 1 - R) ,..., 7’,(k). 
The upper left-hand entry of A will be 
T,,(k - R - S, - ... - S,) 
and it is clear that this entry must be 1. 
Now we consider two cases. First, we suppose 
k-R-SS,--.‘-SS,=c>O. 
It follows from (3.6) that 
F. (-1)j (f(k +.l -j)) TfU(k - S, - .** - S, -j) = 0 
J (p = 0, l,..., R). (3.7) 
Next, since TfR(k - R - S, - *.. - S,) = 1, we find, as a result of the 
combinatorial meaning of TfR , that 
fR(k - R - S, - ... - S,) = 1. 
Therefore, using (3.2), we obtain f(k - R) = R + 1. 
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These results show that the summation in (3.7) need not be extended 
beyond j = R + 1 since 
( 
f(k + 1 - CR + 1)) 
R+l ) 
= 1 
It follows from (3.7) that the determinant of the (R + 1) x (R + 1) array 
A is the same as the determinant obtained from A by replacing the right- 
hand column of A by (-l)T+l times the column immediately to the left 
of A. Indeed, the determinant of A is the same as the determinant obtained 
from A by “shifting over” one column to the left. In this new determinant 
we have 
(k - 1) - R - S, - ... - S, = c - 1 >, 0. 
Repeated applications of this reduction show that we need only consider 
a second case, namely, k - R - S, - a*. - S, = 0. Here we find that 
(3.6) reduces to 




(P = 4, 
0 (P f 4. 
(3.8) 
Notice that the column just to the left of A must have height less than 
R + 1, i.e., f(k - R) < R + 1. Hence the summation in (3.8) need only 
be extended as far as j = R, since for j = R + 1, 
( 
f(k + 1 -CR+ 1)) 
1 ( 




It now follows from (3.8) that we can replace the last column of A by 
cc- ljR, %.., 0) without altering the value of the determinant. But then 
the value det A is seen to be the determinant of a smaller array which 
touches the roof. Hence, by the inductive hypothesis, det A = 1 and the 
theorem is proved. 
4. A MATRIX REPRESENTATION FOR Tf(n) 
Define the matrix F by 
F = (Fij), Fij = (!?). 
+Wrr/3-5 
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Since F has zeros above the main diagonal and since truncations of F have 
determinant 1, an inverse matrix S exists. Let Ek be the operator defined by 
Ek(f(n) = f(~z + k) and let T, = TEpf . We are now able to state 
THEOREM 3. We have S = (sij), where 
Sij = 0 if i < j, 
Sij = (- l)i+j Tjpl(i - j) if i 3 j. 
(4.1) 
ProoJl The proof is simply the computation of (FS),, . Clearly 
(FS),, = 1 and (FS),j = 0 if i <,j. If i >.j then 
(ES),, = 2 FiTSTj = f (- l)‘+j iL!T’,) 7’d -.i) 
r=l r=i 




by (2.1). This evidently proves the theorem. 
In the next place it follows from Cramer’s rule that we have 
T,(n) = (- 1)” Sn+l,l = det 
the desired determinant representation for T,(n). This relation has also 
been given in [8]. 
5. AN ALGORITHM FOR COMPUTING T&z) 
As noted in the Introduction, Berlekamp told several participants at 
the Waterloo Combinatorics Conference of an algorithm for computing 
the numbers under the roof determined by f. We state his algorithm here 
as follows: 
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Define a subset D of the lattice points by 
D = G {(x + i, x)1 1 < x <f(i + l)}. (5.1) 
i=O 
Place a 1 in the highest cell of each column of D. Proceeding inductively, 
we define a k-th chain of elements to occupy the cells of D by requiring 
that the first element of the k-th chain appears in the first vacant cell of 
the first row of D and is equal to the element immediately to its left. Later 
elements of the k-th chain are defined by the requirement that the element 
of the k-th chain which appears in thej-th column appears in the k-th cell 
from the top and that it be equal to the sum of the elements of the k-th 
and (k - I)-th chains in the (j - I)-th column. 
Returning to the example of Section I, we find that D is the array 
This example suggests that the distinct entries along the bottom row of D 
coincide with the entries under the roof determined byf. We shall see that 
this is a corollary to Theorem 4 below. 
It follows from the construction that if cl(k,j) denotes the entry of the 
k-th chain which is assigned to the,j-th column, then we have d(l,j) = 1 
and 
4k + 1, a(k) + 1) = d(k, a(k)), (5.2) 
4k + l,j + 1) = 4k + l,.i) + 4k,j) (j > 4W, (5.3) 
where a(k) = Bl + ... + Bk and where Bi denotes the number of l’s 
in the i-th row of the array under the roof determined by f, or, what is 
the same thing, Bi denotes the number of l’s in row i of D which occur in 
the first chain. Also it is easy to see that if c(r,.j) denotes the element of D 
in row r and column j, then we have 
or 
c(r,,j) = c(r,.j - 1) + c(r - 1,j - 1) (5.4) 
c(r,j) = c(r + 1, j - 1) + c(r,.j - 1). (5.5) 
The second of these holds if columns j and j - 1 are of equal height. The 
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first holds if they are different. Finally, it will be convenient to let u(n) 
denote the number of l’s in the first n columns of the array D determined 
by f. We now prove 
THEOREM 4. The number of sequences (a1 , (Ye ,..., a,,+& satisfying the 
two conditions 
and 
1 d ai- < ai <f(i) (i = l(1)n - 1) (5.6) 
01,-l < ... < cy. ll+T--2 < f(n - 1) + j - v(n - 1) - r (5.7) 
is c(r, j), provided that r > 2 and 
v(n - 1) <j < v(n). 
Proof. We proceed by induction on j and show that the number, 
h(r, j), of sequences subject to conditions (5.6) and (5.7) satisfies (5.4) or 
(5.5). Let h = f(n - 1) + j - v(n - 1) and suppose that 
v(n - 1) < j - 1 < j < v(n). 
A sequence counted by h(r, j) either has its last element equal to h - r or 
less than or equal to h - 1 - r. The sequences of the first type are counted 
by adjoining h - r to a sequence counted by h(r - 1, j - 1)and sequences 
of the second type are counted by h(r, j - 1). Therefore, in this case, 
h(r,,j) is seen to satisfy (5.4). On the other hand, if j = v(n) + 1, then 
consideration of the same two cases shows that h(r, j) satisfies (5.5). Only 
an easy verification of the initial conditions is necessary to complete the 
proof of the theorem. 
Notice that Theorem 4, together with Theorem 2, shows that the con- 
struction of the entries in the array D does indeed provide us with an 
algorithm for determining the integers under the roof determined by J 
6. AN APPLICATION OF THE ALGORITHM 
It follows from (5.2) and (5.3) that we can write 
j-1 
d&j) = C d(k - 1, t). 
t=o(k-1) 
(6.1) 
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It then follows from (6.1) that we can write 
where S,,, is an integer depending only on k and s. In fact, using (6.1) 
and (6.2), we find that 
d(k + 1,j) = ‘2 y (3 S,,, 
t=o(k) s=o s 
which implies 
6 k+l,j = 6k,i-l (j = l(1) n - l), (6.3) 
(6.4) 
Notice, if we put 6, = S,,, , then it follows from (6.2), (6.3), and (6.4) 
that 
d(k,j) = y (jj a,-, , 
s=o s 
where 6, = 1 and, for t > 1, 
(6.5) 
The equations (6.5) and (6.6) give a complete description of how to 
compute the numbers in the array D determined by f. In the special case 
where Bl = .** = B, = c, these relations simplify considerably. Here we 
have 6, = 1 and we prove by induction on t that 
st+l = (-l)k 0 > 1). 
It follows from (6.6) and the inductive hypothesis that 
(6.7) 
t-1 
6 t+1 = c c (- l)Q-s 
.3=1 cv-(3 
and, since 
i. (-1)” (Z) = C-1)” (” i ,‘), 
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we get 
6 t+, = c (-Iy+l (-1y 
I 
(;I;) + (-l)‘i - (Y) = (-l)tc, 
which completes the proof of (6.7). 
In the next place, using (6.5) and (6.7), we see that 
d(k,j) = c y (-l)L-l-S (f) + ik i 1) 
S=O 
= -c(;;;)+(kLlj, 
which we write as 
d(k,j) = $1;) - (c - l)(LI !J. (6.8) 
Notice that this special case also treats the special case where f(i) = 
(c - I) i + 1, as is easily seen by interchanging rows and columns in the 
array. Thus, for example 
In fact, we can make the given array the array for f(i) = (c ~ i) i + t by 
adjoining t - 1 columns of height m to the right of the given array. 
Using (63, we see that the entries in row r of column me of the array D 
determined by f are 
d(m + 1 - r,mc) = (“,‘I,‘) - (c - l)(mm: LJ l) 
and, according to (5.8), the element in row r of the first added column is 
given by 
d(m + 1 - r, mc) + d(m - Y, mc) = (mm: ,) - (c - l)(, -“f- 1). 
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An easy induction shows that the element in row Y of column mc + t - 1 
is given by 
i 
mc+t-2 
m - r 1 
In particular, it follows from (6.9) and Theorem 4 that, for r = 1, 
i 
mc + t - 2 
m - 1 ) - (c - l)(mc;. 
- (c - l,i”,‘l:I :,. (6.9) 
t-2 
-2 = m-l 1 ’ + ’ - ’ (mc;T ; 2j (6.10) 
is the number of sequences (x1 ,..., CY,,,-J subject to the conditions 
1 < CY-r < OIi < (c - 1) i + t 
We remark that (6.10) can also be proved directly from (2.1). Also 
notice that (6.10) is the same as (1.6). 
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