This paper studies the computation-communication tradeoff in a heterogeneous MapReduce computing system where each distributed node is equipped with different computation capability. We first obtain an achievable communication load for any given computation load and any given function assignment at each node. The proposed file allocation strategy has two steps: first, the input files are partitioned into disjoint batches, each with possibly different size and computed by a distinct node; then, each node computes additional files from its non-computed files according to its redundant computation capability. In the Shuffle phase, coded multicasting opportunities are exploited thanks to the repetitive file allocation among different nodes. Based on this scheme, we further propose the computationaware and the shuffle-aware function assignments. We prove that, by using proper function assignments, our achievable communication load for any given computation load is within a constant multiplicative gap to the optimum in an equivalent homogeneous system with the same average computation load. Numerical results show that our scheme with shuffle-aware function assignment achieves better computation-communication tradeoff than existing works in some cases.
I. INTRODUCTION
Driven by the rapid growth of machine learning and data science, modern computation paradigm has shifted from conventional one-processor systems towards large-scale distributed computing systems, such as Hadoop. MapReduce is a prevalent framework for distributed computing [1] , where the computation is decomposed into "Map" and "Reduce" stages. Each distributed node first computes the Map functions from its locally available files to generate intermediate values (IVs) . These IVs are then shuffled among nodes, so that each node can use these IVs to compute the Reduce functions, and obtain the final output values. In this framework, data shuffling among distributed nodes appears to be a major bottleneck of the distributed computing systems due to the large communication load. For example, 70% of the execution time is for data shuffling when running "SelfJoin" on the Amazon EC2 cluster [2] .
To alleviate the communication bottleneck, coded distributed computing is proposed by [3] in the MapReduce framework. It leverages the redundant computation capabilities at heterogeneous systems where each node is assigned different number of output functions. Both works obtain an achievable communication load which is within a constant multiplicative gap to the optimum given the considered function assignment. They find that, by assigning more output functions to nodes with more input files, their proposed schemes even outperform the optimal scheme in an equivalent homogeneous system [3] in some cases. However, the heterogeneous systems considered in [13] , [14] consist of multiple homogeneous node groups where nodes in each group have the same storage and computation capabilities but differ from nodes in other groups, and is thus not suitable to general heterogeneous systems.
In this paper, we study the computation-communication tradeoff in a general heterogeneous MapReduce computing system. The system consists of K nodes, where each node k computes the map functions of m k N files from the total N input files, and m k is known as its computation load. We first obtain an achievable communication load in a closedform expression for any given computation load and any given function assignment at each node. The proposed file allocation strategy in the Map phase has two steps: first, the N input files are partitioned into K disjoint batches with possibly different sizes, each computed by a distinct node and referred to as its compulsory files; then, each node further computes the compulsory files of other nodes according to its redundant computation capability, and we refer to these files as its optional files. In the proposed data shuffling strategy, each node distributes the IVs computed from its compulsory files to the requiring nodes. Given the repetitive file allocation arising from the design of optional files, coded multicasting opportunities are exploited, where zero-padding is used to generate the coded messages. We then propose two function assignments to further reduce the communication load. In the computation-aware function assignment, the number of output functions assigned to each node is proportional to its computation load. In the shuffle-aware function assignment, all the output functions are properly assigned to nodes with high computation load to reduce traffic load in the Shuffle phase. The achievable communication load obtained by these two function assignment methods is proved to be within a constant multiplicative gap to the optimal load L * Hom in an equivalent homogeneous system with the same average computation load [3] . Numerical results show that the communication load with shuffle-aware function assignment is smaller than L * Hom and achievable loads in other works in some cases.
Notations:
[a] 1×K denotes the 1×K vector with all entries being a.
II. SYSTEM MODEL
We consider a distributed computing system which aims to compute Q output functions from N input files using K distributed nodes, for some positive integers Q, N , and K. The input files are denoted by {f 1 , . . . , f N }, each of size F bits, and the output functions are denoted by {φ 1 , . . . , φ Q }, where φ q , for q ∈ [Q], maps all the input files into the output value u q = φ q (f 1 , . . . , f N ) ∈ F 2 B with length B bits. The computing system follows the MapReduce framework as in [1] , [3] , where the computation of each output function can be decomposed as φ q (f 1 , . . . , f N ) = h q (g q,1 (f 1 ), . . . , g q,N (f N )).
(1) Here, g n = (g 1,n , . . . , g Q,n ) is the Map function that maps input file f n into Q IVs v q,n = g q,n (f n ) ∈ F 2 T , for q ∈ [Q], each with length T bits; and h q is the Reduce function that maps the IVs of the output function φ q in all input files into the output value u q = h q (v q,1 , . . . , v q,N ). Following this decomposition, the MapReduce computing system consists of three phases: Map, Shuffle and Reduce.
Map phase: Each node k, for k ∈ [K], stores M k files from the N input files, denoted by
We assume that k∈ [K] M k ≥ N so that the Map function of each file can be computed at least once. Define the computation load of node k, denoted by m k , as the number of Map functions it computes normalized by the total number of input files N , i.e., m k M k N , and m [m 1 , . . . , m K ] as the overall computation load vector. We have k∈ [K] 
Each node k is assigned to compute a subset of W k output functions from the total Q functions, denoted by [12] , W k may vary for different k. Similar to [5] , [6] , [8] - [12] , [14] , we assume that W j ∩ W k = ∅ for j = k so that each function is assigned to exactly one node. Thus, we have k∈[K] W k = Q. Define the function assignment of node k, denoted by w k , as the number of output functions it computes normalized by the total number of output functions Q, i.e., w k = W k Q , and w [w 1 , . . . , w K ] as the overall function assignment vector. Then, we have k∈[K] w k = 1.
Shuffle phase: To compute the assigned output functions, each node needs the IVs which are not computed locally in the Map phase. Thus, each node k creates a message X k ∈ F 2 k with length k bits as a function of the IVs computed locally in the Map phase, i.e.,
for some encoding function ψ k , and broadcasts it to the rest nodes. Similar to [3] , the communication load L is defined as L
, which characterizes the normalized total number of bits communicated among the K nodes in the Shuffle phase.
Reduce phase: Each node k uses its local results {v q,n : q ∈ [Q], f n ∈ M k } computed in the Map phase and the messages {X 1 , . . . , X K } communicated in the Shuffle phase to construct the IVs {v q,n : φ q ∈ W k , n ∈ [N ]}, and then computes the Reduce functions of its assigned output functions W k .
For a given computation load m and a given function assignment w, the minimum communication load in the Shuffle phase is defined as L * (m, w). In this paper, we aim to jointly design file allocation and function assignment w for any given computation load m in the Map phase, so as to minimize the communication load in the Shuffle phase. For ease of analysis, we assume that Q and N are sufficiently large to ensure that the number of files and the number of functions assigned to each node are integers by our scheme.
III. ACHIEVABLE COMMUNICATION LOAD AT GIVEN FUNCTION ASSIGNMENT w
In this section, we present our achievable scheme in the MapReduce computing system for arbitrary computation load m and arbitrary function assignment w, and obtain the achievable communication load L A (m, w) at a given computation load m and function assignment w. The design of specific function assignment w to minimize the communication load shall be presented in the next section.
We only present our scheme through a 4-node example, while the general scheme is given in the longer version [15] .
A. An Example
In this subection, we use a 4-node MapReduce computing
as an example to illustrate the proposed scheme.
1) Map phase design: The proposed file allocation strategy in the Map phase has two steps. In the first step, the strategy is to allocate the input files among all the nodes exclusively as equal as possible, which may result in that the nodes with low computation load are exhausted while the nodes with high computation load still have extra computing capacity. Specifically, in this example, we first allocate a batch of 1 5 N files to node 1 to fill its computation load since m 1 = 1 5 < 1 4 , then we equally divide the rest 4 5 N files into three batches, each with size 4 15 N , and allocate them to the other three nodes. Denote the disjoint file batch allocated to node k using this strategy as N k , with size l k . In this example, we have l 1 = 1 5 and l 2 = l 3 = l 4 = 4 15 . After the first step, each node k is still able to compute the Map functions of (m k − l k )N more files from the remaining
1−l k as the surplus computation ratio of node k. In this example, we have [P 1 , P 2 , P 3 , P 4 ] = [0, 1 11 , 1 11 , 7 22 ]. In the second step, we further partition each batch N k , for k ∈ [4] , into 8 sub-batches
and is further allocated to nodes in set
is the sub-batch of N 1 which is allocated exclusively to node k = 1 in the first step then re-allocated to nodes Ψ = {2, 3} in the second step. There are l 3} 1 . Note that the file allocation strategy in the second step is inspired by the decentralized cache placement [16] , [17] , since the number of files exclusively computed by nodes Ψ ∪ {k} in N k can be viewed as the number of file bits exclusively cached by these nodes by decentralized cache placement which converges to l Ψ k N with high probability for a sufficiently large file number N . Fig. 1 shows our two-step file allocation strategy, where the second step is illustrated by using N 1 as an example. Fig. 1 : The two-step file allocation strategy. By using the proposed two-step file allocation strategy, it is easy to verify that each node k computes the Map functions of m k N files. For each node k, the files selected in the first step, i.e., N k , are referred to as its compulsory files, while the files selected in the second step, denoted by O k , are referred to as its optional files. We have M k = N k ∪ O k . Note that node 1 has no optional file, i.e., O 1 = ∅, since m 1 = l 1 . We refer to the nodes that have no optional file as low-computation-load (LowCL) nodes, and refer to the rest nodes as high-computation-load (HighCL) nodes. Here, node 1 is the LowCL node, and nodes [2 : 4] are the HighCL nodes.
2) Shuffle phase design: After the Map phase, each node k, for k ∈ [4] , needs the IVs of the other (1 − m k )N files to compute the Reduce functions of its assigned functions W k . Meanwhile, it should distribute the IVs computed from its compulsory files N k to the requiring nodes. We use unicasting to deliver the IVs needed by LowCL nodes, i.e., node 1, and use coded multicasting to deliver the IVs needed by HighCL nodes, i.e., nodes [2 : 4] .
Communication to node 1: Since node 1 has no optional file, each node k, for k ∈ [2 : 4], directly unicasts the IVs of the output functions W 1 in its compulsory files N k to node 1, given by
, the communication load from node k to node 1 is given by
Combining all three nodes [2 : 4] , the total communication load to node 1 is given by
After receiving its desired IVs computed from files N 2 ∪ N 3 ∪ N 4 , and combining the IVs computed locally from files N 1 , node 1 can successfully compute the Reduce functions of its assigned functions W 1 and obtain the output values.
Communication to nodes are needed by node 2 and available at node 3, given by V
1→2 . On the other hand, the IVs of functions W 3 in files N {2} 1 are needed by node 3 and available at node 2, given by V 
In general, by using zero-padding and XOR combining, the coded message multicasted from an arbitrary node k to an arbitrary node set Ψ ⊆ [2 : 4] \ {k} is given by
} are the IVs needed by node i ∈ Ψ and available at nodes Ψ \ {i}. The communication load is given by
Summing up the load from each node k to each set Ψ ⊆ [2 : 4]\{k}, the total load to nodes [2 : 4] is given by (3) and (6), the total communication load in this example is given by L A = L 1 + L [2:4] = 4171 7260 .
B. General Results
Generalizing the above achievable scheme to the heterogeneous MapReduce computing system with arbitrary K, m, w, and using the derivation similar to [17, Theorem 3] , we obtain an achievable communication load given in the following theorem, whose proof is in [15] . Theorem 1. For a heterogeneous MapReduce computing system with K nodes, computation load m = [m 1 , . . . , m K ], and function assignment w = [w 1 , . . . , w K ], an achievable communication load is given by
where r max
; and {s 1 , . . . , s K−r } is the re-ordered indices of nodes [r + 1 : K] in descending order of the value w k (1−P k ) P k , i.e.,
In Theorem 1, the LowCL and HighCL nodes are nodes [1 : r] and [r + 1 : K], respectively. In the Map phase, each node k, for k ∈ [K], is allocated l k N files in the first step, and each HighCL node k, for k ∈ [r + 1:K], is further allocated (m k − l k )N files in the second step, similar to Section III-A. We use unicasting to deliver IVs needed by nodes [1 : r], yielding the communication load of r k=1 w k (1 − m k ); and use zero-padding-based coded multicasting, similar to Section III-A, to deliver IVs needed by nodes [r + 1:K], yielding the communication load as the second term of (7) . Remark 1 (Homogeneous system). When each node has the same computation load m k = m and the same function assignment w k = 1 K , the communication load in Theorem 1 reduces to 1) if m = 1 K :
2) if m > 1 K :
Compared to the optimal load L * Hom = 1−m Km , for Km ∈ [K], obtained in [3] for the homogeneous computing system, our achievable load is the same as theirs when m = 1 K , and close to theirs when m > 1 K . In specific, when Km ∈ [2 : K], the multiplicative gap between our achievable load (10) and the optimal load L * Hom is upper bounded by L A L * Hom ≤ Km Km−1 ≤ 2.
IV. FUNCTION ASSIGNMENTS
While most works consider even function assignment w Even = [ 1 K ] 1×K , the number of output functions assigned to each node is generally related to the number of files it is allocated. More specifically, when a node is allocated more input files, indicating that it has better storage and computation capabilities, it is also assigned more output functions so as to reduce the communication load in the Shuffle phase as well as the overall computation latency. This provides us opportunities to further reduce the communication load.
In this section, we propose two function assignments, i.e., the computation-aware and the shuffle-aware function assignments. Then, we will compare our achievable communication loads by using these two function assignments with the results in [3] , [10] , [13] , [14] , and present some discussions.
A. Computation-aware function assignment
The computation-aware function assignment aims to balance the function assignment among nodes according to their computation capabilities so as to reduce the overall computation latency. Since the computation capability of each node can be reflected by its computation load in the Map phase, a natural way is to let the number of output functions assigned to each node be proportional to its computation load. That is, each node k computes w k Q output functions, where w k = m k i∈ [K] mi . We refer to wCom(m) m1
as the computation-aware function assignment. Substituting (11) into (7), the achievable communication load is given in the following theorem. 
with r, ξ, {P k : k ∈ [K]} defined in Theorem 1.
B. Shuffle-aware function assignment
The shuffle-aware function assignment aims to reduce the traffic load in the Shuffle phase when k∈[K] m k > 1 by properly assigning output functions to HighCL nodes [r + 1 : K]. Note that when k∈[K] m k > 1, we have r + 1 ≤ K. We first use the example in Section III-A to illustrate the assignment to HighCL nodes. It can be seen in (5) that the communication load to an arbitrary node set Ψ ⊆ [2 : 4] is determined by the largest number of needed IVs among nodes in Ψ due to zero-padding. To minimize the performance loss caused by zero-padding, we let w k (1−P k ) . In general, to avoid zero-padding in the communication to HighCL nodes [r + 1 : K], the function assignment should satisfy wr+1(1−Pr+1) Pr+1 = · · · = w K (1−P K ) P K . Now, let us consider the function assignment to LowCL nodes [r] . Note that the number of IVs computed by each LowCL node in [r] is less than that computed by each HighCL node in [r + 1 : K]. Moreover, the proposed shuffle strategy adopts unicasting, instead of coded multicasting, to deliver the required IVs to LowCL nodes [r] . Therefore, to avoid the communication to these LowCL nodes becomes the bottleneck of the shuffle phase, we simply do not assign any output function to the LowCL nodes [r], i.e., w k = 0, ∀k ∈ [r].
By using the above strategy, the function assignment can be easily computed, and is given by Scheme L m m1 m2 [13] 0.528 0.497 [14] 0.357 0.185 Even FA 0.448 0.397 Computation-aware FA 0.371 0.255 Shuffle-aware FA 0.315 0.175 FA in [14] 0.349 0.208
