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Note de la traductrice
Big Data, Little Data, No Data est l’œuvre d’une professeure américaine, rédigée dans 
un contexte essentiellement anglophone. Sa traduction – comme toute traduction – 
a nécessité un travail d’adaptation de la part de l’équipe éditoriale d’OpenEdition afin 
de transmettre au lectorat francophone les idées de ce texte dans une langue la plus 
précise et la plus claire possible.
Ce travail résulte d’une somme de choix, qu’il serait fastidieux de tous expliquer ici : 
au besoin, certains seront explicités au fil du texte au moyen d’une note de la traduc-
trice (NdT).
Il nous paraît cependant utile d’expliquer ici comment nous avons retranscrit en fran-
çais le concept fondamental de data scholarship, afin de ne pas ennuyer le lectorat 
avec de trop nombreuses explicitations et notes au fil du texte. Cette explication 
vient se substituer à un court passage que nous avons supprimé du texte original1 
qui, parce qu’il expliquait des concepts anglophones en des termes anglophones, ne 
pouvait être traduit littéralement sans trahir soit la pensée de Christine L. Borgman, 
soit la langue française.
Le terme data scholarship est composé des mots data, « données », et scholarship. Ce 
dernier désigne l’activité de la ou du scholar, c’est-à-dire du savant ou de la savante 
en quête d’érudition, ainsi que le savoir qui résulte de cette activité. Quasi-synonyme 
de research, il lui est toutefois préféré dans le contexte des sciences humaines. Par 
ailleurs, la scholarship ne se limite pas strictement aux expériences scientifiques, 
à la recherche d’informations et aux autres activités permettant de construire son 
propre savoir, mais peut aussi englober la scholarly communication, c’est-à-dire 
la communication formelle et informelle entre scientifiques, ou communication 
savante, qui comprend entre autres l’édition scientifique, l’évaluation par les pairs 
(peer review), les conférences ou encore les discussions informelles. En français, le 
terme «  recherche », riche de connotations variées touchant aussi bien au travail 
scientifique qu’à la carrière, nous a paru le plus adéquat à rendre cette notion.
Cependant, la data scholarship n’est pas une recherche sur les données, au sens 
où celles-ci seraient le point d’intérêt des scientifiques, mais plutôt une recherche 
au moyen des données. Elle est un ensemble de pratiques intégrées dans le travail 
1.  La lectrice ou le lecteur curieux pourra retrouver le paragraphe concerné au chapitre 3, p. 31-32 
de l’édition originale parue chez MIT Press.
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quotidien des chercheurs et chercheuses, souvent sans qu’ils en aient conscience et 
sans que ce labeur soit remarqué, ce qui pousse Christine L. Borgman à le qualifier 
de « travail invisible ». Ce réseau de significations nous a conduits, avec l’accord de 
l’autrice, à traduire data scholarship par « travail scientifique des données », indiquant 
par là la transformation opérée sur les données par les acteurs de la recherche.
Par convention, nous avons choisi d’utiliser dans cet ouvrage les termes « sciences 
exactes » (que nous traduisons de l’anglais américain sciences) pour désigner les 
sciences naturelles, expérimentales et formelles, par opposition aux sciences 
sociales d’une part et aux sciences humaines d’autre part. L’idée n’est évidemment 
pas de suggérer que ces dernières seraient « inexactes ». Nous aurions pu recourir 
à l’acronyme STM (sciences, techniques/technologies et médecine) mais il nous a 
semblé recouvrir une réalité un peu différente.
Sauf mention contraire, les citations anglophones ont été traduites par nos soins 
pour le présent ouvrage.
Enfin, parce que Christine L. Borgman a veillé à évoquer aussi bien les femmes que 




Preface to the French translation 
of Big Data, Little Data, No Data
The origin of this translation into French was the invitation from Marin Dacos and 
Françoise Genova to keynote the 2018 Paris conference launching the National Open 
Science Plan for France, subtitled “from Strategy to Action.” This stimulating three-day 
event, organized in partnership with the Research Data Alliance, drew participants from 
France, Europe, and the U.S. to explore emerging issues around open access to publi-
cations, data, software, and other scientific research objects. Top-down approaches to 
open science, in the form of government science policies, met bottom-up approaches 
in the form of community practices. The ambitious National Plan combines country- 
specific actions with European initiatives: “France is committed to making scientific 
research results open to all – researchers, companies, citizens.”
In the two years since that launch event, open science continues to evolve in concept, 
policy, and practice. Notions of “openness,” whether referring to publications, data, 
software, or other entities, are as amorphous as ever. What is open to whom, when, 
why, and under what circumstances varies widely. Open access (OA) to publications 
is the usual starting point for open science, as is the case in the plan for France. OA 
publishing comes in many flavors, however. Some plans shift the costs to government 
funding agencies, some to universities, some to authors, and some to publishers. Other 
flavors promote preprint servers and institutional repositories as complements to paid 
subscriptions. Government initiatives such as Plan S, due to take effect in 2021, are 
controversial, resulting in complex compromises among stakeholders (Kwon, 2018; 
Noorden, 2020; Plan S, 2019).
The second pillar of most open science plans, including that of France, is open data. 
Access to research data, a central theme of this book, is yet more complex than OA 
publishing. Scholarly publishing has a long history, dating back millennia for books and 
centuries for journal articles. Data also have long histories, but more as process than 
as scholarly products to be exchanged. Research data can be embodied in artifacts, but 
they also can be abstractions or simulations. Almost any entity can be used as evidence 
of some phenomena. One person’s signal is another’s noise. Humans are in the loop 
throughout the entire lifecycle of data, from creation to curation to decay or disposal 
(Borgman, 2019).
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In the time since this book’s original publication in 2015, stakeholders have come to 
acknowledge the messiness of openness (Aspesi and Brand, 2020). While most dis-
ciplines now accept open access publishing, the means and adoption rates vary by 
domain, funding source, country, and other factors. More stakeholders recognize the 
messiness of scientific data, with advances in research on philosophical, epistemolo-
gical, social, technical, and cultural aspects of data practices (Borgman, 2019; Druc-
ker, 2014; Lane et al., 2020; Leonelli, 2019a, 2019b; Pasquetto et al., 2019; Rosenberg, 
2018). The FAIR principles, first promulgated in 2016 (Wilkinson et al., 2016), established 
a framework for disseminating data openly. These principles were quickly adopted into 
European science policy (European Union Publications Office, 2018). Practical, on-the-
ground efforts to implement FAIR reveal the aspirational nature of the enterprise. For 
data to be Findable, communities must agree on methods for description, search, and 
retrieval. For data to be Accessible and Interoperable, stakeholders must agree on tech-
nical and legal frameworks. For data to be Reusable, originators must provide access to 
adequate documentation, and often to associated software, instrumentation, and other 
technologies. Reusing data is a goal more achievable than reproducible or replicable 
science, all of which remain contested concepts. The FAIR principles are subject to 
temporal factors. The longer the time from origin, the more difficult data are to find, 
access, interoperate, or reuse. Data creators retain significant advantages in the ability 
to reuse research data (Pasquetto et al., 2017, 2019).
Several new journals devoted to interdisciplinary investigations of data have launched 
in the last five years, such as the Harvard Data Science Review, Scientific Data, and 
the Journal of Data and Information Science, plus countless special issues of discipline-
specific journals. Interest in software preservation, software citation, and data citation 
continues to grow (Bouquin et al., 2020; Davenport et al., 2020; Smith et al., 2016; 
Software Heritage Foundation, 2019; Wofford et al., 2020). These venues, plus confe-
rences, government reports, and funding initiatives serve to broaden the conversation 
about research data. Theoretical, technical, and practice topics abound, such as costs 
and benefits of data preservation, ethics and values of providing access to human 
subjects data, incentives and disincentives to share or reuse data, tradeoffs between 
launching new missions and preserving the data of current missions, how practices 
vary within and between domains, and whether data are best managed by universities, 
disciplinary repositories, government agencies, or commercial ventures, to name a few.
In parallel with the growth of research into data science is the expanding array of career 
tracks in data science, data management, and other areas of data practice. Universi-
ties in France, Europe, North America, Australasia, Asia, and elsewhere are investing 
in data science programs at the undergraduate and post-graduate levels. Some uni-
versities expect students in all fields to take at least one data science course as a 
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core requirement. These courses and degrees vary in theoretical, computational, and 
practical orientation. Many provide general knowledge in computing, statistics, digital 
scholarship, or related areas. Some are discipline-specific, such as bioinformatics. Yet 
other programs are professional, such as those in business, management, librarian-
ship, and information sciences. Academic libraries and research institutions are hiring 
data management specialists. These data professionals play important roles in curating 
data, developing data archives, aiding researchers in managing their own data, and 
strategic planning for open science.
Perhaps the most significant advance in this time frame is broader recognition of the 
knowledge infrastructures (KI) in which scholarship occurs. As explained in Chapter 1 
herein, KI encompass human, social, technical, policy, and institutional components 
of intellectual work and the many interactions between them. Infrastructures develop, 
evolve, and adapt in complex ways over long periods of time. To consider any component 
in isolation, whether data, publications, or individual systems, is to see but one feature 
of the elephant. Silos can emerge and become isolated. Components designed to inter-
operate seamlessly can become brittle, leading to catastrophic breakdowns. Robust 
networks can be self-healing, at least for awhile. Infrastructures are inherently fragile, 
requiring continual maintenance and regular repair. Durability is an accomplishment. 
Research data are especially fragile because they rarely stand alone. Lacking context, 
structure, or documentation, a dataset may be little more than a string of numbers. 
For data to be findable, accessible, interoperable, and reusable, myriad stakeholders 
must invest in KI components such as metadata, formats, archives, software preser-
vation, data curation, skilled labor. In turn, these stakeholders must work together in 
ways that keep these KI components working together. As the array of players expands 
to include public, private, government, and niche partners, KI complexity increases. 
Infrastructures are notoriously invisible until they break down (Borgman et al., 2020, 
2016; Edwards, 2010; Edwards et al., 2013; Mayernik et al., 2017; Scroggins et al., 2020; 
Scroggins & Pasquetto, 2020; Star & Ruhleder, 1996).
This new edition of Big Data, Little Data, No Data: Scholarship in the Networked World 
appears at a critical juncture in scholarship, open science, and knowledge infrastruc-
tures. Charlotte Matoussowsky is an exceptionally conscientious translator, peppering 
me with thoughtful questions throughout the process. May this volume provoke new 







Préface à l’édition française
La présente traduction française trouve son origine dans une invitation à intervenir 
au colloque inaugural du Plan national pour la science ouverte à Paris en 2018, sous-
titré « De la stratégie à l’action », que m’avaient adressée Marin Dacos et Françoise 
Genova. Ces trois jours de conférences stimulantes, organisés en partenariat avec la 
Research Data Alliance, ont attiré des participants venus de France, d’Europe et des 
États-Unis pour discuter des problématiques émergentes autour de l’accès ouvert 
des publications, des données, des logiciels et des autres objets de recherche. Les 
logiques descendantes, à savoir les politiques scientifiques gouvernementales, s’y 
sont confrontées aux démarches ascendantes des pratiques disciplinaires. L’ambi-
tieux Plan national pour la science ouverte combine des actions propres à la France 
et des initiatives européennes : « La France s’engage pour que les résultats de la 
recherche scientifique soient ouverts à tous, chercheurs, entreprises et citoyens ».
Dans les deux années qui ont suivi, la science ouverte a continué d’évoluer au point 
de vue conceptuel, stratégique et pratique. La notion d’« ouverture », qu’elle se réfère 
aux publications, aux données, aux logiciels ou autres entités, est plus indéfinissable 
que jamais. Qu’est-ce qui est ouvert, à qui, quand, pourquoi et à quelles conditions : 
tout cela est très variable. L’open access ou accès ouvert (AO) aux publications 
constitue souvent le point de départ des démarches en faveur de la science ouverte, 
comme en France avec le Plan national. L’édition en AO connaît cependant de nom-
breuses variantes. Certains projets en font supporter le coût par des organismes 
de financement étatiques, d’autres par les universités, d’autres par les auteurs et 
autrices et d’autres par les maisons d’édition. D’autres variantes promeuvent les ser-
veurs de prépublications (preprint) et les référentiels institutionnels en complément 
d’abonnements payants. Les initiatives gouvernementales, telles que le Plan S qui 
doit entrer en vigueur en 2021, sont controversées et aboutissent à des compromis 
complexes entre les parties prenantes (Kwon, 2018 ; Noorden, 2020 ; Plan S, 2019).
Le deuxième pilier de la plupart des projets de science ouverte, y compris français, 
est l’open data, ou les données ouvertes. L’accès aux données de recherche, qui 
constitue un des principaux thèmes du présent ouvrage, est plus complexe encore 
que l’édition en AO. La publication scientifique est l’héritière d’une longue histoire, 
vieille de plusieurs millénaires pour les livres et de plusieurs siècles pour les articles 
de revue. Les données aussi existent depuis longtemps, mais ont longtemps été 
un processus plutôt qu’un produit scientifique échangeable. Les données de la 
recherche peuvent être des artefacts matériels, mais aussi des abstractions ou des 
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simulations. Pratiquement n’importe quelle entité peut être utilisée pour mettre en 
évidence des phénomènes. Ce qui représente un signe pour les uns est du bruit pour 
les autres. Les êtres humains interviennent tout au long du cycle de vie des données, 
de leur création à leur abandon ou leur destruction en passant par leur conservation 
(Borgman, 2019).
Lors de la première publication de ce livre en 2015, les parties prenantes avaient fini 
par reconnaître le caractère désordonné de l’ouverture (Aspesi et Brand, 2020). Si la 
plupart des disciplines acceptent aujourd’hui l’édition en accès ouvert, les moyens 
et les rythmes d’adoption varient en fonction des domaines, des financements, des 
pays et d’autres facteurs. La majorité des acteurs admettent que le désordre est 
aussi une caractéristique des données scientifiques ; la recherche sur les pratiques 
en la matière a d’ailleurs fait de grands progrès sur le plan philosophique, épistémolo-
gique, social, technique et culturel (Borgman, 2019 ; Drucker, 2014 ; Lane et al., 2020 ; 
Leonelli, 2019a, 2019b ; Pasquetto et al., 2019 ; Rosenberg, 2018). Les principes FAIR, 
promulgués en 2016 (Wilkinson et al., 2016), ont instauré un cadre pour la diffusion 
ouverte des données. Ils ont été rapidement intégrés dans les politiques scientifiques 
européennes (European Union Publications Office, 2018). Les efforts concrets pour 
mettre en œuvre FAIR sur le terrain ont révélé l’ambition de ce projet. Pour que les 
données soient trouvables (Findable), les communautés disciplinaires doivent conve-
nir de méthodes de description et de recherche. Pour qu’elles soient Accessibles et 
Interopérables, les parties prenantes doivent s’accorder sur le cadre technique et 
légal. Pour qu’elles soient Réutilisables, leurs créateurs et créatrices doivent fournir 
une documentation adéquate, ainsi qu’un accès aux logiciels, à l’instrumentation et 
aux autres technologies qui leur sont souvent associées. La réutilisation des données 
est un but plus accessible que la science reproductible ou réplicable, mais toutes 
restent des concepts contestés. Les principes FAIR sont soumis à des facteurs tem-
porels. Plus long est le laps de temps qui s’est écoulé depuis l’origine des données et 
plus il est difficile de les trouver, d’y accéder, de les rendre interopérables ou de les 
réutiliser. Les créateurs et créatrices de données conservent un avantage significatif 
en matière de réutilisation des données de la recherche (Pasquetto et al., 2017, 2019).
Ces cinq dernières années, de nouvelles revues consacrées à la recherche inter-
disciplinaire sur les données ont été créées, comme Harvard Data Science Review, 
Scientific Data et Journal of Data and Information Science, sans compter les innom-
brables numéros spéciaux de revues disciplinaires. L’intérêt pour la préservation 
des logiciels, la citation de logiciels et la citation de données ne cesse de grandir 
(Bouquin et al., 2020 ; Davenport et al., 2020 ; Smith et al., 2016 ; Software Heritage 
Foundation, 2019 ; Wofford et al., 2020). Ces médias, auxquels s’ajoutent les col-
loques, les rapports gouvernementaux et les projets de financement, permettent 
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d’élargir le débat autour des données de la recherche. Les sujets abondent, qu’ils 
soient théoriques, techniques ou pratiques, comme les coûts et bénéfices de la 
préservation des données, l’éthique et la valeur de l’accès aux données sur les 
sujets humains, les facteurs incitatifs et dissuasifs au partage ou à la réutilisation 
des données, les compromis à trouver entre le lancement de nouveaux projets et la 
préservation des données des projets existants, la variété des pratiques au sein des 
domaines et entre eux et la gestion des données par les universités, les référentiels 
disciplinaires, les administrations et les sociétés commerciales, pour ne citer que 
quelques acteurs.
Parallèlement à l’essor de la recherche en sciences des données, les possibilités de 
carrières dans la science, la gestion et d’autres domaines des pratiques en matière de 
données se sont élargies. Les universités de France, d’Europe, d’Amérique du Nord, 
d’Australasie, d’Asie et d’ailleurs investissent dans des programmes en sciences des 
données aux niveaux licence et master. Certaines universités exigent de leurs étu-
diantes et étudiants qu’ils suivent au moins un cours en datalogie dans leur cursus. 
L’orientation théorique, informatique et pratique de ces cours et diplômes est variée. 
Beaucoup enseignent des connaissances générales en informatique, statistique, 
recherche numérique ou autres. Certains sont propres à une discipline, comme la 
bio-informatique. D’autres sont professionnalisants, comme ceux dispensés dans les 
cursus de commerce, de management, de documentation et de sciences de l’infor-
mation. Les bibliothèques universitaires et les instituts de recherche embauchent 
des spécialistes de la gestion de données. Ces professions jouent un rôle important 
dans la conservation, le développement d’archives, l’assistance aux chercheurs et 
chercheuses dans la gestion de leurs propres données et la planification stratégique 
de la science ouverte.
L’avancée la plus significative de cette période est sans doute la reconnaissance 
dont se sont mises à bénéficier les infrastructures de la connaissance (IC) où se 
construit la recherche. Comme nous l’expliquons dans le chapitre 1 de ce livre, les IC 
recouvrent les composantes humaines, sociales, techniques, stratégiques et institu-
tionnelles du travail intellectuel et leurs nombreuses interactions. Les infrastructures 
se développent, évoluent et s’adaptent de façon complexe sur de longues périodes. 
Considérer l’une de ces composantes isolément, que ce soient les données, les publi-
cations ou les systèmes individuels, revient à ne voir qu’une partie du corps de l’élé-
phant. Des silos peuvent émerger et se retrouver isolés. Des composantes conçues 
pour interagir avec fluidité peuvent se fragiliser et mener à des pannes catastro-
phiques. Des réseaux robustes peuvent se réparer eux-mêmes, au moins pour un 
temps. Les infrastructures sont par essence fragiles et nécessitent un entretien 
continuel et des réparations régulières. La durabilité est un exploit. Les données de la 
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recherche sont particulièrement fragiles, parce qu’elles se suffisent rarement à elles-
mêmes. Faute de contexte, de structure ou de documentation, un jeu de données 
peut n’être guère qu’une série de chiffres. Pour que les données soient trouvables, 
accessibles, interopérables et réutilisables, des myriades d’acteurs doivent investir 
dans les composantes des IC, telles que les métadonnées, les formats, les archives, 
la préservation de logiciels, la conservation de données, la main-d’œuvre qualifiée… 
Ces acteurs doivent ensuite travailler ensemble pour que ces composantes conti-
nuent de fonctionner à l’unisson. À mesure que les parties prenantes se diversifient 
pour inclure des partenaires publics, privés, étatiques et de niche, la complexité des 
IC augmente. On le sait : les infrastructures sont invisibles jusqu’au moment où elles 
ne marchent plus (Borgman et al., 2020, 2016 ; Edwards, 2010 ; Edwards et al., 2013 ; 
Mayernik et al., 2017 ; Scroggins et al., 2020 ; Scroggins et Pasquetto, 2020 ; Star et 
Ruhleder, 1996).
Cette nouvelle édition de Qu’est-ce que le travail scientifique des données ? Big data, 
Little data, No data paraît alors que la recherche, la science ouverte et les infras-
tructures de la connaissance se trouvent à un carrefour. Charlotte Matoussowsky 
est une traductrice particulièrement consciencieuse, qui a émaillé nos échanges de 
questions judicieuses tout au long du processus. Puisse cet ouvrage susciter de nou-
veaux débats qui feront progresser notre compréhension, notre utilisation et notre 






Les big data suscitent aujourd’hui un vif intérêt, mais les little data sont tout aussi 
essentielles à la recherche scientifique. Plus le volume des données augmente, plus 
notre capacité à examiner des constatations individuelles diminue. L’observateur doit 
sans cesse s’écarter des phénomènes qu’il étudie, il lui faut de nouveaux outils et 
perspectives. Néanmoins, les mégadonnées ne sont pas nécessairement de meil-
leures données. Plus l’observateur s’éloigne de son point de départ, plus on éprou-
vera de difficultés à déterminer la signification de ses observations : comment elles 
ont été recueillies, manipulées, réduites et transformées, avec quels présupposés et 
quels objectifs. Les scientifiques préfèrent souvent travailler sur un petit nombre de 
données que l’on peut inspecter de près. Parfois, elles et ils ne disposent d’aucune 
donnée, car ces dernières n’ont pas été découvertes ou ne peuvent pas l’être.
Les données de la recherche sont à la fois bien plus que de simples marchandises 
à exploiter et bien moins. Plans de gestion, critères de diffusion et autres politiques 
pleines de bonnes intentions que proposent les organismes de financement, les 
revues et les instituts de recherche tiennent rarement compte de la diversité des 
données et des pratiques disciplinaires. Rares sont les politiques qui s’efforcent de 
définir la notion de « donnée » autrement que par une liste d’exemples. Plus rares 
encore sont celles qui répondent aux motivations intrinsèques et extrinsèques diver-
gentes des acteurs de la recherche. Les données peuvent revêtir simultanément des 
dimensions très variées selon les individus. Elles peuvent être un atout à maîtriser, à 
accumuler, à négocier, à combiner, à explorer et, éventuellement, à divulguer. Elles 
peuvent constituer une charge qu’il faut gérer, protéger ou détruire. Elles peuvent 
être sensibles ou confidentielles et leur diffusion peut comporter de grands risques. 
Leur valeur peut ne pas apparaître immédiatement ou n’être comprise que bien plus 
tard. Certaines données valent la peine d’être conservées indéfiniment tandis que 
d’autres n’ont qu’une utilité éphémère. En effet, en quelques heures ou quelques 
mois, certains types d’observations perdent leur intérêt sous l’effet des avancées 
technologiques et scientifiques.
Pour comprendre le rôle des données dans la recherche scientifique, il faut d’abord 
admettre qu’elles ne sont pas des objets naturels, possédant une essence propre. 
En réalité, elles sont des représentations d’observations, d’objets ou d’autres entités 
qui servent à mettre en évidence des phénomènes à des fins de recherche. Ces 
représentations varient au fil du temps et en fonction des scientifiques et des circons-
tances. Dans l’ensemble des sciences exactes, humaines et sociales, la communauté 
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scientifique crée des données, les utilise, les analyse et les interprète, souvent sans 
s’accorder sur ce qu’elles sont. Concevoir quelque chose comme une donnée est, 
en soi, un acte scientifique. La recherche repose sur la preuve, sur l’interprétation et 
sur l’argumentation. Les données sont ainsi un moyen, dont la fin est le plus souvent 
l’article de revue, l’ouvrage, la communication de colloque ou une autre production 
digne de reconnaissance universitaire. Le chercheur ou la chercheuse travaille rare-
ment dans l’idée de les réutiliser.
Galilée émaillait ses carnets de croquis. Les astronomes du XIXe siècle réalisaient des 
clichés sur des plaques de verre. Aujourd’hui, ces scientifiques captent des photons 
à l’aide d’instruments numériques. Si l’on peut mettre en correspondance des images 
du ciel étoilé photographiées par des appareils grand public avec celles prises par 
des missions spatiales, c’est parce que les astronomes ont convenu de représenta-
tions communes pour décrire et mapper les données. En effet, l’astronomie a investi 
massivement dans des normes, des outils et des archives afin de pouvoir rassembler 
des observations recueillies sur plusieurs siècles. L’infrastructure des connaissances 
astronomiques est cependant loin d’être achevée ou complètement automatisée. Les 
professionnels de l’information jouent un rôle clé dans l’organisation de l’accès aux 
données, qu’elles soient astronomiques ou autres.
Parce que les relations entre publications et données sont multiples, les données de 
la recherche gagnent à être examinées dans le cadre de la communication savante. 
Leur production peut se faire délibérément et sur le long terme, créant ainsi une mine 
de ressources dont la valeur va en augmentant. Elle peut se faire ad hoc, voire au petit 
bonheur, en se saisissant des indicateurs des phénomènes présents au moment de 
la collecte. Même si le protocole de recherche est parfaitement défini, qu’il s’agisse 
d’astronomie, de sociologie ou d’ethnographie, le recueil des données peut s’avérer 
aléatoire ; les découvertes faites à un stade influent sur le choix des données au 
stade suivant. Quel que soit le domaine, il faut, pour devenir scientifique, apprendre 
à évaluer les données, à déterminer leur fiabilité et leur validité et à s’adapter aux 
conditions de son laboratoire, de son terrain ou de ses archives. Les publications 
visant à exposer des découvertes situent celles-ci dans le contexte de la discipline, 
en se fondant sur l’expertise du lectorat. On y présente les informations utiles à la 
compréhension de l’argumentation, des méthodes et des conclusions. En revanche, 
les détails nécessaires à la reproduction de l’étude sont souvent omis, car on part du 
principe que la cible est familière des méthodes du domaine. Les notions de réplica-
tion et de reproductibilité, bien qu’elles constituent un argument courant en faveur 
de la publication de données, ne sont pertinentes que dans certaines disciplines et 
ardues à mettre en œuvre même en leur sein. Le plus difficile reste de déterminer 
quelles productions scientifiques méritent d’être préservées.
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Les politiques de gestion, de diffusion et de partage des données occultent la 
complexité des rôles qu’elles occupent dans la recherche et ignorent largement la 
diversité des pratiques intradisciplinaires et interdisciplinaires. La notion de don-
née varie grandement au sein des sciences exactes, humaines et sociales et à 
l’intérieur de chaque spécialité. Dans la plupart des disciplines, on apprend la ges-
tion des données plus qu’on ne l’enseigne, ce qui conduit à recourir à des solutions 
ad hoc. Les chercheurs et chercheuses éprouvent d’ailleurs souvent de grandes 
difficultés à réutiliser leurs propres données. Les rendre exploitables par des incon-
nus est plus épineux encore. Le partage de données n’est la norme que dans de 
rares disciplines, car il est très délicat à mettre en œuvre et nécessite d’importants 
investissements dans l’infrastructure de la connaissance.
Le présent ouvrage est destiné au vaste lectorat que sont les parties prenantes 
des données de la recherche, parmi lesquelles les scientifiques, les chercheurs et 
chercheuses, les chefs et cheffes d’établissement, les organismes de financement, 
les maisons d’édition, les bibliothèques, les archives et les responsables politiques. 
La première partie dresse un panorama des données et de la recherche scientifique 
tout au long de quatre chapitres, conduisant à une analyse des notions de donnée, 
de recherche et d’infrastructure de la connaissance, ainsi que de la diversité des 
pratiques scientifiques. Dans la deuxième partie, nous examinons l’usage des don-
nées dans le cadre des sciences exactes, des sciences sociales et des sciences 
humaines à travers trois chapitres constitués d’études de cas, dont la structure 
parallèle permettra la comparaison. La dernière partie traite en trois chapitres des 
politiques et des pratiques en matière de données ; nous nous y penchons sur l’ori-
gine des nombreux écueils auxquels se heurte le travail scientifique des données, 
parmi lesquels la diffusion, le partage et la réutilisation, l’attribution, le crédit et la 
découverte, et, enfin, les données à conserver et pourquoi.
L’histoire de la recherche et celle des données sont étroitement liées depuis long-
temps. Ni l’une ni l’autre ne sont des notions nouvelles. Ce qui est nouveau, c’est 
la volonté d’extraire les données des processus scientifiques pour les exploiter à 
d’autres fins. Les coûts, les bénéfices, les risques et les récompenses associés à 
l’utilisation des données de la recherche sont en train d’être redistribués entre des 
acteurs en concurrence. L’objet de ce livre est de susciter un débat bien plus riche et 









« La valeur des données réside dans leur usage. » 
National Research Council, Bits of Power
Introduction
En 1963, dans une formule qui a fait date, Derek de Solla Price a opposé science 
légère et science lourde (ou mégascience), en anglais little science et big science. 
Weinberg (1961) avait récemment créé ce dernier terme pour désigner les grands 
travaux qu’une société humaine entreprend afin de réaliser ses aspirations. Les 
monuments du XXe siècle auxquels Weinberg faisait référence étaient d’énormes 
fusées, des accélérateurs de haute énergie et des réacteurs de recherche à large 
débit. C’étaient des «  symboles de notre temps  » comparables aux pyramides 
d’Égypte, au château de Versailles ou à Notre-Dame de Paris. C’était l’ère de 
 Spoutnik, une époque où l’on déversait de vastes sommes d’argent dans l’entre-
prise scientifique. Price et Weinberg interrogeaient la trajectoire de la big science, 
se demandant quelles étaient les valeurs relatives des sciences lourdes et légères 
(Price), si la science lourde valait les sommes qu’on y investissait et même si celle-
ci ne nuisait pas à la science en général (Weinberg).
Le big data jouit aujourd’hui du même statut hypertrophié que la big science il y a cin-
quante ans. Il fait la une des magazines Science, Nature, The Economist et Wired, ainsi 
que du Wall Street Journal et du New York Times, sans compter de nombreuses autres 
publications plus ou moins connues. Tout comme la mégascience devait nous révéler 
les secrets de l’univers, les mégadonnées sont censées mettre au jour les trésors 
enfouis du train binaire de la vie. Le big data est le pétrole des affaires d’aujourd’hui 
(Mayer-Schonberger et Cukier, 2013), le ciment des collaborations (Borgman, 2007) 
et une source de friction entre universitaires (Edwards et al., 2011 ; Edwards, 2010).
Pourtant, les données ne coulent pas comme le pétrole, ne fixent pas comme le ciment 
et n’allument pas de feu par friction comme les allumettes. Leur valeur réside dans leur 
usage, d’où la rédaction du rapport Bits of Power (National Research Council, 1997). La 
question qu’il faut aujourd’hui poser est : « qu’est-ce qu’une donnée ? ». Le consensus 
nous dit qu’une définition unique ne saurait suffire. Les données revêtent toutes sortes 
de valeurs, qui ne peuvent parfois apparaître que longtemps après leur collecte, leur 
classement ou leur perte. La valeur des données varie largement en fonction des lieux, 
des époques et des contextes. Détenir les bonnes données est, en général, préférable 
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à en posséder beaucoup. Les mégadonnées accaparent l’attention, alors que les petits 
ruisseaux de données peuvent être tout aussi précieux. Il n’est que trop fréquent de ne 
pas détenir de données du tout, soit parce qu’il n’en existe aucune qui soit pertinente, 
soit parce qu’elles existent, mais qu’on ne peut les trouver, soit parce qu’elles existent, 
mais qu’elles ne sont pas accessibles en raison d’un contrôle exclusif, d’embargos, de 
barrières techniques, de détériorations dues à une mauvaise conservation, soit, tout 
simplement, parce que ceux qui possèdent ces données ne peuvent pas, ou ne veulent 
pas, les diffuser.
Les données prolifèrent, sous forme numérique comme physique. Le big data 
permet de penser et de poser de nouvelles questions à grande échelle. Pour la 
première fois, les scientifiques peuvent interroger des ensembles de données où 
n = tous (Edwards et al., 2013 ; Mayer-Schonberger et Cukier, 2013 ; Schroeder, 
2014). Néanmoins, les données numériques sont aussi bien plus fragiles que les 
sources physiques, dont certaines ont traversé les siècles. Contrairement au papier, 
au papyrus et à la peinture, les données numériques ne peuvent être interprétées 
sans le dispositif technique qui a permis de les créer. Les matériels et les logiciels 
évoluent rapidement, rendant les fichiers numériques illisibles s’ils ne sont pas 
migrés vers leurs nouvelles versions au fur et à mesure. Une documentation doit 
les accompagner, non seulement pour les lignes et les colonnes d’un tableur, mais 
aussi dans les procédures grâce auxquelles on les a obtenus. De même, des spé-
cimens, des diapositives et des échantillons peuvent parfois n’être interprétables 
qu’en se référant à leur documentation. Si l’on n’investit pas expressément dans la 
conservation des données, la plupart d’entre elles disparaîtront rapidement.
C’est la puissance des données combinées à leur fragilité qui en fait un sujet 
d’étude fascinant dans la communication savante. Prises isolément, les données 
n’ont ni valeur ni sens. Elles peuvent constituer un atout ou une charge, ou les 
deux. Elles existent au sein d’une infrastructure de la connaissance, c’est-à-dire 
d’un écosystème de personnes, de pratiques, de technologies, d’institutions, 
d’objets matériels et de relations. Tous les éléments de l’infrastructure sont en 
mouvement, avec des fluctuations dans les parties prenantes, les technologies, 
les politiques et les jeux de pouvoir. Les enjeux sont importants non seulement 
pour les savantes et savants d’aujourd’hui et de demain, mais aussi pour celles et 
ceux qui souhaitent utiliser les connaissances qu’ils créent.
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Big Data, Little Data
Par son sous-titre français – Big Data, Little Data, No Data –, le présent ouvrage se 
réclame de Price et du souci de tous les domaines de recherche pour la conser-
vation et la maîtrise de leurs ressources intellectuelles. Les données sont des 
moyens, des résultats et des atouts de la recherche. Elles sont omniprésentes et 
pourtant souvent éphémères. La question « qu’est-ce qu’une donnée ? » devient 
souvent « quand est-ce une donnée ? », car admettre qu’un phénomène peut être 
traité comme une donnée est, en soi, un acte scientifique (Borgman, 2007, 2012a ; 
Bowker et al., 2010 ; Star et Bowker, 2002).
On trouvera une définition nominale du mot anglais « data » (donnée) dans  l’Oxford 
English Dictionary : 1) « information ; donnée ; ensemble de données » ; 2) « infor-
mations (surtout numériques) liées entre elles et considérées collectivement, géné-
ralement obtenues par un travail scientifique et utilisées à des fins de référence, 
d’analyse ou de calcul » ; 3) « quantités, caractères ou symboles traités par ordina-
teur, considérés collectivement. Également (en contexte non technique) : information 
sous forme numérique ». Ces définitions, restrictives et circulaires, ne parviennent 
ni à saisir la richesse et la variété des données de la recherche, ni à dévoiler leurs 
propres prémisses épistémologiques et ontologiques. C’est pourquoi le chapitre 2 
est consacré à expliquer le concept de donnée.
Les données possèdent des caractéristiques qui, conjuguées à des tendances 
sociales et techniques plus larges, contribuent de plus en plus à la reconnaissance 
de leur utilité, de leur valeur et des problèmes qu’elles posent dans la communication 
savante.
Masse
Derek de Solla Price (1963) a établi que les principales distinctions entre science 
légère et science lourde (ou mégascience) sont d’ordre qualitatif. De son point de 
vue, la science lourde était dominée par des collèges invisibles qui établissaient 
des relations communautaires, échangeaient des informations en privé et géraient 
les activités professionnelles de leur discipline (Crane, 1970  ; Furner, 2003b  ; 
Lievrouw, 2010). La science légère est, quant à elle, menée à une échelle plus 
modeste, dans des communautés de recherche plus restreintes ; le consensus sur 
les questions et les méthodes de recherche y est moindre, de même que l’infras-
tructure. Depuis les observations de Price, la manière de pratiquer la science sous 
toutes ses formes a considérablement changé. Parce qu’il était l’un des premiers 
historiens contemporains de la science, son point de vue était fortement influencé 
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par l’essor de l’activité de recherche dans l’après-guerre (Furner, 2003a, 2003b). 
Les pratiques dominantes dans la recherche aujourd’hui, qui font un usage inten-
sif des données et des calculs, étaient à peine visibles lorsque Price est décédé 
en 1981. Néanmoins, son intuition quant à la distinction qualitative entre science 
légère et science lourde est toujours valable à l’ère du big data.
Les concepts de big data et little data ne sont que grossièrement analogues à ceux 
de big science et little science. Price ne distinguait pas ces derniers en fonction 
de la taille des projets, mais de la maturité de la science en tant qu’entreprise. 
La science contemporaine, ou big science pour reprendre ses termes, se carac-
térise par des efforts collaboratifs internationaux et par des collèges invisibles de 
chercheurs et de chercheuses qui se connaissent et échangent des informations 
de manière formelle et informelle. La little science, ce sont les trois cents ans de 
travaux indépendants à petite échelle qui permettent de développer la théorie et 
la méthode pour comprendre les problématiques de la recherche. Cette science 
légère, qu’on appelle souvent small science, se caractérise par des méthodes et des 
données hétérogènes, ainsi que par une analyse et un contrôle locaux (Borgman et 
al., 2007a ; Cragin et al., 2010 ; Taper et Lele, 2004). Comme le remarquait Price, 
les disciplines légères peuvent devenir lourdes, bien que beaucoup conserveront un 
caractère modeste.
La distinction entre big data et little data est problématique parce que quelque chose 
peut être massif (big) de nombreuses façons. Le terme big data n’est entré dans 
le dictionnaire Oxford qu’en 2013 : « données de très grande taille, généralement 
au point que leur manipulation et leur gestion présentent des difficultés logistiques 
significatives ; [également] la branche informatique concernant ce type de données ». 
D’autres définitions des mégadonnées parlent d’échelle relative plutôt que de taille 
absolue. Dans le cadre des applications commerciales et administratives, Mayer-
Schonberger et Cukier (2013) envisagent le big data sous l’angle d’informations qui 
peuvent être extraites à grande échelle, alors qu’elles ne pourraient pas l’être à une 
échelle plus modeste. Dans le cadre universitaire, le big data est la recherche sur un 
phénomène donné rendue possible par le recours aux données à une échelle ou dans 
un périmètre sans précédent (Meyer et Schroeder, 2014 ; Schroeder, 2014).
Des données massives ou non selon ce qu’on peut en faire, les informations qu’elles 
peuvent nous révéler et l’échelle d’analyse adaptée au phénomène étudié, qu’il s’agisse 
de comportement du consommateur ou de découverte de médicaments. Une ancienne 
définition, qui distingue en quoi les données peuvent être massives, reste encore utile : 
volume, variété, vitesse ou une combinaison de ces dimensions (Laney, 2001). L’augmen-
tation substantielle de l’une ou l’autre peut modifier l’échelle de la recherche.
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L’omniprésence des données contribue aussi à leur caractère massif. Maintenant 
que nos quotidiens sont outillés de technologies de l’information, on enregistre les 
traces du comportement humain en toute facilité. Il y a vingt ans à peine, l’accès 
aux télécommunications se mesurait par la proportion de foyers équipés d’une ligne 
téléphonique. Aujourd’hui, chaque individu possède potentiellement plusieurs outils 
de communication, chacun doté de son propre identifiant. Même dans les pays en 
voie de développement, la fourniture numérique d’information est possible grâce à 
la croissance exponentielle des technologies de communication mobile. Ces appa-
reils omniprésents sont cependant bien plus que de simples téléphones. Ils peuvent 
détecter, communiquer et calculer ; ils peuvent enregistrer et diffuser du texte, des 
images, du son et des vidéos. Ces traces peuvent être marquées de coordonnées de 
temps et de lieu, créant des relevés d’activité continus. Les bâtiments, les véhicules 
et les lieux publics sont eux aussi équipés de technologies similaires. On peut com-
biner ces traces pour élaborer de fructueux modèles d’activité sociale. Les données 
et leurs usages potentiels prolifèrent bien plus vite que le droit à la vie privée ou les 
politiques informationnelles, qui peinent à suivre.
L’essor du concept de donnée dans les médias et dans le discours académique reflète 
l’omniprésence des sources de données et la masse de données désormais dispo-
nibles sous forme numérique. Après avoir été longtemps prédite, la masse critique 
a été atteinte dans les sciences exactes, en médecine, en affaires et au-delà. Dans 
le jargon des affaires, on dirait que le big data a atteint le point de bascule, le seuil 
de popularité qui permet à une idée de se répandre rapidement (Gladwell, 2002). 
Dans tous les secteurs, les données numériques sont plus faciles à générer, miner et 
diffuser que jamais.
La possibilité de poser de nouvelles questions, de dégager de nouvelles tendances et 
d’enregistrer des phénomènes autrefois insaisissables a créé une industrie nouvelle, 
parfois compatible avec les préoccupations de la recherche ou non.
Ouverture
Les tendances aux modèles ouverts ou libres dans les domaines du logiciel, 
de l’administration, des normes, des publications, des données, des services 
et de la production collaborative de connaissances ont transformé les relations 
entre les acteurs de tous ces secteurs (Benkler, 2007 ; Hess et Ostrom, 2007a ; 
Kelty, 2008 ; Raymond, 2001). L’ouverture favoriserait la circulation de l’informa-
tion, la modularité des systèmes et des services et l’interopérabilité. Cependant, 
l’ouverture comporte également des coûts économiques et sociaux, comme 
le montre le mouvement du «  logiciel libre ». Pour reprendre la distinction de 
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Richard Stallman (2002), l’ouverture s’apparente davantage à la « free speech » 
(liberté d’expression) qu’à la « free beer » (bière gratuite).
On considère généralement que l’édition en accès ouvert remonte à la déclara-
tion de Budapest en 2002, laquelle puise aux expériences d’édition électronique 
des années  1970 (Budapest Open Access Initiative, 2002  ; Naylor et Geller, 
1995). L’accès ouvert aux données possède des racines plus anciennes encore. 
Le système du Centre mondial des données a été créé dans les années  1950 
pour archiver et diffuser les données recueillies au sein des programmes d’obser-
vation de l’année internationale de géophysique en 1957-1958 (Korsmo, 2010  ; 
Shapley et Hart, 1982). CODATA a été fondé en 1966 par le Conseil international 
pour la science afin de promouvoir la coopération dans le domaine de la gestion 
et de l’utilisation des données (Lide et Wood, 2012). En 2007, l’Organisation de 
 coopération et de développement économiques (OCDE) a codifié les principes de 
l’ accès aux données de la recherche issues de financements publics (Organisation 
de coopération et de développement économiques, 2007). Depuis, les rapports 
d’orientation sur l’accès aux données de la recherche continuent de foisonner 
(Arzberger et al., 2004 ; National Research Council, 1997 ; Esanu et Uhlir, 2004 ; 
Mathae et Uhlir, 2012 ; Pienta et al., 2010 ; Wood et al., 2010). Nous examinons 
plus avant l’édition en accès ouvert et l’open data au chapitre 3.
L’accès ouvert est en partie une réponse à la marchandisation des ressources 
informationnelles. Bien que cette tendance ait pour origine des changements 
de politiques dans les secteurs de la propriété intellectuelle et de l’économie de 
l’information, l’atteinte de la masse critique a ouvert de nouveaux marchés. Anté-
cédents médicaux, comportement du consommateur, médias sociaux, recherche 
d’information, édition universitaire et génétique font partie des domaines où la 
concentration de données est suffisante pour créer et déplacer des marchés. 
Certaines de ces données s’échangent exclusivement dans le secteur privé, mais 
beaucoup suscitent des intérêts académiques et commerciaux. Les données de 
la recherche universitaire peuvent avoir une valeur commerciale, tout comme les 
données commerciales peuvent revêtir un intérêt pour la recherche ; cela mène 
à de nouveaux partenariats et à de nouvelles tensions (Lessig, 2004  ; Mayer-
Schonberger et Cukier, 2013 ; Schiller, 2007 ; Weinberger, 2012).
L’accès ouvert, conjugué à la marchandisation des données, conduit à des muta-
tions dans les politiques de recherche. Pouvoirs publics, organismes de finance-
ment et revues encouragent ou enjoignent désormais les chercheurs à diffuser leurs 
données (Finch, 2012 ; National Science Foundation, 2010b ; National Institutes of 
Health, 2003  ; Research Councils UK, 2012a). L’accès ouvert aux publications et 
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aux données accélère la circulation des contenus académiques dans de nombreux 
domaines et participe aux tensions entre parties prenantes.
La circulation de l’information dépend plus que jamais de l’infrastructure tech-
nologique. Les réseaux de télécommunications augmentent leur capacité et leur 
pénétration avec et sans fil. Les investissements technologiques ne diminuent pas 
dans l’offre et la demande d’informations, d’outils et de services. Cependant, ils ne 
conduisent pas directement à des améliorations de l’échange d’informations. En 
effet, les infrastructures techniques sont aussi des cibles pour l’espionnage, qu’il 
soit industriel, politique ou académique. La vie privée, la confidentialité, l’anonymat 
et la maîtrise des ressources intellectuelles sont en jeu. Déplacer des données 
scientifiques ou autres à travers des réseaux requiert un équilibre délicat entre 
sécurité, droits, protection, interopérabilité et politiques.
La longue traîne
«  La longue traîne  » est une façon courante de caractériser la disponibilité et 
l’utilisation des données dans des domaines de recherche ou des secteurs éco-
nomiques. L’expression est d’abord apparue en anglais sous la plume de Chris 
Anderson (2004) dans un article du magazine Wired, où il comparait le commerce 
de marchandises dans des boutiques physiques à celui des boutiques en ligne. La 
distribution statistique – une loi de puissance – est bien connue (figure 1.1). Dans 
le modèle d’Anderson, environ 15 % de la distribution se trouve dans la tête de la 
courbe et les 85 % restants sont distribués tout au long de la queue. Dans le cas 
de la recherche universitaire, un petit nombre de laboratoires travaillent avec de 
très grands volumes de données, un certain nombre avec très peu de données et 
la majorité se situe entre les deux. Tout à droite de la courbe, un grand nombre 
de scientifiques mènent leurs recherches avec des quantités minimes de données 
(Foster et al., 2013).
La longue traîne est un raccourci commode pour montrer la gamme des volumes de 
données utilisées dans un domaine ou un laboratoire donné. Elle met également bien 
en valeur le fait que seules quelques disciplines – telles que l’astronomie, la physique 
et la génétique parmi les sciences exactes, la macroéconomie dans les sciences 
sociales et certains champs des humanités numériques – travaillent avec de très 
grands volumes absolus de données. En somme, les volumes de données sont inéga-
lement répartis entre les disciplines.
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Figure 1.1. La loi de puissance communément appelée la longue traîne
Crédit : Jillian C. Wallis.
La métaphore de la longue traîne a pour faiblesse de suggérer que les pratiques en 
matière de données de n’importe quel individu ou discipline peuvent être placées sur 
un graphique en deux dimensions. En réalité, les activités scientifiques sont influen-
cées par d’innombrables facteurs en sus du volume de données manipulées. L’objet 
de recherche détermine généralement le choix des méthodes et des données, mais 
l’inverse peut aussi être vrai. En effet, la disponibilité de données peut permettre de 
poser d’autres questions et d’appliquer d’autres méthodes. Le choix des données 
dépend également d’autres ressources à la disposition des chercheurs et des cher-
cheuses en tant qu’individus, comme la théorie, l’expertise, les laboratoires, l’équi-
pement, les réseaux techniques et sociaux, les sites de recherche, le personnel et 
d’autres formes d’investissements en capital.
On peut toutefois poser une généralité quant à la distribution en longue traîne des 
données dans la recherche : les données exploitées par un petit nombre d’univer-
sitaires à la tête de la courbe tendent à être volumineuses, mais peu variées. Les 
sciences lourdes qui produisent de grands volumes de données doivent s’accorder 
sur des instruments (par exemple des télescopes ou des séquenceurs d’ADN) et 
des formats communs(par exemple des métadonnées ou des structures de base de 
données). Ces données sont relativement homogènes pour ce qui est du contenu et 
de la structure. La capacité de normaliser les structures de données facilite le déve-
loppement d’infrastructures, d’outils et de services partagés. À l’inverse, plus une 
spécialité scientifique se trouve en queue de distribution et plus ses pratiques sont 
caractéristiques de la small science ou de la recherche légère, plus ses contenus, 
ses structures et ses représentations sont variés. Les scientifiques travaillant (seuls 
ou en équipe) dans ces spécialités peuvent adapter leurs méthodes de recherche, 
leur collecte de données, leur équipement et leur analyse du problème étudié bien 
plus facilement que celles et ceux officiant dans la recherche lourde, qui dépendent 
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de télescopes spatiaux, d’accélérateurs linéaires de particules ou de projets de 
numérisation massive pour obtenir leurs données. Le revers de cette souplesse 
est l’absence de normes sur lesquelles baser une infrastructure commune, ainsi 
que le manque de masse critique pour développer et pérenniser des ressources de 
 données.
Aujourd’hui, la majorité du travail scientifique et du travail savant en général est 
menée par des individus ou de petits laboratoires disposant habituellement de 
financements minimes (Heidorn, 2008). Certains de ces laboratoires participent 
à des collaborations mégascientifiques internationales. Ils peuvent produire ou 
analyser des mégadonnées et les échanger par le biais de dépôts de données 
communautaires (National Science Board, 2005 ; Olson et al., 2008). Cependant, 
beaucoup de ces individus et de ces laboratoires mènent des recherches avant tout 
exploratoires, locales, variées et qui ne disposent pas de ressources communau-
taires partagées.
No Data
Aujourd’hui que la communauté scientifique, la population étudiante, les pouvoirs 
publics, les entreprises et le grand public partent du principe que des données 
accessibles existent sur n’importe quel sujet ou presque, l’absence de données 
devient d’autant plus visible. Les volumes, la vitesse et la variété des données 
disponibles pour répondre aux questions de recherche varient grandement d’un 
domaine à l’autre. Souvent, les champs de recherche disposant de données en 
abondance les mettent en commun, ce qui favorise la mutualisation des méthodes, 
des outils et des infrastructures. Dans un contexte de profusion de données 
qu’aucun individu ou laboratoire ne saurait analyser seul, la mise en commun 
permet de les explorer, de les combiner et de bénéficier de plus de regards qu’il 
n’aurait été possible autrement. Dans les domaines où les données sont rares, à 
l’inverse, celles-ci constituent des « biens précieux »1 (Sawyer, 2008, p. 361) qui 
peuvent déterminer le choix des méthodes et de la théorie. Comme la métaphore 
de la longue traîne, la dichotomie entre domaines riches en données et domaines 
pauvres en données simplifie à l’excès la complexité des ressources utilisées dans 
tout travail de recherche. Nous n’exposerons ici que quelques-unes des raisons 
possibles de l’absence ou de la rareté de données disponibles dans une question 
ou un projet de recherche déterminé.
1.  sauf mention contraire, toutes les citations ont été traduites par charlotte Matoussowsky.
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Des données indisponibles
Dans la plupart des disciplines, les scientifiques sont encouragés à créer de nouvelles 
données. Il est bien plus facile d’obtenir un financement pour étudier quelque chose 
de nouveau par des observations, des expériences, des enquêtes, des modèles, de 
l’ethnographie ou d’autres moyens que pour réanalyser des données existantes. Les 
universitaires obtiennent un avantage compétitif en se penchant sur des sujets où 
aucune donnée n’existe. À l’inverse, l’astronomie, l’étude des médias sociaux, la 
modélisation de villes et de climats et les recherches in silico dans les sciences de 
la vie sont des exemples de domaines où les scientifiques recherchent des données 
réutilisables.
Des données pertinentes peuvent exister, mais se trouver entre les mains d’orga-
nismes qui n’ont aucune obligation de les publier, ou qui en sont empêchés par la 
loi. Il peut s’agir de documents professionnels, de procédés brevetés, d’archives 
muséales, de dossiers scolaires et d’innombrables autres formes d’information 
potentiellement utiles à la recherche. Certaines de ces données peuvent être mises 
à disposition sous licence ou à certaines conditions, telles que l’anonymisation. 
La tendance à l’ouverture des données dans la recherche, l’administration et les 
affaires a eu pour conséquence de rendre accessibles des données autrefois consi-
dérées comme exclusives.
Les données provenant d’essais cliniques, de médicaments ou d’autres interventions 
médicales sont particulièrement litigieuses. Elles peuvent en effet avoir une grande 
valeur financière et concurrentielle. Elles jouent également un rôle essentiel dans 
les soins cliniques. Les patients souhaitent accéder à ces données et découvertes, 
car elles servent l’intérêt public. La diffusion sélective et la présentation de données 
d’essais cliniques sont devenues une question publique. Bien que nous ne les étu-
diions pas en profondeur dans le présent ouvrage, les données biomédicales telles 
que les résultats d’essais cliniques se trouvent en première ligne des évolutions des 
politiques en matière d’accès ouvert et des mutations des relations entre parties pre-
nantes (De Angelis et al., 2005 ; Edwards et al., 2009 ; Fisher, 2006 ; Goldacre, 2012 ; 
Hrynaszkiewicz et Altman, 2009 ; Kaiser, 2008 ; Laine et al., 2007 ; Lehman et Loder, 
2012 ; Marshall, 2011 ; Prayle et al., 2012 ; Ross et al., 2012 ; Wieseler et al., 2012).
Les données personnelles utilisées dans les sciences humaines et sociales, que 
nous évoquons au chapitre 5, peuvent également être particulièrement sensibles 
et non diffusables. Les données pouvant être anonymisées à un degré raisonnable, 
comme celles issues des enquêtes démographiques, sont les plus susceptibles 
d’être mises à disposition pour être réutilisées. Les données ethnographiques ou 
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issues d’enquêtes qualitatives sont rarement mises à disposition d’universitaires 
autres que les enquêteurs et enquêteuses eux-mêmes.
Des données non publiées
Si l’accès ouvert est connu depuis longtemps dans certains domaines de la 
recherche, la diffusion des données ne suscite pas pour autant une approbation 
universelle. Alors que la non-diffusion est considérée comme une faute profession-
nelle dans certaines disciplines, dans d’autres, c’est l’inverse, comme expliqué au 
chapitre  8. En chimie, par exemple, la collecte et la conservation des données 
en vue de leur réutilisation sont assimilées à de la simple « philatélie » (Lagoze 
et Velden, 2009a, 2009b). Les données peuvent constituer de précieux atouts à 
échanger, marchander et faire miroiter dans des négociations avec des partenaires 
scientifiques ou financiers. Une fois que les données sont publiées, les laboratoires 
perdent le contrôle de qui les exploite, comment, quand et pourquoi. Souvent, les 
chercheurs et chercheuses craignent que leurs données soient détournées, mal uti-
lisées ou mal interprétées, ce qui pourrait rejaillir sur leur propre travail ( Hilgartner 
et Brandt-Rauf, 1994).
À la suite d’évolutions récentes, les demandes de financement doivent désormais 
comporter un plan de gestion des données, ce qui constitue un premier pas vers la 
diffusion. Cependant, rares sont les politiques à rendre l’accès ouvert obligatoire. 
Il est plutôt demandé aux scientifiques de spécifier le type de données qu’elles et 
ils vont collecter, comment elles et ils comptent les gérer et comment les rendre 
accessibles à d’autres. De même, quelques revues, de plus en plus nombreuses, 
demandent que les données citées dans leurs articles soient diffusées. La diffusion 
peut se faire selon différents mécanismes, par exemple le dépôt dans des archives 
locales ou des référentiels institutionnels, l’ajout en annexe d’articles de revues, la 
publication sur des sites web locaux ou encore la diffusion à la demande (Alsheikh-Ali 
et al., 2011 ; Wallis et al., 2013).
Dans certains domaines, les laboratoires disposent de périodes d’embargo, ou 
période d’utilisation exclusive, pour contrôler leurs données avant de les diffu-
ser. Cette période dure généralement de quelques mois à quelques années. Elle 
est censée être suffisamment longue pour analyser les données et publier les 
découvertes réalisées, mais assez courte pour encourager leur diffusion auprès 
de la communauté scientifique. Lorsque les organismes de financement ou les 
revues exigent des universitaires la diffusion de leurs données, c’est générale-
ment au moment de la publication des résultats ou après, sur demande. Il est 
rarement exigé des scientifiques de diffuser leurs données avant la publication 
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de leurs travaux, à moins que la période d’embargo n’ait été dépassée ou que 
d’autres règles s’appliquent, comme c’est le cas pour les études cliniques.
Dans les domaines pauvres en données décrits par Steve Sawyer (2008), garder ses 
données par devers soi est une pratique communément admise. Les personnels de 
recherche en sciences humaines, par exemple, peuvent vouloir préserver leur accès 
à des manuscrits, des lettres ou d’autres sources rares le plus longtemps possible. 
Dans les sciences sociales, ils protégeront leurs contenus, leurs sites et les données 
associées. Dans les sciences de la vie et les sciences physiques, ce seront les sites, 
les espèces, les observations et les expériences. Un pays peut refuser l’accès à 
des sites archéologiques, à du patrimoine et à d’autres ressources, qu’il autorisera 
uniquement aux savantes et savants autochtones et à leurs partenaires. Les scien-
tifiques venus de pays pauvres peuvent, quelle que soit leur discipline, protéger les 
trésors qu’elles et ils auront rapportés d’un rare voyage à l’étranger.
Dans de nombreux domaines, les chercheurs et chercheuses peuvent explorer des 
jeux de données ou d’autres ressources tout au long de leur carrière, sans jamais 
« en avoir terminé » avec leurs données. Certains ensembles deviennent plus pré-
cieux à mesure que le temps passe, par exemple des observations cumulées sur une 
espèce ou un phénomène. Les notes, les enregistrements et les contenus produits 
par un ou une scientifique peuvent s’avérer précieux pour d’autres, mais ne devenir 
disponibles qu’à la fin de sa carrière, si elle ou il les offre à des archives.
Des données inutilisables
Documenter des données pour son propre usage est déjà difficile. Rédiger une docu-
mentation qui permette à d’autres de les découvrir, les extraire, les interpréter et les 
réutiliser l’est bien plus. Rendre des données utiles à d’autres est un effort, dont les 
motivations dépendent de facteurs sociaux, techniques, politiques, économiques et 
contextuels innombrables, comme abordé aux chapitres 8 et 9.
Diffuser des données et les rendre exploitables sont deux questions différentes. 
L’information nécessaire à l’interprétation des données dépend entièrement de la 
problématique et du domaine de recherche des scientifiques qui les réutiliseront, 
ainsi que de leur expertise et de leurs ressources, comme expliqué au chapitre 4 et 
dans les études de cas. Pour interpréter les données, il est généralement nécessaire 
de disposer de guides de codification, de modèles et de descriptions détaillées des 
méthodes de collecte, de nettoyage et d’analyse. De plus, les jeux de données numé-
riques ne peuvent être ouverts qu’avec des logiciels particuliers, comme des outils 
statistiques, du code spécifique à un instrument ou des logiciels conçus pour des 
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applications propres au domaine, de l’art à la zoologie. Beaucoup sont des logiciels 
propriétaires. Par ailleurs, des renseignements sur les origines et les transforma-
tions des données peuvent être essentiels à leur réexploitation. Plus la réutilisation 
envisagée est loin du point d’origine, que ce soit en termes de temps, de théorie, de 
discipline ou de toute autre mesure de distance, plus il est difficile d’interpréter un 
jeu de données ou de jauger sa valeur.
Si les données ne sont pas documentées à temps, tant que des spécialistes sont 
disponibles pour les décrire, elles peuvent rapidement perdre toute utilité. De même, 
les jeux de données sont prompts à se désynchroniser des versions logicielles et 
matérielles utilisées pour les créer et les analyser.
Quelles données valent la peine d’être préservées, pourquoi, pour qui, par qui et 
pour combien de temps ? La responsabilité de leur conservation incombe-t-elle 
d’abord aux personnels de recherche, aux communautés scientifiques, aux uni-
versités, aux organismes de financement ou à d’autres acteurs ? Ces questions, 
que nous explorons au chapitre  10, sont au cœur de la problématique de la 
conservation des données.
Provocations
Manifestement, la question des données est bien plus complexe que ce que la 
presse grand public ou les politiques officielles laissent entendre. Même restreinte 
à la recherche et à l’érudition, elle reste vaste et compliquée. La littérature sur 
les données de la recherche augmente rapidement, certes, mais chaque article, 
communication, livre blanc, rapport et manifeste ne traite que d’un seul aspect 
de ce problème éléphantesque. Le présent ouvrage est la première monographie 
à envisager tout « l’éléphant » des données aux points de vue social, technique et 
stratégique et à se fonder sur des exemples tirés de différentes disciplines universi-
taires. Il fait suite à une exploration plus générale de la recherche à l’ère numérique 
(Borgman, 2007) pour traiter de l’expansion inédite de l’intérêt pour les données 
apparu dans l’intervalle, comme le montrent les tendances évoquées plus haut.
Aussi ambitieux que soit le projet de ce livre, d’autres questions demeurent quant à 
la nature, aux rôles et aux usages des données dans la recherche. Théorie, preuve 
et pratique sont étroitement mêlées. Nous identifions les points d’intersection et 
les démêlons lorsque c’est possible. Les thèses que nous présentons ici explorent 
les problèmes d’actualité en partant d’un profond souci pour les enjeux auxquels 
la recherche universitaire et l’activité académique sont confrontées. Le propos 
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adopte la forme de six provocations visant à susciter un débat plus approfondi 
entre les nombreux acteurs de l’entreprise scientifique :
1. La reproductibilité, le partage et la réutilisation des données sont des questions 
débattues depuis des décennies, voire des siècles. Nous intéresser à qui possède 
les données de la recherche, les contrôle, y a accès et les pérennise permettra de 
déterminer comment exploiter leur valeur et qui pourra le faire.
2. Transmettre des connaissances au fil du temps et dans différents contextes est 
difficile. Certaines formes et représentations de données sont partagées aisément 
d’une discipline à une autre, d’un contexte à un autre et d’une époque à une autre, 
mais beaucoup d’autres ne peuvent pas l’être. Il est nécessaire de comprendre 
quelles fonctionnalités sont importantes ou non afin d’inspirer les pratiques et 
politiques scientifiques et guider les investissements dans les infrastructures de la 
connaissance.
3. En dépit de la prolifération des formes et des genres, les fonctions des publica-
tions scientifiques restent stables. Les données servent des objectifs différents des 
articles, des ouvrages et des communications. Traiter les données comme des publi-
cations risque de renforcer le poids des intérêts catégoriels au détriment de l’expéri-
mentation de nouveaux modèles de communication savante. Il convient d’envisager 
les fonctions des données dans la recherche du point de vue de différentes parties 
prenantes.
4. Les travaux de recherche se diffusent plus largement grâce à des mouvements tels 
que l’édition en accès ouvert, l’ouverture des données et le logiciel libre. Les finalités 
différentes des données et des publications dans la recherche influent sur les incita-
tions à diffuser, ainsi que sur les moyens et les pratiques de diffusion. L’ouverture de 
l’accès aux données a des répercussions encore mal comprises sur les personnels 
de recherche, les bibliothèques, les universités, les organismes de financement, les 
maisons d’édition et les autres acteurs.
5. Les infrastructures de la connaissance évoluent afin de prendre en compte l’ouver-
ture des données, leur usage intensif dans la recherche, les nouvelles technologies, 
les médias sociaux et les transformations des pratiques et des politiques. Certaines 
parties prenantes y gagnent tandis que d’autres y perdent. Coûts, bénéfices, risques 
et responsabilités sont redistribués. De nouvelles formes d’expertise sont néces-
saires, mais leur application varie selon les contextes et les domaines de recherche.
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6. Les infrastructures de la connaissance se développent et s’adaptent au fil des 
générations de savantes et savants. Elles ont besoin d’une vision à long terme 
pour leur conception et leurs politiques , or le financement de la recherche se fait 
sur des cycles courts. Des investissements substantiels dans l’infrastructure sont 
nécessaires afin d’acquérir, de pérenniser et d’exploiter les données de la recherche 
aujourd’hui et demain. Ces investissements seront controversés, car les choix faits à 
présent décideront de quelles données et autres ressources informationnelles nous 
disposerons dans le futur.
Ces provocations sont approfondies en dix chapitres, organisés en trois parties. 
Les quatre premiers chapitres donnent une vision d’ensemble des données et de 
la recherche afin d’établir les fondements des six provocations. La deuxième partie 
consiste en trois études de cas, en autant de chapitres. Nous y étudions de mul-
tiples exemples tirés des sciences exactes, des sciences sociales et des sciences 
humaines, chacun venant corroborer les provocations. Les politiques et les pratiques 
en matière de données constituent l’objet de la troisième partie, qui offre une analyse 
comparative de l’accessibilité et de l’utilisation des données à travers les disciplines 
et les contextes (chapitre 8), explore les questions du crédit, de l’attribution et de 
la découvrabilité (chapitre 9) et se termine en demandant ce qu’il faut conserver et 
pourquoi (chapitre 10). La dernière partie dégage les implications de ces provoca-
tions pour la pratique scientifique et les politiques en matière de recherche et ouvre 
vers de nouvelles questions.
Conclusion
La santé d’une communauté intellectuelle repose sur la poursuite obstinée de 
connaissance de spécialistes, en physique nucléaire comme en culture tibétaine. 
Le défi consiste à développer des infrastructures de la connaissance qui servent 
la diversité des idées, des questions, des méthodes et des ressources que chacun 
apporte à l’érudition. Des universitaires de tous domaines conviennent que l’en-
thousiasme pour le big data constitue un risque pour la recherche à petite échelle 
(Alberts, 2012 ; Berlekamp, 2012 ; Gamazon, 2012 ; Meyer, 2009 ; Sawyer, 2008 ; 
Siminovitch, 2012). Le présent ouvrage ouvre la boîte noire des « données », y 
examinant les idées, les théories, les pratiques, les politiques, les valeurs, les inci-
tations et les motivations intrinsèques. En soi, les données ne sont pas un sujet 
particulièrement enthousiasmant. Il s’agit cependant d’un cadre extrêmement 
utile pour observer les bouleversements de la pratique scientifique et comment 
ils s’inscrivent dans la technologie, l’éducation et les politiques. Nos six provo-
cations visent à élargir et approfondir le débat sur les données de la recherche 
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en y faisant participer toutes les parties prenantes. Aucune d’elles n’appelle une 
réponse simple ou claire. Beaucoup de ces questions se négocieront isolément, 
souvent au coup par coup. Elles influeront toutes sur la manière dont la recherche 




Même si le concept est populaire depuis peu, le terme « data » (« donnée ») n’a rien 
de nouveau en anglais. L’Oxford English Dictionary le fait remonter à 1646 dans un 
sens théologique, où il était généralement utilisé au pluriel. L’analyse de l’usage de 
ce mot dans ECCO (Eighteenth Century Collections Online) (Gale Cengage Learning, 
2013) par Daniel Rosenberg (2013) a montré une augmentation régulière des men-
tions à partir du XVIIe siècle. Les premières occurrences sont en latin ; le mot data 
entre dans la langue anglaise par le biais des mathématiques et de la théologie. Tout 
au long du XVIIIe siècle, on débat de l’usage au singulier ou au pluriel. On évoquait les 
data soit en tant que 1) postulats formant le fondement d’un argument, soit en tant 
que 2) faits, en particulier ceux tirés des Écritures. Rosenberg a découvert que ce 
n’est qu’à la fin du XVIIIe siècle que le mot s’est mis à désigner des faits sous forme de 
preuve scientifique recueillis grâce à des expériences, des observations et d’autres 
recherches. Son étude du corpus en ligne Google Books montre une croissance 
continue du terme dans la littérature du XXe siècle, mais ces dernières analyses sont 
moins concluantes que celles menées dans ECCO.
L’analyse historique de Rosenberg, certes confinée à l’usage en langue anglaise, 
conclut que le mot data reste une expression rhétorique sans essence propre. Les 
données ne sont ni une vérité ni une réalité. Elles peuvent être des faits, des sources 
de preuve ou des postulats qui sont utilisés pour affirmer une vérité ou une réalité. La 
division tripartie entre donnée, information et connaissance (Machlup et Mansfield, 
1983) simplifie à l’excès les relations entre ces notions complexes. Meadows (2001, 
p. 3) note qu’il « y a toujours une part d’arbitraire dans ce que nous considérons 
comme une donnée de base ». La remarque de Michael Buckland, comme quoi les 
données seraient des « preuves présumées », est le plus à même de saisir l’ambiguïté 
du terme (Buckland, 1991, communication personnelle, 2006 ; Edwards et al., 2007).
Comme noté au chapitre  1, la question «  qu’est-ce qu’une donnée  ?  » se traite 
mieux en demandant « quand est-ce une donnée ? ». Les questions véritablement 
intéressantes sur le rôle des données dans la recherche portent sur les processus 
qui transforment une chose en donnée. Comment les individus, les laboratoires et 
les communautés créent-ils, sélectionnent-ils et utilisent-ils les données ? Dans ces 
décisions, quels facteurs sont associés aux données en tant que telles ? Lesquels 
sont liés à des questions ou à des méthodes de recherche ? Lesquels dépendent 
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de la façon dont les données sont représentées  ? Comment ces considérations 
varient-elles selon les champs, les disciplines et les problématiques de recherche ? 
En quoi dépendent-elles des relations entre l’individu et les données, du créateur au 
conservateur ? Comment la notion de donnée évolue-t-elle au long d’un projet de 
recherche ou durant la vie des données ? Comment toutes ces questions se trans-
forment-elles alors que de plus en plus de données – ou de signaux pouvant être 
traités comme des données – sont disponibles sous forme numérique ?
Les données ne sont pas des objets purs ou naturels possédant une essence propre. 
Elles existent au sein d’un contexte dont elles tirent leur sens ; ce sens provient aussi 
du point de vue de l’observateur. Comme nous l’avons esquissé dans la deuxième 
provocation, le degré auquel ces contextes et ces significations peuvent être repré-
sentés influe sur la transférabilité des données. Ce chapitre examine les tentatives de 
définition de la donnée en termes théoriques et opératoires pour se conclure par une 
définition de travail que nous utiliserons tout au long du présent ouvrage.
Définitions et terminologie
La littérature scientifique, les politiques officielles et la presse grand public sont 
pleines de débats sur les données, sans qu’elles se donnent vraiment la peine de 
définir les termes utilisés. Comme le remarque Rosenberg (2013), même l’histoire 
des sciences et l’épistémologie ne mentionnent les données qu’en passant (Blair, 
2010 ; Daston, 1988 ; Poovey, 1998 ; Porter, 1995). D’autres travaux fondateurs sur 
l’élaboration de sens dans les sciences se penchent sur les faits, les représentations, 
les inscriptions et les publications sans vraiment s’intéresser aux données en tant 
que telles (Bowker, 2005 ; Latour et Woolgar, 1986 ; Latour, 1987, 1988, 1993). Dans 
les sciences humaines, le mot est rarement prononcé, bien que les chercheurs et 
chercheuses usent de faits, de chiffres, de lettres, de symboles et d’autres entités 
qui seraient considérées comme des données dans les sciences exactes et sociales. 
Maintenant que les humanités s’appuient davantage sur les collections numériques, 
empruntent plus d’outils à d’autres disciplines et développent leurs propres méthodes 
analytiques des objets numériques, leur concept de donnée devient plus explicite 
(Borgman, 2009).
Les données sont une forme d’information  ; ce dernier concept est encore plus 
vaste et plus difficile à définir. Les problèmes épistémologiques et ontologiques 
abondent et donnent lieu à de nombreux livres consacrés à expliquer l’information 
et la connaissance (Blair, 2010 ; Brown et Duguid, 2000 ; Burke, 2000, 2012 ; Day, 
2001 ;  Ingwersen et Jarvelin, 2005 ; Liu, 2004 ; Meadows, 2001 ; Svenonius, 2000). 
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Buckland (1991) distingue l’information comme processus, l’information comme 
connaissance et l’information comme chose. Donald Case (2002, 2012) en a recueilli 
des dizaines de définitions et les a regroupées en fonction de leur manière de gérer 
l’incertitude, la dimension physique, la structure et le processus, l’intention et la 
vérité. Jonathan Furner (2004a) a appliqué trois critères pour sélectionner des défi-
nitions de l’information : cohérence, parcimonie et utilité. Plus tard, il a identifié trois 
familles de conceptions de l’information qui sont utiles dans un large cadre : les défi-
nitions sémiotiques, sociocognitives et épistémiques (Furner, 2010).
Le concept de donnée mériterait à lui seul un ouvrage entier. Cependant, une 
approche plus restreinte suffira pour analyser les données dans le contexte de la 
communication savante. Cet exposé se limitera aux définitions, théories et notions 
utiles pour explorer les similitudes et les différences dans la création, l’utilisation et 
l’appréhension des données dans les communautés scientifiques.
Définitions par l’exemple
On définit le plus souvent les données en en donnant des exemples, comme des faits, 
des chiffres, des lettres et des symboles (National Research Council, 1999). Une 
liste d’exemples ne constitue cependant pas véritablement une définition, car elle 
n’établit pas de limites claires entre ce que le concept englobe et ce qu’il exclut. La 
définition proposée par Peter Fox et Ray Harris (2013, p. 10) est typique : « Les “don-
nées” comprennent, au minimum, les observations numériques, le suivi scientifique, 
les données issues de capteurs, les métadonnées, les sorties de modèle et les scéna-
rios, les données comportementales qualitatives ou observées, les visualisations et 
les données statistiques recueillies à des fins administratives ou commerciales. Les 
données sont généralement considérées comme des ressources pour la recherche ».
Dans le domaine des politiques, Paul Uhlir et Daniel Cohen (2011) incluent une vaste 
gamme d’attributs dans leurs exemples de données :
Le terme « donnée » tel qu’il est utilisé dans ce document doit être compris 
au sens large. Il désigne, outre des manifestations numériques de la littéra-
ture (y compris du texte, du son, des images fixes, des images mouvantes, des 
modèles, des jeux ou des simulations), des formes de données et de bases de 
données qui nécessitent le recours à des matériels et programmes informa-
tiques pour être utilisables, comme divers types de données de laboratoires, 
par exemple des données spectrographiques, des séquençages de génomes 
et des données de microscopie électronique  ; des données d’observation, 
comme des données de télédétection, géospatiales ou socioéconomiques ; ou 
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d’autres formes de données, qu’elles soient générées ou compilées, par des 
êtres humains ou par des machines.
La définition d’Uhlir et Cohen admet que les données peuvent être créées par des 
personnes ou par des machines et reconnaît leurs relations avec les ordinateurs, 
les modèles et les logiciels. Néanmoins, une telle liste ne peut constituer, au mieux, 
qu’un point de départ de ce que les données peuvent être pour une personne don-
née, à une fin donnée, à un moment donné.
Jorge Luis Borges (1999) a expliqué d’une manière particulièrement charmante 
pourquoi une définition sous forme de liste est insatisfaisante. Dans son essai de 
1942, il présente une classification des animaux tirée d’une prétendue encyclopédie 
chinoise intitulée Le marché céleste des connaissances bénévoles : « a) appartenant 
à l’Empereur, b) embaumés, c) apprivoisés, d) cochons de lait, e) sirènes, f) fabuleux, 
g) chiens en liberté, h) inclus dans la présente classification, i) qui s’agitent comme 
des fous, j) innombrables, k) dessinés avec un très fin pinceau de poils de cha-
meau, l) et cætera, m) qui viennent de casser la cruche, n) qui de loin semblent des 
mouches  »1. La pensée de Foucault (1994), de Lakoff (1987) et de bien d’autres 
philosophes et intellectuels a été influencée par la diatribe subtile de Borges sur les 
mécanismes de classification.
Définitions opérationnelles
On trouve les définitions les plus concrètes des « données  » dans des contextes 
opérationnels. Les institutions chargées de gérer de vastes recueils devraient explici-
ter quelles entités elles prennent en charge et comment ; cependant, rares sont les 
définitions qui dressent des frontières claires entre ce qui constitue une donnée et 
ce qui n’en est pas.
Le modèle de référence Open Archival Information System (OAIS) (Consultative Com-
mittee for Space Data Systems, 2012)2 représente l’un des principes les plus connus 
d’archivage de données. Ce document de consensus sur les bonnes pratiques a été 
créé pour les sciences spatiales, mais a été largement adopté dans les sciences 
exactes et sociales comme principes directeurs pour l’archivage de données. Le 
modèle OAIS utilise le mot « donnée » comme complément du nom : ensemble de 
données, unité de donnée, format de donnée, base de données, entité de données, 
1.  J. L Borges, Œuvres complètes, t. l, P. Bénichou, s. Bénichou-roubaud, J.-P. Bernès et r. caillois 
(traduction), Paris, gallimard (La Pléiade), 1957, p. 749.
2. Pour la version française, voir consultative committee for space Data systems, 2017, p. 1-10.
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etc., tout en définissant les données proprement dites en termes généraux, à l’aide 
d’exemples :
Données  : une représentation réinterprétable formalisée de l’information, 
adaptée à la communication, à l’interprétation ou au traitement. Exemple : une 
séquence de bits, un tableau de nombres, les caractères d’une page, un enre-
gistrement de paroles ou un échantillon de roche lunaire. (Consultative Com-
mittee for Space Data Systems, 2017, p. 1-10)3
Le modèle OAIS distingue donnée et information comme suit :
Information  : toute connaissance pouvant être échangée. Lors de l’échange, 
elle est représentée par des données. Exemple : une séquence de bits (les don-
nées) accompagnée d’une description permettant d’interpréter cette séquence 
de bits comme des nombres représentant des mesures de températures en  
degrés Celsius (Information de représentation). (ibid., p. 1-12)
La Data Documentation Initiative (DDI) est une série de standards de métadonnées 
pour gérer des données tout au long de leur cycle de vie (Data Documentation Initia-
tive, 2012). La DDI est largement employée, notamment dans les sciences sociales, 
pour la description de données, mais pas pour définir la donnée en soi. Les spécifica-
tions des métadonnées DDI, qui sont exprimées en XML, peuvent s’appliquer à tout 
objet numérique que la DDI considère comme une donnée.
L’Inter-University Consortium for Political and Social Research (ICPSR) compte parmi 
les cocréateurs de la DDI. L’ICPSR est un centre international de pointe qui archive 
des données de recherche en sciences sociales depuis le début des années 1960. 
L’ICPSR laisse les contributeurs et contributrices déterminer ce qu’ils considèrent 
être leurs données. Il conseille les déposants potentiels en ces termes :
Outre les données quantitatives, l’ICPSR accepte les données de recherche 
qualitative (y compris des transcriptions et des médias audiovisuels) à des fins 
de conservation et de diffusion. L’ICPSR a pour objectif la préservation numé-
rique et encourage les chercheurs et chercheuses à déposer leurs données 
en formats émergents, tels que des sites web, des données géospatiales, des 
données biomédicales et des vidéos numériques. (Inter-University Consortium 
for Political and Social Research 2012, p. 4)
3. référence originale : consultative committe for space Data system, 2012, p.1-12.
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Ainsi, même des institutions recueillant et conservant de larges volumes de données 
peuvent n’imposer aucune définition précise de ce qu’elles acceptent ou non. La  donnée 
reste un concept ambigu, ce qui permet aux archives de s’adapter aux nouvelles formes 
de données au fur et à mesure de leur apparition.
Définitions catégorielles
Dans des contextes opérationnels et généraux de recherche, on peut distinguer des 
types de données en les regroupant de façon pertinente. Les archives peuvent, par 
exemple, classer des données selon leur degré de traitement. Les spécialistes des 
 politiques scientifiques les regrouperont par origine, par valeur ou en fonction d’autres 
facteurs.
Degrés de traitement
Les niveaux de traitement définis par l’Earth Observing System Data Information 
 System (EOS DIS) de la NASA figurent parmi les catégories de données les plus tran-
chées. Les données de même origine sont distinguées en fonction de leur traitement, 
comme montré à la figure 2.1 (NASA’s Earth Observing System Data and Information 
System, 2013).
Ces distinctions fines servent un objectif opérationnel. Les données EOS DIS com-
mencent au niveau 0, qui correspond à des « données brutes à résolution intégrale 
de l’instrument ». Les produits de niveau 0 ont déjà été nettoyés afin de retirer les 
artefacts de communication ; ils ne sont donc pas des signaux issus directement de 
l’instrument. Le niveau suivant, 1A, est à résolution intégrale et s’est vu ajouter des 
métadonnées pour indiquer des références temporelles, les paramètres de l’instrument 
et d’autres informations. Au niveau 1B, les données sont divisées par capteurs pour les 
instruments avec lesquels c’est possible. Les niveaux 2, 3 et 4 sont traités davantage 
afin d’ajouter d’autres métadonnées, d’harmoniser les produits avec les référentiels 
espace-temps et d’agréger les données en modèles. Comme indiqué à la figure 2.1, on 
dispose pour tous les instruments de données de niveau 1 minimum, la plupart arrivent 
au niveau 2 ou 3 et certains instruments voient leurs données traitées au niveau 4.
Le niveau de traitement de données comme celles des instruments de la NASA 
dépend de nombreux facteurs, tels que les capacités des instruments et les usages 
auxquels les données sont destinées. La plupart des scientifiques souhaitent des 
données de niveau  4 afin de pouvoir les comparer à d’autres modèles de phé-
nomènes. Ces produits sont en effet les plus aisés à comparer d’un instrument 
à l’autre et d’une mission à l’autre. Certains scientifiques demandent des don-
nées de niveau  0 ou même plus brutes encore, en conservant les artefacts de 
45
2. Qu’esT-ce Qu’une Donnée ?
 communication, afin de les nettoyer eux-mêmes. S’il s’agit de tester une  théorie, 
ils ou elles peuvent souhaiter décider eux-mêmes des valeurs aberrantes, de 
 l’échantillonnage, des valeurs manquantes, de la prise en compte de la météorolo-
gie et des anomalies techniques, etc. S’il s’agit de repérer des tendances encore 
complètement inconnues, comme la recherche d’intelligences extraterrestres 
(SETI), ils ou elles voudront disposer des ensembles de signaux les plus bruts et les 
plus complets possible (Anderson et al., 2002 ; Sullivan et al., 1997).
Figure 2.1. Niveaux de traitement EOS DIS de la NASA
Les données EOS DIS sont traitées à différents niveaux, allant de 0 à 
4. Les produits de niveau 0 constituent des données brutes à résolu-
tion intégrale. Aux niveaux supérieurs, les données sont converties dans 
des formats plus utiles avec de meilleurs paramètres. Tout instrument 
EOS doit disposer de données de niveau 1. La plupart voient leurs don-
nées traitées aux niveaux 2 et 3 et beaucoup atteignent le niveau 4.
Niveau de description 
des données
Niveau 0 Données brutes de l’instrument ou de la charge utile reconstituées 
sous une résolution intégrale, où tous les artefacts de communica-
tion (par exemple, synchronisation des cadres, en-têtes de communi-
cations, doublons) ont été supprimés. Dans la plupart des cas, l’EOS 
Data and Operations System [EDOS] fournit ces données aux data 
centers sous forme de jeux de données de production pour qu’ils 
soient traités par le Science Data Processing Segment [SDPS] ou par 
un Science Information Processing Segment [SIPS] et ainsi obtenir 
des produits de niveaux supérieurs.
Niveau 1A Données brutes de l’instrument reconstituées sous une résolution 
intégrale, référencées dans le temps et annotées avec des informa-
tions auxiliaires, y compris les coefficients d’étalonnage radiomé-
trique et géométrique et les paramètres de géocodage (par exemple, 
l’éphéméride de la plateforme) calculés et annexés, mais non appli-
qués, aux données de niveau 0.
Niveau 1B Données de niveau  1A ayant été converties aux unités du capteur 
(tous les instruments ne disposent pas de données sources de 
niveau 1B).
Niveau 2 Variables géophysiques dérivées à la même résolution et au même 
endroit que les données sources de niveau 1.
Niveau 3 Variables appliquées sur des référentiels espace-temps uniformes, 
généralement de manière complète et cohérente.
Niveau 4 Données de sorties de modèle ou résultats de l’analyse de données 
de niveau inférieur (par exemple, variables dérivées de mesures 
 multiples).
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Ces niveaux de traitement ont des répercussions significatives sur la conservation 
et la maintenance des données pour un usage futur. Celles-ci peuvent nécessiter 
une gestion à chaque niveau, en particulier les données d’observation, comme les 
missions de la NASA en produisent, qui ne peuvent être répliquées. Si les données 
ne sont conservées qu’aux niveaux les plus bas, il peut être nécessaire de prévoir des 
algorithmes de traitement et de la documentation pour les faire passer aux niveaux 
supérieurs. Dans de nombreux domaines de la physique, de la chimie et de la bio-
logie, les données instrumentales les plus brutes sont trop volumineuses pour être 
conservées ; c’est pourquoi les efforts de conservation sont dirigés vers les produits 
les plus élaborés, qui constituent les résultats d’un projet. Le logiciel de pipeline 
utilisé pour nettoyer, calibrer et réduire les données d’observation est constamment 
révisé à mesure qu’évoluent les instruments, les technologies de calcul et les ques-
tions de recherche et à mesure que des erreurs sont découvertes et que s’améliorent 
les méthodes analytiques. Les flux de données d’un instrument peuvent être traités 
à plusieurs reprises, ce qui conduit à des diffusions multiples. Le contrôle de ver-
sion constitue donc une part essentielle de la gestion de vastes archives de données 
d’observation.
Origine et valeur de préservation
Bien qu’ils aient été développés à des fins et dans un système particulier, les niveaux 
de traitement de la NASA sont utilisés pour catégoriser les données dans d’autres 
environnements opérationnels. Dans le contexte des politiques scientifiques, des 
groupements bien plus généraux sont cependant nécessaires. La catégorisation 
édictée par le National Science Board (NSB) aux États-Unis vise à représenter les 
données utilisées dans les sciences exactes, les sciences sociales et le secteur tech-
nologique. Bien que les sciences humaines, les arts, la médecine et la santé sortent 
du domaine de compétence du NSB, leurs catégories de données sont aussi pensées 
pour ces domaines. L’origine des données peut influer sur les décisions opération-
nelles quant à celles valant la peine d’être conservées et pour combien de temps 
(National Science Board, 2005).
« Les données d’observation », la première des trois catégories du NSB, résultent 
de la reconnaissance, de la notation ou de l’enregistrement de faits ou d’occur-
rences de phénomènes, généralement à l’aide d’instruments. Dans les sciences 
exactes, il peut par exemple s’agir d’observations météorologiques, botaniques 
et zoologiques, effectuées par satellite, par réseau de capteurs ou par un stylo 
dans un carnet. Dans les sciences sociales, on pensera à des indicateurs écono-
miques ou à des entretiens, issus de rapports d’entreprises, d’entrevues en ligne 
ou d’ethnographies. Toute observation peut être associée à des lieux et moments 
spécifiques ou en impliquer plusieurs (par exemple dans les études transversales 
47
2. Qu’esT-ce Qu’une Donnée ?
et longitudinales). Les données d’observation sont considérées comme les plus 
importantes à préserver, car elles sont les moins réplicables.
Les «  données computationnelles  » sont le produit de modèles, simulations ou 
 processus informatiques. Bien qu’elles soient surtout présentes dans les sciences 
physiques et les sciences de la vie, on les trouve aussi dans les sciences humaines 
et sociales. Le physicien ou la physicienne modélise l’univers, l’économiste modélise 
des interactions interpersonnelles et les marchés et le ou la latiniste modélise des 
cités et des sites antiques. Pour réutiliser un modèle informatique, une documenta-
tion détaillée sur le matériel, les logiciels, les données d’entrée et les étapes inter-
médiaires peut s’avérer nécessaire. Parfois, les entrées du modèle sont conservées ; 
parfois, ce sont les sorties. Dans certains cas, seuls les algorithmes sont préservés, 
au motif que le modèle peut être appliqué de nouveau si nécessaire.
Les « données expérimentales », la troisième catégorie, résultent de procédures en 
conditions contrôlées pour établir des hypothèses ou mettre à l’épreuve de nouvelles 
lois. Il peut s’agir, par exemple, de résultats de recherche en chimie obtenus dans un 
laboratoire expérimental, d’expériences physiques menées dans un accélérateur de 
particules ou d’expériences psychologiques contrôlées en laboratoire ou sur un ter-
rain. Si l’expérience est conçue pour être réplicable, il peut être plus facile de repro-
duire ces données que de les conserver. Si les conditions de l’expérience ne peuvent 
être répliquées, il peut être nécessaire de préserver les données.
Le rapport Long-Lived Data met l’accent sur les implications politiques de ces trois 
catégories de données, qui nécessitent chacune des dispositions particulières pour 
leur conservation. Il distingue aussi les niveaux de données au sein de chacun des 
trois types d’origine. Les données peuvent être recueillies sous forme « brute » 
et affinées dans des versions successives. Dans de nombreux cas, la conserva-
tion des données sous plusieurs formes se justifie (National Science Board, 2005, 
p.  19-20). Le rapport reconnaît que les frontières entre ces catégories sont 
poreuses. Par exemple, des données d’observation peuvent être employées dans 
des expériences et des modèles informatiques, ou bien les résultats d’expériences 
et de modèles peuvent servir à affiner des méthodes de collecte d’observations. 
Edward (2010) étudie l’interaction entre données d’observation et modèles et 
expose ainsi le processus, long d’un siècle, qui a rendu mobiles les données de la 
recherche climatique.
Plusieurs types de traces (records) sont associés aux données d’observation, aux 
données expérimentales et aux données informatiques, comme des documents 
historiques, des rapports de terrain et des notes manuscrites. Record est un autre 
48
QU’EST-CE QUE LE TRAVAIL SCIENTIFIQUE DES DONNÉES ?
de ces termes fondamentaux, mais rarement définis, en dépit de son large usage 
en droit, en archivistique, en gestion de données et plus généralement en anglais. 
Selon l’Oxford English Dictionary, un record est l’attestation d’un fait et connote 
un témoignage, une trace ou une preuve. Dans les expressions figées on record 
ou of record, le sens dominant est le fait d’être conservé comme connaissance 
ou information. Dans cette acception, le mot record est très ancien, remontant au 
XIV
e siècle.
Les « traces » (records) constituent avantageusement une quatrième catégorie d’ori-
gine, car elles comprennent des formes de données qui se classent malaisément 
parmi les données d’observation, expérimentales ou informatiques ou les résultats 
de l’une de ces catégories. Des traces de n’importe quel phénomène ou activité 
humaine peuvent être traitées comme des données à des fins de recherche.
Ces traces peuvent être des documents concernant l’administration, les affaires, les 
activités publiques ou privées ; des livres et d’autres textes ; des archives ; des docu-
ments sous forme d’enregistrements audio et vidéo, de plaques de verre, de papyrus, 
d’écriture cunéiforme, de bambous, etc. Des traces faisant autorité ont en commun 
avec les observations de ne pouvoir être répliquées et sont donc précieuses.
Ensembles de données
Les tentatives de catégorisation des recueils numériques de données révèlent leurs 
origines et leur valeur pour les communautés scientifiques. Le même rapport du 
National Science Board a établi trois catégories fonctionnelles qui sont largement 
utilisées dans les sciences (Cragin et Shankar, 2006 ; National Science Board, 2005). 
Il s’agit, des moins formalisées aux plus formalisées, des ensembles de données 
de recherche, des ensembles de données ressources ou communautaires et des 
ensembles de données de référence. De mêmes données peuvent se retrouver dans 
plusieurs recueils, mais être représentées différemment dans chacune. On peut éta-
blir des distinctions plus fines, par exemple entre ensembles physiques et numé-
riques, entre ensembles numériques et numérisés, entre données substitutives et 
intégrales, entre images statiques et représentations interrogeables et entre chaînes 
de caractères consultables et contenus enrichis. Nous verrons ces distinctions au 
chapitre 7, où elles seront étudiées dans le contexte des sciences humaines.
Les « ensembles de données de recherche », la première des trois catégories du NSB, 
sont les résultats d’un ou plusieurs projets de recherche. Ces données ont bénéficié 
d’un traitement et d’une conservation limités et leur format et leur structure peuvent 
ne pas être conformes aux normes scientifiques, quand elles existent. Ces ensembles 
sont généralement constitués par et pour un groupe de recherche ; ils peuvent ne 
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pas être sauvegardés à la fin d’un projet. Ces recueils existent par milliers. Ils peuvent 
concerner, par exemple, « les flux sur les surfaces de neige », le génome d’une levure 
ou d’autres domaines spécifiques ; ils sont importants pour de petites communautés 
de recherche (National Science Board, 2005, annexe D).
Les ensembles de données de recherche qui répondent à un besoin permanent 
peuvent devenir des « ensembles de données ressources » ou « communautaires ». 
Ces recueils peuvent établir des normes pour leur communauté, soit en en adoptant, 
soit en en développant de nouvelles. Les ensembles de données ressources bénéfi-
cient parfois de subventions directes, mais sans garantie qu’elles seront financées 
au-delà des priorités immédiates de la communauté ou de l’organisme de finance-
ment. Les exemples de cette catégorie vont de la PlasmoDB, qui concerne le génome 
d’un parasite responsable du paludisme, à l’Ocean Drilling Program, soutenu par la 
National Science Foundation états-unienne et vingt-deux partenaires internationaux.
Les « ensembles de données de référence », la troisième catégorie, sont ceux qui 
servent à de vastes communautés, se conforment à des normes solides et sont 
pérennes. Ils bénéficient de budgets confortables, de communautés diverses et 
décentralisées et de structures de gouvernance bien établies. On trouvera dans 
cette catégorie de grandes banques de données internationales qui constituent des 
ressources scientifiques essentielles, comme la Protein Data Bank, la base de don-
nées astronomiques SIMBAD et les jeux de données de référence des collections de 
l’ICPSR (Protein Data Bank, 2011 ; Genova, 2013 ; National Science Board, 2005 ; 
Inter-University Consortium for Political and Social Research, 2013).
Ces trois catégories d’ensembles permettent d’évaluer le degré d’investissement 
d’une communauté dans ses données et le niveau de partage qui s’y produit. Les 
systèmes de données communautaires font partie des sept types de collaboratoires 
identifiés par Nathan Bos et ses collègues (Bos et al., 2007 ; Olson et al., 2008).
Distinctions conceptuelles
Aussi tranchées qu’elles puissent paraître, les distinctions entre catégories com-
portent toujours une part d’arbitraire. Toute catégorie et tout nom de catégorie 
résultent de décisions quant aux critères et à la dénomination. Même les indicateurs 
les plus concrets, comme la température, la taille et la localisation géospatiale sont 
des inventions humaines. De même, les systèmes de mesure en pieds et pouces, en 
mètres et en grammes, en degrés centigrades et Fahrenheit sont l’aboutissement de 
siècles de négociations. Les constantes fondamentales des poids et mesures sont 
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soumises à des révisions continuelles par un organisme international de  normalisation 
(Busch, 2013 ; Lampland et Star, 2009 ; Lide et Wood, 2012 ; Meadows, 2001).
À leur tour, les poids et mesures trouvent des applications multiples. Les balances 
pour mesurer le poids atomique sont bien plus précises que celles que l’on trouve 
en supermarché. Les normes de qualité que les pouvoirs publics appliquent à l’eau 
potable diffèrent considérablement de celles que les surfeurs utilisent pour l’océan 
où ils nagent. La taille d’une personne se mesure avec des degrés de précision dif-
férents dans le cabinet d’un médecin ou lors d’une compétition sportive. La palette 
des circonstances qui gouvernent la catégorisation des données de la recherche est 
plus vaste encore.
Sciences exactes et sciences sociales
Si la NASA distingue explicitement les données brutes des données traitées à des 
fins opérationnelles, le terme « brut » n’en est pas moins relatif, comme d’autres 
l’ont remarqué (Bowker, 2005, 2013 ; Gitelman, 2013). Le caractère « brut » d’une 
donnée dépend de là où l’investigation a débuté. Les scientifiques qui combinent 
des produits de niveau 4 issus de diverses missions de la NASA pourront considérer 
ceux-ci comme des données brutes, qui constituent leur point de départ. À l’extrême 
opposé, on cherche à retracer l’origine de données à partir de leur état au moment où 
l’instrument a détecté le signal pour la première fois. Les instruments sont conçus et 
fabriqués pour détecter des phénomènes donnés dans des conditions données. Ces 
choix de conception et de fabrication déterminent à leur tour ce qui peut être capté. 
Identifier la forme la plus brute possible d’une donnée peut donc s’avérer une régres-
sion à l’infini constituée de choix épistémologiques sur la connaissance recherchée.
Dans le cas des chercheurs et chercheuses en sciences sociales qui recueillent des 
observations sous forme d’enquêtes et d’entretiens, les données brutes peuvent 
être les questionnaires remplis par les personnes interrogées ou par les enquêteurs 
et enquêtrices. Souvent, ces formulaires fourmillent de réponses incomplètes ou 
incompréhensibles. Ils contiennent aussi des erreurs, comme lorsque la personne 
interrogée se trompe dans l’ordre d’une échelle ou indique une date de naissance 
improbable. On détecte de telles erreurs en comparant des questions censées sus-
citer des réponses semblables et en réduisant les variables à des séries de chiffres. 
Dans d’autres cas, les personnes interrogées peuvent avoir répondu au hasard, soit 
par embarras, soit par malice.
Nettoyer ces types de données tient autant de l’art que de la science et suppose 
une expertise méthodologique et statistique considérable (Babbie, 2013 ; Shadish et 
al., 2002). Une fois propres, elles deviennent la base d’analyses dont on tirera des 
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conclusions de recherche. Il arrive que les décisions quant à la gestion des données 
absentes, la saisie des valeurs manquantes, la suppression des valeurs aberrantes, la 
transformation des variables et les autres tâches courantes de nettoyage et d’analyse 
des données ne soient guère consignées. Elles ont pourtant des répercussions pro-
fondes sur les découvertes, l’interprétation, la réutilisation et la réplication (Blocker 
et Meng, 2013 ; Meng, 2011).
Sciences humaines
Le sens du mot « donnée » est particulièrement ambigu dans les sciences humaines 
(Borgman, 2009 ; Unsworth et al., 2006). L’équivalent le plus proche des catégories 
« brut » et « traité » employées dans les sciences exactes et sociales est la distinc-
tion entre sources primaires et secondaires. Dans le langage courant, une « source 
primaire » est un objet ou un document original, par exemple une sculpture ou un 
manuscrit historique, tandis qu’une source secondaire est une analyse ou un travail 
postérieur sur cette entité. Les « sources tertiaires », expression moins fréquente, 
consistent en des compilations, comme des catalogues ou des index. L’usage de 
ces trois termes varie grandement au sein des sciences humaines et des pratiques 
documentaires et archivistiques (University of Maryland University Libraries, 2013). 
Comme nous le verrons au chapitre  7, les sources primaires peuvent également 
être des représentations d’originaux ayant disparu ou encore des compilations qui 
rendent les originaux plus lisibles.
Dans les sciences humaines, une grande partie de la pratique historiographique se 
consacre au repérage de liens entre des livres, des traités et d’autres documents 
séculaires au fil de leurs copies, de leurs interprétations, de leurs traductions et de 
leurs transferts entre cultures et contextes. Il arrive que les sources primaires aient 
été perdues, détruites ou détériorées depuis longtemps. Les sources secondaires se 
ramifient en un nombre inconnu de variantes et peuvent avoir été divisées et recom-
posées de nombreuses manières dans de nombreux buts. Ce qui relève du primaire 
sera choisi en fonction du contexte et du point de départ du chercheur ou de la cher-
cheuse. La source secondaire de l’un peut être la source primaire d’un autre.
Une particularité importante dans le rapport des sciences humaines aux données est 
la façon dont elles gèrent l’incertitude dans les représentations des connaissances 
(Kouw et al., 2013). Cette incertitude peut prendre de nombreuses formes : épisté-
mique, statistique, méthodologique, socioculturelle (Petersen, 2012). Par exemple, 
l’ambiguïté et l’hétérogénéité de documents historiques peuvent  engendrer de 
 l’incertitude. Lorsque des spécialistes des sciences humaines utilisent des techno-
logies conçues pour d’autres formes de recherche, comme des outils statistiques 
ou des systèmes d’information géographique, elles et ils sont confrontés à un 
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dilemme : adapter leurs méthodes aux outils ou adapter ces outils à leurs méthodes. 
De nouveaux outils conduisent à de nouvelles représentations et interprétations. 
Chaque discipline et chaque scientifique évaluent, collectivement et individuelle-
ment, le degré d’incertitude acceptable et déterminent ce qui constitue la « vérité » 
d’une recherche. Dans les méthodes de recherche et la représentation des données, 
l’implicite réside dans les choix faits pour diminuer l’incertitude.
Conclusion
Malgré ses cinq siècles d’existence, le terme data ou « donnée » n’a toujours pas 
trouvé une définition consensuelle. Il ne s’agit pas d’un pur concept  ; ce n’est 
pas non plus un objet naturel possédant une essence propre. La synthèse la plus 
exhaustive consiste à dire que les données sont des représentations d’observations, 
d’objets ou d’autres entités qui servent à mettre en évidence des phénomènes 
à des fins de recherche. Selon l’Oxford English Dictionary, une entity (entité) est 
« quelque chose qui possède une existence réelle par opposition à un simple attri-
but, fonction, relation, etc ». Ces entités peuvent avoir une existence matérielle, par 
exemple des textes sur papier ou papyrus, ou être numériques, comme les signaux 
émis par des capteurs ou les questionnaires remplis d’une enquête en ligne. Une 
entité ne devient une donnée que lorsqu’elle est utilisée pour mettre en évidence 
un phénomène et une même entité peut être la manifestation de plusieurs phéno-
mènes. Par exemple, des photographies trouvées dans un vieil album familial ou un 
annuaire d’école peuvent devenir des données si un chercheur ou une chercheuse 
les utilise pour démontrer les modes vestimentaires et capillaires d’une époque. 
D’autres scientifiques peuvent les exploiter pour attester un regroupement familial 
ou une identité sociale. Les indications météorologiques dans d’anciens journaux 
de bord, collectionnés à des fins de navigation et de commerce, servent aujourd’hui 
de données pour étudier le changement climatique. Des brevets peuvent être une 
indication de l’époque et du lieu de fabrication d’un objet découvert.
Une liste d’entités pouvant être considérées comme des données ne constitue pas 
une définition satisfaisante. Pourtant, de telles « définitions » abondent dans la litté-
rature scientifique et les documents d’orientation. L’incapacité à fixer ce concept de 
manière à clarifier ce que les données sont et ne sont pas dans une situation donnée 
contribue grandement à la confusion autour des plans de gestion des données, des 
politiques d’ouverture et de la conservation. C’est dans des contextes opérationnels 
que l’on trouve, le plus souvent, des définitions concrètes et bornées, comme celle de 
l’OAIS que nous avons citée plus haut : « une représentation réinterprétable formali-
sée de l’information, adaptée à la communication, à l’interprétation ou au traitement ». 
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Les définitions catégorielles, comme celles fondées sur l’origine des données ou les 
types d’ensembles, sont également utiles dans les contextes pour lesquels elles ont 
été imaginées. Il est néanmoins nécessaire de s’accorder sur une définition générale 
afin de peser dans les problématiques locales et mondiales associées aux données de 
la recherche.
Nous nous efforçons d’utiliser le terme « donnée » ou data de façon aussi cohérente 
que possible. Lorsque nous faisons référence aux données en tant qu’entités, nous 
utilisons le terme au pluriel, suivant l’usage éditorial standard en anglais (Bryson, 
2008) dans la littérature sur la communication savante. Nous utilisons la forme au 
singulier lorsque nous faisons référence au concept : par exemple « “donnée” n’est 
pas un mot nouveau » ou «  le big data est le pétrole d’aujourd’hui  ». Cependant, 
l’usage du mot « donnée » varie en fonction des contextes et des locuteurs, souvent 
de manière subtile, mais lourde de sens. Nous nous conformons, notamment pour 
les études de cas, aux usages en vigueur dans la discipline étudiée. À moins que nous 
l’employions comme concept ou que nous signalions une convention particulière, le 
terme « données » désigne « des entités utilisées pour mettre en évidence des phé-
nomènes à des fins de recherche ».
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des données
Introduction
« Travail scientifique des données » (data scholarship)1 est un terme que j’ai créé 
pour exprimer l’agencement complexe des relations entre données et recherche. Les 
données sont aujourd’hui animées d’une vie propre, indépendamment du contexte 
scientifique où elles servent à mettre en évidence des phénomènes ; c’est du moins 
ce qui ressort de la presse grand public. Scientifiques, universités et cabinets de 
conseil sont tous d’accord pour dire que disposer de suffisamment de données et 
des techniques adéquates pour les exploiter permet de poser des questions inédites 
et d’obtenir des indicateurs d’un nouveau genre. Dans certains cas, on peut réaliser 
des choses extrêmement utiles. Cependant, il peut s’avérer très difficile de détermi-
ner la valeur d’un jeu de données quelconque ou d’anticiper à quoi il pourrait servir.
La notion de travail scientifique des données a d’abord été formulée comme une 
« recherche à forte concentration de données » dans les initiatives stratégiques du 
début des années 2000, telles que l’eScience, l’eSocial Science, les eHumanities, 
l’eInfrastructure et la cyberinfrastructure (Atkins et al., 2003 ; Edwards et al., 2007 ; 
Hey et Trefethen, 2005 ; Unsworth et al., 2006). Les trois premiers termes se sont 
finalement fondus en celui d’eResearch. Le programme britannique Digital Social 
Research a mis en commun des investissements antérieurs dans l’eSocial Science : 
il englobait ainsi la recherche à forte concentration de données dans les sciences 
sociales et l’étude de l’eResearch (Digital Social Research, 2013). Le nom eScience 
désigne souvent le travail des données dans l’ensemble des champs de recherche, 
y compris les sciences humaines (Crane et al., 2007). Cyberinfrastructure reste un 
terme résolument américain qui recouvre à la fois le travail des données et le cadre 
technique qui rend ces activités possibles.
Un individu ou une communauté scientifique peut savoir exploiter ses données 
pour ses besoins propres tout en ignorant quelles données et méthodes, utilisées 
par des communautés contiguës, pourraient lui servir et vice versa. Passer à de 
très grands volumes de données produit des différences qualitatives dans les 
méthodes et les problématiques. Les anciennes approches ne sont plus viables ; 
pourtant, il faut bien souvent combiner de vieilles données avec des nouvelles. 
1.  Pour la traduction des concepts de scholarship et data scholarship, voir la note de la traductrice p. 7.
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L’expertise se transmet difficilement d’un domaine à l’autre, d’une méthode à 
l’autre. Les personnels de recherche réagissent de façons très diverses à ces dif-
ficultés. Certains veulent diffuser largement leurs données, quelle que soit leur 
forme, pour qu’elles puissent être exploitées à loisir. D’autres préfèrent les conser-
ver par devers eux indéfiniment plutôt que de laisser des personnes extérieures 
en extraire des trésors qui leur auraient échappé. Beaucoup sont paralysés par 
le risque de mésusage, d’interprétation erronée, de charge à gérer, de manque 
d’expertise, de manque d’outils et de ressources, de manque de financement, de 
perte de contrôle et de pollution de banques de données communes, ainsi que par 
ce redoutable défi qu’est la pérennisation. Ce n’est qu’aujourd’hui que ces diffi-
cultés dans la gestion des données apparaissent au grand jour. Nous comprenons 
suffisamment certaines d’entre elles pour nous diriger vers des solutions. D’autres 
semblent insurmontables.
Pour les chercheurs et chercheuses, la gestion des données peut apparaître comme 
une responsabilité individuelle supplémentaire dans un contexte de réduction des 
ressources consacrées à la recherche et à l’éducation ; pourtant, le travail  scientifique 
des données est profondément ancré dans les infrastructures de la connaissance. 
Comme nous l’avons évoqué au chapitre 1, les données suscitent des tensions en 
raison de l’intérêt que représentent leur possession, leur contrôle et leur accès ; de 
la difficulté à les transmettre pour des contextes et périodes futurs ; et du besoin de 
pérennité des données et d’autres contenus scientifiques. Les enjeux sont considé-
rables pour les scientifiques, la population étudiante et les sociétés humaines où la 
recherche est menée. Les infrastructures de la connaissance fournissent un cadre 
pour évaluer les interactions sociales et techniques, les implications de la recherche 
ouverte et la convergence des formes de communication savante.
Les infrastructures de la connaissance
Le terme «  infrastructure de la connaissance » s’inspire de travaux antérieurs sur 
l’information, l’infrastructure et l’Internet  : la recherche sur l’infrastructure en soi 
s’est considérablement développée, l’Internet s’est enraciné dans la vie académique 
et l’information circule en continu. L’expression « infrastructure de l’information », qui 
évoquait une vision globale d’un monde, a pris le sens plus restreint d’architectures 
techniques de communication. De même, en anglais, national information infras-
tructure (infrastructure nationale de l’information) et global information infrastruc-
ture (infrastructure mondiale de l’information) désignent désormais des politiques 
états-uniennes des années 1990 (Borgman, 2000, 2007  ; Busch, 2013  ; Kahin et 
Foray, 2006 ; Wouters et al., 2012).
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Une infrastructure n’est pas un processus conçu pour être cohérent. Elle se rapproche 
plutôt de l’écosystème, d’un système adaptatif complexe. Elle est constituée de 
 nombreuses composantes qui interagissent, avec plus ou moins de succès, à travers 
des processus sociaux et techniques. Paul Edwards (2010, p. 17) définit les « infrastruc-
tures de la connaissance » (knowledge infrastructures) comme des « réseaux robustes 
de personnes, d’artefacts et d’institutions qui créent, partagent et entretiennent des 
connaissances spécifiques sur les mondes humains et naturels ». Ces réseaux intègrent 
la technologie, les activités intellectuelles, l’apprentissage, la collaboration et l’accès 
décentralisé à l’expertise humaine et à une information étayée. La recherche discipli-
naire sur ces idées s’est alors penchée sur trois thèmes : comment les infrastructures 
de la connaissance évoluent-elles ? Comment renforcent-elles ou redistribuent-elles 
autorité, influence et pouvoir ? Comment pouvons-nous mieux étudier, connaître et 
imaginer les infrastructures de la connaissance d’aujourd’hui (et de demain) (Edwards 
et al., 2013) ?
La donnée est un mode d’information qui semble toujours en mouvement, difficile 
à fixer en une forme statique. En outre, les limites du savoir tacite et des terrains 
d’entente sont également mouvantes, puisque de nombreuses parties négocient 
l’appréhension des données dans de multiples disciplines, domaines et périodes. 
Les normes de la connaissance n’ont certes jamais été stables, mais elles sont plus 
complexes encore à établir à l’ère du big data. Que signifie « savoir » quelque chose 
si le résultat du calcul ne peut être parfaitement expliqué ? Que peut-on connaître 
des origines des données, que faut-il en savoir pour les transmettre dans d’autres 
contextes ? La « structure de confiance » implicite dans le partage d’informations 
entre collaborateurs et collaboratrices est ardue à recréer dans des échanges avec 
des inconnus, en particulier avec d’autres communautés et sur de longues périodes. 
Certains transferts peuvent se réaliser par l’entremise de la technologie, mais beau-
coup dépendent de l’expertise de médiateurs humains, qu’il s’agisse de scientifiques 
spécialisés, de bibliothécaires, d’archivistes ou d’autres acteurs émergents dans les 
personnels de recherche. De plus, cet espace est également investi par les intérêts 
commerciaux.
La notion d’infrastructures de la connaissance recoupe celle de « biens communs de 
la connaissance », comme nous le développerons au chapitre 4. En effet, un com-
mun est aussi un écosystème complexe, défini simplement comme « une ressource 
partagée par un groupe confronté à des dilemmes sociaux » (Hess et Ostrom, 2007a, 
p. 3). Le présent ouvrage est parsemé d’exemples de ces systèmes qui renforcent 
ou redistribuent autorité, influence et pouvoir. Les personnes possédant des compé-
tences en analyse de mégadonnées sont aujourd’hui recherchées. Les scientifiques 
capables d’exploiter ces nouvelles formes de données tirent également leur épingle 
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du jeu. De nouvelles formes de connaissance, comme le data mining (exploration de 
données) et le crowdsourcing (production participative) participent à reconfigurer et 
redessiner le territoire intellectuel.
Des investissements massifs dans l’infrastructure profitent à tous, au sens où la 
marée montante soulève tous les navires. Mais cette comparaison est contrecarrée 
par d’autres tendances économiques et sociales, comme la théorie du knowledge gap 
(écart des connaissances) (Ettema et Kline, 1977 ; Tichenor et al., 1970), les com-
pétences médiatiques (Jenkins et al., 2009) et l’effet Matthieu (Merton, 1968, 1988, 
1995). De manière générale, les riches s’enrichissent. Ceux qui sont plus à même de 
tirer profit des technologies et des informations nouvelles bénéficient d’avantages 
différentiels. L’effet Matthieu existe dans la recherche ; il a d’ailleurs été formulé pour 
la première fois dans une étude sur les lauréats du prix Nobel. En effet, les individus 
et les centres d’enseignement supérieur jouissant d’un grand prestige ont tendance 
à accaparer la reconnaissance et les ressources de manière disproportionnée. Les 
découvertes réalisées par des institutions d’excellence recevront plus d’attention que 
les centres moins connus. À l’inverse, les scientifiques travaillant dans des établis-
sements de faible niveau et des pays peu développés possèdent souvent des com-
pétences inférieures et disposent de moins de ressources locales pour exploiter les 
innovations technologiques.
L’invisibilité pose problème dans la conception et la maintenance des infrastructures 
d’au moins deux façons. La première est que les infrastructures, par définition, ne 
sont visibles que lorsqu’elles ne marchent plus (Star et Ruhleder, 1996). Le public 
n’a souvent pas conscience de sa dépendance vis-à-vis de l’une d’elles, que ce soit 
le réseau électrique ou l’interopérabilité entre deux instruments, avant que celle-ci 
ne cesse de fonctionner. La deuxième est la quantité de travail invisible nécessaire à 
l’entretien des infrastructures, qu’il s’agisse de réseaux électriques, de réseaux d’ins-
truments scientifiques ou de référentiels décentralisés de données de recherche. 
Les personnes qui jouissent de l’usage de ces infrastructures ignorent souvent le 
labeur effectué en arrière-plan pour faire fonctionner harmonieusement tous ces 
éléments. Le travail invisible est une caractéristique saillante des infrastructures de 
la connaissance parce que l’effort de documentation, d’organisation et de gestion 
de l’information scientifique est essentiel pour que d’autres puissent la découvrir et 
l’utiliser. Il constitue à la fois un ciment et une source de frictions dans les collabora-
tions, le développement d’outils, le partage et la réutilisation de données et beaucoup 
d’autres composantes de l’infrastructure (Bietz et Lee, 2009, 2012 ; Birnholtz et Bietz, 
2003 ; Borgman, 2003 ; Edwards et al., 2011 ; Ehrlich et Cash, 1999 ; Lee et al., 
2006 ; Paisley, 1980 ; Ribes et Jackson, 2013 ; Star et Strauss, 1999).
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« Infrastructures de la connaissance » est un terme nouveau, mais l’idée est ancienne. 
Dès les premiers instants du questionnement intellectuel, les savants et savantes ont 
appris à nager – ou à concevoir de meilleurs bateaux – pour ne pas se noyer dans la 
vague, le déluge, le tsunami de données prêt à s’abattre sur eux. Ils se plaignent d’être 
bombardés d’information depuis au moins le premier siècle de notre ère, comme le 
raconte Ann Blair (2010)2 dans Tant de choses à savoir. La crainte d’une surabon-
dance de livres est apparue bien avant l’époque moderne. Au milieu du XIIIe siècle, on 
élabore des solutions au problème de l’information : pages de titre, concordanciers 
et florilèges. Ces derniers, dont le nom signifie « fleurs choisies », étaient des com-
pilations des bonnes feuilles d’un livre sur un sujet donné. Au XVIe siècle, les index 
étaient devenus courants. Blair étudie comment les premiers savants et savantes ont 
géré, chacun à leur manière, leurs lectures et leurs interprétations grâce à des méca-
nismes sophistiqués de prise de note et d’organisation. Comme le rapporte Price 
(1975) dans Science Since Babylon, l’augmentation de l’offre de services d’indexation 
et de synthèse est allée de pair avec la croissance des revues depuis le milieu du 
XIX
e siècle. Depuis, les relations entre les métiers d’auteur, d’éditeur, d’indexeur, de 
bibliothécaire, de libraires et autres n’ont cessé d’évoluer.
Le social et la technique
Le travail scientifique des données est parcouru de tensions entre l’aspect social 
et la dimension technique. On ne peut que rarement séparer ces facteurs, car ils 
sont réflexifs et s’influencent mutuellement. L’outil rend possible la création de don-
nées, mais c’est la capacité à imaginer quelles données pourraient être recueillies 
qui engendre l’outil. Plutôt que de tenter de résoudre ce débat ancien, nous prenons 
comme prémisses de nos provocations l’idée que les aspects sociaux et techniques 
de la recherche sont indissociables. Les données ne peuvent être comprises sans 
l’outil et vice versa ; ces deux éléments trouvent leur sens dans la relation qui les unit 
(Bijker et al., 1987 ; Bijker, 1995 ; Hughes, 1989, 2004 ; Latour et Woolgar, 1979 ; 
Latour, 1987, 1988, 1993 ; Meyer et Schroeder, 2014 ; Schroeder, 2007).
Bruno Latour (1987) a introduit le terme « technoscience » pour expliquer le rapport 
de la pratique scientifique aux technologies. En bon philosophe, Latour tend à utili-
ser le mot «  science  » pour évoquer pratiquement toutes les formes de recherche 
savante. Dans l’anglais d’Amérique du Nord, au contraire, les sciences désignent en fait 
les sciences exactes par opposition aux sciences humaines et sociales. On peut aller 
2.  référence originale : Blair, ann M., 2010. Too Much to Know. Managing Scholarly Information 
before the Modern Age. new haven : Yale university Press.
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plus loin dans les distinctions, par exemple en séparant les champs disciplinaires des 
carrières dans l’ingénierie, la médecine, le droit et la recherche3.
L’attention croissante portée aux données pose des questions plus larges pour 
l’histoire et la philosophie des sciences. La recherche est un investissement public 
coûteux. Depuis la seconde guerre mondiale et surtout la fin de la guerre froide, le 
public exige que la communauté scientifique rende des comptes, il demande à peser 
dans les orientations de la recherche et à avoir davantage accès aux découvertes 
(Kwa, 2011 ; Latour, 2004). Dans ce contexte de reconfiguration des relations entre 
l’entreprise scientifique et la population, les spécialistes des sciences sociales se 
sont intéressés de plus près au travail de recherche comme objet d’étude. De leur 
côté, les scientifiques et autres savants et savantes ont accepté d’être étudiés, à 
la fois pour faire entendre leur voix et pour bénéficier d’un regard externe sur leur 
activité (Salk, 1986). Depuis le début des années 1950, une littérature de plus en 
plus foisonnante traite de l’histoire, de la philosophie et de la sociologie des sciences 
et des technologies (Hackett et al., 2007  ; Latour et Woolgar, 1986  ; Lievrouw et 
Livingstone, 2002 ; Van Raan, 1988 ; Woolgar, 1988). Elle a, à son tour, donné nais-
sance à des enquêtes sur les pratiques scientifiques dans les sciences humaines et 
sociales (Borgman, 2009 ; Case, 2006 ; Flor et al., 2010 ; Friedlander, 2009 ; Jirotka 
et al., 2006 ;  Wouters et al., 2012).
Communautés et collaboration
Les politiques, les pratiques et les infrastructures en matière de données se rap-
portent généralement aux communautés de recherche associées à celles-ci. Les 
plans de gestion des données en sont un excellent exemple  : «  La communauté 
considérée déterminera ce qui constitue une donnée par l’évaluation par les pairs et 
la gestion de programme » (National Science Foundation, 2010a). De même, les poli-
tiques d’archivage numérique évoquent la « communauté désignée » (Consultative 
Committee for Space Data Systems, 2012). Par ailleurs, les données représentent 
souvent des « objets-frontières » existant de manière précaire à la limite de plusieurs 
domaines (Star et Griesemer, 1989). L’étude des rôles des données dans les colla-
borations fait apparaître les frontières, les champs d’application, les accords et les 
désaccords des communautés.
La collecte, la création, l’analyse, l’interprétation et la gestion de données supposent 
une expertise dans le domaine de recherche concerné. De nombreuses compétences 
3.  ndT  : Dans la traduction française, nous adoptons l’usage de Latour et utilisons les termes 
« science » et « scientifiques » aussi bien pour les sciences humaines et sociales que pour les sciences 
exactes.
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sont nécessaires, certaines théoriques et pratiques, d’autres sociales et techniques. 
Certaines d’entre elles peuvent être enseignées ou apprises grâce à des livres, des 
revues ou de la documentation, mais la plus grande partie se rapporte à un savoir 
profondément ancré et difficile à formuler. Connue sous le nom de « savoir implicite » 
– une notion elle-même complexe –, cette expertise des plus critiques est souvent la 
moins transmissible entre communautés et contextes (Agre, 1994 ; Collins et Evans, 
2007 ; Darch et al., 2010 ; Duguid, 2005 ; Polanyi, 1966 ; Schmidt, 2012).
La communauté est une construction théorique bien connue des sciences sociales. 
Les communautés de pratiques et les cultures épistémiques représentent des notions 
clés de la sociologie des sciences. La « communauté de pratique » est un concept 
créé par Lave et Wenger pour décrire la manière dont des groupes acquièrent et par-
tagent des connaissances (Lave et Wenger, 1991 ; Wenger, 1998), qui a été largement 
étudié et approfondi depuis (Osterlund et Carlile, 2005). En revanche, les « cultures 
épistémiques » ne sont ni des disciplines ni des communautés (Knorr-Cetina, 1999). 
Il s’agit plutôt d’une série « d’arrangements et de mécanismes » associés à l’élabora-
tion du savoir et qui englobe les individus, les groupes, les artefacts et les technolo-
gies (Van House, 2004). Les communautés de pratiques et les cultures épistémiques 
ont en commun l’idée que le savoir est situé et local. Nancy Van House (2004, p. 40) 
résume cette perspective de manière succincte : « Il n’existe pas de “vue de nulle 
part” : le savoir est toujours situé en un lieu, une époque, des conditions, des pra-
tiques et des a priori. Il n’existe pas un savoir, mais des savoirs ».
Connaissances et représentation
En dépit des tentatives de marchandisation, les données ne sont des « choses qui 
brillent » qu’au sens où c’est un thème en vogue qui attire et détourne l’attention 
(Schrier, 2011 ; Starke, 2013). Signaux, enregistrements, notes, observations, spéci-
mens et autres entités ont été considérés comme des données au terme d’un long 
processus culturel au sein des domaines de recherche, des disciplines et des spé-
cialités. On appelle « inscriptions » les enregistrements des pratiques scientifiques 
(Latour et Woolgar, 1979, 1986 ; Latour, 1988 ; Lynch et Woolgar, 1988a, 1988b). 
Chaque champ de recherche élabore ses propres inscriptions pour consigner, décrire 
et représenter ce qu’il considère comme des données. Les méthodes courantes de 
représentation – métadonnées, langages de balisages, formats, étiquetage, espaces 
de noms, thésaurus, ontologies, etc. – facilitent l’échange de données au sein d’un 
domaine. Ainsi, une forme de représentation commune peut délimiter une commu-
nauté scientifique. Ces mêmes limites peuvent devenir des barrières empêchant 
d’apporter des données à des champs ayant recours à des formes de représentation 
concurrentes. Certains médicaments, maladies, animaux, plantes et phénomènes 
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peuvent être connus sous beaucoup de noms différents. La capacité à combiner des 
données issues de plusieurs sources dépend donc de ces inscriptions.
Les données, les critères de preuve, les formes de représentation et les pratiques de 
recherche sont étroitement liés. Les différences entre communautés de recherche 
n’apparaissent souvent que lorsqu’on tente d’utiliser ou de combiner des sources 
externes, de collaborer ou d’imposer les pratiques d’une communauté à une autre. 
Transmettre des connaissances au fil du temps et dans plusieurs contextes est dif-
ficile, comme nous l’avons formulé dans la deuxième provocation. Or, les données 
ne sont pas plus simples à transférer que les autres formes de connaissance. C’est 
même souvent une tâche particulièrement délicate, car leur sens dépend du dispo-
sitif qui les entoure : logiciel, matériel, documentation, publications et ainsi de suite.
Les articles de revue, les communications de conférences, les ouvrages et les autres 
types de publications sont des lots d’information conçus pour être interprétables 
de manière indépendante, du moins par le lecteur averti. Ils constituent des repré-
sentations du savoir scientifique et comprennent souvent des représentations de 
données sous des formes adaptées à la diffusion, à la découvrabilité et à l’échange. 
Les formes adoptées par les publications savantes ont évolué au cours des siècles. 
Pages de titre, mentions d’auteur, tables des matières, index et autres éléments qui 
sont aujourd’hui considérés comme des parties intégrantes des ouvrages scienti-
fiques sont apparus graduellement. Certains de ces éléments, comme les mentions 
de responsabilité, sont passés des ouvrages aux articles avec la parution des pre-
mières revues scientifiques, Le Journal des sçavans à Paris et Transactions of the Royal 
Society à Londres. Depuis, des infrastructures de la connaissance en évolution se 
sont multipliées autour de l’édition scientifique. Les maisons d’édition, l’évaluation 
par les pairs, le renvoi bibliographique, les services d’indexation et de synthèse, les 
systèmes de recherche d’informations et les mesures d’évaluation comme le fac-
teur d’impact des revues sont autant de composantes de cette infrastructure de la 
connaissance, ainsi que nous le verrons au chapitre 9.
Théorie, pratique et politique
Le concept de travail scientifique des données transcende la théorie, la pratique et 
la politique. À petite échelle, les politiques en matière de données correspondent 
aux choix effectués par les chercheurs et chercheuses quant à ce qu’ils considèrent 
comme une donnée, ce qu’ils sauvegardent et ce qu’ils conservent ; ce qu’ils par-
tagent, quand et avec qui ; et ce qu’ils déposent, quand et pour combien de temps. À 
grande échelle, elles consistent dans les décisions des pouvoirs publics et des orga-
nismes de financement sur des questions telles que ce qui est considéré comme une 
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donnée ; ce que les laboratoires doivent préserver ; ce qu’ils doivent diffuser, quand, 
comment et à qui ; quelles données doivent être conservées, par qui et pour com-
bien de temps ; et comment ces exigences doivent se manifester dans les demandes 
de financement, les récompenses et les conditions d’utilisation des référentiels de 
données. Enfin, à l’échelle intermédiaire, elles correspondent aux choix effectués par 
les institutions de recherche, les universités, les maisons d’édition, les bibliothèques, 
les référentiels et les autres parties prenantes quant à ce qu’ils considèrent être une 
donnée et leur rôle dans sa conservation et sa diffusion. Ces acteurs s’appuient eux-
mêmes sur des politiques plus larges en matière de financement de la recherche, de 
propriété intellectuelle, d’innovation, d’économie, de gouvernance et de vie privée.
Les politiques destinées à fluidifier la communication savante, établies par les pou-
voirs publics, les organismes de financement, les revues et les institutions, ont sou-
vent une vision simpliste de la marchandisation et de l’échange d’informations. Celles 
qui ne respectent pas les importantes différences théoriques, pratiques et culturelles 
entre domaines, bien qu’elles visent généralement l’équité entre communautés et 
disciplines, risquent d’être mal appliquées, de s’avérer contre-productives ou d’être 
ignorées par leurs parties prenantes. Par exemple, une communauté de recherche 
peut avoir sa propre économie morale en matière de collecte, de gestion et de par-
tage des données (Kelty, 2012 ; McCray, 2000). Comme nous l’observerons dans les 
études de cas et au chapitre 8, les politiques qui régissent actuellement les plans de 
gestion et le partage des données ont tendance à insister sur la diffusion au détri-
ment de la réutilisation ou de la pérennisation, qui sont des dimensions complexes et 
coûteuses des infrastructures de la connaissance.
La recherche ouverte
Open access, open source, open data, normes ouvertes, référentiels ouverts, réseaux 
ouverts, bibliographies ouvertes, annotations ouvertes… la liste ne cesse de s’allon-
ger. Le mouvement de l’open access (accès ouvert ou libre accès) existe depuis les 
années 1970, comme évoqué au chapitre 1. Les infrastructures de la connaissance 
d’aujourd’hui ont été façonnées par la recherche en accès ouvert ; les améliorations 
de l’interopérabilité des systèmes, des outils et des services ; les avancées en matière 
de technologies et de réseaux informatiques distribués ; et la quasi-omniprésence de 
l’accès à Internet. Elles continuent de les modeler aujourd’hui.
Il n’est pas plus aisé de définir la recherche ouverte que le travail scientifique 
des données. Elle se rapproche du concept de science ouverte. Pour les besoins 
du présent ouvrage, la recherche ouverte désigne les politiques et les pratiques 
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associées à l’édition en accès ouvert, à l’ouverture des données, à leur diffusion 
et à leur partage. La recherche ouverte est censée accélérer les études, impul-
ser de nouvelles questions et de nouvelles formes d’investigation, diminuer la 
fraude et les fautes professionnelles, favoriser la croissance d’une main-d’œuvre 
éduquée au point de vue technique et scientifique et exploiter les investisse-
ments publics dans la recherche et l’éducation (David et al., 2010 ; Esanu et Uhlir, 
2004 ; Nielsen, 2011 ; Boulton et al., 2012 ; Uhlir et Schröder, 2007).
Employer un terme unique comme «  recherche ouverte  » comporte cependant 
un risque : celui de masquer des différences substantielles entre les nombreuses 
formes qu’adopte l’open access. Les publications et les données jouent chacune un 
rôle distinct dans la recherche, comme esquissé dans la troisième provocation et 
comme nous allons l’expliquer ci-dessous. L’accès ouvert aux publications et les don-
nées ouvertes visent tous deux à fluidifier la circulation de l’information, à réduire les 
restrictions dans l’usage de ressources intellectuelles et à rendre les pratiques de 
recherche plus transparentes. Néanmoins, elles diffèrent de par leurs valeurs respec-
tives pour la recherche, les acteurs qu’elles mobilisent et leur mobilité au fil du temps 
et dans plusieurs contextes.
L’accès ouvert aux résultats de la recherche
Avec l’apparition des premières revues en 1605, la recherche est sortie du domaine 
de la correspondance et des réunions privées pour passer à la diffusion ouverte. Les 
lecteurs et lectrices avaient désormais accès à des livres, des périodiques et d’autres 
publications grâce aux bibliothèques, aux librairies et aux abonnements. L’échange 
privé de lettres, de brouillons, de manuscrits et de prépublications s’est poursuivi en 
parallèle.
L’accès ouvert aux résultats de la recherche a effectué un formidable bond en avant 
en 1991 avec le lancement d’arXiv, d’abord connu sous son adresse xxx.lanl.gov, 
avant l’apparition du World Wide Web (Ginsparg, 1994, 2001). Dans les décennies qui 
ont suivi, arXiv s’est étendu à de nouveaux domaines scientifiques, a quitté les labo-
ratoires nationaux de Los Alamos pour rejoindre l’université Cornell et a obtenu un 
large soutien de la part d’institutions partenaires. Son usage augmente toujours de 
manière exponentielle. Près de huit mille articles sont déposés chaque mois sur arXiv 
et plus de soixante millions ont été téléchargés rien qu’en 2012 (ArXiv.org, 2013).
Nous pouvons tirer du lancement d’arXiv plusieurs leçons importantes pour l’accès 
ouvert aux données aujourd’hui. La première est que ce système représente une 
excroissance de la culture d’échanges de manuscrits qui imprégnait les milieux de la 
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physique des particules. Il s’est constitué sur une infrastructure de la connaissance 
existante qui permettait la circulation de l’information au sein de réseaux de collèges 
proches, que l’on appelle collèges invisibles (Crane, 1972).
La deuxième leçon est qu’arXiv a bouleversé cette infrastructure de la connais-
sance en transformant les relations entre les parties prenantes de la communication 
savante en physique – auteurs et autrices, maisons d’édition, bibliothèques et lecto-
rat. Les personnels de recherche comme la population étudiante, de pays riches ou 
pauvres, ont tous pu accéder à des articles bien avant leur date officielle de publica-
tion. Étant donné la rapidité de son adoption, les éditeurs et éditrices de revues n’ont 
eu d’autre choix que d’accepter l’existence d’arXiv. Auparavant, beaucoup refusaient 
d’examiner des articles publiés en ligne, au motif qu’il s’agissait d’une « publication 
antérieure ». Des politiques semblables sont encore en vigueur dans de nombreux 
domaines actuels.
La troisième leçon est que la réussite d’arXiv n’a pas rapidement fait d’émules dans 
les autres champs de recherche. Les serveurs de prépublication gagnent certes en 
taille et en popularité dans d’autres disciplines, mais aucun ne s’est implanté aussi 
profondément que l’original dans les pratiques scientifiques. Néanmoins, même arXiv 
ne s’est pas intégré dans l’ensemble de la physique, des mathématiques, de l’astro-
nomie ou des autres domaines qu’il couvre. Dans certaines spécialités, il est omni-
présent, tandis que dans d’autres, il n’est que marginalement utilisé.
L’accès ouvert aux publications s’est bâti sur ces enseignements. Le concept est 
simple, mais souvent mal compris, en grande partie à cause des intérêts divergents 
des nombreuses parties prenantes. La définition de Peter Suber (2012a, p. 44) est 
la plus succincte : « La littérature en accès ouvert est numérique, en ligne, gratuite 
et exempte de la plupart des restrictions en termes de droit d’auteur et de licence 
d’utilisation »5. Suber s’empresse de préciser que le libre accès à la littérature scien-
tifique se fait dans un contexte très différent de celui d’autres contenus. La littérature 
en accès ouvert repose sur un premier postulat : les auteurs et autrices détiennent 
les droits de leur travail, à moins qu’ils ne les transfèrent à un tiers, par exemple 
une maison d’édition. Le deuxième postulat est que les scientifiques sont rarement 
payés pour rédiger des articles de recherche. Ils et elles peuvent diffuser largement 
leur travail sans perdre de rentrées d’argent, contrairement à la plupart des autres 
auteurs, autrices, artistes, créateurs et créatrices. En effet, les auteurs et autrices 
académiques écrivent des articles pour augmenter leur impact ou leur influence et 
4. référence originale : suber, Peter, 2012a, Open Access, cambridge, Ma : MIT Press.
5. citation traduite par Marie Lebert in suber, Peter. 2016. Qu’est-ce que l’accès ouvert ? [en ligne], 
Marseille : openedition Press.
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non leurs revenus. Toucher un lectorat aussi large que possible est dans leur intérêt. 
Par ailleurs, les principales sources de financement de la recherche sont les salaires 
académiques et les subventions. Il est également dans l’intérêt des institutions qui 
emploient et financent des scientifiques que leurs publications aient le plus grand 
impact possible.
On peut rendre possible l’accès ouvert à la littérature de nombreuses manières, sous 
divers modèles de gouvernance et sous de nombreux noms (par exemple, « vert », 
« doré », « gratuit », « libre », etc.). Ces modèles ont en commun les deux postulats 
que nous avons évoqués. En général, les auteurs et autrices conservent leur droit 
d’auteur ou une licence de leur travail diffusé en open access. On leur en reconnaît 
également la paternité. En ce qui concerne l’accès ouvert aux ouvrages scientifiques, 
aux manuels et aux autres travaux desquels ils tirent généralement des revenus 
directs, des considérations nuancées s’appliquent (Budapest Open Access Initiative, 
2002 ; Directory of Open Access Journals, 2013 ; Howard, 2013a ; Jacobs, 2006 ; 
Laakso et Björk, 2013 ; Leptin, 2012 ; Pinter, 2012 ; Research Councils UK, 2013 ; 
Suber, 2012a ; Van Noorden, 2013b ; Wickham et Vincent, 2013 ; Wilbanks, 2006 ; 
Willinsky, 2006).
Depuis le début des années  2000, un nombre croissant d’établissements de 
recherche dans le monde adoptent des politiques d’accès ouvert pour les revues 
de leur faculté. Aux États-Unis, c’est par exemple le cas de Harvard, du Massachu-
setts Institute of Technology, du California Institute of Technology et de l’université 
de Californie (Harvard University, 2010 ; MIT Libraries, 2009 ; Caltech, 2013a ; Office 
of Scholarly Communication, 2013). Ces politiques octroient généralement aux uni-
versités une licence non exclusive pour diffuser des travaux, le plus souvent par le 
truchement d’un dépôt public. En 2012 et 2013, l’accès ouvert aux publications a 
été bouleversé. En effet, en 2012 au Royaume-Uni, les Research Councils (RCUK) 
ont annoncé que tous les articles de revues et les communications de conférence 
découlant entièrement ou partiellement de leur financement seraient soumis à des 
revues en accès ouvert à partir d’avril 2013. La définition de « revue en accès ouvert » 
dans cette politique était particulièrement controversée et a depuis été modifiée et 
réinterprétée à plusieurs reprises. Elle implique en effet des périodes d’embargo, une 
série de modèles économiques et des subventions intermédiaires (Research Councils 
UK, 2012a, 2012b). En 2013, l’exécutif états-unien a annoncé une politique similaire 
d’accès ouvert aux publications issues d’un financement fédéral qui suivait, dans l’en-
semble, les périodes d’embargo et les politiques établies par les National Institutes of 
Health et PubMed Central (Office of Science and Technology Policy, 2013 ; Holdren, 
2013b). À l’heure où nous écrivons, l’Union européenne, l’Australie et d’autres pays 
envisagent des politiques semblables.
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Ces diverses politiques, modèles économiques et publications d’un nouveau genre 
ont abouti à un élargissement de l’accès à la littérature scientifique périodique. En 
tenant compte de la période d’embargo, environ la moitié des articles de revue sont 
librement disponibles en ligne dans l’année qui suit leur publication et l’on s’attend à 
ce que cette proportion augmente (Laakso et al., 2011 ; Van Noorden, 2013a). Cepen-
dant, les tensions entre parties prenantes n’ont pas pour autant disparu. Auteurs et 
autrices continuent de publier en ligne des articles, des mémoires et d’autres tra-
vaux auxquels ces politiques d’accès ouvert ne s’appliquent pas et certaines maisons 
d’édition contrôlent de plus en plus âprement l’accès aux publications dont les droits 
leur sont réservés (Howard, 2013b ; SHERPA/RoMEO, 2014).
L’accès ouvert aux données
De nombreuses politiques d’accès aux données mises en place par les organismes 
de financement sont liées à des politiques d’accès ouvert aux publications. Celles du 
Royaume-Uni sont les plus explicites en la matière (Research Councils UK, 2012b, 
p. 1) : « Le Gouvernement, conformément à son engagement majeur en faveur de la 
transparence et de l’ouverture des données, veille à ce que les résultats de recherche 
publiés soient libres d’accès ». La politique de publication dans des revues en accès 
ouvert des RCUK exige des auteurs et autrices qu’ils spécifient comment retrouver 
les données associées à leur publication, mais reconnaît que c’est une tâche com-
plexe (Research Councils UK, 2012b, p.  4)  : «  veiller à ce que les personnels de 
recherche envisagent les problématiques d’accès aux données… Cependant, cette 
politique n’exige pas l’ouverture des données. Si l’on considère qu’il existe des rai-
sons convaincantes de protéger l’accès à celles-ci, par exemple la confidentialité 
commerciale ou le caractère sensible de données issues de participants humains 
potentiellement identifiables, ces raisons doivent figurer dans la note ».
Les National Institutes of Health, aux États-Unis, demandent que les publications 
financées par leurs subventions soient déposées dans PubMed Central. Elles 
requièrent également que les demandes de financement comportent des plans de 
gestion des données (Basken, 2012 ; National Institutes of Health, 2013 ; PubMed 
Central, 2009 ; Zerhouni, 2006). La National Science Foundation a des exigences 
en matière de plans de gestion des données, mais pas en matière de publication en 
accès ouvert. Néanmoins, la politique fédérale états-unienne de 2013 s’applique à la 
NSF, aux NIH et aux autres organismes fédéraux consacrant plus de 100 millions de 
dollars par an à la recherche et au développement. Elle enjoint à chacun d’eux d’éla-
borer un plan d’ouverture de l’accès aux publications et aux données numériques 
scientifiques (Holdren, 2013b ; Burwell et al., 2013).
68
QU’EST-CE QUE LE TRAVAIL SCIENTIFIQUE DES DONNÉES ?
Cependant, les données ouvertes diffèrent de l’accès ouvert aux articles de revue 
d’après les deux postulats de Suber (2012a). Alors que les auteurs et autrices 
détiennent les droits de leurs écrits, au moins au départ, il en va rarement de même 
pour les données. Comme nous le verrons plus avant au chapitre 9, déterminer qui 
peut être auteur est une question âprement débattue au sein des disciplines et entre 
elles. Une fois celle-ci réglée, des droits et des devoirs incombent aux auteurs et aux 
autrices de travaux. En revanche, déterminer «  l’auteur » de données est un sujet 
qui n’est qu’effleuré dans la plupart des collaborations (Wallis, 2012). Même quand 
des individus et des groupes attribuent une autorité à des données, les droits et les 
devoirs afférents peuvent manquer de clarté. De nombreuses formes de données 
sont créées et contrôlées par des chercheurs et chercheuses, mais leur propriété 
est une question différente. Certaines formes de données sont considérées comme 
des faits qui ne relèvent pas du droit d’auteur. Les scientifiques utilisent aussi des 
données détenues par des tiers ou obtenues dans des ressources communes. Cer-
tains types de données, comme des dossiers confidentiels sur des sujets humains, 
sont contrôlés par les personnels de recherche, mais ne peuvent être diffusés. Les 
politiques en matière de droits varient selon l’institution, l’organisme de financement, 
le contrat, le droit applicable et d’autres facteurs.
Le deuxième postulat de Suber est que les auteurs et autrices académiques rédigent 
des articles de revue et des publications sous de nombreuses formes pour augmen-
ter leur influence, et non leurs revenus. Les scientifiques, leurs employeurs et leurs 
financeurs ont intérêt à diffuser leurs publications aussi largement que possible. Or, 
pour la plupart des données, ni l’un ni l’autre de ces principes ne sont vrais. Les 
articles de revue sont conçus pour être diffusés à un lectorat, tandis que les données 
doivent être extraites avec difficulté du processus de recherche. Communiquer ces 
dernières suppose souvent un investissement considérable en plus de la recherche 
elle-même et de la rédaction. Les données constituent des atouts précieux que l’on 
accumule tout au long d’une carrière pour ne les diffuser qu’avec prudence, voire pas 
du tout.
Les modèles de gouvernance pour l’accès ouvert aux données sont, au mieux, bal-
butiants, comme nous le développerons aux chapitres 4 et 10. La formule «  libre 
d’accès » (freely accessible) utilisée dans la politique des RCUK que nous avons citée 
semble se rapporter davantage à la liberté d’expression qu’à la bière gratuite, pour 
reprendre l’aphorisme de Stallman mentionné au chapitre 1. Pour tous les communs, 
les questions essentielles à traiter concernent l’équité, l’efficacité et la pérennité 
(Hess et Ostrom, 2007a). Quelques domaines seulement sont parvenus à prendre 
des mesures en faveur de l’équité et de l’efficacité en mettant en place des réfé-
rentiels pour absorber les données, les conserver et y donner accès. Pour certains 
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champs de recherche, les échanges privés sont suffisants. D’autres se tournent vers 
les bibliothèques de recherche. Dans tous les cas, la pérennité est un problème. 
Certains référentiels bénéficient d’un financement à long terme, mais d’autres seule-
ment à court terme. Certains fournissent leurs données à tous gratuitement, d’autres 
ne les proposent qu’aux membres des consortiums qui les ont financés. Les données 
partagées dans des échanges privés ou publiées sur le site web d’un laboratoire 
peuvent n’être accessibles qu’à court terme (voir chapitre 8).
La notion de données ouvertes est donc tout à fait différente de celle d’accès ouvert 
à la littérature scientifique. Il n’y a guère de consensus sur ce que signifie « ouvert » 
pour une donnée. La première explication de ce qu’est l’open data, par Peter Murray-
Rust et Henry Rzepa (2004), recouvre la plupart des idées qui lui succéderont. Les 
deux chimistes s’inquiétaient du libre accès et de leur capacité à explorer des don-
nées structurées. Lorsque des entités, telles que des molécules, sont représentées 
de manière à ce qu’un algorithme puisse identifier leur structure, elles deviennent des 
données que l’on peut avantageusement explorer, extraire et manier. En revanche, 
si ces mêmes molécules ne sont représentées que sous forme d’images dans un 
fichier texte, il faut disposer d’yeux humains pour identifier leur structure. Les don-
nées ouvertes, prises en tant que « datument »6 dans la formulation de Murray-Rust 
et Rzepa, sont des données structurées pour être lisibles par une machine et qui sont 
libres d’accès.
Murray-Rust et d’autres ont plus tard développé, sous l’égide de l’Open Knowledge 
Foundation, une définition juridique succincte des données ouvertes : « Une don-
née ou un contenu est ouvert si quiconque est libre de l’utiliser, de le réutiliser et 
de le redistribuer et qui n’est conditionné, au plus, que par l’attribution et le partage 
à l’identique  » (Open Data Commons, 2013). Dans des contextes commerciaux, 
les définitions sont plus ambiguës : « Donnée ouverte : information lisible par une 
machine, en particulier des données publiques, qui est mise à disposition d’autrui » 
(Manyika et al., 2013). Les Principes et lignes directrices de l’OCDE pour l’accès aux 
données de la recherche financée sur fonds publics (Organisation de coopération 
et de développement économiques, 2007) formulent l’accès ouvert aux données 
au moyen de treize principes, comme nous l’expliquons au chapitre 8. Le rapport 
de l’UK Royal Society intitulé Science as an Open Enterprise (Boulton et al., 2012, 
p. 14) définit la donnée ouverte comme « une donnée qui répond aux critères de 
l’ouverture intelligente. Les données doivent être accessibles, exploitables, éva-
luables et intelligibles ». Pour les données biomédicales, cela implique des com-
promis entre coûts et bénéfices, un déclencheur et un calendrier de diffusion, des 
moyens de s’assurer de leur qualité, une délimitation des données à inclure, la 
6.  ndT : mot-valise composé de data et document.
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confidentialité, la protection de la vie privée, la sécurité, la propriété intellectuelle 
et le droit applicable (Boulton et al., 2011).
L’ouverture peut favoriser la création de données. Par exemple, l’accès ouvert aux 
textes permet de traiter les entités qu’ils contiennent comme des données. On peut, 
grâce au recours aux techniques de fouille de texte (text mining), localiser tous les 
articles ou ouvrages qui décrivent une molécule, un objet céleste, une personne, 
un lieu, un événement ou une autre entité. Pour l’exploration de données, les bases 
de publications, les archives de données et les collections de livres numérisés com-
mencent à se ressembler (Bourne et al., 2011 ; Bourne, 2005 ; Crane, 2006 ; Murray-
Rust et al., 2004). Elles sont cependant très différentes les unes des autres au point 
de vue de la propriété intellectuelle, comme nous l’étudierons au chapitre 4.
L’ouverture des données peut aussi comprendre la capacité à traiter des représen-
tations d’objets de recherche comme des données, que les objets décrits soient 
ouverts ou non. Un exemple en est la création de tags ou d’annotations ouvertes sur 
des publications, des jeux de données et d’autres contenus. Annotations et bibliogra-
phies apportent une valeur ajoutée aux éléments décrits en les rendant plus décou-
vrables. Le partage d’annotations a rapidement suscité l’intérêt dans la recherche sur 
les bibliothèques numériques, ce qui a conduit à des méthodes concurrentes et à des 
efforts de normalisation pour permettre l’interopérabilité des systèmes d’annotation 
(Foster et Moreau, 2006 ; Hunter, 2009 ; Phelps et Wilensky, 1997, 2000). Les pre-
miers outils de gestion de bibliographies personnelles, tels que ProCite, BiblioLink, 
RefWorks et EndNote, supposaient un auteur ou une autrice unique et des fichiers 
stockés en local. Au début des années 2000, des individus se sont mis à « taguer » et 
annoter des sites web, des images, des publications et des données et à partager ces 
tags sur des réseaux sociaux comme Delicious ou Flickr. À la fin des années 2000, 
bibliographies personnelles et annotations ouvertes convergeaient. Zotero, Mende-
ley, LibraryThing et d’autres outils permettent de partager bibliographies, tags et 
notes. Le mouvement de la bibliographie ouverte a reçu un coup de fouet lorsque les 
bibliothèques nationales se sont mises à diffuser leurs catalogues pour qu’ils soient 
utilisés librement (Open Bibliography and Open Bibliographic Data, 2013). Le nombre 
de notices bibliographiques en accès ouvert a augmenté et, avec lui, les données à 
explorer. Les outils d’annotations sont compatibles avec de plus en plus de types de 
données (Agosti et Ferro, 2007 ; Das et al., 2009 ; Kurtz et Bollen, 2010 ; Renear et 
Palmer, 2009 ; Rodriguez et al., 2007).
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Les technologies ouvertes
La recherche ouverte s’inscrit dans l’ouverture, sur plus de quarante ans, des réseaux 
et des technologies. Les récits sur l’origine et la trajectoire d’Internet racontent cette 
transition (Abbate, 1999 ; Goldsmith et Wu, 2006 ; Kraut et al., 2002 ; Levien et al., 
2005 ; MacLean, 2004 ; O’Brien, 2004 ; Odlyzko, 2000 ; National Research Council, 
2001 ; Zittrai, 2005). On s’accorde généralement sur le fait que les réseaux infor-
matiques se sont développés grâce à des fonds publics à des fins scientifiques et 
militaires. Des premières interconnexions internationales à la fin des années 1960 
aux changements de politique du début des années 1990, Internet n’a été accessible 
qu’aux communautés de recherche, aux universités et à l’armée par le truchement 
de marchés publics. Ces réseaux sont devenus les réseaux nationaux de la recherche 
et de l’enseignement, ou NREN (pour National Research and Education Networks). 
D’abord conçu pour répartir les coûteux cycles informatiques sur l’ensemble du 
réseau, Internet a vu ses capacités s’étendre jusqu’à comprendre le courrier élec-
tronique, le transfert de fichiers et d’autres fonctionnalités de même type. D’autres 
réseaux à commutation de paquets existaient dans le commerce, comme Telenet et 
Tymnet, et fournissaient des moyens de communication à des entreprises privées 
pour faciliter leur activité et les nouveaux services d’information, telles les bases de 
données bibliographiques (Borgman et al., 1984 ; Borgman, 2000).
Les changements de politique intervenus en 1993-1994, sous les titres de national 
information infrastructure et global information infrastructure, ont permis l’intercon-
nexion des réseaux publics et commerciaux. Ce furent les débuts de l’Internet com-
mercial et de la conversion de réseaux de communication, jusqu’alors propriété de 
l’État ou protégés, vers les activités lucratives. Internet fut déclaré « ouvert » à l’inter-
connexion et à la fourniture de services publics comme privés. L’ouverture du réseau 
a coïncidé avec la première démonstration du World Wide Web sur les interfaces 
initiales d’explorateurs. Dans les deux décennies qui ont suivi, les technologies, les 
capacités et les communautés d’internautes sont allées au-delà des rêves les plus 
fous de ses concepteurs et conceptrices. Néanmoins, de nouveaux modèles éco-
nomiques, des fluctuations dans l’équilibre des parties prenantes et des problèmes 
imprévus en matière de sécurité et de confidentialité redessinent aujourd’hui l’infras-
tructure (Borgman, 2000 ; Estrin et al., 2010).
Acquérir des données sur des réseaux ouverts ne revient pas à pouvoir les utiliser. 
Les données et les représentations numériques ne sont lisibles qu’à l’aide de techno-
logies adéquates. Pour interpréter un jeu de données, il faut disposer de nombreuses 
connaissances sur le matériel utilisé pour les générer, qu’il s’agisse de réseaux de 
capteurs ou de machines en laboratoire ; sur les logiciels employés pour les encoder 
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ou les analyser, qu’il s’agisse de traitement d’image ou d’outils statistiques ; et sur les 
protocoles et le savoir nécessaires pour les combiner. Les technologies évoluent très 
rapidement, surtout dans les milieux de la recherche. De nombreux instruments pro-
duisent des données qui ne peuvent être lues que dans des logiciels propriétaires : 
utiliser ou réutiliser ces données suppose donc d’avoir accès à la bonne version du 
logiciel et, parfois, à l’instrument lui-même. Beaucoup d’outils d’analyse sont des logi-
ciels propriétaires et génèrent donc des jeux de données dans des formats exclusifs, 
quel que soit le degré d’ouverture des données au moment de l’analyse. Les scien-
tifiques conçoivent souvent leurs propres outils et écrivent leur propre code pour 
résoudre leurs problèmes. Bien que cette pratique soit très efficace à court terme, 
du code et des outils locaux peuvent s’avérer bien difficiles à maintenir à long terme, 
car ils se conforment rarement aux normes sectorielles du génie logiciel. Les outils 
locaux sont souples et adaptables, souvent au détriment de la portabilité entre sites 
et situations (Easterbrook et Johns, 2009 ; Edwards et al., 2013 ; Segal, 2005, 2009).
Le degré d’ouverture des données, des normes et des technologies influe sur la 
capacité à échanger des données entre outils, laboratoires, partenaires et au fil du 
temps. Les normes peuvent améliorer la circulation de l’information au sein de com-
munautés, mais aussi ériger des barrières entre ces dernières. En effet, elles peuvent 
apparaître prématurées ou inadaptées, créant des obstacles et empêchant l’inno-
vation. L’interopérabilité technique des systèmes et des services a longtemps été 
le Graal des bibliothèques numériques et du génie logiciel. Elle permet à certaines 
données et parties prenantes d’accéder au système et empêche d’autres d’y entrer. 
Les politiques, les pratiques, les normes, les modèles économiques et les intérêts 
catégoriels sont souvent plus déterminants pour l’interopérabilité que la technologie 
en elle-même (Brown et Marsden, 2013 ; Busch, 2013 ; DeNardis, 2011 ; Lampland et 
Star, 2009 ; Libicki, 1995 ; Palfrey et Gasser, 2012).
La convergence des communications
Les communications formelles et informelles sont en train de converger, dans les 
affaires et l’administration comme dans la recherche. Une entreprise ne peut plus 
se contenter d’avoir pignon sur rue et d’apparaître dans les quotidiens : pour rester 
dans la course, il lui faut aussi être présente sur le Web, les réseaux sociaux, les blogs 
et microblogs et les chaînes vidéo. Les administrations doivent être accessibles à la 
population dans les grandes villes comme dans les petits quartiers ; il leur faut aussi, 
avec le développement de l’administration numérique, être présentes en ligne et four-
nir un service public 24 heures sur 24, 7  jours sur 7. De même, les scientifiques 
n’exercent plus seulement leur influence à travers la littérature de leurs domaines, 
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mais aussi sur des pages web, des serveurs de manuscrits, des archives de données, 
des dépôts institutionnels, des archives de présentations et de schémas, des blogs et 
microblogs, des réseaux sociaux et d’autres médias au fur et à mesure de leur inven-
tion. Les nouvelles technologies favorisent de nouveaux moyens de communication, 
mais déstabilisent les modèles existants. Quand les nouveaux modèles sont calqués 
sur les anciens, les métaphores touchent à leurs limites.
Les métaphores de la donnée
Les rôles respectifs des publications et des données dans la communication savante 
se confondent dans des expressions telles que « publication de donnée » et « publier 
des données ». Les présupposés simplistes de ces métaphores font courir des risques 
aux nouveaux modèles de communication savante, comme nous l’avons dit dans la 
troisième provocation.
Au sens strict, publier signifie « rendre public » ; de nombreux actes peuvent donc être 
considérés comme une « publication ». Cependant, dans le contexte de la recherche, 
la publication poursuit trois buts principaux : 1) la légitimation, 2) la diffusion et 3) 
l’accessibilité, la sauvegarde et la conservation (Borgman, 2007). La première fonc-
tion est généralement remplie par l’évaluation par les pairs (peer review). Le point fixe 
de la publication, qui est habituellement le document de référence, matérialise le pro-
cessus de légitimation, conférant un sceau de qualité qui marque la confiance de la 
communauté scientifique. Parce qu’ils sont les références légitimes de la recherche, 
c’est vers ces éléments publiés que pointent les renvois bibliographiques. La deu-
xième fonction, la diffusion, est essentielle, car la recherche n’existe que si elle est 
communiquée à autrui (Meadows, 1974, 1998). Les maisons d’édition diffusent la 
recherche sous forme de revues, de livres, d’actes de colloque et d’autres genres. 
Les auteurs et autrices diffusent leur propre travail en distribuant leurs publications 
à leurs collègues, en les mettant en ligne et en les mentionnant dans des présenta-
tions, des blogs, sur des réseaux sociaux, etc. La troisième fonction consiste à rendre 
les travaux disponibles et découvrables, à veiller à ce que des exemplaires soient pré-
servés et, généralement, à s’assurer qu’une copie est conservée pour un usage à long 
terme. Les auteurs et autrices, les maisons d’édition et les bibliothèques tendent à 
assumer conjointement la responsabilité de cette dernière fonction. Les scientifiques 
sont motivés pour publier leur travail, puisque la publication est la forme de recon-
naissance primordiale qui permet de bénéficier d’une embauche, d’une promotion ou 
d’autres récompenses.
La métaphore de la publication des données n’est juste que dans un sens par-
ticulier, proche de celui de la publication de revues et d’ouvrages. Par exemple, 
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l’Organisation de coopération et de développement économiques (OCDE) publie 
une vaste série de statistiques nationales et internationales sur le produit intérieur 
brut, l’emploi, le revenu, la démographie, le travail, l’éducation, le commerce, la 
finance, les prix et ainsi de suite. Divers organismes publics publient des données 
de recensement et d’autres statistiques de même type. Hors de la sphère scienti-
fique, la publication de données peut faire référence à la dissémination de docu-
ments constitués de listes, de faits ou d’annonces plutôt que de récits. Ainsi, une 
société états-unienne nommée Data Publishing produit depuis 1986 des annuaires 
téléphoniques (Data Publishing, 2013).
Dès que l’on sort de cette acception restreinte, la métaphore de la publication de 
données fait long feu. Le plus souvent, l’expression désigne la divulgation de jeux de 
données associés à un article de revue individuel. Les données peuvent être jointes 
aux articles, mais elles bénéficient rarement d’un examen indépendant par les pairs, 
car elles sont difficiles à évaluer. Dans cette acception de la publication de don-
nées, ces dernières sont souvent déposées dans une archive et liées à l’ article et non 
publiées en tant que telles. Les jeux de données peuvent être trouvés et conservés, 
mais ils ne sont pas diffusés comme une entité autonome et ne sont pas autodes-
criptifs comme le sont les articles de revue. La publication de données peut aussi 
désigner le téléversement sur le site web de l’auteur ou de l’autrice, auquel cas 
aucune des trois fonctions de la publication n’est vraiment remplie. Dans quelques 
cas, l’expression fait référence à une archive qui recueille des données et y donne 
accès (PANGAEA : « Data Publisher for Earth & Environmental » Science, 2013). Les 
données peuvent alors être trouvées et conservées ; en revanche, l’évaluation par les 
pairs et la diffusion ne constituent pas, pour la plupart des archives de données, des 
activités essentielles.
Un argument en faveur de cette métaphore est son côté familier : les scientifiques 
savent comment publier et citer des articles. L’idée sous-jacente est que cette fami-
liarité encouragera la divulgation de données (Crosas et al., 2013  ; Klump et al., 
2006 ; Lawrence et al., 2011 ; Murphy, 2013 ; Parsons et Fox, 2013). Bien que cela soit 
souvent présenté comme un fait, il n’existe guère d’éléments permettant d’affirmer 
que la citation de données constitue une incitation à la diffusion. Par ailleurs, la méta-
phore de la publication promeut les intérêts des maisons d’édition, qui étendraient 
leurs modèles économiques en faisant des données des unités à diffuser.
De nombreux arguments s’élèvent en défaveur de la métaphore ; pourtant, elle per-
siste. Les appels à « publier vos données » avec chaque article de revue sont dange-
reux parce qu’ils consolident un lien binaire entre articles et jeux de données. La mise 
en correspondance peut servir les intérêts de la communauté dans les domaines où 
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cette relation binaire existe déjà et où les articles se doivent d’être reproductibles à 
partir des jeux de données. Cependant, comme nous le verrons au chapitre 9, ces 
domaines sont rares. Pour qu’une telle correspondance des publications et des don-
nées fonctionne, elle doit s’inscrire dans une infrastructure de la connaissance plus 
vaste qui comprenne l’évaluation par les pairs des jeux de données, des référentiels 
disponibles, des politiques et des technologies de la part des revues pour faciliter 
l’établissement des liens et un accès au matériel, aux logiciels et autres dispositifs 
nécessaires à la reproductibilité.
Une mise en correspondance d’un article de revue avec un jeu de données n’est 
qu’une des nombreuses relations possibles entre publications et données. Les cor-
respondances sont souvent multivoques. En effet, il peut s’avérer impossible de 
spécifier de manière complète le champ d’application des données et informations 
associées à une publication donnée. Les liens directs sont utiles dans la mesure où 
ils contribuent à la découvrabilité et à la reproductibilité, mais une architecture qui 
suppose des liens univoques réduit la capacité à découvrir ou à réutiliser des jeux 
de données à d’autres fins. Le mouvement de l’open data repose sur la possibilité 
de rassembler et de comparer des données issues de nombreuses sources, ce qui 
nécessite des technologies ouvertes.
La publication n’est que la première des cinq métaphores identifiées par Parsons 
et Fox (2013) pour désigner l’intendance de données, métaphores qu’ils jugent 
toutes problématiques et incomplètes. La deuxième est celle du « big data » ou « big 
iron »7, en référence à la production industrielle et à la culture technique associées 
aux données en astronomie, en climatologie, en physique des particules et dans 
des domaines similaires. Le big iron s’intéresse avant tout à l’assurance qualité, à la 
réduction des données, à la gestion de versions, aux standards de données et méta-
données et au débit. « L’infrastructure scientifique » (science support) constitue la 
troisième métaphore, qui se rapporte à des domaines tels que l’écologie de terrain, 
où séparer la science des données ou les collecteurs des conservateurs peut s’avérer 
difficile. La « cartographie », la quatrième métaphore de Parsons et Fox, fait référence 
aux données géospatiales qui sont essentielles aux modèles climatiques, à l’affecta-
tion des terres, aux enquêtes et à bien d’autres usages. Ces données sont intégrées 
en couches et publiées sous forme de cartes plutôt que d’articles ou de textes.
Les « données liées » constituent la dernière métaphore. S’il s’agit de relier des jeux 
de données et des publications, c’est aussi une méthode participant d’un mouvement 
plus large pour rassembler des données, des publications et des  documentations 
7.  ndT : un terme argotique en anglais pour désigner les « gros calibres » que sont les superordina-
teurs.
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qui présentent un lien. La notion de données liées est fondamentale pour le Web 
sémantique. Pour fonctionner, celles-ci reposent sur des modèles graphiques 
d’ organisation et supposent un accord sur les ontologies et les normes. Les données 
ouvertes occupent une place centrale dans cette vision ; en revanche, la sauvegarde, 
la conservation et l’assurance qualité n’y sont pas des priorités.
Les unités de données
Les métaphores autour des données illustrent une vision simpliste de l’élément qu’il 
conviendrait de diffuser, citer, utiliser ou conserver. Les données peuvent être repré-
sentées sous forme d’unités de toute taille  : pixels, photons, caractères, frappes, 
lettres, mots, cellules de tableur, jeux ou archives de données. Le terme «  jeu de 
données » même est problématique en ce qu’il fait couramment référence à au moins 
quatre thèmes – regroupement, contenu, parenté et destination – qui comportent 
chacun plusieurs catégories (Renear et al., 2010). Les jeux de données peuvent être 
traités comme des objets indépendants, qu’ils représentent quelques bits ou plu-
sieurs centaines de téraoctets. L’unité adéquate dépend de l’usage qu’on souhaite 
en faire. Il est parfois utile de rassembler de nombreux éléments pour les comparer 
et les explorer ; dans d’autres cas, on cherchera plutôt à extraire des portions de 
ressources plus vastes.
Les ouvrages et les articles de revue, unités de communication commodes qui 
n’existaient autrefois que sous forme papier, peuvent aujourd’hui être divisés en 
 éléments bien plus petits. Les moteurs de recherche retrouvent les articles sous 
forme d’ entités indépendantes et non comme des parties d’une revue assemblées 
avec soin par un comité éditorial. Au sein de ces articles, chaque tableau, figure et 
jeu de données peut avoir ses propres identifiants de manière à pouvoir être trouvé 
indépendamment, séparé du contexte de la méthode de recherche, de la théorie 
et des conclusions. Livres, articles et autres formes de texte peuvent être traités 
comme des unités ou comme des agrégats de données, interrogeables par mot, par 
expression et par chaîne de caractères.
La frontière entre communication formelle – les publications – et informelle – les 
présentations et les discussions – continue de se brouiller à mesure que le contenu 
scientifique s’atomise et est traité comme des données. Articles de revue, prépubli-
cations, manuscrits, billets de blogs, slides, tableaux, figures, présentations vidéo, 
tweets, publications sur Facebook et LinkedIn et d’innombrables autres entités 
peuvent être partagés indépendamment. Les dépôts de slides et de figures, tout 
commerciaux qu’ils soient, rencontrent un vif succès grâce à leur facilité d’utilisation 
et d’accès et à leur acceptation d’entités utiles difficilement publiables ailleurs. La 
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souplesse des objets numériques en matière de division en unités et d’établissement 
de liens promeut de nouvelles formes de communication. Par exemple, quand des 
revues facturent un prix à la page substantiel pour publier un schéma en couleur – 
même pour une publication numérique –, les auteurs et autrices peuvent choisir de 
publier une version en noir et blanc dans l’article et déposer ou publier ailleurs la 
figure en couleur. Parce que les couleurs sont nécessaires pour interpréter les résul-
tats découverts, ces auteurs optent pour une manière peu coûteuse de toucher leur 
lectorat, au moins à court terme. Une partie de ces contenus sera pérennisée, mais 
beaucoup disparaîtront : en effet, les liens se brisent souvent et vite.
Pour répondre à ce problème de désagrégation, la réponse habituelle consiste à réa-
gréger les contenus, à la fois pour reconstituer les relations d’origine entre éléments 
et pour créer de nouveaux ensembles. Les méthodes des données liées peuvent 
servir à reconstruire la chaîne de valeur de la recherche, à relier des articles, des don-
nées, de la documentation, des protocoles, des prépublications, des présentations et 
d’autres unités. Cette stratégie convient bien aux éléments que l’on peut aisément 
mettre en réseau, mais ne constitue pas pour autant une solution générique pour 
relier des ressources dans différents systèmes et services (Bechhofer et al., 2013 ; 
Goble et al., 2013 ; Pepe et al., 2010 ; Van de Sompel et al., 2012). De même, l’explo-
ration de données (data mining) dans la littérature ouverte permet d’identifier des 
données dans des textes, des tableaux et des figures, mais pas dans des ressources 
complémentaires ou dans des archives. Il faut appliquer des stratégies multiples pour 
régler les problèmes de désagrégation, de réagrégation, de citation et de choix d’uni-
tés à publier (Bourne et al., 2011 ; Parsons et Fox, 2013 ; Uhlir, 2012).
Les documents de référence
Alors que les communications savantes se fragmentent, se dispersent et se réa-
grègent de façon nouvelle, maintenir la publication de référence comme telle devient 
plus difficile. Les objets cités disparaissent, les liens se brisent et les algorithmes de 
recherche évoluent souterrainement, protégés par le secret industriel. Les données 
sont plus instables encore, car elles servent des causes multiples dans des contextes 
divers. Les publications sont des éléments fixés dans le temps et l’espace au terme 
d’une longue élaboration. Au moment de la parution, on assigne aux travaux des iden-
tifiants uniques et permanents : un digital object identifier (DOI, « identifiant numé-
rique d’objet »), des numéros de volume et de page ou d’autres immatriculations. 
Pour recevoir un identifiant permanent, les unités de données doivent être figées 
dans le temps, dans une version et sous une forme uniques. Reste toujours à déter-
miner lesquelles sont probantes.
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La prolifération des versions d’un même document n’est pas un problème nouveau. 
De grands quotidiens, tel le New York Times, publient plusieurs éditions dans la jour-
née. Dans la presse, la « dernière édition » du jour était considérée comme le docu-
ment de référence ; mais dans le monde du numérique, le New York Times existe 
sous de multiples versions imprimées et numériques adaptées à des lectorats locaux, 
nationaux et internationaux. Chaque article peut évoluer en continu.
Dans l’univers de l’imprimé, il n’y a pas d’ambiguïté sur ce qui constitue le document 
de référence  : le numéro de la revue, les actes de la conférence, le livre publié. 
Une fois que les documents ont paru, ils le restent. C’est à la version publiée que 
les renvois bibliographiques font référence. Les lecteurs et lectrices peuvent retra-
cer le flux des idées et des informations en suivant ces références bibliographiques, 
sachant pertinemment qu’ils peuvent trouver une copie stable de l’œuvre auprès 
d’une bibliothèque, d’un collègue ou d’une librairie, même des années plus tard. En 
revanche, aujourd’hui, les articles de revue paraissent en ligne des semaines, voire 
des mois avant leur mise sous presse, s’ils sont seulement imprimés. Jusqu’à une 
époque récente, la version en ligne était considérée comme une prévisualisation et 
la version imprimée constituait le document de référence. Désormais, la version en 
ligne est devenue la référence et le DOI est en passe de remplacer le référencement 
par volume, numéro et page.
Les données sont diffusables d’une manière qui rend compte de leur caractère dyna-
mique, bien mieux que ne peuvent le faire les formats statiques des articles de revue. 
Le Journal of Visualized Experiments, par exemple, publie des rapports d’expériences 
évalués par les pairs qui s’accompagnent de vidéos démonstratives (JoVE  : Peer 
Reviewed Scientific Video Journal, 2013). Les auteurs et autrices enrichissent leurs 
publications de visualisations interactives, comme des PDF 3D qui permettent au 
lectorat de manipuler les modèles de données astronomiques contenus dans l’article 
(Goodman et al., 2009). De nombreuses expérimentations de ce type sont en cours 
(Flor et al., 2010 ; Dutton et Jeffreys, 2010 ; Wouters et al., 2012).
Les méthodes et les résultats de recherche peuvent aussi être divulgués par d’autres 
moyens que les publications formelles dans les revues et les ouvrages. Par exemple, 
les vidéos brèves constituent une manière courante de montrer des techniques de 
laboratoire. D’autres concepts peuvent être illustrés par des dessins et des commen-
taires audio. Si l’on cherche sur Internet des vidéos concernant la protéomique, les 
équations différentielles, l’économétrie ou l’intertextualité, on trouvera des dizaines 
d’enregistrements gratuits, certains visionnés un demi-million de fois. Les médias 
sociaux sont utilisés par les auteurs et autrices pour promouvoir leurs travaux et par les 
lecteurs et lectrices pour y découvrir de nouvelles idées, trouvailles et  compétences. 
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Les tweets et les billets de blogs sont devenus un système de notification important 
pour les contenus scientifiques. Le magazine Science organise chaque année Dance 
Your PhD, un concours très en vue de clips musicaux illustrant les thèses de doc-
torantes et doctorants (Bohannon, 2013a). Ces ressources se trouvent certes aux 
marges de l’édition scientifique, mais elles occupent une place de plus en plus impor-
tante dans les infrastructures de la connaissance des chercheurs et chercheuses.
Conclusion
Les données et la recherche sont indissociables. Elles existent ensemble au sein d’un 
écosystème complexe, qui doit être entendu comme une infrastructure de la connais-
sance. Les infrastructures de la connaissance sont prises dans un mouvement perpé-
tuel à mesure des avancées de la recherche et des technologies, des évolutions des 
politiques et des rééquilibrages des intérêts des parties prenantes. Elles s’adaptent 
et se transforment sur de longs laps de temps. De même, il est impossible de disso-
cier les influences sociales et techniques sur ces infrastructures. Les scientifiques 
appartiennent à de multiples communautés qui se chevauchent, chacune possédant 
ses propres méthodes, cultures, pratiques et moyens pour représenter ses connais-
sances. Les représentations communes facilitent le partage des données et d’autres 
ressources, mais elles créent aussi des frontières entre communautés.
À bien des égards, la recherche est de plus en plus ouverte  ; mais chaque forme 
d’ouverture révèle de nouveaux obstacles à la communication et à l’échange de res-
sources telles que les données. L’absence de consensus sur la signification du terme 
«  ouvert  » est due aux nombreuses caractéristiques qui peuvent faire considérer 
une entité, une politique, une technologie ou un service comme «  ouvert  », cha-
cune avec ses circonstances atténuantes. Les communications savantes formelles 
et informelles convergent par certains aspects et divergent par d’autres. Les méta-
phores de la publication scientifique font long feu quand on les applique aux données. 
L’atomisation des unités de communication crée des perspectives nouvelles pour 
l’agrégation et la désagrégation des connaissances, mais met à mal la conception 
traditionnelle de ce qui doit constituer la référence du travail de recherche à valoriser, 
croire et conserver, et de ce qui doit être écarté.
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Introduction
Étant donné la diversité des théories, des méthodes, des cultures et des questions 
dans la recherche, il n’est pas surprenant que les données soient tout aussi variées. 
Pour être efficaces, les infrastructures de la connaissance doivent fournir un terrain 
d’entente aux parties prenantes, soutenir autant que possible des méthodes et des 
normes spécifiques et faciliter, le cas échéant, le transfert de données, de méthodes, 
d’outils, de technologies et de théories entre communautés, entre contextes et au 
fil du temps. Dans le meilleur des mondes possibles, les scientifiques pourraient 
s’ appuyer sur des infrastructures de la connaissance de domaines très divers.
Les bonnes pratiques en physique ne conviendront pas forcément à la philologie et 
vice versa. Les champs de recherche diffèrent par de nombreux aspects, y compris 
par leur volume, leur variété, leur vitesse (Laney, 2001) et leurs types de données ; 
leurs habitudes en matière de partage et de réutilisation ; et leurs critères d’attri-
bution de la paternité et de la responsabilité des publications et des données. Une 
analyse poussée des pratiques en matière de données – comment elles sont recueil-
lies, gérées, utilisées, interprétées, divulguées, réutilisées, déposées, conservées, 
etc. – permet d’identifier le degré de variation, les méthodologies transversales, les 
méthodologies nécessitant une importante adaptation aux contraintes locales et les 
possibilités de transfert. Souvent, la recherche la plus transformatrice est celle qui 
emprunte des pratiques à d’autres domaines. En quête d’expertise et d’idées, cer-
taines personnes se tournent vers leur communauté et d’autres regardent à l’exté-
rieur. Une approche peut rester relativement inchangée à l’échelle d’une carrière ou 
s’adapter en permanence à des sources de données, des outils, des questions, des 
possibilités et des contraintes nouvelles. Des foyers d’innovation peuvent surgir dans 
des recoins inattendus de l’univers scientifique, mais il en va de même des zones 
de stagnation. Les provocations du chapitre 1 varient en fonction des domaines et 
d’autres facteurs. Le présent chapitre développe un modèle qui s’applique aux études 
de cas en sciences exactes, humaines et sociales des trois chapitres suivants, éta-
blissant les fondements des analyses comparatives des politiques et des pratiques 
en matière de données de la partie III.
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Disciplines et données
Les pratiques en matière de données sont tout aussi variables que les autres aspects 
du travail scientifique. Mener des recherches s’apprend tout au long d’une carrière 
et requiert une expertise et une expérience profondes. La théorie, les questions, 
les méthodes et les ressources influent sur le choix des données pour résoudre un 
problème. À l’inverse, s’apercevoir que quelque chose pourrait servir de donnée 
influence la manière de poser les questions et d’appliquer les méthodes. Ces déci-
sions reposent souvent sur un savoir tacite et sur des suppositions qu’il est difficile 
d’expliciter.
Les disciplines sont un moyen commode, bien que très imparfait, de classer les dif-
férentes pratiques en matière de données. Cependant, les frontières entre sciences 
exactes, sciences sociales et sciences humaines sont poreuses et artificielles. Toute 
tentative de catégorisation générale de l’activité humaine se heurte à des difficultés 
considérables ; néanmoins, le regroupement reste nécessaire à la formulation d’un 
argumentaire. Il existe de nombreuses catégorisations des distinctions disciplinaires, 
dont aucune ne fait réellement consensus. Parmi les dichotomies courantes dans les 
méthodologies, on citera  : recherche fondamentale ou appliquée, axée sur l’hypo-
thèse ou sur la découverte, déductive ou inductive et théorique ou empirique. En 
dépit de la fréquence de leur usage dans les politiques scientifiques, ces termes sont 
litigieux depuis le XVIe siècle et Francis Bacon.
Donald Stokes (1997) s’est penché sur les origines des pratiques de recherche en 
Occident. Il a révélé les nombreuses manières dont ces catégories sont traitées, ainsi 
que la variation des distinctions – comme recherche fondamentale ou appliquée – en 
fonction de leurs rôles, au fil du temps et des circonstances. En examinant un travail 
de recherche, Stokes demande si celui-ci est une quête de savoir fondamental et 
si les chercheurs et chercheuses envisagent les applications de leurs découvertes. 
Si l’on répond oui à ces deux questions, le travail peut être catégorisé en tant que 
« recherche fondamentale motivée par l’application », que Stokes appelle le « qua-
drant de Pasteur ». En effet, Louis Pasteur souhaitait comprendre le fonctionnement 
de la fermentation, mais il voulait aussi appliquer ces connaissances pour empêcher 
le lait de tourner. La recherche fondamentale pure, dont Niels Borh est l’illustration 
par excellence, consiste en la quête d’un savoir fondamental, sans s’inquiéter de 
s’il trouvera une application. Thomas Edison incarne la recherche appliquée pure, 
profondément préoccupée par l’utilisation et très peu par le savoir fondamental. 
Le quatrième quadrant, où la réponse aux deux questions est non, n’est pas vide. 
Stokes note en effet (p. 74-75) que des scientifiques peuvent simplement se montrer 
curieux, sans être motivés par des applications ou par la théorie fondamentale. Le 
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quatrième quadrant est particulièrement intéressant si l’on envisage la dimension 
temporelle des données. Par exemple, des guides d’observation des oiseaux et des 
papillons, qui ne recelaient ni applications ni théorie lorsqu’ils ont été conçus, sont 
plus tard devenus de précieuses traces du changement climatique.
Kwa (2011) remonte l’histoire du raisonnement scientifique jusqu’à ses sources gréco-
latines, bien avant les traditions occidentales. S’appuyant sur les travaux d’Alistair 
Crombie (1994), il examine six styles distincts : déductif, expérimental, hypothético-
analogique, taxonomique, statistique et évolutionniste. Plus tard, Meyer et Schroeder 
(2014) comparent les méthodologies de l’eResearch aux styles de savoir de Kwa (et 
Crombie). Ils appliquent également le modèle d’organisation sociale des sciences de 
Whitley (2000) à l’eResearch de façon transversale. Les dimensions de ce modèle sont 
la dépendance mutuelle et l’incertitude de la tâche. Certains domaines présentent 
une dépendance mutuelle élevée et requièrent donc l’agrégation des ressources et la 
formalisation des structures de gouvernance, tandis que ceux présentant une faible 
dépendance mutuelle ont moins besoin de ces structures. La dépendance mutuelle 
interagit avec le degré d’incertitude de la tâche ; ainsi, les domaines où ce degré est 
faible (c’est-à-dire où il y a davantage de certitude), comme la physique des parti-
cules, développent des administrations intégrées.
Thomas Kuhn (1962, 1970) avançait un argument semblable à propos du degré de 
consensus entre communautés sur les questions dignes d’être étudiées. Tony Becher 
(1989, 1994) fait partie de ceux qui distinguent entre les méthodologies « dures » et 
« molles » dans les sciences. Il s’appuie sur les travaux de Biglan (1973) et Kolb (1981) 
pour y ajouter une dichotomie entre sciences pures et sciences appliquées, créant 
ainsi un modèle à quadrants analogue à ceux de Stokes et Whitley. Le quadrant dur 
et pur représente les méthodologies abstraites et réflexives que l’on trouve dans les 
sciences naturelles ; le quadrant mou et pur correspond au mode concret et réflexif 
des sciences humaines et sociales ; le dur et appliqué équivaut aux caractéristiques 
abstraites et actives des métiers à teneur scientifique  ; et le mou et appliqué est 
constitué des modes concrets et actifs pratiqués dans les professions sociales. Bien 
que tous ces modèles soient fondés sur une étude empirique des domaines, cha-
cun d’eux s’efforce de réduire le travail de communautés diverses et complexes à 
quelques éléments de base (Furner, 2010).
Les styles de recherche des sciences humaines et sociales n’ont pas bénéficié de la 
même attention que ceux des sciences exactes. Néanmoins, les quadrants désignant 
des méthodologies scientifiques s’appliquent aussi aux sciences sociales, notam-
ment aux domaines quantitatifs qui se situent à la limite des sciences exactes. Dans 
les sciences humaines et les domaines des sciences sociales se rapprochant de 
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celles-ci, on emploiera surtout les termes de théorie et d’interprétation. L’incertitude 
de la tâche y est plus élevée et les ressources partagées, moindres. Les chercheurs 
et chercheuses en sciences humaines travaillent plus souvent seuls et sont moins 
sujets à la dépendance mutuelle. Toutes ces pratiques évoluent au fil des avancées 
technologiques en matière de répartition : les équipes s’agrandissent, les ressources 
communes se développent et les tâches sont davantage systématisées (Beaulieu 
et al., 2012 ; Burdick et al., 2012 ; Friedlander, 2009 ; Meyer et Schroeder, 2014 ; 
Unsworth et al., 2006 ; Wouters et al., 2012).
La taille compte
Le big data est une question d’échelle et non de taille absolue, comme nous l’avons 
expliqué au chapitre 1. Les différences d’échelles de données influent à leur tour sur 
les entités qui deviennent des données, les méthodes appliquées, les formes d’inves-
tigation et les fins et objectifs de la recherche. La big science (mégascience, science 
lourde), pour reprendre la terminologie de Price (1963), consiste en des sciences 
mûres caractérisées par des équipes nombreuses et décentralisées, des collabora-
tions internationales, de vastes recueils de données et de grandes installations ins-
trumentales. Les little sciences ou small sciences (sciences légères) représentent 
tout le reste.
Pourtant, ce qu’il y a au milieu est peut-être le plus intéressant. Comme le montre-
ront les études de cas, aucun champ de recherche ne s’inscrit strictement dans les 
limites de la big science ou de la little science. Les domaines qui disposent de vastes 
ensembles de données, d’instrumentation partagée, de partenaires internationaux et 
de structures de gouvernance complexes présentent aussi des poches d’activité où 
des chercheurs et chercheuses constituent individuellement des collections locales 
de données qui ne rejoindront jamais les ressources partagées. De même, un scien-
tifique isolé peut fonder son travail sur d’immenses ensembles recueillis par d’autres.
Les dimensions qui font varier la taille, l’échelle ou le périmètre des données sont 
influencées par les entités qui deviennent des données, les pratiques qui leur sont 
associées, leur représentation et leurs modes de diffusion ou de réutilisation. Les 
facteurs institutionnels, comme les normes et symboles, les intermédiaires, les 
procédures, les standards et les objets matériels, s’avèrent également importants 
(Mayernik, 2015). Les dimensions de taille sont indépendantes du domaine ou de la 
discipline, mais interagissent avec de nombreux autres facteurs, tels que les objec-
tifs du projet, les méthodes de collecte des données et les techniques d’analyse. 
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Ces dimensions peuvent indiquer si les transferts sont judicieux ou non et s’il est 
nécessaire d’investir dans les infrastructures de la connaissance.
Objectifs du projet
Les objectifs d’un projet de recherche influent sur le périmètre des preuves à avan-
cer. Par exemple, pour une recherche exploratoire, le ou la scientifique souhaitera 
recueillir de petits ensembles de données qui décrivent des événements particuliers 
ou phénomènes, souvent de manière souple. En revanche, si le but est de modéli-
ser des systèmes entiers, il est nécessaire de collecter systématiquement de larges 
volumes de données. Quand ils cherchent à formuler une problématique, chercheurs 
et chercheuses se montrent ouverts à de nombreuses sources potentielles. À mesure 
qu’ils cernent le problème, ils resserrent le périmètre de leur collecte.
Les données météorologiques et climatologiques illustrent combien le périmètre 
d’une collecte de données peut varier en fonction de l’objectif de recherche. Les don-
nées météorologiques sont des mesures locales recueillies afin d’émettre des pré-
visions à court terme de la température, des précipitations, de la neige, des nuages, 
des vents, des orages et d’autres phénomènes. Ces prévisions sont rarement fiables 
à plus de dix jours. Les mesures météorologiques locales peuvent être cohérentes 
au fil du temps si elles sont prises au même endroit, avec les mêmes instruments, 
à intervalles réguliers et en suivant des protocoles établis. Cependant, les données 
recueillies à un endroit peuvent ne pas correspondre à celles venant d’ailleurs, parce 
que les sites concernés peuvent utiliser des instruments et des protocoles différents 
pour la collecte.
À la différence des prévisions météorologiques, la climatologie nécessite de ras-
sembler des observations sur des sites dispersés et sur de longues périodes. Les 
données climatiques peuvent être collectées de manière systématique grâce à des 
observations satellites ou être dérivées de séries de données météorologiques. On 
peut alors les saisir dans des modèles de processus physiques pour étudier le climat. 
Une même observation peut d’ailleurs être entrée dans des modèles multiples, déve-
loppés par des équipes diverses sur la base de théories et de paramètres différents. 
Paul Edwards (2010) nous offre un récit exhaustif du siècle de prouesses scienti-
fiques, techniques, sociales et politiques nécessaires à la mise en place d’accords 
internationaux, lesquels ont permis la collecte cohérente de données indispensable 
à la climatologie. Aujourd’hui, ces données servent à prédire les tempêtes, les inon-
dations, les sécheresses et d’autres phénomènes climatiques qui transcendent les 
frontières nationales.
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Malgré leurs imperfections, les modèles climatiques représentent une belle réussite 
au sens où les intérêts locaux et mondiaux ont fini par converger (Edwards, 2013). 
Il semblerait que cela ne soit pas la norme – les échecs étant consignés moins pré-
cisément que les réussites. Davis Ribes et Thomas Finholt (2009) ont ainsi identifié 
des tensions dans le développement à long terme de quatre grandes infrastructures 
scientifiques. Au départ, toutes ces infrastructures semblent partager des objectifs 
communs, du moins pour l’œil extérieur. Mais au fur et à mesure de leur collabora-
tion, des différences dans les buts, les motivations, les communautés d’utilisateurs 
et utilisatrices, les technologies et d’autres facteurs se sont fait jour. Rapprocher 
les données hydrographiques – une question essentielle pour le changement clima-
tique – est particulièrement compliqué en raison des divergences méthodologiques 
fondamentales entre des domaines comme le génie de l’environnement, l’hydrolo-
gie, la politique publique, l’architecture et l’urbanisme. Les différences d’objectifs 
peuvent être attribuées aux dimensions de Stoke – à savoir l’application versus le 
savoir fondamental –, à des facteurs temporels, aux standards, à l’interopérabilité et 
au contexte local (Jackson et Buyuktur, 2014 ; Jackson et al., 2011 ; Jackson, 2006 ; 
Lampland et Star, 2009 ; Ribes et Finholt, 2009 ; Ribes et Jackson, 2013).
Collecte des données
Le fait que des observations, des traces ou d’autres entités deviennent des données 
dépend en partie de qui les collecte et comment. Les mégadonnées (big data) sont 
généralement recueillies par des machines  : c’est par exemple le cas des gigan-
tesques volumes de photons captés par des télescopes ou de l’échantillonnage 
intermittent d’indicateurs de la qualité de l’eau par des réseaux de capteurs. Le déve-
loppement de la technologie nécessaire peut réclamer des années de travail, mais 
une fois mise en place, elle produit des données caractérisées par une vitesse et 
un volume élevés. Ce sont ces données qu’évoquent Parsons et Fox (2013) dans la 
métaphore du « big iron »1 ; elles s’inscrivent dans une production industrielle et une 
culture technique. Les individus et les petits laboratoires peuvent également recueillir 
des mégadonnées, tirées aussi bien de réseaux sociaux que de réseaux de capteurs. 
À l’extrême opposé se trouve la collecte artisanale de données, qui nécessite un 
savoir-faire considérable. Il s’agit par exemple d’échantillons d’eau et de sol qui sont 
prélevés à la main, traités par dilution et centrifugeuse, mis en culture et comptés 
(Wallis et al., 2013). Les données artisanales locales sont souvent conservées sur 
place par les laboratoires qui les ont recueillies. La collecte, l’utilisation et l’inter-
prétation de données – big ou little – dépendent fortement de l’expertise dans le 
domaine considéré (Beaulieu et al., 2012 ; Collins et Evans, 2007).
1.  ndT : « gros calibre », terme argotique désignant à l’origine des armes à feu avant d’être appliqué 
aux macroordinateurs.
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Les méthodes de collecte peuvent s’avérer déterminantes pour la motivation et la 
capacité à échanger des données. Hilgartner et Brandt-Rauf (1994) établissent une 
distinction entre la disponibilité d’une technique et l’avantage concurrentiel qu’elle 
procure. Le continuum va des « doigts de fée » (magic hands), où des techniques 
nouvelles ne peuvent être appliquées que par des spécialistes, aux « kits », où celles-
ci sont suffisamment banalisées pour être vendues comme du matériel standardisé. 
Les « protocoles normalisés » se situent au milieu de ce continuum. Une technique 
unique au sein d’un seul laboratoire peut passer du statut de « doigts de fée » à celui 
de kit. Pritchard, Carver et Anand (2004) ont découvert que ce sont les pratiques de 
collecte, plus que les domaines, qui fédèrent les groupes. Les données produites par 
des techniques industrielles, standardisées ou en kit sont mieux documentées que 
celles provenant de méthodes artisanales et de doigts de fée.
Les unités de données, que nous avons évoquées au chapitre 3, et leurs liens avec les 
pratiques de publication influent aussi sur ce qui devient des données et les volumes 
collectés. Dans certains cas, une journée passée sur le terrain fournira suffisam-
ment de matériaux pour rédiger plusieurs textes. Dans d’autres, un article de revue 
représentera des années de collecte. Un seul gros jeu de données peut être analysé 
pour répondre à plusieurs questions de recherche, soit seul, soit combiné à d’autres 
ressources. Des notes prises dans des archives fourniront quelques données ou bien 
des années de ressources à explorer. Les scientifiques peuvent accumuler des don-
nées sur un site, une espèce, une communauté ou un manuscrit précieux tout au long 
d’une carrière. Il est rare qu’à une excursion – qu’il s’agisse d’un séjour sur le terrain 
ou d’une visite dans des archives – corresponde une publication. Quand les données 
sont précieuses, elles sont d’autant plus susceptibles d’être intégrées à de multiples 
articles, appelés « plus petites unités publiables ». Cette pratique est aussi parfois 
désignée sous le terme de « saucissonnage » (Owen, 2004).
Le degré de contrôle sur la collecte de données dont dispose la ou le scientifique 
ou le laboratoire influe aussi sur les pratiques, les motivations et les contraintes 
de transfert et de réutilisation. Lorsqu’ils récupèrent des données dans un réfé-
rentiel ou une autre ressource, les chercheurs et chercheuses doivent se fier 
à la documentation pour savoir comment elles ont été recueillies. La collecte 
peut être externalisée, par exemple en engageant des sondeurs et sondeuses 
ou par du crowdsourcing (ou production participative). Dans ce dernier cas, les 
scientifiques trouvent un moyen de former des volontaires au repérage d’oiseaux, 
d’ espèces invasives ou d’autres phénomènes. On leur fournit des outils, comme 
des sites web et des applications mobiles, et la collecte de données est supervi-
sée et vérifiée par des personnels experts (eBird, 2013 ; What’s Invasive!, 2010). 
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Le crowdsourcing permet, sans être généralisable à toutes les collectes, de 
recueillir de grandes quantités de données en mobilisant un public sensibilisé.
Analyse des données
Les investissements réalisés dans les données au stade de l’analyse, ainsi qu’au 
cours de la collecte et de l’interprétation, sont également déterminants pour une uti-
lisation, une réutilisation, un échange et une conservation aisés. Certaines données 
n’ont besoin que d’une intervention minime pour être utiles ; d’autres nécessitent 
pour cela un nettoyage substantiel, un étalonnage et d’autres opérations. Les déci-
sions de départ sur ce qui sera collecté, comment et pourquoi ont des répercussions 
sur l’ensemble des processus. Parfois, les mesures seront directes, comme le mesu-
rage de feuilles d’arbres et l’attribution de paramètres géospatiaux et temporels (par 
exemple, le lieu et l’heure exacte de la cueillette) à celles-ci. D’autres mesures seront 
indirectes et nécessiteront des modèles d’interprétation, comme la tension élec-
trique d’un capteur qui représente un type de nitrate. Pour interpréter une donnée, il 
peut être nécessaire de disposer d’informations sur le type d’appareil, son calibrage, 
la date, l’heure et le lieu de collecte et la méthode de captation de l’échantillon. 
Certaines seront analysées et documentées immédiatement, donnant lieu à la créa-
tion d’une trace permanente. D’autres seront accumulées pour analyse ultérieure. 
Certains échantillons sont fragiles, comme les prélèvements d’eau contenant des 
protozoaires qui meurent en quelques heures. D’autres, tels les parchemins, restent 
relativement stables des siècles durant.
Les pratiques d’analyse de données dépendent des objectifs du projet, de la préoc-
cupation pour les applications ou la théorie, de la disponibilité d’outils, d’expertise et 
d’infrastructures et de nombreux autres facteurs. De même que certaines personnes 
rangent méticuleusement leur domicile alors que d’autres s’épanouissent dans le 
chaos, les scientifiques ont des habitudes extrêmement diverses en matière de col-
lecte et d’analyse. Certains organisent leurs données rapidement, distinctement et 
de manière complète le plus tôt possible. D’autres les laissent s’accumuler des jours, 
des mois ou des années durant avant de s’atteler à la tâche. Certains rédigent des 
mémorandums à chaque étape de la collecte et de l’analyse, d’autres les évaluent 
après coup. Certains mettent en place des procédures et des protocoles clairs pour 
leur laboratoire ou leur équipe et promeuvent ainsi des pratiques cohérentes qui faci-
litent les analyses comparatives et longitudinales. D’autres privilégient la flexibilité et 
exploitent l’ensemble des compétences de chaque membre de l’équipe. Si les pra-
tiques en matière de données tendent à se regrouper par communauté, les détails de 
la gestion sont aussi divers que les données elles-mêmes (Bowker, 2005 ; Edwards et 
al., 2011 ; Jackson et al., 2011 ; Mayernik, 2011, 2015 ; Wallis, 2012).
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Bien que ce modèle ne soit pas généralisable, certains types d’analyse de données 
peuvent bénéficier du crowdsourcing (ou production participative), comme le montre 
Zooniverse. Cette plateforme soutient des projets où la classification ou l’interpréta-
tion des données n’est pas réalisable par des méthodes informatiques, ne nécessite 
que peu ou pas de formation et de connaissance du domaine et où les objets peuvent 
être classés en fonction d’un petit nombre de paramètres. Les projets en cours pro-
posent aux participantes et participants de catégoriser le temps qu’il fait sur Mars, 
de transcrire des relevés météorologiques issus de vieux journaux de bord, d’écou-
ter des baleines communiquer et d’analyser des données liées au cancer. L’inter-
face ludique incite les gens à donner de leur temps pour ces projets de recherche. 
Début 2014, plus d’un million de personnes étaient membres de Zooniverse. Les don-
nées sont présentées à de multiples bénévoles afin d’être classées. L’exactitude de 
chaque classification est évaluée, de même que la rapidité et la précision de chaque 
volontaire (Zooniverse, 2014).
Quand est-ce une donnée ?
Il est rare qu’on puisse définir un instant magique où une chose devient une donnée. 
En général, cela implique un processus par lequel un ou une scientifique reconnaît 
qu’une observation, un objet, une trace ou une autre entité pourrait servir à mettre 
en évidence un phénomène, puis recueille, acquiert, représente, analyse et inter-
prète ces entités en tant que données. J’utiliserai un exemple simple pour illustrer les 
nombreux instants où les choses deviennent données. Une chercheuse détermine 
que les jardins publics sont un lieu idéal pour étudier le comportement des enfants. 
Elle se rend dans l’un d’eux et observe un petit courir sur le terrain de jeu. En fonc-
tion de la question de recherche, du phénomène étudié, du cadre théorique, de la 
méthode et des objectifs de l’étude, beaucoup d’aspects différents de cette obser-
vation pourraient devenir des données. Peut-être la chercheuse examinera-t-elle la 
démarche de l’enfant afin d’évaluer son âge, son état de santé et le type d’activité 
en cours. Les points de départ et d’arrivée de la course peuvent l’intéresser : le petit 
donne-t-il l’ impression de courir au hasard, entre deux parents ou gardiens ou bien 
avec d’autres enfants ? Joue-t-il dans son coin ou en interaction avec d’autres ? La 
chercheuse peut effectuer ses observations sur l’enfant seul, le couple parent-enfant 
ou un groupe d’enfants comme unité d’analyse.
Le parc peut aussi constituer l’unité d’analyse, pour peu que la chercheuse com-
pare l’activité de différents jardins publics aux démographies différentes ; ou alors 
elle conduira une étude ethnographique à long terme sur un seul site. Elle pourra 
rassembler des informations contextuelles comme la date et l’heure, des données 
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socioéconomiques sur le quartier, les moyens de transport utilisables pour se rendre 
au parc, des données météorologiques ou encore les niveaux de pollens ou de pol-
lution de l’air.
Les observations des activités de l’enfant peuvent être enregistrées de nombreuses 
façons, en fonction de ce que la chercheuse connaît de ses sujets de recherche et 
du degré de consentement qu’elle a obtenu pour les observer. Peut-être s’assiéra- 
t-elle sur un banc dans un coin discret, prenant en silence des notes dans un carnet. 
En revanche, si la chercheuse a obtenu le consentement éclairé des participantes et 
participants, elle pourra recueillir davantage d’informations. De multiples observa-
teurs pourront être présents. Peut-être des caméras, des microphones et d’autres 
capteurs seront-ils installés sur le terrain de jeu. Les participants pourront même être 
équipés de capteurs pour enregistrer leur activité, leurs mouvements, leur rythme 
cardiaque, etc. La chercheuse pourra s’entretenir avec les enfants et leurs gardiens 
avant ou après le jeu.
Quels aspects des observations de notre chercheuse sur l’enfant constituent des 
données ? Comme nous l’avons vu au chapitre 3, une observation doit être repré-
sentée d’une façon ou d’une autre pour pouvoir être traitée en donnée. L’observa-
trice humaine saisit mentalement les activités de l’enfant, puis les retranscrit sous 
forme d’entités sur papier ou sur ordinateur. Celles-ci peuvent prendre la forme de 
notes narratives, de croquis, d’un tableau d’entrées ou d’autres représentations. Elles 
peuvent être saisies directement dans un outil d’analyse ou transcrites pour une sai-
sie ultérieure. Si les participantes et participants sont interrogés, on combinera leurs 
réponses avec les notes. On intégrera des informations contextuelles sur le parc et 
les conditions au moment de l’observation dans un tableur ou un progiciel statis-
tique. On peut enregistrer l’activité de l’enfant sous forme audio ou vidéo et ajouter 
automatiquement à ces représentations numériques le lieu, la date, l’heure, le niveau 
de luminosité et d’autres paramètres. On peut aussi envisager une segmentation 
manuelle des enregistrements pour les apparier à des données d’autres participants. 
Ces représentations peuvent être analysées de nombreuses façons, en fonction de 
l’objectif de la recherche. Par exemple, on peut compiler des modèles détaillés des 
activités de chaque enfant, de chaque couple ou de chaque parc  ; ou bien orien-
ter l’analyse sur des regroupements d’activités et des phénomènes à plus grande 
échelle. Dans tous les cas, les observations sont sélectives : elles enregistrent les 
détails présentant un intérêt pour l’étude considérée et ignorent les autres.
Le contexte de la recherche influence donc par beaucoup d’aspects ce qui devient 
données et les modes d’enregistrement et de représentation de celles-ci. Les liens 
entre connaissances et données peuvent être catégorisés de nombreuses façons 
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(Furner, 2010). Aux fins de la description des cas des chapitres suivants, nous 
classons les facteurs qui influent sur le moment et la manière dont les choses 
deviennent données dans deux catégories générales. La première regroupe les 
considérations de distance entre le ou la scientifique et les origines de ses don-
nées ; elle inclut les sources et ressources, les métadonnées et la provenance. La 
deuxième comprend les influences extérieures sur ce qui devient données, avec 
pour sous-catégories l’économie et la valeur, les droits de propriété et l’éthique.
La distance compte
On peut mesurer la distance entre les origines d’une donnée et son utilisation de 
nombreuses manières. L’époque, le contexte, la méthode, la théorie, la langue et 
l’expertise ont leur importance. Par ailleurs, la distance géographique entre collabo-
rateurs et collaboratrices peut également influencer significativement leur capacité 
à partager, interpréter et utiliser les données (Cummings et al., 2008  ; Hollan et 
Stornetta, 1992 ; Olson et Olson, 2000). Le terme « origines » est tout aussi pro-
blématique ; dans le présent ouvrage, il désigne la première fois où quelqu’un traite 
quelque chose comme une donnée. Les origines et la distance deviennent des fac-
teurs significatifs de représentation et de réutilisation.
Plus les travaux d’un chercheur ou d’une chercheuse sont proches des origines d’une 
donnée, quelle que soit la dimension considérée, moins son interprétation dépen-
dra de représentations formelles de connaissances. À une extrémité du spectre, on 
trouve les scientifiques qui ont une relation personnelle, voire intime, à leurs don-
nées, comme les ethnographes, qui consacrent leur carrière à étudier une commu-
nauté ou un phénomène. Une chercheuse seule analysant le comportement d’un 
enfant au parc pourra écrire un article de revue uniquement grâce à sa prise de notes, 
sans jamais présenter ces dernières d’une manière qui permettrait à d’autres de les 
interpréter à d’autres fins.
À l’autre extrémité du spectre se trouvent les scientifiques qui ne travaillent 
qu’avec des ensembles de données rassemblés par d’autres. Ceux-ci sont souvent 
très vastes, compilés à partir de sources nombreuses sur de longues périodes. 
Les démographes qui cartographient l’activité des jardins publics d’une ville, d’un 
département ou d’un pays sont contraints de se reposer sur des représentations 
de données réalisées par un grand nombre de personnes et institutions, parfois 
dans des buts très divers. Il est rare que les démographes ou d’autres analystes 
de mégadonnées aient une connaissance intime des modalités, de la tempora-
lité ou des raisons de la collecte de leurs données. Les utilisateurs et utilisatrices 
ultérieurs dépendent de représentations ou d’inscriptions de ces données, de 
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la disponibilité d’un logiciel pour lire les formats numériques et d’autres formes 
de documentation  : autant d’occasions d’interprétations nouvelles, mais aussi 
d’ incompréhensions.
Sources et ressources
Parfois, les scientifiques collectent leurs propres données ; dans d’autres cas, elles 
et ils en acquièrent des existantes sur un phénomène ; le plus souvent, ils combinent 
des données nouvelles et anciennes. La distance entre ces deux catégories – ici 
considérées respectivement comme des sources et des ressources – sert la réflexion 
sur comment gérer les données, comment les transférer d’un contexte à l’autre et 
d’une période à l’autre et comment déterminer lesquelles valent la peine d’être pré-
servées. Les « sources » sont les données créées par les chercheurs et chercheuses 
d’un projet quelconque. Les « ressources » sont des données existantes réutilisées 
dans un projet. La distinction source-ressource suit l’usage proposé par l’Oxford 
English Dictionary, nous l’avons développée ailleurs (Borgman, 2007).
Chercheurs et chercheuses ont davantage de contrôle sur les sources qu’ils génèrent 
eux-mêmes que sur les données qu’ils tirent d’autres ressources. En général, les 
sources sont gérées par les individus ou les laboratoires qui les ont créées, du moins 
jusqu’au moment du dépôt, de la destruction ou de l’abandon des données. Lorsque 
les chercheurs ont recours à des ressources qu’ils ne contrôlent pas, qu’il s’agisse de 
jeux de données personnels créés par d’autres, d’archives, de manuscrits, de flux de 
médias sociaux ou de documents officiels, ils sont dépendants d’autrui pour accéder 
à ces ressources et pour obtenir le droit de divulguer, publier ou réutiliser les données 
générées.
Le fait de constituer une source ou une ressource pour un projet de recherche quel-
conque dépend de l’utilisation des données. Lorsque des astronomes étudient le ciel, 
elles et ils se servent de télescopes pour effectuer des observations d’une région 
déterminée, dans un laps de temps déterminé et à l’aide d’un instrument déter-
miné. Chaque série d’observations est une source unique et originale de données. 
En revanche, lorsque d’autres les récupèrent dans des archives astronomiques, ils 
traitent ces données comme des ressources.
Les traces qui n’ont pas été créées à des fins de recherche peuvent aussi être consi-
dérées comme des ressources. Par exemple, les informations démographiques sur 
le quartier, les bulletins météorologiques et les relevés de la qualité de l’air consti-
tuent des ressources pour les personnes qui étudient l’activité d’un parc. De même, 
des chercheurs et chercheuses qui travaillent sur l’évolution de la langue utilisent 
des manuscrits historiques comme ressources. Ces documents ont été rédigés pour 
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communiquer des idées à leurs contemporains : ce sont les chercheurs d’aujourd’hui 
qui les traitent en ressources pour la recherche textuelle. Cependant, ces derniers 
peuvent aussi créer de nouvelles sources de données grâce au recueil d’informations 
jusque-là insaisissables, par exemple en encodant une écriture manuscrite ou en 
extrayant le texte de documents historiques à l’aide d’algorithmes de reconnaissance 
optique de caractères.
Métadonnées
« Classer est humain », pour reprendre la formulation de Geoffrey Bowker et Susan 
Leigh Star (1999, p. 1) quant au problème de « la classification et ses conséquences ». 
Les êtres humains classifient leurs mondes avec des noms de fichier, des dossiers, 
des gommettes, des étagères, des placards, des piles de papier et d’autres médias 
et d’innombrables autres moyens. La première étape de la classification consiste 
généralement à nommer les choses. Une fois nommées, ces catégories peuvent être 
organisées en hiérarchies, réseaux, graphes ou autres relations présentant différents 
degrés de formalité. Dans le cas des données et des relations qui les unissent, ces 
dénominations peuvent avoir des répercussions profondes sur la capacité à décou-
vrir, échanger et conserver.
Les métadonnées, que l’on peut définir simplement comme « des données sur les 
données », sont un moyen de nommer les choses et de représenter les données et 
leurs relations.
Définitions et découvrabilité
La multiplicité des définitions des métadonnées est la manifestation de leurs nom-
breux usages. Le milieu de la normalisation propose la définition générale suivante : 
« une métadonnée est une information structurée qui décrit, explique, localise une 
ressource informationnelle ou la rend facile à trouver, utiliser ou gérer ». (National 
Information Standards Organization, 2004, p. 1) La NISO distingue ainsi trois prin-
cipaux types de métadonnées : descriptives, structurelles et administratives. Cette 
dernière catégorie comprend deux sous-types : métadonnées de gestion des droits 
et métadonnées de préservation. Le milieu archivistique a recours à une typologie 
semblable : métadonnées administratives, descriptives, de préservation, techniques 
et d’utilisation. Les métadonnées techniques comprennent la documentation maté-
rielle et logicielle, les données d’authentification et d’autres informations spécifiques 
à un système. Les métadonnées d’utilisation recouvrent le suivi d’utilisation et d’uti-
lisateur, la réutilisation de contenu et l’information sur les versions (Gilliland, 2008 ; 
Gilliland-Swetland, 1998). Les méthodes d’organisation propres aux bibliothèques, 
comme les règles de catalogage, les index et les thésaurus, constituent des méta-
données descriptives au sens indiqué plus haut, bien que la pratique  documentaire 
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 distingue en outre les métadonnées descriptives du catalogage des matières 
( Svenonius, 2000). Parmi les nombreuses façons d’évaluer les métadonnées scien-
tifiques, on trouve les exigences suivantes : abstraction du schéma ; extensibilité, 
flexibilité et modularité du schéma ; exhaustivité et suffisance ; simplicité ; échange 
de données ; recherche de données ; archivage de données et enfin publication de 
données (Willis et al., 2012).
Ce qui fait d’une unité d’information considérée une donnée ou une métadonnée 
dépend souvent de ce qui est décrit et à quelles fins. Ainsi, les notices bibliogra-
phiques constituent des métadonnées sur les ouvrages, les articles de revue, les 
actes de colloques et les autres documents qu’elles décrivent. Ces notices peuvent 
à leur tour être traitées en données pour la recherche sur les réseaux sociaux en 
montrant qui cite qui ; elles peuvent aussi servir de données à l’étude de la commu-
nication savante pour examiner le transfert d’idées entre disciplines au fil du temps 
(Borgman et Furner, 2002 ; Borgman, 1990). Les données des uns sont les métadon-
nées des autres et vice versa.
Les distinctions entre données et métadonnées ont constitué parmi les révélations 
les plus fracassantes de la fuite en 2013 de dossiers classés de la NSA (US National 
Security Agency, Agence nationale de sécurité des États-Unis) [The NSA Files, 2013]. 
Si la NSA ne peut légalement recueillir d’informations sur la teneur d’appels télépho-
niques ou obtenir sans mandat les noms et adresses de clientes ou clients, elle a le 
droit – et elle en use – de collecter ce qu’elle considère comme des métadonnées : 
« le numéro de téléphone de chaque appelant et correspondant ; le numéro de série 
unique des téléphones impliqués ; l’heure et la durée de chaque appel téléphonique ; 
et potentiellement, la localisation de chaque participant au moment de l’appel » (Ball, 
2013). Les juristes du gouvernement états-unien assimilent ces éléments aux infor-
mations figurant sur l’enveloppe d’un courrier. Ces unités d’information, bien qu’elles 
puissent légalement être considérées comme des métadonnées, peuvent servir de 
données pour modéliser qui appelle qui, quand, d’où, où et pour combien de temps. 
L’opinion publique estime qu’il s’agit là de données personnelles : pour ceux qui sont 
placés sous surveillance, la distinction juridique entre données et métadonnées est 
peu convaincante (Gallagher, 2013).
Les formes de métadonnées et les méthodes pour les créer correspondent plus ou 
moins bien aux moyens de collecte de données. Lorsque les données sont recueillies 
ou générées par des technologies informatiques, cela peut engendrer des métadon-
nées automatiques. On citera par exemple les historiques d’appels téléphoniques, les 
transactions de cartes bancaires et les données de sortie d’instruments scientifiques. 
Les métadonnées automatiques sont intégrées à des fichiers audio, vidéo, texte et 
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image afin de faciliter la recherche, le traitement et le suivi de licence (Embedded 
Metadata Initiative, 2013). Les sites de partage de photos et de vidéos, par exemple, 
les utilisent pour taguer et géolocaliser les fichiers téléversés. Les logiciels de gestion 
de médias, comme iPhoto, se servent de ces métadonnées pour indiquer l’heure de 
prise de vue, la date, le lieu, les visages, l’exposition et d’autres informations sur des 
objets. Les outils d’analyse des données de la recherche n’exploitent pas encore 
aussi bien les métadonnées automatiques que les produits grand public et les médias 
sociaux.
Dans le cas où les données sont recueillies manuellement, la création de métadon-
nées se fait généralement à la main : les scientifiques notent les dates, les heures, 
les procédures et les résultats de la collecte et du test d’échantillons physiques 
d’eau ou de sol sur le terrain. Néanmoins, même lorsque les données sont collectées 
grâce à un processus automatisé, que ce soit par des télescopes ou des enquêtes 
en ligne, une certaine production de métadonnées manuelles peut rester nécessaire. 
Les personnels de recherche en service se chargent d’enregistrer les informations 
contextuelles nécessaires à l’interprétation des données, telles que les conditions 
météorologiques, les artefacts des instruments et les erreurs logicielles. Les cher-
cheurs et chercheuses attribuent des noms de variables aux réponses d’une enquête 
et des titres aux lignes et aux colonnes d’un tableur. Pour pouvoir utiliser efficace-
ment des textes numérisés, les lectrices et lecteurs humains doivent souvent éti-
queter les chapitres, les sections, les paragraphes, les noms, les lieux et d’autres 
éléments. Il arrive que des informations importantes sur les objets de recherche, 
qu’ils soient matériels ou numériques, ne fassent pas partie de l’objet lui-même. Par 
exemple, selon son ancienneté et son état, un livre imprimé peut ne pas indiquer son 
auteur, sa date de publication ou son éditeur. L’identité des propriétaires du livre, de 
l’imprimerie, de l’entreprise de reliure et des annotateurs et annotatrices peut aussi 
s’avérer nécessaire pour déterminer ses origines. Les catalographes de bouquins 
effectuent des recherches poussées pour créer des métadonnées qui feront autorité 
sur de tels objets.
Qu’elles soient générées automatiquement ou à la main, ce sont les métadonnées qui 
permettent aux autres de découvrir les objets qu’elles représentent. Elles constituent 
aussi les moyens par lesquels les données sont appariées, comparées et distinguées. 
Elles peuvent être cumulatives : des représentations sont ajoutées aux données à 
mesure de leur utilisation et de leur réutilisation dans de nouveaux contextes, migrées 
vers d’autres formats et technologies et conservées sur de longues périodes. Les 
métadonnées peuvent devenir plus volumineuses que les données qu’elles repré-
sentent.
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Communautés et normes
Les métadonnées peuvent combler la distance qui sépare les sources des ressources 
en formalisant et en normalisant la dénomination et la description des données. 
Lorsque des communautés développent un thésaurus, une taxonomie, une ontologie 
ou une autre structure de ce type pour organiser leurs connaissances, elles se mettent 
d’accord sur les catégories d’entités existantes et sur les relations entre ces catégo-
ries. Pour une utilisation locale au sein d’un laboratoire, une simple ontologie de 
quelques dizaines de termes et relations peut suffire à analyser un jeu de données et 
à communiquer les résultats. En revanche, pour un usage généralisé dans de grandes 
communautés qui échangent des données, des ontologies bien plus complexes sont 
nécessaires. Par exemple, dans les sciences de la vie, les taxonomies d’organismes 
constituent des formes de métadonnées essentielles. La base de données taxono-
miques du National Center for Biotechnology Information de la National Library of 
Medicine, aux États-Unis, contient la description de plus de 230 000 espèces ayant 
reçu un nom officiel ; pourtant, on estime que le contenu de cette base ne représente 
que 10 % des espèces vivantes décrites de notre planète (Bard, 2013 ; Taxonomy 
Database, 2013). Certains champs des sciences de la vie ont élaboré leurs propres 
classifications, qui sont de plus en plus souvent des ressources ouvertes et intero-
pérables (National Center for Biotechnology Information, 2013). Néanmoins, elles ne 
sont pas nécessairement compatibles entre elles pour autant. L’existence d’un si 
grand nombre d’ontologies en concurrence révèle les divisions profondes au sein des 
domaines de recherche et entre eux.
Les mécanismes de classification tels que les ontologies, les taxonomies et les thé-
saurus, ainsi que les structures de métadonnées comme les fichiers FITS en astro-
nomie, la DDI dans les sciences sociales et la TEI dans les sciences humaines (que 
nous aborderons tous dans les études de cas), facilitent l’interopérabilité entre com-
munautés. En s’accordant sur la dénomination d’objets et sur les relations entre 
catégories, les chercheurs et chercheuses peuvent découvrir, explorer et combiner 
des données issues de sources multiples. Le revers de la médaille est que ces méca-
nismes créent des frictions entre les domaines dont les schémas de métadonnées 
sont inconciliables. Ainsi, la drosophile ou mouche des fruits est étudiée à tant de 
fins différentes que plusieurs communautés de recherche ont développé des classi-
fications incompatibles. Certains de ces mécanismes de classement remontent aux 
échanges de données sur la drosophile au travers des bulletins d’information profes-
sionnels au début du XXe siècle (Kelty, 2012). De nouvelles couches de métadonnées 
ont émergé pour réunir ces schémas. OpenFlyData, par exemple, est un projet de 
démonstration de faisabilité qui vise à intégrer dans des systèmes multiples des don-
nées sur l’expression des gènes chez la drosophile.
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Bien que de nombreux domaines scientifiques disposent de schémas de métadonnées 
à maturité, d’autres n’en ont pas créé ou n’ont pas appliqué largement ceux qui existent 
déjà (Bowker, 2005 ; Mayernik, 2011 ; Wallis et al., 2013). Les ensembles de données 
ressources, de recherche et de référence se distinguent justement par leur degré de 
déploiement des standards de métadonnées (National Science Board, 2005). Le Digital 
Curation Center (DCC) tient à jour un important catalogue de spécifications de méta-
données élaborées par des champs individuels des sciences exactes, humaines et 
sociales. Cette ressource est en outre organisée par spécifications de métadonnées, 
par profils, par utilisations et par logiciels associés (Digital Curation Center, 2013).
Les investissements réalisés par les scientifiques et leurs communautés dans les 
métadonnées constituent une indication quant aux données qu’ils jugent précieuses. 
Cependant, l’inverse n’est pas nécessairement vrai  : de nombreuses données de 
valeur ne se voient guère adjoindre de métadonnées, ce qui limite leur diffusion et 
leur utilisation (Mayernik, 2011). En effet, la création de métadonnées peut repré-
senter un investissement coûteux, soit pour les individus qui décrivent leurs propres 
jeux de données, soit pour les communautés qui développent et tiennent à jour un 
schéma de classification. Ce ne sont pas des ressources statiques  : elles doivent 
être révisées et adaptées en continu à mesure que la langue évolue et que le front 
de recherche avance. Entretenir un schéma de métadonnées est souvent un travail 
invisible, essentiel à la réussite de la recherche, mais qui n’est guère reconnu à l’exté-
rieur (Borgman, 2003 ; Star et Strauss, 1999).
Il y a pléthore de cas où les normes en général et les normes informationnelles en 
particulier créent autant de problèmes qu’elles en résolvent. L’ouvrage Sorting Things 
Out de Bowker et Star (1999) regorge d’exemples de classifications ayant pris un 
tour politique. Les taxonomies de maladies relèvent moins du savoir médical que des 
relations de pouvoir entre médecins et personnel infirmier et des frais facturables 
pour les interventions. La cause de décès officielle peut résulter de la décision de 
la ou du médecin sur ce qui lui semble socialement acceptable, étant donné que 
les facteurs sont souvent multiples. Ainsi, les suicides et les morts dues à la syphi-
lis peuvent facilement être attribués à une attaque, à une crise cardiaque, voire à 
une pneumonie. Dans certains pays, il est plus acceptable de mourir d’un problème 
digestif que cardiovasculaire (Bowker et Star, 1999). Les actes de naissance, créés à 
la demande pour une tâche immédiate « faisable », sont tout aussi problématiques 
(Pine et al., 2014). Derrière chaque mécanisme d’organisation des connaissances 
se cachent des présupposés tacites et non consignés sur les motifs de création et 
d’utilisation des données et métadonnées. Lorsque ces dernières sont utilisées à 
d’autres fins, dans d’autres contextes et à d’autres époques, la documentation sur 
ces présupposés peut ne pas exister ou s’avérer introuvable. Les statistiques sur les 
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naissances, les décès, les mariages et le nombre de poissons dans l’océan reposent 
donc sur des bases chancelantes ; pourtant, la politique publique et la recherche en 
dépendent. Il en va de même pour toutes les formes de données et de métadonnées. 
Les métadonnées sont nécessaires à la découverte, à l’interprétation et à l’utilisation 
des données, mais il faut les manipuler avec précaution. « Les données mordent », 
comme David Ribes et Steven Jackson (2013) l’ont si bien dit.
Provenance
Les métadonnées peuvent représenter de nombreuses dimensions des données. 
Pour les infrastructures de la connaissance, il est particulièrement important de pou-
voir représenter où les données sont apparues et par quel chemin elles sont parve-
nues jusqu’à nous. En anglais, le terme provenance est couramment utilisé dans le 
milieu des musées et des archives pour désigner l’historique d’un objet. L’une des 
méthodes employées par les musées pour vérifier l’authenticité d’une pièce est de 
consulter les titres de propriété ou de possession. Si une documentation continue 
permet de remonter aux origines de l’objet, celui-ci a plus de chances d’être authen-
tique. On peut s’intéresser à différents types de provenance : l’historique de conser-
vation, l’historique de création et d’altération d’un objet ou encore l’historique du 
contexte culturel où il était utilisé (Contadini, 2010).
Le terme « provenance » possède des acceptions à la fois plus restreintes et plus 
larges que celui de « métadonnée ». Entré dans la langue anglaise au XVIIIe siècle, le 
mot provenance peut désigner simplement, selon l’Oxford English Dictionary, l’ori-
gine ou l’historique de quelque chose et la documentation se rapportant à cet his-
torique. Dans un sens plus restreint, la provenance peut se référer – en français 
comme en anglais – à un type de métadonnées qui décrit l’origine des données. 
Lorsque les objets numériques sont devenus des traces juridiques et scientifiques, 
la notion de provenance s’est étendue, en théorie comme en pratique. Sur le Web, le 
concept recouvre différents aspects, tels que l’attribution d’un objet, l’instance qui 
en est responsable, son origine, les traitements qu’il a subis et le contrôle de version 
(Moreau, 2010 ; Gil et al., 2010). Connaître ou non la provenance d’un jeu de données 
peut déterminer, aux yeux des scientifiques, si un résultat est fiable, reproductible et 
admissible comme preuve ou identifier qui doit être crédité (Buneman et al., 2001 ; 
Moreau et al., 2008). La citation de données permettrait, entre autres choses, de 
mieux retracer la provenance (Uhlir, 2012). De même, certains arguments en faveur 
de la sauvegarde du processus de recherche se fondent sur le besoin de meilleurs 
registres de provenance (Gamble et Goble, 2011).
Tout comme les musées ont recours aux informations de provenance pour vérifier 
l’authenticité d’une sculpture, les scientifiques peuvent utiliser la provenance pour 
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évaluer l’authenticité, la fiabilité et l’utilité d’un jeu de données. Les registres de 
provenance permettent de connaître les protocoles de collecte des données, qu’il 
s’agisse de l’observation d’un enfant dans un parc ou de l’expression d’un gène de 
Drosophila melanogaster, des transformations subies par un jeu, des critères de net-
toyage et de réduction, des routines logicielles appliquées à chaque étape et de la 
documentation ou d’autres informations nécessaires à la réplication ou à l’interpré-
tation des résultats. Plus le chercheur ou la chercheuse se trouve loin de la source 
originelle des données, plus cette réutilisation est dépendante des informations de 
provenance. Par ailleurs, la traçabilité joue un rôle déterminant lorsqu’on combine 
des données issues de sources multiples : l’origine de chaque jeu contribuera à déci-
der de son usage, de son analyse et du degré de confiance qui lui est accordé. Enfin, 
la licence et les autres informations sur les droits peuvent être nécessaires pour 
déterminer ce qu’il est possible d’utiliser, quand, comment, et avec quelle attribution.
Les influences extérieures
Les scientifiques décident de ce qu’elles ou ils utiliseront comme données dans le 
cadre des possibilités et des contraintes des infrastructures de la connaissance où 
ils travaillent. Comme le docteur Pangloss, ils peuvent rêver d’exister dans le meilleur 
des mondes possibles, mais, comme Candide, ils doivent transiger avec le monde 
réel et ses influences extérieures (Voltaire, 1759). Ces dernières peuvent avoir une 
puissante incidence sur ce qui devient données et sur quelles données seront trans-
mises au fil du temps dans différents contextes. À mesure que les technologies, les 
politiques et les acteurs interagissent, le pouvoir de chaque partie prenante évolue. 
Les normes sociales, les marchés, le droit, les architectures techniques et le code 
informatique sont constamment rééquilibrés (Lessig, 2004).
Économie et valeurs
Les données revêtent des valeurs de nombreuses sortes, dont la valeur monétaire n’est 
qu’un exemple. Une analyse exhaustive de l’économie des données de la recherche 
serait éminemment utile, mais dépasse largement le cadre du présent ouvrage. Pour 
nos besoins, les données de la recherche seront ici considérées comme une res-
source des communs, notion que nous avons abordée au chapitre 3. En effet, les don-
nées répondent clairement à la définition des communs, « une ressource partagée 
par un groupe confronté à des dilemmes sociaux » (Hess et Ostrom, 2007b, p. 3). Un 
commun est une ressource partagée qu’il faut régir et non un espace dénué de coûts 
ou de propriété. Les modèles de production fondés sur les communs coexistent avec 
les modèles mercantiles ; la question est généralement celle de l’équilibre entre les 
deux. De même, les façons de faire fondées sur les communs peuvent donner de 
bons résultats comme des mauvais (Bollier, 2007 ; Disco et Kranakis, 2013 ; Hess 
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et Ostrom, 2007b). Suivant l’usage du terme « communs » (commons) dans un sens 
extensif par Hess et Ostrom, notre analyse envisagera cette notion à la fois comme 
un système de ressources partagées et comme un régime de droits de propriété. La 
concurrence et les « passagers clandestins » sont des dilemmes sociaux récurrents 
parce que les intérêts ne sont pas tous partagés. Les communs de la connaissance 
sont confrontés à la marchandisation, à la dégradation et au manque de pérennité. La 
connaissance, dans le contexte des communs de la connaissance, se définit comme 
« toutes les idées, informations et données intelligibles, quelle que soit la forme sous 
laquelle elles sont exprimées ou obtenues » (Hess et Ostrom, 2007b, p. 7).
La marchandisation de la littérature scientifique et la flambée des prix facturés aux 
bibliothèques ont été des moteurs du mouvement pour l’accès ouvert. Au milieu 
des années 1990, les débuts de la large diffusion des ressources numériques et la 
sévérité croissante des régimes de propriété intellectuelle ont stimulé l’étude des 
communs. À la fin des années  1980, les ressources scientifiques partagées coû-
taient très cher et le manque d’accès a conduit à leur sous-utilisation potentielle. Le 
mouvement de l’open data semble traversé par des préoccupations similaires. Les 
données numériques sont fragiles et risquent d’être perdues ; les rendre pérennes 
est difficile. Des interrogations s’élèvent : peut-être les données, du génome humain 
aux plans de lieux publics, sont-elles des ressources partagées trop précieuses pour 
être traitées en marchandises.
La métaphore de la «  tragédie des communs  » de Garett Hardin (1968) est bien 
plus connue que les nombreux travaux ayant remis en cause ses présupposés et 
ses conclusions. Les communs peuvent être régis par des acteurs multiples et en 
concurrence à condition de respecter des principes fondamentaux. Néanmoins, ces 
derniers ne doivent pas se traduire par des séries de règles pointilleuses. La gou-
vernance est un processus continu de négociation entre parties prenantes (Hess et 
Ostrom, 2007b). Nous commençons seulement à puiser des données dans les com-
muns de la connaissance. Le système du World Data Center a d’abord constitué un 
moyen de formaliser des échanges de données, qui faisaient jusque-là l’objet de troc. 
Ces modèles de gouvernance continuent de mûrir (Hugo, 2013  ; Shapley et Hart, 
1982). Les communautés des sciences de la vie et d’autres disciplines apprennent 
à administrer les ressources des communs, telles que les grands ensembles de don-
nées de référence.
Pour étudier la valeur des données de la recherche, il est important de connaître 
quelques principes de base de l’économie de l’information. Les biens peuvent être 
classés en fonction de deux dimensions, dans une simple matrice binaire. La pre-
mière dimension est le degré auquel des individus peuvent se voir interdire l’usage du 
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bien considéré. Elle correspond à la distinction classique entre les biens publics purs, 
comme les couchers de soleil, pour lesquels l’exclusion est difficile, et les biens pri-
vés purs, tels que les objets physiques que l’on peut posséder, pour lesquels exclure 
est aisé. La deuxième dimension est la rivalité ou soustractibilité (subtractability). Si 
la rivalité est forte (le bien est rival), cela signifie que la consommation par une per-
sonne en prive les autres, comme lorsqu’on possède un ordinateur ou une voiture. Si 
la rivalité est faible (le bien est non rival), l’utilisation par une personne ne gêne pas 
l’utilisation par d’autres, comme dans le cas de l’abonnement à une revue (Hess et 
Ostrom, 2007b, p. 8-9). Les caractéristiques économiques de biens informationnels 
peuvent dépendre autant de leur « emballage » que de leur contenu. Par exemple, 
un même logiciel peut être distribué en open source ou vendu en tant que produit 
commercial ; la même information peut être diffusée dans un fichier numérique ou 
dans un ouvrage imprimé. Le fichier est certes non rival, mais une seule personne 
peut détenir ou lire le livre physique à un moment donné (Disco et Kranakis, 2013 ; 
Kelty, 2008).
La recherche peut être classée dans n’importe laquelle des quatre catégories de 
cette matrice binaire, comme le montre le tableau 4.1. Les biens publics, dont l’exclu-
sion est difficile et qui présentent une faible rivalité, sont ceux qui ont reçu le plus 
d’attention dans les discussions sur la valeur des données. Lorsque les données sont 
diffusées avec peu de restrictions d’utilisation, elles peuvent être traitées comme des 
biens publics (Berman et al., 2010 ; David et al., 2010 ; David, 2004a ; Guibault, 2013 ; 
Murray-Rust et al., 2010 ; Pearson, 2012 ; Wilbanks, 2009, 2011).
Ostrom et d’autres placent les bibliothèques dans la catégorie des réservoirs com-
muns de ressources, qui présentent une rivalité forte et dont l’exclusion est difficile 
(Hess et Ostrom, 2007b ; Ostrom et Ostrom, 1977). La plupart des référentiels de 
données se trouvent également dans cette catégorie : ils constituent des réservoirs 
communs de ressources parce que les communautés investissent dans ces contenus 
partagés et qu’une gouvernance y est nécessaire. Avec la hausse des coûts des livres 
et des revues, les communs de la connaissance ont risqué l’enclosure, qui transforme 
les biens publics en biens privés. Les bibliothèques ne pouvaient plus acquérir autant 
de ressources et leur capacité à y donner accès est devenue plus restreinte. La réus-
site des communs de la connaissance dépend de la capacité à limiter les enclosures, 
à rendre l’exclusion difficile et à pérenniser des modèles de gouvernance efficaces. 
Bibliothèques, archives, référentiels de données et autres ressources en informations 
partagées sont confrontés en permanence à la menace des « passagers clandes-
tins », des enclosures et de l’absence de pérennisation (David, 2003, 2004b ; Disco 
et Kranakis, 2013 ; Kranich, 2004, 2007 ; Lessig, 2001, 2004).
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Hess et Ostrom situent les abonnements à des revues dans la catégorie des biens 
de club, dont l’exclusion est facile et qui présentent une rivalité faible. Les données 
qui ne sont accessibles qu’en supplément de revues payantes appartiennent aussi 
à cette catégorie, tout comme les services qui proposent d’accéder à des données 
moyennant un abonnement. Les référentiels de données qui ne sont accessibles 
qu’aux membres cotisants d’un consortium peuvent aussi être considérés comme 
des biens de club. On ajoutera à ces exemples les données commerciales, telles que 
les flux des médias sociaux. Le dernier quadrant, les biens privés, dont l’exclusion 
est facile et pour qui la rivalité est forte, consiste en des biens physiques ou consom-
mables dans la plupart des analyses économiques (Hess et Ostrom, 2007b ; Ostrom 
et Ostrom, 1977). De nombreuses données peuvent être considérées comme des 
biens privés parce qu’elles ne sont pas prêtes à l’emploi comme un logiciel plug and 
play. Ainsi, l’expertise, les instruments, les logiciels et le matériel peuvent créer des 
rivalités autour des données.
Tableau 4.1. Types de données dans un commun de la connaissance
Source : Adapté à partir de la matrice des types de 



















Dans le meilleur des mondes possibles, les données numériques seraient des biens 
publics. Paul David (2003, p. 4) estime, dans une analyse des données, de l’informa-
tion et de la connaissance en tant que biens économiques, que les idées sont l’équi-
valent du feu plutôt que du charbon. Il cite Thomas Jefferson, qui déclarait en 1813 : 
« Celui qui reçoit une idée de moi reçoit un enseignement qui ne diminue pas le mien, 
tout comme celui qui allume sa chandelle à la mienne reçoit de la lumière sans me 
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plonger dans l’obscurité »2. Les données ne sont pas des idées, certes, néanmoins 
on peut réaliser de multiples copies parfaites d’objets numériques sans dégrader les 
originaux. Cependant, elles peuvent devenir des biens privés lorsque l’exclusion est 
aisée et la rivalité forte. En effet, la mainmise exclusive sur des données peut offrir 
un avantage concurrentiel à des personnels de recherche, des scientifiques, des ins-
titutions, des gouvernements ou des sociétés privées. Par exemple, contrôler l’accès 
à des données sur la découverte de médicaments et des essais cliniques peut déter-
miner quelle société sera la première sur le marché. Les données qui revêtent une 
telle valeur scientifique et commerciale sont la préoccupation première de la gou-
vernance des communs de la connaissance. Lorsque les universités, les organismes 
publics de financement et les sociétés pharmaceutiques s’allient dans la recherche 
de  médicaments, ils cherchent à diffuser les données dans l’intérêt du public tout 
en protégeant le commerce privé (Boulton, 2012 ; Edwards et al., 2009 ; Edwards, 
2008a ; Goldacre, 2012 ; Thomas, 2013).
Les données de la recherche présentent souvent une rivalité forte en raison du savoir-
faire humain et du dispositif technique qui leur sont associés. Même au sein des 
communautés possédant l’une et l’autre, elles peuvent être traitées comme des mar-
chandises dans une culture du don et du contre-don. Elles peuvent être marchandées 
et troquées contre d’autres données, un financement ou du capital social (Hilgartner 
et Brandt-Rauf, 1994 ; Lyman, 1996 ; Wallis et al., 2013). Dans d’autres cas, les don-
nées constituent davantage une matière première qu’un bien pouvant être échangé 
sur un marché. En effet, extirper des données du savoir-faire et du dispositif qui leur 
sont associés peut nécessiter un investissement considérable dans les représenta-
tions, les métadonnées et la provenance. Il faut parfois divulguer en même temps 
le logiciel, le code, les scripts et d’autres outils. Ici, la distinction entre données et 
représentations est essentielle : ce sont en effet ces dernières qui sont échangées. 
Or de nouvelles représentations peuvent être nécessaires pour rendre ces données 
utiles à d’autres parties.
Ainsi, les quatre catégories dépendent de l’utilisation des données et non de leurs 
caractéristiques inhérentes. Par exemple, la structure d’une protéine peut constituer 
un bien privé lorsqu’elle est détenue par une société pharmaceutique, un bien de club 
quand elle est jointe à un article de revue accessible uniquement sur abonnement 
(payant), faire partie d’un réservoir commun de ressources quand elle est déposée 
dans un référentiel comme la Protein Data Bank et constituer un bien public si elle est 
diffusée comme donnée ouverte avec des restrictions de licence minimes.
2.  Traduction de Marie Lebert in suber, Peter. 2016. Qu’est-ce que l’accès ouvert  ? [en ligne], 
 Marseille : openedition Press.
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Droits de propriété
Les données sont-elles des biens ? Les juristes répondront : « ça dépend ». Le droit, 
les politiques et les pratiques relatives à la détention, au contrôle et à la diffusion de 
données varient en fonction des organismes de financement, des gouvernements 
et des juridictions. Le droit des biens, le droit de la propriété intellectuelle, le droit 
des bases de données, les contrats et les réglementations s’entremêlent au point 
d’embrouiller les scientifiques, les juristes, les bibliothécaires, le législatif et le grand 
public. Dans les politiques en matière de recherche, les droits de propriété et l’éco-
nomie des données sont étroitement liés (Dalrymple, 2003 ; David et Spence, 2003 ; 
David, 2003 ; Esanu et Uhlir, 2004 ; Scotchmer, 2003 ; Uhlir, 2007). Chacun de ces 
facteurs est susceptible d’avoir des répercussions sur le moment et la manière dont 
un chercheur ou une chercheuse traite quelque chose en donnée.
Que les données relèvent ou non de la propriété intellectuelle, elles sont souvent 
traitées comme telles. Même celles dites « ouvertes » sont mises sous licence par les 
personnels de recherche, les universités et d’autres parties (Ball, 2012 ; Hirtle, 2011 ; 
Korn et Oppenheim, 2011 ; Wilbanks, 2013). La confusion qui règne autour de la pro-
priété, des droits, des devoirs et des conditions de diffusion des données constitue 
un obstacle significatif pour l’accès à celles-ci (David et Spence, 2003 ; Erdos, 2013a, 
2013b). Illustrons les problèmes de propriété qui peuvent se poser lors de la collecte 
ou de la création des données par quelques exemples. Imaginons qu’une chercheuse 
souhaite acquérir des informations à partir de bases de données d’éditeurs ou de 
réseaux sociaux (par exemple Twitter ou Facebook). Elle pourra peut-être le faire 
selon les clauses contractées avec les sociétés qui les gèrent. Si elle acquiert des 
données grâce à une interface de programmation d’application (API, pour application 
programming interface), en copiant des sites web ou par d’autres moyens automati-
sés, le contenu n’en reste pas moins soumis au droit des biens, bien que les droits de 
propriété puissent être plus difficiles à déterminer ou à faire respecter. Des clauses 
semblables peuvent s’appliquer à des données issues d’organismes publics, comme 
les notes d’élèves rassemblées par les académies. Les chercheurs et chercheuses 
obtiennent ces données dans le cadre de contrats qui régissent leur utilisation, les 
personnes qui y recourent, la période, les modalités de publication et les conditions 
de dépôt ou de partage.
Pour reproduire un contenu dans une publication, il faut souvent obtenir l’autorisation 
écrite de son ayant droit, ce qui peut s’avérer compliqué. Si cette personne peut être 
identifiée, contactée et qu’elle accorde sa permission, l’auteur ou l’autrice suivra les 
consignes de la maison d’édition et les lois en vigueur. Les règles peuvent différer 
selon qu’il s’agit de textes, de photographies, d’images, d’enregistrements audio et 
vidéo ou d’autres genres de contenu. Disposer de principes directeurs pour différents 
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types de contenu est utile, mais il y a peu de chances que des règles définitives soient 
instaurées, puisque la technologie évolue plus rapidement que le droit (Hirtle et al., 
2009 ; Visual Resources Association, 2012).
Travailler avec des contenus suffisamment anciens pour relever du domaine public 
ne dégage pas les scientifiques des contraintes liées à la propriété. En effet, une 
représentation d’objet peut être soumise au droit d’auteur indépendamment du sta-
tut de l’objet lui-même. Ainsi, les archives et les musées peuvent vendre ou autoriser 
l’usage de versions numériques de manuscrits ou d’autres objets de collection qu’ils 
possèdent. Un ou une artiste peut céder un tableau à un musée tout en conservant 
le droit d’en faire des reproductions. Pour publier une photographie d’un objet, un 
auteur ou une autrice peut avoir besoin de l’autorisation de la ou du propriétaire 
de celui-ci, de la ou du photographe et parfois d’autres parties encore. Les musées 
restreignent l’accès aux images des œuvres de leurs collections, mais commencent 
à partager davantage de contenus en accès ouvert (Getty Research Institute, 2013 ; 
Whalen, 2009).
Le problème de propriété le plus compliqué pour les scientifiques concerne les 
« œuvres orphelines », c’est-à-dire des œuvres dont on ne peut déterminer le sta-
tut au regard de la propriété intellectuelle ou, si on y parvient, dont l’ayant droit ne 
peut être identifié ou contacté, ou dont on n’obtient aucune réponse (Hirtle, 2012 ; 
Society of American Archivists, 2009 ; United States Copyright Office, 2006). Plus 
de 75 % de tous les livres connus seraient des œuvres orphelines (Grafton, 2007) et 
jusqu’aux deux tiers du corpus de Google Books (Courant, 2009 ; Lewis et al., 2010 ; 
Samuelson, 2009a, 2010).
Les œuvres orphelines sont un exemple des anticommuns, c’est-à-dire de cas où 
des ressources informationnelles rares sont sous-employées en raison d’un excès de 
droits de propriété intellectuelle ou de brevets (Hess et Ostrom, 2007a). Lorsqu’elles 
et ils ne peuvent reproduire, réutiliser ou citer des contenus qui les intéressent, les 
scientifiques peuvent être contraints de sélectionner des contenus moins adap-
tés à leur piste de recherche, voire d’abandonner complètement leur investigation 
(J. E. Cohen, 2012  ; Lessig, 2001, 2004  ; Nisbet, 2005). Les données régies à la 
manière de réservoirs communs de ressources, comme les données météorolo-
giques ou les génomes de drosophiles, peuvent se retrouver sous-utilisées si leurs 
membres s’efforcent d’en restreindre l’accès ou de violer les règles de gouvernance 
(Edwards, 2013 ; Kelty, 2012).
Une solution partielle au problème des œuvres orphelines consiste à intégrer 
des informations de licence sous forme de métadonnées dans les documents 
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 numériques. Ainsi, l’être humain ou le moteur de recherche peut retrouver des objets 
numériques qui répondent à ses besoins en matière d’usage, dans la mesure où les 
droits de propriété et les informations de licence peuvent être spécifiés. En théorie, 
les scientifiques pourraient distinguer les objets utilisables sans restriction de ceux 
qui ne le sont pas et de ceux qui peuvent être utilisés sous certaines conditions 
de licence. Cependant, ces solutions techniques posent problème. En effet, enco-
der des informations de licence s’avère plus difficile que ce que l’on pensait. Les 
licences Creative Commons – la forme de licence en accès ouvert la plus utilisée au 
monde – sont conçues pour être lisibles par des machines, par des êtres humains et 
par des juristes (Creative Commons, 2013). On peut identifier des catégories géné-
rales d’utilisation, mais la réutilisation d’objets peut être soumise à des conditions 
supplémentaires. L’accès ouvert aux articles de revue est difficile à encadrer parce 
que ceux-ci peuvent être « ouverts » à différents égards. Certains sont accessibles 
gratuitement, parfois sous forme de contenu structuré et interrogeable. La licence 
de certains articles, livres et autres travaux peut autoriser une utilisation de l’œuvre 
entière, d’autres permettent la réutilisation de sous-ensembles, et toutes peuvent 
avoir des conditions d’attribution différentes. L’atomisation de licences de propriété 
intellectuelle, parfois appelée « cumul de licences », a créé des barrières juridiques 
et techniques à la réutilisation des données (Van Houweling, 2009). Pour compliquer 
plus encore la tâche, il existe une distinction juridique entre la lecture de textes pour 
leur contenu et « l’utilisation sans consommation », telle que l’indexation ou les ana-
lyses statistiques qui « n’exploitent pas la finalité créative et expressive de l’œuvre » 
(Australian Law Reform Commission, 2014). Les exceptions au droit de la propriété 
intellectuelle à des fins d’utilisation sans consommation ont constitué un point sail-
lant de l’affaire Google Books (Samuelson, 2009b).
Les scientifiques rencontrent ces problèmes de droits de propriété dans le cadre 
du contrôle et de la diffusion de leurs propres données, ainsi que dans le cadre de 
l’accès aux contenus qu’elles et ils veulent utiliser comme données. Il ne devrait pas 
être nécessaire de recourir à des juristes spécialisés en propriété intellectuelle pour 
déterminer quelles données on peut ou doit divulguer, quand et comment. Les scien-
tifiques peuvent se montrer réticents à exploiter des données dont on ne peut pas 
déterminer les droits, qui sont difficiles à obtenir ou pour lesquelles ils risquent de 
porter indûment la responsabilité. Les droits et les devoirs associés aux données se 
trouvent au premier plan des préoccupations des politiques de l’information.
Éthique
La perception de ce qui est bien et de ce qui est mal dans une situation donnée varie 
de façon incommensurable selon les époques, les cultures et les circonstances. Le 
choix de données de recherche n’est pas épargné par ces considérations éthiques. 
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Ainsi, des méthodes de collecte jugées novatrices il y a quelques décennies, comme 
l’étude de Tuskegee sur la syphilis (Jones, 1981) ou les expériences de Milgram (1947) 
en psychologie sociale, ont plus tard été regardées comme abominables. S’il s’agit là 
d’exemples extrêmes dont le caractère inacceptable apparaît clairement au vu des 
normes d’aujourd’hui, de nombreux domaines se trouvent en zone grise, tandis que 
d’autres sont soumis à une réglementation et à la législation.
La déontologie quant à ce qui peut être traité en donnée, comment, quand et pourquoi 
évolue rapidement maintenant que les enregistrements numériques deviennent la 
norme et que le data mining gagne en sophistication. Les données personnelles sont 
les plus litigieuses. Les notions de confidentialité, d’anonymat et de vie privée évo-
luent de manière imprévue. Des données concernant des sujets humains, autrefois 
considérées comme parfaitement anonymisées, peuvent maintenant être identifiées 
en les combinant à d’autres sources, ce qui permet aux data miners de constituer 
des profils très complets sur les individus. Dans certains domaines, la divulgation des 
données est soumise à des restrictions sévères, tandis que dans d’autres, les sujets 
de recherche sont nommés et identifiés, soit pour leur attribuer le mérite de leurs 
contributions, soit pour faciliter la combinaison des données. Certains chercheurs et 
chercheuses analysent les données des réseaux sociaux recueillies par des sociétés 
privées, alors que d’autres remettent en cause la moralité de ces sociétés autori-
sées à collecter ces données personnelles (Bruckman et al., à paraître ; Ohm, 2010 ; 
 Wilbanks, 2009 ; Zimmer, 2010).
La recherche sur des personnes vivantes – appelées sujets humains – est réglemen-
tée afin que les personnes soient traitées de manière éthique et que les informations 
recueillies sur elles restent confidentielles. Les personnels de recherche doivent res-
pecter la vie privée au cours de la collecte, de la communication et de la diffusion 
des données. Il est généralement obligatoire de recueillir le consentement éclairé 
des sujets. Des comités locaux de protection des personnes ou leurs équivalents 
(human subjects review committees) ont souvent le dernier mot sur les données pou-
vant être divulguées et celles devant être détruites à la fin du projet de recherche, 
ce qui conduit à des applications inégales des règles déontologiques (Association of 
Internet Researchers, 2012 ; National Research Council, 2013 ; US Department of 
Health and Human Services, 1979).
Le recours d’une étude à des sujets humains dépend d’abord de la définition des 
termes «  recherche  » et «  sujets humains  ». Ces termes sont clairement établis 
dans les réglementations de tout organisme de financement, instance  décision-
nelle  et comité local de protection des personnes. Les spécialistes des sciences 
sociales assimilent ces règles et procédures au cours de leur formation universitaire. 
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Elles et ils y apprennent les règles en vigueur dans leurs disciplines, organismes et 
 universités. S’ils partent dans un autre établissement ou un autre pays, ou s’asso-
cient avec des scientifiques venus d’ailleurs, ils apprennent souvent de nouvelles 
règles ou des variantes de celles-ci.
Les spécialistes des sciences humaines, des sciences exactes et des technologies 
sont généralement moins au fait de ces réglementations, car elles ne sont pas 
ancrées dans leur formation universitaire ou leurs pratiques de recherches. Les 
données que l’on peut recueillir dans le respect de la déontologie ne seront pas les 
mêmes d’une discipline à l’autre. Les chercheurs et chercheuses peuvent ignorer que 
leurs activités de recherche sont soumises à une réglementation particulière. Si une 
équipe d’ingénieurs installe des caméras dans un vestibule sur un campus afin de 
perfectionner des algorithmes de reconnaissance faciale, est-ce de la recherche sur 
des sujets humains ? La localisation du vestibule dans le bâtiment du département 
d’ingénierie ou dans un dortoir a-t-elle une importance ? Le fait que les données 
soient détruites à la fin du projet change-t-il la donne ? Et qui a accès à ces données ? 
Si un étudiant ou une étudiante en philosophie observe des enfants faire du sport 
dans un jardin public pour étudier leur gestion du conflit, s’agit-il de recherche sur 
des sujets humains ? Le fait d’avoir obtenu l’autorisation du parc, de l’équipe ou des 
parents a-t-il une importance ? Faut-il prévoir un formulaire de consentement pour 
chaque enfant et parent ? La réponse à la plupart de ces questions sera un juridique-
ment correct « ça dépend ».
La diffusion de données associées à la recherche sur des animaux, des espèces 
menacées, des déchets toxiques, des maladies infectieuses et d’autres sujets sen-
sibles fait l’objet de réglementations et de préoccupations éthiques (J. Cohen, 2012 ; 
Enserink et Cohen, 2012 ; Enserink, 2006, 2012b ; Fouchier et al., 2012). Les données 
climatiques sont devenues sensibles ces dernières années en raison de la dimension 
politique du réchauffement de la planète. En effet, des cas où des données ont été 
sorties de leur contexte ou délibérément faussées ont incité à la prudence quant à la 
diffusion de celles-ci (Kintisch, 2010).
Les réservoirs communs de ressources, au sens économique, peuvent être très 
 litigieux. Des sources précieuses de données scientifiques, telles que les sites 
archéologiques, les manuscrits anciens et les espèces rares, peuvent être considé-
rées soit comme appartenant au patrimoine mondial, soit comme la propriété cultu-
relle d’un pays ou d’une population, soit comme des biens privés. Les avis divergent 
fortement sur la moralité du fait de contrôler ces sources pour obtenir un  avantage 
concurrentiel. Dans certains domaines et dans certains pays, protéger indéfini-
ment des  contenus pour les exploiter est une pratique acceptée, quand d’autres la 
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jugent contraire à l’éthique. Les pratiques varient selon les époques et les lieux et 
se heurtent dans le cadre des collaborations internationales et interdisciplinaires. À 
mesure que les échanges de données s’accélèrent, que les technologies gagnent en 
sophistication et se diffusent plus largement et que les frontières nationales et dis-
ciplinaires se brouillent, ces tensions éthiques vont vraisemblablement s’accentuer.
Conclusion
La diversité des données n’est pas seulement liée à la variété des méthodes de 
recherche dans l’ensemble des domaines, mais aussi aux nombreuses manières dont 
des observations, des objets, des traces, des textes, des spécimens, des personnes, 
des animaux ou d’autres entités peuvent être représentées en tant que données. 
Les disciplines se distinguent par ces facteurs et par d’autres encore, comme les 
objectifs de leurs projets de recherche, leurs méthodes de collecte et d’analyse de 
données et leurs choix en faveur de sources nouvelles ou de ressources existantes. 
Les scientifiques peuvent travailler au plus près des origines des idées ou des phéno-
mènes étudiés, ou bien à grande distance, que celle-ci soit temporelle, spatiale, théo-
rique, méthodologique, linguistique ou autre. La même entité peut être représentée 
de nombreuses manières, par de nombreux moyens et à de nombreuses fins, sur de 
longues périodes. Dans le processus de représentation, ces entités peuvent acquérir 
beaucoup de noms différents, qui peuvent être agencés de nombreuses manières. 
Les métadonnées, c’est-à-dire les informations structurées utilisées pour gérer les 
données et d’autres ressources informationnelles, comprennent les noms, les éti-
quettes et les relations employés pour représenter les données. Les mécanismes de 
classification que sont les taxonomies, les thésaurus et les ontologies sont ensuite 
utilisés pour organiser ces métadonnées. Puisqu’une même entité peut être repré-
sentée de nombreuses manières pour mettre en évidence différents phénomènes, 
c’est le contexte qui détermine quand elle est une donnée et quand elle est une 
métadonnée.
Les métadonnées, la provenance et les mécanismes de classification facilitent 
l’échange de données au sein des communautés. Elles peuvent aussi être source 
de friction dans les collaborations et marquer les frontières entre communautés 
de recherche. Des facteurs externes peuvent déterminer si les données sont trai-
tées en biens économiques, comment et pourquoi. Les mêmes données peuvent 
constituer des biens publics purs, des biens privés purs, des réservoirs communs 
de ressources ou des biens de club à différentes étapes ou même simultanément. 
Les droits de propriété et la déontologie associés aux données dépendent eux aussi 
largement du contexte. Reconnaître la diversité des données, des représentations et 
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des points de vue divergents des parties prenantes sur les questions de valeur, de 
droit et d’éthique est essentiel à la conception d’infrastructures de la connaissance 
efficaces. Les sources de tensions sont nombreuses, comme nous le développerons 
dans les études de cas à suivre.
II. Études de cas en travail 
scientifique des données
La partie II jette les bases des analyses de la partie III, « Politiques et pratiques 
en matière de données ». Bien que la littérature regorge d’études de l’activité de 
recherche au sein de plusieurs disciplines, notamment dans les sciences exactes, 
les différences de méthodes et de buts de chacune rendent leur comparaison 
délicate. Les pratiques de recherche des sciences humaines et sociales sont 
moins bien étudiées, en particulier en ce qui concerne leur utilisation des don-
nées. La partie II compare le travail scientifique des données dans les sciences 
exactes, les sciences sociales et les sciences humaines en fonction des facteurs 
identifiés au chapitre 4. 
Chacun des trois chapitres à suivre comporte deux études de cas. La première étude 
de chaque chapitre montre un exemple de travail scientifique des données nécessi-
tant de grands volumes d’informations, tandis que le second illustre un travail ayant 
recours à des types de données plus modestes et localisés. Environ la moitié de 
ces études de cas sont tirées de travaux empiriques que nous avons menés avec 
d’autres collaborateurs et collaboratrices : nous citons les publications rapportant 
nos résultats au fur et à mesure. L’autre moitié  a été élaborée spécialement pour 
le présent ouvrage. Les études de cas du chapitre 5 comparent l’astronomie avec 
la science et la technologie des réseaux de capteurs. Au chapitre 6, les enquêtes 
et les médias sociaux s’opposent aux études sociotechniques de la science et de 
la technologie des réseaux de capteurs. Le chapitre 7, sur le travail scientifique des 
données dans les sciences humaines, développe des cas tirés de l’histoire de l’art et 
de l’archéologie antiques par opposition à une analyse approfondie de la philologie 
bouddhiste chinoise. Certaines de ces études de cas comportent plusieurs exemples. 
L’aide reçue pour étudier ces cas est expliquée plus longuement dans la section des 
remerciements à la fin du livre.
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Par nature, les études de cas sont plus propices à l’approfondissement de 
l’analyse qu’à la généralisation. Présenter chaque exemple dans une structure 
parallèle rend possibles la comparaison et la formation de perspectives plus 
générales. Nous devons cependant émettre plusieurs mises en garde. Chaque 
cas représente l’activité d’un ou plusieurs laboratoires sous le prisme du travail 
scientifique de leurs données. Aucun de ces exemples ne saurait être considéré 
comme un archétype de la conduite de la recherche dans l’intégralité d’une disci-
pline. Les six études de cas se veulent assez restreintes pour caractériser les pra-
tiques d’un chercheur, d’une chercheuse ou d’un laboratoire, mais suffisamment 
larges pour évoquer l’ensemble des problèmes rencontrés par les scientifiques 
dans tout le domaine.
Chaque cas est présenté sous l’angle du travail scientifique des données, en 
adoptant la perspective théorique des sciences de l’information. Les scienti-
fiques ne se décriraient vraisemblablement pas de cette manière ; il s’agit plutôt 
de réflexions sur leur travail. Nous utilisons ces cas pour expliciter les provoca-
tions présentées au chapitre 1, mettant ainsi en évidence les infrastructures de la 
connaissance, les tensions entre parties prenantes et l’éventail des motivations 
et des pratiques de collecte, de partage et de réutilisation des données.
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données dans les sciences exactes
Introduction
Les sciences exactes recouvrent la recherche sur le monde naturel, notamment 
l’étude de la faune et de la flore, des phénomènes biologiques et physiques et de 
leurs interactions. Pour les besoins du présent ouvrage, le terme générique « sciences 
exactes » englobe les disciplines que l’on désigne en Amérique par l’acronyme STEM 
(Science, Technology, Engineering, and Mathematics). Qu’elles soient lourdes ou 
légères, les sciences exactes emploient aujourd’hui des logiciels, des méthodes com-
putationnelles et des statistiques pour leur recherche. La numérisation des recueils, 
des outils et des technologies y est la norme, de même que les objets matériels 
de toutes sortes : spécimens, lames, substances chimiques… Nos provocations se 
fondent sur la diversité des données et de la recherche entre les domaines et en leur 
sein. Dans certains d’entre eux, les infrastructures de la connaissance fonctionnent, 
du moins pour l’heure. Dans d’autres, des questions fondamentales sur la propriété 
des données, leur contrôle, leur partage, leur échange, leur pérennité, les risques 
et les responsabilités qu’elles suscitent sont âprement débattues. Enfin, un petit 
nombre de domaines commence tout juste à voir des tensions apparaître.
Les méthodes de recherche 
et les pratiques en matière de données
Les sciences exactes sont tout aussi cosmopolites que d’autres domaines d’érudi-
tion. Les références à la « méthode scientifique » ou aux « normes scientifiques » 
sont trompeuses, car il n’existe pas une, mais de nombreuses méthodes. La pano-
plie classique des normes scientifiques avancée par Robert Merton, il y a plusieurs 
générations de ça (Merton, 1963a, 1970, 1973 ; Storer, 1973), a laissé place à une 
vision bien plus nuancée du caractère émergent et varié des pratiques savantes. 
Des notions telles que les communautés de pratique (Lave et Wenger, 1991) et les 
cultures épistémiques (Knorr-Cetina, 1999) fournissent des cadres mieux aptes à cer-
ner les pratiques en matière de données d’aujourd’hui.
La dichotomie entre science lourde (ou mégascience) et science légère proposée par 
Derek de Solla Price est une autre manière d’envisager la diversité des méthodes de 
recherche appliquées aux sciences exactes. Certaines disciplines, comme l’ astronomie 
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ou la physique, œuvrent en vastes collaborations  décentralisées ; celles-ci partagent 
souvent des infrastructures instrumentales colossales bâties sur des années. D’autres, 
comme l’écologie de terrain ou la biologie du comportement des oiseaux, travaillent 
en petits groupes et utilisent des technologies adaptées aux contraintes locales. Des 
aspects tels que la quête de connaissance théorique ou d’applications concrètes, 
comme nous l’avons décrit au chapitre 4, exercent également une influence profonde 
sur les pratiques en matière de données et les infrastructures de la connaissance 
nécessaires.
Les ensembles de données numériques représentent, dans certaines disciplines, 
des ressources communautaires essentielles, alors qu’elles sont inexistantes dans 
d’autres. Les méthodes élaborées dans un champ peuvent rester cantonnées à 
l’échelle locale ou être adaptées à d’autres domaines. Par exemple, BLAST (acro-
nyme de Basic Local Alignment Search Tool, « outil basique local de recherche d’ali-
gnement ») est un outil développé pour apparier des séquences ADN (Altschul et 
al., 1990). Algorithme permettant d’identifier rapidement des chaînes de caractères, 
BLAST a depuis été utilisé comme méthode d’identification pour du texte, du son et 
des images. Les tableurs, à l’origine créés pour des applications commerciales, sont 
largement utilisés dans les sciences exactes. Dans certains cas, c’est la principale 
méthode de gestion des données. Dans d’autres, ils constituent le plus petit déno-
minateur commun des solutions de partage de données entre des groupes utilisant 
des outils incompatibles. Les modalités, la temporalité et les raisons du transfert de 
méthodes et d’outils entre domaines sont encore mal connues.
Études de cas en sciences exactes
Parce qu’elle est l’un des plus anciens domaines de recherche et qu’elle est familière 
aux scientifiques comme au grand public, l’astronomie est un cas idéal pour entamer 
notre exploration des pratiques en matière de données dans différentes disciplines. 
Les connaissances astronomiques étaient indispensables à l’agriculture, à la navi-
gation et à la religion  ; ces applications se poursuivent aujourd’hui. Galilée fut le 
premier scientifique à se rendre compte de l’intérêt des télescopes pour l’observa-
tion du ciel et améliora ces technologies pour ses propres travaux. Ses notes sur le 
mouvement des satellites de Jupiter en 1610 sont des documents canoniques de la 
science moderne. La recherche en astronomie nous donne un aperçu du big data, des 
sciences physiques et des infrastructures de la connaissance. C’est une science du 
temps long, qui recourt largement aux technologies de l’information pour recueillir, 
analyser et visualiser des données.
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La science et la technologie des réseaux de capteurs, la deuxième étude de cas de 
ce chapitre, présentent de nombreux contrastes avec l’astronomie. La télédétection 
par caméras satellites a révolutionné les sciences de l’environnement en fournissant 
de vastes vues de la Terre depuis le ciel. Les réseaux de capteurs intégrés, à l’inverse, 
fournissent des clichés microscopiques de l’environnement depuis le sol. Ils peuvent 
être déployés aux fins d’une collecte continue de données sur de longues périodes 
ou pour une brève étude de phénomènes spécifiques.
La recherche en réseaux de capteurs nous offre un aperçu de ce que sont la science 
légère, les sciences de la vie, la recherche technologique et les collaborations inter-
disciplinaires.
Ces deux études de cas, qui s’appuient sur des exemples tirés de projets dans les 
champs concernés, permettent de comparer la sélection, la création, l’utilisation, le 
partage, la réutilisation, la gestion et la conservation des données dans les sciences 
exactes, ainsi que l’évolution de la recherche dans un monde interconnecté. Deux cas 
ne sauraient néanmoins suffire à représenter toute la diversité du travail scientifique 
des données. Ceux-ci, et ceux des deux chapitres suivants, ont été choisis pour les 
contrastes qu’ils présentent, pour les données probantes dont ils disposent et pour 
leurs résonances avec les provocations.
Les études des cas des sciences exactes illustrent le caractère complexe et brouillon 
du processus de recherche, la difficulté à séparer les données d’observation des 
instruments utilisés pour les recueillir et des méthodes employées pour les analy-
ser, ainsi que les nombreuses étapes de la manipulation des données pour qu’elles 
deviennent interprétables et puissent mettre en évidence des phénomènes. Chaque 
étude commence par un examen des sources de données et se termine par une 
explication de la conduite de la recherche grâce à ces données.
L’astronomie
L’histoire de l’astronomie est longue, riche et bien attestée. D’après l’Oxford English 
Dictionary, l’astronomie, dans son acception contemporaine, « étudie l’univers au-
delà de l’atmosphère terrestre, y compris les objets célestes et les phénomènes 
extra-terrestres, ainsi que la nature et l’histoire de l’univers ». Ses frontières, comme 
pour tout domaine de recherche, sont poreuses. Les astronomes collaborent fré-
quemment avec des spécialistes de la physique, de l’ingénierie et de l’informatique. 
Certains comptent également des partenaires dans le domaine de la statistique, de 
la médecine, de la biologie, de l’art et du design et d’autres encore.
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L’astronomie présente de nombreuses caractéristiques qui nous aideront à éclairer 
les grandes thématiques de ce livre. C’est un domaine qui relève du big data et dispose 
de décennies d’expérience en matière de données numériques et de calcul. Au cours 
de cette période, les astronomes ont été confrontés au bouleversement des pra-
tiques en matière de données, passant d’un travail solitaire à de vastes collaborations 
et de la maîtrise locale des instruments à des ressources internationales partagées. 
L’astronomie est devenue une discipline tout aussi diverse que le reste des sciences, 
constituée de poches de big data, de little data et parfois, de zéro data. Certaines et 
certains astronomes sont des pionniers du partage et de la réutilisation de données ; 
d’autres sont connus pour conserver jalousement leurs ressources. Ces scientifiques 
ont bâti une infrastructure de la connaissance sophistiquée pour coordonner des res-
sources informationnelles à l’échelle mondiale ; pourtant, ils dépendent de l’exper-
tise humaine pour identifier les relations entre objets. Des lacunes subsistent dans 
leur capacité à trouver et exploiter des ressources informationnelles.
Notre étude de cas se concentre sur l’astronomie en tant que science observation-
nelle  ; les exemples présentés ici ne sont pas représentatifs de l’ensemble de la 
discipline. Le périmètre de l’étude est suffisamment large pour explorer les sources, 
les utilisations et le traitement final des données, mais suffisamment restreint pour 
proposer des explications cohérentes des choix de données dans un domaine et jeter 
les bases d’une analyse du partage, de la réutilisation et de la responsabilité dans les 
chapitres suivants. Le contenu est tiré de la littérature publiée et de recherches en 
cours sur les pratiques en matière de données dans la discipline. Notre exemple de 
conduite de recherche en astronomie résulte d’entretiens, d’observations et d’autres 
analyses du travail d’un laboratoire basé au Harvard-Smithsonian Center for Astro-
physics (CfA) (Borgman, 2013 ; Borgman et al., 2014 ; Sands et al., 2014 ; Wynholds 
et al., 2011, 2012).
La taille compte
L’envergure des collaborations et les volumes de données manipulés varient grande-
ment en astronomie. Jusqu’à la seconde moitié du XXe siècle, la discipline s’exerçait 
en solitaire. Galilée possédait ses propres télescopes et avait une maîtrise totale 
sur ses données. Les télescopes modernes, comme Hale de l’observatoire Palomer 
qui, avec ses cinq mètres, a longtemps été le plus grand du monde, appartenaient 
à des sociétés privées et seuls quelques astronomes triés sur le volet pouvaient y 
accéder. Entre l’inauguration de Hale en 1948 et celle des Gemini de huit mètres 
en 1999, le télescope est devenu un outil de recherche bien différent. En parallèle, 
l’astronomie s’est mise à attirer les fonds publics, ce qui a conduit à une évolution 
culturelle dans la discipline. Beaucoup plus d’astronomes disposaient d’un temps 
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de télescope, ainsi que d’un accès aux données (McCray, 2004). La communauté 
mondiale des  astronomes professionnels en poste à l’université et dans des centres 
de recherche a au moins quadruplé depuis les années 1970. On estime aujourd’hui 
qu’elle compte entre dix mille et quinze mille chercheuses et chercheurs actifs (Inter-
national Astronomical Union, 2013 ; DeVorkin et Routly, 1999 ; Forbes, 2008). Quant 
à la communauté des astronomes amateurs, elle est immense et vient renforcer les 
rangs des connaisseurs et connaisseuses de l’astronomie.
Science lourde, science légère
L’astronomie est une mégascience, ou science lourde (big science), pour reprendre 
les termes de Weinberg (1961) et Price (1963) : vaste, ambitieuse, pratiquée sur le 
long terme et nécessitant des investissements économiques et sociaux substantiels. 
Aujourd’hui, c’est une discipline internationale où prévaut une coordination de haut 
niveau pour la conception des instruments et des missions. La recherche est menée 
par des équipes grandes et petites. Aujourd’hui, il faut dix à vingt ans pour concevoir, 
construire et mettre en service un télescope ; une planification à très long terme est 
donc nécessaire. Les contraintes de temps sont en partie sociales et politiques – le 
travail de formation et de coordination des équipes et la recherche de financement 
sur plusieurs cycles –, en partie techniques – il faut concevoir les appareils et les 
logiciels en anticipant l’état de la technologie au moment de la mise en service – et 
en partie physiques – la fabrication des instruments, y compris le moulage, le refroi-
dissement et le polissage du verre des miroirs des télescopes, prenant en effet plu-
sieurs années – (University of Arizona Science Mirror Lab, 2013 ; McCray, 2014). La 
conception des instruments et des missions influence à son tour les choix opérés sur 
les données résultantes, la manière dont celles-ci sont recueillies et conservées et 
les conditions d’accès aux instruments et aux données pour les astronomes. Chaque 
fois qu’un nouveau télescope est lancé dans l’espace ou qu’un observatoire voit sa 
« première lumière », la conception de la prochaine génération d’instruments est déjà 
bien entamée.
Lorsque l’astronomie s’est mise à dépendre davantage des fonds publics et de la colla-
boration communautaire, il a fallu établir un consensus sur les priorités de recherche 
(McCray, 2004 ; Munns, 2012). Depuis les années 1960, la communauté astrono-
mique américaine mène une « étude décennale » afin d’identifier les projets priori-
taires. Les catégories scientifiques des projets changent chaque décennie, illustrant 
les évolutions de la discipline. Parmi les neuf pôles de 2010, on trouvait « Cosmologie 
et physique fondamentale », « Systèmes planétaires et formation d’étoiles », « Obser-
vations électromagnétiques depuis l’espace » et « Astronomie optique et infrarouge 
depuis le sol » (The National Academies, 2010). L’étude décennale consiste en une 
série de recommandations adressées aux organismes de financement nationaux et 
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internationaux des régions où la communauté demande un soutien. Elle ne garantit 
cependant pas un financement ou des affectations prioritaires. Le financement effec-
tif fait en effet l’objet de négociations avec les organismes, les institutions mères 
telles que le Congrès états-unien et les partenaires internationaux.
Big Data, longue traîne
L’astronomie relève désormais du big data pour ce qui est des données d’observation 
dont elle dispose, situant ainsi les astronomes dans la tête de la courbe de la longue 
traîne. Le volume absolu des données astronomiques continue de s’accroître par 
ordre de grandeur à chaque nouvelle génération de télescopes. Les données astro-
nomiques sont massives par leur volume et leur vitesse, pour reprendre les termes de 
Laney (2001) introduits au chapitre 2. La croissance pose continuellement problème 
à mesure que les nouveaux instruments recueillent de plus en plus d’informations 
à un rythme croissant. Pratiquement toutes les données astronomiques consistent 
en des mesures de l’intensité des radiations électromagnétiques (par exemple, les 
rayons X ou la lumière visible) en fonction de la position dans le ciel, de la longueur 
d’onde et de l’heure.
L’adaptation de l’astronomie aux technologies numériques, qui a pris plusieurs décen-
nies, a provoqué des changements qualitatifs dans les formes de données recueillies. 
Pour des générations d’astronomes, l’enregistrement des données était un processus 
analogique, consistant en de longues expositions continues sur des plaques de verre, 
des dispositifs à transfert de charge (la base de la photographie numérique) ou des 
spectrographes. Les astronomes passaient des nuits entières au télescope, dépla-
çant précautionneusement l’instrument pour obtenir une exposition continue d’un 
objet ou d’une région céleste sur plusieurs minutes ou plusieurs heures. Chaque nuit 
passée sur la montagne n’engendrait que quelques traces. Aujourd’hui, en revanche, 
la collecte numérique produit des images distinctes et non plus continues. Les enre-
gistrements numériques sont bien plus faciles à copier à l’identique et à transférer 
sur des supports de stockage. Ils sont plus maniables et plus simples à diffuser que 
les données analogiques. La transition de l’analogique au numérique a démarré dans 
les années 1960, s’est accélérée dans les années 1970 et était presque achevée à la 
fin des années 1990 (McCray, 2004, 2014).
À la fin du XXe siècle, les télescopes produisaient des données bien plus vite que les 
êtres humains ne pouvaient les consommer. De nombreuses phases du processus 
sont automatisables. Du moment que la collecte de données est définie avec préci-
sion, des robots peuvent faire fonctionner les instruments durant la nuit et envoyer 
les jeux de données qui seront lus au matin. Néanmoins, les instruments se trouvent 
souvent sous le contrôle direct de l’astronome. Recueillir ses propres données peut 
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toujours impliquer de veiller toute la nuit, même si c’est dans des conditions plus 
confortables qu’autrefois. Pour la nouvelle génération, l’analyse et la visualisation des 
données par ordinateur est la norme. Cependant, beaucoup d’astronomes ont acquis 
leur savoir-faire au temps de l’analogique et apportent cette expertise en matière 
d’analyse au travail d’aujourd’hui. La collecte manuelle subsiste encore dans certains 
cas, comme pour l’observation des taches solaires (Curwen, 2013). Les données 
analogiques rassemblées au cours des siècles restent des traces précieuses, car 
permanentes, des cieux d’autrefois. Certaines ont été numérisées et mises à dispo-
sition dans des référentiels publics. D’autres relèvent du privé et demeurent sous le 
contrôle des astronomes et des institutions qui les ont collectées.
Les relevés astronomiques constituent l’aboutissement de projets de recherche 
visant à recueillir de grands volumes de données sur une région du ciel sur un long 
laps de temps. Le Sloan Digital Sky Survey (SDSS), qui porte le nom de son prin-
cipal financeur, l’Alfred P. Sloan Foundation, a été le premier relevé astronomique 
destiné à un usage public immédiat. La collecte, démarrée en 2000, a cartographié 
environ un quart du ciel nocturne à l’aide d’un télescope optique situé à Apache 
Point au Mexique. Entre 2000 et 2008, avec une série de neuf divulgations de don-
nées, le SDSS a enregistré des données de plus en plus vite et à des résolutions de 
plus en plus précises grâce aux nouveaux instruments ajoutés au télescope, aux 
avancées dans les dispositifs à transfert de charge des appareils photographiques 
et aux améliorations de la vitesse et de la capacité des ordinateurs (Ahn et al., 
2012 ; Bell et al., 2009 ; Finkbeiner, 2010 ; Gray et al., 2005 ; Sloan Digital Sky 
Survey, 2013a ; Szalay, 2011).
Pan-STARRS, la nouvelle génération des relevés astronomiques, cartographie une 
région plus vaste du ciel à un plus grand niveau de détails et est en outre capable 
d’identifier des objets en mouvement. Le télescope, basé à Hawaï, est mis en ser-
vice par étapes. Les appareils photographiques à gigapixels de Pan-STARRS sont 
les plus grands et les plus sensibles jamais construits. Le Large Synoptic Survey 
Telescope (LSST)1, un télescope terrestre destiné à établir le relevé astronomique 
qui supplantera Pan-STARRS, prétend être «  l’œil le plus rapide, le plus large et 
le plus profond de la nouvelle ère numérique  ». Il obtiendra chaque nuit trente 
téraoctets de données. Quant au Square Kilometre Array (SKA), qui doit devenir 
le plus grand radiotélescope au monde, il devrait enregistrer quatorze exaoctets 
de données par jour. Les données issues de relevés astronomiques et de grandes 
missions de télescopes publics sont souvent conservées dans des archives et 
mises à la disposition du public après des périodes d’embargo et de traitement. 
La gestion des données représente l’un des principaux défis de missions telles que 
1.  ndT : rebaptisé observatoire vera-c.-rubin en 2020.
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Pan-STARRS, LSST et SKA (Pan-STARRS, 2013a ; Large Synoptic Survey Telescope 
Corporation, 2010 ; Square Kilometre Array, 2013 ; Shankland, 2013).
Cependant, les astronomes ne sont pas nécessairement toutes et tous des spécia-
listes du big data et toutes les données astronomiques ne sont pas diffusées au public. 
Certains scientifiques passent encore des nuits en montagne à recueillir de petits 
volumes d’observations très spécialisées. D’autres obtiennent des données « para-
sites » des instruments secondaires embarqués sur les télescopes spatiaux. D’autres 
encore fabriquent leurs propres instruments afin d’enregistrer des types d’informa-
tions précises, dont ils ont besoin pour répondre à leurs questions de recherche. 
Les données de ces projets plus modestes peuvent être stockées indéfiniment sur 
les serveurs locaux des chercheurs et chercheuses. Elles peuvent représenter des 
volumes importants et s’avérer très spécialisées et difficiles à interpréter. Les astro-
nomes de l’ère analogique avaient tendance à ne se fier qu’aux données qu’ils avaient 
collectées eux-mêmes : en effet, nul ne connaît mieux ses données que celui qui les 
a recueillies, qu’elles soient analogiques ou numériques. Des artefacts tels que des 
défaillances informatiques ou des changements météorologiques qui occultent une 
image sont difficiles à consigner dans des procédures automatisées, mais peuvent 
constituer une information indispensable à l’interprétation des résultats.
Quant aux théoriciennes et théoriciens, ils peuvent disposer de mégadonnées ou de 
zéro données, selon la définition qu’ils en ont. En astronomie, les théories analytiques 
reposent sur des équations solubles grâce au papier et au crayon ou, aujourd’hui, avec 
de superordinateurs. Elles servent à modéliser des phénomènes observés ou à établir 
des prévisions. Dans les théories computationnelles ou numériques, les phénomènes 
et objets astronomiques sont simulés afin de modéliser, prévoir et expliquer des phé-
nomènes. Les simulations computationnelles se situent à mi-chemin de la théorie et 
de l’observation puisqu’elles mobilisent des principes de théorie analytique pure sur 
des informations qui se rapprochent fort de données d’observation. La modélisation 
peut synthétiser ce qu’un télescope donné verrait si une source, un événement ou 
une région présentant les propriétés simulées venait à être observé. La plupart des 
modèles reposent sur des observations réelles effectuées par d’autres astronomes 
et utilisées comme données d’entrées. Les concepteurs et conceptrices de modèles 
computationnels de phénomènes astronomiques considèrent parfois les résultats de 
ces modèles comme leurs données. D’autres diront qu’ils n’utilisent pas de données.
Ordinairement, les simulations produisent une série temporelle qui montre l’évolution 
d’un phénomène donné. Les modèles sont alimentés par de multiples combinaisons 
de paramètres afin de simuler une gamme de conditions réalistes. Chaque combi-
naison de paramètres peut être exécutée à de nombreux pas de temps (appelés 
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« clichés »). Chaque ronde de calcul (et même chaque cliché) peut donc produire 
plusieurs téraoctets de données de sortie, bien plus qu’on ne pourrait conserver indé-
finiment. Les modélisateurs et modélisatrices estiment parfois que leurs données 
consistent dans les quelques kilooctets d’observations empiriques dont ils ont besoin 
pour exécuter une ronde de calculs. Certains établissent des distinctions subtiles 
entre les simulations, le code associé aux résultats des simulations, les paramètres 
et les données. On peut créer des données synthétiques au même format que des 
données d’observation, ce qui permet des comparaisons statistiques avec le même 
outillage analytique.
Quand est-ce une donnée ?
Les données astronomiques sont plus difficiles à caractériser que ce qu’un amateur 
pourrait imaginer. En effet, de nombreuses personnes aux talents variés sont impli-
quées dans la conception, l’élaboration et la mise en œuvre des missions astrono-
miques. Des astronomes participent à ces étapes préliminaires, mais il arrive que la 
recherche observationnelle réalisée avec des télescopes publics dépende de don-
nées issues d’instruments conçus plusieurs dizaines d’années auparavant. Les astro-
nomes peuvent consacrer une grande partie de leurs carrières à une collaboration 
à long terme, passer de projet en projet, tirer des données de plusieurs missions 
ou encore se concentrer sur des sujets spécialisés à l’aide de leurs propres instru-
ments. Certaines rédigent des demandes de temps d’observation afin de recueil-
lir leurs propres données ; certains ont recours aux données conservées dans les 
archives ; d’autres fabriquent leurs propres instruments ; et d’autres encore puisent 
dans toutes ces sources et ressources. Le moment où une entité considérée devient 
une donnée astronomique utile dépend de choix comme ceux-là.
Les personnes impliquées dans une étape ne connaissent souvent des étapes pré-
cédentes que le strict nécessaire pour faire leur travail. Au moment où un instrument 
voit sa première lumière, nul n’a une vision complète de toutes les décisions qui ont 
abouti aux observations réalisées. Pour le physicien ou la physicienne qui a mené 
la conception de l’instrument, le voltage des dispositifs à transfert de charge peut 
constituer des données. Pour le théoricien ou la théoricienne étudiant les origines de 
l’univers, il peut s’agir du résultat de simulations modélisant la formation, l’évolution 
et la mort d’étoiles, de galaxies et d’autres objets célestes. Pour l’astronome empi-
rique, les données peuvent être des « cubes d’images », constitués de coordonnées 
célestes et spectrales. Pour l’ingénieur ou ingénieure logiciel, cela peut aussi bien 
être les données de sortie des dispositifs à transfert de charge que les fichiers net-
toyés, étalonnés et structurés déposés dans les référentiels.
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Pour citer un des astronomes interrogés, « bâtir un article d’astronomie est comme 
construire une maison ». Le point de départ est rarement clair : les habitants rénovent 
et agrandissent une maison sur des années, voire des décennies. Même quand une 
famille part d’un terrain vague, il peut y avoir eu une structure à cet endroit par le 
passé. Si on remonte encore le temps, quelqu’un a décidé de comment le terrain 
serait loti, ce qui a déterminé les possibilités pour la taille et l’orientation de la mai-
son, et ainsi de suite.
Sources et ressources
Le relevé COMPLETE (COordinated Molecular Probe Line Extinction Thermal Emission 
Survey of Star Forming Regions [COMPLETE], 2011) considéré dans l’étude de cas ne 
peut être compris que si l’on appréhende plus largement les méthodes de collecte, de 
sélection, d’utilisation et de gestion des données en astronomie d’observation. Les 
sources et les ressources y sont nombreuses et diverses. Les données sont difficiles 
à extraire des instruments, de l’expertise disciplinaire, des principes scientifiques 
et des formes de représentation spécifiques au domaine. Elles consistent en des 
« observations du ciel », mais ces dernières reposent sur des instruments dotés de 
capacités de détection spécialisées. Les signaux captés par ces instruments sont 
nettoyés et étalonnés selon les normes disciplinaires. On a recours à des méta-
données pour représenter les signaux de manière à pouvoir les mettre en corres-
pondance avec des données d’autres instruments. Les structures des standards de 
données permettent aux astronomes d’appliquer des outils communs pour l’analyse, 
la visualisation et la communication. À ces technologies, ces outils et ces normes se 
superposent des institutions et des pratiques professionnelles visant à relier les don-
nées et les publications de la communauté internationale des astronomes.
Télescopes
Les télescopes constituent la technologie de base de l’astronomie tout en étant la 
plus complexe d’entre elles. Les technologies optiques ont fait de grands progrès 
depuis Galilée et enregistrent aujourd’hui des images numériques. Les télescopes 
modernes comportent de multiples instruments, chacun doté de capacités diffé-
rentes. Ils peuvent être remplacés au fil du temps, ce qui allonge la durée de vie du 
télescope.
Il existe plusieurs types de télescopes, qui peuvent être placés au sol, dans les couches 
hautes de l’atmosphère, dans des avions et des ballons, ou encore dans l’espace. Les 
télescopes terrestres sont généralement situés en altitude ou dans des lieux isolés, 
loin des lumières des villes. Les télescopes optiques sont dotés de miroirs ou de 
lentilles pour concentrer la lumière, comme ceux de Palomar en Californie ou de La 
Silla dans le désert d’Atacama au Chili. Les radiotélescopes, quant à eux, utilisent 
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des antennes paraboliques pour concentrer des signaux. Le Square Kilometre Array 
(littéralement « réseau d’un kilomètre carré »), un ensemble de paraboles qui seront 
installées en Australie et en Afrique du Sud, est ainsi nommé parce que sa zone de 
collecte effective sera d’un kilomètre carré. Ce projet international est mis en œuvre 
dans l’hémisphère sud afin d’avoir la meilleure vue de la Voie lactée ; en outre, la 
région est moins sujette aux interférences radio que d’autres sites pressentis.
Les télescopes en orbite autour de la Terre peuvent voir bien plus loin dans l’espace. 
La planification de ces instruments prend des décennies et ils peuvent générer des 
données pour plusieurs dizaines d’années. Actuellement en orbite à 568 kilomètres 
de la Terre, Hubble est l’un des télescopes spatiaux les plus connus. Conçu en 1946 
par Lyam Spitzer Jr, il a été lancé en 1990. Entre ces deux dates, une série de pro-
jets de conception et de développement issus de collaborations et de financements 
internationaux ont été menés. Le Hubble Space Telescope (HST) fournit des données 
scientifiques depuis l’espace depuis plus de vingt ans. Avec ses cinq ensembles d’ins-
truments, chacun capable de capter la lumière de différentes façons et à différentes 
longueurs d’onde, le HST est un laboratoire astronomique en orbite. D’autres appa-
reils alimentent le satellite, mesurent sa santé et permettent d’y apporter des ajus-
tements. Alors que la plupart des télescopes spatiaux sont mis en orbite ou lancés 
dans l’espace lointain sans intervention physique ultérieure, Hubble a reçu plusieurs 
visites pour ajouter, réparer et remplacer des instruments. Les données qu’il a collec-
tées ont donné lieu à plus de dix mille publications (HubbleSite, 2013b).
La collecte proprement dite de données d’instruments de télescope est souvent un 
processus industriel géré par la mission scientifique du projet, comme Hubble ou 
Chandra. Le HST, par exemple, envoie ses signaux à un satellite de poursuite et de 
relais, lequel les transmet à une station terrestre dans le Nouveau-Mexique, laquelle 
les renvoie au Goddard Space Flight Center à Greenbelt, dans le Maryland, qui les 
transmet à son tour au Space Telescope Science Institute (STScl) non loin de là, à 
Baltimore. Des validations et des vérifications sont effectuées à chaque étape de la 
procédure. Les astronomes utilisent les données d’observation du STScl, une fois 
celles-ci étalonnées et divulguées. Elles et ils peuvent aussi déposer des demandes 
de temps d’observation pour utiliser des instruments particuliers, pendant un laps 
de temps donné, afin d’étudier leurs propres questions de recherche. Environ deux 
cents demandes sont accordées chaque année, ce qui représente un taux d’accepta-
tion de 20 % (HubbleSite, 2013b).
Spectre électromagnétique
Tout instrument, qu’il se trouve dans l’espace ou au sol, est conçu pour capter des 
signaux sur une ou plusieurs gammes de longueurs d’onde. Les radiotélescopes 
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détectent des signaux de basse fréquence, dits aussi à basse énergie ou de grande 
longueur d’onde. Les télescopes à rayons gamma captent quant à eux des signaux 
de haute fréquence, dits aussi à haute énergie ou de courte longueur d’onde. Les 
rayons gamma et X sont largement bloqués par l’atmosphère terrestre ; c’est pour-
quoi les télescopes à rayons gamma et X sont installés au-delà, sur des fusées ou des 
satellites. Le spectre électromagnétique est continu. En astronomie, il est couram-
ment divisé, par ordre croissant d’énergie, en ondes radio, micro-ondes, infrarouges, 
optiques, ultraviolets, rayons X et rayons gamma. On peut également opérer des dis-
tinctions plus fines : infrarouge lointain, infrarouge moyen, infrarouge proche, rayon 
X mou, rayon X dur, etc. Les longueurs d’onde sont parfois désignées selon leur taille 
en distance métrique, en millimètres ou encore en unités moindres. La lumière visible 
(les couleurs perçues par l’œil humain) dont Galilée disposait ne représente qu’une 
bande très étroite sur ce spectre.
Objets célestes
Les objets célestes, également appelés objets astronomiques ou astres, sont des 
entités observables dans l’univers d’origine naturelle. Ils comprennent les étoiles, 
les planètes, les galaxies, les comètes, ainsi que d’autres objets moins familiers tels 
que les nébuleuses, les restes de supernovae et les trous noirs. La majeure partie 
de la recherche astronomique implique l’étude d’objets célestes, que ce soit indivi-
duellement ou en combinaison avec d’autres phénomènes. Les astres apparaissent 
dans des régions particulières du ciel et sont visibles à certaines longueurs d’onde. 
Pour étudier un objet céleste donné, l’astronome a besoin d’observations de cette 
région, obtenues avec des instruments capables de saisir les phénomènes étudiés. 
Dans certains cas, elle ou il sollicitera un temps d’observation sur un instrument de 
télescope spécifique sur plusieurs jours à la bonne saison, afin que le télescope soit 
pointé sur la région souhaitée. Comme les étoiles, les planètes et les astéroïdes se 
déplacent dans le ciel, les astronomes ont besoin de modèles 3D de ces trajectoires 
afin de pouvoir en dériver les coordonnées célestes (projetées en 2D) de ces objets 
à tout moment.
Produits de l’astronomie
Les observations issues d’instruments de télescope passent par de nombreuses 
étapes de nettoyage, d’étalonnage et de réduction avant d’être mises à disposition 
dans des référentiels de données astronomiques. Les étapes de ce processus sont 
appelées pipelines (European Southern Observatory, 2013 ; National Optical Astro-
nomy Observatory, 2013b). Le traitement en pipeline peut prendre plusieurs mois ; 
ainsi, les observations sont souvent mises à disposition sous forme d’un data release 
(divulgation de données) accompagné d’un data paper (publication de données) qui les 
documente. La neuvième divulgation de données du SDSS, par exemple,  comprend 
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toutes les données issues d’un nouvel instrument ajouté au télescope après la 
 huitième divulgation, auxquelles s’ajoute l’astrométrie (les positions célestes) corri-
gée de la huitième divulgation (Ahn et al., 2012 ; Sloan Digital Sky Survey, 2013b). De 
mêmes observations peuvent donc être divulguées plusieurs fois à mesure que des 
améliorations sont apportées au pipeline. Les astronomes veillent à identifier le data 
release utilisé dans une étude, car cela influe sur l’interprétation des résultats.
Lorsque les astronomes recueillent leurs données grâce à des demandes de temps 
d’observation, elles et ils peuvent réaliser eux-mêmes leur traitement en pipeline. 
Ils disposeront parfois d’un manuel recommandant des outils et des étapes à effec-
tuer. Si leurs instruments sont bien étalonnés, ils peuvent comparer leurs données 
à celles de produits issus du même appareil. Utiliser son propre instrument ou un 
nouveau procure un avantage en matière de découverte, mais est aussi limitant, 
puisqu’on ne dispose pas de produits comparables pour valider ses résultats. Les 
astronomes concernés peuvent alors se tourner vers d’autres ressources de données 
pour étalonner leurs instruments, sans toujours le mentionner dans leurs publica-
tions ( Wynholds et al., 2012). Certains préfèrent des observations peu traitées, par 
exemple parce qu’ils cherchent des phénomènes nouveaux ou d’autres récurrences 
que les méthodes de réduction standard peuvent dissimuler.
Les observations astronomiques engendrent de nombreux autres types de pro-
duits de données, comme les éphémérides et les relevés de régions ou d’objets 
célestes. Les éphémérides, dont l’existence remonte aux débuts de l’observation 
du ciel, consistaient à retracer les positions et la brillance des astres tout au long 
d’une année. Ils fournissaient alors des informations essentielles pour la navigation et 
l’orientation. Les éphémérides contemporaines puisent les descriptions précises des 
connaissances sur chaque étoile dans des référentiels de données (National Aero-
nautics and Space Administration, Goddard Space Flight Center, 2014). Des étoiles 
connues peuvent être référencées par un numéro de catalogue. Les catalogues et les 
autres produits peuvent ainsi être interrogés pour déterminer si un objet est connu 
ou non. Les relevés astronomiques en temps réel utilisent ces produits pour proposer 
une identification quasi instantanée de nouveaux objets célestes. Les méthodes de 
détection de phénomènes éphémères peuvent envoyer des alertes sur des téles-
copes, des smartphones et d’autres appareils (Caltech, 2013b). La divulgation des 
données peut être immédiate ou être reportée de plusieurs années, comme nous le 
verrons au chapitre 8.
Les infrastructures de la connaissance
L’astronomie possède l’infrastructure de la connaissance la plus complète de tous les 
champs évoqués dans les études de cas. Les accords sur des standards en matière 
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de structures de données, de métadonnées et d’ontologies, auxquels s’ajoutent la 
coordination à l’échelle internationale et d’importants investissements de la commu-
nauté dans des référentiels, des outils et des ressources humaines, ont produit un 
réseau complexe de ressources informationnelles. Bien que la collecte de données 
soit largement automatisée, des parts substantielles de l’infrastructure nécessitent 
une expertise humaine pour l’attribution de métadonnées et l’identification de liens 
entre des objets voisins.
Les tâches manuelles qu’il faut accomplir pour interpréter des observations et docu-
menter des relations entre objets numériques sont un exemple du « travail invisible » 
si souvent nécessaire au fonctionnement des infrastructures. Bien sûr, il est visible 
pour celles et ceux qui l’accomplissent, mais ceux qui dépendent de l’infrastructure 
ignorent généralement ces investissements, du moins tant que le système ne tombe 
pas en panne.
Métadonnées
Les observations astronomiques sont souvent acquises sous forme de spectres 
(intensité en fonction de la longueur d’onde), d’images (la distribution de l’intensité 
du ciel à une longueur d’onde donnée) ou de cubes (un jeu de données 3D donnant 
l’intensité en fonction d’une position et d’une longueur d’onde, dont on peut extraire 
des images et des spectres). Dans certains cas, un instrument appelé « bolomètre » 
sert à mesurer l’intensité à une position donnée sur une gamme très restreinte de 
longueurs d’onde. Les observations astronomiques sont de plus en plus souvent 
obtenues sous forme de série temporelle, c’est-à-dire d’une série d’échantillons au fil 
du temps d’un des types de données listés plus haut. Les instruments de télescope 
peuvent générer automatiquement les coordonnées célestes, la longueur d’onde 
et l’heure de l’observation sous forme de métadonnées. Les noms des objets sont 
entrés manuellement au moment de l’observation, car le jugement d’un être humain 
est nécessaire. D’autres informations utiles à l’interprétation des résultats, comme 
les conditions météorologiques et les erreurs instrumentales, peuvent être consi-
gnées dans des journaux d’observation.
Pour présenter des images prises à des longueurs d’onde situées bien au-delà 
du spectre visible, les astronomes attribuent des couleurs aux différentes par-
ties du spectre, par exemple rouge pour les ondes radio, vert pour la fenêtre 
optique et bleu pour les rayons X. Cependant, il n’existe guère de standards de 
métadonnées pour ces fausses couleurs dans les illustrations. Les techniques 
pour les attribuer sont très variables et aboutissent à des images largement irre-
productibles. Bien que les « jolies » illustrations composites aient les faveurs du 
grand public, beaucoup d’ astronomes se montrent réticents à les faire figurer 
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dans leurs publications. La vision d’artiste doit être soigneusement corrigée par 
la validité scientifique (Kessler, 2012).
Les informations essentielles concernant l’instrument, les conditions d’observation, la 
longueur d’onde, la date, l’heure et les coordonnées célestes sont représentées dans 
un format de données standard appelé Flexible Image Transport System (FITS). Le 
FITS a été inventé dans les années 1970 et largement adopté dans les années 1980 
dans le contexte de la transition numérique de l’astronomie. Les observations analo-
giques pouvaient ainsi être étalonnées sur les positions et les conditions de chaque 
télescope. La prise de vue numérique a permis de combiner des observations issues 
de plusieurs instruments, mais pour cela, il a fallu se mettre d’accord sur les struc-
tures de données et les systèmes de coordonnées (National Aeronautics and Space 
Administration, Goddard Space Flight Center, 2013a ; Hanisch et al., 2001 ; McCray, 
2014 ; Wells et al., 1981).
La plupart des référentiels de données astronomiques fournissent aujourd’hui des 
ressources au format FITS ; les astronomes peuvent ainsi utiliser les métadonnées 
qu’elles contiennent pour localiser des données d’observation grâce à leurs coordon-
nées célestes, au spectre, à l’heure de l’observation et aux autres caractéristiques 
associées aux instruments. Un petit nombre d’astronomes préfèrent les formes de 
données « pré-FITS », plus brutes, situées à des niveaux de traitement plus faibles, 
comme nous l’avons vu au chapitre 2 (NASA’s Earth Observing System Data and 
Information System, 2013).
Systèmes de coordonnées
L’astronomie est fondée sur le principe simple qu’il n’existe qu’un seul ciel. Il n’en a 
pas moins fallu des siècles d’innovation astronomique et technique pour établir un 
système de coordonnées qui puisse rendre compte des positions des objets célestes. 
La latitude (dimension nord-sud) pouvait se calculer sur terre ou en mer grâce aux 
étoiles. La longitude (dimension est-ouest) nécessitait des calculs temporels exacts, 
car la Terre se déplace sur son orbite. L’invention au XVIIIe siècle d’une horloge de pré-
cision capable de fonctionner sur un navire a transformé à la fois la navigation et l’as-
tronomie (Sobel, 2007). Les systèmes de coordonnées astronomiques reposent sur 
des mesures de temps précises, car le mouvement de la Terre sur son orbite modifie 
subtilement la position et la longueur d’onde de l’émission d’un objet au fil du temps.
Les astronomes ont convenu, dans le cadre des normes FITS, d’un système de car-
tographie standard, appelé le World Coordinate System (WCS), afin de décrire les 
observations célestes (National Aeronautics and Space Administration, Goddard 
Space Flight Center, 2013b). À chaque pixel d’une image du ciel sont attribuées des 
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coordonnées de localisation X et Y. Celles-ci, qui correspondent généralement à 
l’ ascension droite et à la déclinaison, sont l’équivalent de la longitude et de la latitude 
pour les positions terrestres. Quant au spectre électromagnétique, il constitue la troi-
sième dimension utilisée dans les observations astronomiques. Celle-ci est souvent 
exprimée comme fréquence ou longueur d’onde et peut dans de nombreux cas être 
convertie en vitesse grâce à l’effet Doppler. Pour les objets situés hors de la Voie 
lactée, on incorpore la loi de Hubble au calcul de la distance d’un objet.
Des observations effectuées par différents instruments à différents moments peuvent 
être mises en correspondance grâce à ces systèmes de coordonnées. Des images 
du ciel saisies sur des plaques de verre il y a plus d’un siècle peuvent être appariées 
avec des clichés pris par des télescopes d’aujourd’hui (Harvard-Smithsonian Astro-
physical Observatory, 2013b ; Johnson, 2007). De même, les photographies du ciel 
prises de nos jours peuvent être associées à leur position dans le ciel grâce au WCS, 
aux éphémérides et à d’autres produits de données astronomiques. La procédure est 
cependant imparfaite, parce que la mise en correspondance exige parfois de savoir 
d’où l’image a été prise (Hogg et Lang, 2008 ; Lang et al., 2009).
Objets célestes
Les objets célestes et les autres phénomènes astronomiques disposent de leurs 
propres ensembles de métadonnées. Ils sont catalogués à la main après la publi-
cation d’articles grâce à une action internationale coordonnée. Les astres de notre 
galaxie sont recensés dans SIMBAD (Set of Identifications, Measurements and Biblio-
graphy for Astronomical Data, « ensembles des identifications, mesures et biblio-
graphies pour les données astronomiques  »), qui est basé au Centre de données 
astronomiques de Strasbourg (CDS). Les catalographes lisent les nouvelles publica-
tions en matière d’astronomie au fur et à mesure de leur parution et créent des fiches 
de métadonnées pour chaque objet céleste identifiable mentionné (Genova, 2013).
SIMBAD grandit rapidement au rythme des publications et des découvertes, comme 
le montrent les mises à jour quotidiennes de ses statistiques. Au moment d’écrire ces 
lignes, la base contient environ 18,2 millions d’identifiants pour 7,3 millions d’objets 
uniques mentionnés dans 285 000 publications, pour un total de 10 millions de réfé-
rences à des objets uniques (Centre national de la recherche scientifique, 2012 ; SIM-
BAD Astronomical Database, 2013 ; Genova, 2013). Une autre manière de présenter 
ces chiffres serait de dire que chacun des 7,3 millions d’astres est connu, en moyenne, 
sous 2,5 noms différents (les 18,2 millions d’identifiants). Chaque publication men-
tionne en moyenne 35 objets célestes (les 10 millions de références à des objets 
dans 285 000  documents). Néanmoins, ces objets ne sont pas également répar-
tis dans la littérature astronomique. La plupart des publications décrivent quelques 
129
5. Le TravaIL scIenTIfIQue Des Données Dans Les scIences exacTes
astres, mais un petit nombre de documents listent un grand nombre d’ objets. De 
même, la plupart des astres n’ont qu’un seul nom (par exemple Jupiter) alors que 
d’autres en ont beaucoup, parce que cela fait plusieurs siècles qu’ils sont identifiés 
dans des relevés et catalogues. Chaque publication est richement «  taguée  » de 
données, leur ajoutant une valeur permettant de trouver, combiner et distinguer des 
données sur des objets célestes.
Les astres situés hors de notre galaxie sont catalogués dans la NASA Extragalactic 
Database (National Aeronautics and Space Administration, Infrared Processing and 
Analysis Center, 2014a). Les données relatives au système solaire et aux planètes 
sont recensées dans un autre service (National Aeronautics and Space Administra-
tion, Jet Propulsion Laboratory, 2014). Le CDS est le pôle de coordination de nombre 
de référentiels de métadonnées astronomiques et fournit des outils de recherche 
et mise en correspondance tels qu’Aladin et VizieR (Centre national de la recherche 
scientifique, 2012, 2013).
Archivage des données
Des quantités massives d’observations astronomiques se trouvent dans des archives 
de données, que l’on appelle également référentiels, bases de données ou systèmes 
d’information. Si ces archives sont riches, elles ne sont pas exhaustives pour autant. 
Les observations issues de missions financées sur fonds publics, en particulier celles 
recueillies par des instruments de télescope lancés dans l’espace, sont générale-
ment mises à la disposition du public. La plupart des référentiels sont organisés par 
missions ; c’est le cas pour les observations issues des missions Spitze Space Tele-
cope, Chandra et Hubble (Harvard-Smithsonian Astrophysical Observatory, 2013a ; 
NASA Spitzer Space Telescope, 2013 ; HubbleSite, 2013a).
Les données sont aussi organisées par longueur d’onde : c’est par exemple le cas 
dans les archives hébergées par l’Infrared Processing and Analysis Center (IPAC). 
L’IPAC classe les données par missions, ainsi que par types d’objets célestes, comme 
avec la NASA Exoplanet Archive (National Aeronautics and Space Administration, 
Infrared Processing and Analysis Center, 2014b). Chaque relevé astronomique 
majeur, comme le SDSS, Pan-STARRS et le LSST, propose son propre référentiel. Des 
données plus anciennes et bien conservées, comme celles du Two Micron All Sky 
Survey (2MASS), dont la collecte s’est achevée en 2001, gardent leur valeur indé-
finiment (National Aeronautics and Space Administration, Infrared Processing and 
Analysis Center, 2014c).
Bien que les référentiels de données représentent des ressources précieuses, 
chaque archive est indépendante et possède sa propre interface utilisateur, ses 
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propres fonctionnalités et son propre modèle de données sous-jacent. Parce que les 
 données astronomiques archivées tendent à être classées selon leur longueur d’onde 
d’observation et l’observatoire qui les a recueillies, il est nécessaire d’adopter une 
méthodologie cohérente (Accomazzi et Dave, 2011). Certains référentiels, comme 
le MAST, conservent des données issues de missions et de spectres multiples et 
acceptent également des contributions en données et modèles (National Aeronautics 
and Space Administration, Mikulski Archive for Space Telescopes, 2013). Le Data Dis-
covery Tool, SkyView, et le WorldWide Telescope sont quelques-uns des outils – de 
plus en plus nombreux – permettant d’interroger de multiples archives et d’intégrer 
des sources de données (Goodman et Wong, 2009 ; International Virtual Observatory 
Alliance, 2013b).
Les astronomes disposent de plus en plus d’options pour partager des données 
qu’elles et ils ont recueillies eux-mêmes ou qui sont dérivées de sources publiques : 
archives acceptant les contributions, référentiels universitaires, sites web per-
sonnels ou de projet et échanges interpersonnels. Une étude sur un petit nombre 
d’ astronomes indique que leurs pratiques en matière de partage ressemblent à celles 
d’autres disciplines. La forme la plus courante de partage de données consiste à 
les envoyer par e-mail aux collègues qui les demandent. Seule une faible proportion 
d’entre eux (environ 20 sur 175) avaient déposé des données dans une archive insti-
tutionnelle. La gestion des données reste largement le fait des personnes qui les ont 
collectées ou analysées. L’un des astronomes interrogés a comparé les pratiques en 
matière de données de son laboratoire à celles du SDSS : quand celui-ci diffuse un 
Data Release 1.0, 2.0 et ainsi de suite, « nous, on a plutôt :  Doctorant 1, 2 et 3 » 
(Pepe et al., à paraître).
Publications
Le contrôle bibliographique est bien plus complet en astronomie que dans la plu-
part des autres disciplines. Malgré son nom, l’Astrophysics Data System (ADS, 
« système de données de l’astrophysique ») du Harvard-Smithsonian Astrophysical 
Observatory–NASA consiste essentiellement en un système bibliographique. L’ADS, 
qui est opérationnel depuis 1993, contient des traces de publications d’astronomie 
fondamentale qui remontent au XIXe siècle, ainsi qu’un catalogue considérable de 
littérature grise de la discipline (Kurtz et al., 2000, 2005  ; Harvard-Smithsonian 
Astrophysical Observatory, 2013c). L’ADS joue un rôle central dans l’infrastructure 
de la connaissance astronomique en conservant non seulement des documents 
bibliographiques, mais aussi les liens entre publications, traces d’objets célestes 
et archives de données (Accomazzi et Dave, 2011 ; Accomazzi, 2010 ; Borgman, 
2013 ; Kurtz et al., 2005).
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Provenance
Les astronomes utilisent les riches composantes de leur infrastructure de la 
 connaissance pour déterminer la provenance des données. Les personnels de 
recherche doivent pouvoir s’y fier, sachant que beaucoup de personnes, d’instru-
ments et de logiciels différents ont touché le train binaire de l’observation. Les bits 
sont étalonnés, nettoyés, transformés et réduits à de nombreux stades du traitement 
en pipeline. La provenance pose plusieurs questions en fonction de la problématique 
de recherche et des circonstances. Une donnée obtenue dans un but particulier, 
dans une région céleste particulière, à certains moments et certaines longueurs 
d’onde, peut s’avérer utile pour d’autres fins, ou non. Par exemple, il est souvent 
bien plus difficile de déterminer la provenance de vieilles données saisies par un 
ou une astronome que de données issues de relevés astronomiques. Des données 
anciennes numérisées peuvent ne pas être correctement documentées pour certains 
types d’usages.
La provenance des relevés astronomiques et d’autres grands jeux de données est 
documentée dans les data papers (publications de données) que nous évoquions 
plus haut, par exemple ceux des data releases (divulgations de données) du SDSS 
(Ahn et al., 2012) et de COMPLETE (Ridge et al., 2006). Dans certains cas, on 
publiera des instruments papers (publications d’instruments) afin de reconnaître la 
contribution de celles et ceux qui les ont conçus et pour documenter plus en détail 
les décisions prises. Ces publications décrivent l’instrumentation, l’étalonnage et 
les choix de traitement. Les data papers figurent parmi les articles les plus cités en 
astronomie parce qu’ils rassemblent les références aux sources des données dans 
une même publication.
En astronomie, la provenance est également tracée par des outils et des services 
d’analyse courants. L’International Virtual Observatory Alliance (IVOA) est un orga-
nisme de coordination qui vise à élaborer des données et des outils et à les partager 
(Hanisch et Quinn, 2002  ; International Virtual Observatory Alliance, 2013a). Ses 
membres se réunissent régulièrement pour résoudre des problèmes d’interopérabi-
lité et pour coordonner l’action des pays en faveur des infrastructures de recherche 
astronomique.
Bien qu’elle n’en ait pas terminé, l’astronomie a réalisé bien plus de progrès que 
la plupart des autres disciplines en matière de relations entre publications et don-
nées. SIMBAD fournit des liens entre les objets célestes et les articles qui relatent 
la recherche les concernant, lesquels sont hébergés dans l’ADS. En revanche, les 
métadonnées qui lient les observations aux publications et aux astres sont moins 
bien conservées. Des initiatives sont en cours afin de coordonner des systèmes et 
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des activités multiples, avec en ligne de mire une amélioration de l’interconnexion 
sémantique de ces ressources complémentaires (Accomazzi et Dave, 2011). Cette 
coordination concerne l’IVOA, l’ADS, le CDS, les bibliothèques astronomiques, les 
archives de données et des systèmes tels que WorldWide Telescope, qui peuvent 
intégrer des sources disparates (Worldwide Telescope, 2012). Nous discutons du rôle 
joué par ces efforts de coordination dans le partage des données au chapitre 8.
Les influences extérieures
L’astronomie ne subit pas moins que d’autres sciences l’influence de questions 
externes, telles que l’économie et la valeur, les droits de propriété et l’éthique. La 
création et l’utilisation de données en astronomie reposent sur des accords interna-
tionaux et sur une série de modèles de gouvernance. Ceux-ci sous-tendent les infras-
tructures de la connaissance astronomique de manière à la fois subtile et profonde.
Économie et valeur
Les données astronomiques intéressent la recherche informatique pour plusieurs rai-
sons, la première étant qu’elles sont dépourvues de valeur financière apparente. La 
deuxième est que leur volume considérable et leur structure cohérente les rendent 
utiles à la recherche sur les bases de données. Troisièmement, il n’y a pas de sujets 
humains impliqués, donc très peu de contraintes déontologiques pour la réutilisation 
(Gray et Szalay, 2002 ; Hey, 2009b ; Lynch, 2009 ; Szalay, 2008).
Bien qu’il soit exact qu’aucun marché d’achat-vente n’existe pour les observations 
astronomiques ou pour les données de sorties de modèles numériques, de téles-
copes, d’instruments et de grandes archives de données telles que le SDSS, Hubble 
et Chandra, il faut envisager la plupart d’entre elles comme des réservoirs communs 
de ressources. Quand il y a des investissements d’organismes privés et publics dans 
l’infrastructure, il s’ensuit la mise en place de modèles de gouvernance afin d’assurer 
la qualité des ressources et un accès équitable. Le manque de pérennité et les « pas-
sagers clandestins  » représentent une menace permanente pour ces ressources 
communes. Cependant, beaucoup d’instruments astronomiques et de ressources en 
données n’appartiennent pas à des réservoirs communs. Ainsi, des données sous le 
contrôle d’astronomes et de laboratoires peuvent être considérées, selon les circons-
tances, comme des informations brutes ou comme des biens privés. Certains instru-
ments et certaines archives constituent des biens de clubs qui ne sont accessibles 
qu’à leurs seuls membres. Les logiciels nécessaires à l’analyse de données astrono-
miques et à l’interprétation de fichiers peuvent être en open source ou commerciaux.
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Droits de propriété
Les droits de propriété des données varient selon les projets, les organismes de 
financement et d’autres facteurs. Que la recherche soit financée par des fonds 
publics ou privés, les chercheurs et chercheuses disposent généralement pour un 
temps de droits exclusifs sur les données. Les périodes d’utilisation exclusive, qu’on 
appelle également périodes d’embargo, courent de trois à dix-huit mois environ à 
compter de la date d’enregistrement des observations par le télescope (National 
Optical Astronomy Observatory, 2003, 2013a) ou à compter du moment où des 
« données utilisables scientifiquement » émergent du pipeline de traitement (Spitzer 
Science Center, 2013). Les chercheurs peuvent choisir de diffuser les données plus 
tôt ; en revanche, il faut obtenir une autorisation spéciale pour rallonger la période 
d’utilisation exclusive. Selon que celle-ci démarre au moment de l’observation ou 
lorsque les données deviennent utilisables, la différence de durée du contrôle sur les 
données peut se compter en mois, voire en années, pendant lesquels les chercheurs 
rédigeront leurs publications. Les données obtenues de télescopes privés peuvent 
n’être jamais divulguées, cependant des données anciennes issues de télescopes 
importants ont déjà été rendues publiques.
Pour les missions dont les données sont vouées à l’archivage – c’est-à-dire la majo-
rité de celles réalisées sur les grands télescopes spatiaux –,elles sont mises à dispo-
sition dans des référentiels une fois le traitement en pipeline achevé et les périodes 
d’utilisation exclusive terminées. Lorsque les astronomes souhaitent effectuer leurs 
propres observations dans le cadre de ces missions, leurs droits sur les données 
viennent s’ajouter à la gouvernance des instruments. Les télescopes appartiennent, 
selon diverses modalités, aux universités, aux consortiums, aux États et aux autres 
organisations qui les financent. L’élaboration des politiques qui régissent l’usage des 
instruments, comme le Hubble Space Telescope, peut être déléguée à une mission 
scientifique. La majeure partie des télescopes publics sont accessibles aux astro-
nomes qualifiés, qui peuvent soumettre une demande pour les utiliser. D’autres 
instruments sont réservés aux relevés synoptiques, lesquels rassemblent de vastes 
ensembles de données qui seront mis à la disposition de tous. Un nombre de plus 
en plus faible de télescopes ne sont accessibles qu’à une élite liée aux institutions 
privées qui les possèdent.
Les politiques en matière de droits sur les données de ces organes de gouvernance 
établissent des distinctions fines dans le droit d’utiliser ou de contrôler certains 
types de données. Par exemple, les politiques du National Optical Astronomy Obser-
vatory (NOAO) aux États-Unis distinguent entre les données scientifiques soumises 
à des périodes d’utilisation exclusive et les types de données accessibles à la com-
munauté « dès l’instant du dépôt de l’exposition dans l’archive du NOAO », comme 
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les métadonnées d’exposition, y compris la date et l’heure, la durée, le lieu et la 
 configuration de l’instrument. Les données d’étalonnage interne sont également 
considérées comme publiques. Le personnel du NOAO a accès à l’ensemble des 
données des instruments afin de surveiller leur santé, leur sûreté, leur étalonnage et 
leurs  performances. Le NOAO se trouve à Kitt Peak, dans l’Arizona, et est géré par 
l’Association of Universities for Research in Astronomy (AURA), inclus dans le cadre 
d’un accord de coopération avec la National Science Foundation (National Optical 
Astronomy Observatory, 2013a).
Éthique
En astronomie, des questions éthiques se posent autour de l’accès aux données et 
aux instruments, qui représentent des ressources rares et coûteuses. L’économie 
morale de l’astronomie détermine qui a accès à quel télescope, quand, pour combien 
de temps et avec quelles ressources pour recueillir et analyser des données (McCray, 
2000, 2001, 2003). Ces dernières années, l’accès est devenu plus équitable et fondé 
sur le mérite grâce à l’augmentation des fonds publics consacrés à la discipline, mais 
la déontologie et la politique joueront toujours un rôle. Les télescopes sont finan-
cés par un ensemble complexe de partenaires, dont des universités, afin que leurs 
membres puissent accéder aux équipements dont ils ont besoin.
L’accès aux données astronomiques peut être retardé à cause de problématiques 
liées au traitement en pipeline, aux périodes d’utilisation exclusive, à la gouvernance, 
etc. Les données de la mission Planck, qui étudie le fond diffus cosmologique, ont 
ainsi été divulguées bien plus que tard qu’initialement prévu. Les personnels de 
recherche ont préféré diffuser une trentaine d’articles d’un seul coup, accompagnés 
des données, au motif que ces dernières n’étaient pas utilisables par d’autres avant 
d’être complètement étalonnées (Planck Collaboration et al., 2013).
Les observations astronomiques peuvent constituer des informations sensibles en 
raison de leur valeur pour la navigation et la défense. Pan-STARRS, par exemple, est 
en partie financée par l’US Air Force pour surveiller des objets proches de la Terre ; 
les données jugées sensibles ne sont pas mises à la disposition de la recherche 
astronomique. Pan-STARRS distingue sa mission scientifique première de son rôle 
dans la défense des États-Unis (Pan-STARRS  2012, 2013b). Travailler de manière 
ouverte signifie généralement que les données sont divulguées au moment de la 
parution de l’article et non que les activités quotidiennes sont soumises en perma-
nence au regard du public.
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Mener des recherches en astronomie
La plupart des astronomes vivent dans un monde où les données abondent, de même 
que les outils et les services pour les sélectionner et les analyser. Elles et ils vivent 
également dans un monde de contraintes, où les missions se planifient sur le temps 
très long et où les financements, l’infrastructure et l’accès aux instruments et aux 
données dépendent de la coordination internationale. L’accès aux télescopes et au 
temps d’observation est plus équitable que par le passé, mais les scientifiques appar-
tenant à des institutions riches, membres de grands consortiums d’instruments, 
disposent toujours de plus de ressources que celles et ceux travaillant dans des uni-
versités plus modestes ou des pays pauvres. Les décisions sur les entités qui devien-
dront des données et sur les données qui seront partagées, réutilisées ou conservées 
sont influencées par l’accès à ces ressources et par des contraintes temporelles, 
technologiques et infrastructurelles.
La présente étude de cas suit un laboratoire du Harvard-Smithsonian Center for 
Astrophysics (CfA) tout au long du relevé COMPLETE, un projet de plusieurs années, 
tandis que son équipe élabore des questions de recherche, recueille et analyse des 
données et publie ses découvertes dans plus de quarante articles. Notre étude se 
penche sur les infrastructures de la connaissance dont les scientifiques dépendent, 
sur la manière dont elles et ils représentent les données, sur les parties prenantes et 
sur les pratiques de publications.
Le relevé COMPLETE
Le relevé COMPLETE (abréviation de COordinated Molecular Probe Line Extinction 
Thermal Emission Survey of Star Forming Regions), basé au CfA, est un grand jeu 
de données créé à partir de référentiels publics d’observations astronomiques et de 
nouvelles observations des mêmes régions célestes. Il a cartographié intégralement 
trois immenses régions de formation stellaires de notre galaxie. Les observations 
effectuées couvrent le spectre électromagnétique des rayons X aux ondes radio. Le 
laboratoire a ensuite exploré ces données pour répondre à une série de questions de 
recherche. Le relevé COMPLETE est apprécié pour son exhaustivité, la diversité de 
ses sources et sa taille, que l’on estime être mille fois plus grande que les ressources 
coordonnées disponibles dix ans plus tôt (COordinated Molecular Probe Line Extinc-
tion Thermal Emission Survey of Star Forming Regions [COMPLETE], 2011).
Pendant environ sept ans, de nombreuses personnes, dotées de toutes sortes de 
savoir-faire, ont été impliquées dans la réalisation du relevé. La composition de 
l’équipe a varié d’une douzaine de membres à vingt-cinq, dont des professeurs et 
professeures, des directeurs et directrices de recherche, des postdoctorantes et 
136
QU’EST-CE QUE LE TRAVAIL SCIENTIFIQUE DES DONNÉES ?
postdoctorants et des étudiantes et étudiants de premier et deuxième cycle2. Le 
jeu de données de COMPLETE sert toujours à la recherche, surtout à des travaux 
d’observation et de statistique visant à comprendre la physique des régions de 
formation stellaire.
Les questions de recherche
Les questions de recherche du laboratoire du relevé COMPLETE s’intéressent à la 
manière dont le gaz interstellaire forme de nouvelles étoiles. La principale probléma-
tique de la recherche en formation stellaire est de comprendre quelles distributions 
d’étoiles se forment au fil du temps lorsque du gaz interstellaire se trouve dans cer-
taines conditions. Cette question a été subdivisée en problèmes plus modestes, dont 
certains doivent être résolus avant de pouvoir traiter le reste du puzzle. Parmi les 
conclusions majeures du domaine à l’heure où nous écrivons, on trouve la découverte 
du « rayonnement de nuage » dans l’infrarouge moyen (Foster et Goodman, 2006), le 
développement et l’implémentation d’un algorithme d’identification de structure pour 
décrire des régions de formation stellaire réelles (Pineda et al., 2009 ; Rosolowsky et 
al., 2008) et simulées (Beaumont et al., 2013), une réinterprétation du sens des tem-
pératures sur les cartes de gaz interstellaire (Schnee et al., 2006) et une évaluation 
du rôle de l’autogravitation dans la formation stellaire (Goodman et al., 2009b).
La collecte de données
Pour identifier les données dans les archives existantes, le laboratoire a effectué des 
recherches basées sur les coordonnées et les noms d’objets dans des référentiels 
afin d’en extraire les données correspondant aux trois régions de formation stellaire 
étudiées (Persée, Ophiochus et Serpent). Il a également fait appel aux métadonnées 
de SIMBAD et ADS pour identifier d’anciens articles traitant des objets et des phé-
nomènes célestes de ces régions. Cependant, les métadonnées contenues dans ces 
archives sont connues pour être incomplètes ; le laboratoire s’est donc fié au savoir-
faire astronomique de son personnel et sur les sources mentionnées dans les articles 
pour savoir où chercher. Plus de la moitié des données du relevé COMPLETE sont 
nouvelles, issues de multiples demandes de temps d’observation sur des instruments 
de télescope. Ces nouvelles données ont été traitées dans les pipelines associés à 
chaque instrument. Bien que la procédure soit complexe, il faut noter que l’infrastruc-
ture de la connaissance de ce domaine de l’astronomie facilite la mise en correspon-
dance d’observations anciennes et nouvelles issues d’instruments multiples.
2.  ndT : aux états-unis, le premier cycle d’études supérieures dure quatre ans. Le deuxième cycle 
permet d’obtenir des diplômes de niveau master ou doctorat.
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L’analyse des données
Les premières étapes de l’analyse de données ont consisté à convertir tous les jeux, 
qu’ils proviennent d’archives ou de demandes de temps d’observation, au format 
FITS. Combiner ces fichiers requiert une connaissance intime des normes FITS. Il a 
fallu faire des choix dans la manière de fusionner les fichiers. Les jeux de données ne 
couvrent pas exactement les mêmes zones du ciel, c’est pourquoi il y a davantage de 
données disponibles sur certaines régions de formation stellaire que sur d’autres. Si 
les métadonnées disponibles sur les positions célestes et les spectres sont essen-
tielles à la fusion des jeux, une expertise considérable n’en est pas moins  nécessaire 
pour corriger les différences d’étalonnage, de caractéristiques des instruments, de 
modèles de données et autres (Goodman et al., 2009). Lorsque les jeux ont été 
fusionnés dans un même fichier, le laboratoire a pu employer une série d’outils, cer-
tains open source et d’autres commerciaux, pour utiliser des fichiers FITS et d’autres 
formats courants comme données d’entrée.
Les astronomes créent parfois leurs propres logiciels ou rédigent leurs propres 
scripts dans des outils existants pour obtenir un avantage concurrentiel. L’invention 
de nouveaux outils et la validation de nouvelles méthodes peuvent constituer des 
contributions scientifiques en soi (Rosolowsky et al., 2008). Par exemple, dans leur 
article dans Nature sur le rôle de la gravité à différentes échelles, (Goodman et al., 
2009b) ont expliqué comment elles et ils ont utilisé des dendrogrammes de façon 
novatrice pour mesurer des structures sur une gamme d’échelles spatiales. Leurs 
visualisations 3D séparent dans le dendrogramme les régions en autogravitation de 
celles qui ne le sont pas pour montrer la supériorité de l’algorithme du dendrogramme 
sur un autre plus ancien, CLUMPFIND. Leur article a été le premier à paraître sous 
forme de PDF 3D permettant de manipuler et faire tourner des vues tridimension-
nelles dans l’article (voir figure 2 dans Goodman et al., 2009b) grâce à une version 
spéciale d’Adobe Reader.
La publication des résultats
COMPLETE a produit un corpus de recherche cumulatif pour le laboratoire, chaque 
étude obtenant des résultats qui venaient éclairer les suivants. Les articles individuels 
se fondent sur des sous-ensembles du relevé rassemblés dans un but spécifique, par 
exemple l’exploration du rôle de l’autogravitation dans la formation stellaire évoquée 
plus haut. Parce que plusieurs articles exploitent le même grand jeu de données, ils 
ne décrivent des protocoles de recherche que ce qui est nécessaire pour comprendre 
les spécificités de chacun. Les informations de provenance nécessaire à l’élaboration 
du relevé sont fournies dans le data paper, qui compte dix-sept auteurs et autrices 
d’institutions partenaires (Ridge et al., 2006). L’article dans Nature ne fait que quatre 
pages parce que c’est le maximum autorisé par la revue ; douze pages de contenus 
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supplémentaires sont publiées en ligne. Cependant, on trouve une documentation 
complémentaire sur le site web du projet et dans les références des articles.
Les articles fondés sur le relevé COMPLETE ont été publiés dans des revues d’astro-
nomie ; par conséquent, ils sont catalogués dans SIMBAD et ADS, ce qui les rend 
découvrables par objet, par région et par caractéristiques bibliographiques.
La conservation, le partage et la réutilisation des données
L’équipe du relevé COMPLETE est répartie entre plusieurs institutions de différents 
pays, chacune ayant ses propres pratiques de partage, de conservation et de réuti-
lisation des données. Le noyau du laboratoire, basé au Harvard-Smithsonian Center 
for Astrophysics (CfA), assure l’entretien des jeux de données et du site web. Il met 
à disposition les données du relevé dans de nombreux formats et sous-ensembles à 
télécharger, toujours accompagné d’une riche documentation (COordinated Molecu-
lar Probe Line Extinction Thermal Emission Survey of Star Forming Regions [COM-
PLETE], 2011). Une suggestion de citation des jeux de données est fournie, mais le 
laboratoire ne cherche pas à traquer l’usage ou les renvois. Les jeux dérivés sont 
diffusés sur Dataverse, qui a récemment été adapté aux données astronomiques. 
Le jeu de données reste actif : on peut donc y ajouter de nouvelles divulgations, de 
la documentation et des corrections au fur et à mesure. L’équipe n’a pas déposé les 
données du relevé dans MAST ou dans d’autres référentiels, qui l’auraient déchargée 
de la conservation à long terme.
Le laboratoire du CfA qui a effectué le relevé COMPLETE et l’a exploité dans une série 
de projets de recherche est bien plus attentif à la conservation des données que la 
moyenne des scientifiques dans la plupart des disciplines. Il s’implique activement 
dans leur partage et dans le développement de l’infrastructure astronomique. Son 
équipe a créé le site Dataverse pour déposer et partager des données astronomiques, 
est responsable de l’intégration de données et de publications disciplinaires dans le 
relevé All-Sky de l’ADS, se montre très active sur le projet WorldWide Telescope et 
a étudié le partage et la réutilisation de données en astronomie (Goodman et Wong, 
2009 ; Goodman, 2012 ; Goodman et al., 2013 ; Pepe et al., 2011).
Malgré la vaste documentation du relevé COMPLETE, le laboratoire reconnaît être tou-
jours confronté au problème du « doctorant 1, 2, 3 », endémique dans la recherche 
collaborative à long terme (Edwards et al., 2011  ; Pepe et al., 2013). Lorsque se 
posent des questions autour de délicats choix d’étalonnage, de transformations ou 
d’autres procédures analytiques survenus des années plus tôt, il faut parfois retrou-
ver l’étudiant ou la chercheuse postdoctorale qui était au cœur de ces décisions. Ces 
dernières ont pu, elles aussi, dépendre de choix effectués auparavant par d’autres 
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parties pendant le développement des instruments, des pipelines et des produits. 
C’est le problème de la « construction de la maison » : la provenance des données 
ne peut être retracée plus loin que leur naissance, or les données peuvent être nées 
plusieurs fois.
Comme la plupart des données numériques, les données astronomiques sont indis-
sociables du code informatique utilisé pour les nettoyer, les réduire et les analyser. 
Celles sous forme de fichiers FITS, qui ont déjà été réduites par un traitement en 
pipeline, peuvent être analysées avec des suites logicielles courantes, qu’elles soient 
commerciales ou open source. Cependant, de nombreux types de codes associés 
aux données astronomiques peuvent ne pas être diffusés. Ce peut être parce que 
les astronomes élaborent leurs propres pipelines pour les données qu’elles et ils 
ont collectées avec leurs propres instruments ou grâce à une demande de temps 
d’ observation. Ils peuvent rédiger leurs propres scripts ou outils spécialisés pour 
analyser des données publiques. Dans d’autres cas, le code des simulations infor-
matiques est strictement protégé, mais celui lié à l’analyse et à l’interprétation des 
données de sortie est divulgué. Dans d’autres cas encore, les résultats des simula-
tions peuvent ne pas être diffusés s’ils ne sont pas considérés comme des données. 
Ces exemples ne représentent que quelques-unes des nombreuses formes de travail 
scientifique des données que l’on trouve en astronomie.
La science et la technologie des réseaux de capteurs
À la fin des années  1990, les spécialistes des sciences exactes et des technolo-
gies se sont mis à déployer des réseaux de capteurs afin de recueillir des données 
de recherche en plus grandes quantités, à de plus hautes densités et de meilleure 
qualité qu’il n’était possible jusque-là. Ainsi, dans les sciences de l’environnement, 
les réseaux de capteurs sont utilisés pour étudier la croissance des plantes, la situa-
tion météorologique, la configuration des vents, l’activité chimique et biologique, 
l’activité animale et les sources de contamination du sol et de l’eau. Dix années de 
recherche collaborative sur les pratiques en matière de données au sein du Cen-
ter for Embedded Networked Sensing (CENS), où des systèmes de détection sont 
conçus, testés et déployés dans le cadre d’applications scientifiques, ont produit de 
riches ressources pour la présente étude de cas. Les méthodes propres aux sciences 
sociales qui ont permis de la rédiger sont développées au chapitre 6.
Le CENS, qui dépendait de la National Science Foundation, a été financé de 2002 
à 2012 et se consacrait à la conception de systèmes de détection à des fins scien-
tifiques et sociales grâce à la collaboration de spécialistes de l’ingénierie, de 
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l’informatique et des sciences. Parce que leur travail transcendait les frontières 
disciplinaires, les participantes et participants devaient expliciter leurs pratiques, 
leurs méthodes et leurs exigences de recherche.
La taille compte
La science des réseaux de capteurs, dans les domaines du CENS, est un exemple 
emblématique de la « science légère » de Price (1963). Ce dernier la jugerait peut-
être moins mûre que la mégascience qu’est l’astronomie en raison de l’hétérogénéité 
de ses méthodes de recherche, mais il vaut mieux la voir comme étant adaptative. 
Les méthodes utilisées sont rigoureuses et répondent aux critères de preuve de leurs 
disciplines respectives. Les données ainsi obtenues peuvent être hautement valides, 
mais elles sont difficiles à répliquer.
Le CENS a été lancé en 2002 par un noyau de chercheurs et chercheuses basés 
dans quatre, puis cinq universités californiennes. Ces chercheurs avaient chacun des 
collaborateurs et collaboratrices dans d’autres institutions. La composition du centre 
a varié d’année en année au gré des projets et à mesure de l’évolution de la liste des 
étudiantes, étudiants, professeures, professeurs, postdoctorantes, postdoctorants et 
personnels. À son apogée, le centre comptait trois cents participants et des pra-
tiques variées en matière de données. En moyenne, environ 75 % de participants du 
CENS travaillaient à la conception et au déploiement de technologies de détection ; 
le reste se consacrait aux domaines d’application scientifiques, médicaux et sociaux. 
Les spécialistes des technologies (technologues) développaient de nouvelles applica-
tions – scientifiques ou autres – tandis que les scientifiques cherchaient de nouvelles 
technologies pour faire progresser leurs méthodes de recherche.
Les données recueillies dans les déploiements sur le terrain du CENS étaient mas-
sives au point de vue de la variété, à défaut de l’être en volume absolu ou en vitesse. 
Cependant, les équipes scientifiques ont été confrontées à des problèmes d’échelle 
à mesure que ces deux dernières dimensions augmentaient. Les réseaux de cap-
teurs produisaient bien plus de données que les méthodes de prélèvement à la main 
qui avaient cours dans ces domaines. Dans une étude biologique de la croissance 
racinaire, par exemple, des scientifiques avaient collecté et encodé à la main une 
centaine d’images en sept ans, grâce à des appareils photo placés dans des tubes 
transparents et plantés dans le sol près des plantes étudiées. En automatisant les 
appareils et en envoyant les images sur le réseau de capteurs, elles et ils pouvaient 
prendre jusqu’à six mille clichés par jour, représentant environ dix gigaoctets de don-
nées (Vargas et al., 2006). Passer des méthodes manuelles au codage automatisé 
s’est avéré problématique, pour plusieurs raisons. Le codage manuel reposait sur 
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le savoir-faire d’étudiantes et d’étudiants, dont certains encodaient pendant des 
heures. L’opération était difficile, car les racines étaient très petites et poussaient 
lentement. Lorsque les racines touchaient le tube, elles apparaissaient sous la forme 
de minuscules points. Une fois qu’elles avaient suffisamment grandi pour être visibles 
sur les parois du tube, les codeurs et codeuses étudiaient les images précédentes 
pour tenter de déterminer le moment de l’apparition des racines. Il fallait parfois, 
pour retracer l’origine de ces observations, fouiller des carnets de terrain, des cas-
settes vidéo de croissance racinaire et d’autres documents. On effectuait des tests 
de concordance entre codeurs, mais les marges d’erreur rendaient difficile une codi-
fication algorithmique des pratiques. Dans les études de biologie marine, les équipes 
scientifiques prélevaient généralement des échantillons d’eau trois ou quatre fois par 
période de vingt-quatre heures. Ces observations étaient corrélées en série tempo-
relle. De leur côté, les réseaux de capteurs analysaient l’eau toutes les cinq minutes. 
À un tel rythme, les corrélations et les séries temporelles ne suffisaient plus, d’où 
l’adoption de techniques de modélisation complexes (Borgman et al., 2012 ; Borgman 
et al., 2007 ; Wallis et al., 2007).
Quand est-ce une donnée ?
Tout au long des dix années d’existence du CENS, la notion de donnée y a été mou-
vante. Chaque chercheur, chercheuse, étudiante, étudiant et membre du personnel 
interrogé nous a décrit ses données à sa façon. Ces descriptions ont évolué au fil 
des entretiens suivants, des visites sur site et de l’examen de leurs publications. Des 
personnes appartenant à la même équipe proposaient des explications différentes 
de leurs données selon leur rôle au sein de l’équipe, leur expérience et les phases de 
l’activité de recherche. La notion de donnée a également évolué à mesure du progrès 
de la technologie des réseaux de capteurs et de la maturation des collaborations et 
des méthodes de recherche (Borgman et al., 2012 ; Mayernik et al., 2012 ; Wallis et 
al., 2008).
La recherche du CENS était, dans l’ensemble, un mélange de méthodes explora-
toires, descriptives et explicatives. Les scientifiques formulaient une hypothèse en 
laboratoire et la testaient sur le terrain ou vice-versa. Les spécialistes des technolo-
gies pouvaient éprouver certaines théories en laboratoire et d’autres sur le terrain. 
De même, les théoriciens, par exemple les ingénieures et ingénieurs en électricité qui 
modélisaient les réseaux de capteurs, pouvaient tester leurs théories lors du déploie-
ment des réseaux de capteurs sur le terrain (Cuff et al., 2008 ; Wallis et al., 2007).
Les biologistes, les sismologues, les environnementalistes et autres spécialistes 
d’un domaine arrivaient au CENS en apportant leurs questions de recherche et 
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leurs méthodes. Leurs pratiques scientifiques, en particulier pour les applications 
biologiques et environnementales, présentaient les caractéristiques de l’écologie 
identifiées par Bowen et Roth (2007) : 1) le protocole de recherche est éminem-
ment émergent, 2) les outils et les méthodes sont développés in situ, souvent à 
partir de matériaux disponibles sur place et sont très spécifiques au contexte, 3) 
les études sont difficilement réplicables en raison de la nature dynamique des sys-
tèmes écologiques et 4) les interactions sociales entre membres de la commu-
nauté de recherche sont extrêmement importantes.
Les spécialistes de l’informatique et de l’ingénierie ont eux aussi apporté leurs ques-
tions et leurs méthodes au CENS. Peu d’entre eux avaient de l’expérience dans la 
conception de matériel ou de programmes à des fins scientifiques, en particulier 
pour de la recherche de terrain dans les conditions imprévisibles du monde réel. 
La conception des technologies s’annonçait pour eux particulièrement éprouvante, 
puisque les exigences et les critères d’évaluation s’adaptaient avec fluidité aux ques-
tions de recherche (Borgman et al., 2012). Il fallait en apprendre suffisamment sur le 
domaine de leurs partenaires pour concevoir, déployer et évaluer les technologies et 
les données qui en résulteraient.
La recherche au sein du CENS combinait du matériel acheté dans le commerce avec 
celui fabriqué sur place. Les décisions prises pour la conception des technologies 
de détection – matérielles comme logicielles – influaient sur les types de données 
pouvant être obtenues. Comme pour les instruments de télescope en astronomie, les 
choix de conception, faits bien avant le travail de terrain, pouvaient déterminer ce qui 
deviendrait une donnée.
Bien que les équipes scientifiques et techniques travaillassent ensemble sur le 
terrain, aucune ne maîtrisait pleinement les origines, la qualité ou les applications 
des données collectées ensemble. Certaines données recueillies lors des déploie-
ments, comme les échantillons d’eau, n’intéressaient que les scientifiques, tandis 
que d’autres ne présentaient d’intérêt que pour les équipes techniques, par exemple 
les données proprioceptives des robots. Les deux parties avaient donc un intérêt 
commun dans les données issues des capteurs, mais l’appliquaient à des questions 
de recherche différentes. Parce qu’il s’agissait d’applications scientifiques nouvelles 
pour des technologies expérimentales, confronter les données à la réalité du terrain 
a représenté un défi permanent.
Sources et ressources
Les chercheurs et chercheuses du CENS recueillaient la plupart de leurs données 
eux-mêmes, ne disposant guère de référentiels ou d’autres sources externes où 
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puiser. Les équipes rassemblaient diverses sortes de données issues de réseaux 
de capteurs et d’échantillons physiques. Le code et les modèles logiciels étaient 
essentiels à la conception des instruments et à l’interprétation des données. D’ail-
leurs, ils étaient parfois traités comme des données.
Réseaux de capteurs intégrés
Même à l’époque de la fondation du CENS, en 2002, les réseaux de capteurs n’étaient 
pas des technologies nouvelles. On les utilisait pour faire fonctionner des processus 
industriels, par exemple dans des usines pétrochimiques, et pour surveiller le débit 
et la qualité de l’eau. Les nouveautés apportées par le CENS étaient l’utilisation de 
réseaux de capteurs intégrés pour poser de nouvelles questions scientifiques, ainsi 
que la collaboration de spécialistes des sciences et des technologies pour concevoir 
des technologies utilisables dans le monde réel (Committee on Networked Systems 
of Embedded Computers, 2001). Le CENS a su combiner des technologies du com-
merce avec de nouveaux appareils et de nouveaux protocoles de recherche afin de 
recueillir des données d’un genre inédit.
Une génération plus tôt, les technologies de télédétection révolutionnaient les 
sciences de l’environnement (Kwa et Rector, 2010 ; Kwa, 2005, 2011). La capacité 
à voir la Terre depuis des satellites, à des niveaux de granularité qui s’améliorent 
toujours, a permis une vision bien plus globale des phénomènes environnementaux.
Les réseaux de capteurs pouvaient être déployés sur terre et dans l’eau, selon la 
technologie employée. Comme le montre la figure 5.1, les capteurs pouvaient être 
enterrés dans le sol, accrochés à des bouées ou des bateaux, fixés à des poteaux ou 
d’autres installations, ou suspendus à des câbles que l’on déplace sur trois dimen-
sions au-dessus du sol. Ils étaient utilisés pour détecter des indicateurs de nitrates 
dans l’eau, d’arsenic dans des rizières, de la vitesse et de la direction du vent, des 
niveaux de luminosité, de mouvements physiques de la terre ou d’animaux et divers 
autres phénomènes. Les données étaient extraites des capteurs soit à la main, par 
exemple en les copiant sur une clé USB, soit en les envoyant à un nœud doté d’un 
accès internet. L’utilisation des données de ces capteurs et les méthodes d’obtention 
variaient en fonction des applications, des technologies choisies et de la distance 
du lieu. Certains déploiements prenaient place dans des zones urbaines disposant 
d’ores et déjà de réseaux sans fil, mais beaucoup se faisaient dans des montagnes, 
des îles et des déserts isolés.
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Figure 5.1. Science des réseaux de capteurs
Technologies de réseaux de capteurs employées au CENS
Crédit : Jason Fisher.
Les technologues du CENS utilisaient les données des capteurs en leur attribuant plu-
sieurs rôles : 1) observations de phénomènes physiques et chimiques, y compris des 
sons et des images, 2) observations de phénomènes naturels utilisées pour action-
ner des capteurs robotiques ou les guider à un certain endroit dans l’environnement, 
3) données de performance issues des capteurs à leur propre sujet, comme les heures 
où ils sont activés ou en sommeil, les défauts qu’ils détectent, la tension de la batterie 
et les tables d’acheminement du réseau et 4) données proprioceptives recueillies par 
les capteurs, c’est-à-dire des données pour guider les robots, comme la vitesse du 
moteur, le cap, le roulis, le tangage, le lacet et l’angle de barre (Borgman et al., 2012).
Les différences les plus visibles entre les disciplines participantes se manifestaient 
dans les critères de preuve. Les biologistes, par exemple, mesuraient des variables 
telles que la température conformément aux normes de leur domaine. En général, 
les spécialistes de l’ingénierie et de l’informatique ignoraient l’existence de ces stan-
dards internationaux ou ne s’en préoccupaient guère. Pour leur travail, une référence 
locale de mesures constantes suffisait à l’étalonnage. Questionné sur ses pratiques 
de mesure, un technologue a simplement répondu : « une température est une tem-
pérature ». Quand nous avons demandé à un biologiste partenaire comment mesu-
rer une température, il nous a donné une réponse longue et nuancée où il abordait 
le type d’instrument, où et quand la mesure était effectuée, le degré de contrôle 
sur l’environnement, la précision de l’instrument et les registres d’étalonnage. Cet 
homme avait d’ailleurs installé trois types de thermomètres côte à côte sur un terrain 
de recherche et avait noté les mesures effectuées pendant une année entière avant 
de se fier aux instruments et aux données qu’ils produisaient (Wallis et al., 2007).
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Échantillons physiques
Les équipes scientifiques du CENS ont continué à prélever physiquement des 
 échantillons d’eau, de sable et de sol. Elles effectuaient ainsi des observations 
d’organismes vivants, comme la distribution de phytoplancton et de zooplancton 
dans un lac. Les échantillons étaient testés dans des laboratoires expérimentaux 
sur place et, parfois, examinés plus précisément dans le centre de recherche, après 
le déploiement.
Logiciels, code, scripts et modèles
Un capteur ne mesure pas directement le vent, l’arsenic, les nitrates ou d’autres 
variables scientifiques ; en réalité, il mesure le voltage et d’autres indicateurs détec-
tables. Les sorties de capteurs sont généralement constituées de signaux binaires 
qui doivent être interprétés grâce à des modèles statistiques. Certaines consistent 
en des photographies. On utilise des modèles statistiques de phénomènes physiques 
ou chimiques pour interpréter ces indicateurs (Batalin et al., 2004 ; Deshpande et al., 
2004 ; Hamilton et al., 2007 ; Wallis et al., 2007).
Les équipes techniques avaient parfois recours à des ressources informationnelles 
externes, comme des référentiels de code. Le code, le logiciel et les modèles ten-
daient à être considérés comme des synonymes de la donnée pour les spécialistes 
de l’informatique et de l’ingénierie interrogés (Wallis et al., 2013).
Données de base
Les équipes scientifiques utilisaient des données issues de ressources externes pour 
planifier la collecte de nouvelles sources sur des terrains particuliers. Parce qu’elles 
retournaient généralement sur les mêmes, elles avaient besoin de beaucoup d’infor-
mations de base et de contexte sur ces terrains. Les données recueillies par des orga-
nismes publics comme le Department of Fish and Game de Californie ont constitué 
des ressources essentielles, de même que les données collectées par l’équipe lors 
de précédentes visites au lac. Parmi les informations contextuelles importantes sur le 
lac, on citera les mois où les algues prolifèrent le plus, la topologie du fond du lac, les 
espèces de phytoplanctons et de zooplanctons susceptibles d’être trouvées, la pré-
sence de nutriments et leur concentration. Les équipes techniques ont, elles aussi, 
parfois tiré leurs données d’étalonnage de sources externes (Wallis et al., 2013).
Les infrastructures de la connaissance
Alors que l’astronomie a accumulé une infrastructure de la connaissance sophistiquée 
pour coordonner données, publications, outils et référentiels au cours de longues 
décennies de coopération internationale, le CENS se situe à l’autre bout du spectre. 
Le centre lui-même remplissait une fonction fédératrice essentielle, afin de réunir des 
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chercheurs et chercheuses autour d’intérêts communs. Il fournissait l’infrastructure 
technique sous forme de matériel, de réseaux et de personnel, mais a peu investi 
dans des ressources informationnelles partagées. Les publications étaient versées 
dans le système eScholarship de l’université de Californie, formant l’un de ses plus 
grands dépôts (Center for Embedded Networked Sensing, 2013 ; Pepe et al., 2007).
À l’origine, la recherche du CENS reposait sur les technologies de réseaux de cap-
teurs autonomes et de « poussière intelligente ». Si cette orientation s’était mainte-
nue, mettre en place des structures normalisées de données et métadonnées aurait 
été bien plus faisable. À mesure que le centre mûrissait, ses participantes et partici-
pants ont mieux compris les problèmes scientifiques et technologiques posés par ce 
type de recherche exploratoire. Les technologies expérimentales ont alors été jugées 
trop fragiles et capricieuses pour être laissées sans surveillance sur le terrain. La 
recherche du CENS a par la suite évolué vers des méthodologies « mettant l’humain 
dans la boucle » et adaptables sur le terrain.
Métadonnées
Les travaux scientifiques employant des réseaux de capteurs constituent un domaine 
de recherche et non une discipline qui serait dotée d’une histoire comparable à celle 
de l’astronomie. Chaque partenaire apporte à la collaboration ses propres pratiques 
disciplinaires, notamment son usage des métadonnées. À part pour la sismologie 
et la génétique, peu de standards de métadonnées existaient pour les données pro-
duites par les équipes du CENS. Quand il y en avait, ils n’étaient pas pour autant for-
cément adoptés par la communauté scientifique ou par les laboratoires locaux – ce 
qui est d’ailleurs caractéristique de la science légère – (Cragin et al., 2010 ; Millerand 
et Bowker, 2009). Ainsi, des standards XML officiels existaient, par exemple, pour 
les données environnementales et les données de capteurs, mais ils n’ont pas été 
utilisés (Knowledge Network for Biocomplexity, 2010 ; Open Geospatial Consortium, 
2014 ; Higgins et al., 2002 ; Ruixin, 2002).
Certaines équipes utilisaient cependant des métadonnées pour leurs besoins propres, 
mais pas celles des standards XML. Elles créaient des registres qui décrivaient le 
contexte de la collecte de données, comprenant l’heure précise, le lieu, les condi-
tions locales, la position des capteurs, les caractéristiques de ces derniers (fabricant, 
modèle, numéro de série et autres). Les conventions de nommage représentaient 
la forme plus commune de métadonnées. Les équipes étaient rarement satisfaites 
de la qualité des métadonnées utilisées et se rendaient souvent compte que leurs 
anciennes données étaient difficiles à retrouver ou à réutiliser.
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Provenance
Chaque équipe du CENS gérait ses propres registres de traçabilité. Elles avaient 
fréquemment recours aux données tirées de déploiements antérieurs ou d’études 
en laboratoire pour comparaison. Les scientifiques du CENS tendaient à retourner 
régulièrement sur un même site de recherche pendant de nombreuses années. Elles 
et ils accumulaient connaissances et données sur leur terrain, ce qui leur permet-
tait d’effectuer des comparaisons longitudinales. En revanche, les spécialistes des 
technologies dépendaient bien moins des sites en tant que terrain concret ou des 
comparaisons longitudinales : les essais initiaux de leurs instruments pouvaient être 
aussi bien conduits dans des baignoires, des piscines, des jardins et des espaces 
verts du centre.
Ne disposant pas, contrairement aux astronomes, d’un réservoir commun de don-
nées, les scientifiques des champs associés au CENS n’avaient pas d’équivalent des 
data papers pour établir la provenance d’un jeu. À la place, elles et ils conservaient les 
informations de traçabilité en local, comme les données. Les personnes désireuses 
de réutiliser des données du CENS contactaient généralement les auteurs et autrices 
des publications où elles étaient rapportées (Wallis et al., 2013).
Les influences extérieures
La science des réseaux de capteurs attire des chercheurs et chercheuses issus de 
parcours académiques très variés. Chaque personne et chaque groupe a apporté à 
la collaboration ses propres valeurs économiques, ses préoccupations en matière 
de propriété et ses problématiques éthiques. C’est à l’intersection des domaines de 
recherche que quelques-uns des problèmes les plus intéressants et les plus inatten-
dus se sont posés.
Économie et valeur
Les façons d’obtenir et d’échanger des données au sein du CENS variaient en fonc-
tion des domaines et des circonstances de chaque projet. Les sismologues et les 
biologistes marines et marins disposaient de quelques réservoirs communs de res-
sources. Les environnementalistes puisaient des informations météorologiques, 
hydrologiques ou concernant d’autres aspects des conditions de terrain dans des 
registres à l’échelle locale, étatique et fédérale. Dans la mesure où ces chercheurs et 
chercheuses travaillaient sur le territoire des États-Unis, la plupart de ces documents 
sont considérés comme des biens publics. Leur usage peut également être autorisé 
hors des États-Unis, auquel cas ils peuvent devenir des biens de club ou des réservoirs 
communs de ressources, selon la gouvernance en vigueur. Les scientifiques du CENS 
recueillaient des données d’observation dans beaucoup d’autres pays et l’accès aux 
données de base sur les conditions locales variait en fonction. Des  référentiels de 
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logiciels ouverts comme GitHub et Source Forge servent de réservoirs communs de 
ressources pour la communauté des spécialistes de l’informatique et de l’ingénierie, 
qui utilisaient parfois des logiciels qui y sont développés, ou y déposaient du code 
(Boyle et Jenkins, 2003 ; Kelty, 2008 ; Uhlir, 2006 ; Wallis et al., 2013). Dans d’autres 
cas, comme nous le verrons ci-dessous et au chapitre 8, les échanges de données 
consistaient en des accords informels entre individus.
La communauté sismologique états-unienne est soutenue par les Incorporated 
Research Institutions for Seismology (IRIS), un consortium d’universités qui gèrent 
des établissements consacrés à l’acquisition, la gestion et la diffusion de données 
sismologiques (Incorporated Research Institutions for Seismology, 2013). Les don-
nées sismiques sont utilisées non seulement pour la recherche scientifique et l’édu-
cation, mais aussi pour la prévention des risques liés aux tremblements de terre 
et pour la vérification du traité d’interdiction complète des essais nucléaires (IRIS 
Data Management Center, 2013). Les données issues de subventions octroyées par 
la National Science Foundation doivent être mises à disposition dans le référentiel de 
l’IRIS dans un délai particulier à compter du retrait du terrain du dernier élément de 
matériel d’un projet financé. Si les règles concernant les périodes d’utilisation exclu-
sive étaient respectées, il n’en reste pas moins que les chercheurs et chercheuses 
bénéficiaient d’une grande marge de manœuvre pour décider quand ils retireraient 
les équipements sismiques du site. Ils pouvaient choisir de temporiser le retrait des 
capteurs afin de gagner du temps pour analyser leurs données (Wallis et al., 2013).
Le CENS a recueilli très peu de données génomiques, mais certaines recherches sur 
la prolifération d’algues nuisibles et la qualité de l’eau comprenaient des analyses 
ADN. Lorsque les organismes de financement ou les revues l’exigeaient, ces données 
étaient versées à la GenBank, la Protein DataBank ou d’autres archives (Wallis et al., 
2013). Certaines données environnementales recueillies par télédétection de satel-
lites possèdent une grande valeur commerciale, comme le suivi de bancs de poissons 
ou de conditions météorologiques permettant de prévoir les récoltes (Kwa, 2005). La 
plupart des projets en sciences de l’environnement recueillaient de petites quantités 
de données sur des sites de recherche particuliers. Rares étaient les données orga-
nisées de manière à pouvoir être facilement combinées ou comparées. Mais prises 
dans leur ensemble, ces données avaient le potentiel d’être précieuses pour d’autres 
(Borgman et al., 2007b ; Wallis et al., 2010b).
Droits de propriété
Comme en astronomie, les droits de propriété en science et technologie des réseaux 
de capteurs concernent davantage les instruments que les données. Alors que les 
astronomes partagent des instruments de grande taille, les scientifiques et les 
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 technologues du CENS avaient plutôt tendance à acheter ou fabriquer leurs propres 
petits appareils pour recueillir des données. Le matériel acquis grâce à des fonds 
publics devient généralement la propriété de l’université subventionnée.
Plusieurs entreprises se sont associées au CENS, apportant leur expertise, du maté-
riel et des fonds supplémentaires. De petites sociétés ont été formées pour vendre 
certains des équipements, des algorithmes et des méthodes élaborés au CENS. 
Aucune n’a connu de réel succès commercial ; leur objectif était surtout le transfert 
de technologies. La démarche globale du centre tendait vers la science ouverte, pri-
vilégiant la diffusion de logiciels sous forme de code open source. L’un des projets 
commerciaux les plus réussis a consisté en une organisation à but non lucratif fondée 
par des anciennes et anciens du CENS, qui conçoit encore aujourd’hui des technolo-
gies de capteurs en réseau pour des applications environnementales, médicales et 
économiques (Nexleaf, 2013).
Éthique
Dans la création de données scientifiques et techniques issues de réseaux de cap-
teurs, les problèmes éthiques se posent au moment de décider quels phénomènes 
étudier, où et comment, et avec quel degré de précision rapporter les résultats. Par 
exemple, des scientifiques du CENS étudient des espèces ou des habitats mena-
cés. Les résultats publiés incluent suffisamment de détails pour valider les travaux, 
mais pas assez pour repérer la localisation exacte des sites. En effet, les recherches 
effectuées au sein de réserves naturelles protégées étaient souvent sensibles. Ces 
dernières se trouvent généralement dans des endroits isolés, bien que certaines 
puissent être ouvertes au public pour des activités éducatives. Les visiteurs et visi-
teuses, qu’ils viennent pour se divertir ou effectuer des recherches, sont tenus de 
respecter les habitats et les écosystèmes afin que la flore, la faune et les phéno-
mènes puissent être étudiés dans des conditions naturelles.
Les spécialistes de l’informatique et de l’ingénierie du CENS étaient supposés se 
conformer aux normes éthiques de leurs disciplines. Le code de déontologie de 
l’ Association for Computing Machinery (ACM), la principale organisation profession-
nelle d’informaticiennes et informaticiens, couvre les impératifs moraux généraux 
(respecter autrui, ne pas nuire, se montrer juste et honnête, respecter la vie privée, 
honorer la confidentialité, etc.), la responsabilité professionnelle (travail de qualité 
supérieure, connaissance et respect des lois en vigueur, évaluation des systèmes 
et des risques, etc.), l’encadrement du personnel et le respect du code (Association 
for Computing Machinery, 1992). L’IEEE, une grande organisation professionnelle du 
génie, dispose d’un code de déontologie similaire, quoique moins détaillé, qui men-
tionne des devoirs tels que « prendre des décisions conformes à la sécurité, à la 
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santé et au bien-être du public », « reconnaître et corriger ses erreurs » et éviter de 
blesser autrui (Institute of Electrical and Electronics Engineers, 2013).
Selon ces principes, les chercheurs et chercheuses doivent recueillir les données 
de manière responsable, mais la définition de la « responsabilité » varie selon les 
domaines. Par exemple, des spécialistes de l’ingénierie et de la biologie ont travaillé 
ensemble pour adapter des algorithmes à visée militaire à la localisation de chants 
d’oiseaux. Des scientifiques qui s’étaient jusqu’alors tenus à l’écart des applications 
militaires se sont ainsi retrouvés à déployer des technologies d’armement à des fins 
pacifiques. Une équipe d’informaticiens et informaticiennes, qui adaptaient des cap-
teurs photographiques pour visualiser les mouvements des animaux sur le terrain, 
ont installé leurs appareils dans les couloirs du campus pour les tester, avant d’être 
accusés d’enregistrer le comportement de sujets humains sans leur consentement 
(Wallis et al., 2007).
Alors que le CENS étendait ses activités à d’autres applications des réseaux de cap-
teurs, les spécialistes de l’utilisation scientifique de ces technologies se sont tournés 
vers les usages sociaux des appareils mobiles. Les téléphones portables sont deve-
nus une plateforme importante de recueil des données et d’étude de la topologie 
de réseau. Lorsque les participantes et participants se sont mis à suivre leur propre 
comportement – alimentation, itinéraires, usage du vélo et autres – grâce à des appli-
cations mobiles, les inquiétudes quant à la vie privée ont atteint leur paroxysme. Les 
spécialistes de l’informatique et de l’ingénierie ont dû prendre des décisions difficiles 
sur les données qu’elles et ils pouvaient collecter, par rapport à celles dont ils avaient 
besoin. Le CENS est devenu le lieu d’une étude pluriannuelle sur la construction de 
valeurs au sein de la conception de technologies mobiles (Shilton, 2011).
Mener des recherches avec des réseaux de capteurs intégrés
Le CENS a soutenu de nombreux projets indépendants en même temps, même si une 
partie du personnel, du matériel et des pratiques se partageaient entre plusieurs pro-
jets. Ces collaborations tiraient les chercheurs et chercheuses hors de leur zone de 
confort : les technologues devaient tester du nouveau matériel dans des conditions 
de terrain imprévisibles et les scientifiques devaient faire confiance aux technologues 
pour la réussite de leurs excursions (Mayernik et al., 2012).
De petites équipes de recherche – constituées d’un mélange d’étudiantes, étudiants, 
professeures, professeurs et personnels de recherche issus de domaines variés – 
travaillaient ensemble sur un site donné sur des périodes allant de quelques heures 
à deux semaines. On parlait alors de « déploiement », puisque les capteurs étaient 
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déployés pour recueillir des données de diverses sortes. La participation variait selon 
les jours, s’élevant jusqu’à une vingtaine de personnes.
Nous vous présentons ci-après un scénario composite d’un déploiement typique au 
sein du CENS, que nous décrivons plus en détail dans une autre publication (Borgman 
et al., 2012). Il illustre une série d’activités communément associées à la collecte, à 
la gestion, à l’utilisation et à la conservation de ces types de données. Ce scénario 
concerne une prolifération d’algues nuisibles (ou HAB, pour Harmful Algal Bloom), un 
phénomène où un type d’algue particulier devient soudainement dominant dans l’eau 
et qui peut se produire en eau douce comme dans les océans. La prolifération crée 
une toxicité qui tue les poissons et d’autres animaux comme les lions de mer, soit en 
consommant l’oxygène dont les poissons ont besoin pour vivre, soit en relâchant de 
l’acide domoïque, une neurotoxine qui nuit aux grands mammifères. Il est important 
d’étudier les HAB, car elles peuvent causer de grands dommages, jusqu’à tuer des 
dizaines de milliers de poissons par jour. Les déploiements HAB ont été réalisés dans 
un lac connu pour ses proliférations estivales.
Les réseaux de capteurs permettent aux spécialistes de la biologie marine d’étudier 
davantage de variables qu’en prélevant des échantillons à la main et d’effectuer bien 
plus d’observations. La collecte de données peut s’adapter aux conditions locales en 
choisissant judicieusement les capteurs et leur placement. Les études des HAB au 
moyen de réseaux de capteurs permettent aux spécialistes de l’informatique et de 
l’ingénierie de tester les capacités de capteurs physiques et biologiques à recueillir 
un grand nombre de variables. Les roboticiennes et roboticiens jugent les HAB parti-
culièrement intéressantes parce que le flux des observations peut servir à déclencher 
des systèmes de détection sur des bateaux, des bouées, des hélicoptères, des appa-
reils photo et des véhicules autonomes.
Les questions de recherche
L’objectif général du CENS était le développement conjoint – ou co-innovation – 
de nouveaux instruments qui permettraient de nouvelles formes de science (Cen-
ter for Embedded Networked Sensing, 2012 ; Committee on Networked Systems of 
Embedded Computers, 2001 ; Estrin, 2008). La science et la technologie progres-
saient en symbiose, comme dans la métaphore de la guêpe et du figuier de Licklider 
(Borgman, 2011  ; Licklider, 1960  ; Waldrop, 2001). L’une ne pouvait avancer sans 
l’autre ; elles étaient interdépendantes et s’influençaient mutuellement.
En dépit de l’interdépendance des équipes scientifiques et techniques, leurs objectifs 
à long terme étaient plus proches des buts de leurs disciplines respectives que de 
ceux du centre. Les biologistes ont poursuivi leur étude des phénomènes  biologiques 
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liés aux HAB avant, pendant et après le CENS et les technologues ont continué 
d’ améliorer leurs instruments, leurs algorithmes et leurs modèles pour cibler des 
phénomènes avant, pendant et après le CENS. Leur sélection des données, leurs 
manières de les gérer et les endroits où ils les publiaient correspondaient aux pro-
grammes de leurs disciplines respectives, malgré leur forte implication dans la colla-
boration (Borgman et al., 2012 ; Mayernik et al., 2012 ; Wallis et al., 2013).
Lors de la recherche de terrain sur les HAB, l’équipe scientifique a étudié la distribu-
tion des phénomènes dans le lac, tandis que l’équipe technique se concentrait sur 
la vision robotique (Borgman et al., 2012). Les exigences des scientifiques ont per-
mis de mener des recherches technologiques sur des algorithmes de guidage robo-
tique, de santé du réseau, de détection des défaillances du capteur et de conception 
d’interfaces de technologies des capteurs. Les spécialistes de l’informatique et de 
l’ingénierie se sont appuyés sur les discussions avec l’équipe scientifique pour choi-
sir leur matériel et les capteurs spécifiques, ainsi que l’heure, le lieu et la durée du 
déploiement de chacun.
La collecte de données
D’un déploiement à l’autre, le nombre de personnes et la distribution des compé-
tences variaient considérablement. Lors des quatre jours du déploiement au lac pour 
étudier les HAB, la participation a fluctué au quotidien. Le premier jour, les étudiantes, 
étudiants et personnels de recherche sont arrivés pour installer le matériel. Le deu-
xième jour, les professeures et professeurs sont venus diriger la collecte de données. 
Dans cet exemple, une vingtaine de personnes sont allées et venues en quatre jours. 
Parmi elles, il y avait huit à dix spécialistes en génie électrique qui ont fabriqué le 
système de détection, quatre ou cinq membres de l’équipe robotique, deux statisti-
ciennes et statisticiens et six à huit chercheurs et chercheuses en biologie marine. 
Les responsabilités se chevauchant, les chiffres de participation sont approximatifs.
Bien que toutes les parties soient venues sur le terrain avec une série de questions 
de recherche et l’instrumentation correspondante, la collecte de données dépendait 
grandement des conditions locales. Les chercheurs et chercheuses ont sélectionné 
et positionné les capteurs avec soin, puisque chacun d’eux était adapté à certains 
types de conditions et pouvait enregistrer des données à des densités particulières 
( Akyildiz et al., 2002). Le placement des capteurs constitue d’ailleurs un sujet de 
recherche à part entière (Younis et Akkaya, 2008). En effet, des facteurs comme 
l’humidité du sol ou le pH du lac influencent l’endroit où on les placera. Les cap-
teurs pouvaient être déplacés plusieurs fois au cours du déploiement en fonction 
des résultats intermédiaires. Certains placements étaient fondés sur des  probabilités 
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conditionnelles, comme la capacité des roboticiens et roboticiennes à déplacer 
 automatiquement les capteurs aux endroits où des HAB étaient prévus.
Pour la recherche sur les HAB, les deux équipes avaient besoin d’observations de 
phénomènes chimiques et physiques (par exemple, les concentrations de nitrate par 
heure, emplacement et profondeur du lac) et de phénomènes naturels (par exemple, 
la distribution du phytoplancton et du zooplancton) qui puissent être utilisées pour 
guider les capteurs robotiques. Les scientifiques avaient aussi besoin d’échantillons 
d’eau contenant des organismes vivants ; ceux-ci étaient testés dans des laboratoires 
expérimentaux sur place et d’autres étaient testés plus tard sur le campus, après le 
déploiement. Les technologues avaient en outre besoin de données proprioceptives 
et de performances sur les capteurs (Borgman et al., 2012).
La fiabilité des capteurs variait beaucoup, ce qui a représenté une grande source 
de frustration dans les premières années du CENS. Les capteurs fonctionnaient de 
manière erratique, s’arrêtaient ou redémarraient au hasard, semblait-il. Dans ce der-
nier cas, les horloges intégrées repartaient à zéro, ce qui rendait impossible la mise 
en correspondance des données recueillies sur l’ensemble du réseau. Les réseaux 
de capteurs pour la recherche du terrain telle que la pratiquait le CENS s’avéraient 
bien moins fiables et autonomes qu’attendu. À la suite d’une désastreuse perte de 
données sur un site positionné sur un autre continent, le centre est passé à des 
méthodes à intervention humaine. Cette approche était plus adaptée à l’évaluation 
de la qualité des données en temps réel (Mayernik et al., 2012).
En pratique, la technologie des capteurs était toujours expérimentale et s’adaptait 
donc en continu aux nouvelles questions de recherche et aux nouvelles possibilités 
techniques. Elle n’a jamais été suffisamment stabilisée pour standardiser les procé-
dures de collecte de données. C’est une des caractéristiques qui font de la recherche 
du CENS une science légère (Borgman et al., 2006, 2007a).
L’analyse des données
Les données étaient traitées avant, pendant et après les déploiements sur le terrain. 
Les équipes du CENS consacraient des efforts considérables à vérifier les instru-
ments et les données des capteurs pour s’assurer de leur fiabilité. La méthode utili-
sée, la vérification au sol, consiste à utiliser des techniques de mesure connues pour 
éprouver la validité des nouvelles méthodes.
Les équipes scientifiques avaient la parfaite maîtrise des échantillons physiques 
d’eau, de sol et d’autres matériaux prélevés sur le terrain. Certains étaient trai-
tés sur place, d’autres dans des laboratoires du campus. Les équipes techniques, 
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en revanche, n’avaient guère d’intérêt pour ces données. Rendre intelligibles des 
 données de capteurs suppose des modèles scientifiques sous forme d’algorithmes 
statistiques. Ces modèles scientifiques, développés conjointement par les équipes 
scientifiques et techniques, étaient considérés comme les produits les plus impor-
tants de la recherche du CENS.
Au cours des déploiements, par exemple celui concernant la prolifération d’algues 
nuisibles, les données des capteurs étaient envoyées aux ordinateurs des équipes 
techniques responsables des réseaux. Celles-ci les étalonnaient et les nettoyaient, 
ce qui impliquait de mettre en correspondance les différentes références temporelles 
des capteurs, de supprimer les artefacts tels que le redémarrage d’un appareil dû à 
une défaillance informatique et d’ajouter des notes concernant les décisions de ter-
rain sur le moment où un capteur était déplacé, la manière et l’endroit (Wallis et al., 
2007). Une fois nettoyées et étalonnées, les données étaient fournies aux équipes 
scientifiques participantes. Les scientifiques les comparaient alors à leurs modèles 
et d’autres sources de données de confiance, par exemple les courbes d’étalonnage 
établies en laboratoire (Borgman et al., 2012). La plupart des données n’étaient rete-
nues que par l’équipe qui les avait recueillies, quand elles l’étaient.
La différence d’objectifs à long terme entre les équipes scientifiques et techniques 
se manifestait surtout dans le traitement des données. Des désaccords sont appa-
rus autour des normes incompatibles, des pratiques de partage et de l’assistance 
à la gestion des données (Edwards et al., 2011 ; Mayernik et al., 2011 ; Mayernik, 
2011). Dans les déploiements purement scientifiques ou purement techniques, les 
équipes qui recueillaient les données se chargeaient aussi de leur traitement. Dans 
les déploiements conjoints, la gestion et le traitement final variaient selon le type de 
données.
La publication des résultats
Les recherches issues des déploiements sur le terrain du CENS ont été publiées 
dans les revues et les colloques de chaque discipline participante. Dans de nom-
breux cas, les résultats scientifiques et technologiques des déploiements ont été 
publiés séparément, dans des publications visant le lectorat de leurs domaines 
 respectifs. Dans d’autres, les résultats ont été publiés conjointement par des auteurs 
et autrices de différents champs de recherche. Une étude des schémas d’auctoria-
lité et d’ interconnaissance parmi les chercheurs et chercheuses du CENS a montré 
comment de nouvelles collaborations se sont formées et ont évolué au cours des dix 
années d’existence du centre (Pepe, 2010, 2011).
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Les participantes et participants aux activités de recherche comprenaient des 
 professeures et professeurs, des chercheurs postdoctoraux et chercheuses post-
doctorales, des étudiantes et étudiants de premier et deuxième cycle et des per-
sonnels de recherche à plein temps. Les étudiants et le personnel impliqués dans la 
conception et le déploiement du matériel de recherche étaient considérés comme 
faisant partie de l’équipe, cependant le personnel n’a pas toujours été crédité dans 
les publications. Le statut auctorial était d’ailleurs un sujet très sensible pour celles 
et ceux qui concevaient et entretenaient les instruments nécessaires au projet. 
L’instrumentation du CENS évoluait continuellement parce que la co-innovation de 
la science et de la technologie était essentielle à la poursuite des objectifs du centre.
La conservation, le partage et la réutilisation des données
À la fin du déploiement sur le terrain, les équipes se dispersaient, chaque membre 
emportant les données dont il avait la responsabilité. Par conséquent, les données 
issues de ces déploiements en commun étaient disséminées et peu susceptibles 
d’être rassemblées de nouveau. Il n’existait que peu de registres de provenance uti-
lisables pour reconstituer ou répliquer un déploiement donné (Borgman et al., 2012 ; 
Wallis et al., 2013).
Chaque équipe avait documenté ses données de manière suffisante pour ses propres 
besoins. Certaines, notamment dans les sciences exactes, les tenaient à jour pour 
des comparaisons futures. D’autres, surtout dans l’ingénierie, n’avaient guère l’usage 
des données des déploiements une fois les articles publiés. Les équipes du CENS 
ont peu investi dans la création de métadonnées (Mayernik, 2011). Les conventions 
de nommage des fichiers représentaient souvent la forme de gestion la plus sophis-
tiquée employée par les équipes de recherche. Les tableurs étaient généralement le 
plus petit dénominateur commun pour l’échange de données au sein d’un groupe et 
entre plusieurs groupes.
L’adaptabilité des méthodes de collecte de données au CENS a produit des jeux uti-
lisés localement et difficiles à combiner avec d’autres. Peu de chercheurs et cher-
cheuses ont déposé leurs données dans des bases, en partie à cause de l’absence 
de standardisation et en partie à cause du manque de référentiels susceptibles de 
les accueillir. La responsabilité des données allait généralement de pair avec les rôles 
dans la rédaction des publications (Wallis, 2012), comme nous le verrons plus avant 
au chapitre 9 (Chang et al., 2006 ; Wallis et al., 2010b ; Wallis, 2012).
En principe, les standards de métadonnées existants auraient pu être utilisés – indi-
viduellement ou combinés entre eux – pour décrire une grande partie des données 
du CENS. Ainsi, les observations écologiques recueillies par les capteurs ou à la main 
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auraient pu être décrites avec une structure et un vocabulaire communs. De même, 
si ces standards XML avaient été intégrés aux algorithmes de collecte, les caractéris-
tiques des capteurs auraient pu être enregistrées automatiquement.
Cependant, les structures de métadonnées formelles s’intègrent difficilement dans 
des activités de recherches aussi locales et adaptatives (Aronova et al., 2010 ; Mille-
rand et Bowker, 2009 ; Ribes et al., 2005). Les langages de métadonnées conçus pour 
les besoins des catalographes, des indexeurs et des indexeuses s’adaptent difficile-
ment à une utilisation légère par des personnels de recherche. L’Ecological Metadata 
Language, par exemple, s’accompagne d’un manuel de plus de deux cents pages 
(Knowledge Network for Biocomplexity, 2013). Un lexique pour la recherche aqua-
tique y comporte plus de dix mille entrées, avec quatre cents termes rien que pour les 
nitrates. Les chercheurs et chercheuses du CENS ont trouvé l’envergure de ces lan-
gages de métadonnées décourageante : ils ne pouvaient justifier l’effort nécessaire à 
leur mise en œuvre, même à petite échelle. Le centre ne disposait pas du personnel 
suffisant pour accompagner un tel niveau de gestion professionnelle des données. 
Les tentatives de construction d’un référentiel pour soutenir la recherche interdisci-
plinaire au moyen des réseaux de capteurs ont été peu fructueuses, en grande partie 
du fait de l’hétérogénéité des données et de la diversité des pratiques locales de 
gestion (Wallis et al., 2010b).
Bien que la gestion des données soit informelle dans la plupart des équipes du 
CENS, les chercheurs et chercheuses étaient généralement désireux de les parta-
ger. Les conditions auxquelles ils se sentaient prêts à le faire variaient cependant 
considérablement, allant de la divulgation immédiate de toutes les données brutes 
à l’exigence d’être coauteur ou coautrice des publications reposant sur celles-ci. 
La plupart d’entre eux diffusaient volontiers leurs données une fois les articles 
correspondants publiés (Borgman et al., 2006). Une partie des données et du code 
logiciel était versée dans des référentiels publics, mais la forme la plus courante 
de partage pratiquée par les chercheurs était les échanges interpersonnels à la 
demande (Wallis et al., 2013).
Conclusion
Les cas de l’astronomie et des réseaux de capteurs intégrés illustrent, par leurs dif-
férences, la diversité de la recherche, des pratiques et des données. L’astronomie 
est une discipline bien établie disposant d’un noyau de revues et de colloques. Les 
applications scientifiques des réseaux de capteurs intégrés constituent davantage 
un domaine problématique qu’une discipline, mais disposent aussi de plusieurs 
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revues et colloques. Les chercheurs et chercheuses en astronomie et en réseaux 
de capteurs travaillent grâce à une instrumentation commune. Néanmoins, les 
télescopes et les archives de données constituent d’importants investissements 
infrastructurels, régis dans l’optique d’engendrer des milliers de publications, du 
savoir partagé et des données qui peuvent potentiellement conserver leur valeur 
indéfiniment. En comparaison, les investissements dans l’infrastructure de la 
science et de la technologie des réseaux de capteurs sont minimes.
L’utilisation de technologies de détection intégrées en réseau pour étudier des 
phénomènes émergents sur le terrain représente l’extrême opposé du travail 
scientifique des données en astronomie. Les réseaux de capteurs déployés par le 
CENS étaient des technologies largement expérimentales. Certains instruments 
étaient trop fragiles pour être laissés sans surveillance  ; d’autres étaient dépla-
cés fréquemment pour s’adapter aux conditions du terrain, selon un protocole de 
recherche reposant sur l’intervention humaine. La fonction fédératrice du CENS, 
qui réunissait les savoir-faire scientifiques et techniques nécessaires à la résolu-
tion de problématiques de recherche, faisait partie intégrante de son infrastructure 
de la connaissance. La fonction fédératrice consiste, entre autres, à fournir une 
expertise technique supplémentaire, de l’aide administrative et des espaces de 
collaboration. Pour le reste, les participantes et participants se reposaient sur les 
infrastructures de leurs domaines ou de leurs départements universitaires.
Malgré les investissements infrastructurels du CENS, les personnels de recherche 
manquaient de standards de données, d’archives et de mécanismes de classifica-
tion pour faciliter et intégrer les échanges de ressources. La responsabilité de la 
gestion des données incombait aux chercheurs et chercheuses, sans guère d’appa-
reil sur lequel s’appuyer. Il s’agit là, cependant, du problème de l’œuf et la poule. 
Les projets fondés sur les réseaux de capteurs tendent à être exploratoires, à abor-
der des problématiques émergentes et à être confrontés à des situations de terrain 
dynamiques par essence. Les équipes de recherche n’avaient pas nécessairement 
besoin de mettre les données de différents déploiements en correspondance, 
puisque chaque excursion visait généralement à répondre à de nouvelles questions 
avec de nouveaux instruments. Même si elles effectuaient des comparaisons entre 
plusieurs lieux et moments, elles n’étaient que rarement confrontées à des exi-
gences d’intégration de données semblables à celles du relevé COMPLETE.
Ces contrastes correspondent parfaitement aux provocations exposées au cha-
pitre 1. Les divergences en matière de travail scientifique des données de ces deux 
champs contribuent largement aux différences quant à qui y possède les données 
de la recherche, les contrôle, les pérennise ou y accède. Les réservoirs communs 
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de ressources dominent l’astronomie alors que les données privées resteront, 
dans les années à venir, la norme de la recherche sur les réseaux de capteurs. 
Une demande de réservoirs communs de ressources n’existe, pour ce qui est des 
domaines du CENS, que pour les champs spécialisés que sont la sismologie et la 
génétique.
Ces différences en matière de travail scientifique des données soulignent par ail-
leurs la divergence des méthodes d’échanges de données, quand il y en a. Les réser-
voirs communs de ressources, qu’ils consistent en des systèmes d’instrumentation 
ou d’information, reposent sur des normes communes et sur des institutions qui 
soutiennent l’interopérabilité, comme l’Astrophysics Data System, le CDS, SIMBAD 
et NED. Les objets célestes sont liés aux publications où ils sont mentionnés ; en 
revanche, l’établissement de liens entre articles et jeux de données est bien moins 
fréquent. Dans la recherche en réseaux de capteurs, les échanges de données 
reposent largement sur les contacts interpersonnels et il n’existe pas de méthode 
formelle pour lier des publications, des données et d’autres objets de recherche. 
Néanmoins, les deux domaines investissent des moyens humains considérables 
pour faire fonctionner ces infrastructures de la connaissance.
Les caractéristiques temporelles de ces domaines influencent aussi l’évolution de 
leurs infrastructures de la connaissance et les relations entre parties prenantes. 
L’astronomie est ainsi le plus ancien et le mieux établi des champs des sciences 
exactes.
Les infrastructures d’aujourd’hui transcendent le temps et l’espace, permettant 
d’intégrer des données anciennes à des observations contemporaines et futures. 
De nos jours, les astronomes dépendent bien moins du mécénat qu’autrefois, mais 
le soutien financier de riches donateurs et donatrices est toujours recherché pour 
les grands projets d’instrumentation. L’augmentation des fonds publics consacrés 
à l’astronomie a contribué à son internationalisation, aux investissements dans des 
réservoirs communs de ressources et à une plus grande équité d’accès aux instru-
ments et aux données. Cette discipline est l’une des rares à parler d’une seule voix, 
à travers son relevé décennal.
À l’inverse, la science et la technologie des réseaux de capteurs sont un carrefour 
où des scientifiques en mal de technologies rencontrent des technologues en quête 
de domaines d’application intéressants. Les participantes et participants viennent 
de champs nouveaux comme anciens et gardent un pied dans chaque monde le 
temps de la collaboration. Le domaine est passionnant et a atteint une masse cri-
tique en matière de colloques et de revues, mais les perspectives d’embauches, de 
159
5. Le TravaIL scIenTIfIQue Des Données Dans Les scIences exacTes
postes et de promotions sont ailleurs. Il n’y a pas encore de motivation à bâtir des 
réservoirs communs de ressources ou une infrastructure de la connaissance plus 
complète pour la science et la technologie des réseaux de capteurs.
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Introduction
Les sciences sociales recouvrent la recherche sur le passé, le présent et l’avenir du 
comportement humain. En dépit de leur longue histoire, ces champs sont attaqués 
dans les universités comme au-dehors. Le débat sur les « deux cultures » des sciences 
et des lettres lancé par l’essai de C. P. Snow (1956) a fait rage tout au long des années 
1960, mais a largement laissé les sciences sociales à la marge de cette dichotomie. 
Malgré la montée en puissance des collaborations et des parcours interdisciplinaires, 
les divisions entre domaines se sont creusées avec la transformation des structures 
de financement et de rémunération (Hollinger, 2013). Dernièrement, la politologie est 
devenue la science sociale la plus politisée, au point que le Congrès américain a sus-
pendu le financement public de la discipline sauf pour les travaux qui « promeuvent 
la sécurité nationale ou les intérêts économiques des États-Unis  » (Prewitt, 2013). 
Les réactions, tant aux États-Unis qu’à l’étranger, expriment une profonde inquiétude 
quant à l’immixtion de la politique dans l’attribution de subventions individuelles, quelle 
que soit la discipline. L’évaluation par les pairs (peer review) et l’expertise scientifique 
sont en jeu et la pression pour des résultats immédiats s’accentue au détriment de la 
construction théorique à long terme (P. Boyle, 2013 ; Prewitt, 2013).
Certains des problèmes rencontrés par la recherche en sciences sociales sont 
attribuables aux difficultés dans la gestion des données. Par exemple, en tentant 
de répliquer une étude économique influente, un étudiant y a découvert des erreurs 
de calcul. Celles-ci – et la réponse que leur ont apportée les auteurs – ont fait la 
une des revues scientifiques comme de la presse économique, contribuant à inter-
roger la fiabilité de la recherche (Marcus, 2013  ; Monaghan, 2013  ;  Wiesenthal, 
2013). Un cas de fraude par un professeur de psychologie sociale néerlandais 
est passé inaperçu des années durant, soulevant des inquiétudes semblables 
sur la recherche et l’efficacité de l’évaluation par les pairs dans cette discipline 
( Enserink, 2012a ; Shea, 2011). Le taux de rétractation en économie et dans les 
autres champs des sciences sociales est certes nettement moindre que dans les 
sciences exactes, mais cela n’indique pas pour autant une plus grande intégrité. 
Les différences seraient plutôt liées aux manières dont les maisons d’édition de 
chaque discipline gèrent les propositions comportant des erreurs, des plagiats ou 
de la fraude ( Karabag et Berggren, 2012 ; Oransky, 2012).
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Les méthodes traditionnelles d’échantillonnage, comme le recours au courrier postal 
ou aux appels aléatoires sur des téléphones fixes, sont moins fiables depuis que les 
activités de communication se font en ligne. D’aucuns affirment que l’intérêt des son-
dages et des autres méthodes conventionnelles de recherche en sciences sociales 
touche à ses limites et que de nouvelles approches sont nécessaires (Savage et 
 Burrows, 2007, 2009). Les politiques de protection des sujets de recherche sont elles 
aussi en pleine transformation. Un placard fermé à clé ne suffit plus à protéger les 
dossiers numériques recueillis sur des personnes ; les nouvelles méthodes doivent 
répondre à la réalité de la protection de la vie privée, du data mining et de la réidenti-
fication. La recherche sur des sujets sensibles tels que le terrorisme et les conflits est 
essentielle à la politique publique, mais la mener tout en préservant la confidentialité 
– et la vie – des sujets oblige à des choix difficiles (Jackson et al., 2013). Étant donné 
la complexité du comportement humain et des institutions sociales, il est souvent 
très difficile d’établir une causalité dans les sciences sociales. Ces disciplines sont en 
quête de nouvelles méthodes et sources et, ce faisant, se confrontent aux promesses 
et aux écueils du travail scientifique des données.
Les méthodes de recherche 
et les pratiques en matière de données
Les pratiques en matière de données d’un domaine font partie intégrante de ses 
méthodes de recherche ; or, les sciences sociales explicitent bien plus leurs méthodes 
que les autres champs. Les manuels méthodologiques abondent pour guider les pro-
grammes universitaires sur le protocole de recherche, les statistiques, la recherche 
quantitative et qualitative et la visualisation. L’équilibre entre une description la plus 
riche possible du comportement humain et la nécessité de respecter les droits des 
individus, des groupes et des institutions étudiés est au cœur de ces méthodes.
Quelques dichotomies de base – quoique réductionnistes – suggèrent la palette 
des méthodes possibles. Ces dimensions ne sont pas incompatibles et peuvent se 
combiner de différentes manières. La première dichotomie met en regard l’expli-
cation idiographique et l’explication nomothétique. Les études idiographiques sont 
particulières à un lieu, à une condition ou à un événement. Cette démarche cherche 
à décrire et expliquer un cas donné de la manière la plus complète possible. À 
l’inverse, les études nomothétiques identifient des facteurs causaux qui influencent 
une classe d’événements ou de conditions (Babbie, 2013). La deuxième dichoto-
mie distingue les méthodes reposant avant tout sur des techniques de décompte 
et de calcul pour étudier les problèmes sociaux, dites « quantitatives », de celles 
qui ont recours à l’interprétation, dites « qualitatives  ». La troisième différencie 
les méthodes interventionnistes (obtrusive) et non interventionnistes (unobtrusive). 
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Les méthodes interventionnistes sont celles de travaux où il y a un certain degré 
d’interférence : le sujet de recherche est conscient d’être étudié, de préférence 
avec son consentement. Les méthodes non interventionnistes, quant à elles, ne 
supposent pas d’intervention  : le chercheur ou la chercheuse travaille sur des 
traces d’activité humaine ou observe un comportement sans interférer.
Les notions de fiabilité et de validité transcendent ces dichotomies. La fiabilité cor-
respond à la constance, à la probabilité que des observations répétées d’un même 
phénomène produisent le même résultat. La validité est la valeur de vérité, le degré 
auquel une mesure saisit le concept qu’elle est censée mesurer (Babbie, 2013  ; 
 Shadish et al., 2002).
Les scientifiques arbitreront différemment entre ces dimensions pour chaque étude. 
Les sondages, par exemple, sont généralement nomothétiques, quantitatifs et exigent 
un vaste échantillon pour être suffisamment fiables. À l’inverse, les ethnographies 
sont le plus souvent idiographiques, qualitatives, interventionnistes et s’inquiètent 
davantage de leur validité que de leur fiabilité. Les études ayant recours au big data 
nécessitent des méthodes statistiques et, parfois, des modélisations informatiques. 
Ces méthodes sont à même de produire des données anonymisables et réutilisables 
par d’autres. En revanche, les données qui reposent sur une analyse fouillée sont 
propres à engendrer des descriptions fécondes de phénomènes, mais les données 
peuvent s’avérer impossibles à anonymiser ou à partager. Le plus souvent, il faut faire 
des choix difficiles quant aux données pouvant être obtenues ou non, comment et 
pourquoi, ainsi que sur les façons de les rapporter et de les diffuser.
Études de cas en sciences sociales
Le travail scientifique des données est tout aussi divers dans les sciences sociales 
que dans les sciences exactes ; nous n’essayerons donc pas d’être exhaustifs. Les 
études de cas du présent chapitre abordent les raisons et les manières dont les gens 
 utilisent les technologies de l’information, illustrant les dimensions des méthodes 
expliquées plus haut. La première série de cas, sur les enquêtes sur Internet et 
les médias sociaux comme c’est d’usage, compare des sondages, où les enquê-
tés évoquent leur usage d’Internet, avec des traces de leur comportement réel sur 
des technologies telles que Twitter. OxIS, petit nom de l’Oxford Internet Survey of 
Britain, est menée deux fois par an par l’Oxford Internet Institute depuis 2003 au 
moyen d’ entretiens personnels. Plusieurs études qui utilisent les contenus de  Twitter 
et d’autres services de microblogage comme ressources en données éclairent la 
manière dont les décisions relatives aux preuves et aux méthodes influent sur les 
pratiques en matière de données et les résultats.
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La seconde étude de cas de ce chapitre s’intéresse à la manière dont les technologies 
de l’information sont conçues, mises en place et utilisées dans la recherche en science 
et en technologie. Les méthodes sociotechniques sont employées pour étudier les pra-
tiques en matière de données du Center for Embedded Networked Sensing (Centre 
pour la télédétection intégrée en réseau). Les résultats de ces travaux sont rapportés 
dans l’étude de cas sur les pratiques en matière de données du CENS au chapitre 5. 
Dans le présent chapitre, nous résumons les méthodes employées dans une recherche 
sociotechnique sur dix ans et nous examinons leurs implications dans le travail scien-
tifique des données. Ces méthodes sont largement idiographiques, mais comportent 
également une analyse de réseaux sociaux, ainsi que l’élaboration et l’évaluation de 
technologies. Ensemble, ces deux études de cas examinent la manière dont les spécia-
listes des sciences sociales abordent des méthodes et des problèmes nouveaux et les 
implications qui en découlent pour les infrastructures de la connaissance.
Les enquêtes sur Internet 
et l’étude des médias sociaux
Les études d’Internet tirent leurs méthodes d’autres domaines des sciences sociales. 
Les sondages sont une façon habituelle de poser les mêmes questions à un grand 
nombre de gens. Ils peuvent être menés en personne, par courrier, par e-mail ou en 
utilisant d’autres technologies comme des questionnaires sur le Web et des applica-
tions mobiles. L’analyse de réseaux sociaux, une méthode couramment employée 
dans la recherche sur Internet, est bien antérieure au Web et aux médias sociaux 
d’aujourd’hui comme Twitter, Facebook, LinkedIn, Flickr et Pinterest. Les sociologues 
modélisent des relations entre individus et groupes depuis les années 1920 environ, 
en ayant recours à tous les indicateurs disponibles  : cartes postales, appels télé-
phoniques, listes de membres et autres liens sociaux (Freeman, 2004 ; Wellman et 
Haythornthwaite, 2002).
Pour toute méthode de recherche, il est nécessaire de disposer d’un savoir-faire scien-
tifique pour concevoir l’étude, sélectionner la population à étudier et les méthodes 
d’échantillonnage et nettoyer, analyser et interpréter les données obtenues. Le dan-
ger de l’utilisation du big data dans les sciences sociales et ailleurs consiste à croire 
qu’on analysera les données aussi facilement qu’on les a obtenues. Or, mener des 
enquêtes et des études sur les médias sociaux est bien plus difficile qu’il n’y paraît. 
Certains travaux sur Internet sont très sophistiqués et prennent soigneusement en 
compte les limites de ces données en matière de fiabilité et de validité. D’autres sont 
naïfs et exploitent des flux de données comme d’intéressantes sources de preuves 
sans bien en comprendre les limites (Boyd et Crawford, 2012).
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La taille compte
La mégascience ou science lourde (big science) au sens de Weinberg (1961) et Price 
(1963) se caractérise par la maturité du champ de recherche et par la sophistication 
des méthodes. La recherche par sondage, qui documente les tendances de la société 
depuis fort longtemps, est sans doute l’un des domaines les plus mûrs des sciences 
sociales. Des archives telles que l’Inter-University Consortium for Political and Social 
Research (2013) recueillent des données de sondage depuis plus de cinquante ans, 
originellement sur papier, puis sous forme numérique. Les archives de données des 
sciences sociales ont différentes priorités selon leur source de financement, le type 
d’étude, la région et d’autres critères. Les centres de recherche universitaires comme 
l’Institute for Quantitative Social Science à Harvard et la Science Data Archive à l’uni-
versité de Californie à Los Angeles (UCLA) financent des référentiels de données, des 
didacticiels et instructions, le développement d’outils et d’autres services (Institute 
for Quantitative Social Science, 2013 ; Social Science Data Archive, 2014).
On peut effectuer des sondages de manière ponctuelle, mais ils s’avèrent particuliè-
rement utiles quand ils sont menés sur de longues périodes. Des sondages d’opinion 
sur la politique, l’enseignement supérieur et les mentalités en général sont réalisés 
à intervalles réguliers depuis des décennies. En posant les mêmes questions clés 
à chaque fois, la comparabilité est maintenue. Les enquêtes sont adaptées pour 
répondre aux problématiques sociales du moment en ajoutant ou modifiant chaque 
fois quelques questions. Après qu’elles ont été déposées dans des archives, d’autres 
scientifiques peuvent en réanalyser les données, comparer les différentes études 
ou répliquer – entièrement ou partiellement – le protocole de recherche sur des 
populations différentes. Cependant, réutiliser ces données suppose un investisse-
ment considérable pour comprendre comment et pourquoi chaque enquête a été 
menée, en interpréter les résultats et déterminer quelles composantes peuvent être 
réutilisées ou comparées.
Les données des médias sociaux sont massives par leur volume absolu et peuvent 
produire dix fois, cent fois, mille fois, voire des millions de fois plus d’observations 
que les sondages, les entretiens ou les études en laboratoire. Suivre les communica-
tions quotidiennes de personnes au moyen de journaux intimes et d’autres méthodes 
manuelles, par exemple, ne fournit qu’un mince filet de traces. En revanche, s’il est 
difficile d’obtenir des chiffres fiables sur les transactions dans les médias sociaux, les 
volumes peuvent être colossaux. Ainsi, un des principaux fournisseurs de données 
de médias sociaux pour les entreprises affirme disposer d’un flux de trois milliards 
d’activités par jour (Gnip, 2013b).
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Quand est-ce une donnée ?
Le déluge de données tiré de l’enregistrement numérique de l’activité humaine peut 
s’avérer une mine d’or pour les chercheurs et chercheuses en sciences sociales. La 
surabondance de sources et de ressources, à la fois contemporaines et historiques, 
amène toutefois son lot de difficultés. Découvrir ces richesses revient parfois à suivre 
une carte au trésor de pirate sur un chemin semé d’embûches, de chausse-trapes, de 
faux indices et d’indications trompeuses. La quête scientifique consiste à déterminer 
quelles entités peuvent validement mettre en évidence quels phénomènes. Souvent, 
les chercheurs et chercheuses sont déchirés entre les données qu’ils veulent et les 
données qu’ils peuvent obtenir. Les meilleurs travaux de recherche sont ceux qui 
adaptent au mieux leurs méthodes aux questions posées. Des protocoles novateurs 
peuvent mener à des découvertes sensationnelles, mais s’avérer difficiles à répliquer 
ou à expliquer à celles et ceux qui n’appartiennent pas à la discipline. Des méthodes 
nouvelles peuvent aussi produire des données plus difficiles à documenter, partager, 
réutiliser et conserver comparées à celles issues de protocoles traditionnels.
Sources et ressources
Lorsque des scientifiques recueillent leurs propres données, elles et ils ont davan-
tage de contrôle sur leurs protocoles de recherche. Pour mener des travaux à plus 
grande échelle, ils devront souvent rassembler des données tirées de ressources 
externes. Beaucoup combineront différentes méthodes, en réalisant des entretiens 
ou des ethnographies qu’ils compléteront de traces issues de médias sociaux, de 
transactions économiques, de recensement ou autres.
Les sondages sont généralement nomothétiques par nature : ils mesurent un petit 
nombre de variables de manière à pouvoir en tirer des comparaisons sur de vastes 
populations. Les scientifiques contrôlent le plus de sources de variances possible 
en indiquant précisément les questions à poser, la population à interroger et le 
plan de sondage. Elles et ils savent ce qu’ils demandent, à qui et ce qu’ils comptent 
apprendre de chaque question. Ils contrôlent également la manière dont les ques-
tions sont posées en formant les sondeurs et sondeuses à s’adresser aux partici-
pants de manière cohérente, à formuler précisément les questions et à noter les 
réponses. Le protocole de recherche doit équilibrer la validité interne et externe, 
c’est-à-dire respectivement le degré auquel l’étude contrôle les variables pour isoler 
les phénomènes et le degré auquel l’étude est généralisable à des populations plus 
vastes et diverses (Shadish et al., 2002). Ces choix méthodologiques influent sur la 
capacité à se fier aux sources de données, à déterminer la provenance, à employer 
des outils d’analyse et à interpréter les résultats.
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Les sondages en ligne sur le Web peuvent toucher des populations bien plus 
 importantes que les entretiens personnels, mais obtenir un échantillonnage cohérent 
est difficile et les taux de réponse sont souvent bas. La fiabilité et la validité tendent 
à être plus élevées dans les enquêtes qui ont recours à des enquêteurs et enquê-
trices humains pour s’adresser en personne aux participants, mais elles sont aussi 
bien plus coûteuses. Lorsque les chercheurs et chercheuses recueillent leurs propres 
données, ils peuvent parfois contrôler la variance en comparant leurs sources aux 
ressources d’autrui. Les instituts de sondage interrogent généralement 1 500 per-
sonnes environ, en privilégiant le téléphone plutôt que le face-à-face. Les enquêtes 
peuvent être étalonnées grâce à de telles sources, comme le sont les instruments de 
télescopes et de réseaux de capteurs.
Twitter a pris une place importante dans la recherche en technologie en raison de 
son usage international et de ses années d’existence, qui rendent possibles des ana-
lyses longitudinales. La plateforme permet d’envoyer de brefs messages – jusqu’à 
140 caractères1 – appelés « tweets ». Ces 140 signes peuvent contenir des informa-
tions supplémentaires grâce à des abréviations et des liens, lesquels peuvent être 
condensés grâce à des services de réduction d’URL. Les tweets peuvent également 
comporter des informations temporelles et des coordonnées géospatiales s’ils ont 
été envoyés depuis des appareils mobiles où ces fonctions sont activées. On peut 
y joindre des photos et d’autres images. Les comptes Twitter peuvent être nommés 
ou anonymes. Beaucoup appartiennent à des personnalités publiques, à des entre-
prises ou à des organisations grandes ou petites. Il n’y a pratiquement pas de limite 
à ce qu’un tweet peut dire : les particuliers évoquent leur journée, les scientifiques 
commentent les découvertes du moment, les entreprises présentent leurs nouveaux 
produits, les activistes motivent leurs troupes et les bibliothèques annoncent les 
modifications de leurs horaires et de leurs services. Les données de Twitter sont 
utilisées pour étudier les relations de communications, la santé publique, les événe-
ments politiques, les phénomènes linguistiques et le cours de la bourse, entre autres 
sujets (Bollen et al., 2010 ; Bruns et Liang, 2012 ; Collins, 2011 ; Eysenbach, 2011 ; 
Murthy, 2011 ; Ozsoy, 2011 ; Shuai et al., 2012 ; Simonite, 2013 ; Thelwall et al., 2013 ; 
Zappavigna, 2011).
La variété des entités pouvant servir de données dans les flux Twitter et dans chaque 
tweet en fait une ressource attractive. Cependant, sa faiblesse réside dans la diffi-
culté d’obtenir des données valides et fiables. À mesure que la valeur marchande 
des contenus de Twitter est apparue et que les préoccupations pour la vie privée 
ont émergé, les flux ont été rendus moins accessibles aux scientifiques. L’accès à 
l’ensemble du « flot » est limité, ce qui rend l’échantillonnage difficile. La distribution 
1.  ndT : 280 caractères depuis 2017.
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des comptes Twitter et de leur activité par âge, sexe, race, pays, orientation politique, 
revenu et autres paramètres n’est pas homogène ; un échantillon d’utilisateurs ou 
utilisatrices ou de tweets ne constitue donc pas nécessairement une représentation 
fidèle de la population que le chercheur ou la chercheuse souhaite étudier. Cependant, 
la plus grande menace à la validité des tweets comme indicateurs d’activité sociale 
est l’évolution de l’usage des services en ligne. Une part croissante des comptes 
Twitter est constituée de robots servant à influencer la communication publique. Un 
compte peut ainsi attirer un grand nombre d’abonnés moyennant finance. Seulement 
35 % des abonnés Twitter seraient de vraies personnes et jusqu’à 10 % de l’activité 
des médias sociaux proviendrait de comptes robotiques (Furnas et Gaffney, 2012 ; 
Urbina, 2013).
Les infrastructures de la connaissance
La diversité des ressources en données et de l’instrumentation dans les sciences 
sociales rend peu probable l’émergence d’une infrastructure de la connaissance 
comparable à celle de l’astronomie. Le comportement humain ne se prête pas à des 
descriptions normalisées comme le font les astres ou le spectre électromagnétique ; 
par ailleurs, l’échelle de coordination des télescopes spatiaux n’est pas transposable 
aux projets de ces disciplines. Les infrastructures de la connaissance de ces champs 
n’en comportent pas moins des outils et une expertise partagés. Une formation 
méthodologique, dispensée dans les cours de sciences sociales du second cycle, 
est essentielle au partage des méthodes et des données. Les cours de méthodologie 
abordent généralement l’utilisation d’outils analytiques, comme les progiciels statis-
tiques, les logiciels de cartographie et les systèmes de codage qualitatifs.
Les archives des sciences sociales, que nous avons évoquées plus haut, comptent 
parmi les ressources les plus riches en données dont dispose la recherche par son-
dage. La collecte et la conservation de traces sociales sont une pratique bien anté-
rieure à la recherche sur Internet (Boruch, 1985). Les registres de recensement, par 
exemple, prennent de la valeur avec les années, car ils constituent des observations 
sur un lieu et une époque. Le Domesday Book, le registre du recensement mené en 
Angleterre en 1085 et 1086 par Guillaume le Conquérant, est aujourd’hui considéré 
comme « le trésor le plus précieux de Grande-Bretagne » par les National Archives 
(2013). En 2011, le livre a été mis en ligne et doté d’une fonction de recherche des 
noms et des lieux mentionnés. Les registres de recensement contemporains, ainsi 
qu’une vaste gamme de traces sociales et institutionnelles, peuvent servir à la 
recherche.
Archiver les médias sociaux est un défi majeur, comme la bibliothèque du Congrès 
des États-Unis l’a appris à ses dépens. En 2010, elle a accepté de se charger de 
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la conservation de l’ensemble des archives de Twitter. En octobre  2012, environ 
cinq cents millions de tweets étaient envoyés quotidiennement. À l’heure où nous 
écrivons, la bibliothèque possède 133 téraoctets de données, qu’il faut deux jours 
pour interroger (Alabaster, 2013 ; Allen, 2013). Elle n’a pas encore réussi à rendre 
les données interrogeables ; les rendre interprétables est plus difficile encore. Les 
formes, les contenus et les usages des médias sociaux changent bien plus vite que 
les méthodes scientifiques pour les utiliser. Trouver un moyen d’incorporer ces nou-
veaux médias dans les infrastructures de la connaissance est une vraie gageure. Ils 
représentent des ressources précieuses, mais la question des moyens, du comment 
et du pour qui reste ouverte.
Métadonnées
La diversité des données et des questions de la recherche sur Internet rend diffi-
cile la mise en place des schémas de métadonnées communs, propres à permettre 
l’interopérabilité et l’échange de données. Pour les sondages, le standard de méta-
données le plus consensuel est la Data Documentation Initiative (DDI), qui est expri-
mée en XML. Comme mentionné au chapitre 2, la DDI a été largement adoptée par 
les archives de données des sciences sociales et s’applique à tout objet numérique 
que l’utilisateur ou l’utilisatrice considère comme une donnée (Data Documentation 
Initiative, 2012). L’un de ses objectifs est de faciliter la réutilisation de métadonnées 
(Vardigan et al., 2008). La DDI est plus souple et moins prescriptive que les fichiers 
FITS utilisés en astronomie. Néanmoins, la DDI s’accompagne, comme la plupart 
des standards, d’une importante documentation. Les utilisateurs doivent investir du 
temps dans son apprentissage et son implémentation pour structurer et documenter 
leurs données. Une fois cette opération réalisée, les jeux de données sont prêts à 
être proposés à des archives ou échangés avec des collaborateurs et collaboratrices 
qui emploient aussi la DDI.
Parce qu’un sondage peut être très différent d’un autre, la DDI ne normalise pas 
les noms de variables, les guides de codification et les autres formes de documen-
tation essentielles à l’analyse ou à l’interprétation des données. Dans les sciences 
sociales, les conventions de nommage et les pratiques documentaires sont sou-
vent élaborées en interne. Même des conventions de base, comme la manière de 
codifier le sexe et l’âge dans une enquête, varient entre les projets de recherche et 
les jeux de données, y compris ceux déposés dans des archives. Un sondage peut 
codifier les hommes et les femmes comme 0 et 1 respectivement, un autre fera 
l’inverse et d’autres encore utiliseront 1 et 2 ou 2 et 1. De même, l’âge peut être 
codifié en années ou par l’année de naissance, qui sera notée avec deux ou quatre 
chiffres. Ainsi, une entrée « 45 » dans le champ « âge » peut signifier « le sujet a 
45 ans » dans une étude et « le sujet est né en 1945 » dans une autre. Un jeu de 
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données n’a guère de valeur s’il lui manque des noms de variables, des guides de 
codification et d’autres formes de documentation.
Les données issues de médias sociaux sont particulièrement complexes, compte 
tenu de la variété des sources et la forme libre et dynamique des communications qui 
y sont effectuées. Les données tirées de services commerciaux tendent à être plus 
standardisées, surtout s’ils fournissent des API (Application Programming Interface, 
interface de programmation d’application). Les sources commerciales de données 
Twitter, par exemple, publient le format dans lequel les flux Twitter sont fournis (Gnip, 
2013a). Ces formats sont eux-mêmes fondés sur des standards publiés d’échange de 
données, comme le JavaScript Object Notation (JavaScript Object Notation, 2013). 
Comme la DDI, ces formats ne sont qu’un point de départ pour les scientifiques qui 
sélectionnent des unités d’activité sur les médias sociaux pour s’en servir comme 
données.
Provenance
Établir la provenance dans les études sur Internet est difficile en raison de l’adaptabi-
lité des méthodes, de la variété des ressources, des origines multiples des données 
et du manque de documentation sur les décisions prises à chaque étape du traite-
ment. Ce sont généralement les enquêtes qui prévoyaient d’emblée une réutilisation 
qui présentent les meilleures informations de provenance. Le General Social Survey 
(GSS), qui fait partie de l’International Social Survey Programme (ISSP), est en cela 
exemplaire. Les données, les guides de codification et le reste de la documentation 
de ce sondage, qui est mené depuis 1972, sont à la disposition du public (General 
Social Survey, 2013  ; International Social Survey Programme, 2013). Pour les per-
sonnes formées à la recherche par sondage et à l’utilisation de ces données, repérer 
la formulation d’une question à une année considérée et la distribution des résultats 
est simple. Des usages plus complexes nécessiteront un examen plus poussé pour 
déterminer quelles questions – sur des sujets comme l’orientation politique – ont 
varié d’année en année, comment les variables ont été codifiées, comment elles ont 
été combinées dans des index, etc. Reportez-vous à la figure 6.1 tirée du General 
Social Survey pour en voir un exemple.
Malgré la documentation explicite de la provenance dans le General Social Sur-
vey, il faut beaucoup de savoir-faire et de travail pour utiliser ces données de 
manière fiable, comme le montrent les références croisées dans la légende du 
tableau. Les questions ont légèrement évolué de sondage en sondage, s’adaptant 
à leur époque. Les regroupements ont également changé, modifiant l’empreinte 
de chaque jeu de données, ce qui n’est pas sans rappeler les problèmes carto-
graphiques du relevé COMPLETE, que nous avons vus au chapitre 5. Les choix 
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préliminaires de réduction et de nettoyage des données – que ce soit dans les 
sondages, les indicateurs économiques ou les observations astronomiques – 
peuvent influer profondément sur la capacité à retracer la provenance ou à réin-
terpréter des jeux de données (Blocker et Meng, 2013).
Figure 6.1. Tableau du General Social Survey comparant l’affiliation à un parti 
politique au fil du temps
Crédit : National Opinion Research Center.
La documentation de provenance est essentielle aux données de médias sociaux et, 
pourtant, très difficile à établir. L’origine d’un tweet, d’un billet de blog ou d’une autre 
communication peut constituer un indicateur de sa valeur, de sa fiabilité ou de sa 
validité. La provenance peut inclure du contexte sur les émetteurs, les destinataires, 
le contenu de la communication et la chaîne de relations associées à chacun de ces 
éléments. Certaines études se préoccupent des relations tandis que d’autres s’inté-
ressent à la teneur des communications. Les tweets mentionnent fréquemment des 
ressources en ligne et fournissent des liens pour y accéder. Ces derniers se brisent 
vite et les ressources disparaissent, rendant la provenance des tweets difficile à 
retracer (Salaheldeen et Nelson, 2013).
Le souci de la provenance et de l’interopérabilité a conduit à la diffusion d’outils 
ouverts pour la recherche sur les médias sociaux (Social Media Research Founda-
tion, 2013). Ces outils dépendent parfois eux-mêmes de standards techniques pour 
documenter les relations de provenance dans le Web sémantique (Groth et Moreau, 
2013). Cependant, la plupart des médias sociaux ne sont pas encore conçus d’après 
les technologies du Web sémantique, aussi les chercheurs et chercheuses utilisant 
ces données ont-ils toujours besoin d’élaborer leurs propres relations de provenance 
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(Barbier et al., 2013). Étant donné l’évolution rapide des médias sociaux, des outils, 
des méthodes et des savoir-faire, il est peu probable que nous pourrons à court terme 
déterminer la provenance à un niveau suffisant pour pouvoir comparer ou réutiliser 
des jeux de données.
Les influences extérieures
Parce que les sciences sociales étudient le comportement humain, elles subissent 
davantage de contraintes extérieures qu’aucun autre domaine. Bien des problèmes 
de vie privée, de confidentialité et de propriété sont insolubles. D’autres peuvent 
être réglés ingénieusement dans le cadre de ce qui peut être demandé ou observé, 
des coûts d’acquisition des données et de l’usage de biens détenus par autrui 
(Brady, 2004).
Économie et valeur
La valeur des données des sciences sociales en général et de la recherche sur Inter-
net en particulier réside souvent dans leur «  emballage  ». Les enquêtes sociales 
peuvent constituer des réservoirs communs de ressources si elles se trouvent dans 
des archives ouvertes à la plupart des scientifiques, comme la UK Data Archive. 
D’autres peuvent être des biens de club lorsque les archives où elles sont dépo-
sées ne sont accessibles qu’aux membres d’un consortium, comme c’est le cas pour 
l’ICPSR (Inter-University Consortium for Political and Social Research, 2013 ; UK Data 
Archive, 2014). Elles peuvent constituer des biens privés si elles ne sont échangées 
que de manière interpersonnelle ou des biens publics si elles sont publiées ouver-
tement pour être utilisables par quiconque. Acquérir des données de sondage est 
souvent coûteux. Par exemple, envoyer des enquêteurs et enquêtrices formés sur le 
terrain suppose un investissement considérable en argent, en temps et en expertise. 
Réutiliser des sondages permet d’économiser et d’étendre la gamme des ressources 
disponibles pour la recherche comparative et longitudinale.
De même, l’économie des données de médias sociaux dépend des sources et de 
l’emballage. Les sociétés commerciales comme Facebook, Twitter et Google pos-
sèdent les ressources les plus importantes. Ces dernières ont une immense valeur 
marchande et sont vendues à des entreprises pour leurs analyses d’affaires. Pour 
acquérir des jeux de ces données, les scientifiques doivent souvent payer : ce sont 
donc des biens de club. Certaines données peuvent être obtenues en copiant des 
sites web et par d’autres moyens. L’activité sur des chat rooms et d’autres sources 
publiques peut être accessible gratuitement, mais imposer d’autres contraintes. En 
effet, indépendamment d’éventuels frais, les contenus de médias sociaux sont géné-
ralement soumis à des restrictions de licences sur ce qu’on peut en faire et sur le 
degré auxquels ils peuvent être diffusés à d’autres.
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Les sondages, les médias sociaux et d’autres observations de l’activité sur Internet 
peuvent être analysés à l’aide de logiciels. Beaucoup de ces outils sont commerciaux, 
quelques-uns sont open source. Une fois que les données sont entrées dans l’outil, 
on peut leur appliquer des routines prédéfinies et des scripts sur mesure. Analyser 
des données de médias sociaux peut nécessiter beaucoup de programmation ad hoc. 
Ces outils produisent généralement des jeux de données. L’utilisation ultérieure de 
ces derniers dépend de l’accès à un logiciel analytique, voire à une version particu-
lière de celui-ci, auquel s’ajoute l’accès aux programmes ou aux scripts sur mesure. 
Quelles que soient les conditions de licence qui s’appliquent à un jeu de données, 
l’accès aux outils peut constituer une contrainte et déterminer s’il peut être utilisé et 
comment.
Droits de propriété
Les droits se rapportant aux données et aux outils – logiciels, par exemple – sont 
 particulièrement complexes dans le cadre de la recherche sur Internet. Lorsque les 
données sont disponibles, elles peuvent avoir été diffusées sans documentation 
 spécifiant les logiciels associés et leurs versions. Les outils sur mesure ne sont pas 
forcément divulgués. Les logiciels nécessaires à la réutilisation et à l’interprétation 
de jeux de données peuvent être coûteux, incompatibles avec le matériel informa-
tique et les systèmes d’exploitation utilisés, n’être plus disponibles ou n’être pas 
intégralement diffusés. Lorsque des scientifiques recueillent des informations 
sur des  personnes, les droits sur les données peuvent appartenir aux chercheurs 
et chercheuses, aux sujets de recherche ou aux fournisseurs d’informations. La 
 possibilité, pour des sociétés, de vendre des données sur leur clientèle et la capacité 
de cette dernière à contrôler les données qui la concernent dépendent des pays et 
des  juridictions. Le pouvoir de publier des données et la responsabilité afférente 
varient d’autant. Ces considérations de propriété influent sur les choix des études sur 
 Internet et sur bien d’autres sortes de recherches en sciences sociales. Les scienti-
fiques préfèrent souvent recueillir leurs propres données afin d’éviter ces problèmes.
Éthique
Les considérations éthiques dans la recherche en sciences sociales, y compris 
dans la recherche sur Internet, concernent le respect des personnes étudiées 
et leurs droits, que ce soit individuellement ou en tant que groupe. Les don-
nées personnelles sont soumises à de nombreuses réglementations quant aux 
données pouvant être recueillies et aux conditions de collecte. Aux États-Unis, 
les principes éthiques fondamentaux sur le traitement des sujets humains sont 
codifiés dans le rapport Belmont pour ce qui est du respect des personnes, de 
la bienfaisance et de la justice (US Department of Health and Human Services, 
1979). L’application de ces règles varie selon les disciplines, les organismes de 
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financement, les juridictions et d’autres facteurs. La plupart des pays disposent 
de principes similaires pour la recherche sur des sujets humains.
Les données sur les sujets humains donnent lieu à un imbroglio de conflits. D’un 
côté, nous avons une prolifération d’informations personnelles divulguées par les 
internautes sur les médias sociaux et à travers leurs autres transactions sociales et 
économiques. Ces informations suscitent des débats sur la vie privée et la propriété 
des données. De l’autre côté, nous avons des principes établis pour protéger l’identité 
de sujets de recherche en raison du risque physique, psychologique ou économique 
que la divulgation leur ferait encourir. Entre les deux se trouvent des interrogations 
sur les règles autour du consentement éclairé qui seraient trop rigides et empêche-
raient le partage de données susceptibles de bénéficier aux individus concernés. Les 
données biomédicales sont en première ligne de ces conflits. Certaines associations 
de patientes et patients souhaitent des contrôles plus étroits pour empêcher la réi-
dentification, alors que d’autres veulent octroyer aux malades le droit de consentir au 
partage de données les concernant (Field et al., 2009).
Les règles éthiques sur les sujets humains sont plus claires en ce qui concerne 
les méthodes traditionnelles, telles que les sondages. Les chercheurs et cher-
cheuses déterminent quelles questions poser, de quelle manière et comment 
rapporter les données de façon à maintenir la confidentialité. La diffusion des 
données tirées de sondages dépend souvent de la capacité à les codifier de 
manière à préserver l’anonymat des sujets. Les archives de données disposent 
de procédures et de politiques pour garantir que les données sont fournies et 
publiées sous des formes qui respectent la confidentialité. Cependant, à mesure 
que le volume de données en ligne sur les sujets humains augmente, la capacité 
à identifier des personnes en combinant des jeux de données progresse. Il est 
parfois nécessaire d’ajouter des niveaux de contrôle, par exemple en ne donnant 
accès qu’aux métadonnées, et ce uniquement aux chercheurs certifiés. Il y a de 
plus en plus de données personnelles identifiables recueillies et conservées sous 
forme numérique et les risques changent en conséquence, de même que les 
moyens de les écarter (National Research Council, 2013).
Selon la plupart des directives en matière de sujets humains, les données publiques 
et les comportements adoptés en public, comme le fait de tweeter, de bloguer et 
de publier, ne sont pas librement utilisables par la recherche. L’Association of Inter-
net Researchers occupe un rôle majeur dans ce domaine en établissant des prin-
cipes pour la collecte de données issues d’activités en ligne (Association of Internet 
Researchers, 2012). En utilisant les services des médias sociaux, les personnes ne 
consentent pas nécessairement à devenir des sujets de recherche. Bien qu’il soit 
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difficile d’obtenir un consentement éclairé pour de telles études, d’autres moyens 
existent pour protéger les droits et la vie privée des sujets. Les politiques en matière 
de vie privée des sociétés de médias sociaux sont soumises à une surveillance 
étroite, ce qui a réduit d’autant plus l’accès aux données de Twitter, Facebook et 
autres sources (Bruns et Liang, 2012 ; Schroeder, 2014).
Une fois les résultats publiés, des questions peuvent se poser autour de l’usage 
éthique des données. Les scientifiques s’inquiètent de la façon dont leurs décou-
vertes seront utilisées, potentiellement à mauvais escient. Ces questions se com-
pliquent lorsque l’exactitude des articles est remise en cause, qu’ils soient rétractés 
plus tard ou non. L’erreur de tableur dans l’article économique de Reinhart-Rogoff 
n’a été décelée que lorsqu’un tiers a tenté d’en répliquer les résultats ; le coauteur 
et la coautrice ont alors dû déployer des efforts considérables pour retrouver l’erreur 
et l’étape du traitement où elle était apparue. D’autres questions ont été soulevées 
autour de la sélection des données, de leur poids et de l’utilisation de tableurs plutôt 
que d’un progiciel d’analyse statistique (Marcus, 2013 ; Wiesenthal, 2013). Un auteur 
influent a d’ailleurs réprimandé les décideurs et décideuses politiques pour s’être 
fondés sur un unique indicateur statistique et les encourage à examiner une vaste 
gamme de données, de méthodes et de théories avant de prendre des décisions 
importantes (Summers, 2013).
Mener des enquêtes sur Internet et des recherches 
sur les médias sociaux
Des individus et des équipes restreintes peuvent réaliser des entretiens, une expé-
rience, un sondage en ligne ou une analyse de médias sociaux à petite échelle. En 
revanche, des enquêtes de l’ampleur d’OxIS supposent des ressources humaines 
et un capital financier substantiel. L’étude des médias sociaux nécessite un cadre 
théorique et méthodologique, une expertise computationnelle et statistique, la dispo-
nibilité de ressources informatiques et l’accès à des données.
L’enquête Oxford Internet Survey (OxIS) a été conduite pour la première fois en 
2003 dans le cadre d’une étude internationale sur l’usage d’Internet (World Inter-
net  Project, 2013). Sur la base de cette réussite, OxIS a été menée de nouveau en 
2005, 2007, 2009, 2011 et 2013 (Dutton et al., 2013 ; Dutton et al., 2005 ; Dutton et 
al., 2009 ; Dutton et Blank, 2011). Le responsable de la recherche d’OxIS a assuré 
la continuité du projet pendant les six éditions de l’enquête, tandis que le person-
nel changeait après un ou deux cycles. OxIS a ainsi accumulé plus d’une décennie 
d’ observations comparatives sur qui utilise Internet en Grande-Bretagne, comment, 
avec quels appareils et en quoi l’usage d’Internet est comparable à celui d’autres 
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médias. L’enquête pose également des questions sur les normes sociales, comme 
l’intérêt pour la politique ou l’opinion sur le gouvernement, qui permettent des com-
paraisons avec d’autres études.
En dépit de leur ressource commune, les études qui exploitent les contenus de  Twitter 
diffèrent tellement en matière de théories et de méthodologies qu’il est difficile de 
les comparer. Les choix de phénomènes à étudier conduisent à sélectionner diffé-
rentes entités. Par conséquent, un même contenu peut engendrer de nombreuses 
sortes de données. Meyer, Schroeder et Taylor (Meyer et al., 2013), par exemple, 
ont comparé la théorie, la méthode et les résultats de trois études de Twitter où des 
informaticiennes et informaticiens évoquaient des questions sociales. L’une de ces 
études demandait si Twitter était utilisé plutôt comme un moyen de communication 
ou comme un réseau de relations, avec 1,47 milliard de relations Twitter (Kwak et al., 
2010) ; deux d’entre elles s’interrogeaient sur qui influence qui (Bakshy et al., 2011 ; 
Cha et al., 2010), s’appuyant respectivement sur 1,6 million d’utilisateurs et utilisa-
trices et sur 1,7 milliard de tweets de 54 millions d’utilisateurs. Ralph  Schroeder 
(2014), dans un examen ultérieur des aspects sociaux de l’article de Kwak (et al., 
2010), remarque que l’envergure des données Twitter dont ils disposaient n’est plus 
accessible aux scientifiques aujourd’hui.
Les questions de recherche
Dans les enquêtes sur Internet comme dans les médias sociaux, il est difficile de 
séparer les questions de recherche de la théorie et de la méthodologie. Les études 
sont conçues pour saisir des informations sur des phénomènes particuliers, dans 
des populations particulières, à des moments – et parfois dans des endroits – spéci-
fiques, qui seront mesurées d’une manière conforme aux théories et aux hypothèses.
Les sondages OxIS portent sur un large périmètre, à savoir l’usage d’Internet au 
sein d’un pays sur une longue période, mais sont en partie conçus pour être com-
parés à des questions semblables posées par des institutions partenaires dans 
le cadre du World Internet Project. Les chercheurs et chercheuses de l’Oxford 
Internet Institute (OII) élaborent les enquêtes avec une grande minutie, travaillant 
 soigneusement chaque item du questionnaire, leur enchaînement, le plan de son-
dage et les consignes aux sondeurs et sondeuses. Afin d’assurer la continuité, une 
série de questions clés est répétée à chaque étude et parfois affinée pour s’adapter 
à l’évolution technologique. Les choix d’analyse de données font partie intégrante 
du protocole de recherche, déterminant à l’avance la codification de chaque item 
pour atteindre la plus grande puissance statistique. Certains items du sondage 
fournissent des données démographiques et descriptives sur la population des 
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internautes ; d’autres sont conçus pour explorer des questions théoriques sur qui 
utilise Internet, quand, comment et pourquoi.
Les manières dont les questions de recherche façonnent le choix des preuves sont 
particulièrement notables dans l’étude des médias sociaux. Par exemple, Kwak et 
ses collaborateurs (2010) s’intéressent à la topologie du réseau. Pour savoir si Twitter 
représente un réseau social ou un média d’actualité, elles et ils ont comparé la dis-
tribution abonnements/abonnés de l’ensemble du site à la mi-2009 à des schémas 
d’activités dans d’autres réseaux humains. En revanche, une étude très différente est 
celle de la censure dans les réseaux de microblogage chinois (King et al., 2013). Ces 
chercheurs et chercheuses, bien connus dans les sciences sociales quantitatives, ont 
combiné analyse de réseau et entretiens.
La collecte de données
La part des ressources et du travail de recherche consacré à la collecte de données 
varie aussi considérablement. Dans les enquêtes, le travail de terrain pour mener des 
entretiens peut prendre des semaines, voire des mois, suivi du même temps d’analyse 
des données. Chacun des six sondages OxIS cite des réponses issues d’ entretiens 
avec plus de deux mille individus (Dutton et al., 2013). Bien qu’ils soient préparés 
et analysés par des scientifiques de l’Oxford Internet Institute, les entretiens sont 
délégués à une société spécialisée dans la recherche de terrain. L’OII reçoit alors des 
fichiers de données anonymisées codifiés selon ses spécifications.
Dans les études sur les médias sociaux, déterminer quelles données sont souhai-
tées, lesquelles peuvent être collectées et comment les recueillir peut s’avérer plus 
laborieux qu’obtenir le jeu de données. En effet, la collecte peut se faire en quelques 
heures ou jours à l’aide d’un algorithme. Elle est précédée par le développement et le 
test des algorithmes et peut être suivie de longues périodes d’analyse. Les données 
Twitter présentent, entre autres attraits, une structure relativement simple, un format 
standard et un vaste champ d’applications, malgré le peu d’informations transmises 
dans chaque tweet. Si l’on utilise des API pour collecter les données, les traces sont 
enregistrées avec l’heure, la date, le lieu et d’autres variables en syntaxe normée, qui 
peuvent être traités en métadonnées. Notons cependant qu’apprendre à utiliser l’API 
de Twitter représente un investissement non négligeable, à en juger par l’existence de 
manuels d’utilisation de plus de quatre cents pages (Makice, 2009).
L’étude de Kwak (et al., 2010) a utilisé l’API de Twitter pour collecter les profils 
de tous les utilisateurs et utilisatrices pendant trois semaines. Au cours des deux 
mois suivants, elles et ils ont relevé les profils d’utilisateurs évoquant des sujets 
en vogue. Une série d’informations annexes sur ces thèmes et les tweets associés 
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ont également été recueillies. De son côté, l’étude de King (et al., 2013) utilise une 
méthodologie très différente pour l’acquisition de ses données, obtenant 11,3 mil-
lions de publications de plus de 1  400  plateformes de microblogage et autres 
médias sociaux en Chine. Elles et ils ont conçu leurs propres algorithmes pour 
recueillir et codifier les données parce que leur but était d’enregistrer les publica-
tions rapidement avant que la censure ne les repère et ne les supprime.
L’analyse des données
Les méthodes quantitatives produisent des données complexes et difficiles à net-
toyer, étalonner, interpréter et conserver. Un grand nombre de petites décisions sont 
effectuées lors de leur traitement et de leur analyse. La capacité à réutiliser des 
données peut absolument dépendre de la correction des erreurs et des anomalies, 
de la cohérence des décisions prises, de leur adéquation avec les buts de l’étude et 
de leur documentation claire et complète.
L’OII reçoit les jeux de données des entretiens sous forme de fichiers dans STATA, un 
progiciel d’analyse de données et de statistique largement utilisé dans les sciences 
sociales (STATA, 2013). Selon les consignes transmises par l’OII à l’entreprise char-
gée de conduire les entretiens en son nom, chaque réponse de chaque question 
est codifiée avec des noms de variables spécifiques dans le jeu de données. Les 
analystes de l’OII traitent ces noms comme des métadonnées pour analyser les don-
nées. La première passe sert à nettoyer le jeu de données, à repérer d’éventuelles 
anomalies et erreurs et, si nécessaire, à poser des questions à l’institut de sondage. 
Dans l’enquête de 2011, le personnel de l’OII a échangé à trois reprises avec l’institut 
avant de publier son rapport préliminaire. Afin d’analyser les données de manière 
plus poussée pour des articles de revue ultérieurs, le personnel a encore contacté 
l’entreprise plusieurs fois avec des questions plus précises.
La plupart des anomalies ne pouvaient être repérées que par des personnes dotées 
d’une connaissance intime des relations et des tendances attendues dans les don-
nées. Des relations surprenantes pouvaient indiquer des découvertes importantes ou 
bien être le fruit d’une codification incohérente. Ainsi, en voyant des jeunes déclarer 
des comportements plus typiques des personnes âgées et vice versa, les chercheurs 
et chercheuses de l’OII se sont interrogés sur la codification du champ de l’âge. Il se 
trouve que, bien que l’OII ait spécifié aux sondeurs et sondeuses de demander la date 
de naissance plutôt que l’âge des personnes interrogées, un examen attentif a révélé 
que certains avaient demandé aux enquêtés leur âge et l’avaient inscrit tel quel. Cer-
taines personnes de 22 ans étaient donc codifiées par un 22, ce qui, dans le fichier 
STATA, voulait dire qu’elles étaient nées en 1922.
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Kwak et ses collaborateurs (2010) ont formulé leur problématique de recherche en 
termes de topologie de réseau et utilisé les données de médias sociaux comme 
un banc d’essai. En toute logique, leur collecte et leur analyse de données se sont 
concentrées sur les liens relationnels. Elles et ils ont recueilli le plus d’informations 
contextuelles possible sur chaque tweet. Ces scientifiques ont expérimenté diffé-
rentes techniques pour repérer les spams et plusieurs seuils pour les considérer 
comme de mauvaises données. Au bout du compte, ils ont supprimé plus de vingt 
millions de tweets et près de deux millions de comptes utilisateurs de leur jeu de 
données initial. Les flux d’informations étaient mesurés par le nombre d’abonnés 
de chaque utilisateur ou utilisatrice et par le degré de réciprocité de ces relations. 
L’équipe de recherche en a conclu que Twitter se rapprochait davantage d’un méca-
nisme de diffusion d’informations que d’un outil pour bâtir et entretenir un réseau de 
relations sociales.
L’étude de King (et al., 2013) est, quant à elle, fondée sur des théories de la censure et 
de l’action gouvernementale. Les explications sur la théorie, la collecte de données, 
le codage et l’analyse y sont étroitement mêlées et occupent près de la moitié de 
l’article. Chaque décision de codage est minutieusement expliquée au regard des 
théories sociales. Certaines publications ont été codifiées à la main pour interpréter 
la teneur et l’intention du message. L’article se termine par une explication des impli-
cations sociales et politiques des schémas de censure identifiés.
La publication des résultats
Les résultats de ces études sur Internet sont publiés dans divers médias en fonc-
tion de leurs différences en matière de théorie, de méthode et de lectorat. Les rap-
ports de chaque enquête OxIS sont diffusés à un très large public et notamment 
aux décideurs et décideuses politiques lors d’événements. Le rapport d’ensemble, 
disponible en ligne et sur papier, comprend des données récapitulatives sur chaque 
variable importante, des tableaux croisés et un résumé des méthodes de collecte. 
Des détails méthodologiques supplémentaires ainsi que l’instrument d’entrevue sont 
publiés en ligne. Une fois le rapport divulgué, les analystes d’OxIS explorent plus 
profondément les données de l’enquête aux fins de la recherche théorique et poli-
tique. Les articles de revue sont un endroit plus adéquat pour aborder les détails de 
la  méthodologie et effectuer des comparaisons avec d’autres études (Di Gennaro et 
Dutton, 2007 ;  Dutton et Shepherd, 2006). On peut les trouver dans les revues et 
les actes de recherche en communication, de science politique, de sociologie et de 
domaines proches.
Les études sur les médias sociaux sont rapportées dans tous les domaines, des 
sciences sociales à l’informatique en passant par les sciences exactes, la médecine, 
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les sciences humaines et la presse grand public. Les deux études évoquées ici (King 
et al., 2013 ; Kwak et al., 2010) ont été publiées dans des médias reconnus dans 
leurs disciplines respectives et toutes deux sont largement citées. Cependant, les dif-
férences théoriques et méthodologiques sont telles qu’effectuer des comparaisons 
entre travaux pourrait être vain – ou bien mener à des découvertes sensationnelles. 
Des études comme celles-là puisent leurs données dans des ressources communes, 
mais les entités choisies deviennent des preuves très différentes de phénomènes 
distincts. Ces domaines savants se recoupent de façon nouvelle. Néanmoins, il est 
rare qu’un politologue ou une informaticienne recherchent des éléments théoriques 
ou méthodologiques dans la littérature de l’autre.
La conservation, le partage et la réutilisation des données
Le cas des études sur Internet illustre les compromis entre méthodes convention-
nelles et novatrices. L’innovation peut engendrer des découvertes importantes, mais 
entraîner des difficultés dans la documentation, le partage et la réutilisation des 
données. Les pratiques de conservation, de partage et de réutilisation semblent 
varier d’un projet à l’autre. La taille et la longueur des études, le renouvellement du 
personnel, les exigences externes de normalisation ou de dépôt et les attentes liées 
à la réutilisation sont autant de facteurs qui influent sur les pratiques en matière de 
données.
Les enquêtes OxIS sont conçues pour consigner l’usage d’Internet en Grande- 
Bretagne de manière à se comparer à des travaux analogues dans d’autres pays. Bien 
que beaucoup des questions clés soient les mêmes, le plan de sondage, les questions 
et l’interprétation des réponses différeront significativement. Alors qu’OxIS couvre 
des zones urbaines et rurales de la Grande-Bretagne, les études de pays en dévelop-
pement sont largement urbaines ; les pays riches disposent de plus de connexion 
haut débit alors que les pays pauvres utilisent essentiellement les réseaux mobiles, 
et ainsi de suite.
Les attentes en matière de réutilisation influent sur la capacité à interpréter les don-
nées ultérieurement. La première édition d’OxIS, en 2003, a été lancée rapidement 
en raison du financement et des collaborateurs et collaboratrices disponibles. Bien 
que le projet ait dès l’origine été pensé comme une étude continue, le personnel 
de recherche n’a d’abord constitué qu’une documentation minime sur la collecte, la 
manipulation, la codification et l’analyse des données. Le questionnaire et le jeu de 
données de l’enquête de 2003 ont servi de base à l’étude OxIS de 2005. Au fil des 
enquêtes, le personnel a élaboré des procédures de documentation de plus en plus 
détaillées et complexes pour permettre les comparaisons longitudinales. Les jeux 
de données cumulés ont gagné en valeur avec chaque nouvelle série d’observations.
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L’OII diffuse les données d’OxIS et documente ses jeux de manière très complète 
pour leur réutilisation. Il s’agit cependant de deux procédures distinctes. Comme les 
organismes de financement n’exigent pas de l’OII qu’il dépose ses données dans un 
référentiel, celui-ci diffuse ses jeux directement auprès de scientifiques qualifiés à 
des fins non commerciales après une période d’embargo de deux ans. Par exemple, 
c’est au moment de la publication du rapport de l’édition 2011 que le jeu de données 
de 2009 a été divulgué. Les conditions d’accès et de licence sont expliquées sur 
son site web. Le jeu de données mis à disposition correspond à celui reçu de l’entre-
prise qui conduit les entretiens, sous forme de fichier STATA. La documentation en 
ligne comprend les noms des variables et les questions dont celles-ci sont dérivées, 
ainsi que la méthodologie de base et les statistiques descriptives publiées dans le 
rapport d’enquête. Bien que le personnel d’OxIS divulgue volontiers, sur demande, 
des informations supplémentaires sur les jeux de données, il a reçu peu de requêtes 
des deux cents parties environ qui ont fait l’acquisition du jeu. Les réutilisateurs et 
réutilisatrices peuvent opérer leurs propres transformations et codifications sur le jeu 
de données STATA « brut ». L’équipe d’OxIS connaît la DDI, mais ne l’a pas mise en 
œuvre : son utilisation du jeu de données ne justifierait pas les frais induits et aucun 
facteur externe ne lui impose d’implémenter cette norme.
Les résultats rapportés par l’OII sont consignés selon les standards des différents 
médias de publication. La documentation rédigée en interne pour maintenir la 
fiabilité, la validité et la continuité au fil des enquêtes est considérée comme un 
contenu exclusif à son propre usage, ce qui n’est pas sans rappeler la façon dont on 
traite beaucoup de logiciels développés localement. Les informations internes com-
portent des détails sur les choix de transformation des variables, de combinaison des 
variables en index, de vérification des items et d’autres opérations de nettoyage et 
d’analyse effectués par les chercheurs et chercheuses. Cette documentation interne 
favorise la continuité et fournit à l’équipe un avantage concurrentiel.
La spécificité et la temporalité des études sur les médias sociaux constituent leur 
force, mais aussi leur faiblesse pour ce qui est de la réutilisation et de la réplica-
bilité. La nature temporelle des données de médias sociaux, à laquelle s’ajoute la 
dégradation rapide des sources auxquelles elles font référence, limite leur intérêt 
pour une réutilisation. En théorie, les études sur les médias sociaux pourraient être 
répliquées à intervalles réguliers. Néanmoins, les méthodes de collecte et d’analyse 
des données présentent une continuité moindre que la démarche des sondages, car 
elles reposent sur des outils qui évoluent rapidement. À mesure que ces médias 
deviennent des formes de communication courantes, leurs caractéristiques se trans-
forment. L’apparition de robots sociaux, de messages qui s’autodétruisent et d’autres 
innovations rend les comparaisons difficiles. Faute d’indicateurs stables, valider et 
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étalonner ces méthodes pose problème. L’article d’informatique (Kwak et al., 2010) et 
celui de science politique (King et al., 2013) se concluent tous deux par des remarques 
comme quoi leurs résultats pourraient être largement appliqués à d’autres domaines. 
Ils n’explicitent cependant pas si leurs données sont disponibles, ni où ni comment. 
Que les jeux de données et les algorithmes puissent être réutilisés ou les conditions 
répliquées ou non, chacune de ces études suscite des questions de recherche qui 
peuvent être explorées dans différents domaines.
La sociotechnique
La sociotechnique, l’objet du second cas du présent chapitre, s’intéresse aux pro-
blèmes qui sont en partie sociaux et en partie techniques. L’étude de cas développée 
ici – qui correspond à une recherche en cours depuis 2002 sur les pratiques en 
matière de données et les infrastructures de la connaissance au CENS – combine des 
approches idiographique et nomothétique et applique un vaste éventail de méthodes 
de recherche.
Les méthodes idiographiques applicables à la sociotechnique comprennent les eth-
nographies, les entretiens, les récits oraux, les observations formelles et informelles 
et les analyses de traces d’activité humaine. Les technologies peuvent être étudiées 
du point de vue de l’interaction personne-machine, que ce soit pour explorer la cogni-
tion ou des phénomènes associés à des contextes spécifiques. Elles peuvent aussi 
être observées en tant qu’interventions dans les pratiques professionnelles, comme 
dans le domaine du travail coopératif assisté par ordinateur. Les projets dans l’un 
ou l’autre de ces champs peuvent être modestes, locaux et courts ou bien vastes, 
globaux et à long terme.
Les explications idiographiques sont unies par la place qu’elles accordent à l’examen 
minutieux et à l’interprétation. Les démarches interprétativistes font le lien entre les 
sciences sociales et les sciences humaines, qui explorent et comparent de multiples 
points de vue. Bien que ces méthodes aient une longue histoire, elles font toujours 
l’objet de polémiques sur des questions d’épistémologie, de critères de preuves et 
de philosophies du savoir. Nous prenons ici acte de ces débats, sans tenter de les 
traiter ou de les trancher (Garfinkel, 1967 ; Geertz, 1973 ; Glaser et Strauss, 1967 ; 
Latour et Woolgar, 1986 ; Latour, 1987 ; Lévi-Strauss, 1966 ; Lofland et al., 2006 ; 
Roth et Mehta, 2002).
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La taille compte
La plupart des travaux sociotechniques correspondent à de la science légère, 
puisqu’ils s’intéressent à des problématiques émergentes et confuses. Ils sont menés 
par de petites équipes de recherche ou même par un chercheur ou une chercheuse 
isolés, selon l’ampleur du projet. Il faut parfois des mois, voire des années de labeur 
pour transcrire, compiler, codifier, analyser et interpréter des données qualitatives. 
Les réseaux sociaux des communautés de recherche peuvent, grâce à l’analyse de 
publications ou d’autres indicateurs sociométriques, fournir des comparaisons quan-
titatives. De même, la fouille de texte (text mining) dans les publications peut révéler 
des récurrences dans les objets de recherche et leur évolution. Le but est généra-
lement de combiner plusieurs méthodes. En appliquant des démarches présentant 
divers degrés de fiabilité, de validité interne et externe ainsi que différentes échelles, 
on peut entériner les résultats par triangulation.
Quand est-ce une donnée ?
Les travaux du CENS rapportés dans la présente étude de cas se fondent sur 
une littérature sociotechnique sur les pratiques de terrain, notamment dans les 
sciences de l’environnement, de plus en plus foisonnantes. Il s’agit essentiellement 
d’études qualitatives ayant recours à une combinaison d’ethnographie, d’entretiens, 
d’ observation participante et d’analyse de documents (Aronova et al., 2010 ;  Cragin 
et al., 2010  ; Cragin et Shankar, 2006  ; Jackson et Buyuktur, 2014  ; Jackson et 
al., 2011  ; Karasti et al., 2006  ; Olson et al., 2008  ; Zimmerman, 2007). Comme 
pour la recherche sur Internet, les scientifiques peuvent puiser dans une pléthore 
de ressources en données. Les spécialistes de la sociotechnique doivent se mon-
trer ingénieuses et ingénieux pour identifier les sources de données et évaluer leur 
crédibilité, leur indépendance et leurs relations avec d’autres formes de données.
Sources et ressources
En dépit du déluge de données dont elles disposent sur la pratique scientifique, les 
études sociotechniques sur les pratiques en matière de données tendent à se faire 
in situ. C’est pourquoi les chercheurs et chercheuses sont davantage susceptibles 
de recueillir leurs propres observations que de se fonder sur des sources externes. 
Néanmoins, les traces produites par les sujets de recherche, dont leurs publica-
tions, peuvent constituer des sources auxiliaires. Les catégories de sources et de 
ressources que nous évoquons ci-après sont courantes dans la recherche sur les 
pratiques de terrain citées plus haut, mais ne représentent pas une liste exhaustive 
de toutes les sources de preuves potentielles.
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Observations de terrain et ethnographie
La recherche sociotechnique prend place sur un site de recherche, qui n’est pas 
nécessairement un lieu physique unique. On appelle ethnographies multisites des 
travaux qui effectuent des comparaisons entre différents sites (Marcus, 1995). Les 
observations peuvent également s’effectuer en ligne, grâce aux méthodes de « l’eth-
nographie virtuelle » (Hine, 2000). Les scientifiques peuvent observer les activités qui 
les intéressent de loin et mener des entretiens à l’aide d’une communication vidéo 
ou audio. Si elles augmentent l’échelle et la distance du projet de recherche, ces 
démarches renoncent néanmoins à un certain nombre d’informations contextuelles.
Toute recherche qui étudie des individus ou des communautés in situ nécessite leur 
permission. C’est ce qu’on appelle « l’entrée ». Une fois arrivé sur le site de recherche, 
y rester peut s’avérer tout aussi difficile. Dans les sciences sociales, le but de l’obser-
vation sur le terrain est d’étudier des phénomènes sans perturber l’environnement 
plus qu’absolument nécessaire. Une fois sur place, les chercheurs et chercheuses 
se présentent et expliquent la raison de leur présence plus en détail, puis s’efforcent 
d’être discrets et de perturber le moins possible le milieu. Ils cherchent ainsi à évi-
ter « l’effet Hawthorne », qui tire son nom d’une célèbre étude sur une centrale de 
 Western Electric où la productivité a augmenté à la suite d’expérimentations sur la 
luminosité, avant de décliner après la fin de l’étude. Le simple fait d’être observé 
modifie le comportement des personnes (Landsberger, 1958).
Une manière de minimiser les risques pour la validité des observations de terrain 
est de rester suffisamment longtemps pour que la présence du chercheur ou de la 
chercheuse fasse partie de l’environnement quotidien. Ce processus peut prendre 
des semaines, des mois ou des années. Les anthropologues peuvent ainsi passer 
une carrière entière à étudier une communauté particulière, qu’il s’agisse de physi-
ciens ou de gangsters. Une manière de se fondre dans le décor consiste à participer 
activement et ainsi à en apprendre plus sur le site. Par exemple, s’ils étudient les 
pratiques scientifiques en matière de données, les chercheurs peuvent contribuer à 
la collecte ou à l’analyse des données de l’équipe, se charger des commissions pour 
les fournitures et le matériel ou aider à des tâches physiques comme installer des 
batteries sur le terrain. La participation aux activités étudiées comporte cependant 
ses propres risques. Les chercheurs peuvent craindre de se montrer trop subjectifs, 
de « se convertir » et de parler au nom de leurs sujets de recherche plutôt que de 
parler d’eux.
Les chercheurs et chercheuses appliquent de nombreuses techniques pour rassem-
bler des observations et les transformer en données. Sur le terrain, il vaut souvent 
mieux participer d’abord et prendre des notes plus tard. Selon les circonstances, les 
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chercheurs prennent des notes, enregistrent de l’audio ou des vidéos ou prennent 
des photos, avec la permission des personnes observées. Les enregistrements 
sonores peuvent être retranscrits, mais cette tâche est longue et coûteuse. Les 
enregistrements eux-mêmes restent précieux en raison des nuances de la voix et 
des indices visuels qu’on y trouve. Les notes, les transcriptions, les entretiens et les 
autres documents seront codifiés selon les thématiques, les événements et d’autres 
indicateurs des phénomènes étudiés. La codification peut être simple et manuelle 
ou complexe et assistée par des technologies. Ainsi, des outils d’analyse commer-
ciaux et open source existent pour encoder des événements, des personnes, des 
thématiques et d’autres catégories. Une fois les documents codifiés, ces outils sim-
plifient l’agrégation et la visualisation.
Entretiens
Dans la recherche sociotechnique idiographique, les entretiens consistent géné-
ralement en des questions ouvertes. Une entrevue de cinq à dix questions peut 
susciter une conversation d’une heure ou plus. Bien que les questions soient géné-
rales, elles peuvent produire des explications des activités : par exemple, comment 
les participantes et participants sélectionnent les terrains ou les technologies, ou 
quelles difficultés ils rencontrent dans la conservation de leurs données. En posant 
les mêmes questions à plusieurs personnes, les scientifiques peuvent comparer les 
pratiques d’individus, d’équipes, de domaines, de terrains et autres.
Dans le cadre d’une recherche qualitative, un échantillonnage aléatoire est rarement 
réalisable. Si le site est petit, il peut être possible d’interviewer chaque participante et 
participant. Le plus souvent, la population du site est trop diverse pour qu’un même 
ensemble de questions soit pertinent pour tous les enquêtés. Ainsi, un sujet de pré-
occupation des cheffes et chefs d’équipe peut ne pas concerner celles et ceux qui 
fabriquent les instruments, et vice versa. Une démarche alternative consiste à stra-
tifier l’échantillon par catégories théoriques du phénomène étudié, en équilibrant le 
nombre et la distribution des participants dans chacune.
Traces et documents
Les traces et les autres formes de documents associées à un site de recherche 
peuvent être des ressources en données très utiles, mais elles ne constituent pas 
des preuves en elles-mêmes, comme le savent bien les spécialistes de l’histoire et de 
l’archivistique. La compréhension des traces d’activité humaine dépend de la date, 
du lieu et des circonstances où elles sont utilisées (Furner, 2004a). Les personnels 
de recherche doivent se renseigner le plus possible sur le contexte de chaque trace 
et ainsi tisser une trame à partir de ces informations rassemblées. Par exemple, des 
différences entre les recueils de données de deux laborantines peuvent tenir aussi 
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bien de leurs habitudes de conservation que des données qu’elles collectent. De 
même, des différences dans les éléments biographiques sur des personnes reflètent 
la façon dont elles choisissent de se présenter et la fréquence à laquelle elles le font.
Les spécialistes de la sociotechnique ont recours à des sources publiques pour en 
apprendre autant que possible sur les sites potentiels. Il est souvent facile de trou-
ver des informations sur le financement, le personnel, les équipements, les événe-
ments, les activités de recherche et les publications. S’il faut généralement vérifier 
les détails des documents publics avec les enquêtés, recueillir ces informations à 
l’avance permet aux chercheurs et chercheuses de mieux employer leur temps sur 
place. Lorsqu’ils observent les participants et participantes ou s’entretiennent avec 
eux, les chercheurs rassemblent souvent autant de documents internes pertinents 
que les enquêtés veulent bien leur en communiquer. Ainsi, des traces telles que les 
carnets de laboratoire peuvent fournir un éclairage sur la conduite de la recherche. 
Certaines représentent des contenus sensibles, que les chercheurs protégeront dans 
le cadre d’accords de confidentialité.
Concevoir et évaluer des technologies
Un élément de l’étude d’un site de recherche consiste à observer comment les 
enquêtés utilisent les technologies dans leur travail. Des travaux sur les bibliothèques 
numériques, les archives de données, les technologies éducatives, les outils colla-
boratifs, les modèles climatiques, les systèmes de traitement de texte, le courriel et 
bien d’autres technologies nous ont renseignés sur la manière dont nous travaillons 
(Blomberg et Karasti, 2013 ; Bowker et Star, 1999 ; Edwards et al., 2007 ; Edwards, 
2010 ; Karasti et al., 2006 ; Olson et al., 2008 ; Ribes et Finholt, 2009).
Certains spécialistes sociotechniques bâtissent des systèmes dans le cadre 
d’ interventions dans les communautés de pratique. Dans les bibliothèques numé-
riques, on peut concevoir de petits systèmes pour tester de nouvelles interfaces 
utilisateur, des fonctionnalités de recherche d’information, des théories pédago-
giques ou des processus cognitifs. L’Alexandria Digital Earth Prototype Project, 
par exemple, était une initiative conjointe de géographes, d’informaticiennes et 
informaticiens, de psychologues et de spécialistes des sciences de l’information 
pour utiliser des données des sciences de la terre dans des cours de premier 
cycle (Borgman et al., 2000 ; Janee et Frew, 2002 ; Smith et Zheng, 2002). Le 
Science Library Catalog consistait en une interface utilisateur graphique qui ser-
vait à étudier les compétences cognitives et développementales d’enfants de 
huit à douze ans lorsqu’elles et ils cherchaient des informations scientifiques. Le 
système a été bâti progressivement et amélioré en fonction des capacités des 
enfants. Ainsi, au cours de plusieurs années de recherche, des hypothèses sur 
187
6. Le TravaIL scIenTIfIQue Des Données Dans Les scIences socIaLes
les différences d’âge dans la capacité à manier les hiérarchies, à catégoriser des 
informations, à chercher par ordre alphabétique ou sur un graphique et à persé-
vérer dans l’accomplissement de tâches informationnelles ont pu être éprouvées 
(Borgman et al., 1995 ; Hirsh, 1996).
Les infrastructures de la connaissance
La sociotechnique est une problématique plus qu’une discipline. Les chercheurs et 
chercheuses convergent vers un problème présentant des aspects sociaux et tech-
niques, comme les pratiques en matière de données, chacun apportant ses propres 
théories, ses méthodes et ses perspectives. Ils amènent également avec eux, si 
elles existent, les infrastructures de la connaissance de leurs disciplines respec-
tives. Comme pour la recherche sur Internet, l’expertise partagée, les méthodes et 
les outils sont plus essentiels à l’infrastructure que les archives. Les données résul-
tant de ces méthodes mixtes sont particulièrement difficiles à organiser, partager ou 
conserver. Il n’existe que peu de référentiels ou de standards communs qui puissent 
être appliqués aux notes de terrain, aux sites web, aux enregistrements audio et 
vidéo, aux fichiers, aux logiciels, aux photographies, aux échantillons physiques et 
aux myriades d’autres types de données pouvant être recueillies dans ce genre de 
travaux. Diffuser les données peut revenir à les disperser par genre et par matière, ce 
qui est contre-productif pour la réplication.
Métadonnées
Étant donné la combinaison des sources de données, on tend à élaborer les conven-
tions de nommage et les pratiques documentaires en interne. Certains personnels de 
recherche rédigent des guides de codification pour favoriser un encodage cohérent à 
long terme et par des codeurs et codeuses multiples. En principe, la DDI peut servir à 
structurer des données et métadonnées qualitatives (Data Documentation Initiative, 
2012 ; Vardigan et al., 2008). Dans la pratique, seuls les grands projets comptant de 
multiples collaborateurs et collaboratrices ont suffisamment intérêt à investir dans 
des pratiques formelles en matière de métadonnées.
Il est difficile de normaliser les pratiques d’encodage de données qualitatives parce 
que les sources de données varient beaucoup d’un projet à l’autre et d’un site à 
l’autre. La nature itérative des observations sur le terrain et de la codification décou-
rage aussi la normalisation : ainsi, la théorie ancrée encourage les scientifiques à 
enrichir et réviser leur structure de codification à mesure qu’elles et ils collectent des 
données et découvrent davantage d’informations contextuelles sur celles qu’ils pos-
sèdent déjà (Anderson, 1994 ; Glaser et Strauss, 1967 ; Star, 1999). Les hypothèses 
sont élaborées à travers la codification, puis testées sur d’autres parties du corpus. 
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L’itération améliore la cohérence et donc la fiabilité des méthodes. Néanmoins, la 
validité externe peut diminuer à mesure que la validité interne augmente.
Provenance
Consigner la provenance pour des méthodes mixtes nécessite des registres pour 
chaque type de données et pour les relations qui les unissent. Imaginons, par 
exemple, qu’une photographie soit prise à un moment et dans un lieu donné dans 
le cadre d’un entretien donné. Un ensemble de documents est également acquis à 
cette occasion. La photographie présente un intérêt si elle est comparée à d’autres 
prises par le même laboratoire à d’autres moments ou à des photographies d’autres 
laboratoires prises à peu près au même moment. Chaque série d’entretiens, de pho-
tographies, d’enregistrements, de documents et d’autres formes de données peut 
avoir de multiples lignages. La provenance, dans le cadre des méthodes mixtes et des 
autres formes de recherche interprétative, peut comprendre de multiples réseaux de 
relations.
La réplication, en soi, représente rarement un problème, car l’explication idiogra-
phique est ancrée dans des personnes, des lieux, des moments et des situations. 
En revanche, la sociotechnique s’inquiète tout autant de la véracité que les autres 
champs. Les scientifiques acquièrent, quand c’est possible, des informations de 
sources plurielles et indépendantes. L’information de provenance peut répondre 
aux besoins du chercheur ou de la chercheuse plutôt qu’à ceux de la réutilisation 
par d’autres. Il peut conserver ses données sa vie durant, s’assurant ainsi que ses 
observations puissent être vérifiées. Dans d’autres cas, les comités de protection 
des personnes exigent que les données soient détruites à la fin du projet. En effet, la 
confidentialité des traces et l’anonymat des individus dans la présentation des don-
nées sont primordiaux. Plus la provenance d’une trace quelconque sur un enquêté 
est détaillée, plus il est difficile de diffuser les jeux de données.
Les influences extérieures
La recherche sociotechnique implique des sujets humains et est donc contrainte 
par une série de facteurs économiques, éthiques et de propriété comparables à 
ceux des autres domaines des sciences sociales. La démarche idiographique étant 
généralement fondée sur une relation de travail étroite entre les scientifiques et 
les sujets, ces types de données peuvent être plus sensibles que celles issues des 
enquêtes sur Internet ou des études des médias sociaux, qui saisissent des traces 
publiques d’activité.
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Économie et valeur
L’« emballage » des données influe sur leur valeur. Les données issues de travaux à 
méthodes mixtes peuvent être combinées de tant de façons qu’il est difficile de les 
situer dans les quadrants des biens économiques. Les spécialistes de la sociotech-
nique peuvent puiser dans des réservoirs communs de ressources associés à leurs 
sites de recherche, comme des archives de données ou des dépôts de publications, 
dont les enquêtés sont les auteurs et les autrices. Les informations concernant les 
sujets de recherche peuvent être publiques ou privées, selon la manière dont on les 
a obtenues. Cependant, une fois possédés, les produits de données sociotechniques 
deviennent parfois des biens privés qui ne peuvent pas être partagés sous peine 
de révéler l’identité des sujets. Par exemple, une liste des pages web des sujets de 
recherche peut être constituée de liens vers des informations publiques, mais la liste 
elle-même représente le groupe des participantes et participants et doit être tenue 
confidentielle.
Droits de propriété
Les personnels de recherche en sociotechnique accèdent à des informations qu’ils 
peuvent fouiller pour découvrir des éléments probants  ; cependant, y accéder ne 
signifie pas qu’ils peuvent les diffuser ou les reproduire. Par exemple, les carnets 
de laboratoire demeurent généralement la propriété de l’équipe de recherche et les 
publications, celle des ayants droit. Toute source de données des études sociotech-
niques peut être grevée de droits de propriété, que ce soit du matériel, des logiciels, 
des documents, des échantillons ou d’autres matériaux.
Éthique
Les travaux sociotechniques sont généralement assujettis aux politiques en 
matière de sujets humains. Néanmoins, les règles de consentement, d’anonymat, 
de confidentialité et de contrôle des registres peuvent varier légèrement selon les 
méthodes appliquées. Les risques et les responsabilités ne sont pas toujours les 
mêmes pour les ethnographies, les observations sur le terrain, les entretiens, les 
évaluations de technologie, etc. Des problèmes éthiques se posent dans la manière 
de recueillir les données, de protéger les registres et de rapporter les résultats. Par 
exemple, lorsqu’on publie des travaux, le niveau de détail fourni dépend parfois 
des risques encourus par les sujets. Les pratiques d’identification varient selon les 
revues et les communautés. Dans la plupart des cas, les sites de recherche sont 
dissimulés en supprimant des détails locaux et en attribuant des pseudonymes aux 
enquêtés ; mais dans d’autres, les sites et les personnes sont nommés. Les résul-
tats sont agrégés dans des groupes suffisamment grands pour qu’il soit difficile 
d’identifier les individus.
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Les observations peuvent comprendre de longs récits à travers les mots des 
 participantes et participants, des éléments biographiques et des vidéos de visages. 
Tout travail de recherche qui repose sur un grand niveau de détail concernant des 
individus et des groupes suppose un investissement considérable dans la sauve-
garde de la confidentialité et des droits des personnes. Parmi les propositions de 
nouvelles règles nationales pour la protection des sujets humains aux États-Unis, on 
trouve un cadre en quatre parties sur la confidentialité : « données sûres, endroits 
sûrs, personnes sûres et livrables sûrs » (National Research Council, 2013, p. 50). 
Dans le modèle proposé, les études sont conçues pour une meilleure sécurité des 
données avant, pendant et après la collecte. Une méthode consiste à recueillir des 
données sur plusieurs sites, pour que le lieu soit plus difficile à déceler. Les don-
nées confidentielles peuvent être partagées dans des « endroits sûrs », comme des 
« enclaves de données virtuelles » : elles sont conservées dans un data center où 
les scientifiques peuvent, sur demande, manipuler les données, mais pas les trans-
férer sur leurs propres ordinateurs. Les personnels de recherche qui diffusent des 
données et ceux qui les réutilisent peuvent devenir des « personnes sûres » grâce à 
des formations et des certifications. Les livrables peuvent être rendus plus sûrs en 
catégorisant les données selon leur nocivité. Ainsi, pour les données qui risquent 
peu de nuire, de simples accords sur les conditions d’utilisation peuvent suffire. Pour 
les données « véritablement radioactives », des règles plus strictes prévaudraient 
( National Research Council, 2013, p. 52). Quand bien même ces règles s’applique-
raient à toutes les catégories de données sur les sujets humains, c’est la recherche 
qualitative qui connaîtrait les changements les plus marqués. Certains des amende-
ments proposés visent à favoriser le partage et la réutilisation des données sur les 
sujets humains.
Mener des recherches sociotechniques au CENS
Le Center for Embedded Networked Sensing offrait une occasion rare d’étudier, sur 
le long terme, la formation de collaborations et la collecte, l’analyse, la gestion et 
la publication des données. Comme nous l’avons expliqué au chapitre 5, le CENS 
était un centre scientifique et technologique relevant de la National Science Foun-
dation, fondé en 2002 avec un financement pour cinq ans. Une deuxième subven-
tion pour cinq années supplémentaires a prolongé l’existence du CENS jusqu’en 
2012. La responsable de la recherche sur les pratiques en matière de données était 
également l’une des cofondatrices du centre. L’équipe sociotechnique chargée des 
pratiques en matière de données, qui rejoindrait plus tard l’équipe des statistiques, 
était une unité de recherche du CENS. Elle comptait également, comme beaucoup 
des autres unités, des collaborateurs et collaboratrices en dehors du centre.
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Une grande partie de la recherche sur les pratiques concernant les données au sein 
du CENS consistait en de l’observation participante, puisque l’équipe était intégrée 
au centre. Les professeures et professeurs, les étudiantes et étudiants et le personnel 
de l’équipe prenaient part à des activités formelles et informelles et passaient le plus 
de temps possible sur le site. Au cours de l’existence du CENS, l’équipe a réalisé des 
ethnographies et des entretiens ouverts, observé des essais pilotes en laboratoire et 
sur le terrain, participé à des déploiements sur le terrain de quelques heures à plu-
sieurs semaines, assisté à d’innombrables réunions d’équipe, présenté ses résultats 
lors de colloques, de journées d’actualités et de retraites scientifiques et analysé des 
documents tels que des carnets de laboratoire et de terrain, des fichiers de données 
de formats divers et des publications. La collecte de données se poursuit aujourd’hui 
encore, car l’équipe étudie la postérité du CENS dans les années suivant sa fermeture 
officielle (Borgman et al., 2014).
Les observatrices et observateurs participants sont rarement des membres officiels 
de l’organisation qu’ils étudient, mais dans le cas du CENS, l’équipe de recherche en 
sciences sociales avait des responsabilités administratives analogues à celles des 
autres équipes. Elle a également contribué à l’activité du centre en concevant des 
technologies pour la collecte et la gestion de données scientifiques, dont un site de 
dépôt en accès ouvert pour les publications.
Comme pour toute méthodologie de recherche, il fallait en permanence trouver des 
compromis en matière d’échelle, d’envergure et d’objectivité. En tant que membre à 
part entière du CENS, l’équipe disposait d’un bien meilleur accès aux individus, aux 
sites et à la documentation que la plupart des spécialistes des sciences sociales. 
Elle était aussi consciente du risque de subjectivité. Être conscient de ces risques 
contribuait déjà à les atténuer, de même qu’avoir des partenaires extérieurs qui 
posaient des questions critiques sur les méthodes et l’interprétation. Généralement, 
on demandait aux spécialistes des sciences exactes et des technologies du CENS 
de vérifier les descriptifs de leurs activités avant qu’ils ne soient publiés par l’équipe 
sociotechnique. Elles et ils les ont corrigés et améliorés de bonne grâce et sans 
essayer d’altérer les interprétations effectuées.
Les questions de recherche
L’équipe chargée des pratiques en matière de données a débuté son étude du CENS 
en se demandant comment les chercheurs et chercheuses individuels et leurs 
équipes créaient des données et comment ces pratiques varient selon les équipes 
et les domaines. Étant d’entrée de jeu des membres de la communauté, les spécia-
listes sociotechniques avaient la possibilité de suivre les données de leur concep-
tion initiale au traitement final en passant par les étapes de nettoyage, d’analyse et 
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de présentation. À mesure que le contexte du travail scientifique des données était 
mieux appréhendé, les questions de recherche ont évolué pour s’intéresser au travail 
collaboratif des équipes, au contrôle et à la propriété des données, aux métadonnées 
et à la provenance, au partage et à la réutilisation et aux applications éducatives des 
données du CENS. Plusieurs thèses de doctorat, un mémoire de master et de nom-
breux projets étudiants sur les pratiques en matière de données et les collaborations 
au sein du centre ont encore élargi les questions de recherche traitées depuis 2002.
Les questions de recherche et le financement ont été réaffirmés tout au long des 
projets de l’équipe. Les fonds de départ fournis par le CENS ont financé le traitement 
de la problématique initiale s’agissant des données et des pratiques. Ces résultats 
ont mené à des demandes de subvention, qui ont financé de nouvelles découvertes 
qui ont à leur tour conduit à d’autres demandes et à des publications. La plupart 
des bourses étaient attribuées à plusieurs collaborateurs et collaboratrices, permet-
tant des comparaisons des pratiques en matière de données avec d’autres sites de 
recherche (Borgman et al., 2006, 2007a, 2007b, 2012 ; Borgman, 2006 ; Edwards et 
al., 2011 ; Mandell, 2012 ; Mayernik et al., 2007, 2012 ; Mayernik, 2011 ; Pepe et al., 
2007, 2010 ; Pepe, 2010 ; Shankar, 2003 ; Shilton, 2011 ; Wallis et al., 2007, 2008, 
2010a, 2010b, 2012, 2013 ; Wallis, 2012).
La collecte de données
Le terrain des spécialistes sociotechniques englobait tout endroit où se trouvaient les 
chercheurs et chercheuses du CENS. Les équipes étaient basées dans l’une des cinq 
universités participantes et avaient parfois des partenaires dans d’autres institutions. 
Les données étaient recueillies dans les laboratoires et les espaces publics du cam-
pus, ainsi que dans des sites de recherche aux États-Unis et ailleurs dans le monde. 
Différentes méthodes étaient appliquées simultanément par une équipe allant de 
deux à huit membres selon les périodes. Certains chercheurs et chercheuses se 
concentraient sur l’observation des terrains, d’autres sur la conduite d’entretiens, 
l’analyse de documents, la conception et l’évaluation de technologies et l’identifica-
tion des réseaux sociaux au sein du CENS. Chaque personne de l’équipe a pris part à 
au moins deux méthodes de collecte pour bénéficier d’une formation polyvalente et 
faciliter la combinaison de données à partir de méthodologies multiples.
L’une des premières activités de l’équipe sociotechnique a consisté à identifier 
des standards et des formats de métadonnées adaptés aux activités de recherche 
de cette communauté interdisciplinaire naissante. La tâche s’est avérée bien plus 
difficile que prévu et a orienté les premières années du projet. Les membres du 
CENS n’ayant guère d’expérience des standards de métadonnées, leur demander 
directement leurs préférences n’a pas abouti à des renseignements utiles. L’étape 
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suivante dans ce but a donc consisté à identifier la gamme des données recueillies. 
Les observations sur le terrain, les entretiens et l’analyse des publications du CENS 
ont été les principales sources d’information sur ce sujet. L’équipe a repéré quelles 
données les scientifiques et technologues acquéraient et lesquelles elles et ils 
conservaient le plus souvent en vue d’une analyse et d’une réutilisation ultérieure.
Une fois les besoins généraux en métadonnées identifiés, on les a comparés 
aux standards existants ou émergents. Plusieurs standards pour les données 
environnementales et pour les données de capteurs constituaient des candidats 
prometteurs. En effet, ils pouvaient, en principe, être utilisés seuls ou combinés 
pour décrire la majeure partie des données du CENS. Les observations écolo-
giques recueillies par les capteurs ou à la main pourraient être décrites avec une 
structure et une terminologie communes. Par ailleurs, les caractéristiques des 
capteurs seraient enregistrées automatiquement si ces standards XML étaient 
intégrés dans les algorithmes de collecte.
Les standards de métadonnées ont alors été présentés aux chercheurs et cher-
cheuses du CENS en expliquant leurs avantages et leurs inconvénients. Bien 
que reconnaissants des efforts de l’équipe sociotechnique pour les aider à gérer 
leurs données, les membres du CENS ont estimé que les standards existants ne 
répondaient pas à leurs besoins. Comprendre les raisons de cette non-adoption 
a nécessité encore plusieurs années de recherche approfondie, comme nous le 
verrons plus en détail au chapitre 8 (Borgman et al., 2006, 2007a  ; Borgman, 
2006 ; Pepe et al., 2007 ; Shankar, 2003 ; Wallis et al., 2006).
À mesure que le CENS voyait le nombre de ses participantes et participants pas-
ser de quelques dizaines à plusieurs centaines, le besoin de meilleurs registres 
de provenance s’est fait sentir. En effet, la culture orale ne fonctionnait plus. Les 
équipes de recherche partaient pour un site de déploiement, souvent à plusieurs 
heures de route, pour se rendre compte une fois sur place qu’il leur manquait une 
pièce matérielle essentielle ou un savoir-faire particulier détenu par un ou deux 
participants – typiquement, un étudiant ou une étudiante de second cycle. L’équipe 
sociotechnique s’est efforcée de combler cette lacune grâce à un logiciel simple, 
baptisé « CENS Deployment Center » (Mayernik et al., 2007). CENS DC, comme 
on l’appelait, était rempli de descriptifs du matériel et du personnel présents lors 
des déploiements précédents – données que l’équipe sociotechnique avait recueil-
lies en amont. Le système comportait des fonctions de modèles pouvant servir 
à générer un projet de déploiement et à créer des registres sur le terrain, par 
exemple pour indiquer ce qui avait fonctionné ou non, ce qui manquait ou s’avérait 
particulièrement utile et ainsi de suite. Ces fonctionnalités visaient à rendre les 
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déploiements plus efficaces et productifs grâce à l’observation des précédents. 
Le système enregistrait également des catégories d’information fréquentes dans 
les publications scientifiques  : il pouvait ainsi aider à la rédaction d’articles sur 
la recherche de terrain. Fondé sur le travail de certaines équipes, CENS DC a été 
testé par elles avant d’être mis en service. Il a partiellement rempli ses fonctions 
chez les quelques équipes qui l’ont intégré dans leurs activités (Mayernik, 2011 ; 
Wallis, 2012).
L’analyse des données
Comme les enquêtes OxIS, la recherche sur les pratiques en matière de données 
du CENS a démarré de manière modeste. À mesure que l’équipe grandissait et qu’il 
devenait possible de réaliser des études plus longues et importantes, l’analyse de 
données s’est faite plus formelle. Les entretiens étaient enregistrés et transcrits 
de façon professionnelle. On a rédigé des guides de codification pour maintenir 
une cohérence entre les multiples enquêtes et les nombreuses observations sur 
le terrain. NVivo, un progiciel commercial d’analyse de données pour la recherche 
qualitative et à méthodes mixtes, a été utilisé pour encoder les personnes, les évé-
nements, les thématiques et d’autres catégories mentionnées dans les notes et les 
transcriptions (NVivo 10, 2013). À chaque collecte de données, deux étudiantes et 
étudiants de second cycle encodaient les mêmes entretiens chacun de leur côté. Ils 
les comparaient ensuite et discutaient leur codification, s’efforçant de concilier leurs 
différences d’interprétation. On répétait la procédure jusqu’à obtenir une concor-
dance entre codeurs. Les guides de codification étaient annotés d’explications sur 
les interprétations, ce qui contribuait à leur cohérence. Le défi consistait à élaborer 
et éprouver des hypothèses à partir de ces données tout en restant ouvert à des 
résultats imprévus.
Les transcriptions d’entretiens se prêtaient davantage à la concordance entre 
codeurs que d’autres types de données. En effet, bien que les entretiens soient 
menés par plusieurs membres de l’équipe, tous travaillaient à partir d’un même 
ensemble de questions à poser aux chercheurs et chercheuses du CENS. En 
revanche, sur le terrain, chaque membre prenait copieusement des notes sur ses 
observations. Ces notes devaient être codifiées par l’observateur ou l’observatrice. 
S’ils s’en chargeaient rapidement et régulièrement, les observateurs pouvaient com-
bler les lacunes de leurs carnets ou déterminer si un élément manquant pouvait être 
acquis par d’autres moyens. On encourageait les observateurs à prendre beaucoup 
de notes, ainsi que des photos quand c’était possible. La prise de notes s’est amé-
liorée avec l’expérience. Néanmoins, il y avait d’importantes variations dans l’atten-
tion au détail et dans la connaissance des phénomènes observés chez les membres 
de l’équipe. L’étudiante ayant une formation en biologie a noté de nombreux détails 
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sur les espèces étudiées, tandis que le diplômé en génie s’est davantage concentré 
sur l’instrumentation mise en place. Disposer sur le terrain d’observateurs multiples 
ayant des parcours complémentaires a élargi le spectre de l’information acquise sur 
les pratiques en matière de données du CENS.
Les données encodées avec NVivo pouvaient être agrégées par thématiques, évé-
nements et diverses autres catégories. On pouvait extraire des sous-ensembles 
de données et ainsi effectuer des comparaisons entre études. Plus il y avait de 
données recueillies, plus les comparaisons et les interprétations seraient riches. 
Les fichiers NVivo, les mémos, les photographies et d’autres traces sont devenus 
matière à discussion pour l’équipe sociotechnique et ont ainsi contribué à orienter 
les publications, les présentations et les posters scientifiques.
La publication des résultats
La première étape de partage des résultats de l’équipe sociotechnique se faisait 
souvent au sein même du CENS. Celui-ci mettait sur pied des présentations par 
posters et des démonstrations dans le cadre des événements publics qu’il organi-
sait régulièrement, comme les visites annuelles de la National Science Foundation, 
les journées annuelles d’actualités ouvertes au public et les retraites scientifiques. 
L’équipe sociotechnique a réalisé des posters à partir de son propre travail et a 
contribué à ceux d’autres équipes du CENS. Dans ces manifestations, les visiteurs 
et visiteuses se rencontraient autour de trente à quatre-vingts posters, offrant 
autant d’occasions de discuter et de bénéficier de critiques. Le CENS organisait 
également des séminaires hebdomadaires à l’heure du déjeuner pour rapporter les 
travaux du moment. L’équipe sociotechnique assistait régulièrement à ces événe-
ments et y présentait de temps à autre ses résultats.
Les résultats de la recherche sur les pratiques en matière de données du CENS étaient 
publiés dans différents médias pour atteindre plusieurs publics. L’essentiel des fonds 
du centre provenant de l’informatique, de nombreuses communications ont été pro-
posées aux conférences de l’ACM (Association for Computing  Machinery). Il s’agit de 
lieux de publication prestigieux et très sélectifs. Intervenir lors de conférences ACM 
était donc une occasion importante de présenter des découvertes sociotechniques 
à un auditoire technique. D’autres publications étaient destinées aux chercheurs 
et chercheuses en sciences de l’information et en sociologie des sciences et des 
technologies. Quelques publications ciblaient le corps enseignant, notamment sur 
le thème de la réutilisation de données à des fins pédagogiques. Outre ces publica-
tions, cette littérature a donné lieu à de nombreuses présentations qui ont atteint 
des publics plus variés encore dans les sciences exactes, les sciences sociales, la 
technologie et les sciences humaines.
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Ces publications dévoilent l’identité du CENS, mais les participantes et participants 
individuels ne sont pas nommés. Les personnes citées sont désignées par une caté-
gorie (par exemple, scientifique, technologue) ou reçoivent un pseudonyme. Le nom 
du centre est révélé pour plusieurs raisons. La première est que les particularités de 
la recherche en réseaux de capteurs intégrés sont essentielles pour expliquer ses 
pratiques en matière de données ; le site est donc trop singulier pour être dissimulé 
aisément. Il aurait fallu, pour anonymiser le CENS, supprimer tant de contexte que les 
résultats en auraient été rendus vides de sens. Une seconde raison est de promouvoir 
le travail du CENS, puisque l’équipe sociotechnique appartenait à cette communauté. 
La National Science Foundation a reconnu la contribution du centre aux sciences 
sociales en plus de ses réussites scientifiques et techniques. En faisant du CENS 
un site exemplaire pour la recherche sur les pratiques en matière de données, elle a 
encouragé d’autres centres à accueillir des études en sciences sociales. Néanmoins, 
parce que le site de recherche était nommé, il a fallu prendre plus de précautions 
encore en agrégeant les résultats à un niveau qui dissimule l’identité des individus.
La conservation, le partage et la réutilisation des données
Les données de l’équipe sociotechnique, constituées d’enregistrements audio, 
de transcriptions, de notes de terrain, de fichiers NVivo et d’une variété de traces 
publiques et privées, sont stockées en sûreté sous le contrôle de l’équipe et de ses 
membres. Conformément aux recommandations de l’Institutional Review Board 
(IRB), les registres papier et les autres documents sont conservés dans des meubles 
de classements verrouillés dans des bureaux fermés. Les registres numériques sont 
stockés dans des serveurs sécurisés. Alors que l’IRB exige parfois que les données 
soient détruites en fin de projet, l’équipe renouvelle chaque année son autorisation 
pour continuer à analyser ses données et les comparer à celles recueillies ultérieu-
rement. Selon les consignes actuelles, les données d’un projet ne peuvent plus être 
analysées une fois que l’autorisation de l’IRB a expiré.
En ce qui concerne les subventions impliquant plusieurs universités, chaque cher-
cheur et chercheuse a dû obtenir une autorisation de l’IRB pour les données col-
lectées par son équipe. Bien que les politiques universitaires soient globalement 
similaires, la possibilité de partager des données entre universités était limitée. De 
manière générale, les chercheurs pouvaient se transmettre des données encodées 
et anonymisées entre universités, mais pas les transcriptions et les autres traces 
comportant des informations permettant d’identifier les sujets humains. Plutôt que 
mettre en commun les données des collaborateurs et collaboratrices, chaque labo-
ratoire universitaire participant gérait ses données isolément. Lorsque de nouveaux 
étudiants et étudiantes et chercheurs et chercheuses postdoctoraux rejoignaient une 
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équipe, ils devaient être certifiés et ajoutés au protocole IRB pour les jeux de données 
avec lesquels ils seraient amenés à travailler.
À l’heure où nous écrivons, les organismes de financement n’ont pas demandé que 
les données soient divulguées et aucun chercheur ou chercheuse hors de l’équipe 
n’a sollicité d’accès. Ces données représentent une mine de ressources pour l’équipe 
et sont utilisées en comparaison avec des études sur les pratiques en matière de 
données dans d’autres domaines. Lorsque le financement prendra fin et si les autori-
sations de l’IRB expirent sans être renouvelées, il sera difficile de les réutiliser, même 
par les spécialistes sociotechniques qui les ont produites. Les sujets de recherche 
ont signé des formulaires de consentement pour participer à ces études. Ces docu-
ments, qui font plusieurs pages et subissent un examen approfondi de la part de l’IRB, 
promettent, en échange de la participation à l’étude, la confidentialité des données 
permettant d’identifier les personnes dans l’analyse et la présentation des résultats.
En bref, ces données sont conservées pour l’usage de l’équipe de recherche. Elles 
ne peuvent être diffusées qu’aux individus figurant dans le protocole approuvé par 
l’IRB. Il est possible qu’une partie de ces données, comme les traces tirées de sites 
publics, soient diffusables un jour. Les documents obtenus dans le cadre des entre-
tiens tombent sous le coup des accords de confidentialité des formulaires de consen-
tement, sauf mention contraire expresse. Certaines notes de terrain pourraient 
demeurer utiles à d’autres si les noms et les autres informations identificatoires 
étaient retirés. En revanche, il est peu probable que les enregistrements audio, les 
transcriptions d’entretiens, les traces créées par les sujets de recherche et les autres 
informations étroitement liées à l’identité des personnes soient diffusés, pour des 
raisons éthiques et du fait des conditions de consentement qui ont permis d’obtenir 
ces données. Pris dans son ensemble, le jeu de données contient des informations 
pluridimensionnelles sur les activités du CENS lors de ses dix années de fonctionne-
ment, ainsi que sur sa postérité. En revanche, s’il était étudié de manière parcellaire, 
le contexte et la provenance ne pourraient jamais être retracés.
Conclusion
La recherche sur Internet et la sociotechnique sont des domaines exemplaires des 
sciences sociales. Toutes deux appliquent des méthodes novatrices, interrogent le 
comportement humain et attirent des savantes et savants de diverses disciplines. 
Leurs infrastructures de la connaissance sont davantage caractérisées par un 
savoir partagé que par des infrastructures techniques ou des ressources informa-
tionnelles communes. Les accords sur les méthodes de recherche, telles qu’elles 
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s’incarnent dans les manuels et les cours universitaires, forment un  substrat 
d’expertise  partagée au sein des sciences sociales. Ces méthodes emploient des 
outillages techniques communs, comme les logiciels d’analyse de données et de 
modélisation informatique.
La recherche par sondage, qu’elle s’applique à l’usage d’Internet ou à n’importe quel 
autre comportement humain, s’appuie sur une longue tradition de savoir-faire métho-
dologique. Ces pratiques arbitrent la richesse des informations que l’on peut recueillir 
sur les personnes, le contrôle précis de la variance et la confidentialité des données. 
Les éléments probants sont rapportés avec une explication détaillée des plans de 
sondage, des populations, des questions posées, de la distribution des réponses et 
des conclusions au regard des résultats, le tout en garantissant l’anonymat des par-
ticipantes et participants aux études. Les données issues de travaux présentant des 
niveaux adéquats d’assurance qualité peuvent être versées dans des archives de 
données ou diffusées directement par les chercheurs et chercheuses.
Les études sur les médias sociaux, comme les exemples sur le microblogage que 
nous avons présentés ici, s’appuient également sur de longues traditions méthodo-
logiques, comme celles de l’analyse des réseaux sociaux. Les chercheurs et cher-
cheuses venus d’autres champs apportent leurs propres traditions, comme les 
méthodes de topologie de réseau en informatique. Ces utilisations contrastées de 
ressources en données communes peuvent contribuer au transfert d’expertise entre 
disciplines  ; mais ces démarches peuvent aussi avoir si peu en commun qu’elles 
deviennent opaques aux spécialistes d’autres champs. Le plus frappant dans cette 
comparaison est que chaque scientifique considérera comme des données des 
choses très différentes. Par exemple, on peut estimer qu’un lien entre des comptes 
Twitter met en évidence une influence, une structure de graphe, une communication 
illicite, une relation personnelle ou d’autres phénomènes. Le contenu d’un tweet ou 
d’un autre message sera traité, selon la question de recherche et la méthode, comme 
preuve d’une multitude de phénomènes. Déterminer quels messages représentent 
des conversations intentionnelles entre êtres humains, lesquels ont été échangés 
entre des êtres humains et des robots sociaux et lesquels constituent des échanges 
robotiques – et déterminer quand ces catégories ont une importance – requiert une 
expertise sociologique et technologique sur l’environnement étudié.
La sociotechnique, telle qu’elle s’est pratiquée dans les dix ans de travaux au sein 
du Center for Embedded Networked Sensing, applique à un problème un éventail 
de méthodes de recherche complémentaires. Dans notre cas, la problématique 
était de comprendre les pratiques en matière de données des nombreux partici-
pants et participantes du CENS et concevoir des outils et des services pour les 
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renforcer. Les questions et les méthodes de recherche ont évolué à mesure que la 
compréhension des pratiques s’améliorait, que les technologies étaient conçues 
et testées et que la recherche du CENS gagnait en maturité. L’infrastructure de 
la connaissance du centre incorporait une expertise partagée dans la science et 
la technologie des réseaux de capteurs intégrés, un espace collaboratif commun 
et d’autres formes d’assistance administrative et collégiale. L’investissement dans 
des ressources informationnelles a cependant été minime, puisque les technolo-
gies formaient, plus que les données, le terrain d’entente. L’équipe sociotechnique 
gérait son propre référentiel de données en interne. Ces données restent utiles 
pour des comparaisons avec d’autres environnements de recherche et pour pour-
suivre l’étude de la postérité du CENS. Leur richesse et la diversité de leurs genres 
les rendent cependant difficiles à partager. En effet, plus les informations sur des 
individus et des groupes sont complètes, moins elles sont anonymisables. Quand 
bien même on surmonterait ces difficultés, il est peu probable que l’on trouvera une 
demeure commune pour les enregistrements audio, les transcriptions, les photo-
graphies, les notes de terrain, les interviews codifiées, les publications, les posters 
scientifiques, les innombrables documents papier et numériques acquis auprès des 
sujets de recherche et les divers objets technologiques ; or, les disperser selon leur 
forme ou leur matière les rendra moins intéressants pour la recherche.
Au regard des provocations du chapitre 1, ces études de cas en sciences sociales 
montrent les diverses façons dont une même entité peut être traitée en donnée, la 
variété des méthodes de recherche applicables à une source de données commune 
et la diversité des infrastructures de la connaissance qui émergent pour faciliter ces 
types de travaux scientifiques. En ce qui concerne la première provocation, la pro-
priété et le contrôle des données ne s’exercent pas de la même façon entre ces 
différents cas. L’Oxford Internet Institute recueillait les données des enquêtes OxIS 
et en conservait le contrôle. Le sondage ne saurait être reproduit, puisqu’il s’agit 
d’observations liées à des moments et des lieux spécifiques, mais il peut être répété 
plus tard avec de nouveaux échantillons. Les données d’OxIS sont diffusées après 
deux ans d’embargo, mais elles ne sont pas versées à des référentiels de sciences 
sociales. Les études sur le microblogage se prêtent moins à la reproductibilité ou au 
partage. Les travaux sociotechniques sur le CENS ne sont pas réplicables, mais les 
protocoles en ont été appliqués ultérieurement à d’autres sites de recherches pour 
effectuer des comparaisons. Ces données restent sous le contrôle des chercheurs et 
chercheuses et le partage en est limité par la réglementation sur les sujets humains.
La transférabilité, objet de la deuxième provocation, se joue aussi différemment 
selon les études de cas. Si les accords sur les méthodes de recherche fournissent 
un terrain d’entente à l’ensemble des sciences sociales, les techniques spécifiques 
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de manipulation des données – nettoyage, interpolation de valeurs manquantes, 
suppression des valeurs aberrantes, etc. – varient néanmoins suffisamment pour 
que l’analyse et l’interprétation des jeux de données divergent. L’évolution des 
fonctions de la communication savante, telle qu’évoquée dans la troisième et la 
quatrième provocation, semble plus graduelle que radicale dans les exemples pré-
sentés. Nos scientifiques s’inquiètent bien plus de publier leurs résultats que de 
diffuser leurs données. Elles et ils puisent à des sources de données plus volu-
mineuses et variées que par le passé et recoupent des questions de recherche 
traitées dans les sciences exactes, la recherche en technologie et les sciences 
humaines. Malgré ces sources de données communes à plusieurs domaines, les 
différences de méthodes, de questions et de représentations peuvent limiter la 
découvrabilité et la réutilisation des jeux de données créés.
Ces études de cas montrent aussi la réorientation de l’expertise nécessaire à la 
recherche en sciences sociales, exposée dans la cinquième provocation. La combi-
naison de savoir-faire qualitatifs et quantitatifs dont il est fait preuve varie selon les 
études. Un certain degré de compétence informatique est nécessaire dans chacun 
de ces domaines, que ce soit pour développer de nouveaux outils, rédiger des scripts 
dans des outils existants ou exploiter des routines statistiques complexes. La capa-
cité à réutiliser ces données est contrainte par l’accès à ces outils, ces scripts et ces 
routines.
Enfin, dans les domaines que nous abordons ici, les infrastructures de la 
connaissance et le partage de données en particulier attirent relativement peu 
 d’investissements. La découvrabilité et la conservation des données de sondage 
se taillent la part du lion et leur infrastructure est encore loin d’être complète. 
Les médias sociaux représentent le front de recherche qui évolue le plus vite. 
Les objets d’étude et les outils pour l’examiner se transforment trop vite pour 
les partager fructueusement. Combiner des données issues d’études multiples ou 
effectuer des méta-analyses implique un investissement substantiel dans l’inté-
gration des données. Dans tous les exemples cités, les jeux de données tendent 
à rester sous le contrôle des personnels de recherche, que ce soit du fait d’une 
préférence, d’un manque de solutions alternatives, de problèmes de confidentia-
lité  insolubles ou d’un mélange de ces raisons. De ce fait, ces spécialistes des 
sciences sociales ont peu de motivations pour investir dans des schémas de méta-
données ou de  classification qui faciliteraient le transfert de leurs données vers 
d’autres domaines. Une vision à plus long terme des besoins des infrastructures 
de la connaissance dans les sciences sociales doit se préoccuper de l’acquisition 
et de la gestion des ressources en données au sein de chacune de ces disciplines, 
entre elles et avec d’autres domaines scientifiques, ainsi qu’entre ressources 
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publiques et privées. Compte tenu de la dilution des sources de données, le flou 
des  frontières  disciplinaires, le caractère politique et sensible des sujets et la 
diversité des parties prenantes, les investissements dans les infrastructures de la 
connaissance des sciences sociales s’annoncent litigieux dans les années à venir.
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données dans les sciences 
humaines
Introduction
Les sciences humaines, ou humanités, ont en commun l’étude de la culture et du 
passé humains en s’appuyant sur toutes les sources de preuves imaginables. Pour 
le reste, elles sont très divisées, y compris en ce qui concerne les limites du champ. 
Tout agglomérat de disciplines ou de domaines censé représenter «  les sciences 
humaines » est problématique. L’histoire et l’archéologie, par exemple, sont tantôt 
classées dans les humanités et tantôt dans les sciences sociales. Les lettres peuvent 
faire partie des sciences humaines, être classées à part ou être intégrées à des cursus 
de théâtre, d’architecture ou de design. Les programmes académiques en sciences 
humaines peuvent comprendre des départements de toute taille, de l’histoire antique 
aux langues étrangères et de la littérature aux cultures du Proche-Orient. N’importe 
lequel de ces départements peut abriter des chercheurs et chercheuses dotés de 
diplômes d’autres domaines. L’université de Californie à Los Angeles (UCLA), par 
exemple, regroupe plus de 150 départements et cursus de premier et second cycle 
et les affiliations de son corps professoral y sont multiples. Ainsi, le cursus d’huma-
nités numériques y liste environ trente-cinq professeures et professeurs, qui relèvent 
de départements en sciences humaines, en sciences sociales, en sciences exactes 
et en formation professionnelle.
Pour les besoins du présent ouvrage, les sciences humaines recouvrent ici les 
champs de recherche qui étudient la culture et le passé humains. Notre étude 
inclut aussi les chercheurs et chercheuses qui se reconnaissent dans cette catégo-
rie, quelle que soit leur affiliation officielle. Les chercheurs en sciences humaines 
font preuve d’ingéniosité pour trouver de nouvelles sources de preuves, qu’elles 
soient matérielles ou numériques, statiques ou dynamiques, sur terre ou sous terre, 
très anciennes ou toutes récentes. À mesure que le monde s’est ouvert, ils ont 
repoussé les limites géographiques de leurs recherches. Avec la numérisation des 
objets matériels – textes, images, son, etc. –, les types de preuves accessibles se 
sont diversifiés. Les sciences humaines sont tout autant confrontées à un déluge de 
données que les autres disciplines, mais elles sont moins promptes à le désigner 
ainsi. Pour gérer le volume de matière qui s’offre à eux, les chercheurs empruntent 
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des technologies et des méthodes de champs voisins et élaborent parfois les leurs. 
Ce faisant, ils commencent à penser en termes de données, de métadonnées, de 
standards, d’interopérabilité et de pérennité. Emprunter des techniques implique 
généralement d’emprunter des concepts. Ils ont aussi besoin de représenter des 
informations sous des formes maniables informatiquement.
Le terme « données » (data), tel que défini au chapitre 2, désigne des entités qui 
servent à mettre en évidence des phénomènes à des fins de recherche. Le « travail 
scientifique des données » (data scholarship), tel que défini au chapitre 3, corres-
pond à l’agencement des rapports entre données et recherche. Cet agencement est 
particulièrement complexe dans les sciences humaines et ne constitue pas toujours 
un cadre confortable pour les chercheurs et chercheuses concernés. En se penchant 
sur les manières dont ils identifient les sources de preuves qu’ils pourront utiliser 
comme données et comment ils gèrent ces dernières, on fait la lumière sur les défis 
qu’ils rencontrent et les composantes des infrastructures de la connaissance dont ils 
pourraient avoir besoin.
Les méthodes de recherche 
et les pratiques en matière de données
Les spécialistes des humanités observent l’activité humaine par les traces qu’elle 
laisse derrière elle, qu’il s’agisse d’artefacts physiques, d’images, de textes ou 
d’ objets numériques. Leurs méthodologies tendent vers l’explication idiographique, 
étudiant de près textes, objets, communautés et cultures. En travaillant avec de plus 
grandes quantités de données, l’explication nomothétique pourrait devenir réalisable, 
permettant aux mêmes questions d’être étudiées dans de nouveaux contextes.
On peut faire remonter les humanités numériques à 1949, année où IBM s’est alliée à 
Roberto Busa, un prêtre jésuite, pour créer une concordance des œuvres complètes 
de Thomas d’Aquin. Ce projet de numérisation textuelle sur trente ans est désormais 
en ligne. Les outils, les services et l’infrastructure pour la recherche en sciences 
humaines continuent de s’étendre parallèlement au volume et à la variété des conte-
nus numériques. Les technologies sont aujourd’hui si intégrées dans les pratiques 
que certains chercheurs et chercheuses considèrent l’expression « humanités numé-
riques » comme une tautologie. Pour d’autres, ce terme reste utile pour signifier la 
variété grandissante des méthodes de recherche et des sources de preuve (Alarcón, 
2000 ; Borgman, 2007, 2009 ; Burdick et al., 2012 ; Wouters et al., 2012).
Les spécialistes des sciences humaines s’appuient largement sur des pièces 
uniques – lettres, mémorandums, traités, photographies, etc. – qui n’existent que 
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sous forme physique. Beaucoup de ces sources sont stockées dans des archives 
d’universités, de musées, d’administrations et d’institutions publiques et privées. 
Les archivistes organisent ces pièces de manière à fournir leur contexte, s’efforçant 
généralement d’en maintenir autant que possible l’ordre original. Les instruments 
de recherche, qui peuvent exister en version imprimée ou en ligne, offrent un accès 
hiérarchique à des collections, des boîtes de documents et des éléments individuels. 
Les chercheurs et chercheuses doivent se rendre aux archives, repérer les boîtes 
pertinentes et en demander un petit nombre. À l’intérieur des boîtes, les documents 
peuvent être organisés en dossiers. Les usagères et usagers n’ont souvent le droit 
d’ouvrir qu’un dossier à la fois pour que les pièces restent dans l’ordre où elles ont été 
placées. Les archives adoptent des politiques très variées quant à l’usage de tech-
nologies personnelles. Certaines permettent aux usagers d’apporter leurs propres 
scanners. Beaucoup les autorisent à prendre des photographies à l’aide d’appareils 
numériques et à saisir des notes sur ordinateur. Néanmoins, dans un grand nombre 
d’archives, les seules technologies autorisées sont le papier et le crayon.
Comparer des objets de recherche est essentiel pour de nombreuses formes 
d’études en sciences humaines. Ceux-ci peuvent être éparpillés au sein d’une archive 
ou à travers le monde  ; c’est pourquoi les comparaisons se font souvent à partir 
des représentations de ces objets. Les scientifiques les représentent de nombreuses 
manières, par exemple en notant leurs caractéristiques, en prenant des photos ou en 
réalisant des croquis. Elles et ils s’appuient aussi sur des représentations d’autres 
personnes. Si l’original n’existe plus ou ne peut être observé directement, les cher-
cheurs et chercheuses peuvent dépendre entièrement des représentations en tant 
que sources de preuve. La numérisation des objets et des représentations a trans-
formé les méthodes de recherche reposant sur ces comparaisons. Les textes, les 
images, les sons et les autres entités – ou des fractions de celles-ci – peuvent être 
rapprochés comme jamais auparavant, soit côte à côte sur un écran, soit par modé-
lisation informatique.
Certains chercheurs et chercheuses en sciences humaines effectuent des obser-
vations, par exemple en enregistrant une langue orale ou en fouillant des sites 
archéologiques. Dans ce cas, les représentations des informations peuvent deve-
nir des preuves irremplaçables. Les enregistrements de langues rares ou dispa-
rues constituent des ressources pour l’étude de la linguistique et des cultures. 
Les fouilles archéologiques perturbent le sol au point que les sites ne peuvent 
jamais retrouver leur état d’origine. Les artefacts sont déterrés et parfois emportés 
pour leur conservation et leur sécurité. De nombreuses formes de documentation 
sont saisies, par exemple des photographies, des scans 3D, des pesées, des notes 
détaillées et des emplacements précis. Des méthodes moins destructives – par 
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exemple, des techniques d’imagerie comme la détection et télémétrie par ondes 
lumineuses, plus connue sous l’acronyme LIDAR – peuvent aussi être employées 
pour effectuer des observations sur les sites.
Les spécialistes des sciences humaines, souvent en collaboration avec des scien-
tifiques d’autres domaines, combinent de nombreuses sources de données et 
méthodes pour poser de nouvelles questions. Certaines et certains utilisent des 
systèmes d’information géographique pour cartographier des sites patrimoniaux. 
D’autres modélisent les activités sociales au sein de villes et d’autres lieux sur des 
dizaines ou des centaines d’années. D’autres encore font des expériences sur des 
formes numériques de texte, de poésie et d’édition (Burdick et al., 2012 ;  Fitzpatrick, 
2011 ; Frischer et al., 2002 ; Presner, 2010). Les méthodes de recherche des sciences 
humaines sont aussi fluides que leurs sources de données. Bien que les chercheurs 
et chercheuses aient été formés à des méthodologies propres à leurs domaines, ils 
ne disposent pas, contrairement aux spécialistes des sciences sociales, d’un subs-
trat commun de pratiques et de cours de méthodologie. Ils acquièrent souvent 
leur savoir-faire grâce à un long mentorat et à la recherche indépendante. La durée 
moyenne d’un doctorat en sciences humaines est d’ailleurs bien plus longue que 
dans la plupart des sciences exactes et sociales.
Études de cas en sciences humaines
Les études de cas de travail scientifique des données dans les sciences humaines 
s’intéressent à la création et à l’utilisation de collections numériques et à leur rapport 
à l’étude d’artefacts physiques. Elles ont été choisies pour illustrer la transition des 
objets matériels vers des objets numériques comme sources de preuve, la trans-
formation du travail scientifique des données et les modalités, la temporalité et les 
raisons du choix d’utiliser certaines entités comme données. La première étude de 
cas recouvre deux exemples en histoire de l’art et archéologie antiques. Le premier 
est le projet CLAROS à l’université d’Oxford, une collaboration pluridisciplinaire pour 
créer un banc d’essai technologique pour les sites patrimoniaux, les monuments et 
les objets. Le deuxième exemple s’intéresse à l’analyse archéométallurgique du grif-
fon de Pise, une sculpture de bronze ancienne. Dans ce dernier cas, des chercheurs 
et chercheuses aux expertises complémentaires ont collaboré pour rédiger des « bio-
graphies d’artefacts » pour des objets comme le griffon.
Le deuxième cas concerne les études bouddhiques et se penche sur la manière dont 
un spécialiste de la philologie bouddhique chinoise utilise des corpus numériques en 
sus des textes et des artefacts physiques. La numérisation des textes, dont certains 
datent du IIIe siècle, a transformé la façon dont il mène ses recherches.
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L’histoire de l’art et l’archéologie antiques
L’histoire de l’art antique et l’archéologie sont des domaines de recherche qui se 
recoupent. Tous deux s’appuient sur des méthodes, des théories et des savoir-faire 
tirés des sciences humaines, sociales et exactes. Les artefacts mis au jour lors de 
fouilles architecturales sont étudiés pour leur valeur artistique et culturelle (Wiseman, 
1964 ; Yoffee et Fowles, 2011). Les spécialistes des sciences sociales s’intéressent 
également à ces objets pour ce qu’ils révèlent des sociétés qui les ont créés et utili-
sés (Smith et al., 2012). Les archéométallurgistes et les spécialistes des matériaux les 
examinent pour identifier des métaux, des minerais, des céramiques, des teintures 
et d’autres caractéristiques physiques pouvant servir à les dater et à retrouver leurs 
origines (Northover et Northover, 2012). Les zooarchéologues étudient les restes ani-
maux et le recours aux bêtes dans les sociétés, incorporant ainsi les sciences de la 
vie à l’étude des objets anciens (Crabtree, 1990).
Les fouilles archéologiques représentent une source majeure de preuves scienti-
fiques. Les types de données issues de fouilles résultent de différentes formes de 
recherche, pratiques professionnelles et époques de collecte. Au XIXe siècle, lors de 
l’âge d’or de l’archéologie où le forum romain et d’autres sites majeurs ont été mis 
au jour, les objets étaient souvent extraits du site et entassés pour être examinés. 
Seules quelques pièces étaient cataloguées ; il est probable que beaucoup étaient 
pillées. On ne conduisait pas d’inventaire exhaustif, pas plus qu’on ne notait soigneu-
sement les positions d’origines des artefacts. Au XXe siècle encore, on ne consignait 
les informations sur l’emplacement des objets qu’a minima. Les archivistes conti-
nuaient de recevoir des boîtes de photographies, de diapositives et d’autres formes 
de preuves sans légende sur des sites aussi importants que l’île de Pâques. Dans les 
bonnes pratiques actuelles, l’emplacement de chaque objet est noté méticuleuse-
ment, de même que de nombreux détails sur les circonstances des fouilles. Consi-
gner les positions absolues et relatives de chaque pièce trouvée est aujourd’hui jugé 
essentiel pour comprendre leur contexte. Lorsque des vestiges sont découverts par 
hasard, il est moins probable qu’une documentation détaillée de l’endroit soit consti-
tuée. Par exemple, les agriculteurs et agricultrices continuent de trouver des épées 
de l’âge de bronze en labourant leurs champs ou en exploitant des tourbières (Faoláin 
et Northover, 1998).
Beaucoup des collections des grands musées du monde ont été rassemblées sans 
vraiment se soucier du droit des pays à maîtriser leur patrimoine culturel. Jusqu’à 
la fin du XXe siècle, les archéologues, aventurières et aventuriers pouvaient rentrer 
chez eux avec des cargaisons d’artefacts. Lorsque ces pièces patrimoniales ont pris 
de la valeur en tant qu’œuvres d’art et objets de collection, le trafic s’est intensifié. 
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En 1970, l’UNESCO a adopté une convention pour contrôler le commerce des biens 
culturels. Les dispositions juridiques précises varient selon les pays et s’appliquent 
différemment aux objets d’art, aux manuscrits, aux spécimens, aux restes humains 
et ainsi de suite (United Nations Educational, Scientific and Cultural Organization, 
1970, 2013). Les scientifiques reviennent désormais chez eux chargés de documents 
numériques, de photographies, d’images laser et d’autres représentations de leurs 
observations. Elles et ils constituent les données à partir desquelles ils rédigeront 
leurs publications de recherche et planifieront leurs prochaines investigations.
La taille compte
Bien que les sciences humaines soient des disciplines mûres représentant des siècles 
d’érudition, la plupart de leurs projets de recherche n’impliquent qu’un ou deux cher-
cheurs et chercheuses. Leurs sources de données peuvent présenter un gros volume 
et une très grande variété, mais leur vélocité est généralement faible. De nombreux 
chercheurs travaillent avec de petits sous-ensembles d’objets et de documents, pas-
sant des mois, voire des années, à inspecter et à rapprocher des sources de preuves 
disparates. Une seule fouille peut laisser des dizaines ou des milliers de traces. Les 
collections numériques en contiennent des millions. Le scannage en trois dimensions 
et en haute résolution d’artefacts peut produire des fichiers numériques de plusieurs 
gigaoctets, voire téraoctets.
Quand est-ce une donnée ?
Quand il s’agit de déterminer ce qui peut devenir une donnée et quand les sciences 
humaines se trouvent dans une position similaire à celle des sciences sociales. Des 
domaines longtemps pauvres en données, pour reprendre l’expression de Sawyer 
(2008), croulent maintenant sous elles. Loin de convoiter un unique manuscrit rare, 
les chercheurs et chercheuses ont désormais accès à de vastes corpus d’écrits numé-
risés. Choisir ce qu’on utilisera comme preuve de quel phénomène est aujourd’hui 
plus difficile. Identifier des entités pouvant servir de données confère aux chercheurs 
un avantage concurrentiel. Ces entités peuvent être obscures ou se trouver sous 
nos yeux. Les objets servant de données dans d’autres domaines peuvent trouver 
un nouvel usage dans les sciences humaines et devenir de nouvelles formes de don-
nées. Ainsi, pour les astronomes, les observations des lunes de Jupiter par Galilée 
mettent en évidence des objets célestes, mais pour les historiennes et historiens des 
sciences, des religions et de la politique, elles constituent des preuves de la culture 
de l’époque.
Pour ce qui est du travail scientifique des données, les sciences humaines se dis-
tinguent des sciences exactes et sociales sur plusieurs plans. Le premier est la place 
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primordiale qu’elles accordent à l’interprétation et à la réinterprétation : le boson de 
Higgs ne peut être découvert qu’une fois, mais le Hamlet de Shakespeare peut être 
réinterprété à de nombreuses reprises. Le deuxième est la vaste variété des sources 
de données et l’expertise nécessaire à leur interprétation. Pour de nombreux types 
de travaux, les spécialistes des sciences humaines doivent parler ou lire plusieurs 
langues, se familiariser avec différents systèmes d’écriture et caractères et maîtriser 
la culture de nombreuses parties du monde. En effet, ce n’est qu’en connaissant 
le contexte de chaque objet étudié que l’on peut les comparer. La conséquence de 
ces deux caractéristiques est que les sources de données peuvent être réutilisées à 
maintes reprises et gagnent souvent en valeur à mesure qu’elles s’accumulent. Le 
revers de la médaille est qu’il est difficile d’appliquer des classifications qui trans-
cendent tous les usages possibles des collections, puisqu’un même objet peut être 
représenté et interprété d’une myriade de façons différentes.
Sources et ressources
Parce que n’importe quoi – ou presque – peut servir à mettre en évidence l’activité 
humaine, il est extrêmement difficile de délimiter ce qui constitue ou non une pos-
sible source de données pour la recherche en sciences humaines. Les musées, les 
bibliothèques et les archives opèrent ces délimitations en décidant quoi recueillir. 
Les rôles de ces trois «  institutions de mémoire » se recoupent en grande partie, 
notamment en ce qui concerne les objets numériques. Chaque institution présente 
et ordonne ses pièces en fonction de ses missions. Sur ces plans, ce sont les biblio-
thèques qui sont les plus cohérentes, car elles recueillent majoritairement des docu-
ments publiés existants en de nombreux exemplaires. Sans être identiques, leurs 
mécanismes de catalogage et de classification sont suffisamment harmonisés de par 
le monde pour qu’un même livre soit décrit de manière similaire dans toute biblio-
thèque de recherche qui en possède un exemplaire. Il n’en va pas ainsi pour les 
musées et les archives. Deux objets semblables, comme les sculptures d’une dan-
seuse par une même artiste, seront traités différemment selon s’ils sont accueillis 
par un musée des beaux-arts, un musée de la danse, une collection archivistique de 
pièces de cet artiste ou un musée culturel sur le pays ou la région dont l’artiste est 
originaire. De plus, des images numériques des sculptures peuvent être présentées 
et ordonnées de nombreuses manières dans d’autres collections. Le fait de devenir 
une source ou une ressource pour les sciences humaines dépendra de la forme de 
l’entité, de son genre, de sa provenance ou de son degré de transformation par rap-
port à son état originel.
Objets physiques ou numériques
Les scientifiques qui étudient des objets matériels – papiers, papyrus, reliures, nota-
tions, encres, illustrations, technique, structure – ont besoin d’observer, manipuler 
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ou éprouver les artefacts. Pourtant, peu de bibliothèques, d’archives et de musées 
leur permettent de toucher des objets rares, précieux ou fragiles. Si le contact est 
autorisé, ce sera souvent de manière brève et dans des conditions précises. Ainsi, 
les ouvrages rares sont souvent laissés ouverts à une page donnée pour limiter leur 
exposition à la lumière. Les tests sur le papier, les métaux et d’autres matériaux 
nécessitent la coopération des propriétaires de l’objet.
En revanche, pour les savantes et savants qui étudient la teneur des documents, les 
représentations numériques valent bien les originaux, voire leur sont préférables. En 
effet, les images numériques peuvent être comparées côte à côte et examinées de 
près, feuilletées, imprimées et annotées. Les illustrations et des portions de pages 
peuvent être grossies, offrant des possibilités aux techniques analytiques microsco-
piques. Les textes et les images peuvent aussi être rendus plus nets, révélant des 
détails invisibles à l’œil nu.
Numérique ou numérisé
Les ensembles numériques peuvent contenir des contenus qui étaient numériques 
dès l’origine, comme des livres et des articles de revue rédigés sur ordinateur, et des 
traces numérisées, qui sont des représentations de documents, d’images, d’enregis-
trements sonores ou d’autres objets créés sous forme physique ou analogique. La 
majeure partie des collections en sciences humaines sont constituées de représen-
tations numérisées de ressources physiques et analogiques. On s’attend cependant 
à ce que cette proportion s’inverse maintenant que davantage de contenus naissent 
sous forme numérique.
Substituts ou contenu intégral
Jusqu’aux années 1980 et aux progrès réalisés dans l’automatisation, les chercheurs 
et chercheuses dépendaient des catalogues papier et du courrier postal pour se 
renseigner sur l’emplacement d’ouvrages, de documents et d’artefacts. Lorsque 
des substituts numériques, comme des notices bibliographiques, des vignettes, des 
extraits audio ou vidéo ou d’autres représentations d’objets, sont apparus en ligne, ils 
ont pu identifier facilement ce qui existait et à quel endroit, ce qui leur a fait gagner 
beaucoup de temps de trajet et de moyens humains. Toutefois, si les catalogues en 
ligne et les autres instruments de recherche apportent vitesse, envergure et commo-
dité à la recherche d’informations, les collections de substituts amènent rarement 
des transformations fondamentales dans la pratique scientifique.
La mutation suivante de la recherche en sciences humaines a consisté à numéri-
ser intégralement les contenus, leur permettant d’être diffusés en ligne. Selon les 
méthodes de numérisation utilisées, ils peuvent être fouillés, combinés, modélisés et 
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exploités comme des ressources en données. Un nombre énorme de livres ont été 
scannés et publiés en ligne, de même que des documents historiques, des images et 
des enregistrements audio et vidéo. Le nombre croissant de ressources anciennes 
ou obscures disponibles est une aubaine pour les lectorats de pays ou d’institutions 
n’ayant pas accès aux vastes collections des bibliothèques de recherche et a donc 
démocratisé la recherche de façon inattendue.
Les substituts demeurent souvent nécessaires à la description, la localisation, la 
découvrabilité et l’authentification du contenu numérique. C’est surtout les res-
sources non textuelles qui dépendent de ces données substitutives. En effet, une 
image ou un extrait audio présente rarement un intérêt pour la recherche si on en 
ignore l’artiste, la date, la provenance, la propriété et d’autres informations contex-
tuelles.
Images statiques ou représentations interrogeables
La transformation suivante des pratiques de recherche en sciences humaines est 
survenue avec la diffusion des représentations interrogeables de textes, d’images, 
d’audio et de vidéo. L’exploitation du contenu numérique est une question de degré, 
qui va des images statiques aux objets enrichis d’informations sémantiques. Pour 
comprendre ces distinctions, l’exemple le plus simple est celui de la conversion de 
texte. Les premières méthodes de représentation mécanique de documents consis-
taient à saisir une reproduction visuelle de chaque page aussi parfaitement que la 
technologie de l’époque le permettait. Les photographies et les images numériques 
de pages ainsi obtenues sont plus faciles à diffuser que les exemplaires papier, 
mais ne présentent guère de fonctionnalités supplémentaires par rapport à un livre 
imprimé. Les utilisateurs et utilisatrices ne peuvent repérer les pages qui les inté-
ressent qu’en consultant la table des matières – quand elle existe – ou en feuilletant 
le document. Une large part des ressources scientifiques ne sont encore disponibles 
que sous forme d’images de pages, scannées et enregistrées dans les premières 
versions de PDF (Portable Document Format) ou d’autres formats, dont beaucoup 
sont propriétaires.
Pour rendre un texte interrogeable, les lettres et les mots individuels doivent être 
identifiables. Le texte peut être converti en le tapant à la main ou grâce à des tech-
nologies de reconnaissance optique de caractère (ROC ou OCR pour Optical Cha-
racter Recognition). Les techniques de ROC remontent aux systèmes télégraphiques 
du début du XXe siècle. Bien que ces technologies aient accompli de grands progrès, 
elles sont surtout efficaces sur du texte tapé dans des polices modernes sur un fond 
blanc et propre. Or, les ouvrages et les documents historiques ne remplissent que 
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rarement ces critères. Convertir du texte imprimé dans les siècles passés reste un 
défi technique et un domaine de recherche pour la lexicographie et l’informatique.
L’adoption en 1992 d’Unicode, un standard désormais intégré dans tous les princi-
paux systèmes d’exploitation, les écrans d’affichage et les technologies d’impres-
sion, rend interrogeable tout texte créé numériquement dans une langue et un jeu de 
caractères modernes. Pour la conversion de texte, les technologies de ROC contem-
poraines peuvent identifier des caractères et les convertir en Unicode à condition 
qu’une correspondance existe (Unicode, Inc., 2013 ; ISO 10646, 2013). La numérisa-
tion massive de textes dans le cadre du Million Books Project ou de Google Books est 
devenue réalisable grâce à Unicode et à la ROC, même si le caractère suffisamment 
exact de la conversion pour la recherche reste sujet à débat (Duguid, 2007 ; Nunberg, 
2009, 2010).
Un texte scanné difficile à convertir par ROC sera interprété grâce au crowdsour-
cing (production participative). Le CAPTCHA (Completely Automated Public Turing 
test to tell Computers and Humans Apart, « test de Turing complètement automa-
tisé pour distinguer ordinateurs et êtres humains ») est une technique astucieuse 
utilisée en sécurité web. Lorsque des internautes demandent un compte, un mot de 
passe ou d’autres privilèges, on leur enjoint de transcrire une série de lettres présen-
tées comme un casse-tête. Environ deux cents millions de CAPTCHA sont résolus 
chaque jour, ce qui représente 150 000 heures de travail humain. ReCAPTCHA crée 
les casse-tête à partir de textes pour lesquels la conversion par ROC a échoué. Plus 
de quarante mille sites web utilisent reCAPTCHA pour transcrire des textes anciens. 
Ces agaçants casse-tête contribuent donc à l’exactitude de la transcription de texte, 
exploitant utilement le labeur humain (von Ahn et al., 2008 ; reCAPTCHA, 2013).
Les textes bien antérieurs à l’époque de Gutenberg sont plus difficiles encore à inter-
préter et nécessitent une intervention humaine. Les scientifiques ont recours au 
crowdsourcing pour convertir des réserves de ressources rares. Ancient Lives, par 
exemple, est un projet Zooniverse pour transcrire des textes écrits sur des papyrus 
en Égypte il y a plus de mille ans. On présente aux bénévoles des images de papyrus 
et on leur demande d’y identifier des signes en marquant leur centre et en les appa-
riant à une table de caractères connus. Identifier ne serait-ce que quelques signes ou 
d’autres caractéristiques d’un papyrus, par exemple ses dimensions, aide le projet 
scientifique à déterminer la teneur du document (Ancient Lives, 2013).
Chaînes de caractères interrogeables ou contenu enrichi
Une transformation plus radicale encore des méthodes de recherche devient pos-
sible lorsque des ressources sont enrichies pour mieux les exploiter. Les sciences 
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humaines ont été pionnières dans la représentation structurée de documents 
 numériques à travers des entreprises comme la Text Encoding Initative (TEI) dans les 
années 1980. Les projets de numérisation de texte suivent encore aujourd’hui les 
normes de la TEI et les outils qui lui sont associés, avec des variations pour le latin 
et le grec, la musique et d’autres types de contenus (Text Encoding Initiative, 2013).
Dans les sciences humaines comme dans les sciences exactes, la capacité à traiter 
tout un corpus de texte comme des objets numériques ouvre de nouvelles possibili-
tés pour la recherche. Les chaînes de lettres, d’espaces et de signes de ponctuation 
interrogeables sont déjà plus utiles que les images de pages. Lorsque des informa-
tions sémantiques sur des mots, des phrases, des titres, des chapitres, des sauts 
de page, des noms de personnes, des lieux, des citations et d’autres éléments sont 
représentées, l’analyse s’en trouve considérablement enrichie. Par exemple, en texte 
brut, des mots comme « Paris » ou « brun » peuvent être repérés, alors que dans du 
texte encodé de manière sémantique, on peut distinguer la ville de Paris, le person-
nage de la mythologie grecque et le plâtre qui porte ce nom, ou encore le nom de 
famille Brun et la couleur. De même, des images, des sons et des vidéos peuvent être 
enrichis grâce aux tags et à l’encodage.
Une fois que les caractères du texte, les notes de la musique et les autres séquences 
peuvent être traités comme des objets numériques, de nouvelles possibilités infor-
matiques s’offrent aux scientifiques. BLAST, l’outil de recherche d’alignement men-
tionné au chapitre 5 pour apparier des séquences d’ADN, s’avère précieux pour les 
sciences humaines  : il y est en effet employé pour repérer des textes historiques 
similaires, qu’ils soient en français du XVIIIe siècle ou sur des papyrus, des séquences 
sonores semblables dans des collections musicales et de nombreuses autres formes 
de contenu (Altschul et al., 1990 ; Ancient Lives, 2013 ; Olsen et al., 2011).
Les images peuvent également être enrichies grâce à des techniques d’imagerie au 
laser ou aux rayons X. Les palimpsestes, c’est-à-dire des documents sur lesquels on 
a écrit un nouveau texte, sont notoirement difficiles à déchiffrer. L’imagerie permet 
de séparer les couches d’écriture et d’accentuer et distinguer les gravures dans la 
pierre et le bois. Les matériaux anciens sont devenus un front de recherche dans des 
domaines comme l’optique (Knox, 2008 ; Miller, 2007 ; Salerno et al., 2007).
Les infrastructures de la connaissance
L’éventail des collections, corpus et ensembles de données accessibles aux spécia-
listes des sciences humaines est vaste, étant donné les champs de compétence des 
musées, des archives, des bibliothèques, des monuments, des sites patrimoniaux 
et des ressources non institutionnelles de par le monde. Par ailleurs, l’expertise 
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méthodologique de ces savantes et savants possède une longue et riche histoire. 
Rassembler toutes ces ressources et ces savoir-faire dans une infrastructure de la 
connaissance pour soutenir la recherche représente cependant une gageure. La 
diversité des ressources, leur éparpillement et la multiplicité des modalités d’accès 
constituent à la fois les forces et les faiblesses des sciences humaines. Même en 
restreignant la question à la recherche en art et en archéologie antiques, les limites 
des collections et des expertises restent floues.
Les enjeux des infrastructures de la connaissance dans les sciences humaines en 
général et dans l’histoire de l’art et l’archéologie antiques en particulier diffèrent de 
façon importante de ceux des sciences exactes et sociales. Le premier est la distinc-
tion entre collections de recherche et collections grand public. Le financement des 
collections de recherche est minime comparé à celui d’ensembles similaires dans les 
sciences exactes. En effet, ces derniers, quand ils réussissent à attirer une large com-
munauté, peuvent devenir des ensembles de données ressources, voire de référence, 
comme la Protein DataBank ou le Sloan Digital Sky Survey (National Science Board, 
2005). Il est rare que les collections de recherche des sciences humaines accom-
plissent cette transition. Les collections grand public, comme celles des musées, des 
archives et des bibliothèques, présentent un grand intérêt pour la recherche. Néan-
moins, chaque institution est investie de sa mission propre, sert sa propre commu-
nauté et dispose de son propre organe de gouvernance. La plupart s’adressent à un 
large public, dont les scientifiques ne représentent qu’une partie. Il est peu probable 
qu’on parvienne à unifier les collections et les services de ces organismes disparates 
en une infrastructure commune. On peut toutefois atteindre une certaine interopé-
rabilité grâce à des accords sur les standards et les mécanismes de classification, 
mais des recoupements multiples restent nécessaires pour répondre aux besoins 
disparates des usagères et usagers potentiels.
La deuxième différence, qui découle largement de la première, est le faible inves-
tissement direct réalisé dans les infrastructures des sciences humaines, comparé 
aux sciences exactes et sociales. Elles disposent de bien moins de fonds et les 
subventions qu’elles octroient sont donc plus modestes et de plus courte durée. La 
diversité des collections, des questions et des méthodes participe aux difficultés 
dans l’élaboration d’outils communs et fait de la pérennité une gageure perpé-
tuelle (Borgman, 2009  ; Burdick et al., 2012  ; Zorich, 2008). Les départements 
universitaires en sciences humaines tendent aussi à bénéficier de moins de sup-
port technique et leurs personnels de recherche à disposer de moins de savoir-
faire technique. Les exceptions sont bien sûr nombreuses : des poches d’expertise 
technique poussée existent dans certaines universités et un nombre croissant de 
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pôles d’humanités numériques fournissent un soutien infrastructurel, au moins à 
l’échelle locale (Parry, 2014).
Alors que, dans les sciences exactes, le partage de connaissances va souvent de pair 
avec des ensembles de données communs, dans les sciences humaines les commu-
nautés et les collections en ligne sont souvent plus indépendantes. Les chercheurs et 
chercheuses partagent néanmoins leur expertise et bâtissent des communautés au 
travers de réseaux sociaux comme H-Net (Humanities and Social Sciences Online). 
Ces sites permettent la discussion, l’examen, les offres d’emploi, les annonces de 
colloques et d’autres échanges d’informations.
Métadonnées
Les métadonnées fournissent du contexte. Mais le contexte de qui ? Cette question 
est particulièrement litigieuse dans les sciences humaines. Pour les mêmes raisons 
qui ont conduit les approches éducatives fondées sur le « canon occidental » de la lit-
térature et les « grands auteurs » (Bloom, 1994) à s’effacer au profit d’un éventail de 
ressources plus diverses, les méthodes conventionnelles d’organisation des connais-
sances se voient complétées par des démarches « post-coloniales ». Les méthodes 
classiques visent à établir un terrain d’entente entre les collections et les pratiques 
professionnelles. Parmi les exemples les plus connus, on citera les mécanismes de 
classification élaborés et perpétués par le Getty Trust et des partenaires tels que l’Art 
and Architecture Thesaurus, l’Union List of Artist Names, le Getty Thesaurus of Geo-
graphic Names et la Cultural Objects Name Authority. Ces mécanismes fournissent 
des métadonnées pour les noms, les lieux, les objets, les styles et leurs relations. 
L’Art and Architecture Thesaurus est largement utilisé dans les communautés d’his-
toire de l’art et d’archéologie antiques, mais l’emploi de la terminologie et les rela-
tions varient selon les applications (Baca, 1998, 2002 ; Borgman et Siegfried, 1992 ; 
Getty Research Institute, 2013 ; Harpring, 2010). Le modèle de référence concep-
tuelle CIDOC, développé depuis plusieurs décennies, est aujourd’hui mis en œuvre au 
sein des communautés muséales pour l’échange et l’intégration d’informations afin 
d’encoder les descriptions d’objets. Les projets en histoire de l’art et en archéologie 
antiques ont été les premiers à l’adopter (Binding et al., 2008 ; International Council 
of Museums, 2013).
Ce type de mécanismes formels promeuvent la normalisation et l’interopérabilité des 
systèmes. Ils fournissent la structure rigoureuse nécessaire aux bases de données 
de conservation des musées, des archives et des bibliothèques. Cependant, la ter-
minologie employée par les spécialistes pour représenter précisément des objets 
uniques est souvent étrangère aux visiteurs et visiteuses, ainsi qu’aux scientifiques 
qui posent des questions depuis d’autres points de vue. Les démarches alternatives 
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cherchent à représenter le patrimoine culturel en utilisant le langage de ceux et celles 
qui le créent et l’utilisent. Parmi elles, on trouve les descriptions par crowdsourcing 
grâce à l’étiquetage d’images et l’élaboration « ascendante » de mécanismes de clas-
sification. Ces efforts pour « décoloniser » la langue du patrimoine culturel risquent, 
malgré l’intérêt qu’ils présentent en matière de participation du public et de valeur 
ajoutée pour les collections, de se faire au détriment de la normalisation (Marshall, 
2008a, 2008b, 2009 ; Srinivasan et al., 2009a., 2009b ; Srinivasan, 2013 ; Steve: The 
Museum Social Tagging Project, 2013).
Provenance
La provenance est un concept central des sciences humaines ; mais savoir de quelle 
provenance on parle pourrait être une question de recherche à part entière. Les 
scientifiques consignent les origines, la propriété, l’emplacement et les usages des 
objets, des documents, des textes ou des autres ressources patrimoniales dans le 
cadre de leur recherche. En histoire de l’art et en archéologie antiques, on distingue 
l’endroit où quelque chose a été fabriqué, celui où il a été découvert, ses usages et 
leur évolution. Déterminer la provenance peut impliquer de retracer la composition 
d’un objet, comme l’origine de la peinture, de la pierre, du métal, du bois ou des outils 
utilisés pour le fabriquer. D’autres démarches s’efforcent de reconstituer la fabrica-
tion d’un objet grâce aux méthodes et aux matériaux connus à l’époque envisagée. 
En histoire de l’art et en archéologie antiques, les objets de recherche ne sont pas 
toujours associés à des traces documentaires, voire peuvent être antérieurs à l’inven-
tion de l’écriture.
La provenance, les métadonnées et les ontologies sont particulièrement difficiles 
à établir en histoire de l’art et en archéologie antiques, car le même élément peut 
être compris de nombreuses manières. Par exemple, une ancienne théière chinoise 
peut revêtir une importance en raison de sa céramique, de sa conception, de sa 
fabrication, de son âge ou de son rôle dans l’histoire du thé. Elle peut être remar-
quable parce qu’elle a été achetée sur la route de la soie ou qu’elle appartenait à 
une personne particulière, à cause du lieu de sa découverte ou des autres artefacts 
auxquels elle est associée. Ce ne sont là que quelques exemples de manières dont la 
provenance peut être consignée ou étudiée pour un objet donné.
Les registres de conservation des collections de musées fournissent des ren-
seignements de base sur les dates d’acquisition ou sur l’origine – quand elle est 
connue – des objets, mais les informations sensibles sur la propriété, les transferts 
et les dates et prix correspondants sont rarement incluses dans les documents 
publics. Les catalogues de vente aux enchères de grandes maisons telles que Chris-
tie’s et Sotheby’s comportent des descriptions détaillées et d’autres éléments de 
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documentation qui peuvent aider à établir la provenance. Celle-ci peut représenter 
une question juridique complexe, puisque toutes les parties doivent se soumettre aux 
conventions de l’UNESCO et aux autres lois en vigueur (UNESCO, 1970). Comme en 
astronomie, la provenance des objets antiques peut s’avérer une régression à l’infini.
Lorsque la propriété d’un artefact est litigieuse, la provenance passe souvent au pre-
mier plan. Sur fond de décennies de batailles juridiques avec la Grèce, le  British 
Museum affirme être le propriétaire légitime des statues du marbre du  Parthénon 
qu’il expose. Près de ces sculptures, le musée affiche des documents étayant 
l’ autorité légale par laquelle il a acquis ces objets au XIXe siècle. Il juxtapose les sta-
tues grecques à celles d’autres civilisations antiques d’Égypte, d’Assyrie et de Perse 
( British Museum, 2013). Le musée de l’Acropole à Athènes situe des sections de la 
frise du Parthénon dans le contexte de l’histoire antique de la cité. En 2009, le musée 
s’est agrandi d’un nouveau bâtiment, comportant un espace d’exposition dix fois plus 
grand que celui de l’Acropole, dans l’espoir du retour des artefacts retenus depuis 
bien longtemps à Londres (Acropolis Museum, 2013).
Collections
Les collections, ou ensembles de données, qu’elles soient matérielles ou digitales, 
sont une composante essentielle des infrastructures de la connaissance de toute 
discipline. L’histoire de l’art et l’archéologie antiques illustrent le degré de dévelop-
pement de ces ensembles de données pour la recherche, le grand public ou comme 
éléments d’une infrastructure.
Les organismes de financement soutiennent le développement de certains ensembles 
de recherche, soit pour eux-mêmes, soit en tant que sous-produits de la recherche. 
Pour rester compétitifs, les chercheurs et chercheuses soumettent des projets qui 
prennent délibérément des risques avec de nouveaux médiums et formes d’argu-
ments. Cependant, il est rare que les financeurs puissent faire des choix stratégiques 
sur les contenus à numériser pour le bien commun. Leur mode de décision est plutôt 
réactif  : ils accordent des subventions aux meilleurs dossiers reçus chaque cycle. 
Par conséquent, la constitution de collections numériques est davantage orientée 
par l’offre que par la demande. Les communautés n’expriment que rarement d’une 
même voix leurs besoins en matière de collections et d’infrastructure, contrairement 
à l’astronomie.
Les collections de recherche qui bénéficient d’une forte mobilisation disciplinaire 
deviennent parfois des ensembles de référence. La Cuneiform Digital Library a ainsi 
survécu, dans les années 1990, à sa transition de projet de bibliothèque numérique 
subventionnée à un système opérationnel bénéficiant d’un soutien institutionnel 
218
QU’EST-CE QUE LE TRAVAIL SCIENTIFIQUE DES DONNÉES ?
continu. Des tablettes cunéiformes autrefois contiguës sont désormais éparpillées 
dans des collections du monde entier. Elles sont cataloguées par type, genre, empla-
cement, période et autres caractéristiques. Les scientifiques peuvent étudier indivi-
duellement les objets ou en reconstituer d’autres numériquement grâce aux outils et 
aux ressources offerts par cette bibliothèque numérique (Cuneiform Digital Library 
Initiative, 2013).
CLARIN (Common Language Resources and Technology Infrastructure), un projet 
européen de recherche en linguistique de corpus, travaille aussi sur la problématique 
globale des collections, de l’infrastructure et de la constitution de communautés. 
Il vise un « accès facile et pérenne » aux « données numériques sur la langue sous 
forme écrite, orale, vidéo ou multimodale ». Son action comprend le développement 
technologique, l’implication des utilisateurs et utilisatrices et des services interopé-
rables à partir d’une fédération de référentiels de données en Europe (CLARIN Euro-
pean Research Infrastructure Consortium, 2013).
Les organismes de financement en lettres et sciences humaines se sont intéres-
sés plus directement aux questions d’infrastructure et de pérennité après plusieurs 
échecs flagrants. Ainsi, l’Arts and Humanities Research Council (AHRC) au Royaume-
Uni a créé l’Arts and Humanities Data Service (AHDS) pour archiver des données 
issues de projets de recherche sur fonds publics et rendre leur réutilisation possible. 
Le système permettait la création et le dépôt de ressources numériques et fournis-
sait plusieurs guides de bonnes pratiques. L’AHDS se préoccupait de la préserva-
tion des ressources en données plutôt que de la pérennisation d’environnements 
en ligne permettant de les interroger. Le financement a été interrompu en 2008 ; 
aujourd’hui, le site et une bonne partie de la documentation sont toujours en ligne, 
mais les ensembles de données ne sont plus interrogeables. La fermeture de l’AHDS 
a jeté le doute sur la volonté des organismes de financement et des communautés 
scientifiques de maintenir de telles ressources. Elle a soulevé des questions sur la 
sauvegarde de contenus d’arrière-plan dans des archives fermées, la pérennisation 
de sites web et de services actifs, la pérennité académique opposée à la pérennité 
technique, la sauvegarde opposée à la conservation et les utilisations et la demande 
pour ces collections (Arts and Humanities Data Service, 2008 ; Robey, 2007, 2011).
Une autre initiative prometteuse en matière d’infrastructure qui n’a pas survécu est le 
projet Bamboo, financé de 2008 à 2012 par la fondation Andrew W. Mellon. Il s’agis-
sait d’un investissement significatif dans la constitution de communautés, d’outils et 
de services pour les sciences humaines. À l’heure où nous écrivons, le projet est offi-
ciellement à l’arrêt : le site web et le wiki sont archivés et le code source est diffusé 
grâce à un référentiel public.
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Le souci de l’infrastructure et de la pérennité des organismes de financement dans 
les sciences humaines se manifeste dans les nouvelles exigences pour les plans de 
gestion des données ou les plans techniques. Les chercheurs et chercheuses doivent 
préciser comment l’accès aux données et aux technologies associées, ainsi que leur 
réutilisation, sera maintenu et pour combien de temps. Bien que toutes les collec-
tions et technologies n’aient pas vocation à garder indéfiniment une valeur, planifier 
leur continuité ou leur fin est devenue une étape des demandes de subvention (Arts 
and Humanities Research Council, 2012  ; McLaughlin et al., 2010). Des initiatives 
telles que ConservationSpace, qui est financé par la fondation Mellon, apportent leur 
aide dans la gestion de documentation pour la conservation de ressources (Conser-
vationSpace, 2013).
Une brève rétrospective des premiers ensembles numériques illustre quelques ensei-
gnements tirés en matière d’infrastructure. Le projet Gutenberg, les archives Beazley, 
le projet Perseus et Valley of the Shadows ont été lancés dans les années 1970 et 
1980. Tous ont démarré comme des collections de recherche menées par un ou plu-
sieurs scientifiques. Michael Stern créa les premiers « e-books » en 1971 en lançant 
le projet Gutenberg afin de donner accès à des livres en ligne et gratuitement, grâce 
aux ordinateurs de l’université de l’Illinois et à des bénévoles qui tapent les textes. 
Bien qu’académique, le projet ne pouvait numériser que des contenus tombés dans 
le domaine public. Or, il s’agissait rarement des versions de référence utilisées par 
les scientifiques. Le projet Gutenberg se veut aujourd’hui avant tout une source de 
livres électroniques gratuits et est financé par des dons, des subventions et d’autres 
partenariats (Hart, 1992, 2013).
Les archives Beazley, créées en 1979 sur des ordinateurs centraux et dirigées par 
Donna Kurtz et d’autres salariés de l’université d’Oxford, se concentrent sur les repré-
sentations numériques d’objets d’art antiques. Conçu pour répondre aux besoins 
des écoles et du public, il a fait partie des collections récompensées par le Queen’s 
Anniversary Prize en 2009. En croissance et progrès perpétuels, les archives Beazley 
sont devenues le cœur du projet CLAROS, qui s’intéresse à l’infrastructure autant 
qu’aux collections (Burnard, 1987 ; Hockey, 1999 ; Kurtz et Lipinski, 1995 ; Moffet, 
1992 ; Robertson, 1976).
Le projet Perseus, mené par Gregory Crane de Tufts University depuis 1985, a démarré 
comme une base de données Hypercard de textes grecs et romains. En 1994, le sys-
tème et les services avaient été soumis à des évaluations sociotechniques (Marchionini 
et Crane, 1994) et, en 1995, ils ont migré sur le Web naissant. Bien des générations 
technologiques plus tard, on le connaît désormais sous le nom de Perseus Digital 
Library, laquelle inclut des ressources artistiques, archéologiques et historiques de 
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nombreuses époques et dans bien des langues. Crane et ses collègues poursuivent, 
grâce aux ressources de Perseus, leurs recherches sur l’Antiquité, ainsi que sur les 
technologies des bibliothèques numériques (Crane et Friedlander, 2008 ; Smith et al., 
2002 ; Perseus Digital Library, 2009).
Valley of the Shadow a été développé par Edward Ayers entre 1993 et 2007 pour 
accompagner ses recherches sur la guerre de Sécession et servir de ressource 
scientifique et pédagogique publique. Le système fournit un accès numérique à des 
ressources archivistiques, que de nouvelles formes de présentation et de consulta-
tion enrichissent. Ayers, ses collègues et ses élèves ont utilisé ces ressources pour 
rédiger des publications, dont un ouvrage récompensé par la bourse Bancroft, mais 
d’autres scientifiques y ont aussi puisé pour leurs travaux (Ayers et Grisham, 2003 ; 
Ayers, 2003, 2007). Bien qu’Ayers ait changé d’établissement depuis bien longtemps, 
l’université de Virginie a investi deux ans et environ 100 000 dollars pour conserver 
ces ressources, afin qu’elles restent accessibles et continuent de servir la recherche 
(Howard, 2014).
Europeana et la Digital Public Library of America (DPLA) représentent deux exemples 
d’efforts stratégiques pour construire une infrastructure par l’agrégation d’ensembles 
numériques disparates, qui concernent tous deux les ressources patrimoniales (Euro-
peana, 2013 ; Digital Public Library of America, 2013). Elles comprennent du contenu 
tiré de bibliothèques, de musées et d’archives, bénéficient de financements multiples 
et couvrent un large champ. Europeana rassemble des ressources de pays européens 
et la DPLA des collections basées aux États-Unis ; toutes deux ont noué des parte-
nariats internationaux. L’Union européenne est l’un des principaux financeurs d’Euro-
peana, tandis que la DPLA est une association à but non lucratif soutenue par des 
dons de fondations publiques et privées. Elles comportent des collections impor-
tantes qui peuvent servir à la recherche, mais aucune des deux n’aspire à être un 
ensemble de recherche pour une communauté particulière.
Les influences extérieures
Dans les sciences humaines, l’accès aux ressources en données est particulière-
ment contraint par des facteurs externes. L’histoire de l’art et l’archéologie antiques 
peuvent être un terrain miné pour les personnels de recherche. Les artefacts sont 
souvent anciens, précieux et font l’objet de conflits de propriété. Leur gestion est 
régie par quantité de lois et de politiques, qui se contredisent souvent entre juri-
dictions. Les parties prenantes sont nombreuses et en concurrence : scientifiques, 
universités, écoles, bibliothèques, musées, archives, gouvernements, propriétaires 
privés, marchands et grand public. Certains de ces problèmes économiques, éthiques 
et de propriété demeurent insolubles, quand d’autres font l’objet de négociations.
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Économie et valeur
Comme dans d’autres domaines, la valeur d’une ressource donnée dans les sciences 
humaines dépend souvent de son « emballage ». Certains objets antiques possèdent 
une grande valeur scientifique, d’autres une grande valeur financière, certains les 
deux et d’autres aucune. Les spécialistes de l’histoire de l’art et de l’archéologie 
antiques travaillent dans des économies multiples et en concurrence. Les ensembles 
de données développés à des fins scientifiques et ouverts à tous, comme le projet 
Perseus, les archives Beazley, Valley of the Shadow, l’Arts and Humanities Data Ser-
vice, l’Archaeological Data Service et les ressources linguistiques de CLARIN ERIC, 
peuvent être considérés comme des réservoirs communs de ressources. Ils sont 
plus ou moins administrés par des membres de la communauté ; la pérennité et les 
passagers clandestins y posent problème. Il en va de même pour les collections ras-
semblées pour le grand public, comme la DPLA et Europeana. Une part importante 
de ces ensembles sont constitués de substituts numériques d’objets matériels et de 
textes dont les droits sont réservés. Ces objets et textes peuvent appartenir à des 
institutions publiques ou privées ou à des particuliers ; ce sont eux qui décident qui 
peut y accéder et à quelles conditions. Les scientifiques ont de plus en plus accès 
aux représentations d’objets, mais pas nécessairement aux objets eux-mêmes. Selon 
leurs méthodes et leurs questions de recherche, cette situation peut s’avérer plus ou 
moins satisfaisante.
L’archéologie se dirige plus résolument vers l’accès ouvert aux données que la plu-
part des autres disciplines des sciences humaines. Ainsi, l’Archaeological Data Ser-
vice, qui faisait originellement partie de l’AHDS, n’a pas fermé en 2008 avec lui, ce 
qui montre la demande pour ces collections. Certains organismes de financement 
britanniques exigent que les données soient versées dans ces ensembles et d’autres 
le recommandent. La communauté archéologique internationale a élaboré des prin-
cipes directeurs pour la gestion et le dépôt des données et les scientifiques versent 
leurs matériaux de recherche dans cette collection, ainsi que dans d’autres (Archaeo-
logy Data Service, 2013 ; The Digital Archaeological Record, 2013 ; Journal of Open 
Archaeology Data, 2013 ; Open Context, 2013 ; Kansa, 2012 ; Kansa et al., 2007).
L’accès aux données, aux collections matérielles et aux objets numériques est 
cependant inégal. Bien des ressources qui seraient utiles aux spécialistes de l’his-
toire de l’art et de l’archéologie antiques peuvent être considérées comme des 
biens de club et ne sont accessibles qu’à des individus répondant à certains cri-
tères. Ainsi, les États réservent souvent l’accès aux fouilles, aux sites, aux artefacts 
et aux documents à des scientifiques, personnels de recherche et fonctionnaires 
nationaux ou à des équipes menées par leurs ressortissants. Les embargos – expli-
cites ou non – peuvent durer indéfiniment, jusqu’à ce que les autochtones soient 
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prêts à publier leurs résultats ou aient terminé leurs travaux. Obtenir des rapports 
de recherche sur des sites archéologiques peut être très difficile ; des artefacts, 
encore plus.
Comme pour tout champ de recherche, accéder aux logiciels nécessaires à l’inter-
prétation, à l’analyse ou la réutilisation de données peut s’avérer problématique. Le 
caractère généralisable des outils est en effet limité par la diversité des ressources 
et les nombreuses manières dont on peut les employer. Chaque collection et chaque 
projet tend à développer des logiciels maison. Même si les scientifiques divulguent 
leur code, maintenir le logiciel peut être plus difficile encore que pérenniser les col-
lections correspondantes. Les difficultés de conservation de données disparates, des 
logiciels associés et des mécanismes d’interopérabilité semblent avoir contribué à 
la disparition de l’Arts and Humanities Data Service, du projet Bamboo et d’autres 
entreprises louables (Borgman, 2009 ; Robey, 2007, 2011, 2013 ; Unsworth et al., 
2006 ; Zorich, 2008).
Droits de propriété
La recherche en sciences humaines en général et en histoire de l’art et en archéolo-
gie antiques en particulier est profondément empêtrée dans les questions de droits 
de propriété. Dans ces domaines, les droits sur les données sont liés à la propriété 
des objets matériels et, parfois, de leurs représentations. Par exemple, les scien-
tifiques peuvent contrôler leurs observations sur un objet ou un phénomène, mais 
ne pas avoir le droit d’en reproduire des images dans une publication. Des droits de 
propriété multiples peuvent s’appliquer à un même objet. Ainsi, les droits sur une 
photographie concerneront la ou le propriétaire de l’objet, la ou le titulaire des droits 
de reproduction, la ou le photographe et la maison d’édition qui publie la photogra-
phie. La réticence de certains musées à autoriser la reproduction d’images par les 
chercheurs et chercheuses entrave la numérisation de l’édition dans le monde de 
l’art (Whalen, 2009). Cependant, des initiatives récentes de versement d’images au 
domaine public pourraient grandement aider les scientifiques (Getty Trust, 2013). 
Maintenant que la notion de donnée arrive sur le devant de la scène des sciences 
humaines, les droits sur les données et les représentations pourraient devenir le pro-
chain front des conflits de propriété.
Éthique
Il existe plusieurs sortes de considérations éthiques en histoire de l’art et en archéolo-
gie antiques ; l’une d’elles est juridique. Les chercheurs et chercheuses sont en effet 
censés connaître les réglementations en vigueur et négocier de manière déontologique 
avec les musées, les conservateurs et conservatrices, les propriétaires, les autorités 
locales et les autres parties prenantes. Une considération connexe est celle du respect 
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des objets. Les scientifiques se doivent de limiter les dommages occasionnés aux sites 
de recherche et aux artefacts. Par exemple, tester des métaux implique un échantillon-
nage méticuleux dans des recoins de l’objet.
Il n’est pas rare d’observer des « périodes d’utilisation exclusive » de fait dans les 
domaines des sciences humaines qui étudient des textes rares et des produits 
culturels. Une fois que les chercheurs et chercheuses ont obtenu un accès aux res-
sources, ils souhaitent parfois les explorer en privé jusqu’à être prêts à publier. Les 
États peuvent encourager ce comportement, préférant que leurs propres scienti-
fiques aient la primeur du patrimoine local au détriment de la communauté interna-
tionale. L’affaire des manuscrits de la mer Morte est un cas bien connu de contrôle 
local, souvent assimilé à de la rétention. Découverts dans le désert de Judée dans les 
années 1940, ils ont été conservés par des scientifiques israéliens jusqu’en 1991 et 
divulgués seulement sous la pression, à la suite de la diffusion d’un microfilm réalisé 
à des fins de conservation (Schiffman, 2002). Les manuscrits sont aujourd’hui plus 
largement accessibles, mais leur interprétation fait toujours l’objet de débats acrimo-
nieux (Leland, 2013).
Mener des recherches en histoire de l’art 
et en archéologie antiques
Ces études de cas mettent en perspective, d’une part, la création d’une infrastruc-
ture pour l’histoire de l’art et l’archéologie antiques et, d’autre part, la recherche 
dans un domaine où très peu de ressources informationnelles existent sous forme 
numérique. CLAROS, « le monde de l’art sur le Web sémantique », construit une 
infrastructure à l’aide d’outils, de technologies et d’ensembles numériques conçus 
pour la recherche, l’éducation et l’usage par le public. Le projet – dont le nom 
était l’acronyme de Classical Art Research Online Services, « services en ligne de 
recherche en art antique » – est une émanation des archives Beazley, qui avaient 
commencé à numériser leurs collections d’antiquités à la fin des années  1970. 
CLAROS est basé à l’université d’Oxford, qui accueille quatre des plus belles col-
lections universitaires au monde – l’Ashmolean Museum, le musée d’histoire natu-
relle, le musée d’histoire des sciences et le Pitt Rivers Museum –, et constitue un 
banc d’essai pour la recherche sur les bases de données multimédias. Conçu sur 
un logiciel open source, il comprend des outils d’intégration de données dévelop-
pés pour la zoologie, de reconnaissance d’image pour le génie et d’intelligence 
artificielle pour les services web. Les collections sont tirées de musées, de monu-
ments et d’autres institutions patrimoniales d’Europe et d’Asie. Par ailleurs, CLA-
ROS expérimente actuellement le modèle de référence conceptuel CIDOC de la 
communauté muséale afin de permettre l’interopérabilité entre ces ensembles 
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(University of Oxford, 2013b ; Kurtz et al., 2009 ; University of Oxford Podcasting 
Service, 2011 ; Rahtz et al., 2011).
Le griffon de Pise est un polar scientifique qui illustre les obstacles à la découverte 
d’information sur un objet matériel. Le griffon est une grande statue de bronze d’un 
animal mythique qui est restée perchée au sommet de la cathédrale de Pise, en  Italie, 
pendant au moins trois siècles (voir figure  7.1). En retraçant sa provenance, une 
historienne de l’art en a trouvé une référence visuelle datant de la fin du XVe siècle. 
D’autres éléments indiquent que le griffon a été retiré de son piédestal en 1828 
avant d’être remplacé par une copie moderne. L’original se trouve aujourd’hui dans 
un musée proche de la cathédrale de Pise. Malgré plusieurs siècles de recherche en 
art, en histoire, en archéologie et dans d’autres disciplines, les origines du griffon, 
sa provenance et sa fonction font toujours débat. Les Pisans auraient pu l’acquérir 
auprès d’artistes locaux, dans un butin de guerre ou par d’autres moyens (Contadini 
et al., 2002 ; Contadini, 2010 ; The Pisa Griffin Project, 2013).
Figure 7.1. Le griffon de Pise
Crédit : Gianluca de Felice, du Pisa Griffin Project.
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Les questions de recherche
Les chercheurs et chercheuses en sciences humaines ont davantage tendance à 
problématiser un objet ou un phénomène qu’à poser des questions de recherche 
ou des hypothèses à éprouver. Néanmoins, leurs activités de recherche comportent 
des phases itératives comparables à celles des sciences exactes et sociales.
Si la mission de CLAROS est vaste, son objectif de recherche central est de dévelop-
per une plateforme technologique qui puisse être utile à un éventail de collections 
patrimoniales. Il s’agit d’un système fédéré et donc facilement extensible par d’autres 
partenaires. La plupart des traces répertoriées dans CLAROS comportent des images 
et de brefs descriptifs textuels, dont l’identifiant unique attribué par l’institution. Pour 
l’heure, chaque sous-ensemble est indépendant, mais il est prévu d’ajouter une fonc-
tion pour lier des objets entre les ensembles de CLAROS et des collections externes.
La recherche sur le griffon de Pise vise à comprendre ses origines, sa provenance, 
sa valeur culturelle et ses diverses fonctions au cours de son existence. En somme, 
qu’est-il, d’où vient-il et comment est-il arrivé là ? Des artefacts antiques tels que le 
griffon de Pise n’ont pas une forme, une fonction ou un rôle statiques. Il pourrait avoir 
des origines islamiques ou chrétiennes et peut-être avoir été un objet sacré. L’hypo-
thèse la plus probable – et la plus intrigante – sur sa fonction serait l’émission « de 
sons étranges et fascinants » lorsque le vent soufflait dans sa cavité depuis le som-
met de la cathédrale (Contadini et al., 2002, p. 69). Afin d’éprouver les hypothèses 
et d’en trouver d’autres, on a procédé à des analyses métallurgiques sur le griffon. 
Il semblerait qu’il ait servi de cible de tir, car il porte des impacts de balle ; aussi 
des analyses balistiques sont-elles prévues. Grâce à la datation au carbone, l’année 
de création a pu être estimée entre l’an 1020 et 1250 de notre ère. Le cuivre vient 
certainement de Chypre, mais l’objet a été sculpté dans le sud de l’Italie, en Égypte 
ou en Espagne. Le griffon de Pise a connu un regain d’intérêt lorsqu’un lion de style 
semblable est apparu sur le marché de l’art new-yorkais au début des années 1990 
(Contadini et al., 2002 ; Contadini, 2010). L’une des raisons qui rendent son étude 
complexe est qu’il est difficile à classer. Des objets similaires sont éparpillés dans des 
musées des beaux-arts, d’arts appliqués, d’archéologie, d’histoire naturelle, d’histoire 
locale et d’anthropologie.
La collecte de données
En histoire de l’art et en archéologie antiques, de nombreuses activités peuvent être 
considérées comme de la collecte de données. Une première dimension de la col-
lecte pour CLAROS est l’acquisition de contenus pour les bases de données, une 
seconde est le recueil d’informations sur les communautés d’utilisateurs des col-
lections actuelles et potentielles et une troisième est la veille sur les technologies 
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qui pourraient être appliquées à ces collections pour servir ces communautés. Ces 
dimensions interagissent de plusieurs façons.
CLAROS ne peut recueillir que les traces que ses partenaires sont prêts à verser. 
Leur forme, leur teneur et leur intégrité varient grandement. Certaines institutions 
participantes ont accumulé leurs collections sur plusieurs siècles : la conversion de 
ces traces dure depuis trente ans, au cours desquels les normes, les pratiques et les 
technologies ont considérablement évolué. Elles comportent donc différents types 
et quantités d’informations sur l’origine, l’acquisition et la conservation des objets. 
La structure des traces et les mécanismes de classification varient aussi considéra-
blement. CLAROS a commencé par intégrer deux millions de ces traces sur CIDOC, 
l’ontologie et la structure de données élaborée par la communauté muséale interna-
tionale. Ce projet est l’un des premiers à appliquer CIDOC à grande échelle (Interna-
tional Council of Museums, 2013 ; Kurtz et al., 2009).
Les études sur les utilisateurs et les évaluations de système telles qu’elles se pra-
tiquent en sociotechnique sont inhabituelles dans les sciences humaines, bien qu’un 
tel travail soit envisagé dans l’avenir de CLAROS. Faute d’études, l’interface utilisa-
teur du banc d’essai a été créée en partant de ce que l’on savait de l’usage actuel 
des collections. Outre la recherche usuelle par mots-clés, l’ajout d’une fonction pour 
filtrer les vases grecs par forme et par couleur a ajouté de la valeur à la collection 
Beazley. Les partenaires issus de la zoologie, de l’informatique et du génie ont adapté 
leurs technologies aux nouveaux ensembles et aux publics envisagés. L’objectif était 
de garder une conception suffisamment ouverte pour pouvoir l’adapter si nécessaire 
à d’autres contenus et publics.
La recherche sur le griffon de Pise combine des méthodes et des savoir-faire de 
l’histoire de l’art et de l’archéométallurgie : la collecte de données dans un domaine 
informe l’autre et vice versa. L’historienne de l’art a rassemblé des éléments sur la 
sculpture à partir de traces historiques et de travaux antérieurs. Ses sources com-
prennent des dessins, des sculptures sur bois, des gravures, des traductions d’ins-
criptions et des analyses stylistiques (Contadini et al., 2002  ; Contadini, 1993). 
L’archéométallurgiste a prélevé des échantillons à différents endroits sur la sculpture 
afin d’identifier les métaux de chaque partie de l’objet et les méthodes qui ont permis 
de les joindre. Pour déterminer quels échantillons prélever et comment les tester, il 
s’appuie sur les analyses historiques.
Une grande partie des informations recherchées par l’archéométallurgiste concernent 
l’utilisation des métaux à ces époques et dans ces régions. Son travail est contraint 
par le manque de ressources numériques en ligne et par l’exclusivité de nombreuses 
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traces pertinentes. Les analyses métallurgiques ne sont pas des tâches routinières, 
mais elles peuvent avoir été réalisées dans le cadre de la conservation, de l’évalua-
tion, de la recherche de provenance ou de la contestation de l’authenticité. Lorsque 
des rapports d’analyses antérieures existent, ce n’est parfois que sur papier ou micro-
film. Des traces concernant d’autres objets susceptibles d’éclairer les recherches de 
l’ archéométallurgiste sont retenues dans les collections personnelles de propriétaires 
privés, de marchands et de scientifiques, y compris des archéométallurgistes ayant 
prélevé des échantillons. Le partage d’information repose largement sur les échanges 
interpersonnels. L’archéométallurgiste qui étudie le griffon de Pise a contacté des 
spécialistes par e-mail, téléphone et autres moyens afin de repérer des analyses 
métallurgiques pertinentes sur des objets similaires. Il a également beaucoup voyagé 
pour consulter des documents sur papier et microfilm.
L’analyse des données
C’est au stade de l’analyse que les différences de méthode pour la représentation, 
la classification et l’organisation de l’information sont les plus manifestes. Le projet 
CLAROS a intégré une panoplie de traces issues des différentes institutions parti-
cipantes dans une structure commune, élaboré des ontologies pour organiser les 
descriptions sémantiques d’objets et conçu des technologies pour exploiter les don-
nées résultantes. L’avantage d’encoder les descriptions d’objets avec le modèle de 
référence conceptuelle CIDOC est que celui-ci peut intégrer toutes les métadonnées 
possibles plutôt que de réduire les traces à leur plus petit dénominateur commun. 
L’architecture en «  Web de données  » utilisée en bio-informatique a été mise en 
place par des zoologues spécialisés en taxonomie. Elles et ils s’étaient en effet rendu 
compte que les problèmes sémantiques en biologie et en art antique étaient simi-
laires. Ainsi, en anglais, les musées utilisent les termes artist et creator de façons dif-
férentes ; les collections de biologie ont quant à elles tendance à privilégier le terme 
insect à son synonyme bug. D’autres systèmes de classification distinguent claire-
ment entre la ville de Paris et le plâtre du même nom, alors que les biologistes veillent 
à différencier les mots « mouche » et « voler », qui se disent tous deux fly ( University 
of Oxford, 2013b ; Kurtz et al., 2009 ; Rahtz et al., 2011). L’interopérabilité de CLAROS 
s’est heurtée à des barrières technologiques dues à la disparité des formats anciens 
à intégrer. Les traces d’ores et déjà converties dans des formats de base de données 
XML et SQL étaient les plus simples à absorber. L’opération a été particulièrement 
difficile pour les traces destinées à des usages spécifiques, comme les bases de don-
nées relationnelles utilisées pour la composition d’ouvrages imprimés.
À la suite de l’analyse des données sur le griffon de Pise, il est apparu qu’il valait 
mieux appréhender cet artefact comme un amalgame d’objets différents. En effet, 
des ornements et d’autres éléments semblent avoir été ajoutés et supprimés au 
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cours des siècles depuis la réalisation originelle de la sculpture. Ainsi, des métaux 
de nombreuses provenances ont pu être incorporés au griffon que nous connais-
sons. L’historienne de l’art a retracé dans le temps les mentions du griffon de Pise et 
d’ objets comparables pour tenter de le situer dans des contextes multiples et mou-
vants (Contadini, 2010). Les analyses métallurgiques sur la microstructure des échan-
tillons ont révélé les différents minerais et la composition des alliages : cela aide à 
déterminer la mine d’où ils proviennent, les dispositions d’impuretés – qui révèlent 
la quantité de ferraille ajoutée –, l’époque approximative de création de l’objet et 
la méthode de fabrication probable. D’autres analyses du griffon comprennent des 
visualisations en deux et trois dimensions grâce au scannage numérique.
Une fois au laboratoire de métallurgie, les échantillons sont préparés, polis et sou-
mis à des tests de dureté et de composition. Ces tests et analyses microscopiques 
sont choisis en fonction d’hypothèses sur la composition des métaux et des limites 
de détection de chaque méthode. Certaines sont destructives, tandis que d’autres 
permettent de conserver l’échantillon. Les méthodes les moins destructrices sont 
préférables, puisque les échantillons peuvent être réanalysés avec de nouvelles tech-
nologies ou pour éprouver de nouvelles hypothèses. Les techniques actuelles per-
mettent déjà une résolution en deçà du nanomètre, certaines analyses atteignent 
même le picomètre ou l’angström.
Afin d’établir les origines des matériaux le plus précisément possible, l’analyse est 
approfondie grâce à l’examen d’archives, de brevets, de documents muséaux, de 
registres de conservation et de catalogues de ventes aux enchères. Savoir de quelle 
mine le métal a été extrait est nécessaire, mais insuffisant ; tout aussi importantes 
sont les connaissances sur le commerce autour des mines à l’époque présumée, sur 
l’utilisation du métal par les artisanes et artisans de la région où l’objet aurait été 
fabriqué, sur les influences sociales et politiques sur l’échange d’objets – telles que 
les routes commerciales et le pillage de guerre – et toute autre information contex-
tuelle sur l’objet. Chaque progrès technologique, chaque avancée en matière d’accès 
aux ressources informationnelles permet d’obtenir de meilleures données. Ainsi, des 
artefacts culturels tels que le griffon de Pise peuvent être réinterprétés indéfiniment 
à mesure que l’on en apprend sur eux.
La publication des résultats
Les pratiques de publication de l’histoire de l’art et de l’archéologie antiques sont 
caractéristiques. Les collaborateurs et collaboratrices rapportent bien leurs décou-
vertes à leurs communautés respectives, mais la structure des publications à plu-
sieurs mains est inhabituelle. En effet, dans la plupart des disciplines, les travaux 
cosignés présentent un récit unique. Or, l’article de synthèse sur CLAROS, qui est une 
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communication de colloque, est divisé en sections personnelles. Chacune est signée 
par l’un des auteurs et autrices ; seul l’un d’eux n’a pas sa propre section. Les autres 
collaborateurs et collaboratrices sont mentionnés nommément dans la première sec-
tion, plutôt que dans les remerciements en fin de communication ou dans les notes 
de bas de page (Kurtz et al., 2009).
Les recherches sur le griffon de Pise sont rapportées dans plusieurs publications et 
signées par différentes combinaisons d’auteurs et autrices. L’étude initiale sur le grif-
fon de Pise est l’œuvre d’Anna Contadini, la principale historienne de l’art du projet, 
et a été publiée en italien dans un catalogue d’exposition. Ses différents articles sur 
cette statue ont été rédigés en anglais et en italien (Contadini, 1993, 2010). Un article 
de synthèse comparant le griffon de Pise et le lion de New York obéissent au même 
format compartimenté que celui sur CLAROS (Contadini et al., 2002). Les trois pre-
mières sections traitent du contexte historique et artistique : deux ont un seul auteur 
et une en a plusieurs. La dernière section, signée par Peter Northover, rend compte 
des analyses métallurgiques de manière détaillée, listant la composition des échan-
tillons des différentes parties des deux objets, ainsi que d’un troisième qui serait lié 
au lion et au griffon. Les remerciements sont listés dans les notes de chaque section 
de l’article et la bibliographie est commune. On trouve également des images des 
objets étudiés. Dans les deux cas, les mérites de chacun dans la collaboration sont 
soigneusement répartis, ce qui est peut-être un héritage de la tradition de l’auteur 
solitaire dans les sciences humaines.
La conservation, le partage et la réutilisation des données
Les difficultés de conservation, de partage et de réutilisation des données en histoire 
de l’art et en archéologie antiques proviennent de la diversité des entités pouvant 
être considérées comme des données dans ces situations, ainsi que des intérêts 
concurrents des parties prenantes.
CLAROS se rapproche davantage d’un banc d’essai que d’une collection. En tant que 
banc d’essai, il est conçu pour être ouvert et interopérable avec des technologies de 
Web sémantique qui permettent à des tiers d’ajouter des mécanismes de classifica-
tion, des interfaces utilisateur et d’autres fonctionnalités. En tant que collection, son 
ouverture permet de trouver un nouvel usage aux traces. La pérennité de CLAROS 
dépend de la continuité du financement, de l’engagement renouvelé des partenaires 
actuels et du développement de nouveaux partenariats ; or, tous ces éléments se sont 
avérés difficiles à garantir. Parce qu’il est peu probable qu’une institution remplace 
sa structure de données interne pour rejoindre le projet, CLAROS a choisi d’exporter 
les données de chaque système partenaire dans le modèle de référence concep-
tuelle CIDOC. Cette démarche se prête bien à un banc d’essai d’infrastructure, mais a 
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peu de chances de motiver les institutions partenaires à harmoniser leurs systèmes. 
Les structures maison doivent généralement s’intégrer à des systèmes internes de 
gestion des finances, du personnel et des collections des archives et bibliothèques, 
ainsi qu’avec des systèmes tournés vers l’extérieur, comme les sites web publics, les 
visites virtuelles de musées, les collections fédérées telles que CLAROS et de grands 
services fédérés comme Europeana et la Digital Public Library of America.
Les informations au sujet du griffon de Pise sont diffusées bien plus largement que 
ce que l’on observe habituellement dans d’autres domaines de recherche. Étant un 
objet imposant, unique et doté d’une grande importance historique, le griffon dispose 
de son propre site web, où figure la documentation du projet. Les recherches à son 
sujet peuvent éclairer des travaux dans de nombreux domaines des arts, de l’archéo-
logie, de l’histoire, de la religion, de la culture, du commerce et de la métallurgie. 
Les publications constituent les traces durables de ces recherches. Les documents 
historiques sur lesquels elles sont fondées demeurent dans les bibliothèques, les 
archives, les services de conservation et les autres endroits où ils se trouvaient. Le 
projet crée des traces numériques volumineuses : scanographie, imagerie laser et 
photographie en haute résolution peuvent produire des fichiers de plusieurs gigaoc-
tets, voire téraoctets. Ceux-ci ne sont pas diffusables tels quels et ces pratiques 
de partage ne sont pas courantes dans cette communauté (Contadini et al., 2002 ; 
Contadini, 2010 ; The Pisa Griffin Project, 2013).
Dans les publications, les données issues de l’échantillonnage des métaux du griffon 
sont rapportées sous forme de tableaux, comme il est d’usage en métallurgie scien-
tifique. Ces tableaux sont ouverts au sens où le lectorat y accède librement, mais 
pas au sens où ils consisteraient en des données structurées découvrables ou explo-
rables informatiquement (Murray-Rust et Rzepa, 2004). La propriété et la diffusion 
des échantillons physiques sont un terrain peu exploré. En effet, les pratiques disci-
plinaires veulent que les minuscules échantillons résiduels restent en possession de 
l’archéométallurgiste. Bien que celui-ci considère que ses échantillons appartiennent 
toujours aux musées ou aux autres propriétaires des objets qu’il a étudiés, les docu-
menter de manière à ce qu’ils puissent servir à d’autres représente un vaste chantier, 
dans lequel il compte se lancer à sa retraite.
Études bouddhiques
Le bouddhisme, religion née il y a 2 500 ans, est pratiqué dans une grande partie 
de l’Asie et compte des disciples, un clergé et des érudites et érudits dans le monde 
entier. La doctrine bouddhiste est solidement documentée, des premiers manuscrits 
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aux corpus numériques contemporains. On pense qu’en l’an 705, l’impératrice Wu 
de la dynastie Tang a fait imprimer et distribuer cent mille copies d’un texte boud-
dhique, accomplissant ainsi un grand pas dans la diffusion du papier et de l’impri-
merie ( Barrett, 2008). Les progrès de ces deux domaines sont étroitement liés en 
Asie de l’Est. L’impression sur bloc de bois y a été perfectionnée des siècles avant 
que Gutenberg ne mette au point son système d’encre et de caractères mobiles vers 
1450.
Les premiers textes bouddhiques remontent à plus de deux mille ans. En tant que 
textes sacrés, ils étaient transmis oralement en prose et en vers. Certains textes 
constituent des objets sacrés ; d’autres jouent un rôle liturgique ou savant. Le papier 
a été précédé de manuscrits sur écorces de bouleau, bambou, briques, tablettes 
d’argile et autres. Les textes ont ensuite été consignés dans différents systèmes 
d’écriture et langues, puis traduits de l’un à l’autre. Le bouddhisme s’est ainsi rapide-
ment répandu par le truchement de la traduction, alors que les premiers pratiquants 
du christianisme, de l’islam et d’autres religions interdisaient souvent la diffusion de 
textes sacrés dans une langue différente de l’originale. La décision radicale de Martin 
Luther de traduire la Bible en allemand, par exemple, a fait connaître le protestan-
tisme dans l’ensemble du monde germanophone du XVIe siècle.
Cette éthique de large diffusion des textes bouddhiques se poursuit aujourd’hui 
avec des projets de numérisation massive selon les normes scientifiques et tech-
nologiques les plus exigeantes. Les pratiques savantes se transforment à mesure 
que les textes deviennent accessibles et que les outils pour les étudier gagnent en 
sophistication. Parce que ces documents peuvent être étudiés dans beaucoup de 
domaines pour répondre à de nombreuses questions de recherche, les chercheurs 
et chercheuses emploient une multitude de moyens pour sélectionner les entités 
qui leur permettront de mettre en évidence des phénomènes. Cette étude de cas 
sur la philologie bouddhique chinoise traite de l’analyse textuelle, de la création de 
grands corpus numériques de textes sacrés et savants, des comparaisons de l’usage 
des artefacts physiques et des objets numériques et du rôle de ces corpus dans les 
nouvelles méthodes de recherche. La philologie est un domaine qui combine la lin-
guistique, la littérature et l’histoire pour étudier des sources historiques textuelles.
Les premiers textes bouddhiques peuvent être étudiés pour leur valeur historique, 
culturelle, artistique, linguistique et religieuse. La Chine, le Japon, l’Inde, le Sri 
Lanka, la Thaïlande, la Mongolie, le Tibet et la Birmanie/le Myanmar comptent 
parmi les pays où, historiquement, le bouddhisme a prospéré. Il est encore la reli-
gion majoritaire au Japon et dans de nombreuses autres régions d’Asie. En Occi-
dent, le bouddhisme tend à être un objet d’étude plus qu’une véritable discipline 
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universitaire : les spécialistes en sont répartis dans des départements de religion, 
d’histoire, de langues, de civilisation et d’études régionales. Bien que la recherche 
sur le bouddhisme soit centrée sur les canons de textes sacrés, les questions, 
les méthodes et les médias de publication de chaque scientifique peuvent corres-
pondre aux disciplines auxquelles elle ou il a été formé ou qu’elle ou il enseigne.
De nombreux textes bouddhiques importants semblent avoir d’abord été rédigés 
en sanscrit et en d’autres langues indo-aryennes. Le sanscrit est une langue cultu-
relle indo-européenne utilisée depuis longtemps en Inde, qui s’écrit dans plusieurs 
systèmes d’écriture modernes et dans de nombreux systèmes anciens. Les textes 
sanscrits et indo-aryens ont ensuite été traduits en chinois et en d’autres langues 
pour être diffusés et étudiés. Le système d’écriture chinois, qui est utilisé dans plu-
sieurs langues, a été normalisé au IIIe siècle avant notre ère. Le chinois représentait la 
langue culturelle commune de l’Asie de l’Est, remplissant un rôle comparable à celui 
du latin dans l’Europe antique. Parce que ces textes ont été transmis sur des siècles, 
une expertise linguistique, historique et culturelle considérable est nécessaire pour 
les étudier. Par exemple, pour lire des textes bouddhiques traduits en chinois entre 
le IIe et le Ve siècle de notre ère, un chercheur ou une chercheuse doit connaître le 
chinois, le sanscrit et les autres langues de la période. Idéalement, il doit aussi maîtri-
ser les écritures dans lesquelles ces langues étaient alors rédigées.
La taille compte
Les spécialistes du bouddhisme constituent une petite communauté éparpillée. Ses 
grands pôles se trouvent dans les régions du monde où cette religion est la plus 
pratiquée, principalement en Asie. Leurs ressources sont très variées et recouvrent 
de nombreux systèmes d’écriture, langues, régions et époques. Les chercheurs et 
chercheuses travaillent généralement seuls ou en petits groupes. Leurs méthodes 
reposent notamment sur une lecture méticuleuse des textes, ce qui engendre un 
petit nombre d’observations ; cependant, avec la croissance des corpus numériques 
bouddhiques, l’analyse automatisée devient possible. Les philologues bouddhiques 
commencent ainsi à expérimenter les technologies d’analyse de textes. Les outils 
de CLARIN pour la linguistique de corpus, que nous avons mentionné plus haut, 
sont parfois utilisables. De même, BLAST, un outil d’appariement ADN déjà adapté 
pour les textes historiques en français, pourrait contribuer à certaines questions de 
recherche de cette communauté.
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Quand est-ce une donnée ?
À l’origine, les textes bouddhiques sont religieux. Le choix des éléments probants y 
dépend de s’ils sont étudiés pour cette raison ou pour d’autres motifs savants. La 
diffusion des textes sacrés est un principe fondamental du bouddhisme : ses adeptes 
sont donc motivés pour les traduire, les éditer et les rendre accessibles au plus grand 
nombre. Ce processus a eu des effets exponentiels au cours des siècles. Chaque 
texte copié ou traduit peut être exploité pour créer encore plus d’exemplaires dans 
d’autres langues. Les travaux sur les textes et leur commentaire présentent aussi un 
intérêt pour la recherche, car ils ont aussi été copiés et traduits. Cet effet multipli-
cateur s’accélère avec le recours croissant à l’imagerie et à la numérisation, puisque 
chaque texte enregistré sous forme numérique peut servir à créer encore d’autres 
produits. La numérisation aide aussi les scientifiques à traiter les différents éléments 
comme des entités distinctes. En effet, une fois numérisés, les textes peuvent être 
étudiés dans leur ensemble, mais on peut également en examiner les phrases, les 
caractères, les frappes, la ponctuation ou d’autres unités. Ces entités peuvent être 
fouillées et combinées de nombreuses manières pour étudier différents phénomènes.
Sources et ressources
Distinguer sources et ressources dans les études bouddhiques est particulièrement 
problématique en raison de la très longue histoire de ces œuvres. Les corpus numé-
risés de textes anciens constituent clairement des ressources. Pour être une source, 
un texte doit être considéré comme original – autre concept sujet à controverse 
dans les sciences humaines. Quelques distinctions nous permettront d’illustrer les 
difficultés à déterminer quand et comment quelque chose peut être traité en donnée.
Sources primaires ou secondaires
La distinction entre sources primaires et secondaires est utile, mais floue. En philo-
logie bouddhique, un texte original en sanscrit ou une traduction chinoise ancienne 
sont considérés comme des sources primaires, alors que les traductions et les tra-
vaux de recherche contemporains sur des textes anciens sont généralement tenus 
pour des sources secondaires. Dans les livres et les articles de revue, les bibliogra-
phies dressent parfois des listes séparées pour les sources primaires et secondaires. 
Les éditions critiques sont généralement considérées comme des sources primaires 
parce qu’elles présentent les textes sous une forme qui fait consensus. Elles ras-
semblent parfois plusieurs sources, produisant ainsi un format lisible au plus près 
des originaux.
Ces distinctions reposent souvent sur une expertise pointue. Les textes bouddhiques 
anciens sont en effet bien plus difficiles à interpréter que les documents occidentaux. 
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En philologie grecque et romaine, par exemple, on peut admettre certains postulats sur 
les pratiques à l’époque de l’empire unifié. C’est moins vrai dans le cas du bouddhisme : 
les pratiques culturelles associées à ces documents varient selon le pouvoir en place, la 
langue, la région, l’époque, le système d’écriture et bien d’autres facteurs. Par ailleurs, 
le chercheur ou la chercheuse doit aussi prendre en compte le rôle de la personne qui 
traduit ou transmet le texte. À certaines périodes de l’histoire de l’Inde et, parfois, de la 
Chine, le traducteur ou la traductrice pouvait légitimement modifier le texte ou s’abste-
nir de le faire. Même un texte sacré revêtait des sens différents selon les traductions, 
bien loin du littéralisme qui a cours dans la traduction des textes chrétiens. Les éditions 
critiques ont également une longue histoire et peuvent comprendre des corrections 
apportées aux textes. Certaines de ces éditions du XIIIe siècle sont aujourd’hui considé-
rées comme des sources primaires.
Images statiques ou contenu enrichi
Les études bouddhiques en général et la philologie en particulier reposent sur la 
capacité à comparer des textes, intégralement ou en partie. Les spécialistes étudient 
comment ils étaient compris dans différents contextes temporels, géographiques, 
linguistiques et culturels. Comparer les objets matériels originaux côte à côte est 
pratiquement impossible pour celles et ceux qui étudient des textes du Ve siècle ou 
antérieurs. En effet, rares sont ceux qui ont survécu sous forme physique : ils ne sont 
connus que grâce à des traductions ou des mentions ultérieures. Ceux qui restent 
sont précieux, fragiles et dispersés à travers le monde. La diffusion d’images sta-
tiques sur microfilms, de fac-similés sur papier, puis sur CD-ROM a permis pour la 
première fois aux spécialistes de confronter de nombreux textes. L’étape suivante a 
été la diffusion d’images statiques en ligne, les rendant plus largement accessibles 
encore.
Au cours de la dernière décennie, la conversion de ces textes en représentations 
interrogeables et contenus enrichis s’est accélérée, conduisant à des avancées radi-
cales dans l’exploitation de ces ressources historiques. Au lieu de visualiser une 
page, un dossier ou une boîte d’archives à la fois, les chercheurs et chercheuses 
peuvent maintenant comparer, combiner et extraire des informations de ces textes 
numériques. Leur relation aux textes s’en est trouvée changée de manière subtile 
et complexe, comme l’ont montré des études sur l’adoption du Thesaurus Linguae 
Graecae par les spécialistes de l’Antiquité (Ruhleder, 1994).
Les infrastructures de la connaissance
La communauté des spécialistes du bouddhisme est unie par son intérêt pour 
ces textes. Ces chercheurs et chercheuses viennent de différentes disciplines, 
appliquent des méthodes et théories variées, lisent de nombreuses écritures 
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et langues et travaillent dans diverses parties du monde. L’infrastructure de la 
connaissance commune dont ils disposent, pour autant qu’elle existe, est cen-
trée sur les moyens d’accès aux textes bouddhiques. Il est rare qu’ils obtiennent 
des subventions pour autre chose que des frais de déplacement. Ils ne disposent 
pas d’un accès immédiat aux organismes de financement public qui pourraient 
permettre la numérisation des corpus, la création de référentiels, l’acquisition de 
technologies et d’outils, l’instauration de normes ou l’embauche d’assistantes 
et assistants. Dans la mesure du possible, ils s’appuient sur des sources trou-
vées en bibliothèques ou accessibles gratuitement en ligne. L’infrastructure de la 
connaissance de la communauté savante bouddhique dispose en revanche d’un 
soutien institutionnel dans la communauté religieuse qui fait vivre ces textes. Les 
monastères et autres centres religieux œuvrent activement à leur numérisation 
et à leur diffusion, souvent de concert avec la communauté scientifique.
Les spécialistes en études bouddhiques partagent leur expertise grâce aux colloques, 
aux médias sociaux et aux technologies internet. H-Buddhism, par exemple, fait 
partie de H-Net, qui répond aux besoins de spécialistes des sciences humaines et 
sociales du monde entier. Ce site web actif comprend des listes de discussions, des 
recensions, des actualités, des offres d’emplois et d’autres annonces (H-NET 2013a, 
2013b). Les chercheurs et chercheuses de domaines tels que le bouddhisme chinois 
peuvent organiser des réunions en ligne où ils lisent des textes bouddhiques, les 
interprètent, les traduisent et en discutent grâce à des technologies vidéo. Leurs 
publications incluent de longs remerciements aux collaborateurs et collaboratrices 
qui leur ont fourni des ressources, ont commenté leurs manuscrits et les ont aidés 
d’une manière ou d’une autre.
Métadonnées
La question des métadonnées est aussi importante dans les études bouddhiques que 
dans les autres domaines des sciences humaines. La communauté de recherche n’est 
pas d’accord sur les versions de référence des textes, ni sur qui a écrit quel texte, 
ni même sur la notion de paternité. Il n’existe pour les études bouddhiques aucun 
mécanisme commun de classification comme l’Art and Architecture  Thesaurus, ni de 
modèles de référence tels que CIDOC pour la version numérique des textes.
Les mécanismes d’organisation, pour autant qu’ils existent, semblent être associés 
à des corpus spécifiques. La version numérique de référence du canon bouddhique 
chinois est établie d’après l’édition Taisho, élaborée dans les années 1920 et 1930. 
Cette version papier de référence du canon a été créée à des fins religieuses et 
savantes. C’est un texte gigantesque, constitué de cinquante-cinq volumes princi-
paux et de quatre-vingts volumes annexes. Bien que coûteuse, elle est devenue une 
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acquisition nécessaire pour les collections d’études asiatiques et bouddhiques des 
bibliothèques de recherche. La plupart des citations académiques ultérieures du 
canon bouddhique chinois renvoient explicitement à cette source, souvent à la page 
près (Takakusu et Watanabe, 1932). En 1998, la Chinese Buddhist Electronic Text 
Association (CBETA) a publié la première version numérique de l’édition Taisho, qui 
suit de près la version papier. Elle a conservé la même pagination afin de garantir la 
continuité historique de la recherche. Les éditeurs et éditrices de la CBETA ont amé-
lioré le contenu en corrigeant la ponctuation, ce qui constitue une importante contri-
bution scientifique. En effet, les marques de ponctuation permettent de déterminer, 
par exemple, si un mot chinois est un nom ou un verbe, ce qui influe profondément 
sur l’interprétation du texte. Le système comporte un balisage syntaxique et séman-
tique, que des outils peuvent exploiter pour sélectionner et comparer des portions 
du texte, mais n’instaure pas un vocabulaire de métadonnées ou un quelconque sys-
tème de classification (CBETA Chinese Electronic Tripitaka Collection, 2013).
En un sens, les méthodes de ces philologues produisent des métadonnées sur les 
textes qu’elles et ils étudient. En effet, les descriptions philologiques sont des inter-
prétations, lesquelles constituent des métadonnées dans la mesure où elles aident 
à trouver et interpréter les textes. La limite entre données et métadonnées est floue, 
car une bonne part de l’activité de recherche consiste à produire des descriptions 
denses de phénomènes minces, comme le fait l’ethnographie (Geertz, 1973).
Provenance
Plus les sources sont anciennes et plus les questions de provenance peuvent devenir 
complexes. On ne sait pas précisément quels sont les textes bouddhiques initiaux 
dont émaneraient les autres parce que les scientifiques n’ont pas réussi à déga-
ger un consensus sur les dates de naissance et de mort du Bouddha. On estime 
aujourd’hui qu’il aurait vécu au IVe ou Ve siècle avant notre ère. Les textes se trans-
mettaient par oral et les premières versions écrites sont apparues vers le Ier siècle 
avant Jésus-Christ. Un manuscrit bouddhique indo-aryen du Ier siècle de notre ère a 
récemment été découvert : l’époque a pu en être déterminée grâce à des analyses 
paléographiques et à la datation au carbone (Falk, 2011). Les manuscrits indo-aryens 
sont antérieurs à tous les écrits chinois connus : ces derniers remontent au IIIe siècle 
après Jésus-Christ.
L’ambiguïté de la provenance d’anciens manuscrits fait partie de la recherche en 
études bouddhiques. Les chercheurs et chercheuses comparent des textes en dif-
férentes langues, de la même époque ou non, pour tenter d’en identifier les auteurs 
et autrices, éditeurs et éditrices, traducteurs et traductrices et autres parties impli-
quées dans la création et la communication de ces textes. Certains chercheurs 
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s’intéressent à la transmission des idées, d’autres à la langue et d’autres encore 
aux objets matériels. Les textes bouddhiques peuvent en effet apparaître non seu-
lement sur des supports familiers tels que le bambou et le papier, mais aussi sur 
des objets du quotidien, comme les briques de Gopalpur qui se trouvent à l’Ashmo-
lean Museum. La provenance même de ces briques est contestée (Johnston, 1938).
Corpus
Les corpus tels que l’édition CBETA et les collections des bibliothèques, archives et 
musées sont des composantes de l’infrastructure de la connaissance des études 
bouddhiques. Les ressources sont éparpillées à travers le monde, mais leurs repré-
sentations peuvent être rassemblées grâce aux technologies numériques. Lors des 
dix ans de la CBETA, les spécialistes du bouddhisme ont applaudi l’influence trans-
formatrice qu’elle a eue sur leur travail (Goenka et al., 2008). La CBETA n’est pas 
un système statique : elle continue d’ajouter du contenu et d’intégrer de nouvelles 
technologies à son projet. La version actuelle est enrichie d’encodage textuel, dont le 
XML et l’Unicode. Les dispositifs de recherche et de fouille de textes permettent aux 
utilisateurs et utilisatrices d’explorer les corpus, d’exporter les résultats dans d’autres 
outils analytiques et de transférer des extraits dans des logiciels de traitement de 
texte en conservant intacts les caractères, la ponctuation et les métadonnées. Le 
système n’est pas seulement utilisable sur ordinateur et dispose d’applications pour 
la majorité des appareils mobiles, des systèmes d’exploitation, des liseuses de livres 
électroniques et des médias sociaux.
L’édition CBETA du canon bouddhique chinois continue de croître au-delà de la ver-
sion papier grâce à la numérisation d’autres textes importants liés au bouddhisme. 
À l’heure où nous écrivons, la CBETA contient plus de 2 370 sutras et soixante-dix 
millions de mots chinois. Ce corpus est une ressource d’une ampleur inégalée pour 
les chercheurs et chercheuses qui effectuent des analyses linguistiques de textes 
bouddhiques chinois. L’édition CBETA est à son tour exploitée pour créer de nou-
veaux recueils en ligne. Par exemple, les Vietnamiens ont combiné une traduction 
automatique du corpus de la CBETA et des dictionnaires de vietnamien électroniques 
pour servir de base à leur propre édition en langue vernaculaire. Les savantes et 
savants vietnamiens corrigent et éditent les traductions automatiques (Nguyên et 
Nguyên, 2006).
L’International Dunhuang Project (IDP), lancé en 1994 par le British Museum et qui 
regroupe aujourd’hui des partenaires du monde entier, est un autre exemple de 
contribution des collections à l’infrastructure des études bouddhiques. Dunhuang, 
en Chine, était un important comptoir commercial sur la route de la soie. Au début du 
XX
e siècle, une large cache de documents bouddhiques scellée depuis près de mille 
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ans a été découverte non loin de la ville dans les grottes de Mogao. Les cinquante 
mille documents environ ont été dispersés par divers moyens dans des bibliothèques, 
des archives et des collections privées du monde entier, pour un résultat controversé. 
Parmi les documents figurait le fameux Sutra du Diamant, aujourd’hui en possession 
de la British Library. Cet important texte sacré est le premier livre imprimé à être 
clairement daté : 11 mai 868 (The British Library Board, 2013). L’IDP est un projet de 
catalogage et de numérisation de manuscrits, des peintures, des textiles et d’autres 
artefacts de Dunhuang et des sites archéologiques de la route de la soie orientale. À 
l’heure où nous écrivons, plus de quatre cent mille images sont disponibles sur le site 
(International Dunhuang Project, 2013). Elles sont librement accessibles à des fins 
éducatives et de recherche.
Les influences extérieures
Les facteurs externes qui influent sur l’accès aux sources dans les études boudd-
hiques sont très spécifiques. Si son terrain n’est peut-être pas aussi miné que celui 
de l’histoire de l’art et de l’archéologie antiques, cette communauté est confrontée 
à ses propres contraintes économiques, éthiques et de propriété en ce qui concerne 
ce qu’elle peut traiter en donnée.
Économie et valeur
En raison des principes de leur religion, les textes bouddhiques sont plus largement 
diffusés que la plupart des autres ressources historiques. Ils ne sont pas pour autant 
ouverts ou libres. L’énorme édition papier du canon bouddhique chinois est coûteuse : 
ces volumes peuvent être considérés comme des biens privés, disponibles à la vente. 
Néanmoins, une fois acquis par les bibliothèques, ils peuvent être vus comme des 
réservoirs communs de ressources dont l’usage est régi par les bibliothécaires et 
leurs communautés. Chaque bibliothèque, archive, musée et site historique possède 
ses propres règles sur qui peut étudier ses ressources et à quelles conditions.
La CBETA, l’équivalent numérique de l’édition Taisho du canon bouddhique chinois, 
est un système en ligne ouvert et gratuit. Il en existe également des versions sur 
CD-ROM. La CBETA est un réservoir commun de ressources possédé et régi par 
l’ association qui l’a élaborée et la maintient. La communauté bouddhiste investit 
dans ces ressources à la fois pour ses croyants et pour les scientifiques. La pérennité 
et les passagers clandestins sont moins problématiques que dans les domaines qui 
dépendent de subventions.
Beaucoup de ressources importantes demeurent entre les mains de collectionneurs 
et collectionneuses privés, dont certains mettent leurs recueils à la disposition des 
chercheurs et chercheuses. Ces derniers peuvent d’ailleurs rassembler eux-mêmes 
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des collections considérables au cours de leur carrière. Leurs publications et leurs 
bibliothèques privées deviennent des ressources précieuses qui seront léguées ou 
vendues à leur retraite ou à leur mort.
Droits de propriété
Les problèmes de propriété sont généralement liés à la possession des artefacts 
matériels et à la diffusion des représentations des textes. Les questions peuvent être 
éthiques autant que juridiques. Des textes bouddhiques ont fait surface au XXIe siècle 
lorsque des régions isolées d’Asie – en particulier l’Afghanistan, le Pakistan et le 
Tibet  –  se sont ouvertes. Certains constituent des découvertes exceptionnelles, 
en particulier les textes que l’on pensait disparus, car connus seulement par des 
mentions intertextuelles ou des traductions dans d’autres langues. Des documents 
précieux tombent parfois entre les mains de collectionneurs et collectionneuses pri-
vés, qui peuvent en refuser l’accès aux scientifiques. Des feuillets tirés de certains 
ouvrages sont vendus au marché noir : les textes concernés ont donc peu de chance 
d’être reconstitués. Des portions substantielles de textes récemment découverts ont 
disparu. D’autres sont détenus en secret pendant de longues années, connus uni-
quement d’un petit groupe de chercheurs et chercheuses et dévoilés au grand jour 
seulement quand ceux-ci sont prêts à publier leurs travaux sur ces textes (Allon, 
2007, 2009).
Éthique
Dans les études bouddhiques, les considérations éthiques sont subtiles et complexes. 
La religion, la recherche, la culture et la politique sont inextricablement mêlées. Par 
exemple, la diffusion des textes a été soutenue ou au contraire restreinte par les 
autorités selon les époques. La CBETA est un projet taïwanais, accessible au lectorat 
sinophone du monde entier. Les relations entre Taïwan et la Chine sont délicates et 
le bouddhisme représente une source de tensions au sein de la république populaire 
et vis-à-vis des États étrangers. Le dalaï-lama, lauréat du prix Nobel de la paix en 
1989, vit exilé de son Tibet natal, une province indépendantiste de la Chine. Les 
scientifiques sont très conscients des tensions passées, présentes et potentielle-
ment futures entre les institutions religieuses et politiques, ainsi que de leur influence 
sur l’accès aux ressources.
La communauté bouddhiste affirme la valeur de ses textes en tant qu’artefacts cultu-
rels, historiques et linguistiques et encourage la recherche. À leur tour, les scienti-
fiques respectent les traditions religieuses qui fondent les textes sacrés. Certains 
objets matériels appellent la vénération, mais la plupart conviennent à l’étude scienti-
fique. Les textes constituent un substitut à la présence du Bouddha. Les artefacts qui 
l’évoquent sont enchâssés dans un endroit dédié du temple. Les inscriptions sur des 
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briques peuvent être intégrées au mur d’un bâtiment pour le bénir. Les technologies 
numériques soulèvent des questions intéressantes, comme ce que pensent les moines 
bouddhistes de textes enchâssés dans un ordinateur ou un autre appareil.
Mener des recherches en études bouddhiques
La présente étude de cas décrit les travaux récents d’un chercheur en philologie 
bouddhique chinoise. Pour l’un de ses projets, il a comparé des textes en différentes 
langues pour étayer une possible origine commune. Il en a tiré un article de revue, 
puis a repris l’étude de ces textes (Zacchetti, 2002). Un autre de ses projets consiste 
dans une édition critique synoptique d’importants textes sacrés chinois (Zacchetti, 
2005). Depuis, ses travaux reposent largement sur la CBETA, ce qui a apporté de 
nouvelles questions, méthodes et sources de preuve à ses recherches.
Le degré et l’ampleur de l’expertise nécessaire à l’étude de la philologie bouddhique 
chinoise donnent le vertige. Notre chercheur a effectué un parcours universitaire en 
études chinoises et en philologie, qui n’est pas sans rappeler la double formation en 
archéologie et en métallurgie du scientifique de l’étude de cas précédente. On notera 
en particulier le nombre et la variété des langues avec lesquelles il travaille, tout en 
enseignant et en publiant la plupart de ses travaux en anglais. La philologie classique 
suppose de connaître le latin et le grec, qui sont des langues proches de l’anglais ; 
notre chercheur les a apprises dans le cadre de sa formation. Sur cette base, il a assi-
milé le chinois, le sanscrit, le tibétain, le pali et le japonais. L’étude de ces langues et 
de leurs systèmes d’écriture n’est pas courante chez les scientifiques en Occident. La 
langue maternelle de notre chercheur est l’italien, dans laquelle il enseigne et publie 
également. Lorsqu’il donne un cours avancé sur l’histoire et la culture chinoises, il 
s’exprime en mandarin. Ses vastes compétences linguistiques sont un moyen en vue 
d’une fin : l’étude de l’histoire, de la culture et de la langue du bouddhisme telles que 
les anciennes civilisations asiatiques les ont consignées et appréhendées.
Les corpus numériques et les dispositifs associés ont révolutionné la recherche lin-
guistique en études bouddhiques chinoises. Notre chercheur appelle la CBETA son 
télescope, car il peut l’utiliser pour voir plus loin que jamais auparavant. Pour expli-
quer cette métaphore, il évoque son compatriote Galilée, qui a décrit comment une 
technologie nouvelle  –  un télescope amélioré par ses soins  –  lui permit de voir 
des phénomènes jusqu’alors invisibles. Le philologue compare aussi la CBETA et les 
recueils similaires à un microscope, car il peut examiner chaque texte de bien plus 
près. Il est en mesure de produire ses propres concordances sur des portions du 
texte, de les fouiller et de réaliser des comparaisons d’un nouveau genre.
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Les questions de recherche
Notre chercheur examine les liens intertextuels qui révèlent comment ces textes ont 
été communiqués et compris par différentes cultures à des époques et dans des lieux 
particuliers. Les questions qu’il traite dans l’article de revue ont émergé alors qu’il 
étudiait une version papier d’un ancien texte bouddhique chinois, où il a repéré une 
ressemblance avec un texte qu’il avait lu en pali, une langue ancienne de l’Inde. Éta-
blir un lien géographique ou culturel entre ces textes représenterait une importante 
découverte historique : en effet, on supposait jusque-là qu’ils étaient indépendants. 
Le texte chinois est le plus court des deux ; le pali est un chapitre d’un écrit plus long. 
L’hypothèse du chercheur est que les deux textes sont la traduction d’un texte indo-
aryen antérieur, ce qui illustre le cheminement complexe des idées entre les cultures 
(Zacchetti, 2002).
Les éditions critiques tentent d’établir l’esprit original du texte le plus complètement 
possible. Pour cela, elles en consignent la provenance, comparent leurs traductions 
et leurs variations et expliquent ce qu’on sait de leur contexte d’écriture, de circula-
tion et d’utilisation. Les éditions critiques deviennent des sources primaires si elles 
sont acceptées comme des travaux de référence dans leur domaine. L’édition critique 
réalisée par notre chercheur est une analyse complète de textes similaires dans deux 
langues différentes. Il a consacré des années de travail à comparer trois chapitres 
d’un important texte bouddhique chinois avec leurs pendants en sanscrit. La section 
concernée du canon chinois est un texte unique, tandis que les équivalents sans-
crits sont des tablettes issues de quatre textes différents, dont une partie jusque-là 
non publiée d’un manuscrit. En comparant les textes sanscrits avec la traduction 
chinoise, il en a déduit comment ils avaient été traduits des siècles auparavant et 
comment les concepts qu’ils contiennent étaient alors appréhendés par ces deux 
cultures (Zacchetti, 2005).
La collecte de données
Le terme « donnée » ne faisait pas partie du vocabulaire usuel de notre chercheur avant 
que nous nous parlions pour les besoins de la présente étude de cas. Ses méthodes 
impliquent une sélection méticuleuse de termes, d’expressions, de concepts et de 
caractères dans les textes, que l’on assimilera aisément à une collecte de données. 
Parce qu’il effectue des comparaisons binaires, il dresse des tableaux à deux colonnes 
dans un traitement de texte. Lorsqu’il travaille sur des artefacts matériels, il effectue 
des recherches dans le texte artisanalement, puis saisit la description de ses observa-
tions dans le tableau. Lorsque les entités sélectionnées proviennent de la CBETA, il les 
saisit sous forme numérique en les copiant et collant dans son document. Le dispositif 
de la CBETA intègre les métadonnées du texte sélectionné dans les copier-coller, ce qui 
permet une sélection des données plus rapide et plus fiable. Certaines comparaisons 
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sont effectuées ligne à ligne et d’autres, proposition à proposition. Chaque entrée est 
copieusement annotée d’informations sur sa source et sur les similarités et différences 
des éléments appariés. Notre chercheur gère ses tableaux à l’aide de conventions 
simples de nommage des fichiers, comme le numéro de chapitre du texte chinois.
Dans l’article de revue et l’édition critique monographique, son but était 
d’ interpréter les textes et plus particulièrement l’usage de la langue dans chacun 
d’eux. Ses recherches dépendent d’une panoplie d’outils et de ressources numé-
riques, dont certains sont courants et d’autres conçus sur mesure par d’autres 
scientifiques. Un outil obscur qui lui est particulièrement utile est une source lexi-
cographique en ligne sur les variantes historiques des caractères chinois (minis-
tère de l’Éducation, République de Chine, 2000).
Le texte chinois sur lequel notre chercheur a travaillé est un exemplaire papier, 
tandis que son équivalent en pali se trouvait dans un corpus numérique. Il étaye 
son argumentation à l’aide de l’histoire de ces documents et d’autres travaux 
scientifiques, tout en reconnaissant qu’il est difficile d’établir leurs origines 
de manière certaine. Il note par exemple les «  originaux putatifs  » de termes 
importants (Zacchetti, 2002, p. 79). Afin de rassembler des preuves, il recherche 
des sources numériques et papier, dont certaines se trouvent en bibliothèque, 
d’autres en ligne ou sur CD-ROM et d’autres encore dans la considérable col-
lection de reproductions de textes qu’il a accumulés au cours de sa carrière. 
Il repère les traductions antérieures, ainsi que les bibliographies et catalogues 
anciens où ces textes sont mentionnés pour la première fois (Zacchetti, 2002, 
p. 75).
L’analyse des données
Dans la démarche de notre chercheur en philologie bouddhique chinoise, l’ana-
lyse consiste à interpréter les éléments figurant dans ses notes et ses tableaux 
pour construire un argumentaire. L’article de revue présente ses analyses sous la 
forme d’une série de tableaux, avec le texte chinois à gauche et le pali à droite. 
Bien que l’article soit écrit en anglais, le commentaire comprend beaucoup de 
termes en chinois et en pali pour expliquer les comparaisons. Certains commen-
taires expliquent des expressions obscures ; d’autres comparent des interpréta-
tions littérales et métaphoriques des textes. Comme dans les revues juridiques, 
les notes de bas de page occupent parfois plus d’espace que le corps du texte ; 
comme dans les revues de sciences sociales, l’article commence par une revue 
de la littérature pour situer le propos et se termine par une discussion des résul-
tats et une conclusion.
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Nous considérons la monographie comme une édition critique synoptique 
en  raison des comparaisons ligne à ligne et proposition à proposition qu’elle 
contient. L’essentiel de l’ouvrage consiste en une comparaison des textes 
dans un tableau à deux colonnes, dont nous montrons un extrait à la figure 7.2 
( Zacchetti, 2005, p. 157). Comme dans l’article de revue, les comparaisons sont 
abondamment annotées de commentaires en anglais et de références en chinois 
et en sanscrit. Certaines de ces notes confrontent des définitions de termes ou 
expliquent l’énumération des concepts. Les tableaux comparent des sources, 
des variantes et des traductions, mettant en évidence l’évolution de la langue et 
l’origine possible des textes. Les sources de notre chercheur comportent souvent 
des variantes anciennes de caractères chinois et sanscrit. Celles-ci sont difficiles 
à rendre précisément sous forme numérique, car elles n’existent pas dans Uni-
code. Une partie de l’analyse du chercheur consiste à translittérer, s’il y a lieu, 
le texte en caractères modernes afin de rendre le contenu plus accessible au 
lectorat contemporain. L’édition critique comprend en outre une longue réflexion 
sur la provenance de ces textes (Zacchetti, 2005).
La publication des résultats
Les spécialistes du bouddhisme chinois publient leurs travaux dans des revues, 
des livres et des actes de colloques. Les publications philologiques reposent 
lourdement sur les citations textuelles. Celles-ci sont bien plus longues que 
les quelques mots autorisés par le droit de citation et représentent donc une 
pratique typiquement scientifique. Dans les deux publications que nous avons 
évoquées, le texte est présenté avec des jeux de caractères modernes, alors 
qu’une partie des caractères chinois sur lesquels notre chercheur a travaillé cor-
respondent à d’anciennes écritures qui ne peuvent pas être représentées dans 
Unicode. Unicode étant aujourd’hui intégré à tous les logiciels et matériels grand 
public, ses écrits en anglais, en chinois et en sanscrits apparaissent correcte-
ment sur les écrans d’ordinateur et les imprimantes, du moins pour les écritures 
modernes. Certes, des problèmes peuvent survenir avec certains claviers et navi-
gateurs, mais l’interopérabilité s’améliore. Bien que notre philologue travaille sur 
Microsoft Word, certains chercheurs et chercheuses en sciences humaines qui 
travaillent avec plusieurs systèmes d’écriture lui préfèrent le langage de compo-
sition LaTeX. La plupart des maisons d’édition acceptent l’un ou l’autre de ces 
formats ou des PDF pour les manuscrits.
244
QU’EST-CE QUE LE TRAVAIL SCIENTIFIQUE DES DONNÉES ?
Figure 7.2.
Page 157 d’In Praise of the Light: A Critical Synoptic Edition with an Annotated 
Translation of Chapters 1–3 of Dharmaraksa’s Guang Zan Wing, Being the Earliest 
Chinese Translation of the Larger Prajnaparamita de Stefano Zacchetti (2005).
Crédit : reproduit avec l’autorisation de Stefano Zacchetti, titulaire de 
la chaire Numata d’études bouddhiques à l’université d’Oxford.
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L’article de revue de notre philologue est long de 23 pages, dont 134 notes de bas 
de page et trois pages de références (Zacchetti, 2002). Son édition critique synop-
tique en fait 469, divisées en trois parties comptant chacune plusieurs chapitres, 
plus différents appendices et une longue bibliographie (Zacchetti, 2005). Ce dernier 
ouvrage a été publié sous forme de monographie au Japon par un important centre de 
recherche en bouddhologie. Bien que les droits en soient réservés, le livre a été mis 
à disposition gratuitement en ligne au format PDF et a intégré d’autres ensembles de 
ressources bouddhiques en ligne. Une édition papier est également disponible. Les 
deux publications incluent de longs remerciements aux autres chercheurs et cher-
cheuses qui ont lu le manuscrit, proposé des commentaires ou des ressources ou ont 
apporté leur aide d’une quelconque manière.
La conservation, le partage et la réutilisation des données
Les méthodes de recherche et les pratiques professionnelles de notre chercheur ont 
beaucoup changé avec les progrès des technologies de l’information. Les possibilités 
dont il dispose pour conserver, partager et réutiliser ses données se sont étendues. 
Un bref historique de ses méthodes et technologies illustre cette transition. Il a sou-
tenu son mémoire de premier cycle en études chinoises en 1994, deux ans seule-
ment après l’adoption officielle d’Unicode. À l’époque, ce standard n’était pas encore 
largement installé dans les logiciels de traitement de texte, les imprimantes ou les 
affichages. Il existait en Asie d’autres logiciels pour enregistrer et représenter des 
jeux de caractères chinois, japonais et coréens, dont certains étaient déjà utilisés 
dans les bibliothèques de recherche en Occident.
N’étant alors qu’un étudiant ne disposant pas de ces premières technologies 
pour représenter des caractères chinois, notre chercheur en herbe a rédigé son 
mémoire  –  en italien  –  sur un traitement de texte courant en ménageant des 
espaces vierges pour les caractères chinois. Il a ajouté les idéogrammes à la main 
sur l’ impression finale qu’il a envoyée pour valider son cursus. Il n’existe donc aucune 
copie numérique de ce mémoire comportant les caractères chinois.
Pour l’édition critique synoptique, il a eu recours à une ancienne génération de trai-
tement de texte chinois. Le résultat, produit de plusieurs années de labeur, a été 
converti au format PDF pour être publié. Il a été largement diffusé en ligne, mais cette 
ancienne version de PDF ne pouvait représenter que des images de page statiques. Par 
conséquent, la publication n’est pas interrogeable et ne comporte aucune structure 
sémantique lisible par ordinateur. Le logiciel de traitement des textes des années 1990 
qu’il utilisait a correctement rendu les jeux de caractères chinois et sanscrits, mais 
les fichiers ne sont plus pris en charge par les technologies d’ aujourd’hui. En effet, ce 
logiciel n’a pas été largement adopté et les fichiers n’ont pas été migrés. La migration 
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peut être rendue impossible par un encodage dans un format autre qu’Unicode, un 
logiciel qui n’est plus pris en charge, un stockage dans des formats physiques qui ne 
sont plus lisibles ou une combinaison de ces facteurs. Quelle qu’en soit la raison, la 
conséquence est qu’il n’existe plus de version lisible par ordinateur qui conserve la 
structure syntaxique et sémantique de cette œuvre majeure. La monographie est 
ouverte au sens où elle est librement accessible, mais pas au sens où son contenu 
est découvrable ou explorable par des ordinateurs. Cette situation est fréquente dans 
les sciences humaines et particulièrement problématique quand il s’agit d’un ouvrage 
de référence. Corriger ou mettre à jour le texte supposerait de produire une édition 
en repartant de zéro.
Pour ses travaux actuels, notre chercheur veille à enregistrer et conserver ses don-
nées et métadonnées dans des formes lisibles par ordinateur. Ses données pro-
viennent de sources diverses et variées. Il faut beaucoup de travail pour exploiter ces 
dernières et seuls quelques spécialistes travaillent au même moment sur un même 
texte. En organisant ses données au fur et à mesure, il sera d’autant plus capable 
de les réutiliser ultérieurement. Il peut aussi partager ses données et ses analyses 
avec d’autres. Bien que les échanges interpersonnels soient la forme de partage la 
plus courante dans cette communauté, il existe quelques référentiels numériques qui 
acquièrent des ressources bouddhologiques, comme celles qu’il a comparées dans 
sa monographie ouverte.
Conclusion
Les sciences humaines sont les disciplines les plus difficiles à caractériser, car leurs 
limites sont les moins bien définies. De plus, tout regroupement de champs ou de 
domaines en leur sein est aussitôt contesté. C’est la diversité des objets d’études, 
des questions et des méthodes de recherche qui cause la difficulté à caractériser les 
données des sciences humaines. Un même objet peut être étudié de nombreuses 
façons, pour répondre à de nombreuses questions, à de nombreux endroits et époques. 
Chaque chercheur ou chercheuse peut présenter ses résultats de façon différente. 
Ces représentations deviennent alors des entités qui mettent en évidence des phéno-
mènes. Chaque objet – et même chaque représentation d’objet – peut être réinter-
prété plusieurs fois. La capacité à interpréter ou à réinterpréter – que ce soient des 
artefacts tirés de fouilles archéologiques, des vases grecs, des textes bouddhiques, 
la transmission de savoir dans la Chine du IIIe siècle ou tout autre aspect de la culture 
humaine – à la lumière de nouvelles perspectives ou de nouveaux éléments consti-
tue l’essence même de la recherche en sciences humaines. Cependant, cette capacité 
à réinterpréter dépend d’une forme d’infrastructure différente de ce qui existe dans 
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les disciplines où les connaissances sont plus cumulatives. Élaborer des normes pour 
décrire des objets ou leur provenance conduit à demander qui est légitime pour établir 
des mécanismes de classification ou la documentation de provenance. Ces caractéris-
tiques de leur activité de recherche, auxquelles s’ajoutent les fonds limités et les parties 
prenantes en concurrence, ont limité la capacité des spécialistes et des organismes de 
financement à développer une infrastructure commune.
La première provocation – s’intéresser à qui possède les données de la recherche, 
les contrôle, y a accès et les pérennise permettra de déterminer comment leur valeur 
peut être exploitée et par qui – est particulièrement problématique dans le cas des 
sciences humaines. En effet, les ressources nécessaires aux spécialistes de l’his-
toire de l’art antique, de l’archéologie et des études bouddhiques sont éparpillées 
et chaque ensemble, collection ou corpus est régi et maintenu – ou non – par sa 
propre communauté. Les efforts pour construire une infrastructure, comme le banc 
d’essai de CLAROS, démontrent ce qu’il est possible d’accomplir en agrégeant des 
ensembles sur une plateforme commune et en les enrichissant grâce à de nouvelles 
fonctionnalités techniques. Des démarches similaires de fédération des ensembles 
sous-tendent les efforts infrastructurels tels que CLARIN, Europeana et la DPLA. Pour 
toutes ces entreprises, la pérennité représente un défi. La CBETA, élaborée par la 
communauté bouddhiste, semble disposer du soutien infrastructurel le plus durable.
Transmettre des connaissances au fil du temps et dans différents contextes est dif-
ficile dans les sciences humaines, comme affirmé dans la deuxième provocation. 
Cependant, on commence à appréhender ce qui est nécessaire pour y parvenir. 
Dans les cas présentés ici, la capacité à comparer des objets et à les examiner de 
plus près est essentielle. Dans beaucoup de projets, confronter des représentations 
d’objets répond aussi bien, voire mieux, aux besoins de la recherche que la compa-
raison d’objets matériels. CLAROS permet de comparer des images de vases grecs 
côte à côte, de les faire pivoter et de les agrandir. Grâce à la CBETA, il est pour la 
première fois possible d’interroger et de confronter des textes bouddhiques chinois 
à grande échelle. Les images de caractères issus d’anciennes écritures peuvent 
être agrandies. Les visualisations en trois dimensions du griffon de Pise offrent des 
détails invisibles à l’œil nu. Bien que ces technologies poursuivent des objectifs de 
recherche semblables, elles ne sont pas transférables d’un contexte scientifique à 
l’autre. En effet, CLAROS n’a pas grand-chose à offrir à l’archéométallurgiste, même 
s’il comporte des collections qui l’intéressent, car les données ne contiennent pas 
les informations métallurgiques dont il a besoin. Le dispositif élaboré pour la CBETA 
constitue une puissante trousse à outils pour les chercheurs et chercheuses capables 
de  travailler en chinois et qui sont experts dans son écriture et sa culture. Le défi pour 
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cette infrastructure de la connaissance consiste à généraliser ses fonctionnalités de 
manière à pouvoir les transférer d’un domaine à l’autre.
Pour ce qui est des troisième et quatrième provocations, les formes et les genres des 
publications dans ces domaines des sciences humaines sont distincts de ce qui se 
pratique dans les autres types de sciences. Dans nos deux exemples d’histoire de 
l’art et d’archéologie antiques, les articles sont divisés en courtes sections signées 
d’un auteur ou d’une autrice. Les publications en philologie bouddhique présentées 
dans notre étude se situent entre les pratiques des sciences exactes, qui fournissent 
de longs tableaux de données, et celles du droit, avec des notes de bas de page pre-
nant parfois plus de place que le corps du texte. Bien que la diffusion des données 
ne soit pas courante dans ces domaines de recherche, une partie des travaux sont 
ouverts. Ainsi, CLAROS fournit son code en open source et constitue des recueils de 
traces qui sont accessibles aux institutions partenaires. Les données métallurgiques 
sur le griffon de Pise sont présentées sous forme de tableaux dans les articles qui le 
concernent. Les publications en philologie bouddhique étayent en détail leur argu-
mentaire en présentant des comparaisons d’entités dans des tableaux. Aucune de 
ces actions ne correspond à la diffusion des données au sens où on l’entend dans les 
sciences exactes, mais elles remplissent les fonctions de la communication savante 
dans ces communautés.
Enfin, il est important de rappeler l’histoire des infrastructures de la connaissance 
de ces domaines de recherche. Bien que le travail de réinterprétation soit continuel, 
il s’appuie sur des ensembles et une expertise accumulés au cours des siècles. Les 
connaissances se transmettent au fil du temps et entre contextes, certes, mais 
pas toujours bien ni facilement. Les spécialistes de l’art antique, de l’archéologie, 
de l’archéométallurgie et des études bouddhiques ont adapté leurs pratiques à 
beaucoup de nouvelles technologies – papyrus, imprimerie et papier, pour n’en 
citer que quelques-unes. Elles et ils avancent en terrain miné entre problématiques 
économiques, éthiques, de droits de propriété et de concurrence entre acteurs. 
Beaucoup utilisent les technologies de l’information de manière innovante, ce qui 
leur confère un avantage concurrentiel sur les autres chercheurs et chercheuses. 
Ils sont aussi confrontés aux risques posés par ces nouvelles technologies, en par-
ticulier le philologue incapable de récupérer ses données depuis les anciennes 
générations de logiciels dans lesquels il s’est investi. Une négligence bienveillante 
ne saurait suffire à préserver les traces culturelles qui ne sont enregistrées que 
sous forme numérique. À moins que des investissements substantiels soient réali-
sés dans l’infrastructure, ces traces disparaîtront, contrairement aux papyrus, aux 
tablettes cunéiformes, aux vases grecs et aux sculptures qui sont toujours étudiés 
aujourd’hui. Les infrastructures de la connaissance les plus résilientes dans ces 
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disciplines sont les réseaux personnels des chercheurs. Ces derniers échangent 
des connaissances grâce à des médias nouveaux comme anciens ; ils partagent 
des idées et construisent des arguments par de longues discussions régulières ; 
ils fournissent un point d’entrée pour les ressources informationnelles qu’on ne 
peut trouver sur Internet, dans les catalogues de bibliothèques ou dans d’autres 
sources. Alors que le big data vient généralement à votre ordinateur, souvent, les 
chercheurs doivent aller à leurs données. Leurs infrastructures de la connaissance 
doivent d’une manière ou d’une autre s’adapter à ce mélange complexe de res-
sources intellectuelles, matérielles et numériques et fournir des moyens pour les 
exploiter au mieux.





8. Le partage, la diffusion  
et la réutilisation des données
« L’eau, l’eau était partout, et toutes les planches du bord se rétrécissaient. 
L’eau, l’eau était partout, et nous n’avions pas une goutte d’eau à boire. » 
— Samuel Taylor Coleridge, La complainte du vieux marin, partie II. Traduction 
d’Auguste Barbier.
Introduction
Il est bien connu que Galilée (1610) au XVIIe siècle et Cavendish (1798) au XVIIIe ont fourni 
l’intégralité de leurs données pour étayer leur argumentation. Les travaux de Galilée 
sur les lunes de Jupiter et ceux de Cavendish sur la densité de la Terre demeurent 
des jalons de l’histoire scientifique parce que leurs données, leurs méthodes et leurs 
argumentaires peuvent être examinés encore aujourd’hui (Goodman et al., 2014). 
Lorsqu’on demande aux chercheurs et chercheuses du XXIe siècle s’ils seraient prêts 
à partager leurs données, la plupart répondent que oui. Mais quand on leur demande 
s’ils ont entrepris de les diffuser, ils admettent généralement que non (Tenopir et al., 
2011 ; Wallis et al., 2013). Bonne volonté ne veut pas dire action, c’est pourquoi « les 
données, les données sont partout, et nous n’avons pas une goutte à boire » est la 
norme dans la plupart des domaines de recherche. Galilée et Cavendish divulgue-
raient-ils leurs données de nos jours ?
Une autre manière d’envisager la question consiste à se demander si, effectivement, 
« la valeur des données réside dans leur usage » et si cela implique qu’il faudrait « faire 
de l’accès intégral et ouvert aux données scientifiques la norme internationale pour 
l’échange de données de la recherche » (National Research Council, 1997, p. 10). Ce 
genre de prises de position maintes fois entendues promeut l’idée que les données 
constituent une fin en elles-mêmes. Si elles possèdent une valeur intrinsèque, alors 
elles devraient être enregistrées, conservées comme des atouts et maintenues indé-
finiment pour être réutilisées. Un point de vue différent, lui aussi répété à l’envi, est 
que les objets de recherche sont malléables, changeants et mobiles (Latour, 1987). 
Les données ne sont pas des « objets naturels », comme expliqué aux chapitres 1 
et 2  ; elles sont plutôt des moyens en vue d’une fin, indissociables du processus 
de recherche. Dans cette perspective de vue, on peut se débarrasser des données 
à la fin d’un projet ou après publication d’un article. Elles représentent une charge 
autant qu’un atout et ne valent pas nécessairement l’investissement nécessaire à 
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leur conservation. La vérité se situe sans doute entre ces deux extrêmes. Certaines 
données valent la peine d’être partagées et beaucoup d’autres non.
Malgré plusieurs décennies d’avancées réglementaires en matière d’accès ouvert 
aux données, les rares statistiques existantes montrent de faibles taux de dépôt et 
de diffusion. Une enquête menée par la revue Science (2011) sur ses évaluateurs et 
évaluatrices (peer reviewers) a révélé que seulement 7,6 % d’entre eux versent leurs 
données dans des référentiels disciplinaires, alors que 88,7 % les conservent sur 
les serveurs de leurs universités ou les ordinateurs de leurs laboratoires, hors de 
portée des autres scientifiques (Science Staff, 2011). Seulement 1 % des données 
environnementales sont accessibles après publication des résultats (Reichman et 
al., 2011). Même lorsque les revues appliquent des politiques de mise à disposition, 
celles-ci sont peu respectées. Une étude portant sur des articles de recherche dans 
cinquante-cinq revues à fort impact, dont la plupart exigeaient une forme de diffusion 
des données, a découvert que seulement 9 % des publications déposaient l’intégra-
lité de leurs données en ligne. Lorsque des règles étaient applicables (ce qui était le 
cas pour environ 70 % des articles), 59 % suivaient partiellement les consignes de la 
revue. En revanche, les publications qui n’étaient pas soumises à ces exigences n’ont 
jamais divulgué l’intégralité de leurs données (Alsheikh-Ali et al., 2011).
La capacité à diffuser, partager et réutiliser des données – ou leurs représentations – 
dépend de la présence d’infrastructures de la connaissance adéquates. Celles-ci 
reposent à leur tour sur des accords entre des acteurs nombreux et en concurrence. 
Qui doit investir dans l’infrastructure et qui doit en bénéficier ? Comme le montrent 
bien les études de cas, les données et leurs usages diffèrent selon les contextes et 
au fil du temps. Les types d’investissement dont ces communautés ont besoin dans 
leurs ensembles, leurs outils et leurs politiques varient en fonction, de même que 
leurs rapports avec les autres parties prenantes.
Ce chapitre offre trois analyses contrastées. La première évalue dans quelle mesure 
l’intérêt des parties prenantes à diffuser et réutiliser des données est une question 
d’offre et de demande. La deuxième porte sur les motivations des scientifiques à 
diffuser et réutiliser des données en replaçant les pratiques en la matière dans le 
contexte de la communication savante. La troisième analyse examine les implica-
tions de ces deux perspectives pour la conception et la pérennité des infrastruc-
tures de la connaissance. Ces analyses s’appuient sur les études de cas, sur des 
rapports – demandant qui partage les données, comment, quand, pourquoi et avec 
quels résultats, qui réutilise les données comment, quand, pourquoi et avec quels 
résultats – et sur des discussions avec des scientifiques, chercheurs et chercheuses 
de nombreuses disciplines.
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L’offre et la demande de données de recherche
Le rapport Bits of Power du National Research Council (1997) n’est qu’un des nombreux 
documents d’orientation qui encouragent l’accès ouvert aux données de la recherche. 
Une décennie après sa parution, l’Organisation de coopération et de développement 
économiques (OCDE) a formulé des principes internationaux pour l’accès aux données 
de la recherche issues de fonds publics. Les treize principes, développés dans un bref 
document, sont l’ouverture, la flexibilité, la transparence, la conformité au droit, la pro-
tection de la propriété intellectuelle, la responsabilité formelle, le professionnalisme, 
l’interopérabilité, la qualité, la sécurité, l’efficience, la responsabilité de rendre compte 
et la pérennité. Bien que largement applicables, ces principes ont une portée étroite. 
En effet, la définition des données de la recherche du rapport de l’OCDE n’inclut que 
les « enregistrements factuels […] utilisés comme sources principales […] générale-
ment reconnus par la communauté scientifique comme nécessaires pour valider des 
résultats de recherche ». Elle exclut spécifiquement « carnets de laboratoire, analyses 
préliminaires [et] objets matériels » tels que des échantillons de laboratoires (Orga-
nisation de coopération et de développement économiques, 2007, p. 18). La plupart 
des politiques et rapports ultérieurs promeuvent le partage d’un plus large éventail de 
données (Australian National Data Service, 2014 ; Ball, 2012 ; Wood et al., 2010). Le 
document de l’OCDE reste le plus précis concernant l’identification des nombreuses 
contraintes qui pèsent sur la diffusion et leurs variations selon le type de données, la 
juridiction et autres.
Le problème de l’offre et de la demande s’apparente à celui de l’œuf ou de la poule. 
Puisque la demande de réutilisation est faible, peu de données sont divulguées. 
Puisque peu de données sont divulguées, la demande ne suffit pas à bâtir l’infrastruc-
ture nécessaire à une réutilisation aisée. La plupart des politiques de partage de don-
nées essaient d’augmenter l’offre en obligeant ou en encourageant les chercheurs et 
chercheuses à diffuser leurs données. Les responsables politiques, les organismes 
de financement, les revues scientifiques et les autres parties prenantes manient sur-
tout le bâton – en imposant des plans de gestion des données, le dépôt… – parce 
qu’ils ont peu de carottes à proposer. Curieusement, ces politiques mentionnent à 
peine la demande en données attendue ou l’infrastructure nécessaire à la diffusion 
et à la réutilisation.
Il ne suffit pas de déclarer qu’il faut diffuser les données. Les politiques de partage en 
appellent à la générosité des scientifiques par des arguments historiques en faveur 
de l’ouverture. Elles prennent rarement en compte le caractère concurrentiel de la 
recherche, la quête de la récompense et de l’attribution des mérites, la dispropor-
tion du travail fourni par rapport aux bénéfices obtenus, la diversité des pratiques 
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d’un domaine à l’autre et d’un scientifique à l’autre, la disparité des ressources entre 
communautés, les difficultés à interpréter les données partagées et la quantité de 
ressources nécessaires pour partager ou pérenniser des données. Les politiques 
comme celles de l’OCDE s’adressent aux États, appelant là encore à l’ouverture et à 
la transparence.
Les États aussi sont en concurrence et les politiques nationales diffèrent par le degré 
d’ouverture ou de fermeture par défaut des informations. De nombreux mécanismes 
existent pour augmenter l’offre de données, que nous considérons tous, pour les 
besoins du présent ouvrage, comme de la diffusion de données. Parmi eux, on citera 
les données divulguées par les chercheurs et chercheuses, les données de recherche 
disponibles dans des référentiels, des observatoires ou d’autres types d’ensembles 
et les données recueillies à des fins autres que la recherche.
L’offre de données de recherche
Les origines des politiques de partage des données sont multiples. La marchandisa-
tion croissante de l’information qui a suivi l’évolution des régimes de propriété intel-
lectuelle dans les années 1970 et 1980 a constitué un facteur significatif ( Schiller, 
2007). Les tentatives de brevetage et de commercialisation du génome humain aux 
débuts du séquençage ont provoqué un tollé autour du contrôle de l’information 
scientifique. Ces tentatives d’« anticommuns » ont contribué au développement de 
réservoirs communs de ressources pour la recherche. L’instauration de politiques 
pour l’accès ouvert aux données génétiques a constitué un tournant dans les pra-
tiques scientifiques de partage de données (Hamilton, 1990  ; Hess et Ostrom, 
2007b ; Koshland, 1987 ; Science Staff, 1987 ; Roberts, 1987, 1990 ; Watson, 1990).
De nombreux acteurs prônent le partage des données : les organismes de finance-
ment – publics comme privés –, les instances politiques, telles que les académies 
nationales et les organes de financement des universités, les maisons d’édition de 
revues, le corps enseignant, le grand public et les chercheurs et chercheuses eux-
mêmes. Nous reformulons ici quatre raisonnements, développés dans un ouvrage 
antérieur (Borgman, 2012a), qui sont avancés pour justifier le partage des données : 
1) pour reproduire la recherche, 2) pour mettre des ressources publiques à la dispo-
sition de la population, 3) pour optimiser les investissements dans la recherche et 
4) pour faire progresser la recherche et l’innovation. Cette liste n’est pas exhaustive, 
mais elle fournit un cadre pour examiner les interactions de l’offre et de la demande 
dans les politiques, les pratiques et les parties prenantes du partage des données.
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Les termes « raisons », « raisonnement », « arguments », « motivations », « incitations » 
et « bénéfices » sont souvent confondus. Un raisonnement (rationale) est une explica-
tion des principes d’une opinion, d’une croyance ou d’une pratique. Un argument, en 
revanche, vise à convaincre : c’est l’ensemble des raisons données par un individu ou 
une instance pour entreprendre quelque chose. Les raisonnements sont sous-tendus 
par des motivations intrinsèques et extrinsèques, qui peuvent être explicites ou impli-
cites. Une motivation intrinsèque (motivation) est quelque chose qui pousse à agir, alors 
qu’une motivation extrinsèque ou incitation (incentive) est une influence externe qui 
suscite l’action. Un bénéficiaire est ici un individu, un organisme, une communauté, un 
secteur économique ou une autre partie prenante qui tire un bénéfice du partage des 
données, par exemple leur utilisation dans un but particulier.
Pour reproduire la recherche
On dit souvent de la reproductibilité qu’elle est la référence absolue de la science 
(Jasny et al., 2011). Cette justification du partage des données est percutante, mais 
problématique. Bien qu’elle soit fondamentalement axée sur la recherche, on peut 
aussi considérer qu’elle sert le bien commun. En effet, reproduire une étude confirme 
les travaux scientifiques et donc le fait que les deniers publics ont été dépensés à 
bon escient. Cependant, cet argument ne s’applique qu’à certains types de travaux 
de recherche et repose sur des postulats discutables.
Définir la reproductibilité
Le problème fondamental de ce raisonnement est l’absence de consensus sur ce 
qu’est la « reproductibilité ». Un numéro spécial de Science consacré à la réplication et 
à la reproductibilité souligne les différences conceptuelles entre domaines. La ques-
tion est particulièrement compliquée en métaomique (qui regroupe la génomique, 
la transcriptomique, la protéomique et la métabolomique) où «  des découvertes 
significatives au point de vue clinique sont cachées parmi des millions d’analyses » 
(Ioannidis et Khoury, 2011, p. 1230). Chaque domaine de ce champ opère des dis-
tinctions fines entre reproductibilité, validation, utilité, réplication et répétabilité, qui 
n’ont pas la même définition d’une discipline à l’autre. Cette variabilité est encore 
plus grande en élargissant la question aux sciences exactes et sociales (Ioannidis 
et Khoury, 2011 ; Jasny et al., 2011 ; Peng, 2011 ; Ryan, 2011 ; Santer et al., 2011 ; 
Tomasello et Call, 2011).
Une nouveauté est apparue avec la possibilité pour les scientifiques de payer pour 
que leur recherche et les données associées soient validées par un tiers, soit avant, 
soit après publication. Les débats autour de la Reproductibility Initiative portent sur 
les problèmes qu’elle pourrait résoudre – s’il y en a –, si elle tente de réinventer 
la science et si elle détourne des ressources qui pourraient être consacrées à de 
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nouveaux travaux. Les maisons d’édition se sont montrées peu enthousiastes au 
motif que les études avec appariement et les réplications ne feraient qu’encombrer 
la littérature scientifique (Bamford, 2012 ; Science Exchange Network, 2012).
Déterminer quoi reproduire
La difficulté à distinguer les notions de reproductibilité, de répétabilité, de réplication, 
de validation et de vérification se manifeste lorsqu’on décide quels éléments seront 
reproduits et à quelles fins. Certaines démarches tentent de réaliser une réplication 
exacte avec les mêmes observations, ressources, conditions, instruments, logiciels, 
etc., tandis que d’autres s’efforcent d’obtenir des résultats comparables avec des 
données d’entrée et des méthodes similaires. La première méthodologie permet de 
valider un article spécifique, tandis que la dernière peut produire des travaux plus 
valides en confirmant l’hypothèse de départ.
Il y a plusieurs niveaux de reproductibilité, par exemple la duplication précise 
d’ observations ou d’expérience, la réplication exacte d’un processus logiciel, dif-
férents niveaux d’efforts à fournir et la nécessité éventuelle d’outils propriétaires. 
Les sciences numériques représentent le champ le plus prometteur pour la repro-
ductibilité, car on peut y répéter des procédés avec exactitude pour peu qu’on 
 dispose d’un accès suffisant aux données et aux programmes (Stodden, 2009a, 
2009b, 2010 ; Vandewalle et al., 2009). Les logiciels de flux de travaux scientifiques, 
qui maintiennent des traces détaillées des tâches de recherche, visent souvent la 
 reproductibilité ou du moins l’établissement de registres de provenance (Bechhofer 
et al., 2010 ; De Roure et al., 2009 ; Goble et al., 2013 ; Hettne et al., 2012).
Les essais cliniques de médicaments et de procédures médicales sont préoccupés 
par la réplication et la vérification, mais reproduire intégralement représente un coût 
prohibitif. Un essai réussi sur une population donnée peut néanmoins être répliqué 
sur une autre. La médecine fondée sur des données probantes repose, plus que sur 
la reproductibilité proprement dite, sur l’examen systématique d’essais multiples, qui 
valident les résultats par la comparaison de populations, de méthodes et de résultats 
(Chalmers, 2011 ; Cochrane Collaboration, 2013 ; Goldacre, 2012 ; Thomas, 2013). 
Pour les laboratoires pharmaceutiques, essayer de répliquer des résultats rapportés 
dans un article de revue est souvent une première étape pour déterminer si une piste 
de recherche a des chances d’aboutir. Ils peuvent dépenser des dizaines, voire des 
millions de dollars pour reproduire une étude publiée, souvent en vain. Les avis des 
parties prenantes divergent : certaines estiment qu’il s’agit d’argent bien dépensé 
afin d’éviter des investissements erratiques, tandis que d’autres pensent que la situa-
tion révèle les failles de la méthode scientifique  ; c’est notamment l’avis du Wall 
Street Journal (Naik, 2011). Toutefois, les articles journalistiques simplifient souvent 
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les méthodes et résultats scientifiques d’une manière qui induit en erreur, voire qui 
contredit les résultats effectifs (Goldacre, 2008).
Détecter la fraude
Dès que des articles publiés dans des revues majeures sont rétractés, on s’interroge 
sur ce que les évaluateurs et évaluatrices connaissaient – ou auraient dû connaître – 
des données et des procédures (Brumfiel, 2002 ; Couzin et Unger, 2006 ; Couzin-
Frankel, 2010 ; Normile et al., 2006). À la suite d’un cas de fraude particulièrement 
médiatisé en psychologie, un groupe de psychologues a lancé un projet de réplica-
tion d’études récentes parues dans les principales revues du domaine. Celui-ci a 
provoqué des tensions, d’aucuns se demandant si ces efforts renforceraient vrai-
ment la recherche en psychologie et si l’innovation méthodologique serait pénalisée 
( Carpenter, 2012 ; Doorn et al., 2013 ; Enserink, 2012a).
Ce n’est qu’aujourd’hui qu’on pose la question de ce qui constitue un examen de 
données valide, adéquat ou raisonnable, avec peu de réponses (Borgman, 2007  ; 
Lawrence et al., 2011 ; Parsons et Fox, 2013). Il n’est pas toujours nécessaire d’avoir 
accès aux données pour repérer des résultats erronés. Dans bien des cas, la fraude 
n’est détectable qu’après publication, par exemple lorsqu’on trouve les mêmes illus-
trations ou chiffres dans plusieurs articles (Couzin et Unger, 2006 ; Wohn et  Normile, 
2006). Distinguer entre fraude, faute et erreur est plus difficile. L’évaluation par les 
pairs (peer review) est un mécanisme de validation imparfait, mais il n’en existe pas 
encore de meilleur. Les évaluateurs et évaluatrices, qu’on appelle aussi arbitres scien-
tifiques, sont tenus d’apprécier la fiabilité et la validité d’un rapport de recherche 
en se fondant sur les informations fournies. L’évaluation par les pairs repose moins 
sur la reproductibilité que sur un jugement d’expert (Arms, 2002 ; Fischman, 2012 ; 
 Fitzpatrick, 2011 ; Harnad, 1998 ; King et al., 2006 ; Shatz, 2004 ; Weller, 2001).
Clore des controverses
Les perspectives les plus ambitieuses voient dans la reproductibilité un moyen de 
clore des controverses scientifiques. Si un résultat peut être confirmé ou infirmé, 
la réponse devrait être claire, semble-t-il. Cependant, les tentatives de reproduction 
de résultats révèlent souvent les désaccords épistémologiques qui sous-tendent 
ces controverses, dévoilant ainsi le cœur de la recherche scientifique. Par exemple, 
Albert Wegener a avancé des théories sur la tectonique des plaques au début du 
XX
e siècle, mais celles-ci n’ont pas été largement acceptées avant les années 1960, 
quand les progrès technologiques en cartographie des fonds marins ont confirmé son 
modèle. Wegener s’appuyait sur des faits tirés de différentes disciplines et n’avait 
pas une connaissance suffisamment poussée de chaque spécialité pour convaincre 
les scientifiques des avantages de sa théorie (Frankel, 1976). De même, en physique, 
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les tentatives pour résoudre la question de l’existence des ondes gravitationnelles 
ont échoué en raison de désaccords sur les méthodes de validation. Certains scien-
tifiques estimaient que seules les expériences qui avaient détecté les ondes avaient 
été menées correctement, alors que d’autres ne faisaient confiance qu’aux travaux 
qui n’étaient pas parvenus à les déceler (Collins, 1975, 1998).
Pour mettre des ressources publiques à la disposition 
de la population
Un autre raisonnement courant en faveur de la diffusion des données est que les 
produits de fonds publics devraient être accessibles aux citoyennes et aux citoyens. 
On retrouve ce raisonnement dans les arguments en faveur du gouvernement ouvert, 
de l’accès ouvert aux publications et de l’accès ouvert aux données (Boulton, 2012 ; 
Lynch, 2013 ; Wood et al., 2010). Par exemple, les politiques britanniques combinent 
l’accès ouvert aux publications et aux données (Research Councils UK, 2011, 2012c ; 
Suber, 2012b). L’Australie a incorporé la gestion des données dans son code déon-
tologique pour la recherche (National Health and Medical Research Council, 2007 ; 
Australian National Data Service, 2014). Enfin, les politiques états-uniennes varient 
d’un organisme de financement à l’autre. Les National Institutes of Health ont ins-
tauré l’accès ouvert aux publications à travers PubMed Central avant de traiter la 
question des plans de gestion des données. À l’inverse, la National Science Foun-
dation a établi des politiques de partage des données et de plans de gestion en 
laissant de côté l’accès ouvert aux publications. Les réglementations états-uniennes 
pourraient converger sous l’influence de nouvelles politiques fédérales en matière 
d’information de recherche, mais la route est encore longue (Burwell et al., 2013 ; 
Holdren, 2013a, 2013b).
Le fait de confondre ces deux types de politiques a pour conséquence d’assimiler 
accès ouvert aux publications et accès ouvert aux données, ce qui soulève les pro-
blèmes que nous avons vus au chapitre 3. L’accès ouvert aux publications bénéficie 
à tous les lectorats, que l’on parle de scientifiques, de praticiennes et praticiens, de 
la population étudiante ou du grand public. L’accès ouvert aux données offre, quant à 
lui, des bénéfices directs à bien moins de gens, sans compter qu’ils varient en fonc-
tion des acteurs. Les rapports préliminaires sur l’accès ouvert aux données d’ essais 
cliniques, par exemple, indiquent que la majorité des demandes proviennent de 
compagnies pharmaceutiques, de juristes et de cabinets de conseil ; quelques-unes 
 seulement émanent de chercheurs et chercheuses universitaires ( Bhattacharjee, 
2012  ; Cochrane Collaboration, 2013  ; Fisher, 2006  ; Goldacre, 2012  ; Marshall, 
2011 ;  Rabesandratana, 2013 ; Vogel et Couzin-Frankel, 2013).
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Pour optimiser les investissements dans la recherche
Un troisième raisonnement pour justifier la diffusion des données est que d’autres 
devraient avoir la possibilité de les exploiter. Là encore, la différence d’intérêts des 
parties prenantes est manifeste. Les motivations des scientifiques à diffuser leurs 
données sont influencées par les bénéficiaires supposés. Cette optique défend le 
besoin d’un plus grand nombre de référentiels qui acceptent et conservent les don-
nées de la recherche, de meilleurs outils et services pour les exploiter et d’autres 
investissements dans l’infrastructure de la connaissance. Par ailleurs, elle corrobore 
les arguments des acteurs du secteur privé qui veulent « libérer la valeur » des don-
nées produites par les universités (Biemiller, 2013 ; Thomson Reuters, 2013). Cepen-
dant, elle mélange investissements dans la recherche et investissements dans les 
données, qui jouent un rôle différent dans la communication savante.
On avance souvent des exemples d’usages imprévus de données anciennes pour 
étayer l’idée qu’il faudrait en conserver autant que possible. Par exemple, des résidus 
d’ADN de Louis XVI, guillotiné en 1793 avec son épouse Marie-Antoinette, ont été 
comparés à l’ADN d’un de ses ancêtres directs. Les analyses ont révélé que Louis 
était concerné par un risque génétique de diabète, d’obésité et de troubles bipolaires. 
Ces découvertes ont apporté des éléments aux débats sur les sources de l’indécision 
du roi (Science Staff, 2013). Les progrès réalisés dans le décodage d’ADN ancien ont 
fait partie des « découvertes de l’année » citées par la revue Science (Gibbons, 2012 ; 
Science Staff, 2012). L’anticipation d’applications futures constitue un problème clas-
sique des bibliothèques, des musées et des archives, mais même eux ne peuvent pas 
tout garder.
Pour faire progresser la recherche et l’innovation
Le dernier raisonnement veut que le partage des données fasse progresser la 
recherche et l’innovation. À la différence des deux précédents, il s’intéresse aux 
bénéfices pour la science. Cette logique est implicite dans des phrases telles que 
« la science repose sur des données de qualité » (Whitlock et al., 2010, p. 145) et « la 
conservation scientifique des données est un moyen de les organiser, de les valider et 
de les préserver pour que les scientifiques trouvent de nouveaux moyens de répondre 
aux grandes questions de recherche auxquelles notre société est confrontée » (Data 
Conservancy, 2010). Elle constitue un argument pour investir dans l’infrastructure 
de la connaissance pour pérenniser les données de la recherche, qui seraient orga-
nisées selon des normes professionnelles exigeantes. Toutes les données n’ont pas 
besoin d’être gardées, mais celles qui en valent la peine doivent être conservées au 
mieux et devenir des atouts pour la communauté scientifique.
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La demande de données de recherche
Les quatre raisonnements justifiant le partage des données partent du principe 
qu’elles seront réutilisées : si les données sont partagées, les utilisateurs et utilisa-
trices viendront. Ce postulat sous-tend les discours selon lesquels partager les don-
nées permettrait de « libérer leur valeur » (Thomson Reuters, 2013). Or, les données 
de la recherche sont des objets sociotechniques complexes qui existent au sein de 
communautés et non de simples marchandises que l’on peut échanger sur un mar-
ché public. Si les scientifiques cherchaient activement des données à réutiliser, elles 
seraient davantage partagées. C’est dans les domaines où la dépendance mutuelle 
est la plus importante que la demande en données réutilisables est la plus forte, 
comme expliqué au chapitre 4. En effet, ces champs ont lourdement investi dans les 
infrastructures de la connaissance pour partager l’instrumentation, les ensembles 
de données et d’autres ressources. Comme nous l’avons vu dans les études de cas, 
de nombreux aspects du travail scientifique des données semblent influer sur le 
moment, la manière et le fait de diffuser ou réutiliser des données.
Dans certains domaines, on dissuade activement les chercheurs et chercheuses de 
réutiliser des données. Pour paraphraser Jamie Callan et Alistair Moffat (2012), la 
réutilisation revient à chercher ses clés sous un lampadaire parce que c’est là qu’il y 
a de la lumière : les données et les questions intéressantes se trouvent ailleurs. On 
bâtit sa carrière en explorant des territoires vierges. Or, poser de nouvelles questions 
à partir de nouvelles données est la manière la plus sûre d’innover. Certes, poser 
de nouvelles questions à partir de données anciennes peut aussi conduire à des 
découvertes, mais il est difficile de convaincre les comités de rédaction et les arbitres 
scientifiques que les réanalyses sont des contributions de valeur. Poser les mêmes 
questions en répliquant des études n’amène guère de reconnaissance et il est parti-
culièrement difficile de se faire publier dans ces conditions.
Les études de cas en sciences exactes et en sciences sociales laissent à penser que 
l’échange privé de données serait plus courant que l’échange public à travers des 
référentiels. Les chercheurs et chercheuses indiquent qu’ils cherchent rarement à 
obtenir des données d’autres scientifiques et qu’on ne leur demande guère les leurs 
(Faniel et Jacobsen, 2010 ; Pienta et al., 2010 ; Wallis et al., 2013). Lorsqu’on les sol-
licite en ce sens, les chercheurs peuvent répondre favorablement ou non en fonction 
de divers facteurs, tels que les ressources nécessaires pour partager les données, 
leurs rapports avec le demandeur ou la demandeuse et le temps écoulé depuis la 
création des données (Campbell et al., 2002  ; Hanson et al., 2012  ; Hilgartner et 
Brandt-Rauf, 1994  ; Hilgartner, 1997). Mayernik (2011) a découvert que certaines 
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données n’étaient pas diffusées parce que les chercheurs ne voyaient pas qui en 
voudrait ou à quoi elles pourraient servir.
Le plus difficile lorsqu’on évalue les pratiques de réutilisation des données est 
l’absence de consensus sur la notion de «  réutilisation  ». Cette dernière dépend 
elle-même de ce que signifie l’« utilisation » des données ou d’autres formes d’infor-
mations. La recherche d’information, les besoins et les usages sont des problèmes 
anciens et épineux en sciences de l’information. Puisqu’aucune définition d’« utilisa-
tion d’information » ne s’applique de manière satisfaisante à l’ensemble des disci-
plines et des contextes, l’absence d’unanimité sur ce qui constitue l’« utilisation » ou 
la « réutilisation » des données n’est pas surprenante. Après de nombreuses années 
d’analyses, les archivistes en astronomie sont parvenus à un consensus international 
sur les bibliographies de télescope, mais sans définir clairement ce que signifie « uti-
liser les données » d’un télescope (IAU Working Group Libraries, 2013). Ce problème 
de définition se répercute  : les archives diffèrent quant à ce qu’elles considèrent 
comme des publications « évaluées » et à leur manière de mesurer des concepts 
clés, comme « observation ». Bien que les mesures de l’usage des données soient 
plus cohérentes en astronomie que dans la plupart des champs, elles ne sont pas 
transférables à des domaines proches, ni comparables d’une discipline à l’autre.
En somme, le modèle de l’offre et de la demande ne décrit pas adéquatement les 
défis de la divulgation, du partage et de la réutilisation des données. Une analyse 
autrement plus profonde est nécessaire pour éclairer les motivations intrinsèques et 
extrinsèques, ainsi que les parties prenantes de ces activités.
Les motivations scientifiques
Le partage des données est difficile à réaliser et le retour sur investissement ne suffit 
pas à le justifier. Peu de scientifiques travaillent en ayant la réutilisation des don-
nées en tête. Elles sont un moyen en vue d’une fin, laquelle consiste généralement 
à chercher des résultats qui seront rapportés dans des publications, et non une fin 
en soi. Traiter les données comme des produits à diffuser ou partager suppose des 
changements dans les méthodes et les pratiques de recherche. Dans certains cas, 
les pratiques peuvent être adaptées, mais les problèmes insolubles de propriété, 
d’éthique, de ressources et de normes communautaires sont légion. Dans la plupart 
des domaines, les scientifiques disposent de ressources minimes pour investir dans 
le partage de leurs données, et même quand ils s’en occupent, il n’existe pas de 
référentiels pour les prendre en charge. Le succès des politiques encourageant la 
diffusion des données dépendra sans doute d’investissements bien plus radicaux 
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dans les infrastructures de la connaissance que les organismes de financement, les 
revues, les bibliothèques, les archives ou les scientifiques ne veulent l’admettre.
Publications et données
Dans la recherche, les données jouent un rôle très différent des publications, comme 
nous l’avons évoqué au chapitre 3. L’amalgame entre l’accès ouvert à la littérature 
et l’accès ouvert aux données embrouille les relations complexes entre ces deux 
réalités. Ces rapports évoluent, quoique lentement, comme nous le verrons au cha-
pitre 10.
Communiquer la recherche
La communication de la recherche a commencé bien avant les livres et les revues. 
Les discussions « souvent précairement préservées dans des manuscrits maintes fois 
recopiés » (Meadows, 1998, p. 3) des Grecs contemporains d’Aristote influencent la 
pensée scientifique encore aujourd’hui. La communication savante s’est progressi-
vement formalisée et professionnalisée. Les livres ont été les premiers à émerger 
comme forme longue. Les revues ont été créées au XVIIe siècle pour formaliser la 
correspondance entre savants. Ces genres littéraires ont évolué jusqu’à trouver leurs 
formes actuelles. Les articles présentent une structure formelle qui comprend les 
mentions d’auteur, les titres, les résumés, les références à d’autres publications, les 
figures, les tableaux, etc. Cette structure a divergé dans les différents champs, mais 
tout article traitant d’un domaine de recherche quelconque conserve ces éléments 
clés. De plus, les genres diffèrent peu entre les formats papier et en ligne.
Les livres, les articles de revue, les actes de colloque et les autres publications per-
mettent à la communauté d’examiner les résultats de recherche. Ils comportent 
suffisamment de détails sur les arguments, les méthodes, les sources de preuve et 
les procédures pour en étayer les conclusions, mais rarement assez pour pouvoir 
reproduire les résultats. Dans certains domaines, les revues publient des tableaux 
et des figures détaillés. Dans d’autres, les articles consistent principalement en un 
argumentaire où l’explication des sources de preuve est réduite à portion congrue.
Les publications simplifient nécessairement les activités de recherche, omettant 
des détails jugés inutiles à la compréhension de l’argumentaire et des preuves par 
le lectorat cible. Les éléments passés sous silence peuvent être, dans les sciences 
exactes, les réglages des appareils, les étalonnages, les filtres et les protocoles ; dans 
les sciences sociales, les méthodes d’analyse statistique, la réduction des données, 
la conception de l’entretien et les protocoles de terrain ; dans les sciences humaines, 
les méthodes de recherche dans les archives, la traduction et l’accès au terrain. S’ils 
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ne sont pas forcément utiles à la compréhension de l’article, ces détails peuvent 
s’avérer nécessaires pour comprendre les données.
Les publications ne sont donc pas de simples contenants de données. Les chercheurs 
et chercheuses formulent leur discours de manière à convaincre autrui de la validité 
et de l’importance de leur travail. Les publications sont des argumentaires étayés 
par des preuves. Elles sont les produits finis au terme d’un long processus de négo-
ciations entre partenaires, financeurs, arbitres, comités de rédaction, maisons d’édi-
tion, présidentes et présidents de programmes et collègues. Tout résultat d’étude 
est présenté de manière stratégique pour plaire au lectorat de la revue à laquelle 
un article est proposé, au comité de rédaction d’une maison d’édition à laquelle un 
manuscrit est envoyé ou à l’assistance d’un colloque. Un même résultat peut être 
adapté à de multiples publics. Les auteurs et autrices choisissent leur terminologie, 
leurs questions de recherche, leurs données, leurs tableaux et figures, la longueur et 
la structure de leur manuscrit et leurs arguments pour chaque publication. Même le 
format des références diffère d’un article à l’autre (Bowker, 2005 ; Kwa, 2011 ; Latour 
et Woolgar, 1979, 1986 ; Lynch et Woolgar, 1988a ; Merton, 1963b, 1970, 1973 ; 
Star, 1995 ; Storer, 1973).
Identifier « les données » associées à un article, une communication de colloque, un 
livre ou une autre publication est souvent difficile. Les chercheurs et chercheuses 
recueillent des données en continu, sur de longues périodes et à l’aide de multiples 
méthodes pour étudier un ensemble de problèmes interdépendants. Ils s’appuient 
sur des jeux de données cumulatifs, plus ou moins documentés, pour avancer diffé-
rents arguments dans chacune de leurs publications. Ils extraient ou non un jeu de 
données distinct pour un article particulier. Expliquer comment un jeu de données a 
été créé peut nécessiter d’expliquer les méthodes employées dans toute une série 
d’articles antérieurs et de phases préliminaires de réduction des données. La règle 
générale en matière de publications est que celles-ci doivent être suffisamment dis-
tinctes pour être compréhensibles isolément, impliquant qu’une interprétation plus 
complète peut nécessiter la lecture des références citées.
Une fois publiés, ces produits finis prennent une vie propre. Chaque lecteur ou lec-
trice apporte ses propres connaissances au document et en tire sa propre signifi-
cation. Une personne lira l’article pour ses résultats, une autre pour ses méthodes, 
une autre encore pour une figure spécifique et encore une autre pour la revue de la 
littérature. Un lecteur travaillant dans le même domaine de spécialité lira la prépu-
blication pour se tenir au courant des nouvelles découvertes. Une lectrice dans un 
domaine connexe lira l’article un an après sa parution pour comparer ses résultats 
aux derniers développements de sa discipline. Un lecteur d’un champ différent le lira 
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en quête de méthodes ou de résultats transférables. Cinq ou dix ans plus tard, une 
doctorante évaluera l’article pour sa thèse : entre-temps, il aura pu être jugé comme 
une œuvre majeure, une fraude ou une découverte fallacieuse qui aura entraîné la dis-
cipline dans une impasse (Brown et Duguid, 1996, 2000 ; Latour et Woolgar, 1986).
Publier la recherche
La diffusion des jeux de données avec chaque publication n’est jamais devenue la 
norme dans la communication savante. Du point de vue des maisons d’édition, les 
arguments en faveur de leur incorporation dans le processus éditorial ne sont pas les 
mêmes pour l’imprimé et le numérique. Dans l’univers du papier, le coût de repro-
duction de vastes jeux de données est prohibitif. Les auteurs et autrices sont tenus 
de se limiter à un nombre de pages fixes, lesquelles sont généralement dévolues au 
déroulement de l’argumentaire avec le minimum de données probantes. Les sections 
sur la méthodologie sont souvent portion congrue pour des raisons d’espace et parce 
qu’on suppose le lectorat suffisamment expert dans le domaine pour ne pas avoir 
besoin de beaucoup de détails.
Dans l’univers du numérique, l’économie n’est plus la même. Les contraintes 
d’ impression et de pagination ne sont plus une préoccupation majeure. Cependant, 
les revues qui publient à la fois sur papier et en numérique, comme Science et Nature, 
tendent à conserver un périmètre identique pour chaque article. Ainsi, une limite à 
quatre pages dans la version papier se traduit par un article numérique de même 
longueur. Ces contraintes sont en partie contournées en demandant des « informa-
tions complémentaires » (supplemental information) qui ne sont publiées qu’en ligne ; 
celles-ci peuvent comprendre des éléments essentiels sur la méthodologie et les 
données. Les informations complémentaires sont restées largement cantonnées à 
l’édition en sciences exactes et ne se sont jamais démocratisées dans les sciences 
humaines et sociales. Les évaluateurs et évaluatrices peuvent demander davantage 
d’éléments sur le déroulement d’une expérience, par exemple, et les auteurs doivent 
satisfaire à ces demandes dans le cadre de la politique éditoriale de la revue. Cer-
taines revues imposent des règles strictes sur les éléments à faire figurer dans le 
corps du texte, à inclure dans les informations complémentaires, à publier ailleurs et 
à lier, ainsi que sur la présentation des rapports entre ces éléments. À mesure que 
les jeux de données et les autres formes de preuve gagnent en volume, les maisons 
d’édition s’inquiètent de devoir assurer à long terme les coûts de stockage et de 
conservation. Au point de vue de la réutilisation, le plus problématique reste les jeux 
de données derrière des pay walls (accès payant) ou postés sur les sites web des 
auteurs, car ils ne sont pas facilement découvrables.
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Des atouts et des charges
Exiger la divulgation des données au moment de la publication suppose que les 
auteurs et autrices « en aient fini  » avec elles. La diffusion des données est très 
courante dans des champs comme la génomique, où la correspondance entre la 
publication et le jeu de données est plutôt claire et où « les jeux de données sont 
relativement simples, homogènes et bien définis » (Shotton, 2011). Lorsque la car-
rière du chercheur ou de la chercheuse est concentrée sur l’étude à long terme d’une 
espèce, d’un lieu ou d’un ensemble d’artefacts particulier, les données gagnent en 
valeur à mesure de leur accumulation. Les chercheurs peuvent ne jamais en avoir 
fini avec leurs données. Ils sont réticents à diffuser les jeux associés à une publica-
tion parce que cela peut impliquer de divulguer des années de données. De même, 
reproduire des données associées à une publication quelconque est problématique, 
car l’ensemble des observations rapportées peut dépendre largement d’études anté-
rieures et de l’interprétation de données bien plus anciennes.
Les jeux de données représentent aussi des atouts qui peuvent être échangés avec 
d’autres scientifiques, utilisés comme leviers dans des collaborations et offerts en 
dot. Les chercheurs et chercheuses en sciences humaines peuvent ainsi apporter des 
mines de ressources à un nouveau poste ou à de nouvelles collaborations. Si les don-
nées sont diffusées, elles perdent leur valeur en tant que monnaie d’échange. Il est 
difficile de persuader les chercheurs de renoncer à ces atouts sans qu’ils obtiennent 
quelque chose en retour, surtout si leur collecte a nécessité d’importants efforts et 
dépenses (Borgman, 2007 ; Edwards et al., 2011 ; Hilgartner et Brandt-Rauf, 1994). 
Le moment est un autre facteur dans la diffusion des données. Les personnels de 
recherche protègent leurs collaborations et leur investissement dans leur travail en 
ne divulguant pas leurs données plus tôt qu’il n’est nécessaire. Si elles sont diffusées 
trop tôt, les partenaires peuvent renâcler à engager les sommes et le travail salarié 
nécessaires à la collaboration. L’objectif des périodes d’embargo est de trouver un 
compromis entre la prérogative des chercheurs et une diffusion rapide.
Les données représentent aussi une charge. Selon leur type, les stocker suppose un 
espace physique et des ressources informatiques. Les gérer exige des ressources 
humaines. Le temps consacré à les préparer pour leur diffusion est perdu pour les 
autres activités scientifiques. De même, les fonds des subventions dévolus à la gestion 
des données ne sont pas utilisables pour mener des recherches. Les droits de diffusion 
et le devoir de conservation peuvent s’avérer inextricables ; les questions juridiques 
et économiques imprègnent donc la problématique du partage des données. Souvent, 
les données ne sont pas diffusées en l’absence de certitude sur qui a le droit ou la res-
ponsabilité de le faire. Les chercheurs et chercheuses peuvent ignorer si les données 
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leur appartiennent ou si elles sont possédées par leur université, leur laboratoire ou 
département, leur organisme de financement, leur maison d’édition ou une autre ins-
tance. La réponse peut ne pas avoir d’importance tant que la question de la diffusion 
des données n’est pas soulevée. Plus il y a de partenaires et de juridictions impliqués, 
plus il est difficile de déterminer les droits de diffusion des données (Arzberger et al., 
2004 ; Berman et al., 2010 ; Birnholtz et Bietz, 2003 ; Hirtle, 2011 ; Reichman et al., 
2009 ; Stanley et Stanley, 1988).
Les scientifiques s’inquiètent aussi de leur responsabilité légale et des risques pour 
leur réputation si les données sont mal utilisées ou mal interprétées. Le mésusage 
peut sembler un problème mineur puisque les scientifiques ont malheureusement 
l’habitude de voir leur travail compris de travers dans les médias de masse ( Goldacre, 
2008). Pourtant, l’extraction sélective de données, la réidentification de sujets 
humains ou d’animaux de laboratoire et d’autres formes de mésusage – qu’elles 
soient dues au manque d’expertise, à une documentation insuffisante ou à de la mal-
veillance – représentent un vrai problème. La recherche mondiale et comparative sur 
le changement climatique dépend de l’accès ouvert aux données, mais la politisation 
de ces travaux fait hésiter les chercheurs et chercheuses de ces domaines à diffuser 
leurs données.
Diffuser les données
Les chercheurs et chercheuses éprouvent souvent de grandes difficultés à gérer 
leurs données pour leur usage présent et futur. Disposer des moyens de gérer effi-
cacement des données est un prérequis pour les diffuser de manière à les rendre 
interprétables par d’autres scientifiques.
Représentations et mobilité
La difficulté à extraire les données du contexte de recherche est connue comme le 
problème de la « mobilité ». Rendre des données mobiles suppose de les séparer 
de la situation qui en a fait des données. Par conséquent, on perd une couche de 
signification. Consigner la provenance peut permettre de la rétablir en partie, mais 
le contexte précis est impossible à transférer intégralement. Les données peuvent 
constituer des « objets-frontières » qui délimitent les communautés. Elles prennent 
des sens différents à mesure qu’elles sont utilisées, décrites, documentées et inter-
prétées d’un domaine à l’autre et d’une chercheuse à l’autre (Bishop et Star, 1996 ; 
Bowker, 2005 ; Kanfer et al., 2000 ; Star et al., 2003 ; Star et Griesemer, 1989 ; Star, 
1983, 1989).
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Comme expliqué au chapitre 2, les données sont des entités qui servent à mettre en 
évidence des phénomènes à des fins de recherche. Elles ne peuvent que rarement 
être séparées de leurs représentations. Que les chercheurs et chercheuses étudient 
un enfant dans un parc ou des expressions dans un texte chinois bouddhique, ils 
représentent leurs données d’une façon particulière pour prouver un phénomène 
donné. Une fois les représentations intégrées dans un fichier STATA, Word, R ou 
autre, elles perdent ce qui en a fait des preuves de phénomènes particuliers.
Les logiciels peuvent constituer une source de friction dans l’échange de données. 
Au CENS, par exemple, certaines équipes utilisaient R, un progiciel statistique open 
source répandu, quand d’autres préféraient Matlab ou d’autres outils. Pour échanger 
leurs données, ces groupes exportaient leurs données dans des tableaux Excel qui 
faisaient office de plus petit dénominateur commun. D’autres équipes partageaient 
leurs données dans des tableurs Google et des méthodes semblables. Le CENS se 
situe du côté de la science légère, mais Vertesi et Dourish (2011) ont observé le 
même problème en astronomie, où les groupes devaient réduire leurs données à 
leur plus petit logiciel commun pour pouvoir les échanger. De même, les données 
qualitatives dans des outils analytiques comme NVIVO ou Atlas.ti peuvent être expor-
tées dans des tableurs ou des traitements de texte à condition de renoncer à leur 
structure. Ces réductions ont pour conséquence une perte de puissance d’analyse 
considérable. Les tableurs utilisés pour échanger des données sont cependant omni-
présents au point d’être devenus un format courant pour le dépôt (California Digital 
Library, 2013).
Des normes et standards communs permettent l’utilisation de suites logicielles pour 
analyser, visualiser, documenter, partager et réutiliser des données. Ils aboutissent à 
l’interopérabilité entre matériels, logiciels, outils, protocoles et pratiques au sein de 
communautés et entre elles. Le revers de la médaille est que ces normes créent des 
silos de données et de systèmes incompatibles entre eux. Les formats représentant le 
plus petit dénominateur commun peuvent alors constituer le seul moyen d’échanger 
des données. Les silos sont un problème canonique des sciences de l’information. 
De nombreux mécanismes de conversion, humains ou techniques, existent, mais ils 
restent des traductions (Busch, 2013 ; Lampland et Star, 2009 ; Libicki, 1995 ; Nature 
Staff, 2012 ; Star, 1991).
Partager des données dans l’optique d’une réutilisation immédiate, comme lors 
d’échanges entre collaborateurs et collaboratrices, est plus facile que de les diffuser 
à l’intention d’utilisateurs et utilisatrices inconnus qui en auront besoin à une période 
indéterminée, potentiellement des années plus tard. Dans ce cas, la documentation 
et les représentations constituent la seule communication entre le créateur ou la 
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créatrice des données et l’utilisateur. Ce dernier peut être un autre chercheur ou 
bien un ordinateur. Les data miners (explorateurs et exploratrices de données) et 
les robots ont leurs propres critères de « lecture », d’indexation et d’extraction. Plus 
la distance entre l’utilisateur et le créateur est grande, que ce soit au point de vue 
temporel, disciplinaire ou linguistique, plus il est difficile d’interpréter l’argumentaire, 
la méthodologie, les données, les résultats et le contexte d’une étude ou d’un jeu.
Les politiques de partage des données ne s’appliquent pas de la même manière 
aux données numériques et aux objets matériels. Certaines politiques font en effet 
expressément référence aux échantillons et aux spécimens. Ceux-ci sont envoyés 
par la poste et constituent en ce sens une forme de partage de données entre labo-
ratoires en sciences de la vie. On réalise parfois un partage de données en envoyant 
du personnel à un laboratoire, des archives ou un terrain où se trouvent des données. 
Des accords de transfert matériel régissent habituellement ce type de partage.
Provenance
Des questions de provenance – au sens archivistique d’« historique de conservation » 
et au sens informatique de «  transformations par rapport à l’état d’origine » – se 
posent lorsqu’on interprète des données qui ont évolué à travers plusieurs mains 
et processus (Buneman et al., 2000 ; Carata et al., 2014 ; Groth et al., 2012). Les 
données et leurs représentations tendent à correspondre à des logiciels et, souvent, 
à du matériel. Les réseaux de capteurs, le traitement en pipeline en astronomie et 
l’examen au microscope électronique en métallurgie sont quelques exemples de cet 
entrelacement inextricable des processus matériels et logiciels. Répliquer ces procé-
dures ou en interpréter les résultats implique d’accéder au logiciel. Or, qu’ils soient 
open source ou propriétaires, les logiciels changent continuellement. Documenter 
les données peut nécessiter de saisir des éléments sur chaque version du logiciel et 
chaque configuration des plateformes où ces données ont été manipulées. L’inter-
prétation des données de sortie peut être difficile parce que les outils d’analyse et 
de traitement – logiciels statistiques, mathématiques et de flux de travaux – gardent 
rarement une trace précise des systèmes ou des données à chaque transaction 
(Claerbout, 2010 ; Goble et De Roure, 2009).
Certains des logiciels nécessaires à l’interprétation des données peuvent être des 
outils développés sur mesure par les scientifiques pour recueillir, traiter, analyser et 
documenter leurs données. Les chercheurs et chercheuses écrivent du code pour 
analyser les phénomènes qu’ils étudient, que ce soient des modèles climatiques ou 
des séquences de symboles sur des papyrus. Ce code représente parfois un inves-
tissement majeur nécessitant le recours à du personnel pour la programmation, 
mais il consiste plus souvent en des scripts écrits dans des outils statistiques, de 
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visualisation ou autres. En informatique, les logiciels sont parfois « les données » 
qui résultent d’un projet.
Les chercheurs et chercheuses sont souvent encore plus réticents à diffuser leur code 
que leurs données. Les raisons en sont multiples. Pour commencer, ils s’inquiètent 
du caractère « brouillon » de leur code. En effet, le code utilisé en recherche est sou-
vent mal documenté et son exécution n’est pas toujours efficiente. Conçu pour être 
utilisé immédiatement, il est rarement documenté pour être réutilisé, notamment 
dans les projets ponctuels. Un autre sujet d’inquiétude est le contrôle du programme 
informatique. L’investissement intellectuel du chercheur dans son code transcende 
le jeu de données ou la publication. Les modélisations de phénomènes ou d’autres 
types de code analytique représentent en effet un avantage concurrentiel. Les résul-
tats des modèles et les paramètres sont souvent partagés sans diffuser le code qui 
les sous-tend.
Un aspect peu exploré de la diffusion et la réutilisation des données est l’influence 
des décisions de traitement préliminaires sur les interprétations d’un jeu de don-
nées. Les choix initiaux sur la manière de nettoyer et de réduire les données peuvent 
déterminer à quel degré la provenance des données peut être récupérée. Dans des 
domaines comme l’astronomie, la biologie et la métaomique, où la réutilisation est 
courante, les chercheurs et chercheuses nettoient et réduisent les données pour 
bâtir une base. Comme l’expliquent Alexander Blocker et Xiao-Li Meng (2013), les 
décisions de prétraitement « peuvent être périlleuses » au point de vue statistique, 
car la plupart sont irréversibles. Les partis pris initiaux contraignent les analyses de 
toutes les phases ultérieures : les réutilisations par les scientifiques en aval reposent 
donc sur eux. Toute inférence ne saurait être plus valide que les partis pris sur les-
quels le traitement a été fondé dans les premières phases  ; or, les connaître est 
parfois impossible. Bien des controverses scientifiques remontent au problème sta-
tistique de l’inférence sur plusieurs phases. Même des collaborateurs et collabora-
trices peuvent éluder ces partis pris. La réutilisation est plus risquée encore pour les 
scientifiques ne faisant pas partie de la collaboration ou du domaine, puisqu’elles 
et ils sont moins au fait des questions à poser sur les décisions de prétraitement 
( Blocker et Meng, 2013 ; Meng, 2011).
Les décisions de prétraitement et les autres formes de nettoyage et de réduction des 
données sont prises dans l’optique de questions de recherche et de phénomènes 
particuliers. Lorsque ces données sont réutilisées pour des questions différentes, 
connaître les divers choix de prétraitement peut devenir une nécessité. Par exemple, 
de nouvelles théories sur le cancer suggèrent que les réponses aux traitements sont 
largement individuelles. Or, les cas où l’efficacité d’un médicament ou d’un autre 
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traitement est exceptionnelle peuvent être exclus de l’analyse des données, car les 
observations situées aux extrémités d’une courbe sont généralement traitées comme 
des aberrations statistiques. Un nouveau projet va étudier ces valeurs aberrantes en 
explorant des données anciennes afin de générer des hypothèses qui expliqueraient 
pourquoi des médicaments fonctionnent sur certaines personnes et pas sur d’autres 
(Kaiser, 2013). Ces décisions ont toutefois un prix. La NASA conserve ses données à 
plusieurs niveaux de traitement, comme expliqué au chapitre 2. Peu de scientifiques 
ont les moyens de tenir à jour leurs ressources en données à différents niveaux ou 
avec une documentation suffisante pour réanalyser ou réutiliser chaque étape du 
traitement.
Il vaut mieux envisager la provenance des jeux de données comme un réseau que 
comme une séquence linéaire de relations. En fonction du domaine, un jeu peut 
être lié à des objets de recherche tels que des logiciels, des instruments, des pro-
tocoles, des carnets de laboratoire, de la documentation technique et une ou plu-
sieurs publications. Relier ces objets rend chacun d’eux plus utile et contribue à leur 
découvrabilité. Lier des publications aux jeux de données correspondants est par-
ticulièrement utile, parce qu’ils s’apportent mutuellement une valeur ajoutée. Les 
articles représentent la principale source de découverte de la plupart des jeux de 
données et peuvent constituer leur seule documentation publique. Créer de tels liens 
est un investissement dans la gestion de données, puisqu’il faut décrire chaque objet 
de recherche et préciser leurs relations. Des technologies comme les données liées 
peuvent aider à enregistrer et trouver ces relations, mais restent une solution incom-
plète (Bechhofer et al., 2010, 2013 ; Borgman, 2007 ; Bourne, 2005 ; Parsons et Fox, 
2013 ; Pepe et al., 2010).
Acquérir des données à réutiliser
L’enchantement à l’idée de pouvoir réutiliser des échantillons d’ADN, des mesures 
 climatiques, des flux de transport ou du trafic mobile et de pouvoir déterminer 
les récurrences d’explosion de plaques d’égout (Anderson, 2006, 2008  ; Mayer- 
Schonberger et Cukier, 2013) fait trop souvent oublier les risques posés par la réuti-
lisation de données. La majeure partie du travail de recyclage de données anciennes 
est consacré à leur nettoyage, à leur codification et à leur vérification. Comme le 
remarquent Danah Boyd et Kate Crawford (2012, p. 668), «  les données les plus 
volumineuses ne sont pas toujours les meilleures ». Augmenter la taille de la meule 
de foin ne rend pas l’aiguille plus facile à trouver ; les chercheurs et chercheuses se 
montrent donc prudents au moment de décider s’ils acquerront des données auprès 
d’autres scientifiques, de référentiels ou d’autres sources externes (J. Boyle, 2013 ; 
Eisen, 2012 ; Kwa et Rector, 2010).
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Utilisations de premier plan et d’arrière-plan
Il arrive que les ressources en données ne soient pas citées dans les publications 
scientifiques, que des jeux de données y soient joints ou non. L’absence de ren-
voi ne signifie pas qu’aucune donnée n’a été utilisée dans l’étude, mais simplement 
qu’aucune utilisation ou réutilisation n’a été mentionnée. Les données acquises afin 
d’étalonner les instruments, de vérifier les mesures ou d’évaluer les conditions sur le 
site peuvent ne pas être jugées dignes d’une mention ni être considérées comme une 
« utilisation » au sens des pratiques disciplinaires. Chercher des informations dans 
ses fichiers personnels, des bibliothèques, des musées, des archives, des référentiels 
numériques, des greniers, des entrepôts ou auprès d’amis et de collègues fait pour-
tant partie des activités de recherches. Cette dimension de la collecte de preuves 
tend à ne pas être documentée explicitement dans les publications – quoique les pra-
tiques varient en la matière. Les conclusions d’une étude peuvent dépendre de nom-
breuses recherches, sources, ressources, utilisations et réutilisations qui ne seront 
pas mentionnées, car jugées inutiles au propos.
C’est en partie pour cela que l’utilisation et la réutilisation des données sont, en pra-
tique, difficiles à consigner. Celles et ceux qui recueillent de nouvelles données pour 
répondre à leurs questions de recherche peuvent aussi chercher des informations 
pour des raisons plus générales, « d’arrière-plan ». Par exemple, dans les études du 
CENS et des astronomes, ce type d’informations était tiré de référentiels de données, 
de relevés astronomiques, de bilans météorologiques, de documents administratifs 
relatifs à l’affectation des terres ou, occasionnellement, d’autres scientifiques. Bien 
qu’elles soient essentielles à l’interprétation des résultats de l’étude, ces sources 
ne sont généralement pas mentionnées ni explicitement citées dans les articles. En 
revanche, les nouvelles sources de données recueillies par les chercheurs et cher-
cheuses se situaient au premier plan de leur travail et sont mentionnées (Borgman et 
al., 2012 ; Wallis et al., 2012 ; Wynholds et al., 2012).
Ces éléments initiaux sur l’usage de premier plan et d’arrière-plan des données 
laissent à penser que la réutilisation – au sens de l’utilisation de données n’ayant pas 
été recueillies par les auteurs et autrices de l’étude – pourrait être plus élevée qu’il 
n’y paraît. Comparer ses données à des sources externes peut être considéré comme 
une bonne pratique et constituer une forme de savoir méthodologique implicite qui 
n’a pas besoin d’être mentionné dans les publications. Comme nous le verrons au 
chapitre 9, le taux de citations de données semble en augmentation dans certains 
domaines. Nous ne savons cependant pas si c’est la réutilisation des données qui 
augmente ou si citer ses sources de données est en train de devenir une bonne pra-
tique répandue ; il est probablement impossible de le savoir. Les questions à poser 
semblent être : à quel moment quelque chose est considéré comme une donnée, 
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quels types de preuves méritent d’être rapportés dans les publications et quelles 
parties du processus de recherche peuvent être considérées comme du savoir impli-
cite au sein d’une communauté. Au point de vue psychologique, la perception figure-
fond pourrait être un facteur : certains objets avancent au premier plan en tant que 
données quand d’autres restent en arrière-fond en tant que contexte ou comme un 
simple bruit ambiant.
Interprétation et confiance
La capacité à faire confiance aux données des autres est cruciale, car les chercheurs 
et chercheuses jouent leur réputation sur leurs choix de données. Les publications 
et les réseaux personnels constituent les principaux moyens de découverte de don-
nées, notamment hors des disciplines qui ont recours à des référentiels partagés. 
Lorsque c’est possible, les chercheurs contactent les auteurs et autrices pour abor-
der les méthodes de création, de nettoyage, de traitement, d’analyse et de communi-
cation des données (Faniel et Jacobsen, 2010 ; Wallis et al., 2013 ; Zimmerman, 2003, 
2007). Des communautés travaillant sur des problèmes connexes peuvent verser des 
données dans plusieurs référentiels. Les données de l’une peuvent être cachées aux 
autres à cause de différences dans les métadonnées ou les mécanismes de classi-
fication ou faute de connaître les ressources qui existent hors de la communauté. 
Quand un chercheur trouve une publication pertinente en cherchant un élément spé-
cifique, comme la structure d’une protéine, il peut en contacter les auteurs plutôt que 
de consulter des archives où l’élément recherché a pu être déposé.
Un nombre étonnamment faible de travaux, étant donné l’intérêt suscité par le sujet, 
ont étudié les circonstances, les motivations ou les pratiques de réutilisation de 
données. Faniel et Jacobsen (2010, p. 357), dans leur étude sur les spécialistes du 
génie parasismique, ont identifié trois questions utilisées pour évaluer le caractère 
réutilisable de données « 1) les données sont-elles pertinentes, 2) compréhensibles, 
3) fiables  ». Ces ingénieures et ingénieurs recherchent généralement des para-
mètres techniques auxquels ils pourront comparer leurs propres observations. Ils 
semblent donc chercher des « données d’arrière-plan  » à des fins similaires de 
celles des chercheurs en astronomie et en réseaux de capteurs (Wallis et al., 2012 ; 
Wynholds et al., 2012).
Les infrastructures de la connaissance
Des investissements stratégiques dans les infrastructures de la connaissance, tels 
que des référentiels, des ressources humaines expertes en gestion de données, de 
meilleurs outils et des méthodes pour reconnaître le travail de partage,  pourraient 
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augmenter la diffusion et la réutilisation des données. Pour être efficaces, les 
 infrastructures de la connaissance doivent pouvoir prendre en charge les nom-
breuses formes de données diffusables et les multiples manières dont elles peuvent 
être utilisées, ainsi que trouver des moyens de transmettre les connaissances rela-
tives à ces données aux contributeurs et contributrices et aux utilisateurs et utilisa-
trices. Elles doivent également permettre la conservation et l’accès aux ressources 
informationnelles pour une durée appropriée.
Certains des premiers rapports d’orientation sur le partage des données faisaient état 
du manque d’infrastructure pour soutenir la diffusion et la réutilisation. Un rapport de 
1985 des National Academies of Science états-uniennes, intitulé Sharing Research 
Data (« Partager les données de la recherche »), a formulé des recommandations 
qui devaient modifier les pratiques des organismes de financement, des auteurs et 
autrices, des personnels de recherche, des rédactions de revues, des arbitres, des 
archives de données, des universités et des bibliothèques (Fienberg et al., 1985). De 
même, la longue liste de principes que l’OCDE a publiée en 2007 traduit les préoccu-
pations en matière d’infrastructure de nombreux acteurs. Bâtir des systèmes d’infor-
mation – ou des infrastructures de la connaissance – qui donnent envie d’être utilisés 
est bien plus difficile qu’il n’y paraît (Markus et Kell, 1994). Les infrastructures ne se 
font pas en un jour, pas plus qu’elles ne sont statiques : elles sont des écosystèmes 
complexes comportant de nombreuses parties mouvantes. Elles doivent s’adapter 
aux évolutions des pratiques, des politiques, des technologies et des parties pre-
nantes. Les principales composantes des infrastructures de la connaissance sont 
identifiables, même si toutes les relations entre elles ne le sont pas.
Référentiels, ensembles et archives
Demander aux scientifiques de diffuser leurs données pose la question de com-
ment et où ces données seront accessibles et pour combien de temps. La réponse 
la plus évidente, bien qu’incomplète, est de créer davantage de référentiels où les 
chercheurs et chercheuses pourront déposer leurs données. Qu’on les appelle des 
archives, des collections, des ensembles, des systèmes de données, des banques de 
données, des systèmes d’information ou des référentiels, la technologie n’y constitue 
qu’un point de départ. Ils sont des réservoirs communs de ressources qui nécessitent 
des modèles de gouvernance : politiques de développement des ensembles, règles 
de contribution et d’accès, normes de classification et de structure de données et 
dispositifs de pérennisation. Les ensembles et leur gouvernance sont associés à des 
communautés, mais les frontières de ces dernières sont poreuses et se chevauchent.
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La constitution de référentiels obéit souvent à une logique ascendante : ils trouvent 
leur origine dans des ensembles de recherche qui répondent aux besoins de petits 
laboratoires ou communautés, comme évoqué au chapitre 2. Ces types d’ensembles 
favorisent le partage le temps de la collaboration, mais peuvent ne pas être pérenni-
sés. Ceux qui attirent des communautés plus vastes peuvent devenir des ensembles 
ressources. Enfin, ceux qui connaissent la plus grande réussite deviennent des 
ensembles de référence, qui bénéficient d’un financement à long terme et peuvent 
établir des normes dans leurs communautés (National Science Board, 2005). D’autres 
ensembles, qui représentent un but stratégique dans le cadre de grands projets, sont 
instaurés grâce à une logique descendante. C’est le cas des missions astronomiques, 
en particulier pour les télescopes spatiaux. L’archivage des données consomme une 
part relativement faible du budget des grandes missions et rend possible leur utili-
sation à long terme. Elles conservent leur valeur bien après la mise hors service des 
instruments.
Les données peuvent être représentées de multiples manières dans l’espace et le 
temps. Les chercheurs et chercheuses peuvent proposer leurs jeux de données à plu-
sieurs référentiels ou à aucun. Leurs choix dépendent des exigences des organismes 
de financement, des revues et des contrats institutionnels, ainsi que des politiques 
de collecte de chaque référentiel. En effet, certains référentiels recueillent des don-
nées relevant d’un domaine de recherche particulier, d’autres se concentrent sur 
des types de ressources et d’autres encore sur des régions géographiques. Certains 
acceptent les dépôts de tout un chacun, tandis que d’autres ne prennent en charge 
que les données des membres de leur consortium. Les bibliothèques universitaires 
se sont mises à acquérir les données de projets de recherche basés dans leur insti-
tution. Cependant, la plupart d’entre elles ne peuvent accepter que de petits jeux de 
données qui ne seraient pas hébergés autrement ou se contentent d’administrer un 
service d’enregistrement qui améliore la découvrabilité.
L’engagement en matière de conservation est également très variable d’un réfé-
rentiel à l’autre. Sauvegarder des données dans leur format de dépôt peut être 
coûteux  ; mais les maintenir sur de longues périodes nécessite des investisse-
ments autrement plus importants dans la migration vers de nouveaux formats et 
technologies à mesure qu’ils apparaissent. Chaque référentiel spécifie les normes 
de qualité et de format qu’il accepte. Leur niveau d’investissement dans la vérifica-
tion de la teneur et de la structure des données, dans l’augmentation des jeux par 
des métadonnées et de la documentation de provenance ou dans l’apport d’autres 
services à valeur ajoutée varie considérablement. Certains acceptent les données 
dans la mesure où elles répondent aux normes techniques, laissant le soin de la 
validation scientifique au contributeur ou à la contributrice. D’autres contrôlent la 
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qualité des données avant d’accepter le dépôt. Une fois les données versées, la 
responsabilité de leur maintenance et de leur accessibilité passe généralement 
des scientifiques aux référentiels. Ces derniers peuvent s’engager à conserver les 
données indéfiniment ou pour des périodes déterminées. Ils peuvent se soumettre 
à une homologation vis-à-vis de normes de qualité et de dispositifs de pérennisa-
tion, mais cette procédure est généralement facultative (Consultative Committee 
for Space Data Systems, 2012 ; Data Seal of Approval, 2014 ; Jantz et Giarlo, 2005 ; 
Digital Curation Centre, 2014).
Pour autant que les chercheurs et chercheuses soient prêts à diffuser leurs don-
nées, ils sont vraisemblablement plus enclins à les verser dans des référentiels de 
confiance qui conserveront leurs données et les mettront à la disposition du public 
indéfiniment. Les référentiels peuvent apporter une valeur ajoutée aux données 
grâce à des métadonnées, des informations de provenance, de la classification, des 
normes en matière de structure de données et de la migration. Ils peuvent également 
créer de la valeur en améliorant la découvrabilité des données et en élargissant leur 
utilisation à l’aide d’outils et de services. Il s’agit là d’investissements substantiels à 
réaliser pour les communautés et les universités, ainsi que pour les organismes et 
autorités qui les financent.
Les référentiels représentent une composante essentielle de l’infrastructure de la 
connaissance et un facteur primordial dans la diffusion et la réutilisation de données. 
Ils ne constituent toutefois pas une panacée. Les choix de conception varient selon 
les communautés et les circonstances. Il est plus facile d’organiser des ensembles 
en fonction de la structure de leur contenu qu’en fonction des questions posées par 
les utilisateurs et utilisatrices. Les systèmes individuels s’efforcent de garder une 
cohérence interne en utilisant des critères qui conviennent au contexte et aux usages 
perçus de la communauté. Parce que différents référentiels répondent à différents 
besoins, il existe peu de moyens efficaces de chercher dans plusieurs référentiels à 
la fois. Chaque personne et chaque robot peuvent poser une question différente sur 
ces données. Les requêtes évoluent au fil du temps. Les robots aussi apprennent et 
s’adaptent. Recycler des données pour répondre à des questions inattendues est 
un but plus ambitieux encore que simplement les réutiliser aux fins pour lesquelles 
elles ont été créées. Des mécanismes de fédération sont nécessaires et doivent, eux 
aussi, être régis par une gouvernance.
Certains chercheurs et chercheuses s’opposent au développement d’ensembles 
parce qu’ils draineraient des ressources au détriment d’autres formes de recherche, 
de bourses modestes et de la création d’autres formes de données. Les vastes projets 
à forte concentration de données peuvent être jugés contre-productifs s’ils semblent 
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dissuader la poursuite de nouvelles pistes de recherche axées sur la découverte. 
D’autres soutiennent que les données sont agrégées à une mauvaise échelle – soit 
trop grande, soit trop petite – pour être réutilisées (J. Boyle, 2013 ; Eisen, 2012 ; Kwa 
et Rector, 2010).
La granularité et la représentation sont des défis fondamentaux dans la conception 
de tout système d’information. L’ensemble des structures, des outils et des classi-
fications qui accélèrent l’exploitation des données dans une communauté créeront 
des barrières dans une autre. Il n’y a pas de modèle unique qui conviendrait à tous, 
surtout pour des informations aussi malléables que les données de recherche. Lors 
de la conception d’infrastructures de la connaissance en général et de référentiels 
de données en particulier, il est essentiel de prendre en compte différents niveaux de 
granularité et de multiples outils d’exploitation du contenu, ainsi que de veiller à la 
flexibilité des moyens d’accès.
Pratiques privées
Les référentiels ne représentent pas les seuls moyens de diffuser des données pour 
qu’elles soient réutilisées par d’autres. Les données circulent également au sein 
d’informations complémentaires, en étant publiées sur un site web ou encore à la 
demande. Les études sur les pratiques des revues illustrent à quel point il est difficile 
de déterminer avec certitude la quantité de données diffusées en complément des 
articles (Alsheikh-Ali et al., 2011). Même lorsque les revues stipulent que les données 
associées aux articles doivent être mises à disposition, les comités de rédaction ne 
tiennent que rarement des statistiques détaillées sur le respect de cette exigence. 
Les types, les formats et les volumes de données et de documentation varient gran-
dement. Les auteurs et autrices peuvent fournir un identifiant de registre de données 
pour attester le dépôt dans un ensemble communautaire, mais parfois une déclara-
tion comme quoi les données sont disponibles sur demande peut suffire. L’une ou 
l’autre de ces méthodes de diffusion peut répondre aux exigences ou aux recomman-
dations des organismes de financement.
Comme noté plus haut, le partage privé pourrait être plus courant que l’acquisition 
de données à partir de référentiels (Faniel et Jacobsen, 2010 ; Pienta et al., 2010 ; 
Wallis et al., 2013). Ces formes de partage sont difficiles à repérer et à documenter, 
donc peu d’études et de statistiques existent. Les communications privées peuvent 
être très efficaces, car elles permettent aux scientifiques de discuter de la teneur, du 
contexte, des forces, des limites et de l’applicabilité d’un jeu de données spécifique 
à un phénomène.
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Le partage de données entre individus, bien qu’il constitue un mécanisme courant et 
efficace pour la réutilisation, n’est pas applicable à grande échelle. Les chercheurs 
et chercheuses consacrent du temps et des efforts à rendre leurs données utiles à 
d’autres uniquement dans certaines circonstances. Cela peut dépendre de leur rela-
tion avec le demandeur ou la demandeuse et de la confiance qu’ils lui accordent, de 
ce qu’on leur demande et de l’utilisation prévue des données. Si les requêtes sont 
fréquentes ou pénibles, ils peuvent préférer refuser. Publier des jeux de données 
ou des informations à leur sujet sur des sites web est une méthode de partage qui 
épargne aux auteurs une partie du travail de documentation ; elle revient cependant 
à renoncer à maîtriser qui réutilise les données et comment.
Bien qu’imparfaites, toutes ces méthodes améliorent les possibilités de réutilisation 
des données et doivent être prises en charge dans les infrastructures de la connais-
sance.
Le partage privé et la publication sur un site web peuvent répondre aux exigences 
en matière de diffusion des données, mais elles ne favorisent pas particulièrement 
la découvrabilité, la provenance, l’utilisation et la pérennité. Le partage privé ne fonc-
tionne que tant que les chercheurs et chercheuses disposent toujours de leurs don-
nées et sont familiers de leur contexte. De même, les jeux de données publiés sur des 
sites web consistent généralement en des fichiers statiques associés à des versions 
particulières d’un logiciel. L’accès à ces données diminue à mesure que les logiciels 
évoluent, que les ordinateurs sont remplacés, que les mémoires sont nettoyées et 
que le souvenir des détails s’estompe.
Infrastructure humaine
La capacité à divulguer, partager et réutiliser des données repose largement sur 
l’ infrastructure humaine. Les données peuvent être diffusées sous forme de jeux non 
traités – des chaînes de symboles accompagnées d’une documentation minime –, 
mais ne présentent alors que peu de valeur pour la réutilisation, faute d’une repré-
sentation et d’une documentation adéquate. Peu de chercheurs et chercheuses 
disposent du savoir-faire pour documenter leurs données en se conformant à des 
normes archivistiques. Des notions telles que les métadonnées et la provenance 
n’occupent pas une place clé dans les cours de second cycle, à part peut-être dans 
les métiers de l’information. Le temps nécessaire pour acquérir ces compétences est 
souvent vu comme du temps non consacré à la recherche. La documentation des 
données, quand elle est faite, est souvent déléguée à des étudiantes et étudiants de 
second cycle et à d’autres personnels de recherche. Ces personnes sont souvent 
celles qui côtoient les données de plus près : elles effectuent en effet l’essentiel de 
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la collecte et de l’analyse, en particulier dans les sciences exactes. Les chercheurs 
peuvent accepter de déléguer certaines de ces activités à des bibliothécaires et à 
des archivistes en fonction du temps qu’ils devront passer à travailler avec eux, du 
bénéfice perçu et des bénéficiaires supposés.
Les investissements visant à rendre les données diffusables et réutilisables 
constituent des problématiques infrastructurelles. Ils devraient être envisagés 
comme des questions communautaires et non comme la seule responsabilité de 
chercheurs et chercheuses individuels. Les institutions qui investissent dans les 
 ressources humaines nécessaires à la gestion des données sont mieux à même de 
réutiliser ces dernières. Les personnes qui organisent les données et maintiennent 
les normes, les systèmes de classification et les outils associés sont des média-
trices entre celles qui créent les données et celles qui pourraient les réutiliser. Une 
grande partie de ce travail est effectué – quand il l’est – par des professionnels de 
l’information travaillant pour des référentiels de données et d’autres institutions 
(Lee et al., 2006 ; Mayernik, 2015).
Ce travail est bien trop souvent invisible, comme expliqué au chapitre 3. Celles et ceux 
qui bénéficient du labeur des scientifiques et des professionnels de l’information, 
qui représentent les données pour les rendre mobiles, peuvent tout ignorer de ces 
investissements. L’invisibilité du travail nécessaire pour que toutes les composantes 
interagissent en harmonie est une caractéristique fondamentale de l’infrastructure. 
Elle met aussi en exergue les tensions entre parties prenantes. Celles et ceux qui 
investissent dans les référentiels, dans le travail interne de gestion des données et 
dans les autres parties de l’infrastructure n’en sont pas toujours les bénéficiaires 
directs. En effet, les acteurs d’autres communautés, d’autres pays et d’autres sec-
teurs peuvent en tirer des bénéfices substantiels. C’est là que résident les défis pour 
la gestion de ces réservoirs communs de ressources, parmi lesquels la  pérennité et 
le libre accès des passagers clandestins.
Problèmes insolubles
La gouvernance de réservoirs communs de ressources, tels les référentiels de don-
nées, ne représente pas une tâche impossible, mais les méthodes pour y parvenir 
sont loin d’être automatiques (Ostrom et Hess, 2007). Elle doit être continuellement 
renégociée. Certains problèmes paraissent insolubles, notamment ceux causés par 
les influences extérieures identifiées dans les études de cas. Ils ne peuvent être 
réglés, mais des compromis sont parfois possibles. Par exemple, la propriété, la 
licence et les droits sur les données varient selon les domaines, les pratiques, les 
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politiques et les juridictions. Des accords conclus en début de collaboration peuvent 
réduire les frictions, mais sans nécessairement les éliminer.
Certaines formes de données ne peuvent pas être partagées pour des raisons de 
confidentialité ou d’éthique. La majeure partie de la recherche en sciences sociales 
sur des sujets humains est menée dans le cadre de réglementations qui limitent la 
diffusion des données. Lorsque ces informations sont divulguées, elles sont ano-
nymisées dans la mesure du possible. Si les données sont utilisées isolément, des 
techniques de base comme le remplacement des noms par des identifiants peuvent 
suffire. D’autres méthodes, comme celles employées dans les recensements, 
agrègent des données en des ensembles suffisamment importants pour qu’on ne 
puisse pas identifier les individus. Néanmoins, des personnes qui sont anonymes 
dans un jeu de données singulier peuvent souvent être identifiées si on en combine 
plusieurs. Le regroupement d’informations telles que l’âge, le sexe, le lieu de rési-
dence, la date de sortie de l’hôpital et le nombre d’enfants rendent la réidentification 
étonnamment facile. Des donneurs d’ADN anonymes ont ainsi pu être réidentifiés à 
l’aide de bases de données généalogiques publiques (Bohannon, 2013b ; Gymrek et 
al., 2013 ; Rodriguez et al., 2013). Anonymiser les données de manière sûre tout en 
préservant leur intérêt pour la recherche représente un défi technique et stratégique 
(Ohm, 2010  ; Sweeney, 2002). Une approche consiste à ne diffuser les données 
de sujets humains qu’auprès de chercheurs et chercheuses qualifiés et à condition 
qu’aucune tentative de réidentification ne soit entreprise. Ce type de modèle sup-
pose une supervision institutionnelle.
Les infrastructures de la connaissance par discipline
Les études de cas ont fourni une abondance de détails sur le travail scientifique des 
données dans de nombreux domaines de recherche. Un bref résumé des méthodes 
de gestion des données utilisées par chacun de ces champs, de leurs motivations 
et des acteurs impliqués illustrera les différences entre leurs infrastructures de la 
connaissance.
Dans les sciences exactes
Les sciences exactes sont loin d’être homogènes en ce qui concerne leur gestion des 
données, leurs pratiques de partage et leurs investissements dans les infrastructures 
de la connaissance.
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En astronomie
En astronomie, la fourniture de données est largement descendante : des missions 
nationales et internationales développent et mettent en service des instruments de 
télescope dans l’espace et au sol. Les missions spatiales sont celles qui investissent 
le plus dans les ensembles de données. Les données des instruments sont trans-
mises en continu à des stations au sol et dans des référentiels, où elles sont alors 
traitées dans un pipeline. Une fois nettoyées, étalonnées et vérifiées, elles sont diffu-
sées à la communauté scientifique.
Chaque data release (divulgation de données) de mission astronomique telle que le 
Sloan Digital Sky Survey, Hubble, Chandra et Planck s’accompagne généralement 
d’un data paper (publication de données) qui consigne le travail scientifique et la 
provenance du jeu de données. Les data papers, qui comportent les noms de tous les 
membres de l’équipe impliqués, sont proposés à des revues d’astronomie. Il s’agit 
des publications les plus citées dans la discipline et c’est par ce moyen que les cher-
cheurs et chercheuses montrent qu’ils partagent leurs données.
L’astronomie dispose de l’infrastructure de la connaissance la plus complète de tous 
les domaines évoqués dans les études de cas. Ses réservoirs communs regroupent 
des télescopes, des référentiels de données, des systèmes de classification et de 
nombreuses autres ressources. La communauté a convenu de standards pour les 
structures de données, les métadonnées et les ontologies. Elle dispose de suites 
logicielles pour analyser les données dans ces formes normalisées. Depuis le début 
des années  1990, elle coordonne des efforts internationaux en matière de publi-
cation pour verser ses notices bibliographiques à l’Astrophysics Data System. Ce 
dernier recouvre la littérature astronomique jusqu’au XIXe siècle. Les objets célestes 
mentionnés dans ces publications sont catalogués dans SIMBAD, NED et d’autres 
systèmes de ce type. Ces derniers se recoupent étroitement, de manière que les 
publications pointent vers les astres et que les documents sur les objets célestes 
soient liés aux publications où ils sont mentionnés. Le WorldWide Telescope combine 
des données et de la littérature tirées de ces sources et d’autres pour créer une 
plateforme de visualisation de données. Spécialistes et novices peuvent contribuer à 
des « visites guidées » d’astres, de phénomènes et de régions célestes. Le WWT est 
intégré dans des outils astronomiques pour servir de plateforme scientifique et édu-
cative ( Accomazzi et Dave, 2011 ; Accomazzi, 2010 ; Eichhorn, 1994 ; Genova, 2013 ; 
Goodman, Fay et al., 2012 ; Hanisch, 2013 ; Norris et al., 2006 ; Pepe et al., 2011 ; 
Udomprasert et Goodman, 2012 ; White et al., 2009 ; WorldWide Telescope, 2012).
Malgré sa vaste infrastructure de la connaissance, la communauté astronomique 
n’attend pas de ses chercheurs et chercheuses qu’ils diffusent leurs propres 
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données, que celles-ci soient dérivées de données de référentiels ou aient été 
obtenues par d’autres moyens, comme des demandes de temps d’observation. 
Si quelques référentiels existent pour accepter des données, la plupart sont des 
archives de soutien aux missions. Certains chercheurs publient des données sur 
les sites web de leurs laboratoires, comme l’a fait l’équipe du relevé COMPLETE 
dans l’étude de cas. Les référentiels universitaires comme Dataverse bâtissent 
des capacités d’archivages spécifiques à l’astronomie (Goodman et al., 2012). Un 
nombre relativement faible de publications en astronomie comportent des liens 
vers les sources de données, mais le taux de citation augmente (Pepe et al., à 
paraître).
L’observatoire de rayons X Chandra offre un exemple de gain de valeur des données au 
fil du temps grâce à des investissements intensifs dans leur intendance. Le personnel 
de Chandra a documenté ses usages dès le lancement de la mission en 1999, élabo-
rant des indicateurs et des moyens de valoriser les données. Le personnel chargé des 
archives de données fouille la littérature astronomique à la recherche de mentions de 
la mission, puis lit les publications avec attention pour déterminer si ses données ont 
été utilisées et, si oui, comment. Leurs indicateurs imposent que l’article comporte 
un lien explicite vers une observation et qu’une propriété quelconque en soit dérivée. 
Le personnel distingue les publications scientifiques sur Chandra, les publications 
liées à Chandra et les articles sur la conception d’un instrument. Les utilisations de 
données qui répondent aux critères sont ajoutées aux archives de Chandra, à l’ADS 
et à SIMBAD, créant des liens entre les jeux de données, les publications et les objets 
célestes à l’aide de métadonnées. Cette procédure ajoute de la valeur aux données 
par l’apport de documentation scientifique et les rend plus facilement découvrables 
grâce à de nouveaux points d’entrée. Le personnel de Chandra se charge de créer 
les liens parce que les auteurs et autrices citent rarement expressément les sources 
de données (Becker et al., 2009 ; Blecksmith et al., 2003 ; Lagerstrom et al., 2012 ; 
Rots et Winkelman, 2013 ; White et al., 2009 ; Winkelman et Rots, 2012a, 2012b ; 
Winkelman et al., 2009).
Ces efforts investis dans l’intendance des données montrent aussi la difficulté de 
définir ce qu’est une « utilisation ». Comme l’ont découvert Rots, Winkelman et  Becker 
(2012), la notion d’« observation » diffère d’un observatoire à l’autre et peut varier au 
sein d’une même mission astronomique. À cause de cela et d’autres ambiguïtés dans 
les indicateurs des référentiels, un groupe de travail international a établi une série 
de bonnes pratiques en matière de statistiques qui sont applicables aux archives de 
données astronomiques (IAU Working Group Libraries, 2013).
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En science et technologie des réseaux de capteurs
Les tentatives de normalisation de la collecte de données et d’adoption de standards 
de métadonnées au sein du CENS ne cadraient pas avec la nature exploratoire et 
génératrice d’hypothèses de cette communauté de recherche. Lorsqu’une réutilisa-
tion avait lieu, elle impliquait souvent un partage privé pour s’assurer que les infor-
mations contextuelles étaient transmises avec les jeux de données. Les données 
les mieux à même d’être versées à des référentiels provenaient de pratiques et de 
protocoles normalisés, comme les données génomiques et sismiques. Certains logi-
ciels étaient déposés dans des référentiels de code. Les équipes étaient souvent 
pleines de bonnes intentions en matière de diffusion, mais avaient omis de désigner 
un membre qui en aurait la responsabilité (Borgman et al., 2012 ; Wallis et Borgman, 
2011 ; Wallis, 2012).
Les chercheurs et chercheuses du CENS n’avaient pas besoin d’harmoniser des 
données sur le long terme, sauf au sein des équipes individuelles. La plupart des 
chercheurs se préoccupaient de la cohérence de leurs observations plutôt que de 
leur comparabilité entre sites de recherche. La comparaison à l’échelle mondiale est 
nécessaire pour mesurer le changement climatique et la perte de biodiversité, mais 
c’est là un autre type de programme de recherche. Au CENS, les réserves naturelles 
participantes, où l’on recueillait des observations synoptiques de la flore, de la faune 
et du climat, constituaient une exception (James San Jacinto Mountains Reserve, 
2013 : Natural Reserve System, 2013). Elles ont servi de données d’arrière-plan pour 
certains types de recherche au CENS.
Il existe peu de référentiels pour prendre en charge des données exploratoires telles 
que celles générées par la recherche de terrain du CENS. D’ailleurs, la demande en la 
matière y était faible, car les scientifiques n’arrivaient pas à imaginer qui pourrait bien 
avoir l’usage de leurs données (Mayernik, 2011). Le CENS a conçu un petit système 
d’archivage de données pour encourager le partage et la réutilisation, mais les dépôts 
y ont été peu nombreux (Wallis et al., 2010). Les communautés des sciences de l’envi-
ronnement ont commencé à mettre en place des référentiels et des exigences de 
partage dans les derniers jours du CENS seulement (Dryad, 2013 ; Reichman et al., 
2011 ; Whitlock, 2011).
Une des nombreuses situations rencontrées à la fois par le CENS et par les Long 
Term Ecological Research Centers (LTER) a été la tentative d’adoption du standard 
Ecological Metadata Language (EML) afin d’améliorer le partage, la réutilisation et 
la comparaison des données. Millerand et Bowker (2009) ont identifié des récits 
concurrents sur l’acceptation de l’EML sur les sites LTER. Selon les concepteurs et 
conceptrices du standard, celui-ci a été adopté par l’ensemble de la communauté 
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des LTER et l’entreprise a donc été couronnée de succès. Les gestionnaires de 
l’information chargés de la mise en place de l’EML sur leurs sites de recherche ont 
livré une version différente : ce standard est complexe, difficile à comprendre dans 
sa globalité et les outils fournis étaient incompatibles avec les pratiques locales. De 
leur point de vue, l’EML n’a que partiellement atteint son but. L’expérience du CENS 
est comparable à ce dernier récit. Comme l’EML se prêtait le mieux aux activités 
de recherche de plusieurs équipes du CENS, il a été proposé comme standard pour 
un référentiel de données commun. Cependant, le manuel de deux cents pages a 
découragé ces petites équipes ; elles ont rejeté l’EML au motif que cette solution 
était trop «  puissante  » pour leurs besoins. La plupart ont continué d’organiser 
leurs données dans des dossiers hiérarchiques et à l’aide d’autres conventions 
internes pour nommer les éléments et les variables (Wallis et al., 2010).
Les collaborations au sein du CENS se sont formées autour d’intérêts communs 
pour des problématiques de recherche plutôt que sur des données partagées. Les 
scientifiques avaient besoin de meilleurs outils pour mener leurs travaux, tandis 
que les spécialistes de l’informatique et de l’ingénierie avaient besoin d’applications 
concrètes leur permettant de concevoir et de tester des technologies. Chaque équipe 
serait peut-être capable de retracer la provenance de ses propres collectes de don-
nées, mais les déploiements conjoints ne peuvent être complètement reconstitués. 
Ce n’est pas un échec : cette issue montre plutôt les efforts considérables que les 
équipes ont consacré à l’apprentissage des domaines des autres pour pouvoir traiter 
des problématiques ensemble. Malgré leurs problèmes d’interopérabilité, elles ont 
tout de même pu collaborer (Edwards et al., 2011 ; Mayernik et al., 2011 ; Olson et al., 
2008 ; Wallis et al., 2008 ; Wallis et al., 2007).
En génomique
Bien que nous n’ayons pas développé une étude de cas complète à son sujet, la 
génomique offre des exemples d’infrastructures de la connaissance qui contrastent 
avec les autres cas en sciences exactes. Parce que les spécialistes de ce domaine ont 
besoin de réutiliser leurs propres données, l’offre en la matière se crée de manière 
ascendante à mesure que les laboratoires séquencent des génomes et contribuent 
aux référentiels. Ces scientifiques ont pu investir des ressources massives dans des 
laboratoires, du matériel, des logiciels et du personnel. Elles et ils ont une motivation 
pour normaliser leurs procédures, ce qui produit des formes standardisées de don-
nées plus faciles à partager. Ces domaines de recherche sont extrêmement concur-
rentiels. Les laboratoires s’efforcent d’être les premiers à trouver un remède contre 
le cancer, la maladie d’Alzheimer, la grippe pandémique et d’autres affections redou-
tables : pour eux, des vies et des sommes importantes sont en jeu. La menace de 
brevetage et de contrôle qui a pesé sur le génome humain, combinée au déluge de 
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données génomiques, a mené à des accords historiques en matière de partage des 
données (Watson, 1990). Depuis, le taux de réussite des essais cliniques de médica-
ments a diminué et leur coût a augmenté. La pression du public pour la divulgation 
des résultats d’essais cliniques s’est également intensifiée. Le partage des données 
génomiques promet l’accélération de la découverte de médicaments, la réduction 
des essais redondants, un recours plus faible aux sujets de recherche et l’apport de 
multiples bénéfices aux malades et aux médecins.
En dépit de l’intense concurrence entre parties prenantes, la génomique développe 
des réservoirs communs de ressources. De nombreux laboratoires pharmaceutiques 
et consortiums universitaires ont commencé à partager les données de leurs essais 
cliniques, des séquences du génome et des structures de protéines. Cependant, 
certains acteurs refusent d’en faire de même et chacun peut imposer ses propres 
conditions au partage et à la réutilisation (Den Besten et al., 2009 ; Bhattacharjee, 
2012  ; Check Hayden, 2013  ; Corbyn, 2011  ; Couzin-Frankel, 2013b  ; Edwards et 
al., 2009 ; Edwards, 2008b ; Goldacre, 2012 ; Howe et al., 2008 ; Nelson, 2009 ; 
 Rabesandratana, 2013 ; Weigelt, 2009 ; Williams et al., 2012).
Même en ayant divulgué ses structures de protéines, le laboratoire qui conduit les 
études a toujours l’avantage quand il s’agit d’utiliser ces données pour expliquer des 
mécanismes scientifiques. Il a en effet passé des semaines ou des mois à générer, 
nettoyer et réduire ses données. Seules les données finales, propres et étalonnées, 
sont communiquées et diffusées. Bien que des traces des protocoles et des traite-
ments intermédiaires soient conservées, tant de données sont créées et réduites 
qu’il est peu probable de pouvoir répliquer exactement les mêmes étapes. Les condi-
tions précises de chaque expérience ne peuvent être reproduites, car des différences 
infimes de température, d’humidité et d’autres conditions du laboratoire affectent les 
observations. Le laboratoire diffuse ses protocoles en même temps que ses données 
pour aider d’autres à les réutiliser. Cependant, on s’aperçoit que lorsque des labora-
toires extérieurs essaient de répliquer ses études, de petites déviations par rapport 
au protocole peuvent produire des résultats très différents. Même lorsqu’on applique 
des normes scientifiques exigeantes, des procédés par étapes tels que la cristallisa-
tion de protéines peuvent s’avérer stochastiques.
Si la mise en commun de ces données représente une fusion d’intérêts remarquable, 
elle est aussi semée d’embûches, certaines prévues et d’autres non. Le Structural 
Genomics Consortium (2013) et Sage Bionetworks (2013) sont deux vastes collabo-
rations à l’avant-garde du partage et de la réutilisation de données en génomique 
et en sciences biomédicales. Elles sont financées par différentes sources, dont des 
subventions et des sociétés pharmaceutiques. Pour recruter et retenir les meilleurs 
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chercheurs et chercheuses, ceux-ci doivent pouvoir publier leurs conclusions dans 
des revues de premier rang comme Science, Nature et Cell. C’est là que la porosité 
des données et des résultats apparaît. Si les données sont publiées avant la sou-
mission d’un article les concernant, les revues considèrent parfois cela comme une 
« publication préalable » et peuvent refuser d’examiner le manuscrit. Pourtant, les 
résultats pourraient être novateurs parce qu’ils expliquent le fonctionnement biolo-
gique de la protéine et du modèle. La diffusion des données est donc un acte scien-
tifique différent de la communication des résultats. Une société pharmaceutique 
peut rechercher un nouveau médicament en se fondant sur des corrélations entre 
l’expression du gène et la protéine en même temps qu’un laboratoire académique 
étudie la biologie qui explique cette corrélation.
La diffusion d’informations génétiques humaine est imprégnée de questions bio-
éthiques complexes. Par exemple, les propositions de diffuser les «  découvertes 
fortuites » révèlent d’importantes divergences d’opinions des spécialistes de la bio-
éthique, des spécialistes de la recherche biomédicale, des responsables politiques, des 
médecins et des patientes et patients. Certains pensent que des résultats  génétiques 
imprévus devraient être communiqués au patient, tandis que d’autres  estiment que 
ce sont les patients ou les médecins qui doivent décider si les  découvertes sans lien 
avec le motif de consultation devraient être intégrées au dossier (Couzin-Frankel, 
2013a ; McGuire et al., 2013 ; Wolf et al., 2013).
Dans les sciences sociales
Comme le montrent les études de cas, la recherche en sciences sociales est elle 
aussi caractérisée par un ensemble composite de pratiques de partage des données. 
Celles-ci influent sur la capacité à diffuser, interpréter et réutiliser des données.
Dans la recherche sur Internet
En tant que parties prenantes du World Internet Project, les chercheurs et cher-
cheuses menant l’Oxford Internet Survey ont besoin de comparer leurs données dans 
le temps et l’espace et sont donc motivés à maintenir une cohérence interne qui 
le permette. Chaque jeu de données est placé sous embargo le temps d’un cycle 
d’ enquête pour être exploité en vue d’une publication dans des revues. Les jeux dif-
fusés à des chercheurs qualifiés sont les observations « brutes » fournies par l’institut 
de sondages dans un format conçu pour STATA, un progiciel statistique courant.
En diffusant des jeux de données sur son site web avec une simple licence autori-
sant les usages non commerciaux, l’Oxford Internet Institute conserve une trace des 
demandes et des téléchargements. Il n’a cependant aucun moyen de suivre l’usage 
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réel. Faute de recevoir des demandes sur les caractéristiques précises des données 
de la part des internautes, il suppose qu’elles remplissent un rôle d’arrière-plan à des 
fins scientifiques ou éducatives, comme l’enseignement de techniques de sondage. 
Puisqu’il ne dépose pas les jeux de données dans des archives, il n’a pas besoin de 
leur assigner des métadonnées ou de la documentation de provenance au-delà de ce 
qui est nécessaire pour les besoins en interne.
Des flux Twitter et d’autres données de réseaux sociaux peuvent être obtenus auprès 
des sociétés qui possèdent les services concernés. Ils peuvent donner lieu à un 
contrat qui régit le droit des chercheurs et chercheuses à les diffuser. Si les données 
sont recueillies en copiant des sites web, elles sont alors plus difficiles à contrôler, 
même si les fournisseurs s’efforcent d’en limiter la diffusion. La possibilité de maî-
triser et de diffuser des informations relatives à sa propre personne ou à d’autres 
relève d’une zone grise des politiques en matière d’Internet (J. E. Cohen, 2012). Les 
revues craignent de publier des articles fondés sur des données exclusives interdites 
à la diffusion. Les spécialistes de la recherche d’information s’inquiètent également 
de mener des recherches sur des jeux de données qui ne peuvent être diffusés à des 
fins de réplication.
En sociotechnique
L’équipe de recherche sociotechnique dont le travail est étudié au chapitre 6 adapte 
ses questionnaires, ses protocoles, ses guides de codification et ses autres méthodes 
de manière à ce que ses résultats soient comparables au fil du temps entre différents 
sites de recherche. La réutilisation des instruments, des guides de codification, des 
entretiens et des notes de terrain nécessite une autorisation de comités de protection 
des personnes. Les sujets de recherche peuvent approuver ou exclure les clauses de 
réutilisation des données. Dans le cas de projets collaboratifs impliquant plusieurs 
universités, les protocoles concernant les sujets humains doivent être approuvés par 
chaque établissement participant et donnent lieu à de multiples accords bilatéraux.
Les entretiens ouverts et les ethnographies peuvent être plus difficiles à anonymiser 
que les sondages ou les dossiers médicaux, en particulier quand les personnes sont 
connues au sein de leurs communautés. Les enregistrements audio des scientifiques 
et des technologues de l’étude de cas ne peuvent pas être anonymisés, puisque les 
voix y sont distinctes et reconnaissables. Les transcriptions sont à peine moins iden-
tifiables, car les détails fournis sur les centres d’intérêt, les métaphores utilisées et 
les formes d’expression peuvent révéler une identité. Le caviardage de ces matériaux 
pour les anonymiser de manière à ce qu’ils conservent suffisamment d’informations 
pour être réutilisables par d’autres pourrait constituer un projet de recherche à part 
entière. Communiquer les résultats tirés de ce type de données suppose un savant 
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savoir-faire : les explications sont travaillées de manière à être les plus descriptives 
possible en conservant les nuances d’interprétation de la communication, mais sans 
donner des détails qui dévoileraient l’identité des personnes impliquées. Utiliser ces 
données est difficile et les réutiliser plus encore.
Dans les sciences humaines
Les données des sciences humaines sont les plus indéfinissables de toutes ; pour-
tant, leur réutilisation augmente. Les scientifiques trouvent de nouvelles manières 
d’exploiter leurs données et de poser des questions inédites.
En histoire de l’art et en archéologie antiques
Le projet CLAROS est autant une infrastructure que la constitution d’un ensemble. Il 
réemploie des archives muséales pour qu’elles puissent être utilisées par des scien-
tifiques, des apprenantes et apprenants et le grand public. Il leur adjoint de nou-
velles fonctionnalités, comme la recherche d’images ou l’interrogation de plusieurs 
musées. Ces ensembles sont utiles à plusieurs types de publics. Le défi en matière 
de gouvernance est de répondre à tous les besoins tout en aidant suffisamment les 
communautés pour que celles-ci s’investissent dans la survie du projet. Ces systèmes 
complexes peuvent être pérennisés de plusieurs manières. Une approche consiste à 
en maintenir l’interactivité ; une autre à conserver une archive fermée du contenu. 
Les efforts investis dans l’archivage des « données internes » indépendamment du 
système opérationnel intégral ont constitué un facteur dans la disparition de l’Arts 
and Humanities Data System (Reimer et al., 2007 ; Robey, 2007, 2011).
Pour la recherche sur le griffon de Pise, les spécialistes de l’histoire de l’art et de l’archéo-
métallurgie rassemblent des données tirées d’archives et de sources secondaires 
du monde entier. Elles et ils examinent aussi l’objet lui-même. L’archéo métallurgiste 
fournit des données tabulaires dans un format qui permet de comparer les métaux de 
cette œuvre en bronze à des objets similaires. Les publications sur le griffon de Pise 
comportent des notes de bas de page et des renvois à des publications et d’autres 
documents où des informations ont été trouvées. Des personnes ayant fourni des infor-
mations précises aux chercheurs sont parfois nommées. En revanche, on mentionne 
rarement les archives consultées ou les ensembles où des éléments probants ont été 
découverts  : dans ces domaines, ces derniers peuvent être considérés comme des 
données d’arrière-plan. Les archives et les collections dont des ressources ont été 
tirées peuvent ne jamais savoir comment leurs ensembles sont employés ou comment 
les éléments obtenus sont réutilisés. Pour la communauté de recherche, publier les 
interprétations est plus important que de diffuser les données. Ce n’est que dans les 
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rares cas où les travaux sont contestés sur le plan de l’exactitude ou de la fraude que 
l’on communique des notes et d’autres traces (Wiener, 2002).
En études bouddhiques
Le spécialiste en philologie bouddhique chinoise a accumulé un vaste ensemble de 
ressources au cours de sa carrière, qu’il continue d’explorer. Jusqu’à récemment, il 
s’agissait surtout d’une collection sur papier. Maintenant qu’il est possible de sai-
sir, diffuser et réutiliser des représentations de textes très anciens en langues non 
occidentales, il accumule davantage de traces numériques de ses observations. Ces 
possibilités étaient inimaginables il y a encore quelques années pour cette petite 
communauté soudée. Les motivations du philologue sont de maintenir ces res-
sources de façon à pouvoir les fouiller et les combiner à l’avenir. De même, son accès 
à la CBETA lui offre une immense mine de ressources numériques où puiser. Il rap-
porte les détails de ses analyses sous forme de longs tableaux dans ses publications.
La CBETA et les autres recueils entretenus par la communauté bouddhiste repré-
sentent un cas particulier de réservoirs communs de ressources. Cette religion 
encourage la diffusion de ses textes depuis des siècles, car cela obéit à un précepte. 
La pérennité de ces ressources numériques n’inquiète donc pas les savantes et 
savants. Le recueil, qui continue de croître au-delà des cent trente-cinq et quelques 
volumes d’origine, est d’une portée et d’une qualité incomparables pour les spécia-
listes de ce champ.
Conclusion
Les politiques des organismes de financement, des revues et des autres acteurs 
du travail scientifique des données se sont employées à augmenter l’offre de 
données réutilisables, sans guère s’intéresser aux motivations scientifiques du 
partage ou de la réutilisation des données ou aux investissements nécessaires 
dans les infrastructures de la connaissance. Les raisonnements derrière la pro-
motion du partage reflètent les préoccupations légitimes des parties prenantes, 
comme la capacité à reproduire des travaux, à mettre des ressources publiques 
à la disposition de la population, optimiser les investissements dans la recherche 
et faire progresser la recherche et l’innovation. Ils conduisent souvent à l’instau-
ration de politiques génériques qui ne reflètent pas la grande diversité du travail 
scientifique des données d’un domaine à l’autre et en leur sein. Les données 
sont à la fois des atouts et des charges. Lorsque la recherche repose sur la capa-
cité à réutiliser ses propres données et à les mettre en commun avec d’autres 
scientifiques de la discipline, des motivations extrinsèques incitent au partage 
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et à la réutilisation. En revanche, lorsque la recherche est locale et exploratoire 
ou qu’elle dépend d’éléments probants accumulés sur de longues périodes, les 
incitations à diffuser sont moindres.
L’amalgame entre accès ouvert aux données et accès ouvert aux publications traduit 
une incompréhension de ce qu’est la communication savante. Les publications sont 
bien plus que de simples contenants pour les données : elles sont des argumentaires 
étayés par des preuves et les relations qui les unissent aux données sont très variées. 
Dans les domaines où les jeux sont distincts et où chacun correspond à une publi-
cation, la diffusion des données est envisageable. En revanche, dans les disciplines 
qui consistent largement en des interprétations, elle n’a pas de sens. Diffuser les 
données représente rarement une simple tâche annexe à la publication d’un article 
de revue. En effet, représenter les données d’une manière qui serve aux autres peut 
mobiliser des ressources substantielles, qui ne sont pas consacrées directement à 
la recherche.
Il faut envisager la diffusion, le partage et la réutilisation des données comme des 
problèmes d’infrastructures de la connaissance. Se concentrer sur l’offre de données 
pose la question de la demande. Or, dans la plupart des domaines, la demande de 
données réutilisables paraît très faible. Il est cependant très difficile de définir les 
utilisations et les réutilisations, car les pratiques varient considérablement. Rendre 
les données mobiles pour qu’elles circulent entre domaines, entre contextes et au 
fil du temps est extrêmement difficile. Elles ne sont pas des objets naturels faciles 
à transformer en marchandises et à échanger sur un marché ; ce sont des entités 
qui servent à mettre en évidence des phénomènes. Un même objet ou observation 
peut être représenté de multiples façons. Par conséquent, la même entité devient 
des données différentes quand elle est transférée dans un autre contexte. De légers 
changements dans l’interprétation, la méthode ou la pratique peuvent conduire à 
considérer ces entités comme des preuves légèrement différentes de phénomènes 
légèrement différents. Les choix effectués dans les premiers stades de la recherche, 
comme le prétraitement des observations avant qu’elles ne soient considérées 
comme des données, ont des répercussions tout au long du processus.
Les données sont souvent inséparables des logiciels, du matériel, de l’instrumen-
tation, des protocoles et de la documentation. Pour gérer cette complexité, les 
scientifiques disposent de nombreux moyens. Cela implique souvent des déci-
sions inscrites au cœur des activités de recherche et qui font partie d’un savoir 
implicite difficile à consigner ou à transmettre à autrui. Parfois, on part du prin-
cipe que certains détails sont connus de la communauté et peuvent donc être 
omis de la documentation et des publications. Les jeux de données peuvent être 
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extraits de leur contexte technologique et réduits au plus petit outil commun pour 
être interprétés. Rendre les données mobiles suppose de prendre en compte ces 
subtilités et la perte de sens induite par la traduction.
Les infrastructures de la connaissance peuvent faciliter l’échange d’informations 
entre communautés et en leur sein. Pour les chercheurs et chercheuses, gérer ses 
propres données représente souvent la plus grande difficulté. Savoir les exploiter est 
pourtant un prérequis pour les partager. Au sein des infrastructures de la connais-
sance, les progrès en matière de méthodes, d’outils et de ressources humaines pour 
la gestion des données devraient permettre de tirer le meilleur parti de leur diffusion. 
Des moyens communs de représenter des objets de recherche, comme des méta-
données et des mécanismes de classification, constitueraient une autre fonctionna-
lité utile pour de nombreuses communautés. Lorsque les communautés parviennent 
à se mettre d’accord sur des représentations et d’autres standards d’échange d’infor-
mations, elles disposent d’une base pour bâtir des ensembles partagés. Ces derniers 
ont plus de chances d’émerger dans des communautés qui ont besoin de combiner 
des ressources informationnelles. Ces ensembles peuvent répondre aux besoins de 
communautés petites ou grandes, pour de longues ou courtes périodes.
Néanmoins, les limites des communautés de recherche sont poreuses et en mutation 
perpétuelle. Une chercheuse peut être membre de plusieurs communautés et chan-
ger d’appartenance en fonction des priorités et des fronts de recherche. Les normes, 
les pratiques et les représentations qui facilitent le partage des données au sein 
d’une communauté peuvent aussi créer des barrières au partage entre disciplines. 
Quand ces barrières sont surmontées, c’est souvent par la communication privée 
entre chercheurs. Les discussions personnelles et le partage de connaissances au 
sein de groupes représentent des composantes essentielles de l’infrastructure de la 
connaissance. Cependant, ils ne sont pas généralisables à grande échelle. Chaque 
scientifique ne peut partager ses données en tête à tête qu’avec un nombre limité de 
personnes. De plus, le partage privé n’augmente pas au fil du temps : les données et 
leur savoir s’effritent rapidement si on n’en prend pas soin.
Il est crucial de reconnaître le niveau d’investissement à réaliser dans les infrastruc-
tures de la connaissance si l’on veut que le partage, la diffusion et la réutilisation 
des données de la recherche fonctionnent. La valeur d’un jeu de données ou d’un 
ensemble peut n’apparaître que bien après sa création. Pour s’en rendre compte, il 
faut investir massivement dans des ressources pécuniaires, techniques et humaines. 
Les infrastructures de la connaissance ont besoin de l’implication d’acteurs multiples 
et concurrents, souvent de part et d’autre des frontières nationales. Les coûts et les 
bénéfices des investissements qui y sont effectués sont inégalement répartis. Elles 
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ont toutes besoin d’être régies par une gouvernance, d’être maintenues le temps 
nécessaire et de gérer les passagers clandestins. Déclarer que les scientifiques 
doivent diffuser leurs données au nom du bien commun est, au mieux, simpliste : 
c’est une responsabilité communautaire. Il faut élargir le débat sur ce que le partage, 
la diffusion et la réutilisation des données sont censés accomplir. Si deux chercheurs 
veulent en apprendre plus sur leur travail scientifique des données respectif, alors le 
partage privé est le moyen le plus rapide. Si les ressources en données doivent être 
gérées pour profiter aux générations futures, des investissements majeurs dans la 
technologie, les ensembles, la main-d’œuvre et la gouvernance sont nécessaires. Les 
buts sont sans doute un mélange de ceux-là et de beaucoup d’autres. Les parties pre-
nantes et les intérêts catégoriels abondent, mais il en va de même des formidables 
possibilités d’optimisation de l’usage des ressources existantes.
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9. Reconnaissance, attribution  
et découvrabilité des données
Introduction
 « Si les publications sont les étoiles et les planètes de l’univers scientifique, 
les données en sont la "matière noire" : influente, mais largement ignorée dans 
notre cartographie. » 
— Groupe de travail sur les normes et pratiques en matière de citation de 
 données du CODATA-ICSTI1, « Out of Cite, Out of Mind »
Les données resteront la « matière noire » de la communication savante si elles ne 
sont pas décrites, conservées et rendues découvrables. La citation de données figure 
parmi les priorités des bibliothèques, des maisons d’édition, des sociétés savantes, 
des référentiels et des organismes de financement. Mentionner les créateurs et 
créatrices des données est devenu une urgence pour les organisations autour de 
la recherche d’information, comme CODATA, la Research Data Alliance, le Board on 
Research Data and Information (États-Unis), le Joint Information Systems Committee 
(Royaume-Uni) et DataCite. Des groupes de travail internationaux se sont formés. Les 
parties prenantes se sont rassemblées dans des colloques et des groupes d’étude 
dédiés à cette question. Des manifestes ont été publiés et des normes sont en cours 
d’élaboration (Altman et King, 2007 ; Crosas et al., 2013 ; Institute for Quantitative 
Social Sciences, 2011 ; Research Data Alliance, 2013).
En surface, la citation de données s’apparente à un problème technique simple  : 
adapter les mécanismes existants pour les références bibliographiques. Or, ce sont 
précisément les efforts pour y parvenir qui ont exhumé de vieux débats sur pour qui, 
pour quoi, comment, pourquoi et quand il fallait reconnaître une quelconque forme 
de contribution scientifique. Les pratiques savantes de gestion et de reconnaissance 
du mérite, d’attribution de la responsabilité et de découverte des publications se 
sont accumulées graduellement au cours des siècles. Bien qu’imparfaite, l’infras-
tructure de la connaissance qui en a résulté est suffisamment robuste pour remplir 
ces fonctions pour les publications anciennes comme nouvelles ; ainsi, les travaux 
de Galilée peuvent être trouvés et cités dans les réseaux numériques décentrali-
sés d’aujourd’hui. À cette infrastructure s’adjoignent des indicateurs pour mesurer 
la productivité des chercheurs et chercheuses, l’influence des revues, des maisons 
1.  coDaTa-IcsTI Task group on Data citation standards and Practices.
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d’édition et des pays, ainsi que le flux des idées circulant entre disciplines et au fil 
du temps (Borgman et Furner, 2002 ; Borgman, 1990 ; Cronin, 1984, 2005 ; Kurtz et 
Bollen, 2010).
Créditer les créateurs et créatrices de données est un défi bien plus complexe qu’il 
n’y paraît, malgré les efforts qui y sont consacrés. Les mécanismes techniques de 
citation ne sont que des caractéristiques superficielles des infrastructures de la 
connaissance où ils sont intégrés. Des conventions sociales sous-tendent cette pra-
tique, qu’il s’agisse de renvoyer à des publications, à des données, à des documents, 
à des pages web, à des personnes, à des endroits ou à des institutions. Pour chaque 
publication, les auteurs et autrices sélectionnent des objets dignes d’être cités. Ce 
choix est basé sur des pratiques encore mal comprises : qui choisit de citer quoi, 
comment, quand et pourquoi ? Les méthodes de citation varient grandement d’un 
champ à l’autre, comme le montrent les guides de styles disparates des publications 
en sciences exactes, sciences sociales, sciences humaines et droit. Les citations 
renvoient à des publications de nombreux styles, en mentionnant ou non la liste com-
plète des auteurs, le titre de l’article, les numéros de page ou les identifiants chiffrés. 
Elles peuvent être explicites ou voilées et d’importantes sources de preuves peuvent 
n’être jamais mentionnées. Les références bibliographiques partent largement du 
principe que les objets sont des unités fixes, stables et complètes. Or, aucune de ces 
caractéristiques ne peut être présumée des données.
Les mécanismes de reconnaissance des contributions, d’attribution et de découverte 
des objets de recherche sont indissociables de la communication savante ; pourtant, 
les études sur les pratiques sociales de citation font cruellement défaut. Les méthodes 
de citation s’apprennent par imitation sans être enseignées. Les pratiques émergent et 
évoluent au sein des communautés de manière indépendante, voire isolée ou opposée 
à celles des communautés voisines. L’attribution du crédit auctorial varie également 
grandement d’un domaine à l’autre, ce qui crée des conflits dans les collaborations et 
de la confusion de part et d’autre des frontières disciplinaires. Déterminer qui devrait se 
voir attribuer le mérite d’un produit ou d’un processus dépend en partie desquels sont 
jugés dignes de reconnaissance.
Des choix pragmatiques, effectués par des praticiennes et des praticiens peu au fait 
des grands principes de reconnaissance scientifique, d’attribution, de découverte, 
d’identité, de pérennité et de contrôle bibliographique, peuvent semer le chaos 
dans les infrastructures de la connaissance. Les producteurs de bases de données 
sont connus pour réorganiser l’ordre des auteurs et autrices dans les articles afin 
d’améliorer l’efficacité de leurs algorithmes de tri. On sait que les maisons d’édi-
tion  modifient des Digital Object Identifiers (DOI) pour des raisons marketing. Des 
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 rédacteurs et rédactrices omettent les initiales du second prénom des auteurs cités 
plutôt que de vérifier les noms dans les sources d’origines. Bref, il n’y a pas de 
limites aux  possibilités d’altération de l’intégrité des citations de publications et de 
données. De petites décisions peuvent avoir de lourdes conséquences lorsqu’elles 
se propagent d’un domaine à l’autre et au fil du temps.
Le choix des normes, des politiques et de mises en œuvre en matière de reconnais-
sance des créateurs et créatrices des données porte de lourds enjeux. La réussite 
des méthodes de citation de données dépend de leur adoption par la communauté, 
c’est-à-dire par les chercheurs et chercheuses qui écrivent les publications et y mobi-
lisent les données comme preuves. Elle dépend aussi des investissements  réalisés 
dans les infrastructures de la connaissance pour rendre la citation de  données 
réalisable et avantageuse. Décrire et organiser les données de façon à les rendre 
découvrables pourrait nécessiter des moyens humains considérables. Le présent 
chapitre étudie l’intégration des pratiques de citations dans la théorie et la pratique 
de la recherche et propose une vision plus vaste de l’attribution des données dans 
le cadre des infrastructures de la connaissance.
Principes et problèmes
Parmi les problématiques de la citation de données, on trouve : la répartition de la 
reconnaissance des contributions de multiples parties à des données spécifiques ; le 
cadre juridique pour la licence, la propriété et le contrôle ; la granularité des objets à 
citer ; le traçage de la provenance sur de longues périodes ; la maintenance de l’inté-
grité et de la vérifiabilité des données ; l’intégration à des mécanismes de contrôle 
bibliographique existants  ; l’intégration à des normes et technologies de réseaux 
numériques anciens ; la découvrabilité par des êtres humains et des machines ; la 
gestion et l’intendance des données ; la facilitation du partage et de la réutilisation ; 
l’identité des individus et des organisations associées aux données  ; l’intérêt des 
mécanismes de citations pour des usages accessoires, comme l’évaluation et les 
politiques et enfin, la prise en compte des pratiques disparates des différentes disci-
plines et parties prenantes. C’est là une liste bien longue de questions pour quelque 
chose d’apparence aussi simple que la « citation de données » (Borgman, 2012b).
Un point de départ fécond consiste à évaluer le système de communication savante 
où la citation bibliographique s’insère, ce qui permet de démêler quelque peu l’éche-
veau théorique qui taraude la problématique de la citation de données. Ces éléments 
peuvent être appliqués à la reconnaissance des contributions, à l’attribution et à 
la découverte de données. À ce carrefour, nous pourrions explorer de nombreuses 
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questions, dont nous allons choisir les plus saillantes : comment citer, pourquoi citer, 
comment reconnaître les contributions, comment attribuer la responsabilité, com-
ment identifier les personnes et les objets, comment mettre en œuvre la citation de 
données, le rôle des citations dans la reconnaissance et l’attribution, les différences 
de principe entre référence bibliographique et citation de données et la disparité des 
préoccupations des parties prenantes en matière de communication savante.
Les parties prenantes préoccupées par les politiques et les infrastructures des 
sciences ont formulé des séries d’exigences en matière de citation de données. 
L’ ensemble de principes le plus complet publié à ce jour a été promulgué par un 
groupe de travail international (CODATA-ICSTI Task Group on Data Citation Standards 
and Practices, 2013).
1. Principe de statut  : les citations de données doivent se voir accorder la même 
importance que la citation d’autres objets dans les documents de recherche.
2. Principe d’attribution : les citations doivent faciliter l’attribution du mérite et de la 
responsabilité juridique à toutes les parties à l’origine de ces données.
3. Principe de pérennité  : les citations doivent être aussi durables que les objets 
cités.
4. Principe d’accessibilité : les citations doivent faciliter l’accès aux données elles-
mêmes, ainsi qu’aux métadonnées et à la documentation associées afin que les 
êtres humains comme les machines puissent faire un usage éclairé des données 
 référencées.
5. Principe de découvrabilité : les citations doivent permettre la découverte des don-
nées et de leur documentation.
6. Principe de provenance : les citations doivent faciliter l’établissement de la prove-
nance des données.
7. Principe de granularité : les citations doivent permettre les descriptions les plus 
fines nécessaires à l’identification des données.
8. Principe de vérifiabilité : les citations doivent comporter suffisamment d’informa-
tions pour identifier les données sans équivoque.
9. Principe des standards de métadonnées : les citations doivent employer des stan-
dards de métadonnées largement acceptés.
10. Principe de flexibilité  : les méthodes de citations doivent être suffisamment 
souples pour prendre en compte la variété des pratiques d’une communauté à 
l’autre, mais sans différer au point de compromettre l’interopérabilité des données 
entre communautés.
Dès la parution du rapport du CODATA-ICSTI, d’autres groupes ont entrepris de 
discuter cette série de principes et de les affiner. À l’heure où nous écrivons, les 
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 représentantes et représentants de bibliothèques, de maisons d’édition, d’ organismes 
de politique scientifique, de référentiels de données et d’autres secteurs sont parve-
nus à un consensus sur un ensemble semblable, mais plus concis, de huit principes : 
importance, reconnaissance et attribution, preuve, identification unique, accessibi-
lité, pérennité, versionnage et granularité, et enfin interopérabilité et flexibilité (Data-
citation Synthesis Group, 2014). Des groupes de mise en œuvre sont aussi en train 
de se former.
Parvenir à un consensus sur ces principes a nécessité plusieurs années de discus-
sion. Ils représentent des règles de fonctionnement fondées sur le besoin de méca-
nismes viables pour la reconnaissance et la découverte, mécanismes qui pourraient 
s’incarner dans les nombreux acteurs responsables de la dimension institutionnelle 
de la communication savante. À l’inverse, la présente réflexion part du comporte-
ment des scientifiques d’un point de vue théorique et empirique. Les chercheurs et 
chercheuses poursuivent des myriades de pistes de recherche par une multitude de 
méthodes, s’appuyant sur des preuves nouvelles comme anciennes. Ces sources de 
preuves peuvent être statiques ou dynamiques, claires ou contestées, simples ou 
complexes et rares ou abondantes. Les publications fondées sur ces sources peuvent 
porter le nom d’un seul auteur ou autrice ou de milliers. Les critères de paternité 
varient grandement d’un champ à l’autre, tout comme les critères qui déterminent si 
des actes ou des objets sont dignes d’être cités. Les cadres techniques des citations 
bibliographiques sont, au mieux, fragiles, après des siècles d’évolution pour prendre 
à charge la diversité des pratiques. Ce sont notamment les cadres techniques qui 
s’adaptent aux pratiques et non l’inverse. Instaurer un cadre technique avant de 
demander aux scientifiques de l’adopter est une démarche risquée. Il est plus pro-
metteur de partir des pratiques de reconnaissance, d’attribution et de découverte 
des objets de recherche.
Théorie et pratiques
Le rôle des citations dans la recherche a éveillé la curiosité des sociologues à partir 
du milieu du XXe siècle, donnant lieu à une littérature foisonnante sur la communica-
tion savante et la bibliométrie, y compris plusieurs revues et séminaires dédiés. La 
bibliométrie, c’est-à-dire l’étude des relations au sein de la littérature publiée, est 
toutefois bien plus ancienne. Certains la font remonter aux talmudistes du Moyen 
Âge (Paisley, 1990) ; d’autres, sur la base d’analyses textuelles jugées analogues aux 
pratiques contemporaines, estiment qu’elle existait déjà plusieurs siècles avant notre 
ère. En ce qui concerne l’usage moderne des citations pour la découverte d’informa-
tions, on en situe généralement l’origine aux indices de citation Shepard en droit. 
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Apparu à la fin du XIXe siècle, le système Shepard utilisait des pastilles et, plus tard, 
un index imprimé pour relier des affaires à des décisions ultérieures ayant conduit 
à les confirmer, les casser ou les corroborer. À la fin du XXe siècle, ces liens ont été 
automatisés. Des affaires peuvent désormais être «  shépardisées  » (shepardized) 
dans LexisNexis pour déterminer leur statut juridique actuel.
En 1955, Eugene Garfield a conçu le Science Citation Index (SCI) en inversant les 
listes de références d’articles de revue pour permettre la recherche en fonction des 
citations reçues (Garfield, 1955). Au milieu des années 1960, le SCI, généré auto-
matiquement, était publié au format papier ; dès le début des années 1970, il était 
devenu une base de données en ligne. Le Social Sciences Citation Index et l’Arts and 
Humanities Citation Index ont suivi. L’établissement de liens entre citations et le suivi 
de renvois d’un objet à l’autre font partie des techniques utilisées par les moteurs de 
recherche d’aujourd’hui.
Style et substance : comment citer
Les mécanismes de citation sont tellement ancrés dans les pratiques des auteurs, 
des autrices et du lectorat qu’ils sont employés sans qu’on se préoccupe de leurs 
principes et présupposés sous-jacents. La langue commune a tendance à confondre 
des concepts distincts. Par exemple, on fait une référence (to make a reference), 
alors qu’on reçoit une citation (to receive or to accrue citations). Le document référen-
çant, ou citant, contrôle la forme de la citation reçue. L’auteur citateur peut décrire 
le document cité de façon complète et précise en se servant du style de référence 
le plus couramment utilisé dans les domaines des auteurs cités. À l’inverse, il peut 
aussi mal orthographier leurs noms, les omettre ou en changer l’ordre, introduire des 
erreurs dans le titre, la date, le volume, le numéro, les numéros de page ou d’autres 
éléments et employer un style bibliographique différent. Les auteurs qui suivent habi-
tuellement les consignes stylistiques de l’American Psychological Association (APA), 
par exemple, pourront voir leurs publications décrites différemment lorsqu’elles sont 
citées dans des revues juridiques, de sciences exactes ou de sciences humaines. Une 
fois créées, les erreurs et les variantes tendent à proliférer. Dès lors que la publica-
tion – ou le jeu de données – est lâchée dans la nature, les auteurs n’ont guère de 
contrôle sur la façon dont elle est citée, utilisée ou interprétée, comme nous l’avons 
vu au chapitre 8.
Lorsqu’un auteur ou une autrice cite une autre publication dans la liste des références, 
les notes de bas de page ou la bibliographie, une relation se crée entre le document 
citant et le document cité. Dans un monde purement papier, la relation du document 
citant au document cité est unidirectionnelle. Il a fallu attendre que le système Shepard 
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et le Science Citation Index viennent inverser les listes de références pour que les 
citations soient traitées comme des relations bidirectionnelles. Dans un monde pure-
ment numérique, ces relations peuvent devenir des liens automatiques. Leur efficacité 
dépend de l’exactitude de la référence et de la capacité à identifier de manière unique 
les objets citants et cités. Elle peut aussi dépendre de la participation des médias de 
publication à l’infrastructure technique qui permet l’établissement de liens. Ces infras-
tructures sont, à leur tour, fondées sur des décisions de génie logiciel concernant les 
structures de données symétriques, qui ont émergé au terme de longs débats dans les 
sciences numériques. Aucune de ces relations n’est facile à établir et les mécanismes 
qui permettent le lien sont invisibles aux utilisateurs et utilisatrices. L’auteur et le lec-
torat découvrent des liens du citant au cité – ou du cité au citant – qui fonctionnent en 
toute fluidité. Ils sont aussi confrontés à des liens brisés, mal orientés, inexistants ou 
qui les amènent à une page d’autorisation ou d’accès payant.
Comprendre pourquoi certains liens fonctionnent et d’autres pas suppose une 
connaissance poussée du système de la communication savante et des technologies 
qui le rendent possible. Pour la grande majorité des utilisateurs et utilisatrices, le sys-
tème est opaque. L’invisibilité de l’infrastructure la rend facile à utiliser, mais camoufle 
son intrication. Il faut, pour appliquer aux données les principes et les mécanismes 
de l’établissement de liens entre publications, dévoiler un peu de cette complexité.
Sont aussi invisibles les accords sur les métadonnées et les styles de présentation 
qui sous-tendent le processus de citation. Presque tous les styles bibliographiques 
s’accordent sur des éléments basiques  : auteur ou autrice, titre de la publication 
et date de parution. Au-delà, les métadonnées ont tendance à varier en fonction 
du genre du document : volume, numéro et numéros de pages pour les articles de 
revues, maison et lieu d’édition pour les livres. Ces métadonnées sont cohérentes 
avec les systèmes de contrôle des maisons d’édition et avec les systèmes de catalo-
gage et d’indexation mis en œuvre par les bibliothèques, lesquels représentent deux 
acteurs clés dans le système de la communication savante. Les métadonnées de 
localisation et d’identification, comme les URN (Uniform Resource Names) et les DOI 
(Digital Object Identifiers), sont venues plus tard, de même que les métadonnées 
spécifiques à des domaines de recherche, à des systèmes et à des mécanismes de 
classification.
Le choix des métadonnées est distinct de celui du style où elles sont présentées 
dans la référence. Les guides de rédaction courants tels que ceux de l’American 
Psychological Association, de la Modern Language Association, du droit (Bluebook) 
et du Council of Science Editors, varient à plusieurs égards : ordre des métadonnées, 
utilisation des noms complets ou des initiales des auteurs et autrices, abréviation 
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des titres de revue et inclusion d’autres métadonnées. Certains styles demandent 
une numérotation dans le texte et les listes de références  ; d’autres utilisent des 
renvois insérés dans le corps du texte et suivent l’ordre alphabétique. Les outils de 
gestion bibliographique comme Zotero, EndNote et Mendeley enregistrent des méta-
données descriptives et permettent l’ajout de tags et de notes. Ils peuvent présenter 
les métadonnées sous forme de références bibliographiques dans des milliers de 
styles. Les technologies pour lier documents citants et cités, telles que CrossRef, 
sont indépendantes du style de citation (Council of Science Editors and the Style 
Manual Committee, 2006 ; CrossRef, 2009, 2014 ; EndNote, 2013 ; Mendeley, 2013 ; 
American Psychological Association, 2009 ; Harvard Law Review Association, 2005 ; 
Zotero, 2013 ; Modern Language Association of America, 2009).
Ce ne sont là que quelques exemples de l’invisibilité de l’infrastructure qui sous-tend 
la citation bibliographique. Celle-ci évolue depuis des siècles et ses racines n’appa-
raissent qu’aux spécialistes. Ce système étant suffisamment robuste pour la plupart 
de ses usages, la fragilité de ses fondations n’est pas flagrante. Il soutient adéquate-
ment la découverte d’informations, les fonctions basiques de mention des sources 
et l’attribution de la paternité. Cependant, ses fondations se fissurent lorsque les 
références sont employées à des fins annexes, telles que le décompte des citations 
pour évaluer l’influence d’auteurs et d’autrices, de revues, de maisons d’édition et de 
pays, ou la cartographie des flux de connaissances à travers le temps, l’espace géo-
graphique et les frontières disciplinaires, ou encore la citation de données.
Théories du comportement citateur : quoi citer, quand 
 et pourquoi
Les questions de qui choisit quoi citer, quand et pour quelles raisons représentent 
les domaines les plus problématiques et les moins explorés du processus de citation. 
Elles constituent aussi un terrain prometteur pour bâtir une théorie de la communica-
tion savante. La recherche sur les utilisations et les réutilisations des données devrait 
façonner un système robuste pour la citation.
Sens des liens
Dès le départ, traiter les liens entre publications comme une base pour la découverte, 
la reconnaissance, l’attribution et les mesures d’évaluation s’est avéré probléma-
tique. Cette conception part du principe que la relation a du sens et que ce sens peut 
être comptabilisé de manière objective. La critique de l’usage des citations comme 
des indicateurs quantitatifs pour cartographier la recherche, formulée par David Edge 
(1979), trouve encore un large écho aujourd’hui. Son analyse nuancée d’historien 
des sciences révèle que les citations ne constituent pas une mesure objective de 
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l’influence d’un chercheur, d’une chercheuse, d’un écrit ou d’un projet. On ne peut 
comprendre le choix des documents référencés dans une publication quelconque 
qu’en examinant de près le processus de recherche – et encore. Même les récits a 
posteriori sont suspects, car les chercheurs peuvent justifier leurs choix après coup.
L’article d’Edge a constitué un cri de ralliement pour les spécialistes de la bibliomé-
trie et beaucoup lui ont répondu (MacRoberts et MacRoberts, 1989, 2010 ; McCain, 
2012 ; White, 1990). Howard White (1990) admettait que les conflits quant à la vali-
dité des indices de citations ne se résoudraient pas de sitôt sur le plan empirique. 
Il en a caractérisé les perspectives de manière succincte (p. 91) : « D’un côté, nous 
avons des personnes qui ne veulent penser que de manière biographique, en termes 
d’intérêts singuliers et de particularités individuelles. De l’autre, des personnes 
prêtes à faire confiance à des données extrêmement agrégées, existant à un haut 
degré d’abstraction, et à y chercher des schémas ».
Plus loin, White décrit ces distinctions comme des vues de la réalité respectivement 
« au sol » et « aériennes ». Il juge ces perspectives incommensurables. Dans la vision 
agrégée, on voit des schémas qui ne peuvent être perçus depuis le sol, mais le risque 
est de ne pas pouvoir les interpréter sans bien comprendre ce qui se trouve réelle-
ment en bas. Télescopes et microscopes sont tous deux nécessaires pour voir les 
données, mais ils offrent des points de vue contrastés.
Un modèle «  aérien  » valable exige une meilleure compréhension des pratiques 
locales. Cependant, malgré des décennies de recherche, on sait peu de choses sur 
ce qui pousse les auteurs et autrices à choisir ce qu’ils citent dans chaque commu-
nication, article, livre ou autre document. Si les citations peuvent être comptées et 
cartographiées comme autant d’indicateurs objectifs de relations, cela suppose que 
les auteurs choisissent leurs références parmi toutes les sources possibles de docu-
mentation, sélectionnant toutes celles, et seulement celles, qui sont nécessaires au 
propos. L’ensemble des références listées dans chaque article devrait donc être opti-
mal, c’est-à-dire représenter une trace nécessaire et suffisante de toutes les sources 
pertinentes pour l’article. Un autre présupposé est que les références constituent 
des descriptions exactes et complètes des objets cités. Or, en pratique, aucun de ces 
présupposés n’est vrai ou généralisable.
Les vues aérienne et depuis le sol des citations sont sans commune mesure non seu-
lement en raison de différences théoriques, mais aussi du fait de leurs méthodolo-
gies. Agrégées, les citations sont utilisées pour cartographier les flux d’informations 
entre champs, communautés et pays. Elles servent aussi à estimer l’influence des 
revues, des universités et d’autres grandes organisations. Là où un problème surgit, 
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c’est lorsque ces statistiques agrégées sont employées pour tirer des conclusions sur 
les individus au sein de ce groupe, ce qui constitue ce qu’on appelle une « erreur éco-
logique » (Babbie, 2013 ; Robinson, 1950). Les citations ou tout autre indicateur sont 
distribués de manière inégale au sein de n’importe quel groupe. Les communautés 
influentes ne sont pas composées d’auteurs et d’autrices d’influence égale à l’échelle 
individuelle. Un petit nombre d’articles très cités peuvent fausser le décompte d’un 
groupe. De bonnes revues publient de mauvais articles et inversement. Utiliser les 
statistiques agrégées d’un groupe comme variable proxy du comportement ou de 
l’impact des individus qui le composent n’est pas correct au point de vue statistique.
Sélectionner des références
Les pratiques sociales en matière de sélection de références sont loin de l’idéal 
d’ objectivité décrit plus haut. Les références sont utilisées pour étayer l’argumentaire 
d’une publication. Bien qu’il arrive que les auteurs et autrices citent des publications 
qui contredisent leurs résultats, dans l’ensemble ils tendent à faire davantage réfé-
rence aux éléments qui corroborent leur propos qu’aux résultats divergents ou non 
concluants. Les auteurs lisent beaucoup de choses qu’ils ne citent pas ; ils citent 
aussi parfois des choses qu’ils n’ont pas lues, que ce soit des classiques d’une disci-
pline, des éléments référencés dans d’autres articles ou des travaux de directeurs ou 
directrices de départements ou d’autres personnes en position d’autorité.
Les éléments jugés dignes d’une citation par les auteurs et autrices varient selon les 
publications, les médias, les lectorats et bien d’autres facteurs. Les auteurs lisent 
le plus attentivement lorsqu’ils rédigent des mémoires, des états de l’art et des 
ouvrages. Autrement, ils peuvent choisir ce qu’ils connaissent le mieux ou ce qui est à 
portée de main sur leur bureau ou leur ordinateur, plutôt que de faire une vaste revue 
de la littérature. Ils peuvent surreprésenter la revue à laquelle ils proposent l’article 
dans leurs références, afin de positionner leur argumentaire pour cette communauté 
et ce comité de lecture. Le phénomène inverse est la citation forcée, lorsque d’autres 
auteurs exigent une reconnaissance explicite sous forme de référence bibliogra-
phique (Cronin, 2005). Le choix des références peut ne refléter que les lectures du 
coauteur qui a effectué la revue de la littérature au lieu de celles de l’ensemble des 
auteurs. La longueur de la liste peut être contrainte par un nombre limite de pages ou 
de références accordé par la revue.
Les pratiques de citation sont aussi une affaire de personnalité. Certains auteurs 
et autrices appliquent le rasoir d’Occam et ne sélectionnent que les références 
nécessaires et suffisantes pour l’argumentaire de leur communication. D’autres sont 
expansifs et parsèment leur article de renvois pour piquer l’intérêt du lectorat et le 
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pousser à approfondir les sujets. D’autres encore utilisent les références pour se 
défendre de possibles accusations de plagiat ou de fraude.
On donne des références pour de nombreuses raisons, positives comme négatives ; 
cependant, chacune compte pour une unité lors d’une évaluation ou de la carto-
graphie d’un réseau bibliométrique. Qu’elles consignent des faits, étayent des argu-
ments, en réfutent, apportent un contexte méthodologique, identifient ou valident 
des travaux antérieurs des auteurs que l’article vient prolonger, rendent hommage à 
un modèle ou identifient des travaux connexes dans la revue visée, toutes les réfé-
rences sont traitées comme des actes équivalents.
Théorie et modélisation du comportement de citation
Voyant les références réduites à des décomptes simplistes, les scientifiques ont 
appelé de leurs vœux une théorie englobante du comportement de citation (Cronin, 
1981, 1984 ; Zhang et al., 2013). Faute de théories générales, beaucoup se sont effor-
cés de catégoriser les raisons pour lesquelles on fait une référence. Ben-Ami Lipetz 
(1965) a le premier élaboré une classification des citations. Son but était de réduire 
le « bruit » lors de la recherche d’informations à l’aide de citations, puisque certaines 
sont plus pertinentes que d’autres vis-à-vis du contenu de l’article. Lipetz a donc 
proposé une typologie de 29 « indicateurs relationnels » pour décrire les rapports 
entre publications citantes et citées. Ces indicateurs étaient regroupés en quatre 
catégories  : «  contribution scientifique originale ou intention de l’article citant  », 
autre type de contribution, « identité relationnelle entre les articles » et « caractère 
de la contribution scientifique du papier cité dans le papier citant ». Les données 
sont mentionnées dans deux catégories : « transformation des données » et « don-
nées cumulées »2. La distinction des citations de données parmi les autres types 
de références a donc constitué une préoccupation dès les débuts de la recherche 
d’information scientifique.
Les nombreuses tentatives de catégorisation des citations diffèrent en fonction de 
l’objectif de l’étude – certaines cherchent à développer des théories de la communi-
cation savante, d’autres à améliorer les systèmes de recherche – et de la littérature 
sur laquelle elles se fondent. Par exemple, les pratiques de citation dans les sciences 
humaines sont très différentes de celles des sciences exactes. Pour l’heure, les caté-
gorisations du comportement de citation sont si diverses du point de vue théorique, 
méthodologique, des questions de recherche et de la littérature qu’aucune théorie 
2.  ndT : Traductions tirées de évelyne Broudoux, « autorité scientifique et épistémique à l’épreuve 
de la mesure des citations », Études de communication [en ligne], 48 | 2017, mis en ligne le 1er juin 
2017, consulté le 9 octobre 2020. urL : http://journals.openedition.org/edc/6841 ; DoI : https://
doi.org/10.4000/edc.6841
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générale sur comment, quand et pourquoi les auteurs et autrices citent n’a pu être 
édifiée. Les nombreuses typologies ne peuvent être fondues en une seule du fait de 
leurs différences de périmètre, de présupposés et d’objectifs. Une théorie générale 
du comportement de citation bibliographique a peu de chance de s’affirmer vu le peu 
que l’on connaît sur les variations des pratiques.
Les auteurs et autrices, les objets, les données et les relations qui les unissent 
peuvent être modélisés formellement. SCoRO, la Scholarly Contributions and Roles 
Ontology (Ontologie des contributions et rôles scientifique) [Shotton, 2013], par 
exemple, est fondée sur les normes du web sémantique et décrit des classes, des 
propriétés d’objets, des propriétés de données, des individus nommés et d’autres 
caractéristiques des contributions scientifiques. Cette ontologie comporte plus 
d’une centaine de catégories d’individus nommés, qui établissent des distinctions 
fines entre fournisseur d’accès, agent, analyste de données, chercheuse, réviseur du 
manuscrit, ayant droit, scientifique, collecteur de fonds, etc. SCoRO ne trouve pas 
son origine dans des modèles théoriques de la communication savante : ses racines 
sont techniques, le projet visant à fournir une liste exhaustive de catégories et de 
relations pouvant être utilisées dans la publication sémantique. Des classifications 
similaires, mais plus simples, sont également développées par des auteurs et des 
maisons d’édition ( Harvard University and Wellcome Trust, 2012).
La catégorisation varie en fonction de qui assigne  : l’auteur, une étudiante, un 
indexeur, une éditrice, un lecteur qui annote le document ou une chercheuse étudiant 
les pratiques de citations. Les indexeurs et indexeuses – qu’ils soient des humains 
ou automatiques – peuvent catégoriser des citations en fonction de leur signification 
apparente, mais ne peuvent saisir l’intention des auteurs et autrices. Ces derniers 
citent ce qu’ils considèrent comme pertinent pour leur article, mais éprouvent sou-
vent des difficultés à affiner l’objectif de chaque référence.
Les auteurs et autrices ne peuvent sélectionner des citations potentielles que dans 
l’univers des ressources à leur disposition ; or, ces univers sont très variables. Cer-
tains auteurs ont accès aux plus grandes bibliothèques du monde, alors que d’autres 
ne disposent que de ressources informationnelles minimes et d’un accès restreint 
aux publications récentes. La croissance de l’accès ouvert aux publications engendre 
une plus grande équité dans le réservoir des ressources accessibles aux scienti-
fiques et à la population étudiante et modifiera sans doute les schémas de citation. 
Le nombre de références au sein des articles continue de grandir. On ne peut que 
rarement présumer que la liste des références d’une publication quelconque repré-
sente l’ensemble optimal de sources nécessaires et suffisantes pour son contenu.
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Citer les données
Une chose que l’on sait sur la citation de données est qu’elle est rare. Les études 
montrent que seul un faible pourcentage d’articles comportent des données dans les 
bibliographies ou les notes de bas de page, même si leur nombre augmente depuis 
quelques années. Là encore, il est difficile de comparer les résultats parce que les 
citations peuvent être présentées sous forme de renvois bibliographiques, d’URN, de 
mentions dans le texte ou par d’autres moyens. Il est donc compliqué de comparer 
les chiffres. Dans les articles, les données sont souvent rapportées ou incluses sous 
forme de tableaux et de figures. Certains domaines publient des « data papers  » 
(publications de données) et des « instrument papers » (publications d’instruments) 
pour reconnaître des contributions spécifiques. Ces publications, très citées, servent 
de proxy pour la citation des données proprement dites. À l’inverse, les auteurs et 
autrices ont aussi recours à des données sans les citer, comme les exemples de pre-
mier plan et d’arrière-plan évoqués au chapitre 8.
Déterminer ce qui constitue une citation ou une utilisation de données est complexe 
et dépend du contexte. Comme nous l’avons vu dans l’exemple de l’observatoire de 
rayons X Chandra au chapitre 8, les archivistes de données astronomiques ne sont 
pas d’accord sur la définition d’« observation », qui représente l’unité fondamentale 
pour la classification. La communauté a fini par parvenir à un consensus internatio-
nal sur les bonnes pratiques de statistiques d’utilisation des données. Leur mise en 
œuvre repose sur le travail des professionnelles et professionnels de l’information, 
qui se chargent de créer des liens entre publications et jeux de données, puisque les 
auteurs et autrices citent rarement de manière explicite les données qu’ils utilisent.
Clair ou contesté : qui crédite-t-on ? À qui attribue-t-on ?
La seule métadonnée sur laquelle tous les styles de citation sont d’accord est le créa-
teur ou la partie à l’origine de l’objet cité. Dans la plupart des cas, le créateur est un 
auteur ou une autrice, ou plusieurs. Dans d’autres, il peut s’agir d’un organisme tel 
qu’un comité, une collaboration de recherche ou une agence, par exemple la National 
Science Foundation (NSF). Dans d’autres cas encore, les parties à l’origine des don-
nées peuvent être des contributeurs et contributrices, des relecteurs et relectrices, 
des traducteurs et traductrices, des interprètes, des artistes, des conservateurs et 
conservatrices, des illustrateurs et illustratrices, etc. Les mentions de responsabilité 
sont devenues si complexes que d’aucuns ont suggéré de les traiter comme des 
génériques de films, avec de longues listes d’individus et d’organisations recensés 
par catégories.
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Nommer l’auteur cité
L’étape la plus simple du processus de citation est la création de la liste de références 
à inclure dans la publication. Chaque référence crédite les créateurs et créatrices en 
les nommant. Pour le citateur ou la citatrice, les noms de ceux qui ont créé le docu-
ment cité peuvent sembler clairs : ils correspondent à la mention de responsabilité 
telle qu’elle figure sur le document. Dans les articles de revue d’aujourd’hui, les men-
tions d’auteur sont explicites et faciles à restituer dans les citations. Dans d’autres 
cas, le citateur doit décider au mieux qui doit être reconnu pour sa contribution. 
Le fameux rapport de la NSF sur la cyberinfrastructure est cité sous les noms de 
« rapport Atkins », « Blue Ribbon Panel Report on Cyberinfrastructure », qui est une 
forme abrégée de son nom complet, Revolutionizing Science and Engineering through 
Cyberinfrastructure : Report of the National Science Foundation Blue-Ribbon Panel on 
Cyberinfrastructure, ou par les noms des auteurs du panel (Atkins et al., 2003).
Pour maintenir des points d’entrée cohérents, les catalographes se réfèrent à des 
règles qui s’étendent sur des centaines de pages. En revanche, les citateurs et 
citatrices ont tendance à prendre des décisions ad hoc en matière de reconnais-
sance, bien que des consignes existent dans la plupart des manuels de publication. 
Lorsque les références sont inexactes, ces variantes prolifèrent dans les moteurs de 
recherche et les bases de données bibliographiques. En dépit de la cohérence des 
mentions d’auteur dans chaque publication, on trouve des renvois aux publications 
de Christine L. Borgman avec ou sans l’initiale et parfois avec le patronyme germa-
nique «  Borgmann ». Les auteurs et autrices aux noms courants peuvent être confon-
dus quand les initiales sont omises : Clifford A. Lynch et Cecilia P. Lynch deviennent 
ainsi « Lynch, C. ». Les variantes des noms, des dates, des numéros de pages, des 
DOI, des URN et d’autres détails des publications mettent à mal la découverte d’infor-
mation. L’exactitude des statistiques de citations s’en ressent.
Pour compliquer encore davantage les choses, la même personne peut publier ou 
être connue sous différents noms, comme nous l’évoquerons un peu plus loin à pro-
pos des questions d’identité. Les créateurs et créatrices de documents et de jeux 
de données fournissent souvent une forme de citation à privilégier, ce qui contribue 
à la cohérence sans toutefois la garantir. La reconnaissance du créateur du contenu 
de pages web et de littérature grise est moins uniforme encore. Les moteurs de 
recherche peuvent résoudre certains types d’ambiguïté dans les références, mais 
certaines formes peuvent avoir si peu en commun qu’il est difficile de voir qu’elles 
pointent vers le même objet.
L’honneur ultime est peut-être de voir ses idées mentionnées, mais sans être pour 
autant nommé dans une référence bibliographique. Une fois que des idées sont 
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communément acceptées, des citations peuvent être oblitérées par incorporation 
(McCain, 2012), ce qui brouille la piste intellectuelle. La notion de « diffusion des inno-
vations », par exemple, est souvent évoquée sans référence à Everett M. Rogers, qui a 
forgé l’expérience (Rogers, 1962). Cette oblitération est fréquente dans la recherche 
et pas toujours intentionnelle. Ce qui est de notoriété publique dans un champ peut 
constituer une découverte dans un autre. Les scientifiques, comme les étudiants 
et étudiantes, peuvent ignorer les origines d’une idée. Dans certains domaines des 
sciences humaines, notamment, les auteurs et autrices font des références voilées 
aux idées d’autrui, car ils partent du principe que le lectorat participe à une conver-
sation déjà entamée au sein de la communauté. Retrouver la source d’une idée peut 
tenir aussi bien de l’enquête historique et de la criminalistique que de la bibliométrie.
Négocier la reconnaissance auctoriale
Déterminer quelles parties ont le droit d’être nommées comme autrices d’une publi-
cation ou d’un jeu de données est un processus autrement plus complexe. La pater-
nité et les autres formes de responsabilité sont des conventions sociales, qui varient 
selon les personnes, les laboratoires, les communautés, les médias et les époques. 
Jusqu’au milieu des années 1950, la plupart des publications n’étaient signées que 
d’une personne. À mesure que le nombre d’auteurs et d’autrices par article augmen-
tait, la responsabilité d’une publication s’est diluée (Wuchty et al., 2007). À la fin des 
années 1990, les articles comptaient souvent plusieurs auteurs, voire des centaines ; 
la proportion des publications d’un seul auteur continue de décroître (Davenport et 
Cronin, 2001 ; King, 2013).
Les collaborateurs et collaboratrices négocient qui est nommé en tant qu’auteur 
dans chaque article et dans quel ordre. Avec l’augmentation de la valeur du crédit 
auctorial et des citations, ces négociations se sont faites plus litigieuses. Rédiger 
le propos, recueillir des données, compiler la bibliographie, analyser les données 
ou fabriquer des instruments peut donner ou non le droit d’être nommé comme 
auteur. On confère parfois une paternité de courtoisie aux directeurs et directrices 
de départements ou de laboratoires qui ont recueilli les fonds, indépendamment de 
leur implication dans cette publication en particulier. La paternité peut être parta-
gée entre différents articles : certains membres d’une collaboration seront nommés 
dans les data papers, d’autres dans les instruments papers et d’autres enfin dans les 
articles scientifiques, comme c’est le cas en astronomie. En recherche par sondages, 
celles et ceux qui ont rédigé les questionnaires peuvent ne pas être nommés comme 
auteurs dans chaque article ; pourtant, ce sont eux qu’il sera important de contacter 
en cas de réutilisation des données.
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Le statut de premier auteur peut tourner selon un ordre préétabli ou être assigné à 
celle ou celui qui « en a besoin » pour un entretien d’évaluation, une recherche de 
poste ou un exercice national d’évaluation. Dans certaines disciplines, la position de 
premier auteur est la plus importante ; dans d’autres, c’est la dernière place qui est 
la plus prestigieuse. Les noms peuvent être classés par ordre alphabétique, parfois 
en deux listes : la première pour les étudiantes et étudiants et la seconde pour les 
professeures et professeurs. Les personnes indiquées comme auteurs ou autrices 
chargés de la correspondance peuvent être les plus influentes, quel que soit l’ordre 
d’apparition des noms.
Les publications comprennent souvent des sections de remerciements qui identifient 
des contributions autres que la paternité. Ces remerciements sont rarement pris en 
compte dans les évaluations bibliométriques. Les quelques travaux concernant leur 
rôle dans la communication savante confirment que des remerciements spécifiques 
peuvent représenter une importante documentation des relations entre personnes et 
idées (Cronin et Franks, 2006 ; Cronin, 1995). Ainsi, les sources de financement sont 
souvent nommées, mais pas sous forme de citations, pas plus qu’elles ne sont recon-
nues comme autrices. Une ontologie des sources de financement, contenant une 
taxonomie de plus de quatre mille noms normalisés de financeurs, est en cours de 
développement pour que les auteurs, les autrices et les maisons d’édition puissent 
taguer leurs sources dans les publications (CrossRef, 2013). En standardisant la 
forme de référence, les organismes de financement et les maisons d’édition espèrent 
améliorer le traçage des publications qui résultent d’un financement spécifique.
Lorsque les auteurs et autrices sont peu nombreux, la paternité de chaque article se 
négocie en interne entre les collaborateurs et collaboratrices. En revanche, dans les 
domaines où chaque publication est signée par un grand nombre d’auteurs, comme 
en médecine, en biologie et en physique, les maisons d’édition édictent des règles qui 
précisent ce qui donne droit à la qualité d’auteur (Committee on Publication Ethics, 
2013 ; International Committee of Medical Journal Editors, 2013)3. On peut demander 
à tous les auteurs d’approuver le manuscrit final avant publication. Certaines revues 
demandent des déclarations ou mentions comportant différentes catégories qui 
identifient les contributions de chaque auteur à la recherche ou à la rédaction. Ces 
contributions peuvent comprendre la collecte de données, leur analyse, la rédaction 
et ainsi de suite, mais les catégories sont moins précises que la centaine de rôles de 
SCoRO (Shotton, 2013).
Dans des domaines comme la physique des particules, la paternité peut être col-
lective. Par exemple, le premier article du CERN sur le boson de Higgs mentionne 
3. Pour une version française des recommandations de l’IcMJe, voir Maisonneuve, 2019.
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comme auteur « The Atlas Collaboration », suivi d’une liste de 2 392 noms (Aad et 
al., 2012). Les critères de paternité sont spécifiés explicitement par la collaboration 
du CERN. Ceux-ci sont fixés pour une période prédéfinie afin que ceux et celles qui 
ont contribué au projet à ses débuts voient leur travail reconnu. Par conséquent, des 
personnes décédées peuvent être autrices (Mele, 2013). L’article d’Aad (et al., 2012) 
« est dédié à la mémoire de nos collègues de l’ATLAS qui n’auront pu voir pleine-
ment les effets et l’importance de leurs contributions à l’expérience ». Cependant, se 
montrer explicite n’empêche pas la controverse. Peter Higgs, qui a donné son nom 
au boson, n’est qu’un des quelques théoriciens qui ont suggéré son existence (Cho, 
2012). Le prix Nobel de physique a été attribué à Higgs et à François Englert et non à 
la collaboration Atlas, comme certains l’espéraient.
Le nombre d’auteurs et d’autrices par article a crû plus lentement dans les sciences 
humaines, où la signature unique reste la norme dans de nombreux domaines. Les 
articles à plusieurs mains peuvent être un assemblage de sections signées par un 
seul auteur. Par exemple, en histoire de l’art et archéologie antiques, que nous avons 
décrites au chapitre 7, les articles à plusieurs mains sont organisés en unités dis-
tinctes, chacune signée d’un ou deux auteurs (Contadini et al., 2002  ; Faoláin et 
Northover, 1998 ; Kurtz et al., 2009).
Responsabilité
Les discussions d’aujourd’hui sur la qualité d’auteur raniment de très vieux débats 
sur la responsabilité dans l’invention d’idées ou de la création de documents. La 
notion de responsabilité individuelle et collective a varié au cours des siècles selon 
les cultures et les contextes (Eisenstein, 1979  ; Fitzpatrick, 2011). Autrefois, les 
écrits religieux, les œuvres d’art et les autres artefacts du patrimoine culturel ne 
portaient ni signature ni date. Depuis, la recherche s’efforce d’identifier leurs origines 
et leur provenance, qui peuvent rester contestées des siècles durant. Les scienti-
fiques cherchent à reconstituer des textes qui ont été copiés, fusionnés, divisés, glo-
sés, annotés, corrigés et traduits sur de longues périodes. Les textes étaient aussi 
transmis oralement, changeant légèrement au gré des répétitions et des rédactions, 
comme dans le cas des études bouddhiques au chapitre 7.
Les personnes qui consignent des idées contribuent à l’histoire documentée qui tra-
verse le temps. Elles ne comptent pas seulement des savantes et savants, mais aussi 
des moines, des scribes, des boutiquières et boutiquiers et des employées et employés 
administratifs, qui créent des traces. Du travail que nous considérerions aujourd’hui 
comme du plagiat peut, dans d’autres contextes, être perçu comme de la recherche 
à part entière. Les frontières entre la rédaction, la correction et la copie s’estompent 
au fil du temps. De nombreux rôles peuvent s’avérer  importants lorsqu’on retrace la 
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responsabilité de la création de documents. Un tradent («  passeur »), par exemple, 
est un producteur de texte qui transmet des vérités spirituelles, parfois de manière 
anonyme (Mayer, 2010). Les savants dont le nom a été oblitéré par l’ incorporation 
de leurs idées dans le canon moderne (McCain, 2012) sont membres du plus vaste 
groupe des contributeurs et contributrices inconnus du savoir. C’est pour toutes 
ces raisons, et d’autres encore que certains préfèrent redéfinir la qualité d’auteur 
ou paternité (authorship) comme qualité de contributeur (contributorship) (Harvard 
 University et Wellcome Trust, 2012).
Reconnaissance pour la création de données
La capacité à trouver et réutiliser des données s’améliore lorsque les parties res-
ponsables de leur création peuvent être identifiées. Cependant, la notion de respon-
sabilité de la création des données n’est pas mieux comprise que celle de paternité 
dans le canon bouddhique. Les compilations de données, par exemple les cartes 
de navigation, les tables de logarithmes et les registres de recensement, restent 
utiles malgré l’anonymat des responsables de leur création. Les rôles des auteurs 
et autrices, relecteurs et relectrices, compilateurs et compilatrices, contributeurs 
et contributrices, collectionneurs et collectionneuses sont difficilement séparables. 
La reconnaissance et l’attribution sont, dans certaines circonstances, distinctes, au 
sens où les parties utilisatrices des données peuvent avoir la responsabilité légale 
d’attribuer la source par une citation particulière (Pearson, 2012). La distinction entre 
création d’information et compilation de faits a des implications juridiques en matière 
de droit d’auteur.
La paternité au sens des publications ne s’applique pas bien aux données, pour les 
raisons présentées aux chapitres 3 et 8. Les publications sont des argumentaires 
présentés par des auteurs et autrices, alors que les données sont des preuves qui 
servent à étayer l’argumentaire. Ces données peuvent provenir de nombreuses 
sources et beaucoup de personnes, d’instruments et de procédures peuvent les 
avoir affectées en route. Une publication constitue un objet singulier, compréhen-
sible par lui-même pour le lectorat visé. Les données ne peuvent être comprises 
isolément : elles dérivent leur sens d’un contexte et d’objets connexes, comme des 
protocoles, des logiciels, une instrumentation, une méthodologie et les publications 
qui les décrivent. Il est souvent impossible de nommer précisément l’ensemble des 
personnes responsables de la création d’un jeu de données, encore moins de les 
mentionner dans une liste d’auteurs et autrices. Lorsque les jeux de données sont 
vastes, comme un relevé astronomique, on rédige des data papers pour les expliquer 
afin que d’autres puissent s’en servir. Les citations de ces données pointent vers les 
data papers et non directement vers les jeux de données.
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Quand nous avons interrogé pour la première fois les chercheurs et chercheuses du 
CENS sur la paternité de leurs données, il est apparu clairement qu’ils ne se retrou-
vaient pas dans cette terminologie (Wallis et al., 2008). Les données sont associées 
à des publications, mais il ne s’agit pas d’une correspondance biunivoque. Un seul 
jeu de données peut donner lieu à de multiples articles et un même article peut 
s’appuyer sur plusieurs jeux de données. Une étude plus approfondie a révélé que la 
principale raison pour laquelle les données n’étaient pas versées à des référentiels 
était l’absence d’accord sur la responsabilité au sein de l’équipe. Il n’était pas clair 
qui, de la chercheuse ou du chercheur principal, de l’étudiante ou étudiant chargé 
de l’analyse des données ou d’un autre membre de l’équipe, devait assumer la res-
ponsabilité de la diffusion ou de la publication des données (Wallis et al., 2013). Les 
étudiants et chercheurs postdoctoraux qui recueillaient et analysaient les données 
connaissaient le mieux leurs caractéristiques et leur provenance. Les chercheurs 
principaux sont légalement responsables du projet ; ce sont eux qui sont les auteurs 
chargés de la correspondance sur la plupart des articles. L’auteur chargé de la corres-
pondance peut être la personne ayant l’adresse la plus stable et pas nécessairement 
la personne connaissant le mieux les détails de la conduite de la recherche.
La thèse de Jillian Wallis (2012) représente à ce jour le travail le plus complet sur les 
questions de paternité et de responsabilité de la gestion des données, bien qu’elle ne 
concerne qu’un seul centre de recherche, à savoir le CENS. Wallis a étudié comment 
les chercheurs et chercheuses percevaient leur responsabilité par rapport aux don-
nées, comment les tâches de gestion des données étaient réparties dans l’équipe, 
de quelles tâches les individus étaient tenus pour responsables et à quel niveau. Bien 
que les détails des tâches de gestion varient selon les sujets de recherche et les 
équipes, elle a observé différents schémas de responsabilité au sein des six équipes 
étudiées. La responsabilité changeait parfois d’épaules au cours d’un projet, lorsque 
les données étaient transmises d’une personne à une autre. La paternité des articles 
et la responsabilité de la gestion de données étaient entremêlées à bien des égards. 
Dans tous les cas, la « responsabilité des données » était une notion vague qui néces-
sitait souvent de longues discussions pour l’expliquer (Wallis, 2012, p. 174).
Attribuer les données facilite la réutilisation dans la mesure où les individus qui en 
sont responsables peuvent être contactés. Lorsque les données sont découvertes 
par le truchement des publications qui les décrivent, les auteurs et autrices sont 
le premier point de contact. Le mérite des données est donc associé au mérite 
des publications. Parce que les scientifiques tirent des avantages des références 
à leurs publications, la plupart préfèrent qu’on cite ces dernières plutôt que leurs 
jeux de données.
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Lorsque les jeux de données sont cités indépendamment de publications, des 
questions de traçabilité se posent. Le problème de la provenance persiste à 
mesure que les jeux de données sont fusionnés et explorés. Le problème de 
l’inférence sur plusieurs phases, évoqué au chapitre 8, se pose lorsque des par-
ties en bout de chaîne ont besoin de comprendre les premières phases de trai-
tement des données. Les registres de provenance doivent accompagner les jeux 
de données sur plusieurs générations, ce qui suppose un investissement consi-
dérable dans la conservation. La provenance est aussi une affaire de reconnais-
sance des contributions. Bien que certains chercheurs et chercheuses placent 
leurs données dans le domaine public en abandonnant leurs droits, la plupart des 
créateurs et créatrices souhaitent être crédités lors des usages ultérieurs. Les 
registres de provenance peuvent comporter des contrats, comme des licences 
qui précisent ce que l’on peut faire avec des données, à qui il faut les attribuer et 
comment (Ball, 2012 ; Guibault, 2013).
Nom ou numéro : questions d’identités
Les références pointent vers des objets spécifiques, qu’il s’agisse de publications, 
de jeux de données, de personnes, d’endroits, de pages web, de documents, de logi-
ciels, de processus informatiques ou d’autres entités. Dans l’idéal, ils sont identifiés 
de manière unique afin d’établir une relation précise entre l’entité citante et l’en-
tité citée. Les identifiants et les fiches de métadonnées, qui constituent les formes 
usuelles de représentation des objets de recherche, doivent permettre aux gens et 
aux machines de repérer, découvrir et trouver des objets citants et cités. Par ailleurs, 
l’identification doit perdurer aussi longtemps que l’objet pour que la citation reste 
exacte et découvrable. En pratique, ni l’identité ni la pérennité ne sont absolues. 
Les gens changent de noms, les documents changent de version, les objets numé-
riques changent d’emplacement lorsqu’ils sont transférés sur un autre ordinateur et 
changent de formes lorsqu’ils sont migrés sur de nouvelles générations de logiciels et 
cessent d’être identiques à l’octet près. Comme nous l’avons évoqué au chapitre 3, le 
document de référence est bien moins stable dans un environnement numérique que 
sur papier, qu’il soit une publication ou des données. Pour reprendre le point de vue 
de Herbert Van de Sompel (2013), il peut être nécessaire de bâtir des infrastructures 
non pas pour une seule « version de référence », mais pour plusieurs.
Identifier des personnes et organisations
L’identité et la pérennité sont des problèmes épineux dont les racines conceptuelles 
sont profondes. Les individus endossent de nombreux rôles et identités, malgré les 
efforts de Facebook pour les fondre en une : auteur, correcteur, étudiant, enseignant, 
employeur, employé, parent, enfant, ami, collègue, supérieur hiérarchique, citoyen, 
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frère, conducteur, membre et ainsi de suite. Les personnes peuvent porter sur elles 
de nombreuses formes d’identification, chacune arborant un identifiant unique au 
sein d’un espace de nom : permis de conduire, passeport, badge d’entreprise, carte 
électorale, cartes d’assurance, cartes de crédit, cartes de paiement, cartes grand 
voyageur, cartes de fidélité et cartes de club de sport. Chaque tentative de création 
d’une identification universelle se heurte aux mêmes problèmes : comment identifier 
une personne dans un but donné, qui est concerné et dans quelles circonstances 
l’identification est utilisable. Un permis de conduire est exigé pour louer une voiture, 
un passeport est nécessaire pour traverser une frontière internationale. Ces formes 
d’identification ne sont pas interchangeables à ces fins, mais toutes seront accep-
tées au moment de vérifier un billet d’avion pour un vol intérieur.
Établir une forme cohérente et pérenne d’un nom de personne est un chemin semé 
d’embûches. La notion même de nom de famille est très contestée et l’ordre des 
noms dépend largement du contexte. Faire cohabiter des variantes contemporaines 
de noms est difficile ; faire de même avec des variantes historiques exige des connais-
sances considérables. Les noms légaux apparaissent dans les jeux de caractères de 
leur langue d’origine. Quand ils sont translittérés en anglais, les idéogrammes chinois 
et les diacritiques hongrois disparaissent. En Asie et en Europe centrale, le nom de 
famille précède généralement le prénom. Ainsi, Berend Ivan en Hongrie et Ivan Berend 
aux États-Unis sont une seule et même personne. Les étudiantes et étudiants asia-
tiques en échange en Occident adoptent fréquemment des prénoms occidentaux, 
ainsi Ding Jian peut-il devenir James Ding ; les Occidentales et Occidentaux peuvent 
choisir un nom asiatique quand ils travaillent sur place. Dans les traditions latines et 
hispaniques, les conjoints et les enfants prennent des noms de famille composés afin 
de rendre hommage à leurs parents et à leur partenaire. Dans certaines régions, des 
préfixes et suffixes apparaissent à l’occasion d’un mariage ou même d’un diplôme. 
Les époux prennent parfois le titre honorifique de leur conjoint. Les individus s’iden-
tifient eux-mêmes par des noms appropriés à chaque occasion  : signature d’une 
œuvre, document légal ou activité sociale. Ce ne sont là que quelques exemples de la 
variation des noms et de leurs usages au fil du temps, des langues, des régions et des 
contextes. Tout système d’information présumant que chaque personne dispose d’un 
nom unique et pérenne est voué à l’échec. Le défi consiste à regrouper de multiples 
versions de noms de manière suffisamment fiable pour que les systèmes puissent 
remplir leurs fonctions (Borgman et Siegfried, 1992).
Tout espace de nom où des personnes sont identifiées dispose de règles d’admissi-
bilité, d’identification et d’application. Les noms d’auteurs et d’autrices ne font pas 
exception. Les règles de catalogage des bibliothèques comprennent des critères 
pour identifier les auteurs, les éditeurs et éditrices, les illustrateurs et illustratrices 
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et les autres contributeurs et contributrices. Ces règles instaurent une cohérence au 
sein des catalogues et entre les indexeurs. La cohérence interne peut cependant se 
faire au prix du conflit entre systèmes. Comme les règles de catalogage découlent de 
règles sociales, elles reflètent des cultures nationales et régionales et varient selon 
les pays et les continents. Depuis que l’automatisation des bibliothèques s’est accé-
lérée dans les années 1960, les règles internationales se sont harmonisées, mais 
présentent toujours des variations. Les noms d’auteurs et d’autrices sont normalisés 
dans chaque pays par les bibliothèques nationales, mais les auteurs de livres sont 
mieux traités que ceux d’articles de revue.
Les fichiers de nommage des bibliothèques instaurent une forme privilégiée ou de 
référence parmi les variations des noms et des renvois. Par exemple, les auteurs et 
autrices qui publient sous pseudonyme peuvent être intégrés sous leur nom légal 
avec des références sous pseudonyme ou vice versa, selon le nom sous lequel ils 
sont le mieux connus. Ainsi, Samuel Langhorne Clemens publiait sous le nom de 
Mark Twain. Les entrées de catalogues Clemens renvoient vers Twain, du moins aux 
États-Unis. J. K. Rowling, autrice de la série « Harry Potter », a plus tard écrit sous un 
nom de plume, qu’elle a tenté de garder secret. Les registres sur les livres de la série 
sont saisis sous l’entrée J. K. Rowling avec des renvois depuis les variantes, comme 
Joanne Kathleen Rowling. Les catalographes détermineront un jour s’il faut ajouter 
des renvois depuis ses pseudonymes secrets.
Identité et découverte
Les systèmes d’information peuvent être divisés en deux grandes catégories : ceux 
qui organisent l’information au moment de son intégration et ceux qui l’organisent au 
moment de la recherche. Les systèmes de catalogage des bibliothèques appartiennent 
à la première catégorie : on investit dans l’infrastructure pour établir, coordonner et 
maintenir des formes d’entrée cohérentes. Ces lourds investissements sont rentabili-
sés à très long terme par la découvrabilité et la gestion de l’information. Les moteurs de 
recherche appartiennent à la deuxième catégorie : ils s’efforcent de désambiguïser et 
de mettre en correspondance les formes variantes au moment de la recherche. Cette 
dernière approche pose problème à grande échelle, puisque les formes que la machine 
ne parvient pas à mettre en correspondance sont renvoyées à l’individu qui effectue 
la recherche. Les longues listes de documents comportent des doublons en raison 
de la variation des noms d’auteurs et d’autrices, des titres d’articles, des dates et des 
autres descripteurs. Ces listes s’allongent avec la prolifération des revues scientifiques 
et l’augmentation du nombre d’auteurs par article. Les noms courants, tels que Smith, 
Jones, Garcia, Chen, Lee ou Nguyen sont difficiles à désambiguïser. Une autre difficulté 
est la croissance de la recherche automatique, où il n’y a pas d’être humain dans la 
boucle pour désambiguïser des noms semblables grâce à d’autres indices.
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À mesure que le problème d’échelle de la désambiguïsation des noms s’accélère, 
on recherche des solutions techniques et politiques. Les systèmes et services qui 
créent des identifiants uniques pour les auteurs et autrices pourraient organiser les 
ressources au moment de leur intégration, soit en créant une trace, soit en la conver-
tissant. Le VIAF, l’ORCID et l’ISNI sont des initiatives plus ou moins coordonnées pour 
normaliser les formes des noms. Le VIAF, c’est-à-dire le fichier d’autorité internatio-
nal virtuel ou Virtual International Authority File (2013), est un projet mené par les 
bibliothèques nationales et hébergées par l’OCLC (Online Computer Library Center). 
L’ORCID, pour Open Researcher and Contributor ID (Identifiant ouvert pour chercheur 
et contributeur), est conduit par le secteur de l’édition (Haak et al., 2012  ; Open 
Researcher and Contributor ID, 2011). Le Code international normalisé des noms ou 
ISNI, pour International Standard Name Identifier, est hébergé par l’OCLC, mais vise 
à l’identification bien au-delà de l’auteur et du contributeur. Cette norme ISO est éga-
lement employée pour les artistes, les interprètes et les autres formes d’ayant droit 
(International Standard Name Identifier International Agency, 2013).
Le VIAF est une initiative institutionnelle qui permet aux bibliothèques et à d’autres 
organisations d’employer des formes d’entrées préétablies dans leurs systèmes. Les 
auteurs et autrices, qu’ils soient vivants ou morts, ne participent pas directement au 
VIAF et la plupart ignorent son existence. L’ORCID, en revanche, dépend largement 
de la participation des auteurs et des institutions identifiés. Les individus sont encou-
ragés à s’enregistrer pour obtenir un identifiant et ensuite s’attribuer leurs publica-
tions, créant ainsi une bibliographie en ligne de leur travail. Les maisons d’édition 
participantes mettent en œuvre l’ORCID en demandant aux auteurs d’inclure leur 
numéro ORCID au moment de soumettre leur article. Les universités et les autres 
organisations sont incitées à revendiquer les publications de leurs auteurs, créant des 
bibliographies et proposant d’autres services, comme des bases de données d’exper-
tise professorale. L’ORCID se préoccupe essentiellement des auteurs contemporains, 
tandis que l’ISNI se consacre surtout à établir des identifiants pour les personnes et 
les traces qui figurent déjà dans des bases de données.
Dans la mesure où le VIAF, l’ORCID, l’ISNI et d’autres services sont adoptés et 
mis en place, l’infrastructure de gestion de l’information associée aux noms 
de personnes s’en trouvera consolidée. Leur réussite dépendra de leur capa-
cité à gérer des problèmes épineux en matière d’identification des noms, de 
confiance, de coopération et de flexibilité. Aucune entité unique ne saurait éta-
blir la confiance à elle seule. De nombreux auteurs et autrices sont soupçonneux 
des initiatives des maisons d’édition ou d’autres autorités centrales. Certains 
d’entre eux consacrent d’importants efforts au maintien de sites personnels et 
à la gestion de leur présence en ligne. D’autres ne le souhaitent pas ou n’en 
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sont pas capables. Beaucoup préféreraient que les bibliothécaires se chargent 
d’ entretenir leur présence bibliographique au sein de leur institution.
D’autres questions, plus larges, concernent les personnes qui ont l’autorité d’établir 
des identifiants, qui les entretiendront et qui les corrigeront. Certains de ces défis 
vont au cœur de la communication savante : qui a le droit de revendiquer une publi-
cation ? Des personnes non listées en tant qu’autrices peuvent-elles s’attribuer une 
publication ? Les universités peuvent-elles conférer des publications à des membres, 
passés ou présents, du corps enseignant, du personnel universitaire ou de la popu-
lation étudiante ? Qui peut revendiquer les publications de personnes décédées ? 
Comment résoudre les conflits ? Les individus peuvent-ils maintenir des identités 
multiples ? Une scientifique peut-elle tenir ses publications de recherche à part de 
ses écrits de fiction ? L’adoption dépend aussi de qui met en place et entretient le 
système d’identification. Elle peut réussir dans la mesure où les maisons d’édition, 
les universités, les bibliothèques, les archives de données et les autres parties pre-
nantes des systèmes opérationnels investissent les ressources humaines et tech-
niques nécessaires. Mais dans la mesure où l’adoption dépend de l’investissement 
des chercheurs et chercheuses dans la prise en charge leur identité, ce n’est pas sûr. 
La situation la plus comparable serait l’adoption des référentiels institutionnels, où 
le taux de contribution des auteurs est faible. Leur réussite a largement reposé sur 
l’investissement des bibliothèques dans l’acquisition, le catalogage et le dépôt de 
publications au nom des auteurs affiliés.
Identifier des objets
Il n’est pas plus facile d’attribuer un identifiant unique à des objets de recherche 
qu’à des personnes ou à des organisations. La découverte d’informations dépend 
de l’identification d’éléments de manière unique et de leur association avec des élé-
ments connexes. Une recherche sur le mot « Hamlet » qui remonte des centaines de 
traces est rarement utile, surtout lorsque les résultats comprennent aussi bien des 
pièces de Shakespeare que des hameaux (hamlet en anglais). Les auteurs et autrices 
doivent choisir quelle version d’une œuvre ils citent et dans quelle traduction, comme 
pour les références à Borges et Galilée que nous avons faites dans les chapitres 
précédents. Chaque partie prenante et chaque espace de nom ont leurs propres 
méthodes pour gérer les relations et les renvois. Par exemple, les principes de catalo-
gage des bibliothèques sont fondés sur une hiérarchie des œuvres, des expressions, 
des manifestations et des éléments qui peuvent être intégrés dans les systèmes de 
recherche (Mimno et al., 2005).
Les livres semblent être les objets les plus stables à identifier. Cependant, ils existent 
non seulement en de nombreux exemplaires, mais aussi en différents formats – relié 
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ou de poche –, en de multiples éditions numériques et sous différentes traductions : 
chacune de ces versions dispose d’un numéro unique dans l’espace de noms du 
Numéro international normalisé du livre ou ISBN (pour International Standard Book 
Numbers) [International Standard Book Number Agency, 2013]. Les variantes, par 
exemple un film, une pièce, une édition jeunesse ou une réédition par une autre 
maison, exigent de nouveaux ISBN. Les bibliothèques cataloguent chaque ouvrage 
avec suffisamment de métadonnées pour le distinguer des œuvres proches. Les 
bibliothèques de prêt affinent encore cette distinction en attribuant un numéro local 
unique à chaque exemplaire pour que ceux-ci puissent être empruntés par les usa-
gères et usagers. Ces derniers disposent par ailleurs de numéros uniques de cartes 
de bibliothèque, qui sont propres à l’institution.
De même, les revues se voient attribuer un numéro international normalisé des publi-
cations en série ou International Standard Serial Number (ISSN) qui les identifie de 
manière unique (International Standard Serial Number International Centre, 2013). 
Les revues changent parfois de nom, ce qui aboutit à un nouvel ISSN. Par exemple, 
la revue American Documentation est devenue le Journal of the American Society for 
Information Science (JASIS), puis le Journal of the American Society for Information 
Science and Technology (JASIST), et enfin le Journal of the Association for Information 
Science and Technology (JASIST). Malgré la continuité de la société savante et du 
comité de rédaction, la revue dispose de quatre ISSN. Les indicateurs de citations 
reviennent à chacun des noms et numéros séparément.
Les ISBN et ISSN, conçus à l’origine pour les publications papier, ne sont pas suf-
fisamment précis pour gérer des articles de revue individuels. Les Digital Object 
Identifiers ont été créés par le secteur de l’édition à la fin des années 1990 pour 
assigner un identifiant unique et pérenne à des publications (Paskin, 1997, 1999). Ils 
ont été largement adoptés pour les articles de revue et attribués rétrospectivement à 
des documents plus anciens. Un DOI est une sous-catégorie de Handle, un système 
d’identifiants uniques et pérennes pour des ressources en ligne (Corporation for 
National Research Initiatives, 2013). À mesure que l’usage des DOI s’est démocratisé, 
il a perdu en cohérence, les identifiants servant parfois à faire référence à un article, 
parfois à citer des tableaux ou des figures individuels au sein d’une publication et, 
parfois à renvoyer à des données. Les formes alternatives des publications, comme 
les prépublications dans des référentiels, peuvent recevoir un DOI indépendant de 
celui de l’article publié. Les DOI sont aussi adoptés dans d’autres secteurs, comme 
celui du cinéma, ce qui mène à une application moins cohérente. Les mérites des 
DOI, URL, URN et des autres systèmes d’identification des objets numériques sont 
chaudement débattus (Altman et King, 2007 ; Van de Sompel et Lagoze, 2009 ; Van 
de Sompel et al., 2012).
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Derrière les débats sur le choix des identifiants d’objets se cache l’épineux problème 
de la granularité. Quelle unité de la publication faut-il citer ? La réponse se fait moins 
claire maintenant que les articles apparaissent en de multiples versions et que des 
sous-sections, comme des tableaux ou des figures, en sont citées individuellement 
(Cronin, 1994 ; Nielsen, 2011). La citation bibliographique répond à certains de ces 
problèmes en référençant des publications complètes ou en effectuant un « lien pro-
fond » vers des numéros de page grâce aux notes de bas de page. Les références à des 
publications complètes, comme le préconise le guide de style que nous employons 
ici (Chicago Manual of Style, 2010), créent une liste unique d’ouvrages cités à la fin 
de la publication. L’usage d’expressions comme ibid. ou op. cit., courantes dans les 
styles de citation du droit et des sciences humaines, conduit à décrire le même objet 
différemment dans la première référence, les références suivantes sur la même page 
et les références ultérieures dans le reste du document citant. Dans ce cas, une 
bibliographie listant tous les éléments en note peut être fournie à la fin de la publica-
tion, ou non. Lorsque les notes de bas de page se réfèrent seulement à des portions 
d’un document par des numéros de page, il peut être impossible d’identifier l’objet 
complet cité. Après avoir longtemps été un identifiant stable des publications papier, 
les numéros de page sont, dans les objets numériques, souvent vides de sens. En 
effet, la longueur de la page peut dépendre de la taille et de la forme de l’écran où elle 
est affichée ; si numéros de page il y a, ils sont assignés par l’appareil de visionnage.
Les annexes jointes aux articles de revue constituent un autre domaine où les unités 
de données posent question. De nombreuses revues, notamment dans les sciences 
exactes, demandent des informations complémentaires nécessaires à l’interpréta-
tion, à la vérification ou à la reproduction de la recherche. Ces annexes, qui peuvent 
comprendre des jeux de données, sont le plus souvent disponibles exclusivement en 
ligne par un lien depuis l’article. La prolifération des compléments a suscité des inquié-
tudes quant à la notion d’un rapport de recherche se suffisant à lui-même (Maunsell, 
2010). Pour compliquer encore les choses, les moteurs de recherche indexent rare-
ment ces ressources, ce qui diminue leur découvrabilité. Les bonnes pratiques en 
matière d’informations complémentaires promulguées par les organismes de norma-
lisation internationaux distinguent entre le contenu intégral, le contenu annexe et le 
contenu connexe (National Information Standards Organization, 2013).
Chaque référentiel dispose de ses propres règles sur le périmètre d’un jeu de don-
nées ou d’une autre unité de dépôt (Gutmann et al., 2009). Citer des données héber-
gées dans un référentiel est le cas le plus simple au point de vue de la granularité et le 
premier évoqué par DataCite. DataCite est une organisation internationale à but non 
lucratif qui cherche à faciliter la découverte, l’utilisation et la réutilisation des don-
nées. Ses partenaires comptent des bibliothèques nationales, des bibliothèques de 
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recherche, des sociétés savantes, des associations professionnelles, des organismes 
de normalisation et la DOI Foundation (Brase et al., 2014 ; DataCite, 2013).
Les données sont particulièrement difficiles à identifier parce qu’elles peuvent 
consister en de nombreux types d’objets et en de nombreuses versions : échantillons 
physiques, traces numériques, jeux de données à divers niveaux de traitement, car-
nets de laboratoires, guides de codification, notes de terrains, documents archivis-
tiques, photographies, annotations, etc. Le problème d’unité se démultiplie lorsque 
ces objets et d’autres éléments numériques tels que des conférences, des slides, des 
tableaux, des figures, des vidéos, des tweets et des billets de blogs reçoivent des 
identifiants uniques.
Les rapports entre ces nombreux objets sont rarement hiérarchiques. Ils constituent 
plutôt un réseau essentiel à la compréhension de la provenance d’un jeu de données. 
Les modèles formels de ces relations, comme l’Object Reuse and Exchange (ORE), 
peuvent aider à lier et découvrir les jeux, mais réclament un travail important (Pepe et 
al., 2010). Les objets tirés de la recherche au sein du CENS pouvant être représentés 
dans ORE sont présentés à la figure 9.1.
Les données existent en de nombreuses unités et à de nombreux endroits et peuvent 
être citées de nombreuses façons à de nombreuses fins. Le principe de granularité 
évoqué plus haut encourage les auteurs et autrices à citer « les descriptions les plus 
fines nécessaires à l’identification des données » (CODATA-ICSTI Task Group on Data 
Citation Standards and Practices, 2013). Citer des unités de petite taille, tels des 
tableaux, des cellules de tableaux, des figures et sous-parties de figures peut facili-
ter la traçabilité, surtout si elles sont susceptibles d’être replacées dans le contexte 
d’unités plus grandes. En revanche, citer des données transmises en continu (strea-
ming), où les jeux ne constituent qu’un cliché d’un instant T, est un tout autre défi. 
La capacité à identifier des données de manière unique et pérenne tout en facilitant 
la cohabitation d’éléments connexes est un problème classique du catalogage des 
bibliothèques, des pratiques archivistiques, de la recherche d’information et de la 
citation de données (Agosti et Ferro, 2007 ; Renear et al., 2010 ; Svenonius, 2000).
Théorie et technologie : les citations comme actions
Désormais, les méthodes de citation s’incarnent dans les technologies permet-
tant de créer, découvrir, chercher, fouiller, compter et cartographier des citations. 
Un simple clic sur la barre d’un explorateur peut créer une notice bibliographique 
dotée de métadonnées complètes pour présenter des références dans les styles 
de différentes revues. À l’heure où nous écrivons, Zotero intègre 6  789  styles 
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bibliographiques (Zotero, 2014). Les renvois d’un article à l’autre sont des liens 
cliquables. Les citations sont des termes de recherche pour trouver des articles. 
Les décomptes de citations d’auteurs et d’autrices produisent l’indice h, l’indice 
g et d’autres indicateurs de l’influence scientifique. Les décomptes de citations 
de revues deviennent les facteurs d’impact des revues (JIF, pour Journal Impact 
Factor), qui servent à classer les médias de publication et se matérialisent dans 
des listes de périodiques où publier pour obtenir un poste ou une promotion. Les 
cartes de citation servent à modéliser le flux des idées et l’influence des universités 
et des pays.
Figure 9.1. Exemple de cycle de vie scientifique du Center for Embedded 
Networked Sensing
Crédit : Pepe et al., 2010. 
Certaines de ces technologies s’appuient sur les théories de la communication 
savante. D’autres sont des solutions techniques pour la gestion d’objets numériques, 
élaborées sans se référer aux diverses origines ou à la longue histoire du contrôle 
bibliographique. Dans un cas comme dans l’autre, la conséquence possible est que 
le code du logiciel détermine ce qu’on peut citer ou non, comment les citations sont 
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réalisées et ce qu’on peut en faire. Lawrence Lessig a expliqué comment le code 
peut verrouiller des pratiques et barrer la route à des influences essentielles, telles 
que les normes sociales, les marchés et le droit (Lessig, 1999, 2001, 2004). Les choix 
préliminaires sont importants  : or, nous sommes aux débuts de l’élaboration des 
pratiques de reconnaissance, d’attribution et de découverte des données. Les choix 
faits dans les premiers jours des technologies, comme les claviers des machines à 
écrire, ont une influence à long terme que leurs inventeurs et inventrices n’auraient 
pu imaginer (David, 1985 ; Mullaney, 2012).
Dans un monde papier, les citations sont des liens stables entre des objets fixes. Dans 
un monde numérique, elles lient des objets mouvants. Ni l’objet citant ni l’objet cité 
ne peuvent être fixés indéfiniment en une forme ou en un emplacement. Pour utiliser 
les citations aux fins de la reconnaissance, de l’attribution et de la découverte, il faut 
imposer des notions de fixité à l’infrastructure. Des identifiants uniques et pérennes, 
par exemple, sont essentiels pour maintenir la provenance. Si les objets changent de 
version, de nouveaux identifiants et liens sont nécessaires. En retour, il faut prévoir 
des règles de versionnage pour établir quel degré de changement constitue une nou-
velle version. En génie logiciel, le contrôle de version est codifié. Les domaines de 
recherche reposant sur les mégadonnées, comme l’astronomie, codifient souvent les 
versions sous forme de data releases. Cependant, dans la plupart des contextes, le 
contrôle de version est une affaire de pratiques locales.
Risques et récompenses : 
les citations comme monnaie d’échange
L’un des principaux arguments en faveur de la citation de données est que créditer les 
chercheurs et chercheuses les incitera à partager leurs données. Cette hypothèse, 
bien que répétée à l’envi, reste à prouver. Les citations de données peuvent bien 
être appréciées, en particulier quand les jeux sont largement utilisés. Cependant, le 
crédit qu’offrent les publications est tellement plus précieux que certains chercheurs 
découragent la citation de données. Ils préfèrent que leurs articles soient cités en 
substitut de leurs données. Les intérêts des scientifiques dans la citation de don-
nées semblent varier selon le but de celle-ci. Par exemple, l’équipe chargée de suivre 
l’utilisation des données de Chandra a découvert que les chercheurs étaient prêts à 
apporter leur aide à l’établissement de liens entre données et publications lorsque 
ces liens apportaient une valeur ajoutée scientifique aux documents. Ils étaient bien 
moins enclins à consacrer du temps à la citation et aux liens quand il s’agissait de 
rendre compte de leur travail (Winkelman et Rots, 2012a ; Winkelman et al., 2009).
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Plus les indicateurs de publication et de citation sont utilisés dans le recrutement, la 
promotion et l’évaluation, plus ils sont scrutés. Tout indicateur peut être détourné, 
en particulier des mesures uniques comme le décompte des citations. Des auteurs 
et autrices peuvent se citer eux-mêmes, leurs collègues, leurs étudiantes et étu-
diants et leurs mentors et réduire le nombre de références à leurs concurrentes et 
concurrents. La production académique peut être « saucissonnée » en petites unités 
pour augmenter le nombre de publications et de citations. La paternité honoraire et 
d’autres méthodes d’augmentation des taux de citation peuvent être difficiles à repé-
rer ; c’est l’une des raisons qui ont poussé la déontologie en matière de publication 
à se codifier (Committee on Publication Ethics, 2013). La citation de données peut 
être détournée de la même façon, en particulier du fait du problème de la granularité. 
Pourquoi citer un jeu de données quand on peut citer individuellement cent ou cent 
mille objets ?
Les faiblesses des indicateurs de citation sont bien connues, car ils sont étudiés 
depuis l’apparition des facteurs d’impact et autres indices. Ils impliquent trop souvent 
un raisonnement fallacieux, commettant l’erreur écologique d’appliquer des caracté-
ristiques du groupe aux individus qui s’y trouvent. Les citations de revues ne se répar-
tissent pas de manière homogène dans les articles qui y figurent : en général, ce sont 
quelques articles très cités qui en sont responsables. Lorsque les articles étaient unis 
dans des numéros de revue, la corrélation entre citation d’un article et citation de la 
revue était plus forte. Elle s’est affaiblie depuis que les articles peuvent être cherchés 
indépendamment de la revue (Lozano et al., 2012). Le JIF ou facteur d’impact de 
revue, tel qu’il est calculé par Thomson Scientific (anciennement l’Institute for Scien-
tific Information, aujourd’hui Thomson Reuters), fait partie des indicateurs les moins 
prédictifs de l’influence scientifique (Bollen et al., 2009). Cependant, il reste l’un des 
plus utilisés pour évaluer les revues et les chercheurs et chercheuses, en dépit même 
des objections de comités de rédaction de revues très citées (Alberts, 2013 ; PLoS 
Medicine Editors, 2006). Créé au sein des sciences exactes, le JIF prend en compte 
les deux dernières années. Or, le délai de citation dans les sciences humaines et 
sociales est souvent bien plus long, ce qui rend le JIF d’autant moins valide dans ces 
disciplines (Borgman, 2007).
Les problèmes posés par les indicateurs de citation bibliographique ont mené 
aux webmetrics, webometrics ou indicateurs du web, qui appliquent les méthodes 
bibliométriques aux documents et aux liens sur Internet (Ingwersen, 1998 ; Thelwall 
et al., 2005). Des chercheurs et chercheuses bien au fait de problèmes de fiabilité 
et de validité de la bibliométrie ont élaboré des modèles d’influence plus large 
que ceux pouvant être calculés à partir des bases de données des maisons d’édi-
tion. D’autres ont cherché à intégrer le décompte de la communication savante 
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informelle dans l’évaluation des scientifiques. L’Altmetrics Manifesto propose des 
indicateurs alternatifs (altmetrics) de l’influence et de la productivité scientifique 
(Priem et al., 2010). Ils comprennent les téléchargements, les mentions dans des 
blogs, les annotations et tags et les apparitions sur les médias sociaux tels que 
Twitter et Reddit. Un jeune secteur économique s’est développé autour de ces indi-
cateurs alternatifs et propose des décomptes aux maisons d’édition et aux autres 
médias, qui les affichent avec les articles. Auteurs, autrices, lecteurs et lectrices 
peuvent désormais voir combien de fois un article a été vu, cité, mentionné ou par-
tagé et suivre ces liens (Chamberlain, 2013 ; Fenner, 2013 ; Thelwall et al., 2013 ; 
Yan et Gerstein, 2011).
Ces unités distinctes de communication savante sont utiles pour découvrir des objets 
connexes, mais leur validité en tant qu’indicateurs alternatifs de la productivité scien-
tifique est discutable. Stricto sensu, un tweet annonçant la parution d’un article de 
revue constitue une citation de cet article. Malgré ses défauts, la citation bibliogra-
phique est fondée sur la pratique scientifique historique de mention des sources de 
preuve et d’influence. On sait bien moins de choses sur le sens des mentions dans 
la communication informelle ou dans la citation de données. Modeler les pratiques 
d’évaluation et de reconnaissance autour des données sur celles du contrôle biblio-
graphique revient à reprendre ces hypothèses inéprouvées.
La valeur des décomptes de citations, en particulier ceux émanant de revues 
indexées par l’Engineering Index de Thomson Reuters et Elsevier ont subi une infla-
tion telle que la paternité s’achète et se vend pour de larges sommes. Une enquête 
menée par le magazine Science a révélé un « marché noir académique florissant » 
en Chine, où les noms auctoriaux sont remplacés dans les articles quelques jours 
à peine avant leur parution. Dans d’autres cas, les articles s’autoplagient par des 
traductions du chinois à l’anglais pour être reproposés à des revues anglophones. 
Auteurs et autrices, revues, comités de rédaction, agentes et agents et autres acteurs 
sont impliqués dans diverses manigances, où les tarifs peuvent atteindre le salaire 
annuel d’une professeure (Hvistendahl, 2013). L’enquête de Science s’est concentrée 
sur la Chine, où les chercheurs et chercheuses peuvent être largement récompensés 
s’ils publient dans ces revues et où les publications dans le Science Citation Index ont 
été multipliées par six depuis 2000. On ignore l’étendue de la fraude ailleurs, mais 
maisons d’édition comme scientifiques reconnaissent l’existence de possibilités pour 
détourner les décomptes de citations.
Les chercheurs et chercheuses se sont sentis menacés par l’omniprésence de la 
citation et des autres indicateurs dans l’évaluation de la recherche, au point de signer 
la Déclaration de San Francisco, ou DORA (Declaration on Research Assessment). 
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 Lancée par l’American Society for Cell Biology, cette initiative a depuis été soutenue 
par de nombreux scientifiques, revues et associations professionnelles. On a pu lire 
des éditoriaux au sujet de la DORA dans un vaste éventail de revues scientifiques 
et de titres de presse. La DORA offre des lignes directrices aux multiples parties 
prenantes de la communication savante et appelle à des méthodes plus nuancées et 
reposant sur des bases plus larges (Declaration on Research Assessment, 2013). Des 
projets comme ACUMEN (Academic Careers Understood through Measurement and 
Norms) promeuvent des démarches d’évaluation de la productivité et de l’influence 
scientifique plus holistiques, prenant notamment en compte le rôle des données 
(Research Acumen, 2013).
Trop de ces indicateurs se contentent de compter ce qui est facile à compter. Il est 
surprenant de voir combien de scientifiques, d’organismes de financement, de res-
ponsables politiques, de maisons d’édition, de bibliothèques et d’autres institutions 
impliquées prennent les décomptes de citations, les altmetrics et d’autres indicateurs 
pour argent comptant plutôt que de les soumettre aux exigences de la preuve scien-
tifique.
Conclusion
La citation de données apporte une solution à un problème mal défini. Lui appliquer le 
modèle de la citation bibliographique au motif que publications et données méritent 
un statut équivalent est une erreur. Le véritable problème est de rendre les données 
découvrables. Les publications sont et resteront les étoiles et les planètes de l’uni-
vers scientifique. Les méthodes d’attribution ont seulement besoin d’éclairer suffi-
samment les données pour qu’elles cessent d’être de la matière noire. Les nœuds 
d’un réseau n’ont pas besoin d’avoir la même valeur. Des amas d’étoiles coexistent 
avec des régions intergalactiques désertes. Notre besoin essentiel est celui de véhi-
cules qui puissent suivre le lien entre objets de recherche liés et ainsi leur permettre 
d’être découverts, explorés et combinés.
Les archives de données, les maisons d’édition et les bibliothèques sont des acteurs 
clés de la découverte de données parce que leurs services facilitent la gestion et 
la réutilisation. Une infrastructure de citation de données robuste résultera d’inves-
tissements massifs en ressources, dont des professionnelles et professionnels de 
l’information pour représenter les données d’une manière qui les rend citables et 
découvrables. Peu d’auteurs et d’autrices scientifiques font montre d’une diligence et 
d’une précision de puriste dans leurs références bibliographiques. Encore moins sont 
susceptibles de devenir des expertes et experts de la citation de données.
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La citation bibliographique est vue comme la référence absolue, à laquelle la citation 
de données devrait aspirer. En réalité, elle est une infrastructure de la connaissance 
fragile qui remplit à peine les fonctions pour lesquelles elle est prévue. L’infrastruc-
ture a évolué et s’est adaptée à la transformation des pratiques et des technologies 
au fil des générations de savantes et savants. Elle fonctionne mieux sur le plan de la 
découvrabilité que de la reconnaissance et de l’attribution ou de la cartographie de 
la circulation des idées. Elle devient plus fragile à chaque nouvelle fonction qui lui est 
imposée. Les indicateurs de citation n’ont, quand ils sont appliqués à la productivité 
scientifique, jamais été soumis à des normes rigoureuses d’inférence statistique, de 
fiabilité ou de validité. Il est facile de les détourner ou de les falsifier. Pourtant, ces 
indicateurs sont toujours ancrés dans le système de récompense scientifique. La 
citation de données est un moyen de reconnaître le mérite d’une personne qui a 
sélectionné les données, les a recueillies, compilées, nettoyées, traitées, analysées, 
gérées, interprétées, explorées, combinées, mises sous licence, équipées, extraites, 
visualisées, présentées ou qui a joué avec. Elle n’est pas une fin en soi. Le fond du 
problème est de comprendre les nombreux rôles associés aux données et de parve-
nir à un consensus au sein des communautés sur ceux qui méritent d’être crédités et 
du meilleur moyen de le faire. La reconnaissance améliore alors la découvrabilité et 
la réutilisation. Une infrastructure de la connaissance solide qui intègre la reconnais-
sance des contributions aux données doit prendre en compte les galaxies d’acteurs 
variés et en concurrence, sans oublier les systèmes de motivation et de récompense 
de celles et ceux qui recueillent, créent, analysent, interprètent et présentent des 
éléments probants fondés sur les données, c’est-à-dire les scientifiques.
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Introduction
Les concepts de big data, de little data et parfois de zéro data restent mal compris. 
Les efforts entrepris pour améliorer la gestion des données, leur partage, la recon-
naissance et l’attribution sont pleins de bonnes intentions, mais les parties prenantes 
ne sont d’accord ni sur les points de départ, ni sur les buts poursuivis, ni sur le 
chemin menant des uns aux autres. Faute de consensus sur les sortes d’entités qui 
constituent des données, il est encore difficile d’établir des politiques de partage, de 
diffusion, de dépôt, de reconnaissance des contributions, d’attribution, de citation 
et d’accès qui prennent en compte la diversité du travail scientifique des données 
dans l’ensemble des domaines. La pérennisation de l’accès aux données est une 
entreprise difficile et onéreuse, dont les coûts et bénéfices sont inégalement répartis 
entre les parties prenantes. Que garder et pourquoi : ces questions sont inséparables 
du qui, du comment, du pourquoi, du pour qui et du pour combien de temps. L’indi-
vidu, qu’il soit scientifique, étudiant, bibliothécaire, archiviste, chargé de recherche 
ou éditrice aura, au mieux, une vision de fourmi de ce casse-tête éléphantesque.
Certaines données méritent sans aucun doute d’être conservées indéfiniment et leur 
valeur est manifeste au moment de leur création. D’autres peuvent valoir la peine 
d’être gardées au cas où elles présenteraient un intérêt plus tard, soit seules, soit 
dans le cadre d’agrégats. Beaucoup ont une valeur éphémère, qui peut apparaître ou 
non au départ. Il est difficile de distinguer entre ces différents cas et surtout de le faire 
suffisamment tôt pour que les données soient enregistrées et sauvegardées avant 
de disparaître. Il est plus difficile encore de déterminer ce que sont ces données, 
puisqu’elles n’ont pas d’essence propre. Leur utilisation future peut dépendre de leur 
représentation, des phénomènes considérés et de l’évolution de ces représentations 
et phénomènes. Trouver de nouveaux usages à ces données peut maximiser leur 
valeur, mais ces investissements sont les plus spéculatifs de tous. Les chercheurs et 
chercheuses ont peu de raisons de conserver des données au cas où quelqu’un en 
voudrait pour un motif quelconque, sous une certaine forme, à un certain moment.
Bâtir des ensembles de données constitue la manière la plus évidente de mettre 
celles-ci à la disposition de futurs utilisateurs et utilisatrices. Les bibliothèques, les 
archives, les musées et les référentiels de données appliquent des principes profes-
sionnels pour sélectionner et estimer les objets à intégrer dans leurs collections. Les 
fonds de ces institutions de mémoire sont caractéristiques de la longue traîne : 20 % 
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des ressources reçoivent 80 % de l’usage. La politique de sélection s’appuie sur le 
suivi des utilisations, mais ces 20 % utiles changent continuellement. Certains objets 
connaissent une popularité immédiate qui décline progressivement. D’autres ont un 
usage limité au départ, mais suscitent une vague d’intérêt plus tard. D’autres encore 
semblent utilisés de manière aléatoire. Enfin, quelques objets, vierges de tout usage, 
attendent encore d’être découverts. Même les institutions les plus prestigieuses ne 
parviennent pas toujours à entrevoir la valeur future. La bibliothèque de Bodley (uni-
versité d’Oxford) est par exemple célèbre pour avoir vendu son exemplaire du Premier 
folio de Shakespeare, apparemment parce qu’un bibliothécaire a considéré que le 
troisième folio, publié en 1664, pouvait le remplacer. Au début du XXe siècle, elle a de 
nouveau acquis son Premier folio du XVIIe siècle pour une grosse somme. À l’occasion 
du 449e anniversaire de Shakespeare, elle a publié un fac-similé numérique du pré-
cieux objet (University of Oxford, 2013a).
Pérenniser l’accès aux données de la recherche représente un problème d’infrastruc-
ture de la connaissance qui concerne tous les acteurs de la communication savante. 
Une question connexe, la préservation numérique, présente une infrastructure et 
des caractéristiques d’échelle similaires. Un panel international chargé d’effectuer 
des analyses économiques de la préservation numérique a identifié quatre difficultés 
structurelles : « 1) des horizons à long terme, 2) des parties prenantes dispersées, 
3) des motivations faibles ou mal coordonnées et 4) un manque de clarté quant 
aux rôles et responsabilités des parties prenantes ». Le panel a émis trois recom-
mandations : « formuler une description des bénéfices convaincante », « créer des 
incitations claires à préserver au nom de l’intérêt public » et « définir les rôles et les 
responsabilités des parties prenantes pour permettre une allocation constante et 
efficace des ressources à la préservation tout au long du cycle de vie numérique » 
(Berman et al., 2010, p. 1-2).
Tout cela représente un défi de taille quand il s’agit de préservation numérique ou 
des données de la recherche. La sauvegarde des représentations numériques des 
données n’est qu’un des aspects de la pérennisation de leur valeur. Qu’elles soient 
numériques ou non, les données ne peuvent pas être considérées isolément. Elles 
sont indissociables des méthodes, des théories, des instruments, des logiciels et 
du contexte de recherche. Pérenniser l’accès aux données de la recherche suppose 
une conservation des objets individuels et des relations qui les unissent. Les moyens 
pour y parvenir varient selon les domaines, comme l’ont montré les études de cas. Si 
l’on reformule le problème des big data, little data et zéro data en termes de données 
ouvertes, le défi consiste à les rendre découvrables, utilisables, intelligibles et inter-
prétables et de maintenir ces conditions pour une durée raisonnable. Une première 
étape consiste à examiner la distribution de ces problèmes parmi les scientifiques 
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et les communautés de recherche. Une deuxième est de considérer les types de 
données qui, quel que soit le domaine, méritent ce degré d’investissement, et les per-
sonnes qui en bénéficieraient. Une troisième étape consiste à déterminer qui serait 
prêt à effectuer ces investissements et où ceux-ci auraient les plus grands bienfaits. 
La description des bénéfices de l’accès aux données dépend d’un ensemble de fac-
teurs étroitement interconnectés qui varie selon les parties prenantes. Nous allons 
jauger ces défis dans les termes des provocations présentées au chapitre 1.
Retour aux provocations
Ce qui mérite d’être gardé dépend de là où l’on se tient. Dans un petit nombre de 
champs, de grands projets de recherche développent des ensembles de données 
dans le cadre de leurs missions. Les observations qui ne sont pas saisies sont consi-
dérées comme des données perdues. Certains champs disposent de référentiels de 
données dans lesquels les scientifiques peuvent verser leurs données, mais beau-
coup n’en ont pas. Dans la plupart des cas, ce sont les chercheurs, les chercheuses 
et les laboratoires individuels qui décident quoi garder, comment et pour combien 
de temps. Tandis que certains scientifiques conservent chaque note, document, 
ouvrage, article, objet numérique et échantillon physique recueillis au cours de leur 
carrière, beaucoup aimeraient disposer de meilleurs moyens pour gérer les données 
qu’ils jugent dignes d’être gardées. Cependant, l’attitude envers la diffusion de don-
nées tend à basculer à l’approche de la retraite. Pour assurer leur postérité intellec-
tuelle, des scientifiques offrent parfois des collections longtemps conservées à des 
archives ou des référentiels pour une intendance durable.
De nombreux acteurs tireraient un bénéfice de la conservation et de la mise à dispo-
sition opportune d’un plus grand nombre de données. Aucune des parties prenantes 
du travail scientifique des données – scientifiques, population étudiante, universi-
tés, bibliothèques, archives, musées, organismes de financement, maisons d’édition, 
entreprises, contribuables, responsables politiques, patientes et patients, grand 
public, etc. – n’a un grand poids à elle seule. Ces défis sont collectifs et doivent être 
relevés comme des problématiques des infrastructures de la connaissance. Plus les 
acteurs sont nombreux autour de la table, plus les discussions ont des chances d’être 
sérieuses.
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Droits, responsabilités, rôles et risques
La responsabilité des données de la recherche est diffuse puisque de nombreuses 
parties les manipulent de leur origine à leur interprétation, comme nous l’avons pré-
senté dans la première provocation :
La reproductibilité, le partage et la réutilisation des données sont des ques-
tions débattues depuis des décennies, voire des siècles. Nous intéresser à qui 
possède les données de la recherche, les contrôle, y a accès et les pérennise 
permettra de déterminer comment exploiter leur valeur et qui pourra le faire.
Celles et ceux qui mènent les recherches ne détiennent pas nécessairement les 
droits de toutes les données qu’ils utilisent. Les droits légaux sur les données 
peuvent être associés à des instruments – comme en astronomie –, à des sociétés 
privées – comme dans l’utilisation des médias sociaux – ou avec des compilateurs, 
compilatrices, éditeurs et éditrices – comme dans la version numérique du canon 
chinois bouddhique. Au sein d’un laboratoire, la responsabilité de la collecte et de la 
gestion initiale peut incomber aux étudiantes et étudiants de deuxième cycle, mais la 
maintenance est laissée à la chercheuse ou au chercheur principal. Délibérément ou 
par défaut, l’entretien des données peut retomber sur les personnes qui ont l’adresse 
la plus stable plutôt que sur celles qui connaissent le mieux leurs origines. L’établis-
sement de la propriété légale est un problème épineux en raison de la pléthore de 
pratiques, de parties et de juridictions impliquées. Que la propriété soit claire ou 
non, la responsabilité de la collecte, de l’analyse et de la gestion peut incomber à de 
multiples parties. L’expression juridique « la possession vaut titre » s’applique bien 
aux données de la recherche : ceux qui détiennent quelque chose, que ce soit un 
terrain ou des données, sont réputés propriétaires jusqu’à preuve du contraire. Or, 
les propriétaires peuvent faire ce qu’ils souhaitent de leur bien dans les limites de 
l’éthique et de la loi.
Stocker les données coûte cher, que ce soit sous forme physique ou numérique. Déjà 
en 2007, on créait l’information numérique plus rapidement qu’on ne pouvait produire 
d’appareils de stockage (Berman, 2008). Les chercheurs et chercheuses doivent se 
montrer sélectifs dans ce qu’ils conservent, comme toute personne qui crée ou utilise 
des ressources informationnelles. Les scientifiques sont généralement contraints par 
l’espace physique dans leurs bureaux, leurs laboratoires et leurs foyers. Les universi-
tés et les consortiums de recherche fournissent des serveurs partagés pour le stoc-
kage numérique, mais le coût peut en être facturé aux projets de recherche ou aux 
départements. Le stockage sur serveur distant (dans le cloud) est un modèle alter-
natif, mais encore insuffisamment fiable pour les données de recherche (Kolowich, 
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2014). Bien que les tarifs du cloud aient chuté, des projections indiquent que le coût 
du stockage à long terme de données stagne ou augmente (Rosenthal, 2010, 2014). 
La pérennisation de l’accès aux données de la recherche suppose que les informa-
tions nécessaires à leur interprétation – protocoles, guides de codification, logiciels, 
spécimens, métadonnées, standards, etc. – soient également maintenues. Ces res-
sources sont souvent plus volumineuses que les données elles-mêmes.
Quand il est question de rangement, les chercheurs et chercheuses ne sont vraisem-
blablement pas plus consciencieux que le reste de la population. Des visites impromp-
tues dans les bureaux professoraux révèlent que le rangement par empilement est 
plus courant qu’une organisation méticuleuse. Même les membres de l’élite scien-
tifique, comme les évaluateurs et évaluatrices de la revue Science, stockent la plus 
grande part de leurs données en local ; seuls 7,6 % des 1 700 personnes interrogées 
en archivent la majorité dans des référentiels communautaires (Science Staff, 2011). 
Peu d’institutions imposent des dispositions en matière de gestion de données, ce 
qui aboutit à des démarches ad hoc qui varient selon les laboratoires, voire selon les 
individus. Les scientifiques déposent leurs données lorsque c’est obligatoire, comme 
dans le cas des séquences de génomes, des documents d’essais cliniques et des 
enregistrements sismiques. Elles et ils garderont les données qu’ils pensent réutiliser 
un jour, mais savoir s’ils les conserveront suffisamment bien pour les réutiliser est 
une autre question. Lorsque les étudiantes, les étudiants et le personnel quittent un 
projet, leur expertise peut être irrémédiablement perdue. À mesure que les logiciels 
sont mis à jour et les ordinateurs remplacés, les fichiers de données peuvent cesser 
d’être interprétables, surtout si les données ne sont pas migrées vers les technolo-
gies de nouvelle génération. Les octets se corrompent, les liens se brisent, les réfrigé-
rateurs à spécimens se vident et les documents se perdent dans les déménagements 
et les mises à niveau informatiques.
Il faut envisager la gestion des données comme une affaire institutionnelle plutôt 
que comme la seule responsabilité du chercheur ou de la chercheuse. Le niveau 
d’assistance fourni varie largement selon les domaines et les institutions. Dans cer-
tains champs, les chercheurs ont d’emblée accès à des suites logicielles, de normes 
techniques et de référentiels où acquérir et déposer des données, alors que d’autres 
communautés ne disposent de rien de tout cela. Les universités et les autres insti-
tutions de recherche sont parfois bien dotées en professionnelles et professionnels 
de l’information pour aider à la gestion des données, à l’assignation de métadon-
nées, à la migration vers de nouvelles plateformes, au dépôt, à la découverte et aux 
types de coordination, mais elles restent une exception. La véritable question est la 
distribution inégale des coûts et des bénéfices. Dans de nombreux secteurs, l’inten-
dance des données est considérée comme une mission sans financement avec peu 
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de retombées directes pour l’institution. On ignore qui paiera le prix du stockage et 
de l’intendance des biens numériques. Pour les personnels de recherche, les biblio-
thèques, les départements et les chercheurs des universités, les données peuvent 
représenter une charge autant qu’un atout.
Partage des données
Le partage d’informations entre êtres humains ou entre machines est une activité 
complexe, comme formulé dans la deuxième provocation :
Transmettre des connaissances au fil du temps et dans différents contextes est 
difficile. Certaines formes et représentations de données sont aisément par-
tagées d’une discipline à une autre, d’un contexte à un autre et d’une époque 
à une autre, mais beaucoup d’autres ne peuvent pas l’être. Il est nécessaire 
de comprendre quelles fonctionnalités sont importantes ou non afin d’inspirer 
les pratiques et politiques scientifiques et guider les investissements dans les 
infrastructures de la connaissance.
Les connaissances ont plus de chance d’être communiquées intactes lorsque les 
individus interagissent directement et de façon synchrone. Ils peuvent ainsi se poser 
mutuellement des questions et mettre leurs intentions au clair. Les tâches peuvent 
être expliquées, les pratiques montrées, les compétences identifiées et le savoir 
tacite rendu plus explicite. Plus l’on s’éloigne de l’interaction en face à face, plus il y 
a de médiation. Les métadonnées et les autres formes de documentation deviennent 
alors nécessaires pour découvrir, interpréter et utiliser les données. Cette documen-
tation prend tout son sens au sein d’une communauté de recherche, où elle amélio-
rera les échanges internes, mais peut aussi créer des barrières entre communautés. 
La capacité à partager la recherche dépend donc largement de qui gère les données 
pour quelles communautés et à quelles fins. Pour revenir à la dimension économique 
du chapitre 4 et aux exemples des études de cas, certains types de données de la 
recherche peuvent aisément être traités comme des réservoirs communs de res-
sources, alors que d’autres restent des biens privés. Certaines données sont diffu-
sées en tant que biens publics et d’autres seront vendues comme biens de club. La 
différence réside dans l’« emballage » ou le traitement des données et non dans les 
caractéristiques propres de celles-ci. On peut obtenir la même série d’observations 
dans chacune de ces conditions économiques, quoique représentée différemment.
Un exemple de jeu de données disponibles de plusieurs manières en astronomie 
illustre les difficultés à évaluer les conditions de partage. Les observations peuvent 
être classées dans trois catégories générales selon la façon dont les chercheurs 
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ou chercheuses les ont acquises : ensembles de données, données recueillies à la 
source par les chercheurs et données dérivées. La NASA est la plus importante inves-
tisseuse dans les réservoirs communs de ressources de l’astronomie, en partenariat 
avec de nombreux autres organismes états-uniens et internationaux. Créer et gérer 
des ensembles de données fait partie de ses missions. Ces référentiels emploient 
des scientifiques, des spécialistes des données et des ingénieures et ingénieurs logi-
ciels. Des investissements sont réalisés dans la migration, les outils d’exploitation 
et le personnel pour aider les usagères et usagers à découvrir, acquérir, utiliser et 
interpréter des données. Les astronomes font un grand usage de ces référentiels et 
les explorent des années après l’enregistrement des observations.
Les données recueillies à la source, la deuxième catégorie, sont des observations 
effectuées directement par les chercheurs et chercheuses en astronomie. Comme 
dans le cas du relevé COMPLETE au chapitre 5, certains astronomes rédigent des 
demandes de temps d’observation pour utiliser eux-mêmes les télescopes. Les 
observations ainsi obtenues peuvent être traitées, ou non, dans le pipeline associé à 
l’instrument. D’autres astronomes fabriquent leurs propres instruments pour effec-
tuer des observations et conçoivent leurs propres pipelines. Ces données, une fois 
nettoyées et étalonnées, peuvent être versées à des référentiels ou à des ensembles 
institutionnels. D’autres sont diffusées directement sur des sites web de projet ou à 
la demande. Cependant, la vaste majorité des données recueillies à la source, même 
en astronomie, semblent rester sous le contrôle du chercheur.
Les données dérivées, qui représentent la troisième catégorie, sont celles obtenues 
d’archives ou combinées à partir de plusieurs sources. Lorsque les scientifiques uti-
lisent des données tirées d’ensembles organisés comme l’observatoire de rayons X 
Chandra ou le Sloan Digital Sky Survey, elles et ils les transforment pour répondre 
à leurs propres questions de recherche. Souvent, ils les compareront aux données 
venant d’autres ensembles ou à des données recueillies à la source. Le relevé COM-
PLETE, par exemple, fusionne des observations tirées de différents référentiels avec 
des données recueillies à la source. Les données dérivées peuvent être transmises à 
d’autres référentiels, être diffusées directement ou, plus fréquemment, rester sous le 
contrôle des chercheurs et chercheuses.
Ce modèle tripartite peut s’appliquer à d’autres champs qui entretiennent des réser-
voirs communs de ressources. Le niveau d’investissement dans la conservation des 
données et la centralisation des ressources varie selon les référentiels. Certains 
de ces ensembles communs émanent d’une source unique. Ainsi, le Sloan Digital 
Sky Survey est constitué d’observations issues d’un seul télescope qui ont été 
recueillies de manière synoptique pendant de longues années. La CBETA a démarré 
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en numérisant un seul corpus du canon bouddhique chinois. D’autres ensembles 
acceptent des données de sources disparates en se reposant sur l’assurance qua-
lité des créateurs et créatrices. Certains référentiels disposent de suffisamment de 
personnel pour vérifier les jeux de données, ce qui leur permet de n’accepter que 
ceux qui se conforment à leurs normes de qualité. Le personnel peut apporter une 
valeur ajoutée grâce à des métadonnées, de la documentation supplémentaire, la 
migration vers de nouveaux formats et une assistance technique. Bien qu’il y ait 
parfois des doublons entre ensembles, il y a surtout beaucoup de lacunes. Les 
scientifiques peuvent ne pas connaître les ensembles des domaines voisins et la 
découverte reste un problème.
Pour dériver des données de référentiels ou d’autres ressources, les scientifiques 
s’appuient sur les informations de provenance disponibles. La suite des analyses, 
des interprétations, de la gestion et de la documentation de provenance se trouve 
entre leurs mains. Les données dérivées ne semblent pas avoir plus de chances de 
trouver une demeure pérenne que les données recueillies à la source. Peu d’archives, 
qu’elles abritent des données ou autre, sollicitent le dépôt de produits dérivés de 
leurs ressources, en particulier s’ils ont été mêlés à des sources différentes. En effet, 
les archivistes montrent souvent une réticence à prendre en charge des objets dont 
elles ou ils ne peuvent vérifier la provenance ou les opérations qu’ils ont subies. 
Quelques ensembles de données, comme le Sloan Digital Sky Survey, acceptent les 
données dérivées après examen.
On notera que le partage des données est encore moins systématique dans les 
domaines où peu de réservoirs communs de ressources existent. Dans des champs 
comme la science et la technologie des réseaux de capteurs, les partenaires n’avaient 
d’autres choix que de maintenir leurs propres ressources en données. Celles-ci 
étaient recueillies à la source lors de déploiements avec des questions de recherche, 
des technologies et des protocoles variables. Les équipes mettaient en commun leurs 
ressources lorsque le besoin s’en faisait sentir, mais celles-ci pouvaient se révéler 
malgré tout incompatibles selon les tâches et les projets. Dans la recherche sur les 
médias sociaux, les scientifiques pouvaient dériver leurs données d’un flux commun, 
mais les transformer ensuite pour traiter leurs propres questions de recherche. Que 
les données de laboratoires différents soient comparables ou non, les contrats ayant 
permis leur obtention pouvaient prohiber le partage. L’exigence de plans de gestion 
des données de la part des organismes de financement peut conduire les scienti-
fiques à prendre conscience de la valeur potentielle de leurs données. Cependant, 
à moins que des moyens efficaces de partage, comme des référentiels, des outils 
et du personnel, ne viennent derrière, ces plans pourraient échouer à promouvoir le 
partage et la réutilisation des données.
337
10. Que garDer eT PourQuoI ?
Publications et données
Les diverses analogies entre données et publications ont tendance à embrouiller les 
discussions en matière de politiques et de pratiques plutôt qu’à les éclairer, comme 
dit dans la troisième provocation :
En dépit de la prolifération des formes et des genres, les fonctions des publica-
tions scientifiques restent stables. Les données servent des objectifs différents 
des articles, des ouvrages et des communications. Traiter les données comme 
des publications risque de renforcer le poids des intérêts catégoriels au détri-
ment de l’expérimentation de nouveaux modèles de communication savante. Il 
convient d’envisager les fonctions des données dans la recherche du point de 
vue de différentes parties prenantes.
Comme nous l’avons vu tout au long du présent ouvrage, les scientifiques rédigent 
des publications pour avancer des arguments  ; les données sont les preuves qui 
étayent ces arguments. Reconnaissance, attribution et paternité vont de pair avec 
les publications, mais ne s’appliquent pas bien ni facilement aux données. Certaines 
publications sont riches en données, avec un propos minimaliste en guise de fil rouge. 
D’autres sont d’abord un argumentaire où les données ne sont mentionnées qu’en 
passant, voire pas du tout. Cependant, quelles que soient les proportions respectives 
des éléments probants et des arguments, les publications sont bien plus que des 
lots de données. Extraire ces dernières des premières pour en faire des marchan-
dises indépendantes revient à leur ôter une bonne partie de leur signification. Les 
publications sont conçues comme des unités indépendantes, interprétables par un 
lectorat familier du domaine. Elles peuvent être un moyen de découvrir les données 
et inversement : les liens entre publications et données peuvent donc leur permettre 
de s’enrichir mutuellement. Cependant, à trop se focaliser sur ces relations, on risque 
de pétrifier une relation binaire entre les données et les publications. Conserver les 
données aux fins de la reproductibilité pourrait forcer les jeux de données à adopter 
une taille proportionnée aux publications, au lieu de les représenter d’une manière 
qui permette une exploitation plus générale.
L’accès ouvert aux publications scientifiques est viable pour deux raisons spéci-
fiques à la recherche, comme l’explique Peter Suber (2012a, chapitre 3). Les cher-
cheurs et chercheuses possèdent les droits sur leurs publications, au moins au 
départ, et sont motivés pour diffuser celles-ci le plus largement possible, car ils 
écrivent pour accroître leur influence plutôt que leurs revenus. Il n’en va pas de 
même pour les données, ce qui a des répercussions sur bien d’autres aspects de la 
gestion et des politiques en la matière. Les scientifiques accueillent à bras ouverts 
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les méthodes qui améliorent la découvrabilité de leurs publications, surtout si cela 
a pour effet d’augmenter les références à celles-ci.
Les modèles économiques de l’édition scientifique se sont métamorphosés au cours 
des dernières décennies. La plupart des étapes du processus de publication, de la 
proposition de l’article à la diffusion et à l’accès, se font maintenant en numérique. 
Des identifiants uniques et pérennes, comme les DOI, sont attribués au moment de 
la parution, ainsi que de manière rétroactive à des ressources plus anciennes.
Les référentiels assignent des DOI, des Handles et d’autres identifiants à des jeux 
de données. Les auteurs et autrices reçoivent, quant à eux, des identifiants uniques 
et pérennes comme ORCID (Open Researcher and Contributor ID, identifiant ouvert 
pour auteur et contributeur). Ces identifiants et d’autres peuvent être utilisés pour 
relier des objets numériques à des technologies telles que Crossref, Object Reuse 
and Exchange ou ResourceSync, comme nous l’avons vu au chapitre 9. Ce sont ces 
mêmes progrès technologiques qui ont contribué au mouvement pour l’accès ouvert 
et fait tomber les barrières pour créer une maison d’édition. Des maisons grandes et 
petites offrent de nouveaux services d’exploration de données, exploitant l’intégration 
des objets numériques pour fournir des rapports personnalisés sur les performances 
des revues, des universités, des départements universitaires, des référentiels, des 
organismes de financement et des chercheurs et chercheuses.
Les bibliothèques et les archives sont expertes dans la constitution et la gestion 
de collections. Les bibliothèques se consacrent surtout aux ressources publiées 
et les archives à des objets uniques. Les bibliothèques de recherche recueillent 
leur fonds dans l’ensemble des domaines de la connaissance et l’approfondissent 
en fonction du programme de leurs universités. Suivant les règles d’accrédita-
tion, les programmes doctoraux bénéficient de collections plus complètes que les 
programmes de premier cycle. Les fonds archivistiques sont généralement plus 
modestes et plus focalisés sur un domaine ou un type de ressources. Des collec-
tions riches dans un domaine particulier attirent scientifiques et population étu-
diante dans une université : elles constituent donc des atouts essentiels pour toute 
institution. Des chercheurs et chercheuses de nombreuses disciplines des sciences 
exactes et des technologies ne souhaitent utiliser que les services numériques 
de leurs bibliothèques universitaires. À l’inverse, dans de nombreux champs des 
sciences humaines, les chercheurs dépendent largement des ressources papier et 
archivistiques. Ils attendent de leur bibliothèque qu’elle pérennise des collections 
historiques pointues et qu’elle fournisse des espaces physiques pour les consul-
ter. Chercheurs comme étudiants ont besoin à la fois de ressources physiques et 
numériques, de bâtiments pour les utiliser et de personnel pour les assister dans 
339
10. Que garDer eT PourQuoI ?
la découverte et l’interprétation. Tous les utilisateurs et utilisatrices ont besoin de 
l’expertise des professionnelles et professionnels de l’information pour sélection-
ner, recueillir, organiser et mettre à disposition des ressources informationnelles, 
que leur travail leur soit visible ou non.
L’un des défis institutionnels à relever est le compromis entre la préservation et 
l’ accès. Les formes les plus efficaces de sauvegarde, comme le stockage de copies 
papier sous une montagne, sont difficiles d’accès. À l’inverse, les formes d’accès 
les plus commodes, comme les images de pages en basse résolution, n’offrent pas 
une préservation correcte. Les institutions font souvent les deux, ce qui suppose 
un système double pour certains types de biens. La distinction est plus marquée 
encore pour les données de la recherche. Les fichiers numériques peuvent être pré-
servés dans des archives fermées que l’on peut restaurer en cas de perte, mais ne 
permettent pas ou mal l’accès. Fournir un accès à ces fichiers d’une manière qui 
pérennise leur valeur pour la recherche requiert des systèmes interactifs en ligne, 
un dispositif technique adapté au domaine, de la puissance de calcul et un savoir-
faire du personnel pour aider les usagers et usagères à exploiter ces ressources. Ces 
activités exigent une expertise dans le domaine et un investissement continu dans 
la conservation.
Même en mettant de côté les problèmes plus vastes de la préservation numérique, qui 
sont nombreux, la plupart des universités sont mieux placées pour gérer des archives 
fermées ou de petites collections de ressources spécialisées que pour assumer la 
responsabilité de la pérennisation de l’accès à de vastes collections disciplinaires. 
Celle-ci nécessite des investissements infrastructurels au niveau des communau-
tés de recherche, des consortiums universitaires ou des États. Pour la plupart des 
domaines, l’agrégation de ressources en données est le moyen d’exploitation le plus 
viable.
D’autres distinctions entre publications et données sont pertinentes pour déterminer 
ce qu’il faut garder et pourquoi. L’une d’elles est que les publications peuvent exister 
en de nombreux exemplaires et dans de nombreux ensembles, mais qu’elles n’ont 
besoin d’être cataloguées qu’une seule fois. Les bibliothèques ont commencé à se 
répartir la charge du catalogage au début du XXe siècle avant de s’appuyer sur ces 
partenariats pour élaborer des services numériques partagés (Borgman, 2000). Les 
données de la recherche se rapprochent davantage des ressources archivistiques, 
car chaque jeu est unique et requiert ses propres métadonnées et registres de prove-
nance. Un travail supplémentaire est nécessaire pour décrire des éléments uniques 
ou les fusionner dans des structures communes. Néanmoins, dans tous les cas, 
les collections gagnent en valeur à mesure qu’elles grandissent. Les bibliothèques 
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 universitaires signent des accords consortiaux sur ce que chacune devra collecter, 
ce qui encourage la concentration des ressources et offre un accès aux membres de 
la communauté. Il est possible de faire de même avec les ensembles de données.
Les bibliothèques et les archives disposent de politiques d’acquisition complémen-
taires. Dans le jargon professionnel, les bibliothèques sélectionnent et les archives 
estiment. Toutes deux acquièrent des ressources qu’elles comptent garder indéfi-
niment. Les bibliothèques effectuent davantage de désherbage et de retraits des 
rayons à mesure que l’information se périme ou que de nouvelles éditions appa-
raissent. Décider quand se défaire d’un objet peut être un choix plus difficile que 
celui de l’acquérir. Pour ce qui est des ressources publiées, les bibliothèques passent 
des accords de dernier exemplaire (last copy agreement), où une institution s’engage 
à assurer la conservation d’un ouvrage de manière que les autres puissent élimi-
ner leurs exemplaires. Cependant, ces accords ne sont pas applicables à des objets 
uniques tels que les données. Certaines peuvent cesser d’être utiles en quelques 
mois, d’autres en plusieurs décennies. La planification de la rétention est particu-
lièrement problématique en matière de données. Pour fixer la date d’expiration, les 
scientifiques s’en remettent souvent aux bibliothécaires et vice versa, ce qui aboutit 
à une impasse.
On aura noté les différences d’investissement dans les publications et les données 
dans les études de cas. Tous les domaines de recherche cherchent à pérenniser 
l’ accès aux publications. En revanche, la pérennisation des données est pour le moins 
inégale. En astronomie – qui dispose de l’infrastructure de la connaissance la plus 
complète parmi les études de cas –, les publications, la classification des objets et 
les données sont gérées séparément. La littérature disciplinaire est conservée dans 
l’Astrophysics Data System (ADS), tandis que le CDS et NED cataloguent des objets 
célestes mentionnés dans les publications. Ces trois institutions travaillent en étroite 
collaboration et créent des liens entre objets et publications. Cependant, les obser-
vations des missions spatiales sont mieux conservées que celles des missions au sol. 
Ce sont les professionnelles et professionnels de l’information de l’ADS, du CDS, de 
NED et des référentiels de données astronomiques qui établissent le plus de liens 
entre objets célestes, publications et données. Les bibliothèques astronomiques four-
nissent également des liens, qui ajoutent de la valeur à leurs propres fonds. Ce sont 
les auteurs et autrices de publications astronomiques qui lient le moins, puisqu’ils 
citent d’autres publications, mais rarement des données (Accomazzi et Dave, 2011 ; 
Pepe et al., à paraître). En astronomie comme ailleurs, la capacité des infrastruc-
tures de la connaissance à lier solidement publications et données pour les rendre 
découvrables repose sur l’investissement dans des professionnels de l’information, 
qui effectuent le travail nécessaire.
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Accès aux données
Fournir un accès aux données est plus difficile encore qu’offrir un accès ouvert aux 
publications, comme formulé dans la quatrième provocation :
Les travaux de recherche se diffusent plus largement grâce à des mouvements 
tels que l’édition en accès ouvert, l’ouverture des données et le logiciel libre. 
Les finalités différentes des données et des publications dans la recherche 
influent sur les incitations à diffuser, ainsi que sur les moyens et les pratiques 
de diffusion. L’ouverture de l’accès aux données a des répercussions encore 
mal comprises sur les personnels de recherche, les bibliothèques, les universi-
tés, les organismes de financement, les maisons d’édition et les autres acteurs.
La capacité à découvrir des données et à y accéder est plus importante dans les 
champs qui ont investi dans des réservoirs communs de ressources. Les domaines 
où les données sont d’emblée mises en commun ou agrégées sont ceux où existent 
des incitations à constituer ces ressources. L’astronomie, la biologie, la bioméde-
cine et la métaomique pour les sciences exactes, la recherche par sondage dans 
les sciences sociales et les corpus textuels dans les sciences humaines en sont des 
exemples manifestes. Dans tous ces domaines, on peut comparer et combiner les 
données. Les chercheurs et chercheuses sont prêts à déposer les leurs en échange 
d’un accès au réservoir commun. Ces ressources n’en doivent pas moins être régies 
par une gouvernance. La pérennisation et les passagers clandestins représentent des 
défis permanents. Démarrer des ensembles de recherche est difficile ; mobiliser les 
institutions pour qu’elles en fassent des ensembles ressources ou de référence l’est 
plus encore. Tous ne survivent pas. Même les référentiels les plus solides prévoient 
des plans de relève qui précisent le traitement final de leurs données en cas d’arrêt 
des financements. Transformer les passagers clandestins en membres actifs néces-
site une gestion ingénieuse.
La plupart des données de la recherche prennent la poussière sous forme de vieux 
fichiers avant d’être détruites ou abandonnées. Les raisons en sont nombreuses, 
comme nous l’avons illustré tout au long du présent ouvrage. Les chercheurs et cher-
cheuses, si on les laisse à eux-mêmes, documenteront généralement leurs données 
juste assez pour répondre aux besoins de leurs projets de recherche immédiats ou 
prévus. Pour améliorer l’accès, davantage de données doivent être conservées sous 
une forme réutilisable, ce qui nécessite de changer les motivations extrinsèques. 
Pour la plupart des scientifiques, le problème fondamental est de mieux gérer leurs 
propres données. Elles et ils ont besoin d’outils, de services et d’assistance pour les 
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archiver de manière à pouvoir les réutiliser eux-mêmes, ce qui augmente les chances 
que leurs données puissent être utiles à d’autres ultérieurement.
Les régimes d’autorisation sont importants. Les scientifiques ont besoin de solu-
tions de gestion qui leur permettent de garder la maîtrise de leurs ressources. De 
nombreux types de contrôles peuvent s’avérer nécessaires selon les travaux et les 
données, y compris l’observance de périodes d’embargo, la mise sous licence, des 
accords de collaboration et des réglementations sur les sujets humains. Si les cher-
cheurs et chercheuses peuvent archiver leurs données dans des systèmes fiables et 
conformes, qui leur soient accessibles quand ils en ont besoin, ils peuvent accepter 
de les exposer publiquement plus tard. Une fois stockées dans un référentiel, les don-
nées peuvent être mises à la disposition de collaborateurs et collaboratrices ou du 
public en changeant les paramètres de permission. Des systèmes comme Dataverse 
et SciDrive fonctionnent sur le principe que l’archivage des données est une étape 
préliminaire à l’ouverture de l’accès (Crosas, 2011 ; Drago et al., 2012 ; Goodman et 
al., 2014 ; SciDrive, 2014). La documentation est parfois loin d’être optimale, mais 
ces démarches permettent de conserver des données qui seraient sinon perdues 
et augmentent leurs chances de devenir découvrables. Lorsque les données sont 
plus faciles à garder, la motivation à les rendre plus réutilisables peut augmenter. 
De même, des investissements dans la conservation peuvent améliorer la découvra-
bilité. En effet, les données stockées de manière fiable sont plus faciles à citer. Les 
publications pourraient rester le principal moyen de découverte des données, d’une 
part parce qu’elles les décrivent de manière plus complète et d’autre part parce que 
les scientifiques préfèrent la citation de publications à la citation de jeux de données.
Les données constituent à la fois une charge et un atout. Les garder coûte cher, mais 
les risques de mésusage, d’interprétation erronée et de responsabilité légale n’ incitent 
pas à les diffuser. Dans une affaire récente, une demande officielle de divulgation a 
provoqué des mois de négociation, de longues consultations juridiques et plus de 
publicité que ce que les parties impliquées auraient souhaité. Des chercheurs et cher-
cheuses en génie parasismique d’une grande université ont étudié des  bâtiments en 
béton à Los Angeles qui risquaient de s’effondrer. Les publications  subventionnées 
par la National Science Foundation expliquaient ce qu’ils avaient découvert, mais ne 
comprenaient pas de liste des bâtiments. Les autorités municipales de Los Angeles 
en ont demandé une afin d’évaluer la sécurité de ces constructions. Les chercheurs 
et la direction de l’université ont d’abord refusé au motif que les propriétaires des 
bâtiments concernés pourraient leur intenter un procès. L’université opérait en effet 
un distinguo entre les données recueillies à des fins scientifiques et l’évaluation sis-
mique de chaque bâtiment. Finalement, les parties ont convenu de divulguer une liste 
expurgée et d’adopter des formulations juridiques sur les risques sismiques (Lin et 
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al., 2014a, 2014b ; Smith et al., 2013 ; Xia et al., 2013). Les inquiétudes des parties 
prenantes, quoique divergentes, étaient toutes légitimes.
L’utilisation de données de génie parasismique dans les politiques publiques n’est 
qu’un exemple d’usage imprévu des publications et des données. Une solution plus 
générale au problème de la réutilisation est d’autoriser l’analyse computationnelle, ou 
mining (fouille, exploration), de larges corpus de publications, de données et d’autres 
objets numériques. Plutôt que d’anticiper les questions risquant d’être posées, on 
pourrait laisser les futurs fouilleurs et fouilleuses écrire leurs propres algorithmes, 
éventuellement à l’aide d’API (Application Programming Interfaces). Cette approche 
a été proposée sous diverses formes (Bibliographic Services Task Force,  2005  ; 
Bourne, 2005 ; Bourne et al., 2011 ; Shotton et al., 2009). Sa faiblesse est la perte 
de contexte, la perte de provenance et la difficulté à maintenir les relations entre 
objets nécessaires à l’interprétation des résultats. L’ouverture des données au sens 
où elles seraient librement réutilisables (Open Data Commons, 2013) est une condi-
tion nécessaire à la recherche, mais non suffisante. Des données vraiment ouvertes 
au sens de la flexibilité, de la transparence, de la conformité au droit, de la protection 
de la propriété intellectuelle, de la responsabilité formelle, du professionnalisme, de 
l’interopérabilité, de la qualité, de la sécurité, de l’efficience, de la responsabilité de 
rendre compte et de la pérennité, mettent la barre bien plus haut (Organisation for 
Economic Co-operation and Development, 2007).
Acteurs et talents
Les scientifiques s’attirent davantage de crédit pour la collecte ou la création de 
nouvelles données que pour l’exploitation de données existantes. Si le système de 
récompense se met, même lentement, à accorder davantage de valeur à la réutilisa-
tion, de nouvelles compétences et infrastructures seront nécessaires, comme pré-
senté dans la cinquième provocation :
Les infrastructures de la connaissance évoluent afin de prendre en compte 
l’ouverture des données, leur usage intensif dans la recherche, les nouvelles 
technologies, les médias sociaux et les transformations des pratiques et des 
politiques. Certaines parties prenantes y gagnent tandis que d’autres y perdent. 
Coûts, bénéfices, risques et responsabilités sont redistribués. De nouvelles 
formes d’expertise sont nécessaires, mais leur application varie selon les 
contextes et les domaines de recherche.
Les réponses des parties prenantes s’opposent sur des questions fondamentales 
concernant les données à garder et pourquoi : Pourquoi conserver un jeu de don-
nées ? Quels sont les critères pour décider quelles données garder ? Qui décide 
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quelles données valent la peine d’être conservées  ? Pour qui faut-il les garder  ? 
Quelles fins et quels usages peuvent être prévus ? Sous quelles formes faut-il les 
conserver et avec quelles informations auxiliaires  ? Combien de temps  ? Qui les 
gardera  ? Qui investira dans la pérennisation à court et long terme des données 
jugées intéressantes ? Qui y aura accès ? Quelles politiques d’accès, d’utilisation et 
de réutilisation faut-il prévoir ? Quels outils, technologies, installations et ressources 
humaines sont nécessaires pour maintenir l’utilité d’une ressource en données ?
Lorsque les données sont recueillies à la source ou dérivées de ressources dispo-
nibles, comme nous l’avons vu un peu plus haut, la responsabilité de leur gestion, 
de leur conservation et de leur diffusion incombe généralement au chercheur ou à 
la chercheuse. La gestion de données nécessite de combiner une expertise dans le 
domaine de recherche et un savoir-faire dans l’organisation et la conservation de 
l’information. Une expertise technique considérable peut aussi être requise selon 
les particularités des données, leur contexte et leurs usages. Être spécialiste d’un 
domaine de recherche ne fait pas nécessairement de quelqu’un une experte ou un 
expert de la gestion de données. Il est rare que ces compétences soient enseignées 
dans les programmes disciplinaires de second cycle.
On ignore jusqu’à quel point les chercheurs et chercheuses sont prêts à porter le 
fardeau de la gestion de données. Beaucoup, si ce n’est la majorité, voient le temps 
et les ressources consacrés à gérer leurs données comme autant d’énergie perdue 
pour leurs travaux de recherche. Ils peuvent préférer déléguer ces tâches aux person-
nels des bibliothèques et des archives, bien qu’il faille du temps pour développer ce 
genre de partenariats. Les bibliothèques peinent déjà à assurer leurs missions et ne 
considèrent pas toutes que la gestion des données en fait partie. Quant aux maisons 
d’édition, elles se chargeraient plus volontiers de l’indexation et de l’établissement de 
liens vers les référentiels que de la conservation des données.
Les programmes académiques en science des données traitent de l’analyse, la 
gestion, l’organisation, la conservation et l’accès de différentes façons. Une étude 
des National Academies états-uniennes sur la main-d’œuvre en préservation 
numérique montre combien il est difficile de définir l’éventail des compétences 
nécessaires (Hedstrom et al., 2014). L’une des principales gageures en matière 
de personnel est que l’essentiel des activités de gestion de données représente 
un travail invisible. Les professionnelles et professionnels de l’information, les 
ingénieures et ingénieurs logiciels, les programmeurs et programmeuses scien-
tifiques, les concepteurs et conceptrices d’instruments et autres expertes et 
experts techniques soutiennent les fondements de la recherche. Leurs compé-
tences sont souvent dévalorisées et les débouchés sont peu clairs. Il est difficile 
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de recruter des talents avec des contrats « subventionnés », sans sécurité de 
l’emploi ni perspectives de promotion. Les investissements dans l’infrastructure 
humaine seront cruciaux pour réussir à conserver et exploiter les données de la 
recherche. Si elles veulent pérenniser leurs infrastructures de la connaissance, 
les communautés de recherche doivent embaucher ces professionnels et leur 
proposer des carrières.
La combinaison de savoir-faire nécessaires en gestion, conservation et préserva-
tion numérique des données variera selon les parties prenantes. Les universités, les 
bibliothèques et les laboratoires ont besoin de ces types d’expertise dans l’ensemble 
de leurs organisations. Les référentiels de données, qui sont eux-mêmes soutenus 
par des organismes de financement, des communautés de recherche ou d’autres 
institutions, ont besoin de personnel doté de compétences professionnelles dans la 
discipline, dans la gestion de données et dans la technologie. De nouveaux acteurs, 
publics comme privés, arrivent sur scène. L’Union européenne investit dans Open-
AIRE (Open Access Infrastructure for Research in Europe), une infrastructure qui 
prend en charge publications, données et autres contenus dans ses référentiels. 
Zenodo, qui est établi au CERN, est une composante d’OpenAIRE qui accepte les 
objets de recherche absents des autres référentiels. L’Australie a inscrit la gestion 
des données dans son code déontologique pour la recherche et a commencé dans 
ce but une infrastructure nationale qui comprend des référentiels, du personnel et 
différents partenariats avec des institutions (Australian National Data Service, 2014 ; 
National Health and Medical Research Council, 2007 ; Open Access Infrastructure for 
Research in Europe, 2014 ; Schirrwagen et al., 2013 ; ZENODO, 2013).
Les référentiels institutionnels des universités et les référentiels en accès ouvert 
tels qu’arXiv et SSRN continuent de se concentrer sur les prépublications, les réédi-
tions et la littérature grise. Certains acceptent les jeux de données en complément 
de documents textuels. D’autres, comme Dataverse, sont expressément conçus 
pour eux (ArXiv.org, 2013 ; Crosas, 2011 ; G. King, 2013 ; Social Science Research 
Network, 2014). Des sociétés commerciales comme SlideShare et FigShare prennent 
en charge un vaste éventail d’objets de recherche, leur attribuent des DOI et les 
rendent plus découvrables. Thomson Reuters a lancé le Data Citation Index pour 
consigner les jeux de données se trouvant dans des référentiels, mais n’héberge pas 
de données. Ce ne sont là que quelques-uns des nombreux acteurs qui proposent 
des services à valeur ajoutée pour les objets de recherche. Certains ont des objectifs 
à court terme, tandis que d’autres s’efforcent de pérenniser l’accès des ressources.
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Passé, présent et avenir des infrastructures 
de la connaissance
Bâtir des infrastructures de la connaissance s’apparente au problème de l’œuf et de 
la poule, comme présenté dans la sixième et dernière provocation :
Les infrastructures de la connaissance se développent et s’adaptent au fil des 
générations de savantes et savants. Elles ont besoin d’une vision à long terme 
pour leur conception et leurs politiques ; or le financement de la recherche se 
fait sur des cycles courts. Des investissements substantiels dans l’infrastruc-
ture sont nécessaires afin d’acquérir, de pérenniser et d’exploiter les données 
de la recherche aujourd’hui et demain. Ces investissements seront controver-
sés, car les choix faits aujourd’hui décideront de quelles données et autres 
ressources informationnelles nous disposerons demain et bien après.
Les tensions sont nombreuses, en particulier dans « le long maintenant de l’infras-
tructure technologique » (Ribes et Finholt, 2009). Les individus, les projets et les 
organisations fonctionnent sur des échelles de temps différentes et la contradiction 
dans les buts peut ne pas apparaître immédiatement. Le financement de la recherche 
fonctionne généralement sur des cycles de cinq ans ou moins. De nombreuses sub-
ventions ne sont attribuées que pour un ou deux ans. Même les référentiels de don-
nées sont financés par des subventions de recherche qui doivent être régulièrement 
renouvelées. Partir du principe que « si nous le mettons en place, les usagers et 
usagères viendront » est une stratégie risquée. La subvention peut être épuisée à 
peine le prototype terminé. Lorsque le financement cesse, les collaborations peuvent 
se dissoudre sans heurts, en emportant leurs ressources et leur expertise pour les 
projets suivants. Cependant, il arrive aussi que les spécialistes soient laissés pour 
compte, que les données se retrouvent à l’abandon, que les technologies soient dis-
persées et que des éléments critiques de l’infrastructure ne soient plus supervisés. 
On ignore encore trop de choses sur le début, le milieu et la fin des infrastructures 
de la connaissance (Cummings et al., 2008 ; Duderstadt et al., 2002 ; Edwards et 
al., 2007, 2011, 2013 ; Lee et al., 2006 ; Olson et al., 2008 ; Ribes et Jackson, 2013).
Financer une infrastructure de recherche n’est pas la même chose que de financer des 
travaux de recherche. Il peut en effet être difficile de persuader les gouvernements et 
les organismes de financement d’investir dans les technologies, les personnes et les 
services, comme l’ont appris à leurs dépens le programme Cyberinfrastructure aux 
États-Unis, le programme eScience au Royaume-Uni, le National Data Service en Aus-
tralie et d’autres projets ailleurs. Bien que les détails soient très variables, beaucoup 
de scientifiques approuvent ces investissements, car elles et ils se rendent compte 
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que les technologies partagées et les réservoirs communs de ressources excèdent 
les capacités des universités et des chercheurs et chercheuses. D’autres ne les sou-
tiennent pas et combattent des investissements qui leur apparaissent comme des 
solutions descendantes et centralisées. Ces initiatives s’inscrivent sur le long terme, 
mais doivent faire avec des cycles de financements courts et le renouvellement poli-
tique. Elles sont composées de nombreuses composantes mouvantes, qui évoluent 
chacune à leur propre rythme : les technologies progressent vite, alors que les uni-
versités et les maisons d’édition évoluent bien plus lentement. Les start-ups peuvent 
être plus réactives, mais n’investissent pas nécessairement pour le long terme.
La capacité à conserver et exploiter les données dépend aussi d’investissements 
dans la gestion de données. Les chercheurs et chercheuses semblent plus motivés 
à prendre soin de leurs données lorsque ces investissements apportent une valeur 
ajoutée à la recherche que lorsque le but est de vérifier leur travail. Les scientifiques 
et les autres acteurs prêts à investir dans la gestion peuvent décider conjointement 
quelles données valent la peine d’être gardées. S’il semble que leur valeur chute rapi-
dement, il y a moins de raisons de les conserver. Maintenir les données anciennes, 
le matériel et les logiciels est difficile et coûteux. Certaines données ne peuvent être 
récupérées qu’en effectuant plusieurs couches d’émulation ; or ce genre d’opération 
se justifie difficilement (Brooks, 1975 ; Jackson et Buyuktur, 2014 ; Lee et al., 2006 ; 
Mayernik, 2015 ; Segal, 2005 ; Winkelman et Rots, 2012a).
Les données qui ne présentent une utilité qu’à court terme peuvent être déposées 
ou publiées sur des sites web afin de les diffuser et de les rendre accessibles. En 
revanche, les objets de recherche qui possèdent une valeur à long terme devraient 
être confiés à des institutions stables, comme des bibliothèques, des archives, des 
musées ou des référentiels dotés de fonds suffisants. Certains chercheurs et cher-
cheuses s’adaptent rapidement aux nouvelles technologies. D’autres se montrent 
prudents et n’adoptent que celles dont le support semble sûr. De même, certains 
entretiendront leurs données dans des logiciels propriétaires et d’autres uniquement 
dans des formats ouverts. Les silos sont partout et l’interopérabilité reste un but 
lointain.
Conclusion
Il n’existe pas de réponse toute faite à la question « quelles données garder ? », parce 
qu’il n’y a pas non plus de réponse toute faite à la question « qu’est-ce qu’une don-
née ? ». Malgré leurs désaccords, la majorité des scientifiques aimeraient disposer 
de meilleurs moyens de gérer ce qu’elles et ils considèrent comme leurs données. 
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Une amélioration de la gestion mènerait probablement à des données plus pérennes 
et donc à de meilleurs moyens de découvrir et partager les données. Cela suppose 
des investissements considérables, qui ne peuvent reposer sur les seules épaules 
des chercheurs et chercheuses. L’amélioration de l’accès aux données requiert que 
les communautés de recherche, les organismes de financement, les universités, les 
maisons d’édition et les autres parties prenantes investissent dans les infrastruc-
tures de la connaissance. La technologie, les politiques et les pratiques s’entremêlent 
sur de nombreux points. Unifier les nombreuses composantes mouvantes des infras-
tructures de la connaissance nécessite d’investir dans les personnes qui les font tenir 
ensemble par leur travail invisible.
Aujourd’hui, les scientifiques peuvent recueillir les données, les découvrir, les cher-
cher, les analyser et les diffuser à des échelles jusque-là impossibles. Certaines 
données valent la peine d’être gardées pour toujours ; d’autres n’ont qu’une valeur 
éphémère. Pour certaines, il est plus facile de les recréer au besoin que de les conser-
ver. Au cours de l’histoire humaine, tout garder n’a jamais été une possibilité. On ne 
peut prévoir parfaitement les futurs usages d’une information. La capacité à identi-
fier de nouveaux éléments probants au milieu d’informations anciennes représente 
l’essence même de nombreuses formes de recherche. La pérennisation des données 
est un objectif autrement plus ambitieux que leur simple stockage et sauvegarde. Le 
défi consiste à rendre les données découvrables, utilisables, évaluables, intelligibles 
et interprétables, le tout pour de longues périodes. Les parties prenantes peuvent ne 
pas s’accorder sur les types de données au sein d’un domaine qui méritent ce niveau 
d’investissement, ou sur les publics qui leur trouveraient un intérêt. Le plus difficile est 
de déterminer qui serait prêt à effectuer ces investissements dans l’intérêt d’autres 
parties. Faire l’article de l’accès aux données revient à faire l’article des infrastruc-
tures de la connaissance. Une vision à très long terme est nécessaire, mais y parvenir 
est difficile en raison du réseau complexe des parties prenantes dans l’ ensemble des 
domaines de recherche, des communautés et des pays. Pour reprendre l’hypothèse 
du présent ouvrage, la valeur des données réside dans leur usage. À moins que les 
parties prenantes ne parviennent à s’accorder sur ce qu’il faut garder et pourquoi et à 
investir le travail invisible nécessaire à la pérennité des infrastructures de la connais-
sance, les big data et les little data deviendront bien vite zéro data.
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Il faut tout un village pour écrire un livre, surtout lorsqu’il couvre des disciplines et 
des sujets aussi variés que le présent ouvrage. Mes écrits s’appuient sur le travail 
d’un grand village de collègues d’horizons divers, un « collège invisible » comme on 
l’appelle dans la communication savante. Les scientifiques se soucient plus que tout 
de leurs données et ont consacré un temps généreux à débattre, à participer à des 
séminaires et ateliers et à lire de nombreux brouillons de mes chapitres.
La genèse de ce projet d’ouvrage remonte à trop loin pour lister toutes celles et tous 
ceux qui ont alimenté mes réflexions. C’est pourquoi je ne peux ici remercier, au 
mieux, que celles et ceux qui ont touché, d’une manière ou d’une autre, les mots sur 
les pages du présent volume. Bien d’autres sont cités dans l’abondante bibliographie. 
J’ai certainement omis de mentionner plusieurs d’entre vous avec qui j’ai partagé des 
discussions mémorables sur les sujets qui m’occupent ici.
J’ai commencé mes recherches sur les pratiques scientifiques en matière de don-
nées à la fin des années 1990, en m’appuyant sur des travaux antérieurs sur les 
bibliothèques numériques, le comportement informationnel, l’interaction personne-
machine, la recherche d’information et la communication informationnelle. J’ai 
conduit ces recherches avec un formidable ensemble de collaborateurs et collabo-
ratrices, dont les contributions prolifiques à ma réflexion sont trop empreintes de 
connaissances tacites pour que je les explicite ici. Nos travaux en commun sont cités 
tout au long du présent ouvrage. Beaucoup de membres du corps professoral, d’étu-
diantes et étudiants et de chercheurs et chercheuses postdoctoraux ont participé 
à plusieurs projets ; c’est pourquoi ils sont énumérés dans une liste alphabétique 
unique. Parmi les projets de recherche sur les pratiques en matière de données, on 
compte l’Alexandria Digital Earth Prototype Project (ADEPT) ; le Center for Embedded 
Networked Sensing (CENS) ; la Cyberlearning Task Force ; Monitoring, Modeling, and 
Memory ; Data Conservancy ; Knowledge Infrastructures ; et Long-Tail Research.
Parmi les professeures et professeurs ayant collaboré à ces projets, on compte 
Daniel Atkins, Geoffrey Bowker, Sayeed Choudhury, Paul Davis, Tim DiLauro, 
George Djorgovski, Paul Edwards, Noel Enyedy, Deborah Estrin, Thomas Finholt, 
Ian Foster, James Frew, Jonathan Furner, Anne Gilliland, Michael Goodchild, Alyssa 
Goodman, Mark Hansen, Thomas Harmon, Bryan Heidorn, William Howe, Steven 
Jackson, Carl Kesselman, Carl Lagoze, Gregory Leazer, Mary Marlino, Richard 
Mayer, Carole Palmer, Roy Pea, Gregory Pottie, Allen Renear, David Ribes, William 
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Sandoval, Terence Smith, Susan Leigh Star, Alex Szalay, Charles Taylor et Sharon 
Traweek. Parmi les étudiantes et étudiants, les chercheurs et chercheuses post-
doctoraux et les personnels de recherche, on compte Rebekah Cummings, Peter 
Darch, David Fearon, Rich Gazan, Milena Golshan, Eric Graham, David Gwynn, 
Greg Janee, Elaine Levia, Rachel Mandell, Matthew Mayernik, Staša Milojević, 
Alberto Pepe, Elizabeth Rolando, Ashley Sands, Katie Shilton, Jillian Wallis et 
Laura Wynholds.
L’essentiel de ce livre a été imaginé et écrit lors de mon année sabbatique à l’univer-
sité d’Oxford en 2012-2013. Mes collègues d’Oxford étaient des puits de science et 
d’idées nouvelles qui m’ont répondu avec enthousiasme lorsque je leur ai demandé : 
« en quoi consistent vos données ? ». Balliol College m’a généreusement accueillie en 
tant que chercheuse invitée à la chaire Oliver Smithies ; en parallèle, j’ai occupé des 
postes de chercheuse invitée à l’Oxford Internet Institute et à l’Oxford eResearch 
Centre. Les discussions que j’y ai eues avec des pontes comme avec des étudiants 
ont éclairé mes réflexions sur les données et tout ce qui s’ensuit  : bouddhisme, 
cosmologie, Dante, génomique, chiralité, nanotechnologies, éducation, économie, 
humanités, philosophie, mathématiques, médecine, langues et littératures, informa-
tique et bien plus encore. Le système des collèges d’Oxford rassemble autour d’une 
même table des gens qui, autrement, ne se seraient jamais rencontrés et auraient 
encore moins entrepris des recherches par-delà les frontières disciplinaires. Je serai 
éternellement reconnaissante à mes hôtes, Sir Drummond Bone, directeur de Balliol, 
et Nicola Trott, Senior Tutor ; William Dutton de l’Oxford Internet Institute ; David de 
Roure de l’Oxford eResearch Centre ; Sarah Thomas, bibliothécaire de Bodley. Kofi 
Agawu, Martin Burton, George et Carmella Edwards, Panagis Filippakopoulos, Marina 
Jirotka, Will Jones, Elena Lombardi, Eric Meyer, Concepcion Naval, Peter et Shirley 
Northover, Ralph Schroeder, Anne Trefethen et Stefano Zacchetti ont été mes com-
pagnons au quotidien et une source d’inspiration.
Parmi les gens d’Oxford qui ont éclairé mes réflexions, peut-être plus qu’ils ne le croient, 
je compte William Barford, Grant Blank, Dame Lynne Brindley, Roger  Cashmore,  Sir 
Iain Chalmers, Carol Clark, Douglas Dupree, Timothy Endicott, David Erdos, Bertrand 
Faucheux, James Forder, Brian Foster, John-Paul Ghobrial, Sir Anthony Graham, Leslie 
Green, Daniel Grimley, Keith Hannabus, Christopher Hinchcliffe,  Wolfram Horstmann, 
Sunghee Kim, Donna Kurtz, Will Lanier, Chris Lintott, Paul Luff, Bryan Magee, Helen 
Margetts, Philip Marshall, Ashley Nord, Dominic O’Brien, Dermot O’Hare, Richard 
Ovenden, Denis Noble, Seamus Perry, Andrew Pontzen, Rachel  Quarrell, David Robey, 
Anna Sander, Brooke Simmons, Rob Simpson, Jin-Chong Tan, Linnet Taylor,  Rosalind 
Thomas, Nick Trefethen, David Vines, Lisa Walker, David  Wallace, Jamie Warner, 
 Frederick Wilmot-Smith et Timothy Wilson.
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Je dois remercier plus particulièrement mes collègues qui ont contribué de 
manière substantielle aux études de cas des chapitres  5, 6 et  7. L’exemple de 
l’astronomie au chapitre 5 est largement fondé sur le travail d’Alyssa Goodman, 
du  Harvard-Smithsonian Center for Astrophysics, et de ses collaborateurs, parmi 
lesquels Alberto Accomazzi, Merce Crosas, Chris Erdmann, Michael Kurtz, Gus 
Muench et Alberto Pepe. Cette étude de cas s’appuie également sur les recherches 
de l’équipe Knowledge Infrastructures de l’université de Californie à Los Angeles 
(UCLA). Les brouillons de ce chapitre ont également bénéficié de multiples relec-
tures par la professeure Goodman et de révisions par d’autres astronomes ou histo-
riens de l’astronomie, dont Alberto Accomazzi, Chris Lintott, Michael Kurtz, Patrick 
McCray et Brooke Simmons. Les astronomes George Djorgovski, Phil  Marshall, 
Andrew Pontzen et Alex Szalay ont également aidé à éclaircir certains points scien-
tifiques. Le cas des réseaux de capteurs au chapitre 5 s’appuie sur des travaux 
antérieurs sur le CENS. Le manuscrit a été révisé par des collaborateurs et col-
laboratrices et des chercheurs et chercheuses du CENS, dont David Caron, Eric 
Graham, Thomas Harmon, Matthew Mayernik et Jillian Wallis. La première étude de 
cas de sciences sociales du chapitre 6, sur la recherche sur Internet, se fonde sur 
des entretiens avec les chercheurs et chercheuses de l’Oxford Institute Research 
Grant Blank, Corinna di Gennaro, William Dutton, Eric Meye et Ralph Schroeder, 
qui ont bien voulu relire les brouillons de ce chapitre. La deuxième étude de cas, 
sur la sociologie des techniques, est fondée sur des travaux antérieurs menés avec 
des collaborateurs, tels qu’ils sont cités, et ont été revus par Matthew Mayernik 
et Jillian Wallis. L’étude de cas de sciences humaines au chapitre 7 a été réalisée 
pour le présent ouvrage. Celle de CLAROS s’appuie sur des entretiens et des élé-
ments fournis par Donna Kurtz, de l’université d’Oxford, ainsi que sur des sources 
supplémentaires proposées par David Robet et David Shotton. L’analyse du Griffon 
de Pise repose sur des entretiens et des éléments fournis par Peter Northover, éga-
lement d’ Oxford, et des sources supplémentaires proposées par Anna  Contadini 
de la SOAS à Londres. La dernière étude de cas, sur les études bouddhiques, doit 
tout à l’enseignement patient de Stefano Zacchetti, titulaire de la chaire Yehan 
Numata d’études bouddhiques à Oxford, qui m’a fait découvrir son sanctuaire. Des 
chercheurs et chercheuses en sciences humaines ont eu la bonté de réviser le 
chapitre 7, parmi lesquels Anna Contadini, Johanna Drucker, Donna Kurtz, Peter 
Northover, Todd Presner, Joyce Ray et David Robey.
Beaucoup d’autres m’ont fait bénéficier de leur expertise sur des sujets spécialisés. 
En matière biomédicale, il y a Jonathan Bard, Martin Burton, Iain Chalmers, Panagis 
Filippakopoulos et Arthur Thomas. Le docteur Filippakopoulos a relu les manuscrits 
de plusieurs chapitres. Sur les technologies internet et les mécanismes de citation, 
on compte Geoffrey Bilder, Blaise Cronin, David de Roure, Peter Fox, Carole Goble, 
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Peter Ingwersen, John Klensin, Carl Lagoze, Salvatore Mele, Ed Pentz, Herbert Van 
de Sompel et Yorick Wilks. Le chapitre 9 s’est vu amélioré grâce aux remarques de 
Blaise Cronin, Kathleen Fitzpatrick et John Klensin. Paul Edwards et Marilyn Raphael 
ont été mes consultants sur la modélisation climatique. Les sections sur la propriété 
intellectuelle et l’accès ouvert doivent beaucoup à mes discussions avec David Erdos, 
Leslie Green, Peter Hirtle, Peter Murray-Rust, Pamela Samuelson, Victoria Stodden 
et John Wilbanks. Christopher Hinchcliffe m’a aidé à affiner ma compréhension des 
ressources communes à la suite de mes discussions sur l’économie avec Paul David, 
James Forder et David Vines. De longs entretiens avec mes collaborateurs Geoffrey 
Bowker, Paul Edwards, Thomas Finholt, Steven Jackson, Cory Knobel et David Ribes 
ont influencé mes idées sur les infrastructures de la connaissance. De même, ma 
réflexion sur les politiques en matière de données doit beaucoup à ma participa-
tion au Board on Research Data and Information, au CODATA et à l’Electronic Pri-
vacy Information Center, ainsi qu’aux indications de Francine Berman, Clifford Lynch, 
Paul Uhlir et Marc Rotenberg. Sur la question des bibliothèques et des archives, j’ai 
consulté Lynne Brindley, Johanna Drucker, Anne Gilliland, Margaret Hedstrom, Ann 
O’Brien, Susan Parker, Gary Strong et Sarah Thomas. Jonathan Furner a clarifié pour 
moi des concepts philosophiques que j’avais découverts lors de nombreuses conver-
sations à Oxford. Will Jones m’a initiée aux complexités éthiques de la recherche sur 
les réfugiés. Abdelmonem Afifi, Mark Hansen et Xiao-Li Meng ont contribué à ma 
compréhension des risques statistiques en analyse de données. Clifford Lynch, Lynne 
Markus, Matthew Mayernik, Ann O’Brien, Katie Shilton et Jillian Wallis ont lu et com-
menté de larges portions du manuscrit, tout comme plusieurs évaluateurs anonymes 
recrutés par Margy Avery des éditions MIT Press.
Ce serait une négligence de ne pas citer le travail invisible de celles et ceux qui sont 
rarement mentionnés en tant qu’auteurs. Je pense aux organismes de financement 
et aux responsables de programme qui ont rendu ces travaux possibles. Au sein de la 
National Science Foundation, Daniel Atkins, Stephen Griffin et Mimi McClure ont par-
ticulièrement veillé au développement des recherches sur les données, la recherche 
et les infrastructures. Tony Hey et son équipe au sein de Microsoft Research se sont 
montrés collaboratifs et de bon conseil et nous ont apporté leur soutien financier à 
des moments critiques. J’adresse mes remerciements à Lee Dirks, Susan Dumais, 
Catherine Marshall, Catherine Van Ingen, Alex Wade et Curtis Wong de Microsoft 
Research. Josh Greenberg de la Sloan Foundation m’a octroyé des fonds, une liberté 
et des conseils dans mon étude des infrastructures de la connaissance. Sont égale-
ment invisibles les nombreuses personnes qui m’ont invitée à parler de mon futur 
livre et celles qui ont assisté à ces communications. Je suis très reconnaissante de 
ces occasions de riches débats. Rebekah Cummings, Elaine Levia et Camille Mathieu 
ont établi l’énorme bibliographie, qui sera rendue publique dans un groupe Zotero 
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(Borgman Big Data, Little Data, No Data) à la publication du présent ouvrage, dans 
l’esprit de l’accès ouvert.
La dernière personne que je dois remercier, et non des moindres, est mon mari 
George Mood, qui a retravaillé le manuscrit et tout ce que j’ai publié depuis 1977. Il a 
cependant l’habitude d’effacer son nom de la section des remerciements. Pour une 
fois, que le travail invisible soit révélé au grand jour.
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