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RESUMO 
I\este trabalho, estudamos o problema de otimização vetorial entre espaços de Ba-
nach quanto a condições necessárias e suficientes de ot.imalidade. Para isto_ utilizamo:s 
diferentes noções de convexidade generalizada. 
Ka Primeira Parte tratamos o problema (Fréchet) diferenciáveL .:VJostramos que ;;1s 
soluções Íracamente eficientes de tais problemas podem ser completamente caracterizadas 
em termos de condições estacionárias e de convexidade generalizadas (pseudoinvexidade. 
no caso do problema multiobjetivo irrestrito e KT-invexidade, para o problema com 
restrições de desigualdade). 
I\ a Segunda Parte, discutimos o problema não diferenciável. Estabelecemos um resul-
tado de existência de soluções fracamente eficientes e uma caracterização de soluçÕe::5 fra-
camente eficientes via desigualdades quase-variacionais. Também discutimos condições 
de otimalidade através de cones de aproximação local e de K-derivadas. Além disto. 
obtivemos condições de segunda ordem através das noções de Hessíana e Derivadas Di-
recionais de segunda ordem generalizados ( Cominettí e Correa). 
I\ a Terceira Parte, consideramos dois problemas específicos de otimização multiob-
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Diariamente encontramos situações que levam à tomada de decisões. Tipicamente. 
este tipo de problemas surgem em áreas como Gerenciamento de Empresas, Adminis-
tração de Recursos~ Planejamento de Estratégias, etc. !'\estes casos. freqüentemente se 
encontram vários objetivos fixados como metas pelo decisor. Assim é grande a aplicabi-
lidade de Problemas de Otimização com Objetivos Múltiplos e, daí o nosso interesse em 
estudá-lo, 
Formalmente, o problema de otimização multiobjetivo (ou com objetivos múltiplos) 
admite a seguinte formulação: 
::\Jininüzar 
sujeito a: x E S 
onde as fi/ s são funções definidas em R.n a valores reais e 5 é un1 subconjunto não vazio 
de IFP~. 
Geralmente, não é possível minimizar simultaneamente todos os objetivos f; sujeitos 
à restrição S, o que leva a várias noções de otimalidade para o problema de otimização 
(PV), 
Os primeiros resultados no campo da Otimização Multiobjetivo são devidos a Pareto 
[80] que em seu célebre trabalho "Cours d 'Economie Politique" introduz o conceito de 
solução eficiente, Conceitualmente, um ponto é chamado eficiente quando não é possível 
melhorar nenhum objetivo sem piorar algum outro objetivo, Esta noção de otimalidade 
tem sido amplamente utilizada na Economia, pois é intimamente ligada à chamada Teoria 
do Bem-Estar Social 
Depois da Segunda Guerra 2\lundial (época que coincide com o auge da Pesquisa 
Operacional) numerosos trabalhos surgiram neste campo, Foram estudados, sobretudo, 
condições necessárias e suficientes para a determinação de pontos eficientes, Desta época 
se destacam os trabalhos de Chames e Cooper , Gale, Kuhn e Tucker e de Karlin , 
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Durante os anos 60, a literatura sobre este tema vai se sofi1:lticando e surgen1 novos 
conceitos de otimalidade. Merecem destaque as noções de eficiência fraca e de eficiência 
própria. Grosso modo, um ponto é chamado fracamente eficiente se não é possível melho-
rar todos os objetivos simultaneamente e é chamado propriamente eficiente se é solução 
eficiente e se os quocientes entre o ganho em um objetivo e a perda com respeito aos 
demais objetivos é limitada. 
Desde então. têm aparecido Inúmeras publicações. tanto de caráter nrM;cn como 
teórico~ nas quais se desenvolvem critérios que permitem decidir quando um ponto factível 
é ou não eficiente. O estudo de soluções eficientes se dá desde duas vertentes: por um lado. 
tenta-se re ]acionar tais soluções com as soluções de problemas escalares, cuja resolução 
é bem conhecida (pois os problemas de otimização escalares têm uma teoria bastante 
desenvolvida) e, por outro lado, procurar encontrar condições que permitam facilitar o 
tratamento computacional de tais problemas e que garantan1 a eficiência. 
Em qualquer um destes cwsos, a convexidade (ou em sua falta, a convexidade gen-
eralizada) desempenha um papel fundamentaL seja na otimização escalar ou vetorial. 
As funções convexw; são extremamente importantes na Teoria de Otimização por dois 
motivos fundamentais: Por um lado, todo mínimo local é mínimo global e por outro 
lado, para tais funções é possível estabelecer condições necessárias e suficientes de oti-
malidade via Regra de Multiplicadores (caso diferenciável) e Ponto de Sela (caso não 
diferenciável). Recentemente, Osuna- Gómez et al. provaram que é possível estabelecer 
condições necessárias e suficientes de otimalidade (no sentido da eficiência fraca) para o 
problema (PV) na forma de regra de multiplicadores e de condições de tipo ponto de sela 
(veja [75], [76]). 
t:m importante fato no campo da Programação Matemática foi o surgimento das 
chamadas funções in vexas, as quais foram introduzidas por Hanson em [49j. Tais funções 
tem a propriedade de todo ponto ser mínimo global quando, e somente quando. for esta-
cionário. Além disso, quando o problema tem restrições definidas por desigualdades. as 
condições de Karush-Kuhn-Tucker (abreviadamente. KKT) são suficientes para a otimal-
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idade. quando rodas as funções envolvidas no problema são ínvexas. 
Entretanto. tais condições não são necessárias. nem mesmo quando o problema é 
invexo. Em Martin introduz uma classe de problemas, denominados KT-invexos (e 
que problemas cujos funcionais são a qual possui a seguinte propriedade: 
o problema é KT-invexo quando e somente quando. todo ponto que satisfaz as condições 
KKT são mínimos globais. Contrapartidas deste resultado para o problema vetorial (PV) 
foram estabelecidas por Osuna-Gómez et alem [77] para as soluções fracamente eficientes. 
Para o problema de otimização escalaL é possível obter uma caracterização de oti-
malidade via desigualdades variacionais. 
De fato, Mancino e Stampacchia i701 provaram que quando 0 S C R"~ R" é 
o gradiente de uma função convexa e S --+ R, onde S é aberto e convexo. então o 
problema de otimização escalar: 
:vlinimizar e (X) 
sujeito a: x E S 
é equivalente ao seguinte problema de desigualdade variacional: 
(PE) 
Encontrar i E S tal que (y- xY 0(x) 2': O, vy E S. (DV) 
Contrapartidas deste resultado foram obtidos por Ruiz-Garzón et ai. [89] para o 
problema invexo e também para o problema vetorial (PV) sob hipóteses adequadas de 
invexidade generalizada e de monotonicidade. para as soluções fracamente eficientes. 
Observamos que nem todo problema de decisão pode ser formulado como um (PV). 
Para formular o problema de otimização que consideraremos neste trabalho, introduzire-
mos a seguinte notação: dado um espaço de Banach F e Q é um cone convexo, fechado, 
com interior não vazio e distinto de consideraremos as seguintes relações binárias em 
F: 
(1) X, y E F, X <iQ y <;=} y- X E Q; 
(2) x, y E F, X ::;_Q y <R y- x E Q \ {0}; 
x,y E X <Q y <R y - X E int 
problema de otiwlzação vetorial generalizado é: 
Minimizar f(x) 
sujeito a x E S 
(PVG) 
onde E e F são espaços de Banach, f : E -+ F é uma função dada e S é um subconjunto 
não vazio de E. 
Em tal caso, por entenderemos "buscar as soluções efic:ientes fraca-
mente eficiente) do problema (PVG)". 
Dizemos que x E S é solução eficiente (respectivamente, fracamente eficiente) de 
(PVG) se não existe x E S tal que x- x ::;Q O (resp. x- x <Q 0). 
Neste trabalho estabeleceremos contrapartidas dos resultados comentados anterior-
mente para o problema de otimização vetorial generalizado (PVG). 
Esta Tese é estruturada em três partes: na Primeira Parte, consideraremos o caso em 
que o problema (PVG) é (Fréchet) diferenciável. No Capítulo 1, extenderemos a noção 
usual de preinvexidade para funções definidas entre espaços de Banach e, utilizando tal 
noção, obteremos condições necessárias e suficientes de otimalidade (condição KKT gene-
ralizada) para o caso em que Sé definido por uma restrição de desigualdade em (PVG). 
Além disso, provaremos que estas funções têm a propriedade de toda solução fracamente 
eficiente local ser solução fracamente eficiente global. Também introduzimos a noção de 
ponto crítico vetorial e de ponto crítico Kuhn-Tucker para o problema (PVG) e obtemos 
uma extensão dos resultados de Osuna-Gómez et al. [77] a este problema. 
No Capítulo 2, caracterizaremos as soluções fracamente eficientes de (PVG) em termos 
de desigualdades quase- variacionais, sob hipóteses adequadas de convexidade generaliza-
da. Tratam-se de resultados que generalizam os obtidos por Martin [72] e Osuna-Gómez 
et al. [77] ao contexto de otimização vetorial entre espaços abstratos. 
4 
I\ o Capítulo 3 caracterizaremos as soluções fracamente eficientes de (PVG) em termos 
de desigualdades quese- variacionais. I\osssos resultados generalizam os obtidos por Ruiz-
Garzón et al. I\ a Segunda Parte, consideraremos o caso em que o problema (PVG) é 
não diferenciável. l\o Capítulo 4, discutimos a existência de soluções fracamente eficientes 
para o problema sob hipóteses adequadas de convexidade generalizada. 
O Capítulo 5 tem três seções: na Seção 5. L estabeleceremos condições de tipo Ponto 
de Sela e resultados de Dualidade para o problema (PVG). A definição de Ponto de Sela 
que empregaremos aqui tem a vantegern de ser expressa em termos de duas desigual-
dades escalares (e não vetoriais. como usualmente é o caso em otimização multiobjetivo). 
Formularemos um dual escalar de tipo Lagrangeano para (PVG) e estabelecemos alguns 
resultados de dualidade. Na Seção 5.2. consideraremos o caso particular em que F tem 
dimensão finita. Utilizaremos os resultados da Seção 5.2. na obtenção de condições de 
segunda ordem para o problema cujas funções são cu através das noções de derivada 
direcional de segunda ordem e de Hessiana generalizada. introduzidas por Cominetti e 
Correa em [25]. 
l\o Capítulo 6 estudaremos condições necessárias e suficientes de otimalidade para 
o problema (PVG) através das noções de cones de aproximação local e de K-derivadas, 
introduzidas por Elster e Thierfelder em [40]. para o caso particular em que F tem 
dimensão finita. 
No Capítulo 7, estudaremos o caso em que (PVG) é Lipschitz-contínuo. Caracteri-
zaremos as soluções (propriamente) eficientes e fracamente eficientes via desigualdades 
quase- variacionais. Isto será feito através das noções de derivadas direcionais e gradientes 
generalizados de Clarke í231. 
l\a Terceira Parte trataremos dois problemas particulares de otimização multiob-
jetivo. No Capítulo 8, estudaremos o Problema Fracionário .\lultiobjetivo quanto a 
condições de otímalidade e dualidade e no Capítulo 9, estudaremos o Problema de Tempo 
Contínuo Multiobjetivo. 
Finalmente. no Capítulo 10, comentamos algumas possibilidades de trabalho futuro 
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e apresentamos alguns comentários finais e conclusões. 
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Parte I 
-O PROBLEMA DE OTIMIZ ÇAO 
" VETORIAL DIFERENCIA VEL 
7 
Capítulo 
Funções pré-invexas e soluções 
fracamente eficientes de problemas 
Gâteaux-diferenciáveis 
1.1 Introdução e formulação do problema 
I\" este Capítulo, consideraremos o seguinte problema de otimização: 
Minimizar f ( x) 
sujeito a: -g(x) E K 
xES 
(P) 
onde E, F e G são espaços de Banach, f : E -+ F e G : E -+ G são funções direcional-
mente diferenciáveis ( Gâteaux-diferenciáveis ), 
Assumiremos que os espaços E e G são (parcialmente) ordenados pelos cones convexos, 
fechados Q c F e K c G, com intQ # 0, 
Por "minimizar'' entenderemos "buscar as soluções fracamente eficientes de (P)", 
Denotaremos lF := {x E S: -g(x) E K} o conjunto factível. 
Como citamos na Introdução, a noção de convexidade é de extrema importância na 
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Teoria de Otimização. 
Os resultados seguintes são bastante conhecidos: se e : S c Rn-+ R é uma função 
convexa e S é um subconjunto convexo. aberto e não vazio de Rn: então: 
Se x E S é um oínimo local de e eo S. então x é um mínimo global de IJ em 
Se e é diferenciável em S, então, vB(xl) < - IJ(x,). 'X2 E s 
em particular. se x E 8 é tal que VIJ(x) = 0, então x é oínimo global de 8 em 
Muitas são as funções que não são convexas e que verificam propriedades análogas a 
(1) e (2): são usualmente chamadas funções convexas generalizadas. 
Neste Capítulo. estendemos o conceito de função pré-invexas (introduzidas por Han-
son e em para funções definidas entre espaços de Banach. 
Provaremos que tais funções valores vetoriais) possuem propriedades análogas a 
(1) e (2) e serão utilizadas para obter condições necessárias e suficientes de otimalidade 
para o problema (P). 
1.2 Funções Vetoriais Pré-Invexas 
Nesta Seção, introduzimos o conceito de funções (a valores vetoriais) pré-invexas e es-
tudaremos algumas de suas propriedades. Veremos que tais funções satisfazem um Teo-
rema de Alternativa de Tipo Gordan, o qual será de crucial importância na obtenção de 
condições de otimalidade para (P). 
Definição 1.1 (Hanson e lvlond (50]} SeJa E um espaço de Banach. A função e : f? c 
E -+R é chamada pré-inve:Ea com respeito a ry em S C f? se para cada x 1, x2 E S e 
cada À E (0, 1), existe uma função vetorialry: S x S---> E tal que 
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Se o conjunto 5 C E tem a propriedade 
1) 
diremos que 5 é .Znvexo com respeito a r;. 
0 conjunto Q' := {w' E F' : 
topológico de F 
2: O, 'ix E Q} é o cone dual de Q e r é o dual 
Denotamos ·) a forma bilinear canônica entre e F 
A generalização de funções pré-in vexas para funções definidas entre espaços abstratos 
que propomos é a seguinte: 
Definição 1.2 Sejam E e F dois espaços de Banach. A função f 11 C E -+ F é 
pré-lin~•ex:a com respeito a íJ em S C D se para cada ~,"' E 
pré-invexa com respeito a TJ, no sentido da Definição 1.1, 
, a composw w o f é 
A Definição L2 pode ser expressa, de maneira equivalente, em termos da desigualdade 
;;;:Q. 
Lema 1.3 A Definição 1.2 é equivalente a: f é pré-invexa com respeito a TJ se e somente 
se, para cada x 1, Xz E S e cada À E (0, 1), existe um vetor TJ: S x S _,E tal que 
(Ll) 
Para isto, necessitaremos do seguinte resultado: 
Lema 1.4 Seja F um espaço de Banach ordenado (parcialmente) pelo cone Q C F com 
Q convexo e fechado. Se existe um y E F tal que (y', y) 2: O. Vy' E Q', então y E Q. 
(A prova deste resultado se encontra em [69j, p. 215) 
PROVA: (do Lema L3) Sejamx1,x2 E S, .\E (0, 1). Então, as seguintes equivalências 
são verdadeiras: 
f(x2 + ÀTJ(Xr,x2)) ;;;;Q ,\f(xr) + (1- .\)f(x2) 
10 
{:;} u/' o < c + (1- À) o 
onde a primeira equivalência segue da definição de :5Q· a segunda segue do Lema 1.4 e a 
terceira segue da linearidade de w"'. !11 
A seguinte propriedade das funções pré-invexas direcionalmente diferenciáveis será 
extensivamente utilizada neste Capítulo: 
Proposição 1.5 Seja f : fl C E -+ F uma função pré-ínvexa em S C fl. direcional-
mente diferenciável. Então: 
o < o 
PROVA: Assuma que f é pré-invexa em S. Então, pelo Lema L3, uJ' o f é pré-invexa 
em S, Vw' E Q' (no sentido da Definição Ll), ou seja, 
w' o f(x + À7](x, y)) s; o;'(Àf(y) + (1- À)f(x)), lei À E (0, 1). (1.3) 
Segue de (1.3): 
J o f(x + À7](X, y))- w' o f(x) s; Àw'(f(y)- f(x)). (14) 
Dividindo a desigualdade (14) por À e tomando o limite quando À-+ o+. obtemos (L2). 1111 
O seguinte resultado técnico também será extensivamente utilizado: 
Lema 1.6 Se Q C F é um cone convexo. com interior não vazio e p E Q' \ {0}. então 
(p, s) > O. quando s E int Q. 
(Para prova, veja [26], p. 54) 
O seguinte resultado é um Teorema de Alternativa de Tipo Gordan para funções 
Pré-in vexas. 
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Teorema 1. 7 Seja f : E -+ F uma função pré-invexa com respeito a 'I em S C E, onde 
S é um conjunto invexo com respeito a 'I· Seja Q C F um cone convexo com interior não 
vazio. Então, exatamente uma das seguintes condições se verifica: 
Existe x E S tal que- f(x) E intQ; 
Existe p E Q' \ tal que o 
PROVA: 
Primeiramente, provaremos que não ocorrem (i) e (ii) simultaneamente. Caso contrário. 
pelo Lema 1.6, teríamos < O, com x E o que contraria 
""'":vrtt, provaremos que o sistema tem solução quando não tem solução. 
Defina: 
A:= f(S) +intQ. 
O conjunto A é aberto. De fato. sejam x E Se sE int Q tais que k = f(x) ~sE A. 
Como s E int Q, existe uma bola N com centro na origem tal que s + /li C int Q. 
Mas k + N = f(x) + (s + N) C A, e portanto, A é aberto. 
Agora, provaremos que A é convexo. Sejam k1 , k2 E A. e T E (0, 1). Então, k1 = 
f(x1 ) + s:, k2 = j(x2) + s2 , com x1, x2 E Se s 1 , s2 E int Q. Então: 
(1- r)k: + rk2 = í(1- r)f(xJ) + rj(x2)] + [(1- r)s1 + rsz]. (1.5) 
Como f é pré-in vexa e int Q é convexo (pois Q é convexo). temos, 
(1.6) 
e 
(1- r)s 1 + rs2 E int Q. (17) 
12 
Por hipótese. 5 é invexo e portanto 
(1 
De segue que ( 1 - E A1 ou seja, A é convexo. 
Como (i) não tem solução, então O rfc A e. pelo Teorema de Separação de Hahn-
Banach, existe pEr\ {O} tal que 
p(A) c (1.9) 
Fixemos um sE int Q. 
Queremos provar que ) 2: O,Vx E 5. sE int Q: temos 
s c- N c intQ (1 
para alguma bola N. 
1 
Para 7 E R+ suficientemente grande, temos que .::. f(x) E N e de (1.10) temos que 
7 
s- ~ f(x) E int Q e tendo em conta que int Q é um cone, obtemos 75- f(x) E int Q, ou 
7 
seja, 7S E f(x) + int Q C A e assim, por (1.9) temos 
p(s) 2: 0,\fs E intQ. (1.11) 
?\ias, para cada E> O suficientemente pequeno temos que k = f(x) c- ss E A e assim 
(p o f)(x) = p(k)- sp(s) 2: -sp(s)-+ O 
quando s -+ o+ e conseqüentemente, 
(p o f)(x) 2: O, \fx E 5. (1.12) 
Para cada so E Q, p(s0 ) = ~p(rs0 ) e para todo r > O suficientemente pequeno. 
T 
TSo E intQ, e por (1.11) temos quep(s0) :S: O,\ls0 E intQ e, portanto, 
pEQ'\{0} (1.13) 
e (1.12) e (1.13) implicam que pé solução de (ii). 11111 
1.3 Condições de otimalidade 
Esta Seção é dividida em três subseções. Em 1.3.1. consideraremos o problema de 
otimização escalar, i.e .. quando a função objetivo é a valores reais; em 1.3.2 estabele-
ceremos e provaremos um Teorema de Escalarizaçiío. o 
as soluções fracamente eficientes do problema vetorial 
nos permitirá relacionar 
com as soluções ótimas de 
problemas escalares e em 1.3.3 empregaremos os resultados das subseções anteriores na 
obtenção de condições necessárias e suficientes para a eficiência fraca em (P). 
1.3.1 Condições de otimalidade para problemas escalares 
Consideraremos o seguinte problema de otimização escalar; 
Minimizar e (X) 




onde E, F são espaços de Banach, G é ordenado (parcialmente) pelo cone convexo. 
fechado e com interior não vazio, K As funções {) ; E _, R e g ; E ___, G são contínuas e 
S é um subconjunto aberto e não vazio de E. 
Teorema 1.8 Assuma que as funções e e g são direcionalmente diferenciáveis e são 
pré-invexas com respeito a uma mesma '7· Seja i: uma solução de (PE). Então. existem 
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a2:0e E K* j não simultaneamente nulos e tais que 
y))- (!1" o 1J(x, y)) 2: O, E 5 
=O. 
Das hipóteses feitas. resulta que o conjunto factívellF := {x E S: -g(::r) E 
K} é invexo com respeito a 7). Seja x uma solução de (PE). 
Neste caso. o sistema 
r l i l g(x) I E X J 
não tem solução x E F. Do Teorema 1. 7, existe 11 = (L v") E (lfL x \{(0.0)} tal que 
T[O(x)- e(x)] + z;' o g(x) 2: O, 'ix E y (114) 
Fazendo x = x em (1.14), obtemos v' o g(i) 2: O, e portanto, (pela factibilidade de .f 
e pelo Lema 1.4) 
v' o g(x) =O. (1.15) 
Observamos que para cada E > O suficientemente pequeno, temos x + E:T)(x. y) E F. 
'iy E 5, pois 1F é invexo com respeito a 77- De (1.14) e (L15), obtemos 
lim TIJ(i + sry(i. y))- TB(x) +r' o g(i: + E1)(x, y))- r' o g(x) = 
c~o+ ~ 
= (T8)'(x,ry(x.y))-;- (v' og)'(i.ry(i:,y)) 2: Ü. (1.16) 
Portanto, segue de (Ll6) o resultado desejado, fazendo-se a= T e 11' = r'. 111 
1.5 
1.3.2 Um Teorema de Escala:rização 
Consideraremos o seguinte problema de otimização vetorial: 
onde f: E-+ 
:\iinimizar 
sujeito a: X E r 
r C E é não vazio, E e F são espaços de Banach, 
(P)I 
Assumiremos que F é (parcialmente) ordenado pelo cone convexo, fechado e com 
interior não vazio Q, 
O seguinte teorema de escaiarização é válido para o problema (Pl ): 
Teorema 1.9 Assuma em 
factivel r e que r é in vexo com respeito a ry, Se x· E r é uma soluçao fracamente eficiente 
de íPl), entào existe um multiplicador c:· E Q' \{O} tal que 
PROVA: Consideremos os seguintes conjuntos: 
U := {u E F: O <Q u}; V:= {v E F: v :SQ f(x')- f(x), para algum x E r}, 
Como x' é solução fracamente eficiente de (Pl), então U n V= 0, 
De fato, caso contrário, existiria um z E U n V. e, portanto, existe algum x E r tal 
que O <Q z :SQ f ( x') - f ( x) e. conseqüentemente, 
f(x) <Q f(x') 
o que contraria x* ser solução fracamente eficiente de (Pl) (pois x E r). 
Portanto, U n V= 0, 
É claro que Ué aberto e convexo (pois U = int Q e Q é convexo), Como f é pré-in vexa 
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e r é invexo com respeito a -r;~ então V é convexo. 
De fato, sejam vr,v2 E V e À E (0, 1), Então, existem x 1,x2 E r tais que 
l-
e, como Q é um cone, são válidas 
:SQ (1 - - (1-
e, portanto, 
Àv1 +(1- ) - (1-
onde a última desigualdade decorre da pré-invexidade de f e a primeira decorre do fato 
de Q ser um cone convexo, 
Como f é um conjunto in vexo com respeito a Tf, temos x 2 + À1J(x1 , x 2 ) E r e, portanto, 
V é convexo, 
Pelo Teorema de Separação de Hahn-Banach, existe um cf E F' \ {O} tal que 
(c;',v) :S O :S (c;',u),Vv E Vu E fi 
A segunda destas desigualdades implica (c;', u) ::0: O, 'tu E int Q, 
Mas Q é convexo, fechado e com interior não vazio, e então, int Q = Q (ver [35], p, 
413) o que implica (c;', u) ::0: O, lfu E Q, ou seja, c;' E Q', Observe que para cada x E r, 
temos que para cada x E r, temos f(x')- f(x) E 1/ e portanto, 
(c;', f(x')- f(x)) :S O, Vx E r, 
11111 
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Condições de otimalidade para problemas vetoriais 
Nesta Subseção, obteremos condições necessárias e suficientes de otimalidade para o 
problema vetorial através do Teorema L8 (condição de otimalidade para problemas 
escalares) e do Teorema L9 (Teorema de Escalarização). 
Teorema 1.10 (condição necessária) Assuma em (P) que as funções f e g são pré-
invexas com respeito a uma mesma 1), direcionalmente diferenciáveis e o C01?Junio S é 
in vexo com respeito a 1). Se .1: E lF é solução fracamente eficiente de (P ). então existem 
). E Q*, 11' E K*, não simultaneamente nulos e tais que 
(>.*o f)'(.r, 7J(.T, y)) + (11* o g)'(.r, r;(x, y)) ::::o, \:fy E iF (117) 
=o. 
Das hipóteses feitas. o conjunto factível iF é invexo com respeito a ry. Pelo 
Teorema 1. 9 (Escalarização), existe .\ E Q' \ {O} tal que 
). o f(x) ::; ).*o f(x), Vx E iF. 
Desta desigualdade e do Teorema 1.8, existem a 2: O e 11' E K*, não todos nulos e tais 
que 
a(.\ o f)'(.r, ry(x, y)) +(I/ o g)'(x, r;(x, y )) 2: o. Vy E lF 
(p:,g(x)) =o. 
Basta definir ). * := a>. e obtemos o resultado desejado. 11 
Veremos que as condições (1.19) e (1.20) resultam suficientes se ).* I O. 
(1.19) 
(1.20) 
Teorema 1.11 (condição suficiente) Suponha em (P) que as funções f e g são pré-
invexas com respeito a uma mesma ry e que são direcionalmente diferenciáveis. Suponha 
também que o conjuntoS é invexo com respeito a r;. Se existem.\* E Q* \{O} e 11' E K*, 
satisfazendo (1.17) e (1.18}, então i é solução fracamente eficiente de (P). 
18 
PROVA: Suponhamos por absurdo que i: não é solução fracamente eficiente de (P). 
Então, existe um x E IF tal que f(x) <q f(i:), e como>.: E Q' \ {0}, temos (pelo Lema 
L6) que Jl' < O. e portanto, pela Proposição 1.5. obtemos 
o <o. (1 
e. novamente. pela Proposição 1.5 
- p' o = p' o :s;o (122) 
Somando as desigualdades (1.21) e (1.22). obtemos 
c o <0 
o que contraria (Ll e. portanto~ X é solução íracan1ente eficiente de 
Observamos que quando )I' é nulo. o problema (P) é chamado anormal. Para que 
(1.17) e (1.18), com J\' # O seja uma condição necessária de otimalidade, alguma qua-
lificação de restrição deve ser exigida. Talvez a mais popular seja a seguinte condição: 
Condição de Regularidade de Slater: Existe x0 E lF tal que g(x0 ) <x O. 
Teorema 1.12 Sob as hipóteses do Teorema 1.10, se a Condição de Regularidade de 
Slater é satisfeita, então, À' # O. 
PROVA: De fato, suponha que as hipóteses do Teorema 1.10 são verificadas e que a 
Condição de Regularidade de Slater é satisfeita. 






o g)'(x~ n(x, :o; p' o g(x0 )- p' o g(x) 
= o <o 
o que contraria (1.23), ill 
1.4 Eficiência fraca global 
Nesta seção, voltaremos a considerar o problema (Pl), formulado em 1.3,2, 
Recordemos que um ponto Xo E r é chamado solução global fracamente eficiente de 
se não existe X E r tal que 
eficiente de (Pl) se existe N vizinhança de x 0 tal que não existe x E N n r tal que 
f(x) <q f(xo), 
Provaremos que se f é função pré-invexa então eficiência local fraca implica eficiência 
global fraca, 
Teorema 1.13 (eficiência global) Suponha em (P1) que f é função pré-invexa com res, 
peito a 'f), que o conjunto r é in vexo com respeito à mesma 71 e que Q é um cone convexo, 
fechado, ponteado e com interior não vazio, Então toda solução local fracamente eficiente 
de (P1} é uma solução global fracamente eficiente de (Pl), 
PROVA: Suponha que a função f é pré-invexa em r e que x E r é solução local 
fracamente eficiente de (Pl) mas que não é solução global fracamente eficiente, 
Então, existem x' E r tal que 
f(x) - f(x') E int Q, (L25) 
Como f é pré-invexa e r é invexo, então existe 1): E X E_... E tal que i; T 0!1)(x', x) E r, 
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para cada et E 1) e 
f(x -r ary(x', x)) :Sq af(x') + (1- a)f(x) 
ou equivalentemente, 
+ (1-
' ,~ EQ 
e, de (L25) e (1.26) segue que 
a(f(x')- f(x)) + f(x)- f(x + a7)(x', x)) E Q, \f a E (0, 1). (1.27) 
Como Q é um cone ponteado. segue de e (1.27) que , x) f O. Por outro lado. 
f(x)- f(x + a17(x'. = - f(x)) -r 
E Q+intQ C intQ,\fü E (0,1) 
o que contradiz o fato de :i; ser solução local fracamente eficiente de (Pl). 111 
Concluímos este Capítulo observando que os mesmos resultados foram provados por 
Osuna-Gómez em [78]. para o caso particular em que (P) é finito-dimensional (i. e., quando 
E = IR", F = JRP G = Rm, Q = IR';. e K = 1Ft';'). Neste caso, Q' = R';. e K' = IR:' 




Caracterização de eficiência fraca em 
termos de convexidade generalizada 
e condiçoes estacionárias para o 
problema Fréchet-diferenciável 
2.1 Introdução e formulação do problema 
No Capítulo L estabelecemos condições de otimalidade para o problema de otimização 
vetorial cujas funções são direcionalmente diferenciáveis. Neste Capítulo, consideraremos 
o caso em que as funções são Fréchet-diferenciáveis (ou, diferenciáveis, por simplicidade). 
A luz do trabalho [77], introduziremos as noções de ponto crítico vetorial e de ponto 
crítico Kuhn-Tucker para problemas de otimização vetoriais sem e com restrições, respec-
tivamente. Utilizando estas noções caracterizaremos as soluções fracamente eficientes em 
termos de noções adequadas de convexidade generalizada. 
Em otimização escalar, as condições de Karush-Kuhn-Tucker (KKT) são suficientes 
para a otimalidade quando o problema é convexo. Nos últimos anos, consideráveis pro-
gressos têm ocorrido no sentido de enfraquecer a hipótese de convexidade, ampliando, 
22 
assim, a classe de problemas que verificam a suíiência das condições KKT. 
L' ma importante contribuição nesta direção foi dada por Hanson i49]. que introduziu 
as funções 1nvexas. Para tais funções, as condições KKT são suficientes para garantir a 
otimaíidade globaL Pouco depois. Martin provou que para problemas sem restrições. 
a invexidade é condição necessária e suficiente para que todo ponto estacionário seja 
ótimo globaL 
Uma interessante questão que surge é a seguinte: para problemas com restrições (de 
desigualdade) qual é a maior classe de problemas tal que as condições KKT são necessárias 
e suficientes para estabelecer a otimalidade globa!? A resposta foi dada por J\lartin [72], 
onde introduz a noção de problemas KT -invexos. Assim sendo, consideremos o problema 
escalar irrestrito: 
lvlinimizar 
sujeito a: x E 5 
onde e : JEF' ___. R e S C Rn é aberto e não vazio. 
Dizemos que x E 5 é ponto crítico se ve(x) = 0. 
(PE!) 
Recordemos que e : 5 c ]R"_, R é in vexa em X se existe r; : 5 X 5 ~ R" tal que 
8(x)- 8(x) ?': ry(x, xf'V8(x), 'tx E 5 
e dizemos que é in vexa em 50 C 5 se for in vexa em cada x E 50 . 
Proposição 2.1 (Martin í72j) .4 função e é invexa em 5 se e somente se todo ponto 
crítico é mínimo global de (PEI). 
Agora, seja o problema escalar com restrições: 
Minimizar e (X) 
g1(x)::; O, j = 1, ... , m 
sujeito a: 
xES 
onde e. g1 : R" ___, IR:, j = 1, ...• m e 5 c R" é aberto e não vazio. 
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(PER) 
Diremos que x é um ponto crítico de Kuhn-Tucker se existe u E tal que 
Sob hipóteses de convexidade e de regularidade. ser ponto crítico Kuhn-Tucker é 
condição necessária de otimalidade (veja Edangasarian. 
suficiente. se o problema é invexo: 
Além disso. é condição 
Proposição 2.2 (Hanson (49}) Se e e 9] (j = L ... , m) são invexas em S com respeito 
a uma mesma 71 e se x é ponto crítico Kuhn-Tucker, então x é solução de (PER). 
Entretanto, não se pode afirmar que é invexo quando e smnente quando todo 
ponto crítico Kuhn-Tucker é ótimo. 
Recordemos (Martin, [72]) que o problema (PER) é KT-invexo se existe uma função 
vetorial 7) : S x S---" R" tal que para cada x 1, x2 E S, com g(xl), g(x2 ) ;; O, se verificam: 
onde I(xz) := {j : gj(x2 ) =O} é o conjunto dos índices de restrições ativas em x 2 . 
É claro que a classe de problemas KT-invexos inclui os problemas cujos funcionais 
são todos invexos com respeito a uma mesma ry. Além disso, vale o seguinte resultado: 
Proposição 2.3 (Martin, (72}) Todo ponto crítico Kuhn-Tucker de (PER) é mímmo 
global quando, e somente quando, o problema (PER) é KT-invexo. 
Neste Capítulo, estabelecemos contrapartidas destes resultados para as soluções fra-
camente eficientes de problemas de otimização vetorial entre espaços de Banach. 
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Consideraremos o problema de otimização vetorial irrestrito: 
).tinimizar 
sujeito a: x E S 
onde F são espaços de Banach, f : E -+ F Q C F é cone convexo. fechado e com 
interior não vazio e S é um subconjunto aberto e não vazio de E. 
Também consideraremos o problema de otimização vetorial com restrições: 
'Minimizar f ( x) 




onde Q c F e K c G são cones 
convexos, fechados e int Q =J 0. 
Na Seção 2.2, estudaremos o problema sem restrições (VOP). Estenderemos as noções 
de funções pseudoínvexas e de ponto crítico para o problema (VOP) e veremos que f é 
pseudoinvexa quando e somente quando todo ponto crítico é solução fracamente eficiente. 
Na Seção 2.3, consideraremos o problema com restrições (CVOP). Estenderemos a noção 
de KT-invexidade e de ponto crítico Kuhn-Tucker ao contexto de otimização vetorial e 
provaremos que, sob certas hipóteses, (CVOP) é KT-invexo quando. e somente quando, 
todo ponto crítico Kuhn-Tucker é solução fracamente eficiente. 
2.2 O problema irrestrito (VOP) 
Nesta Seção e na seguinte, E e F são espaços de Banach, Q C F é um cone convexo. 
fechado e com interior não vazio e distinto do espaço F. O conjunto S C F é aberto e 
não vazio e a função f : E _, F é diferenciável em S. 
Definição 2.4 i E Sé um ponto crítico vetorial de (VOP) se existe.\' E Q' \{O} 
tal que.\'oDf(i) =0 (ondeDf(i) E J:(E,F) éaderivadaFréchetdef em i eJ:(E.F) 
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é o espaço dos operadores lineares e contínuos de E em F). 
Teorema 2.5 {Craven [26]) Se i E S é solução fracamente eficiente de (VOP). então 
x é ponto critico vetorial. 
As noções de funções invexas e pseudoinvexas podem ser estendidas a funções definidas 
entre espaços abstratos da seguinte maneira: 
Definição 2.6 Seja f : E~ F uma função diferenciável em S C E. 
(a) Dizemos que f é in vexa em S se existe 1) : S x S _, E tal que 
(b) Dizemos que f é pseudoínvexa em S com respeiio a 7J se existe r; : S x S --+ E 
tal que 
X ~o x2 E S, f(xi)- f(x2) <Q O=? D f(x2)ry(x,, x2) <Q O 
(onde Df(x2)l)(x1,x2) denota o valor da função Df(x2) E C(E,F) aplicada no 
vetor ry(x1,x2 ) E E). 
É imediato da definição que toda função invexa é pseudoinvexa com respeito a uma 
mesma 1). Entretanto, ao contrário do que ocorre com as funções escalares, existem funções 
(vetoriais) que são pseudoinvexas e que não são invexas (veja [89]). 
Proposição 2.7 Se em (VOP) a função f é pseudoinvexa e i E S é um ponto critico 
vetorial, então, x é solução fracamente eficiente. 
PROVA: Por absurdo, suponha que x E S é ponto crítico vetorial e que não é solução 
fracamente eficiente de (VOP). 
Neste caso, existe.\' E Q' \{O} tal que 
.\'o Df(x) =o 
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(2.1) 
e existe x E S tal que 
f(x)- f(x) E- intQ. (2.2) 
Por outro lado, como f é pseudoinvexa, segue de que 
Df(x)1J(X. E -intQ 
e, pelo Lema 1.6. 
= o <0 
o que contraria (2. 1) e. portanto, x é solução fracamente eficiente de (VOP). 1111 
O seguinte resultado é uma generalização de Teorema de Farkas. e será de fundamental 
importâ-ncia nesta seção e na seguinte: 
Lema 2.8 Seyam X, Y e V espaços normados, A E f:.( X. e M E t:.(K Y). Seyam 
T C e Q C Y dois cones convexos, com int Q f 0 e sejam dados dois vetores b E -T 
e s E -Q. Supor ainda que o cone bjY(r) é fraco* fechado. Então. o sistema 
{ 
Ax+bE-T 
Aix +sE- int Q 
não tem solução, se e somente se, existem r E Q' \{O} e.\ E r tais que 
(Para prova, veja [26]. p. 59-60) 
l Til,f+.\A=O (.\, b) =o (Ls) =O. 
Teorema 2.9 A função f em (VOP) é pseudoínvexa em S se e somente se cada ponto 
crítico vetorial é solução fracamente eficiente de (VOP). 
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PROVA: Pela Proposição 2. 7. cada ponto crítico vetorial é solução fracamente eficiente 
de (VOP). 
Agora, P_.xemos X E S e consideremos os seguintes dois sistemas: 
E-intQ. xES (2.3) 
E -intQ, u E E. (24) 
Provaremos que o sistema (2.4) tem solução quando o sistema (2.3). De fato, seja 
x E Suma solução de (2.3). Então. x não é solução fracamente eficiente e, por hipótese. 
não é ponto crítico vetoriaL 
Deste modo, não existe,\' E Q'\ {O} tal que ,\'oD f(x) = O. Defina: A :=O E F), 
Ivf := D f(x) E .C(E, b :=O E E e s :=O E F. 





É claro que íll., b]T(T*) é fraco* fechado. 
Pelo Lema 2.8, existe u E E tal que 
{ 
Au+ b =O E -0 
Ivfu+s = Df(x)u E -intQ 
e. em particular, o sistema (2.4) tem solução u E E. Fazendo 71(x, x) = u, obtemos que 
f é pseudoinvexa. 111 
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2.3 O problema com restrições (CVOP) 





onde F, G são espaços de B~'1ach, f: E__, F, g: E__, G, Q C F e K c G são cones 
convexos, fechados e int Q f 0. 
Denotaremos !F:= {x E S: -g(x) E K} o conjunto factível de (CVOP). 
A noção problema KT-in vexo admite a seguinte generalização para problemas de 
'-''""u"av 2.10 Dizemos que (CVOP) é KT-invexo em x2 E lF se existe uma .função 
vetorial íJ : S x S --+ E tal que para cada x 1 E F se verjficam 
{ 
.f(x,)- f(x2) <Q O=? DJ(x2)17(xr,x2) <Q O 
Dg(x2)ry(x,, x2) 2K O 
e se o problema é KT-invexo em cada x E JF, dizemos que (CVOP) é KT-invexo. 
A noção de ponto crítico Kuhn-Tucker admite a seguinte extensão ao caso vetorial: 
Definição 2.11 Dizemos que i; E lF é ponto crítico vetorial Kuhn-Tucker se exis-
tem .Ã' E Q' \{O} e 11' E W tais que 
.Ã' o D f(x) + 11' o Dg(x) =O; 
(11',g(x)) =o. 
Os dois seguintes resultados são contrapartidas da Proposição 2.3. 
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Teorema 2.12 (suficiência) Se (CVOP) é KT-invexo, então, cada ponto crítico vetorial 
Kuhn-Tucker é solução fracamente eficiente de (CVOP). 
Suponha que (CVOP) é KT-invexo e seja i: um ponto crítico vetorial Kuhn-
Tucker. 
Então, existem À • E Q' \ {O} e E K' tais que 
.\'o D f(x) + o Dg(x) =O: 
I ' (-)\ 0 I!J,g_x/=-
Em particular. 
(2.5) 
Por absurdo, suponha que x não é solução fracamente eficiente de (CVOP). Então. 
existe x E lF tal que f(x)- f(x) E - int Q e pelo Lema 1.6, 
J\'(D f(x)ry(x, x)) <O. (2.6) 
De (2.5) e (2.6) segue que 
!I•(Dg(x)ry(x,x)) >O. (') ~) __ , 
Corno (CVOP) é KT-invexo, -Dg(x)TJ(X, i:) E K e fJ' E K*, obtemos 
!I*(Dg(x)TJ(x,x)):::; O 
o que contradiz (2.7) e assim, i: é solução fracamente eficiente de (CVOP). 111 
Teorema 2.13 (Necessidade} Assuma que para cada i; ponto crítico vetorial Kuhn-
Tuckerde (CVOP) o conjunto [Dg(x),g(x))T(K') é fraco* fechado. Então, se cada ponto 
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crítico vetorial Kuhn-Tucker é solução fracamente eficiente de (Cl/OP) então (CVOP) 
é KT-invexo. 
e 
Fixemos X E S e consideremos os seguintes sistemas: 
{ 
Df(x)u E -intQ 
Dg(x)u E -K 
{ 
f(x)- f(x) E- intQ 
g(x) E -K. 
(2.9) 
Para provar que (CVOP) é KT-invexo. basta provar que o sistema (2.8) tem solução 
u E E quando o sistema tem solução x E S (e. em tal caso. basta := u E 
Suponhamos que (2.9) tem solução. Então. i não é solução fracamente eficiente de 
(CVOP) e, por hipótese, i não é ponto crítico vetorial Kuhn-Tucker. Assim sendo. não 
existem T E Q' \{O} e E K' tais que 
T J'vf + ).l\. = Ü: 
(À,b) = 0: 
(r,s) =O 
(onde A= Dg(x) E L(E,G), Af = Df(i) E L(E,F), b = g(x) E -K e s =O E -Q). 
Pelo Lema 2.8, o sistema 
{ 
Au+bE -K 
Ma+ sE -intQ 
tem solução v E E, ou, equivalentemente, 
{ 
Dg(i)u-'- g(x) E -K 
D f(x)u E - int Q. 
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Mas 
Dg(x)u = [Dg(x)u + g(x)]- g(x) c -K + ( -K) c -K 
e. portanto, o sistema tem solução u E E. 11111 
Observação 2.14 Quando o cone K é poliédrico, sempre se tem [Dg(x), 
fraco* fechado, qualquer que seja x E JF. Então, os resultados deste Capítulo generalizam 
os correspondentes~ obtidos por Osuna-Gómez et aL no qual os autores considerarn o 
caso K =E~. 
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Capítulo 3 
Caracterização de soluçoes eficientes 




Desigualdades variacionais surgem naturalmente em inúmeras áreas, tais como Física, 
Economia, Otimização e Controle, Elasticidade, etc (veja, por exemplo [32]_ [62]_ [52]), 
Para o caso escalar, Mancino e Stampacchia [70] obtiveram o seguinte resultado: se 
F: IR"-+ IRné o gradiente de uma função convexa IJ: 5 c IR"-+ R onde 5 é um conjunto 
aberto e convexo, então o problema de desigualdade variacional (VI F), 
CVI F) Encontrar x E 5 tal que (y- x)T F(x) 2: O, 1:/y E 5 
é equivalente ao problema de otimização (MP) 
'l;!inimizar IJ (X) } 
sujeito a: x E 5. 
(:\lP) 
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C ma extensão do problema de desigualdade variacional é a chamada problema de 
desigualdade quase-variacional (V LI P). 
Seja S um subconjunto não vazio de IRn e consideremos duas Íunções F : S -+ R 11 e 
71 : S x S -+ Rn. O problema de desigualdade quase-variacional (F LI P) é: 
Encontrar x E S tal que 
-\T ~(-: > Ü u c 5 X; r x; _ , vy ~ . 
Parida et. ai. em [81 j estudaram a existência de solução do problema (F LI P) e a 
equivalência entre (F LI P) e os problemas de programação convexa. Ruiz et al. em [89] 
provaram que as soluções de (F LI P) e do correspondente problema de otimização escalar 
coincidem, hipóteses adequadas de invexidade e de monotonicidade generalizadas. 
Neste Capítulo, extenderemos os resultados acima às soluções eficientes e fracamente 
eficientes do problema de otimização vetorial entre espaços de Banach. 
Sejam E1, E2 dois espaços de Banach, f : E 1 -+ E2 uma função dada e definida em 
S subconjunto não vazio de E 2 • Seja Q C E2 um cone convexo. fechado, ponteado, com 
interior não vazio e distinto de E2 • 
Denotaremos 
V-min f(x) } 
sujeito a: x E S 
(VOP) 
o qual consiste em determinar as soluções eficientes de f no conjunto factível S e deno-
taremos 
\V-min f(x) } 
sujeito a: x E S 
(WVOP) 
o qual consiste em determinar as soluções fracamente eficientes. 
Sejam E (f; S) o conjunto das soluções de (VOP) e WE(f; S) o conjunto das ooluções 
de (WVOP). 
É claro que E (f; S) C VV E (f; S). Provaremos que sob hipóteses de invexidade gener-
alizada é possível caracterizar as soluções dos problemas de otimização vetorial (VOP) e 
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(CVOP) em termos das soluções de certas desigualdades variacionais vetoriais, as quais 
serão definidas a seguir, 
Para isto, sejam S C não vazio, 7): S x S-+ E 1 e F: S-+ C(E1 , E2 ) duas funções 
dadas, O Problema de quase-variacional Vetorial (VVLIP) é: 
Encontrar um ponto i: E S tal que 
'/c -Q \ E 5, 
(onde F(i:)l)(y, i:) é o valor da função F(x) aplicada no vetor 71(y, x)), Ou equivalente-
mente, (VVLIP) consiste de encontrar x E S tal que F(x)7J(y, i:) i o O, \ly E 5, 
O Problema de Desigualdade quase-variacional Vetorial (WVVLIP) é: 
F(x)r;(y, x) '/c - int Q, \ly E S 
ou, o que é o mesmo, (\VVVLIP) consiste de encontrar x E S tais que F(x)r;(y, x) /.q 
O, \ly E 5. 
Provaremos, na seção seguinte que é possível relacionar, sob hipóteses adequadas de 
invexidade generalizadas, as soluções eficientes e fracamente eficientes com as soluções 
dos problemas quase--variacionais (VVLIP) e (WVVLIP). 
3.2 Eficiência e desigualdades quase-variacionais ve-
toriais 
Em [96], Yang e Goh provaram que, sob hipóteses de convexidade generalizadas, se 
F = D f (onde D f denota a derivada de Fréchet de f) então toda solução de (VVLIP) 
é solução fracamente eficiente de (VOP) e reciprocamente. Também provaram que a 
resolução de (WVOP) é equivalente à resolução de (WVVLIP). Resultados similares 
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podem ser encontrados em Lee e Kum [67], 
Generalizaremos os resultados obtidos por Lee e Kum [67] e Yang e Goh [96] para 
funções pseudoinvexas definidas entre espaços de Banach, Observamos que Ansari e 
Siddiqi , Kazmi [61] e Yang obtêm resultados similares para funções pré-invexas 
(classe de funções mais restritiva que a que empregaremos aqui), As noções de invexidade 
que apresentamos a seguir foram introduzidas for Osuna-Gómez eL aL 
finito-dimensional e admitem a seguinte generalização natural: 
em contexto 
Definição 3.1 SejaS um subconjunto não vazio de E 1 e f : S-+ E2 uma função dada, 
Fréchet-diferenciável (por brevidade: diferenciável} em x E int S, 
L Dizemos que f é tm;ex:a 
ry:SxS-+ tal que 
f(y)- f(x) + Df(x)r)(y,x) E Q, \fy E S, 
2. A função f é chamada estritamente invexa (SJX) em x E S se e somente se 
existe uma função vetorial 7J : S x S -+ E 2 
f(y)- f(x) +Df(x)l)(y,x) E intQ, \fy E S\ {x}. 
3. A função f é chamada pseudoinvexa (PIX) em x E S se e somente se existe 
uma função vetorial 7J : S x S -+ E2 tal que 
f(y)- f(x) E -intQ =? Df(x)1)(y,x) E -intQ. 
Segue facilmente das definições: 
! (SIX) =? (IX) =? (PIX) i 
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É bastante conhecido o fato de que, no caso E2 = R e Q = a classe das funções 
pseudoinvexas coincide com a das funções invexas. Entretanto, é possível provar que isto 
não ocorre em geral (veja [89]). 
Teorema 3.2 Seja f : S c -+ E 2 uma função diferenciável e ínvexa em X E int 
com respeito a '7· Se F= D f e se x é solução da desigualdade (t1VL!P) com respeito à 
mesma ry, então x é soluca:o eficiente de 
PROVA: Por absurdo, suponha que x é solução de 
de (VOP). Então existe y E S tal que 
f(y)- f(x) E -Q \ {0}. 
Segue da hipótese de invexidade que 
D f(x)l)(y, x) E f(y)- f(x)- Q. 
De (3.1) e (3.2). obtemos 
Df(x)TJ(y,x) E -Q \{O}. 
e que não é solução eficiente 
(3.1) 
(3.2) 
(De fato: é claro que D f(x)ry(y, x) E -Q. Se tivéssemos D f(x)ry(y, x) 
(3.3) 
O, de (3.2) 
obteríamos -[f(y)- f(x)] E -Q, mas isto contradiz (3.1), já que Q é um cone ponteado. 111 
Teorema 3.3 Seja f : S C E 1 --. E2 uma função diferenciável em i E int S. Assuma 
que F = D f e que -f é estritamente invexa em x com respeito a 1). Se x é solução 
fracamente de (WVOP), então x é solução (1/VLIP) (e, com maior razão, é solução de 
(WVl/LIP)). 
PROVA: Por absurdo, suponhamos que x é solução de (vYVOP) e que não é solução da 
desigualdade (VVLIP). Então, existe y E S tal que 
-D f(x)1)(y, x) E Q \ {O}. 
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(3.4) 
Por outro lado, -f é estritamente invexa e conseqüentemente 
f(x)- f(y) + Df(x)'IJ(y,x) c intQ (3.5) 
e, portanto, 
= + ( -D f(x)'IJ(Y, 
c Q + ínt Q c int Q 
o que contraria o fato de x ser solução fracamente eficiente de (WVOP). 1111 
Teorema 3.4 Sejam f : S c 
Então: 
__, E 2 uma função diferenciável em x E int S e F = D f. 
(i) Se x é solução fracamente eficiente de (WVOP), então x é solução da desigualdade 
(WVVLIP): 
(ií) Se f é uma função pseudoinvexa com respeito a TJ em x e se x é solução da 
desigualdade (WVVLIP) com respeito a '1), então x é solução fracamente eficiente 
de (WVOP). 
PROVA: 
(i) Assuma que x é solução fracamente eficiente de (VVvOP). Seja y E S. Como 
x E int S, então, para cada t > O suficientemente pequeno, o ponto x + t'l)(y, x) está em 
S. Por outro lado, sendo x solução fracamente eficiente de (WVOP), segue que 
f(x + t'l)(y, x)) - f(x) f/, - int Q 
e, como - int Q é um cone, para tais t, temos 
~[f(x + t'l)(y, x)) - f(x)] f/, - int Q. 
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(3.7) 
Fazendo em (3. 7) t _, O~ e tendo em conta que (- int Q)" é fechado. segue que 
Df(x)ry(y. f= -intQ,Vy E S 
e x é solução da desigualdade 
Suponha que x E S é solução da desigualdade (vVVVLIP) mas não é solução 
fracamente eficiente de Então .. existe um y E S tal que 
'( , f' , . Q J y)- \X)E-lnt _ 
e, como f é pseudoinvexa em x, temos 
E -intQ 
o que contraria o fato de i ser solução da desigualdade 
(3.8) 
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Teorema 3.5 S~ja f : S C E 1 ---+ E2 uma função diferenciável em x. Assuma que 
F = D f e que f é estritamente invexa com respeito a ry em x. Se x é um sohtção 
fracamente eficiente de (WVOP), então também é solução eficiente de (VOP). 
PROVA: Assuma que x é solução fracamente eficiente de (\VVOP) mas que não é solução 
eficiente de (VOP). :\este caso, existe y E S tal que 
f(y)- f(i) E -Q \{O} (3.9) 
e, como f é estritamente invexa em x, 
f(y)- f(x)- Df(x)ry(y,x) E intQ. (3.10) 
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Então, de (3.9) e (3.10), obtemos 
Df(x)?)(y,x) E f(y)- f(x)- intQ 
c-Q+(-intQ) 
c -intQ 
Desta última inclusão segue que x não é solução de 
(3.11) 
Com maior razão, (Teo-
rema 3.4) x não é solução fracamente eficiente de (WVOP). o que contraria a hipótese 
feita. 1111 
O Teorema 3.4 e a Proposição 2.6 nos possibilita relacionar as soluções fracamente efi-
cientes de (WVOP) com os pontos críticos vetoriais (VCP) (e, portanto, com as soluções 
da desigualdade . Isto pode ser dito de maneira mais precisa. assin1: 
Corolário 3.6 Suponha que S é aberto e que F = D f Se f é pseudoinvexa com respeito 
a 1) em S, então os pontos críticos vetoriais, as soluções fracamente eficientes de (WVOP) 
e as soluções da desigualdade (WVVLJP) coincidem. 
Desta maneira. os resultados desta Capítulo podem ser representados no seguinte 
diagrama: 
(VVLIP) =;. f(JX),F = Df 
<;=- f(SIX),F = Df 
(VOP) 
.IJ.ír f(SIX) 
(WVVLIP) =;. f(PIX),F = Df (WVOP) <;= f(PIX),F = Df (VCP) 
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Parte II 
-O PROBLEMA NAO 
" DIFERENCIA VEL 
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Capítulo 4 
Sobre a existência de soluções 
fracamente eficientes 
4.1 Introdução 
É fato que o papel desempenhado pela Análise Não Diferenciável é de grande importãncia 
na Teoria de Otimização. Isto se deve por pelo menos dois motivos. Por um lado. 
em muitas aplicações, a hipótese de diferenciabilidade pode ser demasiado restritiva e. 
por outro, existem inúmeros mecanismos naturais que geram "não suavidades ". mesmo 
quando se parte de problemas diferenciáveis. Isto surge, por exemplo, em Teoria de 
Dualidade, Análise de Estabilidade, Técnicas de Decomposição, Métodos de Penalização. 
etc. 
Na segunda parte deste trabalho, estudaremos o problema de otimização não dife-
renciável entre espaços de Banach. Estamos interessados no estudo da existência de 
soluções fracamente eficientes para problemas não convexos e não diferenciáveis, cujas 
funções estão definidas entre espaços de Banach infinito- dimensionais. Consideraremos 
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neste Capítulo o seguinte problema de otimização vetorial: 
Minim. izar f ( x) } 
sujeito a: x E k-
onde f é uma função definida entre dois espaços de Banach infinito-dimensionais. 
!\osso objetivo neste Capítulo é estabelecer a existência de soluções fracamente efi-
cientes para (PV). Para isto. consideraremos a classe das funções compactamente forte-
mente Lipschitz. a qual foi introduzida por El Abdouni e Thibault em no estudo de 
condições necessárias para a otimalídade no problema otimização vetorial (veja também 
[37], [94j) e que nos permitirá extender alguns resultados da Análise Não Diferenciável 
de Clarke a funções definidas entre espaços de Banach abstratos (veja [93]). 
Necessitaremos de uma noção de convexidade generalizada para funções definidas en-
tre espaços de Banach (utilizaremos aquí as chamadas funções in vexas). Provarerrws que 
as soluções de uma certa desugualdade quase- variacíonal são soluções fracamente efi-
cientes de (PV) e, através desta caracterização e também o Teorema KK\l-Fan, provare-
mos a existência de soluções para o problema (PV). Os resultados que obtidos aqm. 
generalizam os obtidos por Chen e Craven [22] e Kazmi [61]. 
O Capítulo tem a seguinte estrutura: na Seção 4.2, fixaremos a notação básica e 
alguns resultados de Análise Não DiferenciáveL os quais serão também utilizados no 
Capítulo 7, e na Seção 4.3, estabeleceremos nosso resultado central. 
4.2 Preliminares 
Sejam X. Y dois espaços de Banach reais. Denotaremos 1:-11 a norma em Y. Sejam 
K C X um subconjunto não vazio e P c Y um cone convexo e ponteado, tal que 
intP f 0. Seja f : X -+ Y uma função dada. 
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Consideraremos o seguinte problema de otimização vetorial: 
Minimizar f ( x) } 
sujeito a: x E K 
A noção de otimalídade que consideraremos é a eficiência fraca. O objetivo deste 
trabalho é estabelecer a existência de soluções fracamente eficientes para 
Relembramos algumas noções e resultados de Análise Não DiferenciáveL 
A derivada direcional generalizada de Clarke de uma função localmente 
chitz cf; de X em R em x na direção d, denotada por 9°(x, d) (veja [23]) é dada por: 
Ao(- d' ]' ó(y + tv)- cj;(y) 
w x; ; = 1m sup + 
.7:-'i' [-
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e o gradiente generalizado de Clarke de ó em x é definido por 
ocj;(x) = {x' E X': o0 (x; d) 2 (x',d), \cfd E X}, 
onde X' denota o dual topológico de X 
Seja C um subconjunto não vazio de X e considere sua função distância, isto é. a 
função ocO : X _, R definida por 
Oc(x) = inf{l!x- cl! :c E C}. 
A função distãncia não é diferenciável mas é globalmente Lipschitz. 
Seja x E C. Um vetor dE X é dito ser tangente a C em x se J(:(x; d) = O. 
O conjunto dos vetores tangentes a C at x é um cone fechado em X e é chamado o 
cone tangente a C em x e é denotado Tc(x). 
Por polaridade, define-se o cone normal a C em x: 
Nc(x) := {Ç E X': (Ç, v) ::; O, \fv E Tc(x)}. 
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Assim, J\Tc(x) é um cone convexo, fraco*-fechado. 
Pode-se provar que a seguinte caracterização (intrínseca) de cone tangente é válida: 
= E X: c C, Xj_ --+X, E t; lO, E 
Além disso, se uma função f é localmente Lipschitz e atinge um mínimo sobre C C X 
em X. então 
o E of(x) + 
e um ponto x que verifica (4.1) é chamado ponto estacionário. 
Recordamos [83]: Uma função f : X -+ lR localmente Lipschitz em C C X é dita ser 
in vexa em C se para quaisquer x, y E X, existe um vetor E Tc(x) tal que 
f(y)- > 1J(y, 
E mais, f localmente Lipschtz em C é invexa em C se e somente se, todo ponto 
estacionário é ponto de mínimo global de f em C 
A classe das funções fortemente compacta.rnente Lipschitz tem algumas propriedades 
(veja Observação 4.2) as quais nos perimitirão extender os resultados da Análise l\ião 
Diferenciável de Clarke a funções não diferenciáveis definidas entre espaços abstratos. 
Definição 4.1 Sejam X e Y dois espaços de Banach e h : X -+ Y uma função dada. 
Dizemos que h é fortemente compactamente Lipschitz em x E X se existe uma 
multifunção R : X é uma multifunção a valores compactos (com respeito a norma) e se 
existe uma função r : X x X -+ JR+ que satisfazem: 
(i) limx-x.d-0 r(x, d) = 0: 
(ii) Existe um a > O tal que 
C 1[h(x + td)- h(x)j E R(d) + j!diir(x. t)B,, 
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para todo x E x + o:By e t E ]0, a[ (Aqui By denota a bola unitária fechada, 
centrada na origem, de Y); 
(iii) R(O) ={O} e R é semicontínua superiormente. 
Observação 4.2 Se Y é finito-dimensional, então h é fortemente compactamente Lips-
chitz em x se e somente se é Lipschítz próximo de x. Para X e Y espaços de Banach abs-
tratos, se h é fortemente compactamente Lipschitz, então para cada u * E Y', = 
, h(x)) é localmente Lipschitz. Para maiores detalhes sobre funções fortemente com-
pactamente Lipschitz veja{37}. 
4.3 Existência soluções fracamente eficientes 
Iniciaremos esta seção relembrando algumas noções de convexidade generalizada para 
funções definidas entre espaços de Banach. 
Definição 4.3 (1) (Phoung, Sach e Yen {83}) Dizemos que a função e: K c X --+ lR 
localmente Lipschitz em K é invexa com respeito a 7) em K se para cada x, y E K 
existe um vetor ry(x, y) E TK(Y) tal que 
B(x)- B(y)- B0 (y, ry(x, y)) ;:: O; 
(2) (Brandão, Rojas-Medar e Silva {17}) Dizemos que a função fortemente compacta-
mente Lipschitz f : K c X --+ Y é P- in vexa com respeito a 7) em K se 
w* o f ; K __,. lR é in vexa, para cada w* E P*. 
(3) (Chen e Craven {61}) A função f ; K C X --+ Y é P- preínvexa com respeito 
a 7), se 7) ; K x K __,. X é tal que para cada a E (0, 1) e cada x, y E K temos 
y + ary(x, y) E K and 
af(x) + (1- a)f(y)- f(y + ary(x, y)) E P. 
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O conjunto K é chamado invexo com respeito a 7), se verifica y + ary(x, y) E K para 
cada x, y E K e cada a E (0, 1). Recordamos os seguintes resultados: 
Lema 4,4 Se P é um cone conevexo: fechado e com interior não vazio e y E Y é tal 
que w*(y) ?: O \f c.;* E P*, então y E P. além disso. se y E intP. então, u.:* (y) > O. 
\lu.:* E P* \ {0}. 
Lema 4.5 Se P é um cone convexo, fechado e com interior não vazio. então P* f {0}. 
As provas dos lemas acima podem ser encontradas em ([26]. [69]) e [47], respectivamente. 
Proposição 4.6 Seja f : K C X __., Y uma função fortemente compactamente Líps-
chitz em K. Se f is P-preinvexa com respeito a 71 em K e se ry(x. ·) é contínua, para 
cada x E K. então f é P -ínvexa com respeito a 'I· 
PROVA: Queremos provar que, para cada c.;* E P', a composta u.:* o f K -• R é 
invexa. 
Primeiramente, provaremos que para quaisquer x, y E K, o vetor 7J(x, y) E TK(y). De 
fato, sejam (y.,) E K, y, _, y e t, lO. Defina: v,:= l)(x,y,). É claro que v,_, lJ(x,y). 
Além disso, existe um i 0 tal que t, E (0, 1), para cada i 2': i 0 . Como K é invexo. 
y, + t,v, E K Vi ?: io. 
Defina: 
P . . t t, ( ) K ( . K ' . t, (O 1) \ ara'< zo, y, + ,v,= y, + -1) x, y, E pms e mvexo e -- E , , 1 . 
ti-l ti-l 
Portanto, pela caracterização (intrínseca) do cone tangente. temos que ry(x, y) E 
TK(y), Vy E K Como f é P-preinvexa, do Lema 4.4, obtemos 
a(c.;' o f)(x) -r (1- a)(w' o f)(fí)- (w' o f)(fí + ary(x, fí)) 2': O (4.2) 
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Para cada w' E P', e> E (0, 1) e x,y E K. Como f é P-preinvexa, ry(x,y) E Tx(y), 'iy E 
K. Então, 
1 
o J(fj + -;,;...,*o!"(:;}\]< u/' o f(x\- '.;.,'*o f(y) \f:j) j - ' J ' / Q 












o fCii + 
o f(y + O:?)(x, y)) 
-w· o f(Y + O:?)(x, fj))] 




(Na anterior, a segunda desigualdade segue de (4.2) e k é a constante de Lipschitz da 
função :w' o f). 
Fazendo E 1 O, obtemos: 
(:w' o f) 0 (y; 77(x, y)) ~ w' o f(x)- w' o f(y) 
e como w* é arbitrária, f é P-invexa. 11111 
Teorema 4. 7 Seja f : K C X --+ Y uma função fortemente compactamente Lipschítz, 
P-invexa e seja K um conjunto in vexo com respeito a '7· Então, toda solução fracamente 
eficiente local é solução fracamente eficiente global. 
PROVA: Provaremos a afirmação por absurdo. Suponha que existe x 0 E K que é 
solução fracamente eficiente local, mas que não é global. Então existe uma vizinhança U 
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de x 0 tal que 
f(x) f(xo) r{c -intP, Yx EU n K x f Xo. 
Como x 0 não é solução fracamente eficiente globaL então existe x E K~ tal que 
E -intP. 
Pelo Lema temos: 
w' o f(x)- w' o f(x0 ) <O, Yw' E r\ {O} 
e como f é P-invexa, 




(w' o f)(y + a17(x,x0 ))- (w' o f)(y) <O. 
Q 
D<dy-:r.o:l<o:: 
Então, para w' E P' \ {O} e E: > O suficientemente pequeno. 








para cada O < a < E. Além disso. x := x0 + a17(x, x0 ) E U n K se a é suficientemente 
pequeno. Então 
f(x)- f(xo) r/c -intP (4.10) 
e, conseqüentemente, pelo Lema 4.4, 
:OV E r\ {0}, w' o j(x)- ui' o j(xo) 2: 0 ( 4.11) 
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e isto contradiz (4.6), porque em (4.6), w* E P* é arbitrário. Assim, xo é solução 
fracamente eficiente global de (PV). 1111 
Consideraremos o seguinte problema de desigualdade quase- variadonal veto-
Encontrar x0 E K tal que para cada x E K existe w* E \{O} tal que 
o f)0(xo, n(x, Xo)) 2: o. (DQV) 
sob as hipóteses feitas sobre o cone pelo Lema 3.3, o cone dual 
P* # {0}. 
Teorema 4.8 Seja K um conjunto invexo com respeito a 7J e f : K C X _____, Y uma 
.fu11Ça:o P'-in.vP~ca com a 7]. toda solução desigualdade (DQ V) é ~u,·ucu:u 
fracamente eficiente de (PV). 
PROVA: Suponha que x0 não é solução fracamente eficiente de (PV) e que é solução da 
desigualdade quasi-variacional (DQV). Então, existe x E K tal que 
f(x)- f(xo) E -íntP. ( 4.12) 
Por outro lado, existe w* E P* \{O} tal que (w* o f) 0 (x0 ,7J(x,x0 )) 2: O. Como f é P 
-in vexa, 
w* o f(x)- w* o f(xo) 2: (w* o f)0 (xo,!J(x,xo)) 2: O. (4.13) 
Por outro lado o Lema 4.4 implica que w* o f(x) - w* o f(xo) < O e isto contradiz a 
desigualdade anterior. 1111 
O seguinte Lema será utilizado na prova de nosso resultado central: 
Lema 4.9 (Teorema KKM-Fan (41}) Seja X um espaço vetorial topológico looalmente 
convexo, E C X não vazio e F : E =t X uma multifunção tal que para oada x E E, o 
conjunto F(x) é fechado e não vazio e, além disto, existex E E tal que F(x) é compacto. 
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Se cada subconjunto finito de E, {x1 , ,,xn}, verifica 
n 
i=l 
F(x) # 0 
(onde co{x1, .,, é a envol-vente convexa de { x 1 : 
Finalmente, nosso resultado de existência para (PV), 
Teorema 4,10 SeJam X um espaço de Banach reflexivo e K um subconjunto convexo 
e fechado e limitado de X, Seya f K ~. Y uma função fortemente compactamente 
Lipschitz, P-invexa com respeito a TJ. Suponha que para cada x E K e cada cf E P' \ {0}, 
os conjuntos 
<P(x,/) := {y E K: (c/ o f) 0 (x, ry(y, x)) <O} (4.16) 
são convexos. Além disso, suponha que 7J é contínua e satisfaz TJ(X, x) = O. para cada 
x E K. Então o problema de otimização vetorial (PV) tem solução fracamente eficiente 
global x 0 E K. 
PROVA: Para cada y E K e w' E P*, definimos 
F(y, w') := { x E K: (w' o f) 0 (x,1)(y. x)) ;::-: 0}. ( 4.17) 
Pelo Teorema 4.8, é suficiente provar que a desigualdade quase-variacional vetorial 
tem uma solução xo E K. Ou seja, queremos provar que: 
n U F(y,w')o/0. (4.18) 
yEK w•EP•\{0) 
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Para que isto ocorra, é suficiente que 
n n F(y, ) # 0 
yEK W'~EP*\{0} 
Assim, checaremos que a multifunção G : K :::; X dada por 
F(y. 
satisfaz as hipóteses do Teorema KK::V!-Fan. 
Obviamente, G(y) # 0, Vy E K. 
Notamos que P' # {O}( veja 
temos 
Então para cada w' E P' \ {0}, pelas hipóteses 
Conseqüentemente, y E 
Para cada {xl: ... :xn} C K: co{x1, ... ,xu} C U;~1 G(x,i). Caso contrário. existiriam 
O:i 2:: O, i = L .... n tais que L:;~ 1 aí = 1 e 
n n 
x := 2:; a:x: rf- U G(x;) ( 4.20) 
i=l í=l 
ou, equivalentemente, para cada i. existe um w; E r \ {O} tal que x rf- F(x,, wi), ou 
seja, (wiof) 0 (x;ry(x,,x)) <O. Fixado i E {L. .. ,n}, definiremos paracadaj E {L ... ,n}, 
mEN: 
W(m) := { 
t,] 
wj, se (wj o f) 0(x:ry(xi,x)) <O 
;!;wj, se (wj o f) 0 (x; ry(x:, x)) ?: O 
n 
,)m) ·= "'Ç""'w, ,~T.~t) 
;.vi " L-t L] • 
j=l 
Afirmamos que para cada i fixado, o funcional w;m) E P' \ {0}, Vm E N. 
De fato, sejam i fixado, 11 = {j : (wj o f) 0 (x; ry(x,, x)) < 0}, 12 = {j : (wj o 
f) 0 (x; ry(x:, x)) ?: 0}. Sejam a 1 = #]1 (número de elementos de JJ) e a 2 = #l2. O 
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Além disso, é contínua. 
De fato, seja l'vf = maxJ !i:.c:;\1 eu E Y. Então, 
I 
I :::; o1JI + _l:_o,Hf 1! .Yu E Y m__ -, 
. · (m) r- Y* w ""T e~ portanto, !.v'i c : vm E n. 
Agora, seja u E P. Então. wlm1(u) = "L;jEJ, cv·j(u) +f,; "L:Jeh :.c:j(u) 2: O. (pois cada 
parcela é não negativa). Logo, wl'") E P'. Além disso. :.c:;m) é não nula. pois para cada j 
fixado, existe um u E P tal que :.c:j( u) > O. 
Portanto, wl'"Í(u) = LJE.h wj(u) +f,; "L:jeh"'J(u) > O(pois alguma das parcelas é 
positiva e as demais não negativas). 
Assim :.c:;m) E P* \ {0}. 




e, portanto, para m suficientemente grande, temos 
Em particular, 




ou, o que é equivalente, 
<'"' 
-\L_, < 0,\fm ::0: 
of)0 (x:ry(x.,,x)) <O, \fi= l,,.,7L Seja Jv! = max: 
o x)) <O, \fi. 
, ,(M) = '\'' .(A1J c p• \ {0} 
w L_.wz '-- \ · 
o < O, \fi 
Então. 
Mas il>(x,,.JMlJ é convexo (por hipótese) e, portanto, x E il>(x,w(MJ) (o que é absurdo, 
pois, por hipótese, 77(x,x) =O), Portanto, co{x1,, .. ,xn} cU~=' G(x,). 
Provaremos agora que para cada y E K fixado, o conjunto G(y) = nw'EP'\{ü} F(y, w') 
é fechado. Para isto, é suficiente provar que, para cada y E K e w' E P' \{O} o conjunto 
F(y, w') é fechado. 
De fato, seja (xk) C F(y,w') tal que Xk _, x. Então, (w' c J) 0(xk:7)(y,xk)) ::0: O, \:fk 
e, com maior razão, !im supk(w' c J)0(xk; ry(y, xk)) ::0: O. :VIas (w' o f) 0( ·; ·) é semi contínua 
superiormente e, assim, (w' o JJ0 (x: 77(y, x)) ::0: O, ou seja, x E F(y, w'). 
Agora, considere o espaço X munido da topologia fraca. Então, o conjunto G(y) é 
fracamente compacto, para cada y E K. De fato, G (y) é um subconjunto fechado de K 
e K é convexo, fechado e limitado. Logo, K é compacto fraco pois X é espaço reflexivo. 
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portanto, G(y) é compacto fraco, Assim sendo, G satisfaz todas as hipóteses do Teorema 
de KK'Vl-Fan, e, portanto, existe Xo E nyEK G(y)JII 
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Capítulo 5 
Condições Ponto de Sela 
Condições de Segunda Ordem 
Nos últimos anos, urna teoria de diferenciabilidade generalizada tem sido desenvolvida e, 
através de diferentes noções de diferenciabilidade generalizada, vêm sendo estabelecidas 
condições de otirnalidade de primeira ordem para o problema de otimização escalar (veja 
[23], [86]), Recentemente, urna significativa teoria de diferenciabilidade generalizada de 
segunda ordem vem sendo desenvolvida (veja, por exemplo, [2], [4], !12], [19], [42], [53], 
[56]), Em particular, Corninetti e Correa introduzem em [25] as noções de derivada 
direcional de 2a, ordem e de Hessiana Generalizada, as quais se destacam das demais 
definições de derivadas generalizadas de segunda ordem por possuir boas propriedades 
operacionais, motivo pelo qual serão utilizadas neste Capítulo, 
5.1 Introdução e formulação do problema 
Neste Capitulo, consideraremos inicialmente o problema de otimização vetorial: 
~íinimizar 
sujeito a: -g(x) E K 
xES 
onde E, F e G são espaços de Banach, f : E -+ F g : E -+ G são funções dadas. não 
necessariamente diferenciáveis. Os espaços F e G são ordenados pelos cones convexos 
Q c F e K C G, os quais supomos convexos, fechados. Também suporemos que Q tem 
interior não vazio. 
A luz do trabalho propomos uma definição de ponto de sela. a no.s per-
mita relacionar as soluções fracamente eficientes com os pontos que cun1prem condições 
de ponto de sela. Nossa definição de ponto de sela apresenta a vantagem de se basear 
na resolução de problemas escalares (e não vetoriais. como é usual). Veremos que, sob 
hipóteses adequadas de convexidade generalizada é possível caracterizar a~ soluções fra-
camente eficientes de (P) em termos da condição ponto de sela. Em seguida, aplicaremos 
este resultado ao seguinte caso particular (finito-dimensional): 
Minimizar f(x) := (JI(x), ... ,/p(x)) 
sujeito a: gi(x) :S O, i= L ... ,m 
xES 
(PF) 
onde X é espaço de Banach, fJ,g;: X__, R j E J = {l, ... ,p} e I= {L. ... m} são 
funções Gâteaux-diferenciáveis e S é um subconjunto aberto e não vazio de X. 
Ctilizando uma caracterização de soluções fracamente eficientes em termos dos Pontos 
de Sela, obteremos condições de segunda ordem para o problema finito-dimensional (Pf), 
em termos de derivadas direcionais de segunda ordem e da Hessiana generalizada. 
Este Capitulo é dividido em quatro seções. Na Seção 5.2, recordamos alguns resulta-
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dos referentes a funções subconvexlike generalizadas e teoremas de alternativa; também 
relembramos algumas propriedades das derivadas direcionais generalizadas e da Hessiana 
generalizada de Cominetti e Correa. Seção 5.3 estabelecemos um teorema de tipo 
Ponto de Sela para o problema de otimização vetorial e. finalmente, utilizamos este 
resultado na obtenção de condições de segunda ordem para o problema 
5.2 Preliminares técnicos 
5.2.1 Funções subconvexlike generalizadas e o Teorema de Al-
ternativa Gordan 
A convexidade. ou em sua falta. a convexidade generalizada, é conceito de fundamental 
importância dentro da Teoria de Otimização. Um dos motivos é que. para tais funções 
é possível estabelecer teoremas de alternativa e, através destes, se obtêm condições 
necessárias e/ ou suficientes de otimalidade. A noção de convexidade generalizada que 
empregaremos neste Capítulo são as funções subconvexlike generalzadas, as quais foram 
introduzidas por Xinming Yang [95]. Neste trabalho, prova-se que estas funções satis-
fazem um Teorema de Alternativa de tipo Gordan. 
Vale frisar que existem outras classes de funções que verificam o Teorema de Alter-
nativa (como as funções pré-invexas, por exemplo. Veja Teorema 1.7). Entretanto, se 
exigem hipóteses adicionais sobre 5 ou sobre a função (como diferenciabilidade. Lipschitz-
continuidade, etc.), o que não ocorre com as funções subconvexlike-generalizadas (veja o 
Teorema 5. 2, abaixo). 
Definição 5.1 Sejam E, F dois espaços normados, f : 50 C E_, F uma função, Q C F 
um cone convexo com interior não vazio e 50 um subconjunto não vazio de E. Dizemos 
que f é subconvexlike generalizada se existe um u E int Q tal que para cada o E (0, 1) 
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e quaisquer X}~ X2 E So e é > o~ existem X3 E So e p > o tais que 
cu+ af(xi) + (1 - - pf(xs) E Q. 
A classe das funções subconvexlike generalizadas satisfaz o seguinte teorema de alterna-
tiva (cuja prova pode ser encontrada em p. 128-130): 
Teorema 5.2 (Teorema Alternativa) Se;am E e F dois espaços de Banach, Q C F 
um cone convexo com interior niio vazio e seja S c E não vaz·io, Suponha que f : S ----;. F 
é subconvexlike generalizada. Então, exatamente um dos seguintes sistemas é consistente: 
1. Existe x E 5 tal que- f(x) E intQ; 
2. Existe s' E Q' \ {O} tal que s' ::0: O, \fx E 5. 
5.2.2 Derivadas generalizadas de 2a. ordem e Hessiana gener-
alizada 
Nesta Subseção reunimos os principais resultados referentes às derivadas generalizadas 
de segunda ordem e à Hessiana generalizada. As provas serão omitidas. Para maiores 
detalhes, consultar [25j. 
No que segue, X é um espaço vetorial topológico localmente convexo. Denotaremos 
X' o dual (topológico) de X e ( ·, ·) a forma bilinear canônica (dualidade) entre X' e X. 
Consideraremos os espaços X e X' munidos de topologias compatíveis com a dualidade. 
Definição 5.3 A derivada direcional generalizada de segunda ordem, de ·uma 
função f : X --+ R em x E X na direção ( u, v) E X x X é definida por 
f oo( ) 1. f(y-.- su + tv)- f(y + su)- f(y-'- tv) + J(y) x: u. v := 1msup y-----+x st 
t.s-+0 
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e a Hessíana generalizada de f em x é a multífunção [)2 f(x) :X , x~ dada por 
éPJ(x)(u) := {x* Ex~: 
Algumas propriedades relacionadas a estas duas noções são dadas na seguinte 
L f 00 (x: ·. ·) é simétrica e bisublinear; 
2, f 00 (<u. é semicontinua superiormente (scs) em x e [J2f(·)(u) é fechada em x. 
para u, v E X fixados. 
&2/(x)(u+ C &2 /(x)(u) +&2/(x)(v),Vu,-u E X. 
Recordemos a terminologia empregada por Ioffe em [56]: Uma multifunção A : X :::::; 
X" é um prefan se possui imagens fechadas e convexas. O E A(O) e A(tu) = tA(u). Vt > 
O. Vu E X. Um prefan é chamado fan se possui imagens não vazias e verifica 
A(u +v) C A(u) +A( v), Vu, v E X. 
Utilizando esta terminologia, &2 f(x) é um prefan. 
É conhecido que existe uma correspondência 1-1 entre a família dos fans e o conjunto 
das funções bisublineares que são semicontínuas inferiormente (sei) na segunda variável. 
Esta correspondência é estabelecida via função suporte. 
Mais precisamente, a cada fan A : X :::::; X* associa-se a função sA : X x X --+ IR. 
sA(u, v)= sup(A(u), v). A função S.4 é bisublinear e sei na segunda variável. Reciproca-
mente, a cada s : X x X _.., R é função bisublinear e sei na segunda variável, associamos 
(um único) fan A: X=+ X*. A(u) = {x* E X*: (x",v)::::; s(u,v),Vv E X}. 
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A classe das funções duas vezes C-diferenciáveis corresponde à das funções f tais que 
3 2 f(x) é um fan e seu suporte é f 00 (x:·,·). Ou, o que é equivalente, 
f X __, R é duas vezes C -diferenciável em x se 
u, ·) é sei. para cada x, u E X. 
(E neste caso, j0°(x; u, = sup(82 
Para obter propriedades de continuidade para a Hessiana generalizada é necessária 
definir a seguinte classe de funções: 
Definição 5.6 Dizemos que f : X --; R é duas vezes localmente Lipschitz em x se 
para cada v E X existem 1/ vizinhança de x e U vizinhança da origem tais que o conyunto 
é limitado em R. 
Sejam Y, Z espaços vetoriais topológícos, A : Y ::::t Z uma multifunção. Dizemos que A 
é localmente compacta em y E Y se existe v vizinhança de y tal que A(V) = U A(:q') 
'Y',...V 
é relativamente compacto. Dizemos que A é fechada em y se para cada rede y: __, y e 
Z0 --+ z, Z0 E A(y0 ), VQ temos z E A(y). Se A é localmente compacta e fechada em y, 
dizemos que A é semicontínua superiormente (scs) em y. 
Definição 5. 7 Dizemos que f : X __, R é função Cl.l se é Gateaux-diferenciável e a 
derivada (de Gateaux) v f é localmente Lipschitz. 
Proposição 5.8 Assuma que f : X __, R é duas vezes localmente Lipschitz em x. Então, 
para cada u E X, valem: 
(a) [J2f(·)(u) é localmente fraco* compacto e éJ2f(x)(u) é fraco* compacto; 
(c) Se f é cu, então 32 f(·)(·) é localmente fraco* compacta. 
A seguinte proposição é uma versão generalizada do Teorema do Valor J\!édio para 
funções duas vezes C-diferenciáveis. 
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Proposição 5.9 Seja f : X -+ R uma função continuamente Gateaux-diferenciável no 
segmento fechado [x, y] C X. Então existe Ç no segmento aberto y[ tal que 
f(y) E 
e o fecho é desnecessário quando f é CL1 
5.3 Condições de Ponto de Sela 
Seguindo a linha de Kuhn-Tucker e de Fritz-John, relacionaremos as soluções fracamente 
eficientes do problema (P) com os pontos que cumprem as condições de tipo Ponto de Sela. 
Aqui pretendemos dar uma definição de ponto de sela para o problema de otimização 
vetorial, que seja a mais simples possíveL baseada na resolução de problemas escalares. 
A vantagem da nossa definição sobre outras já existentes é que a condição que propomos 
não acarreta na resolução de um problema multiobjetivo, o que simplifica a tarefa. Além 
disso, nossa definição generaliza a correspondente introduzida em [75] para o caso em 
que (P) é finito-dimensional. 
Definição 5.10 Diremos que a tema (x, r, v) E E x F' x G é um ponto de sela 
múltiplo para o problema (P) se 
r o f(x) +v o g(x)-:; r o f(x) +v o g(x)-:; f o f(x) +v o g(x) (5.1) 
Vv E K', Vx E E e se (r, v) E Q' x K', f ;i O. 
Como ocorre no caso clássico. se (x, f, v) é ponto de sela múltiplo, então x é solução fra-
camente eficiente de (P). Antes de provarmos tal afirmação, necessitaremos do seguinte: 
Lema 5.11 Sejam E, F dois espaços de Banach, F ordenado pelo cone convexo Q C F 




suyeito a: x E L 
Se existe um f E Q' \ {O} tal que x E r é solução de 
Jfinimizar f o 
sujeito a: X E r 
então x é solução fracamente eficiente de (P(r)). 
PROVA: Por absurdo. supor que x E r não é solução fracamente eficiente de (P). I\ este 
caso, existe x E r tal que <Q f(x), ou seja. f(x)- E int Q. Como f E \ 
então (pelo Lema > O e. pela linearidade de f. 
f o f(x) >f o f(x) 
o que é absurdo. 111 
Teorema 5.12 Se (x. f, v) é ponto de sela múltiplo, então x é solução fracamente efi-
ciente de (P). 
PROVA: Pelo Lema 5.13, é suficiente provar que x é solução do problema 
onde iF := {x E S: -g(x) E K}. 
Minimizar f o f ( x) 
sujeito a: x E F 
Como (x, r, v) é ponto de sela múltiplo, então 




Em particular, fazendo em (5.3) t' = O ex = x, obtemos v o g(x) ;:: O e, portanto, 
v o g(x) =O. Então, fazendo x E 1F em (5.3). obtemos 
f o , '1/x E !F 
e, portanto, x é solução de (5.2). !111 
A recíproca deste resultado também é verdadeira sob hipóteses adequadas de con-
vexidade generalizada- em nosso caso. subconvexlíke generalizada- e de regularidade nas 
restrições do problema. Utilizaremos uma qualificação de restrição (QR) de tipo Slater. 
Qualificação de Restrição de Slater (QR): Existe um x E lF tal que -g(x) E int K. 
Teorema 5.13 Suponhamos em (P) que a função (f- f(x),g) é subconvexlike genera-
lizada (com respeito ao cone Q x K c F x G). Então, se x E lF é solução fracamente 
eficiente de (P) e se (P) satisfaz a qualificação de restrição (QR) em x, então existem 
f, v tais que (x, f, v) é um ponto de sela múltiplo. 
PROVA: A prova segue do Teorema 5.2 (Teorema de Alternativa para funções subcon-
vexlike generalizadas)_ 
De fato, se x é solução fracamente eficiente de (P), então o sistema 
{ 
f(x) f(x) E- int Q 
g(x) E -K 
não tem solução x E E. 
Como a função (f- f(x),g) é subconvexlíke generalizada, então pelo Teorema 4.2, 
existe (r, v) E Q* x K' \{(O, O)} tal que 
r(f(x)- f(x)) +v o g(x) 2 O, Vx E E 
64 
ou seja, 
f c f(x) +v o g(x) 2: f o f(x), 'ix E E. (-5.4) 
Fazendo em (5.4) x = x, obtemos v o 2: O e. portanto 
Dog(i)=O 
(pois g(x) E -K e v E W). Além disso. 
'iv E W,v o g(x)::; O (5.6) 
e assím. temos 
f o +Vog(x)?::fo -:-vog(x),'it· E K~.'ix E E 
(onde a primeira desigualdade segue de (5.4) e a segunda de (5.5) e (5.6)). Ou seja: 
r c f(x)-'- v o g(x)::; f o f(x) +v o g(x), 'iv E W, 'ix E E. (5.7) 
Agora, tome v E K'. Então. 
f o f(x), v o g(x) ::; f o f(x) +o= f o f(x) +v o g(x), 'iv E W (5.8) 
(onde a desigualdade segue de (5.6) e a igualdade segue de (5.5)). Unindo (5.7) e (5.8). 
obtemos a desigualdade (5.1). 
Resta provar que r i' O. Mas. pela (QR), existe x E E, -g(x) E - int K Fazendo em 
(5. 7) x = x, obtemos 
f o f(x) :::: f o f(x) +v o g(x). 
Por absurdo, suponhamos f = O. Então, v i' O e como -g(x) E int K, pelo Lema 1.6. 
temos v o g(x) < O. disto e da desigualdade anterior segue que f o f(x) < F o f(x). ou 
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r(f(x)- f(x)) <o 
e, portanto, f f O. 111! 
5.4 Condições de 2a. ordem 
No que segue, consideraremos o seguinte problema de otimização vetorial: 
Minimizar f(x) := (!J(x), ... ,/p(x)) (PF) 
sujeito a: :<;O. i= L ... m 
onde X é espaço de Banach e /j,gi :X-+~ (j = L. .. ,p; i= L ... , m) são funçõe,; cu 
Estabeleceremos condições de segunda ordem para a eficiência fraca para este pro-
blema através das noções de derivada direcional e Hessiana generalizados de Cominetti 
e Correa e das Condições de Ponto de Sela estudada na Seção 5.3. Primeiramente. 
definiremos os seguintes cones: Para cada Q c X, x E Q, sejam 
D(Q,x) := {u E X: 3r >O tal que x + ]0, r[ u E Q} 
B(Q,x) := {u E X: 3ta l 0,3ua-> u tal que x+taua E Q} 
(chamados, respectivamente, cone de direções factíveis e cone tangente de Bouligand). 
Como é usual, definiremos a função Lagrangeana: 
p m 
L,.v(x) :=L ry/j(x) +L v,g,(x) 
j=l i=l 
onde r E JR~, v E ~';' e x E X 
Como veremos a seguir, sob certas hipóteses, se i; factível para (PF) é solução fraca-
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mente eficiente, então: existem r E R~\ {0}: v E IR~ tais que 
p m 
Lr/VfJ +L 'Vj\7gi(X) =o 
)=l i=l 
=0 
e, neste caso o par é chamado multiplicador. 
Provemos esta última afirmação. 
Lema 5.14 Seja x factível para íPF) uma solução fracamente eficiente. Supor que a 
função (f- f(i:),g) é subconvexlike generalizada (com respeito ao cone JR~xkt'~) e que 
(PF} satisfaz a qualificação de restrição de Slater (QR). Então, existe ·um multiplicador 
satisfazendo e 10). 
PROVA: Pelo Teorema 5.15. existe (f, E R~ xJI.t~t tal que (i:, i\ é ponto de :::;ela 
múltiplo. Em particular. vale a desigualdade 
p rn p m L rjfj(x) +L v,g,(x) ::; L rifi(x) +L v;g;(x), \fx E X. 
j=l i=l }=1 i-=1 
Desta desigualdade e do fato de h g; serem Gateaux-diferenciáveis, segue que 
P m L f/J f;(x) +L v;\7 g;(x) =o. 
j=l i=l 
Além disso, quando (x, f, v) é ponto de sela múltiplo. 
rn L v;g;(x) = o. 
i=l 
(veja prova do Teorema 5.14). 111 
Observação 5.15 Na prova Lema 5.16, utilizamos o seguinte fato: quando F= JRP e 
Q = lR~. então Q• = lR~ (pois, pelo Teorema de Representação de Riesz, (JRP)' = W). 
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A cada par de multiplicadores (r, v), associaremos o conjunto 
Q(r, :={xElF: :s; O, se v: = 0}, 
Teorema 5,16 (condições necessárias de segunda ordem) Supor que x solução local fra-
camente eficiente de (PF). Supor que f ( x), g) é subconvexlike generalizada e que 
(PF) satisfaz a qualificação de restrição de Slater, Então,' 
Existe (r, tais que (x, r, v) é ponto de sela múltiplo: 
(ii) Para cada par de multiplicadores (r, v) E R,':, x lft';' tais que (x, r, v) é ponto de sela 
múltiplo, se verifica a desigualdade 
L~0~(x; u, u) 2:: O, \fu E D(Q(r, 
PROVA: (i) É justamente o Lema 5,16, 
(ii) Seja (r, v) E R';, x R';' par de multiplicadores, É claro que 
L~~(x;u,u) 2:: limsup(V,,v(i:+tu),u),Vu E X 
tlO 
Tome u E D(Q(r,v),x), Então, existe r> O tal que x +tu E Q(r,v),\ft E (O, r) e, 
portanto, 
p 
L rJiJ(X +tu)= L,,v(x +tu), \ft E (0, r), 
j=l 
Então, pela Condição de Ponto de Sela, 
p m p p m 
L rJfJ(x) +L v,g,(x) =L rJfJ(x) :s; L r11J(x +tu)+ L v,gi(x +tu) 
j=l í=l j=l j=l i=l 
para cada t suficientemente pequeno, ou seja, 
Lr,v(x +tu) 2: L,.,v(x), para cada t >O suficientemente pequeno, 
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Fixado t > O suficientemente pequeno, pelo Teorema do Valor Médio. existe t' E (O, t) 
tal que 
e assim. 




t.O • t 
c.tu), ;::o. 
u. ::o. 
Teorema 5.17 (condições suficientes de segunda ordem) Supor em (PF) que as funções 
gj : :rr:tn-+ 1Ft são funções . Então, uma condição suficiente para um ponto racczv,et 
x ser solução fracamente eficiente local de (PF) é que exista um multiplicador (r. E 
!!t':. x ll';' tal que 
-L~~(x;u, -u) >O, Vu E B(Q; x) \ {0}. 
PROVA: Suponhamos que x não é solução local fracamente eficiente de (PF). Então. 
existe uma seqüência (xk) C F\ { x} tal que Xk -+ x e f;(xk) < f;(x), \fj = L .... p, Vk E N. 
Defina: 
Xk- X 
uk := I Xk - x!l. 
Então uk E B(Q; x), Vk E N e B(Q, x) é fechado (veja Laurent, [64]). Desta maneira, 
podemos assumir, sem perda de generalidade (passando a uma subseqüência se necessário) 
que uk-+ u E B(Q,x) \ {0}. Por hipótese, temos -L~~(x: u, -u) >O. Defina: 
Assim, 
p m 
L,,v(xk)- L,,v(x) =L Tj(f;(xk)- f;(x)) +L v,g,(xk) <O 
j=l i=l 
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pois a primeira parcela é < O e a segunda é ::; O, pela factibilidade de Xk· Logo, a, < 
O, \:fk. Pela Proposição 5.9, existe um Çk E ]x,, xi tal que ak E (f:P Lr.v(E,k)u,, u,), \:fk. 
Portanto, existe 
que podemos supor. sem perda de generalidade. que 
(x"; u) :; O e~ com maior razão) 
o que contraria a hipótese feita. 111 
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, \:fk. Segue da Proposição 5.8 
-+ x* E , ou seja .. 
Capítulo 6 
Condiçoes necessárias e suficientes 
de otimalidade via cones de 
aproximaçao local derivadas 
6.1 Introdução 
Para o tratamento de problemas de otimização existe uma teoria bem desenvolvida e 
bastante completa no que se refere a condições de otimalidade. sobretudo para problemas 
suaves (diferenciáveis) e convexos. Entretanto, as hipóteses de diferenciabilidade, na 
prática, nem sempre são verificadas. Assim. nos últimos anos, muitos esforços têm sido 
feitos no sentido de extender tais resultados ao caso mals geral (não diferenciável). 
Significativos resultados foram obtidos nesta direção através da noção de gradientes 
generalizados, que foram introduzidos por Clarke em meados dos anos 70. A partir de 
então, muitos autores têm empregado esta noção e uma extensiva teoria foi desenvolvida. 
a maior parte dela, sob condições de Lipschitz-continuidade. (veja Clarke [23], [241 . 
Hiriart-Urruty [54], e Rockafellar [86], por exemplo). 
Em [38], [39], Elster e Thielfelder propõem um procedimento axiomático através do 
qual obtêm condições necessárias de otimalidade para problemas de otimização com res-
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trições de desigualdade. cujos funcionais estão definidos em um espaço topológico. Esta 
abordagem consiste do uso do método de Dubovitskii e :VIilyutin :34], segundo o qual 
a otimalidade é expressa em termos de certas relações de disjunção de certos conjuntos 
concretos. São estabelecidas certas proposições de tipo Kuhn-T ucker e Fritz-John. através 
do uso de cones de aproximação (cuja noção é introduzida em [38]) e do uso de teoremas 
de separação_ 
Assim sendo. à luz dos trabalhos [38], , adaptamos o método mencionado acima 
para a obtenção de condições necessárias de otímalídade (no sentido de eficiência fraca) 
para o problema de otimização vetorial que mencionaremos a seguir. 
Consideraremos neste Capítulo o seguinte problema de otimização: 
.Minimizar 
sujeito a: x E S := {x E X 0 : :SO.\fiEl={L ,m}} 
onde X é um espaço Hausdorff localmente convexo. X 0 c X é um conjunto aberto. 
Denotaremos J :={L ----P}-
As funções fj, g1 : X o -+ R (i E I, j E J) não são, necessariamente, diferenciáveis. 
Assim corno o problema escalar (caso em que p = 1) este problema têm sido am-
plamente estudado e possui urna bem desenvolvida teoria no que se refere a condições 
necessárias de otimalidade, quando os funcionais envolvidos são suaves e/ ou convexos 
(veja Chankong and Hairnes [20}, Sawaragi et al. [90]). O caso não diferenciável e não 
convexo também têm sido estudado, sobretudo sob hipóteses de Lipschitz-continuidade, 
via gradientes generalizados de Clarke (veja Minami [73]. Clarke [23j_ Phuong et aL [83])-
Utilizando urna abordagem análoga à utilizada por Elster and Thierfelder [38:, [39]-
(que trataram o problema escalar) mostraremos que é possível estabelecer certas condições 
necessárias de otirna!idade para o problema (P), as quais generalizam os resultados obti-
dos pelos autores em [38], [39]. 
Por outro lado, em [18], Castellani propõe várias definições de invexidade para funções 
não diferenciáveis, que estão generalizam as já existentes. através do conceito de K-
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derivadas direcionais (ou seja: derivadas direcionais relacionadas corn cones de aproxíma-
ção loca!). Utilizando tais noções, ele obtém algumas condições suficientes de otíma!idade 
para o problema (escalar) de otimização não diferenciável. ~v1ostraremos que resultados 
análogos são ainda válidos para o caso vetoriaL 
Este Capítulo tem a seguinte estrutura: na Seção 6.2, apresentamos alguns resultados 
sobre cones de aproximação local e K-derivadas direcionab. os quais serão utilizados nas 
seções posteriores; na Seção 6.3, obteremos condições necessárias para a eficiência fraca 
para o problema (P) e. finalmente. na Seção 6.4, estabeleceremos condições suficientes 
para a eficiência fraca sob hipóteses de K-invexidade. 
6.2 Cones de Aproximação e Derivadas K-direcionais 
?\esta Seção) apresentamos uma seleção de resultados referentes a cones de aproximação 
e de derivadas K-direcionais. As provas serão todas omitidas. Para maioreo; detalhes. 
sugerimos [38], [39]. 
Em todo o Capítulo, consideraremos X = [X, T] um espaço de Hausdorff localmente 
convexo e denotaremos X'= [X*,a'(X',X)] o espaço dual de X munido da topologia 
Íraca. 
Definição 6.1 Uma correspondência K : 2x x X -+ 2x é chamada um cone de aprox-
imação local se a cada M C X e cada x E X, associa-se um cone K(AJ, x) C X 
satisfazendo: 
(a) K(i'v1- x. O)= K(l'vf. x). 'dx E X 
(b) K(MnU, x) = K(lvf, x), 'dx E X, VU E U(x), onde U(x) é um sistema de vizinhanças 
de x: 
(c) K(A1,x) =X, 'dx E intk! 
(d) K(J'vf,x) = 0, 'dx rf Af 
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(e) K(Ç;(IVJ),o(x)) = o(K(AI,x)), para cada 9: X-+ X homeomorfismo linear 
(f) o+J'vf c o~K(ivi,x) 
onde JV! := {y E X : x + ty E J'vf. Vx E Vt 2: O} é o cone de recessão de Rockafellar. 
São exemplos de cones de aproximação local os seguintes conjuntos: 
x) := {y E X: VU EU(y),V>. >O, E U tal que x -=- t'ij E 
D(Jv!, x) := {y E X: :JU E U(y), > O, Vy E U tal que x + t'ij E M} 
que são, respectivamente, o cone contingente de Boulígand e o cone de deslocamentos 
interiores. 
Pode-se provar que, se \1 é um conjunto finito de índices e K(·, K:(·. ·).\:fi E 11 são 
cones de aproximação local, então 
int K(·. ·), K(·. =), conv K(=, ·),X\ K(X \ ·, ·), 
U,wKi(·, =), n,w K,(·. ·), I: Ki(·, ·) 
íEf2 
também são cones de aproximação locaL 
Sejam f: X --+ JR: uma função a valores na reta extendida ex E X tal que lf(x)i < 
+co. Seja K ( ·, ·) : 2x xJR x (X x 1Ft) --+ 2x x:< um cone de aproximação locaL 
Definição 6.2 O funcional fK(x, ·):X~ R com 
fK(x,y) :=inf{Ç E R: (y,f,) E K(epif,(x,f(x)))}. y E X 
(onde epi f é o epígmfo de f) é chamado K -derivada direcional de f no ponto x. 
Pode-se provar que as derivadas direcionais generalizadas associadas ao cone con-
tingente e ao cone de deslocamentos interiores são, as derivadas regularizadas de Dini. 
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inferior e superior, respectivamente. ~viais precisamente: 
É claro que jK (x~ ) é um funcional positivamente homogêneo; além disso. é con-
vexo quando K(epif, é convexo e é semicontínua inferiormente se além disso. 
K(epíf, (x,f(x))) for fechado. Neste último caso, vale 
epi JK (x, ·) = K(epi r (x, f(x))). 
Além disso. ·) é semicontínua superiormente. 
De acordo com a Análise Convexa, a cada funcional h X ~ R que é sublinear. 
própria e semicontínua inferiormente, é possível associarmos um (único) conjunto convexo 
e fechado ]V[ C X*, satisfazendo 
h(y) = sup (x*, y); M := {x* E X* : (x*, y) :ô h(y), 'Vy E X}. 
x~ E1'v1 
Isto justifica a seguinte definição: 
Definição 6.3 O conjunto 
oK f(x) := {x* E X': (x*,y) :'Õ fK(x,y),'Vy E X} 
é chamado K -subdiferencial de f em x. Os elementos de ax f(x) são chamados K-
subgradientes de f em x. 
Portanto, o conjunto oK f(x) é sempre convexo e fechado. 
Ao longo deste Capítulo, suporemos que o cone de aproximação local K ( ·, ·) é uma 
correspondência a valores convexos e fechados. Isto é menos restritivo do que parece: 
7-5 
de fato, pode-se provar que [JK f(x) = [Jêõfi'VK f(x). Algumas das propriedades dos K-
subdiferenciais e das K-derivadas direcionais são dadas na seguinte 
), K:(·, \fi E fl (fl 
são correspondências a valores convexos e fechados são válidas as seguintes afirmações: 
Se domfintK(x,·) f 0, então = [JintK 
(c) \:f\> O, fJK(\f)(x) = \[JK f(x); 
(d) O E I: ôxJ:(x) =?I: JK'(x,y)?: 0,\:fy E 
i-EQ iED 
(e) se existe Yo E n dom ·) tal que os funcionais ·) são semicontínuas 
iED 
superiormente em 'Yo: exceto~ eventualmente: para um índice i E então. 
iED iEO 
6.3 Condições Necessárias de Otimalidade 
Nesta seção, consideraremos o seguinte problema de otimização quanto a condições 
necessárias de otimalidade (no sentido de eficiência fraca): 
Minimizar f(x) := (h(x),.,,fp(x)) (P) 
sujeito a: x E S := {x E X0 : g:(x) :S O, \:fi E I:= {L,., m}} 
onde/j,g:: X -+JRsãofunçõesavalores (reais) extendidosparacadaj E J := {L,,p}, 
i E I := {1, ,., m} e X 0 é um subconjunto aberto de X. 
Assumiremos que x E S é tal que l/;(x)l < oo 'r/j E J e lg:(x)l < oo \:fi E I. Isto 
implica a K-diferenciabilidade direcional com respeito a cada cone de aproximação local 
K(·, ·). 
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Neste caso, denotaremos I(x) := {i E I : gi(x) = O} é o conjunto de índices de 
restrições ativas em x. Suporemos g1 são semicontínuas superiormente, Vi E I\ I(x) e. 
deste modo, para a descrição local de S é suficiente considerar apenas as restrições atiYas 
emx. 
Inicialmente. consideraremos o caso irrestrito. i.e .. 
!VIinimizar (CP) 
sujeito a: x E ){. 
Iniciamos com um Teorema de Alternativa tipo Gordan para funcionais convexos a 
valores extendidos: 
Lema tL5 Yi x~ i E f2 = {L .. s} 
cionais convexos tais que C C X é convexo e (n,:c:o dom y 1) n C =I 0. Então} são 
equivalentes: 
(1) Não existe x E (n,en dom ;c;) n C tal que ;c,(x) <O, Vi E Si: 
(2) Existem Ài .2: O, i E fi, não todos nulos e tais que Lieíl À;;c.;(x) > O, Vx E 
(n,80 dom ;c;) n C. 
PROVA: É claro que (2) =? (1). Provemos (I) =? (2). Sejam: 
Co:= (n dom;;;) n c 
iED 
A:= {(a 1 , ... , a,) E R': 3x E C0 ; 'P;(x) :':::a;, Vi E D}. 
Das hipóteses feitas, A é convexo, não vazio e O r(: A. Portanto. podemos separar O e A. 
ou seja, existem À; .2: O, não todos nulos e tais que 
LÀ;a; .2: O,V(a1, ... ,a,) E A 
iED 
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donde segue que 
1111 
A partir do Lema 6.5 é possível estabelecer a seguinte condição de otimalidade para 
o problema irrestrito: 
Teorema 6.6 (caso irrestrito) SeJam x E X uma solução local fracamente eficiente 
do problema irrestrito (UP) e K(·, ·)C DC, ·). Então: 
(a) Não existe y E X tal que ff'(x,y) < 0,\fj E J. 
(b) Existem ;::: O, j E J. não todos nulos e tais que L;EJ ÀJ f/'. ( x, y) ;::: O, \fy E X 
PROVA: Provemos Suponhamos, por absurdo. que existe y E X tal que 
0,\fj E JCommaiorrazão. fF(x,y) < 0,\fj E J. :\Ias: fF(x,y) = limsup=~-"-'--'=-'­
TJ~y 
t~o~ 
Disto e das propriedades do limsup segue que, para cadaj E J fixado. existem Ui E U(y). 
f(x + ty)- j(x) ÀJ > O tais que para cada t E (0, ÀJ) e cada y E Uj se tem 1 t 1 ' < O. Defina: 
À:= minjEJ Àj (>O) eu:= njEJ uj (E U(y)). 
f;(x + tY) < fJ(x), 'iffj EU, \ft E (O, À) 
para cada j E J, o que contraria o fato de x E X ser solução fracamente eficiente local 
de (UP). Isto conclui a prova de (a). 
A prova de (b) segue do Lema 6.5 aplicado aos funcionais convexos ff'(x. ·).1111 
A desvantagem deste resultado é que, em geral. o cone D(·, ·)não é convexo, e por-
tanto, não podemos utilizar o Teorema de Separação. Por isto, em toda esta Seção 
assumiremos que o cone de aproximação local K ( ·, ·) têm as seguintes propriedades adi-
cionais: 
(Vl) K é correspondência a valores convexos e fechados; 
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(V2) z E Jí <*O E K(At \f:1J c X: 
(V3) K( ) c T( 
(V 4) int 
A seguir, consideraremos o problema de otimização com urn conjunto abstrato de 
restrição. digamos. 
:\!inimizar (ACP) 
sujeito a: x E S 
onde S C X é um conjunto abstrato de restrições (ou seja, as restrições não são. neces-
sariamente definidas por desigualdades). 
Antes. porém. introduziremos a seguinte notação: Dada uma Íunção o X ----;. R. 
x E _)(. K um cone de aproximação denotamos 
o cone de direções de K-descida. 
Teorema 6.7 (restrições abstratas) Se x E S é uma solução local fracamente efi-
ciente de (ACP), então 
n Aj;'K (x) n K(S,x) = 0. ( 6.1) 
jEJ 
Além disso, se 
n domfj"'K(x, ·) n K(S,x) # 0 
jEJ 
então existem ÀJ 2': O, j E J não todos nulos e tais que 
LÀJff(x,y) 2':0. 'iyE ndom.fjntK(x, )nK(S,x) 
jEJ jEJ 
PROVA: Por absurdo, suporemos que existe uma direção y E nJEJ A~;tK (x) !: K(S, x). 
Então, segue de (V3) e (V4) que y E n,E1Af(x)nT(S,x). Em particular. y E T(S.cr) e. 
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portanto, para cada U E U(y), ,\>O existem tE (O,,\) e y EU tais que x + ty E 5. Por 
f l·t-)f() ·X--r -~·X 
outro lado, y E A~(x) ou seja, f,O(x,y) = lilllsup J\ · ~ J\ < 0,\ij E J. Das 
y-•y 
t-o_,_ 
propriedades de lim sup segue que. para cada j E J fixado. existem Uj E >O tais 
que para cada t E ecadayE se tem + ty) < h . Defina: u := njEJ 
e,\= minjEJÀj. Deste modo: x + ty E Se IJ(x + ty) < IJ(x), Vt E 
\ij E J o que contraria o fato de x ser solução local fracamente eficente de (ACP). A 
última afirmação decorre de e do Lema 6 . .5. 111 
Finalmente, obteremos regras de multipiícadores de tipo Fritz-John e Kuhn-Tucker 
para o problema de otimização vetorial com restrições de desigualdade a seguir: 
:Vlinimizar 
sujeito a: x E S := {x E :S O. 'ii E I = 
(CP) 
Suporemos, de agora em diante que, além de satisfazer (Vl)-(V4), K(.. ·) também 
satisfaz 
(V5) niei(xlA.~(x) C K(S,x). 
É válida a seguinte caracterização geométrica de otimalidade: 
Teorema 6.8 Seja x E S solução fracamente eficiente de (CP). Então 
jEJ i-El(x) 
PROVA: Imediata: segue de (V5) e do Teorema 6.7. 1111 
Observe que (6.2) equivale a dizer que o sistema de desigualdades convexas 
{ 
jj"'K(x,y) < 0. j E J 
gf(x,y) <O, i E I(x) 
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(6.2) 
não tem solução y E X. Portanto, pelo Lema 6.5 (Teorema de Alternativa) existem 
>.h /-L; 2: O, (j E J, i E J(x)) não todos nulos e tais que: 
2: o, 
jEJ iEI(x) 
para cada y E njEJ 
O que prova a seguinte afirmação: 
Teorema 6.9 Se x E S é solução fracamente eficiente de (CP) e K(·, ·) satisfaz (V1)-
(V5), então, existem Àj,f-Li 2: O, (j E J, i E J(x)) não todos nulos e tais que 
y) + > VyE 
jEJ iEI(x) jEJ iEI(x) 
Por outro lado, sob uma hipótese adicional, a conclusão do Teorema 6.9 se toma 
ainda mais forte. De fato, seja 
(V6) 
iEI(x)\{io} jEJ 
Teorema 6.10 Supor que x E S é solução fracamente eficiente de (CP) e que K(-, ·) 
satisfaz (V1)-(V6). Então existem Àj, f-L; 2: O, j E J, i E I(x), não todos nulos e tais que: 
PROVA: Pelo Teorema 6.9, existem Àj, f.J,; 2: O, j E J, i E J(x), não todos nulos e tais 
que 
-..;:-' iht K -..;:-' K L.., Àjfj (x, y) + L.., /higi (x, y) 2: O, Vy E X 
jEJ iEI(x) 
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(isto é verdadeiro se convencionarmos: ( +oo) + ( -oo) = +oo ). Com maior razão. 
LÀJf)ntK(x:y)-+ L J.li9~ntK(x:y)+J-Lio9i~ y) 2: O, Vy E X. 
jEJ iEl(x)\{io} 
Por existe 
Yo E domg{; (x, ·) n ( dom 
'iEJ(x)\{io} jEJ 
Mas gjmK(x. f]ntK(x, ·) sãD semicontínuas superiormente em y0, e segue de (6.3) e da 
Proposição 6.4, 
O E LÀ/Jnt 
jEJ 
..,_ L llJJ'"K 
iEJ(xJ\{iD} 
Segue de (V6) que, para cada i E I(x) \ { i 0 } e cada j E J fixados, se tem 
e, de (6.5) e da Proposição 6.4, segue que 
(6.5) 
(6.6) 
para cada i E I(x) \ {io} e cada j E J. Comparando (6.4) e (6.6) obtemos o resultado 
desejado. 11 
É natural esperarmos que, sob alguma hipótese de regularidade sobre as restrições se 
possa garantir que À f O no Teorema 6.10. De fato: 
Teorema 6.11 (Kuhn-Tucker) Suponha que x E S é solução fracamente eficiente de 
(CP) e que K(-, ·) satisfaz (V1)-(V6). Além disso, suponha que valha a qualificação de 
restrição: 
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(QR) nei(x) A~(x) ~ 0. 
Então, existem ).; , fii ::0: O (j E J i E com ..\ ~ O e tais que 
+ "9K t-"1 í y) 2: O, E 
+ aK 11i .9i 
PROVA: Pelo Teorema 6.10. existem . !1; :O: O (j E J. i E não todos nulos e 
tais que valem e (ii). Resta provar que).~ O. Por absurdo, suponhamos que À= O. 
Então. pelo teorema anterior. obtemos 
iE!(::r) 
com À ~ O o que contraria f 0 o que conclui a prova. íll 
6.4 Condições Suficientes de Otimalidade 
Em [18], Castellani propõe um esquema geral para a definição de inwxidade para funções 
não derivadas: são as chamadas funções K-invexas, as quais são extendidas de maneira 
natural ao caso não diferenciável utilizando-se as K-derivadas. 
Nesta Seção, estudaremos o problema de otimização: 
Minimizar f(x) := (f,(x), ... ,fp(x)) 
sujeito a: x E S := {x E Xo: gi(x):::; O, i E I} 
(P) 
onde X é um espaço Hausdorff localmente convexo, X 0 C X é aberto e }j, g; : X 0 - R 
(i E I, j E J) são funções dadas. J := {L. .. ,p}, I:= {l. .... m}. 
Veremos que sob hipóteses de K-invexidade é possível estabelecer condições suficientes 
de otimalidade para o problema (P). Antes. porém. necessitaremos de algumas definições 
preliminares: 
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Definição 6.12 Sejam x E S e { K,, KJ hei(x),JE.l cones de aproximacão local. 
(i) Diremos que x é ponto fracamente estacionário para (P) se o seguinte sistema 
{ 
(x, <o. j E J 
gf'(x, y) <O, i E I(x) 
não admite solução y E X. 
Diremos que "f é ponto fortemente estacionário para (P) se o sistema 
não admite solução y E X. 
{ 
f 1K.· '(x.,y) < 0, j E J 
K,(- < Q . c gi ,X. _ . 1 .___ 
(S2) 
É claro que todo ponto fortemente estacionário é fracamente estacionário. Além disso. 
é possível garantir que ser ponto fracamente estacionário é uma condição necessária para 
a eficiência fraca, mediante escolha adequada dos cones { K,, KJ hei(x).JEJ : De fato, basta 
tomar K cone de aproximação local satisfazendo (Vl)-(V.S) e definir: KJ := int K, j E J e 
K, := K (i E I(x)). O resultado segue do Teorema 6.8. Também é importante notar que. 
sob hipóteses de convexidade, a impossibilidade de resolver (Sl) (resp. (52)) equivale 
a condição Fritz-John (respect. Kuhn-Tucker, sob hipóteses de regularidade)- e isto foi 
discutido na seção anterior. 
Agora, recordemos algumas noções de K-invexidade. 
Definição 6.13 (Castellani {18}) Sejam K(-, ·) um cone de aproximação local e f : X 0 -+ 
lR uma função dada. 
(i) Dizemos que f é K -invexa se existe uma função 7) : X 0 x X 0 -+X tal que 
f(x)- f(x);::: fK (x. 77(x, x)), 'ix. x E X o-
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(li) Dizemos que f é K-pseudoinvexa se existe uma função 7J: x X 0 -+ X tal que 
x)) 2: o=? 2: f(x) XE 
(iii) Dizemos que f é K -quase invexa se existe uma função ry : X 0 x --+ X tal que 
7J(X. 
(i v) Dizemos que f é K -estritamente quase in vexa se existe uma função r1 : X0 x 
Xo -+ X tal que 
< 
É claro que toda função K-invexa com respeito a ?) também é K-pseudoinwxa e 
K-quase invexa com respeito à mesma '7· Além disso. em [60] Kaul e Kaur provam que 
existem funções K-pseudoínvexas com respeito a 7J que não são K-invexas com respeito 
a (mesma) 7). Entretanto. pode-se provar que toda função K-pseudoinvexa com respeito 
a 7J é K-invexa com respeito a alguma ry. Para maiores detalhes, veja [18], p. 326. 
Veremos que, sob hipóteses de invexidade é possível estabelecer condições suficientes 
de otimalidade. De fato: 
Teorema 6.14 Seja x E S um ponto fortemente estacionário para (P) com respeito à 
fam{lia de cones de aproximação local { K;, Kj hu(x).jEJ. Se fJ (j E J) são Krpseudoinvexas 
e as g1 são (i E I(x)) são K;-quase invexas com respeito a uma mesma 7), então x é 
solução (global) fracamente eficiente de (P). 
PROVA: Seja x E S. Então, 
( I < 0 '-1 ,_,. /(-) g; X 1 _ = g;(X1• vl E X 
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e, como as 9i (i E I(x)) são Ki-quase invexas, 
K g, ' 1)(x, x)) :S 0, Vi E l(x). 
Por outro lado; o sistema (S2) é impossíveL portanto: existe um j = j(x) E J tal que 
/y TJ(X, 2: O. Mas f1 é Ky-pseudoinvexa, e então 
>f· 
- J 
Portanto, não existe nenhum x E 5 tal que f1(x) < IJ(x), Vj E J, donde segue que x é 
solução (global) fracamente eficiente de (P). 1111 
Sob hipóteses mais restritivas de im'exidetde os pontos fracamente estacionários tan1bérr1 
são fracamente eficientes. 
Teorema 6.15 Seja x E S um ponto fmcamente estacionário para (P) com re.opeito à 
famüia de cones de aproximação local { K,, Kj hei(x))EJ· Se fJ (j E J) são Ky-pseudoinvexas 
e as gi são (i E I(x)) são K;-estritamente quase invexas com respeito a uma me.sma 1), 
então x é solução {global) fracamente eficiente de ( P). 
PROVA: Seja x E 5\ {x}. Então: 
g,(x) :::; o= g,(x), Vi E I(x) 
e como as g, (i E I (x)) são K,-estritamente quase in vexas, 
gf'(x,TJ(x,x)) <O, Vi E J(x). 
Por hipótese, o sistema (Sl) é impossível, e portanto, existe J 
ft'(x, TJ(x,x)) 2: O. :\las fJ é Ky-pseudoinvexa, donde segue que 
fJ(x) 2: fy(x). 
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j(x) E J tal que 
Assim. não existe x E S tal que fJ(x) < fj(x) para cada j E J. donde se conclui que x é 
solução (global) fracamente eficiente para (P). 1111 
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Capítulo 
Caracterização de eficiência via 
desigualdades quase variacionais 
7.1 Introdução 
A ligação existente entre desigualdades variacionais e problemas de otimização é bastante 
conhecida (veja [48], [36], [6]). Talvez o principal trabalho nesta direção (em contexto 
finito-dimensional) tenha sido o de Gianessi [44]. Este problema tem sido extensiva-
mente estudado nos últimos anos. Vários resultados sobre existência de soluções tem 
sido obtidos através de diferentes desigualdades variacionais [21]. [63]. [66]. [67]. 
l:tilizando uma desigualdade quase-variacional. Lee et al. [66] obtêm resultados de 
existência de soluções para problemas invexos não diferenciáveis. finito-dimensionais, 
os quais generalizam os correspondentes resultados estabelecidos por Chen e Craven 
[22] para problemas convexos e diferenciáveis. Recentemente, Gianessi [45] mostrou a 
equivalência entre soluções eficientes de problemas multiobjetivo (diferenciável e con-
vexo) e a solução de uma desigualdade variacional de tipo Minty: também estabeleceu 
contrapartidas de tais resultados para soluções fracamente eficientes. 
Atravês de uma abordagem similar a esta, Lee [65] provou a equivalência entre as 
soluções de desigualdades de tipo Minty e de Stampacchia e as soluções eficientes, uti-
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iizando a noção de subdiferencial (no sentido da Análise Convexa). Além disso. utilizando 
estes resultados, obteve um teorema de existência de soluções fracamente eficientes para 
o problema con\rexo multiobjetivo. 
Neste Capítulo estenderemos os resultados obtidos por Lee em [65] para o problema 
mult.iobjetivo invexo, nã.o diferenciável. 
7.2 Soluções eficientes e desigualdades quase-variacionais 
Sejam X um subconjunto não vazio de )Rn e f, : )Rn__,. iR (i= 1, ... ,p) funções dadas. 
Consideraremos o seguinte problema de otimização: 
~Jinimizar := Ut (Fi 
sujeito a: x E ~Y. 
onde '·minimizar .. será entendido como a busca de soluções eficienteo; do problema (P). 
Assumiremos que fi são funções localmente Lipschitz e invexas com respeito a TJ em X. 
Consideraremos as seguintes desigualdades quase-variacionais: 
DESIGUALDADE QUASE-VARIACIONAL VETORIAL DE TIPO MINTY 
(!\IVLI) 
(MVLI): Encontrar y E X tal que para cada x E X e cada Ç1 E oj,(x) (i= 1. ... ,p). 
se tenha 
(Çf TJ(X, y) .. . , E,~ TJ(X, y)) fÍc -iR.~\ {0} 
(onde o /1 ( x) é o gradiente generalizado de Clarke de / 1 em x). 
DESIGUALDADE QUASE-VARIACIONAL VETORIAL DE TIPO STAM-
PACCHIA (SVLI) 
(SVLI): Encontrar y E X tal que para cada .r E X. exista Ç1 E 0/1(y) (i= 1. ... ,p) 
tal que 
(ÇfT)(x,y), ... ,Ç~TJ(x,y)) f/c -R~\ {O} 
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Proposição 7.1 Assuma que X é um subconJunto não vazio de R" e que f, : R"-' R 
(i = L .. o.: são funções local-mente Lípschitz e in vexas com respeito a r; em X. Suponha. 
que r; é antissimétrica e .. t) = -TJ(t. z), tE X). Neste caso. se y E X é 
uma solução eficiente de (P), então também é solução de (lv!VLI). 
PROVA: Seja y E X uma solução eficiente de Então para cada x E X. temos: 
(7.1) 
Como fi são invexas com respeito com respeito a T), temos f;"(x: lJ(Y. < f· (1')' - f·\' X), _ 
_ • z H z / 
e para cada x E X e cada f;, E se verifica 
x)) :S fi(Y)-
ou seJa, 
T T f,(x) -j,(y) :<; -f:,, lJ(Y. x) = Çi l)(x, y) (7.2) 
e, comparando (7.1) e (7.2), obtemos o resultado desejado. 1111 
Teorema 7.2 Seya X um subconjunto não vazio de JR'." e sejam f,: Rn_, R, i= 1, ... ,p 
funções localmente Lipschitz e invexas em X com respeito a lJ· Se y E X é solução de 
(SVLI), então y é solução eficiente de (P). 
PROVA: Seja y E X uma solução de (SVLI). Então, para cada x E X. existem f:,, E 
âf;(y) tais que 
(7.3) 
Seja x E X. Da invexidade de f;. segue que 
f;(x) f,(y) ~ t,D(y,l)(X, y)) ~ Ç} l)(X, y) (7.4) 
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e, comparando (7.3) e (7.4), 
para cada x E X" ou seja~ 'Y é solução eficiente de (P). e! 
Segue da Proposição 7.1 e do Teorema 7.2 o seguinte corolário: 
Corolário 7.3 Assuma que f; : R_n-+ í = L .. "' p são funções localmente Lipschitz e 
in vexas em X com respeito a 1). Suponha que I) é antissimétrica. Se y E X é solução de 
(SVLI), então também é solução de (JvfVLI). 
Assim sendo. (SVL!) é condição suficiente para a eficiência em (P). Entretanto. se 
pode provar que tal condição não é necessária (veja . p. :\Ias se pode provar que 
esta é uma condição necessária para a eficiência própria. E o que provaremos a seguir. 
Antes, porém, necessitaremos do seguinte teorema minirnax: 
Lema 7.4 ( Jeyakumar. [59/) Sejam r um conjunto arbitrário, Y um espaço vetorial 
topológico de Hausdorff, D um subconjunto compacto de Y e F :r x D-+ R uma função 
tal que F(x, ·) é côncava e semiconiínua superiormente em D para cada x E r fixado e 
F(-, y) é convexa, para cada y E D fixado. Então, 
inf maxF(x, y) ::;:: O 9 sup inf F(x, y) ::;:: O. 
xEf yED yED xEf 
Proposição 7.5 Sejam X um conjunto compacto de R" e fi : JRn-+ R i = 1. ... , p são 
funções localmente Lipschitz e invexas com respeito a 7) em X. Assuma que para cada 
y E X a função 7)(-, y) é linear. Então, as seguintes afirmações são equivalentes: 
(a) y E X é solução propriamente eficiente de (P): 
(b) Existem Ài > O, i = L. .. ,p tais que y E X é solução da seguinte desigualdade 
quase-variacional escalax: Encontrar y E X tal que existem Çi E 8fi(y). i= 1. .... p 
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tais que para cada x E X, 
n ,c _ _c ' f )TTJ(x y)- > O \-"hl ' ··· · Ap._,p """ · -
(c) Existem > O, i = L_ ,,p tais que y é solução da seguinte desigualdade quase-
varíacíonal escalar: Encontrar y E X tal que para cada x E X, existem ç, E àf;(y), 
i= l,,.,p tal que 
Se y E X é solução propriamente eficiente de (P). então. como as 
funções f, são invexas e X é compacto, temos que existem À: > O, i = 1,, __ m tais que 
y E X é solução do seguinte problema de otimização escalar: 
:VIinimizar .\1f,(x)-,- ,,. + .\pfp(x) 
sujeito a: x E X 
(veja [15]), Observamos que a função .\rf1 + ,., ~ .\Pfré invexa e portanto y é um ponto 
estacionário desta função, ou seja, 
p p 
O E à(L .\d:)(y) + Nx(Y) C 'L .\;[Jf:(Y) + ZVx(y) 
i=l i=l 
e, então, existem 11 E Nx(y) e E: E àf,(y), i= 1, ,.,,p tais que 
p 
o= p+ 2:::.\,Ç,, (7,6) 
i=l 
Por outro lado, 77(x, y) E Tx(y), \lx E X, ou seja, 
(J1,7)(x,y)) :S O, \lx E X 
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De (7.6) e .7) segue que 2: O. 'v'x E -~Y. isto é, 
o que pro,/a. 
(b)o=?(a): Assuma que existem y E X e i;, E ·i = L .. ~ p onde para Cclda 
x E )C, se tem ... + ::C O. Por absurdo, supor que y não é soluçâ.o 
propriamente eficiente de (P). Com maior razão, y não é solução do problema escalar 
sujeito a: x E X 
Geoffrion ou existe :r E "'y tal que < e. 
portanto. 
p L (x)- f(y)) <O. 
i=l 
Por outro lado. pela invexidade das f: (e, portanto, de Z:::f=1 À:f: ), temos. 
p p p L À;(f: (x) - f: (y)) 2: L À:/?(y: 1)(X, y)) 2: L À:i;T 17(x, y) 2: O 
·i=l 'i=l i=l 
o que contraria (7.8). Portanto, y é solução propriamente eficiente de (P). 
(b)S?(c): Suponha que y E X é tal que existem E,; E 8/:(y), i= 1, ... ,p tal que para 




D :=TI of;(y); r:= X: F(x,Ç) := (Àri;r + ... ..,- Àpf;p)T 1)(x.y). (7.10) 
·i=l 
A função F satisfaz as hipóteses do Lema 7.4. De fato. para x E r fixado. a função F(x. ·) 
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é contínua em D (pois é uma forma linear definida entre espaços de dimensão finita) e 
em particular, é semicontínua superiormente. Além disso, F(.x, ·) é simultaneamente. 
côncava e convexa. Conseqüentemente, (7.9) é equivalente a 
inf max 
xEX Ç,ElH,(Y) 
e esta última desigualdade é equivalente a . li 
:::o 
Observação 7.6 Note que na prova da Proposição 7.5, não foi usado o fato que a função 
r;(·, y) é linear para a prova da equivalência entre (a) e (b). 
O seguinte teorema segue da Proposição 7.5 e da Observação 7.6: 
Teorema 7. 7 Sejam X um subconjunto compacto e não vazio de lftn e fi Iltn -+ R 
i = L ... ,p são funçães invexas e localmente Lipschitz com respeito a ry em X. Se y é 
solução propriamente eficiente de (P), então y é solução da desigualdade (S~'LI). 
PROVA: Se y é solução propriamente eficiente de (P) então, pela Proposição 6. 7. existem 
.\,>O, ç, E 8/,(y), Vi= 1, ... ,p tais que 
(7.11) 
Suporemos que existe x E X tal que para cada Çi E àf,(y) vale 
(çfry(x.y), ,Ç"J:ry(x,y)) E -JR~ \{O} 
e exibiremos uma contradição. Como os .\; são estritamente positivos, obtemoo, 
p ).).\,Ç,f ry(x, y) <O 
i=l 
o que contraria (7.11). Portanto, y é solução de (SVLI). 111 
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CONCLUSOES: !\este Capítulo estudamos a equivalência entre as suluções das 
desigualdades quase-variacionais de tipo :Vlinty e Stampacchia e as soluções eficientes de 
problemas de otimização vetorial invexo e não diferenciáveis. l\ossos resultados Íoram 
obtidos através de uma abordagem similar à en1pregada por Gianessi em e generali-
zam os obtidos por Lee que tratou o problema de otímização multiobjetivo convexo, 
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Parte 111 





O problema de otimização 
fracionário multiobjetivo nao 
8.1 Introdução 
I\este Capítulo estudaremos o chamado problema multio~jetivo fracionário. cuja for-
mulação é a seguinte: 
. . . f(x) (h(x) fp(x)) 
:Vlm1m1zar g(x) := g
1
(x) .... , gp(x) 
sujeito a: hj(x) :S O. j =L ... ,m 
xES 
(VFP) 
onde k g; : IRn-+ IR; hj : Rn-+ R (i= L .... p: j := L ... , m) são funções dadas, Sé um 
subconjunto não vazio de R" e as funções g; satisfazem g;(x) >O. para cada x E S. 
Neste Capítulo estudaremos o problema (VFP) quanto a soluções fracamente efi-
cientes. 
Problemas de otimização fracionários surgem em inúmeras aplicações, por exemplo. 
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quando se deseja otimizar razões. tais como desempenho/ custo. lucro/ investimento. 
custo/ tempo, etc. Para maiores detalhes sobre Programação Fracionária, veja [92] e as 
referências nele contidas. Do ponto de vista teórico. este problema também tem sido 
extensivamente estudado. Veja 
lima das possíveis abordagens para o estudo de (VFP) é a abordagem paramétrica 
(veja Esta abordagem foi recentemente empregada pelos autores de . 03 
quais estudaram o caso em que (VFP) é diferenciáveL sob hipóteses de convexidade 
generalizada. Também obtêm alguns resultados de dualidade. 
O objetivo principal deste Capítulo é mostrar que os resultados obtidos por Osuna-
Gómez et aL [79] continuam sendo válidos para uma certa classe de problemas de 
otimização fracionários multiobjetívo não diferenciáveis (Lipschitz-contínuos). I\ a Seção 
8.2 caracterizaremos condições otimalidade para o problema (VFP) e em 8.:3 utilizamos 
os resultados da seção anterior na obtenção de resultados de dualidade. 
8.2 Condições necessárias 
Antes de tratar o problema (VFP), recordamos uma Proposição que nos fornece condições 
necessárias de otimalidade para problemas multiobjetivos não diferenciáveis (e não ne-
cessariamente fracionários). 
Considere o seguinte problema de otimização: 
Minimizar F ( x) } 




onde F : lR" ---> lR e h : lR" ---> lR"' são duas funções dadas. localmente Lipschitz no 
conjunto factível e seja S um subconjunto não vazio de iR". 
Proposição 8.1 Se x 0 é solução fracamente eficiente para {P), então existem 11 E 
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IR';-, À E IR+ não todos nulos e k > O tais que 
n m 
O E à( L f-l;Fi +L Àjhj + kds)(x0 ) 
i=l j=l 
h(xo)) = 
(PROVA: Clarke [23], p. 230). 
Retomemos ao problema (VFP). Veno1tar.emos X o factível para (VFP), 
é, 
X:= {x E S: hj(x) :S 0, j = l, ... ,m}. 
o seguinte problema otimização associado a (VFP). Seja v= (v1 , ... ,v,) E RP. 
Minimizar (/J(x)- v1g1(x), ... , /p(x)- v,g,(x)) 
sujeito a: hAx):::;o, j=l, ... ,m 
X E S. 
Adotaremos a seguinte notação: Sejam x, y E IRn. 
x ;; y # Xi :::; y;, Vi = 1, ... , n 
x < y # x; < y;, Vi = 1, ... , n. 
O seguinte resultado é provado em [79]: 
Proposição 8.2 O ponto x E X é solução fracamente eficiente de (VFP) se e somente 
se x é solução fracamente eficiente de (VFP;;), com v= :~~;. 
Em [43] Geoffrion caracteriza as soluções de problemas multiobjetivo em termos de 
certos problemas escalares- tal procedimento é chamado escalarização. Empregaremos 
uma abordagem similar a esta e consideraremos o problema (escalar) ponderado associado 
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a (VFPv): 
Minimizar ;c;~1 w: (f: ( x) - iJ:g: ( x)) ) 
:<;O, j = L,,m 
sujeito a: 
xES 
onde w E ftl := {w E W: = 1}, 
Aplicando as técnicas de escalarização usuais ao problema 
Proposição 8,1, obtemos: 
((VFP)v(w)) 
e utilizando o 
. _ , _ f(x) 
Propos1çao 8,3 Seyam x E X e v = --;c:-) Se x é solução do problema ponderado 
,9lX 
(FFP)c(w). para algum w E W então x é solução fracamente eficiente de (VFP). 
A seguir provamos uma recíproca da Proposição 8.3, empregando uma noção gene-
ralizada de convexídade chamada KT-invexidade. A luz do trabalho de :Ylartin 
propomos a seguinte noção de KT-invexidade para problemas fracíonários: 
Definição 8.4 Dizemos que o problema (VFP)v é KT-invexo sobre o conJunto fact{vel 
com respeito a 17 se para cada x 1 ,x2 E X. existe um vetor17(x1 ,x2 ) E Ts(x2 ) tal que 
(onde 9v,i(x) := fi(x)- V:,9:(x)). 
Observamos que esta definição é mais geral que a dada por Osuna-Gómez et al. em 
[79]. De fato, quando Sé aberto (e este é o caso tratado em [79]) o cone tangente Ts(x) 
é o espaço R". Além disto, nossa definição nos permite tratar de problemas com um 
conjunto S de restrições abstratas. 
Como é usual em Programação }\!atemática, é necessário considerar alguma condição 
suplementar que nos permita estabelecer um regra de multiplicadores na forma normal 
(isto é, o multiplicador associado à função objetivo é não nulo) como uma condição 
necessária de otimalidade. Para isto, consideraremos a seguinte qualificação de restrição: 
100 
Definição 8.5 Diremos que (VFP) satisfaz uma qualificação de restrição em x se 
existe um vetor d0 E T5 (x) tal que hJ(i:; d0 ) <O. 'r!j E J(i:). 
·Teorema 8.6 Suponha que i' é soiuçdo fracamente eficiente de que sa-
tisfaz uma qualificação de restrição em i: e que o problema (VFP,) é KT-invexo. com 
V= Então, X é ·uma solução para o problema ponderado para 
PROVA: Suponha que x é solução fracamente eficiente de (VFP). Então. pela Proposição 
i é solução fracan1ente eficiente de (VFPv), Aplicando a Proposição 8.1 ao problerna 
obtemos que existe um par não nulo E X tal que 
~O. 'r!d E Ts(x): 
A desigualdade acima implica 
p lrl. 
Em particular, para cada x factível para (VFP), se tem 
ou seja. 
p m 
:'"'e ( ,. - '' 0 '- • -"' '"'' ·hor- ( -)'>o LL i Ji -t\9i}J ~X:fJ\X.x)J + LA1 j\x:r; x:x 1 _ 
i=l j=l 




L ÀJhJ(i:; 7J(x, i:)) 
jEJ(:i:) 
(8.1) 
e da hipótese de KT-invexidade, 
p p p 
::[W;(f;(x)- D;g;(x))]- L[B;(f,(x)- D;g;(x))] 2: I:[ e, - i';g;)) 0 (x: ry(x, 
i=l i=l 
Afirmamos que () f Q, De fato, segue da qualificação de restrição que se () = O, teríamos 
À 2: O satisfazendo 
Mas (8.3) e À ?: O implicam 
E J(x), 
::[ ÀJh~(x d0 ) < O 
jEJ(;"f:) 
o que contraria Portanto, e 2: O e, sem perda de generalidade, podemos supor 
B; = L Fazendo w = B. segue de que x é solução de 
Segue imediatamente da Proposição 8.3 a seguinte condição necessária de otimalidade: 
,-.' -j 
Teorema 8. 7 Seja x uma solução fracamente eficiente de {VFP) e seja[' = ~~;;. Então 
existe ('!.., Jl) ?: O tal que 
I:Lf=, "!..,(fi - D;gi) + 2::7:,1 JiJhJ] 0 (x; d) ?: O, \fd E Ts(x) 
JiJhJ(x) =O, j = 1, ,,, m. 
Para que possamos garantir que o multiplicador 5. associado à função objetivo é não 
nulo, devemos supor uma qualificação de restrição. De fato: 
Teorema 8.8 Suponha que x é solução fracamente eficiente de (VFP) e tal que (VFP) 
satisfaz uma qualificação de restrição em x. Seja f= ;i:~. Então existem 5. ?: O, Ji::;; O 
tais que 
12::;=, "!..;(!,- v,g,) + 2::7:,1 JiJhJ]0 (x; d)?: o, \fd E Ts(x); 
JiJhJ(x) =O, j = l, .,, m. 
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(8.4) 
PROVA: Segue do Teorema 8.7 que existem (.\.Ji) :0: O. satisfazendo (8.4). Suporemos 
que .\ = O e chagaremos a uma contradição. De fato. suponha .\=O. Segue de (8.4) que 
J;. 2: O e que 
dJ:::: iL d) :0: O, '1d E Ts(x). 
j=l 
Por outro lado. da qualificação de restrição segue que existe E tal que < 




o que contradiz (8.5). Portanto .\ :0: O. 11 
Sob hipóteses de convexidade generalizada. vale a recíproca do Teorema 8.8. De fato: 
Teorema 8.9 Se x E X é tal que verifica (8.4), com.\ :0: O, p f; O e o problema 
~ f(x) 'KT · ' . t f t' I t- - ' l - f ' com ·v = -. -\ e -1-nvexo soore o conyun o ac zve , en ·ao x e so uçao ., racamente g(x; 
eficiente de (VFP). 
PROVA: Suponhamos por absurdo que x não é solução fracamente eficiente de (VFP). 
Então, pela Proposição 8.2. x não é solução fracamente eficiente de (VFP,). Portanto. 
existe um x E X tal que 
J;(x) v,g,(x) < f;(x)- vig,(x), i= L ... ,p. (8.6) 
Por outro lado, segue de (8.4) que 
p m 
CZ::)Mi- v,g;) + LJ!.1h1]0 (x;ry(x.x)) :0: O, '1x E X 
j=l 
e, com maior razão, 
p m [L \(f,- v,g;)] 0 (x; ry(x,x)) + L_p1 h~(x; ry(x, x)) :0: O, '1x E X. (8.í) 
i=l J=l 
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Como (VFPv) é KT-invexo, então "2:7~ 1 :\1hJ(x; ry(x, x)) S O. Isto e (8.7) implicam 
2: O. 'ix E X 
i=l 
Então. da KT-invexidade de e de segue que 
2: O. 'ix E X 
i=l i=l 
:VIas, como :\ 2: O, a desigualdade (8.6) implica 
p p 
,L:\i(f;(x)- 2: - v,g,(x)) <o 
i=l i=l 
a qual contradiz e. portanto. x é solução fracamente eficiente de 111 
8.3 Dualidade 
Consideraremos o seguinte problema dual associado a (VFP), o qual é análogo ao dual 
proposto por Jagannathan [58] e Schaible [91 j: 
Maximizar (v1 , , . , Vp) 
O E 8(2:;'=1 >.i(!,- vigi)-'- 2:7~ 1 111hi + kds)(u) 
sujeito a: "Lf=r À;(f;(u)- v1g1(u)) 2: O 
u E S, À= (:\1, ,., Àp) 2: O, 11 s O. 
Denotaremos Y o conjunto das soluções factíveis de (DF). 
(DF) 
A seguir, provaremos alguns resultados de dualidade para o par de problemas (VFP) 
e (DF), sob hipóteses de KT-invexidade. 
Teorema 8.10 (dualidade fraca) Sejam x E X e ( u, À, I'· v) E Y dados. Se o problema 
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íVFPv) é KT-invexo, então 
f(x) 1- v. 
g(x) 
PROVA: Como o problema (VFP,) é 
p 
i=l 
e pela factibilidade. 








"\"" Xíf·(u)- t·g (v))> O ~ t,,l l.l, -
i=l 
Novamente, por factibilidade, 
p m 




Segue de (8.13) e da KT-invexidade, 
p TJ< 
I:>-;(f;(x) -v;g;(x)) 2:- I:p.JhJ(u:7](x,u)) 2: O. 
í=l j=l 
Por absurdo, suponha que que ~i: i <v. Então. como.\ 2: O, temos 
p 






· (8 '4' j(x) o que contrana . .i_ J e, portanto~ -· -- j: 'C. il!l 
g(x) 
Teorema 8.11 (dualidade forte) Suponha que é KT-invexo para cada ·v E JRP 
tal que existe À. satisfazendo 
fracamente eficiente de (VFP) e que (VFP) verifica a qualificação de restrição em i. 
Então, existe (:i. '{L, tal que {i. [1, f') é solução fracamente eficiente de (DF). 
PRO"A S . ·- f(x) S · x· · 1 . f · fi . d 1'--Fp· - 1 v : CJa v=-(.'. ex E e so uçao racamente e crente e\ v ). entao pe o 
g,XJ 
Teorema 8.8, existem :\ :C O, p ;;:: O tais que 
:C O. Vd E 
Mas (8.15). a qualificação de restrição e a KT-invexidade implicam 
f,(x)- v,g,(x) =o :c o, i= L .... m 
e, portanto, (x, :\,'{L, v) E Y Por absurdo, suponha que (x, 3-. [1, v) não é solução fraca· 
mente eficiente de (DF). Então existe (x, À, /L, v) E Y tal que v; > vi, \fi = L., m. ou 
seja 
J,(x) . 
-(.)<v,, Vz = l. ... ,m 
9i X 
contrariando o Teorema 8.10 (dualidade fraca). 1111 
Teorema 8.12 {dualidade inversa) Suponha que (u, :\,[1, f') E Y e (VFPc) é KT-invexo. 
Se v = ~i:! para algum x E X. então x é solução fracamente eficiente de (VFP). Se, 
além disso, para cada (u, À, !L· v) E Y o problema {VFPv) é KT-invexo sobre o conjunto 
factível, então (fi, X, '{L, v) é solução fracamente eficiente de (DF). 
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PROVA: Seja .\, TL E Y. Suponha por absurdo que I não é solução fracamente 
eficiente de (VFP). Então, pela Proposição 8.2, existe x E X tal que 
ou seja. 
<f 
o que contraria o Teorema 8.10 (dualidade fraca). Pro\raremos a segunda afirn1açâo por 
absurdo. Para isto. suponha que (ii . .\. {l, i') não é solução fracamente eficiente de (DF). 
Então. existe ( u, .\, Jl, v) E Y tal que 
o que, novamente. contraria o Teorema 8.10. !1111 
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Capítulo 9 
O problema de tempo contínuo 
multiobjetivo 
9.1 Introdução 
Neste trabalho, consideraremos o problema de programação não linear multiobjetivo em 
tempo contínuo: 
Minimizar <P(x) := (J0T f: (t, x(t))dt, ... ,for JP(t,x(t))dt) 
g,(t,x(t)) ~O, q.t.p. tE [O,T] (VCNP) 
sujeito a: 
xEX, iEl:={L ... ,m}. 
Aqui, X é um aberto, convexo e não vazio do espaço L~[O, T] das funções em R", 
Lebesgue mensuráveis, essencialmente limitadas e definidas em [0. T]. 
Em L~ [0, T], consideraremos a norma li ·li= , definida por 
lixli= = max esssup{lxi(t)j, O~ t ~ T} 
lSJSn 
onde para cada tE [0, T], x1(t) é a j-ésima componente do vetor x(t). 
Assumiremos que g(t,x(t)) = -r(x)(t) e para cada j E J = {l, ... ,p}, fj(t.x(t)) = 
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(t),onde'r:X~A~':O,T,f,:X_, iO, ,onde [0. T: é o espaço das funçÕet; 
a valores em Rm, definidas em [0, 
limitadas. 
que são Lebesgue-mensuráveis e essencialrnente 
Denotaremos JF - {x 
factível de e 
E X 
1T 1 = n1a..x lSJSn o 
< o. 
( t J dt. 
,{' := o ]i x(t) )dt (j E J). 
t E c !} no conjunto ~ 
!'\este trabalho. consideraremos as seguintes noções de otimalidade para o problema 
(VCI\P) 
zinhança de x tal que não existe x E IFnV tal que o/x) :':: o1 . Vj E J com 
desigualdade estrita válida para algum j E ]. (resp. se não existe x E IF tal que 
qy1 (x) :':: óJ(x). Vj E J com desigualdade estrita válida para algum j E J) 
e Dizemos que x é solução local (global} fracamente eficiente de (VCNP) se 
existe V vizinhança de x tal que não existe x E JFnV tal que <PJ(x) < qy1 (x). \fj E J 
(resp. se não existe x E lF tal que 0J(x) < cjJJ(x), Vj E J ). 
e Dizemos que x é solução propriamente eficiente de (VCNP) se é eficiente e 
se existe }f 2: O tal que para cada i E J satisfazendo oi(x) < o;(x), se verifica 
para cada x E !F, 9/X) < oJ(x). 
Salvo menção em contrário, por "minimizar .. em (VCI\P). compreenderemos encon-
trar as soluções fracamente eficientes /eficientes de (VCl\P). O caso particuiar em que 
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p = 1 tem sido extensivamente estudado na literatura. 
Esta classe de problemas foi introduzida por Bellman ~10] e está relacionado com 
problemas de produção industriaL conhecidos por "botleneck processes'". Desde então. 
muitos foram os autores que o têm estudado, Os melhores resultados para este caso 
(mono-objetivo) diferenciáveL foram. talvez. obtidos por Zalmai em 
[102]. 
et al em 
O caso não diferenciável (Lipschitz-contínuo) foi discutido por Brandão 
, através da Análise J\ão Diferenciável de Clarke 
Por outro lado: em muitas aplicações surge a necessidade de minimizar não apenas um 
único objetivo, mas vários deles. os quais, em geral são conflitantes. É por este motivo 
que estudamos o problema (VCJ\P). o qual não é apenas maís geral que o problema com 
um único objetivo, mas, também. é mais interessante para inúmeras aplicações. 
O objetivo do nosso trabalho é obter condições necessárías e suficientes de otimali-
dade (eficiência) para uma classe de problemas de programação multiobjetivo em tempo 
contínuo Lípschitzianos, não diferenciáveL Nossa. abordagem é muito similar à en1pregada 
por Brandão et. aL [87]. [17], que consideraram o caso p = L 
Este Capítulo tem a seguinte estrutura: na Seção 9.2, recordaremos alguns resultados 
sobre integração de multifunções e obteremos condições necessárias para a otimalidade 
(eficiência fraca) para o problema (VCJ\P): na Seção 9.3. provaremos condições suficientes 
de otimalidade para a eficiência (própria e fraca) quando o problema é in vexo. 
9.2 Condições necessárias 
Antes de iniciar o estudo do problema multiobjetivo em tempo contínuo (VC!\P). recor-
damos alguns resultados sobre integração de multífunções, os quais serão amplamente 
utilizados ao longo deste Capítulo. 
Dada urna mu!tifunção G : [0, T] -, lR", denotaremos 51 (íO, Tj) o conjunto das 
seleções integráveis de G, ou seja, 
S 1([0,T]) :={f E L;'[O,T]. f(t) E G(t) q.t.p. tE [O,T]}. 
llO 






f E S'( T)}. 
"Cma rnultifunção de G é dita ser integravelmente limitada se G é rnensurável e se 
existe uma função integrável z : 'O. T . ....., tal que 
< q.t.p. em [O,T]. 
Proposição 9.2 Se G é uma função integmvelmente limitada a valores compactos em 
R" então 
onde a 
(Prova: Aubin e Frankowska [2].) 
Voltemos ao problema (VCNP) mencionado na introdução: 
?\Iinimizar ó(x) := u: fi(Lx(t))dt, ...• f0T f 0 (t,x(t))dt) 
g,(t, x(t)) :-:;O, q.t.p. tE [ü,T] (VCJ'\P) 
sujeito a: 
xEX. iEJ:={L ... ,m}. 
Seja V C IR" um conjunto aberto tal que 
V ::J {x(t) E JR": x E IF,t E [O.T]}. 
Assumiremos que fJ. .9: são funções definidas em [0, T] x V 
Suporemos que as funções t ,...., fJ(t, x(t)) são Lebesgue-mensuráveis e integráveis. 
para cada x E X e cada j E J. Suporemos, ainda que as funções fJ(t.} g;(t, ·) são 
localmente Lipschitz em V, 1ft E [0. T] (e. é claro, podemos supor a mesma constante de 
Lipschitz para todas as funções). 
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Dados x E X e h E [0. T]. utiiizaremos as noções de derivadas generalizadas de 
Clarke para problemas de tempo contínuo, as quais foram introduzidas por Brandão et 
aLem 
"!:(Y + J\h)(t)- rJY) h)(t) := lim sup 
y-<:[ À 
À-i>Ü..,._ 
h ( t)) = f~ ( x. ( t) = lim su p -"-"'---'--'--;'--'--'~ 
y--<r 
>,........,o~ 
Das hipóteses feitas segue que as derivadas g'[(t,:l:(t);h(t)),fJ(t,x(t);h(t)) (i E J, 
J E J) são finitas q.t.p. t E [0, T] e também óJ(x: h) é finita. Além disso. as funções 
i ,__. JJ(t,:i:(t) h(t)) e t ,__. g'[(t, 
cada x E X e cada h E 
h(t)) são Lebesgue-mensurá·veis e integráveis. para 
A seguir. apresentaremos uma caracterização geométrica de eficiência fraca. Para 
isto: definiremos os seguintes cones: 
: ç;J(x; h) <o} 
K(g:,x) :={h E L~[O,Tj: g?(t,x(t);h(t)) <O q.t.p. tE A,(:T)} 
onde A,(x) :={tE [0, T] : gi(t, :l:(t)) = 0}, x E lF e i E J. 
Teorema 9.3 Seja :i: E lF solução local fracamente eficiente de (VCNP ). Então: 
(9.1) 
PROVA: Por absurdo. suponhamos que :i: é solução local fracamente eficiente de (VCl\P) 
e que a intersecção em (9.1) é não vazia. Seja h E nei K(g,, x) n njEJ K(0j, x). Então, 
para cada j E J, 
0 (y -'- À h) - 0 (y) 




e das propriedades do lim sup segue que todo y suficientemente próximo a x e todo À > O 




Similarmente, para cada i E I. temos 
g;(t,x(t) + :\h(t)) :<;O, q.t.p. tE [0, T] (9.3) 
para todo À > O suficientemente pequeno e, portanto. e contrarlan1 o fato àe 
x ser solução local fracamente eficiente de 111 
O seguinte resultado é uma generalizaçã.o do Teorema de Gordan ao problema de 
tempo contínuo. 
Proposição 9A (Brandão et al. (17}) Seja A C [0, T] um conjunto de medida de 
Lebesgue positiva e X um subconjunto convexo e não vazio de L~(A) e S~Jam p; : V xA __, 
ilt, i E I= {1, .... m} definidas por p;(t, x(t)) = r.;(x)(t) onde V é urn subconjunto aberto 
de IR.n, 7í = (7il: ... , r.m) é u·ma junção de){ em A;_rr(A) e suponha que Pi é convexa com 
respeito ao seu argumento em V em A. Então, exatamente um dos seguintes sistemas é 
consistente: 
(i) Existe x E X tal que Pi(t. x(t)) <O q.t.p. tE A, i E I; 
(ii) Existe uma função vetorial m-vetorial não nula u E L~(A), u;(t) 2: O q.t.p. tE A. 
iEitalque 
(L ui(t)pi(t,x(t))dt 2: O, vx E X. 
lo iEI 
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A seguir, utilizamos o Teorema 9.3 (caracterização geométrica de otimalidade) e a 
Proposição 9.4 na obtenção de uma caracterização funcional para a eficiência fraca. Trata-
se de um Teorema de tipo Fritz-John. o qual generaliza os resultados obtidos por Zalmai 
e Brandão et al. 
Teorema 9.5 {Condições Seja i E 1F solução local fracamente eficiente 
de 
),, E 
Supor que gi ·) sâo Lipschitz perto de Então existem 
(i E I. j E .J) tais que 
O E 1r l.:J"/Mj(U;(t)) +L >,,oxg,(U(t)) 
O jEJ iEl 
2: O q.t.p. t E [0, T]. i E I, j E J 
f 0 q.t.p. t E 
5,,(t)g;(t. x(t)) =O q. t E iO. . i E J. 
(9.4) 
(9.7) 
A prova deste Teorema é essencialmente a mesma que a dada por Brandão et al. para 
o correspondente resultado mono-objetivo. Primeiramente, simplificaremos o problema 
assumindo que o problema (VCNP) tem apenas uma restrição de desigualdade. ou seja. 
que (VCNP) satisfaz a seguinte hipótese interina, 
(HI) Supor que (VCNP) tem apenas uma restrição de desigualdade, digamos. 
g(t, x(t)) :S: 0, q.t.p. tE [0, T]. 
Esta hipótese será removida ao término da prova. Denotaremos: 
A(i) :={tE [O,Tj: g(t,i(t)) =O} 
K(g,i) :={h E L;;,[O,T]: g0 (t,i(t):h(t)) <O, q.t.p tE A(.r)}. 
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Lema 9.6 Seja x E lF. Suponha que (VCJiiP) satizfaz a hipótese interina e que as funções 
f;(t.·), g(t,·) são Lipschitz perto de x(t) em [O,T). Se x é solução local .fracamente efi-
ciente de (VC!I!P). então existem p E TI?F. À E L"" T. tais que 
h(t)) + \fh E 
2: 0. j E J; 2: O q.i.p. tE !O. 
A(t)) -F o q.t.p. tE [0. 
A(t)g(t. x(t)) =o q.t.p. tE [o, T]. (9 1'' .J..J._i 
Supor que T E lF é solução local fracamente eficiente de 
Teorema 9.3. não existe tal que 
{ 
dJ~(x h) < O, j E J 
g0 (t, x(t); h(t)) < 0 q.t.p. tE A(x). 
Então, pela Proposição 9.4. existem funções 11 1, ... , l1p• À E L"" [0, T].não simultaneamente 
nulas, tais que 111 (t), ... , l1p(t). À(t) 2: O q.t.p. tE A(x) satisfazendo 
O-::; r [11i(t)9J(x h)+ À(t)g"(t, x(t); h(t))]dt. \f h E L::C[O. T]. (9.12) 
JA(x) 
• . { À(t), tE A( i) 
Defina: [11 = JA(x) l1j(t)dt, j E J e À(t) = . ' 
o. t f:. A(x). 
o < r [l1j(t)67(x h)+ À(t).l(t. x(t): h(t))]dt 
J4(i:) 
LiJ.ióJ(x: h)+ Jr 5-.(t)l(t. x(t); h(t))dt 
jE.J O 
Disto e de (9.12). 
< ir[L pJJJ(t, x(t); h(t)), 5-.(t)g"(t, x(t): h(t))Jdt. \f h E L::O[O, T] 
O jEJ 
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(onde a segunda desigualdade segue do Lema de Fatou)o Por construção, valem (909)-
Lema 9. 7 Seja x E lFO Suponha que (VCNP) satizfaz a hipótese interina e que as t?mcco.es 
j 1 o), g(t, o) são Lipschitz perto de em o Se x é solução local fracamente e fi-
ciente de (YC:.VP/ então existem fl E , tais qu.e 
(9. 
/l1 ~O, j E J; ,\(t) ~O qotpo tE [O,T] (9.14) 
,\(t)) =f 0 qot.po i E 
PROVA: Seja x solução fracamente eficiente de (CVKP)o Pelo Lema 906. existe p. E iR~' 
e 5, E pcfoo satisfazendo (9,8)0 Mas (9o8) pode ser rescrito como: 
0 :S 1T lL /lj!J&~J,(LX(t)) (h( t)) + ,\(t )!Ja,g(U'(t)) (h( t) )jdt 
O jEJ 
= ir !J!I:.,EJ ~,a.tj(Li(t))+A&,g(U'(t))J (h( t) )dt, 'ih E L ::C [O. T] (9017) 
(onde a igualdade segue da Proposição 902)0 Em particular a equação (9017) vale para 
funções constantes, h(t) =v E m;no Por outro lado, a multifunção t ++ ~JEJ P./Jxf1(t. x(t))+ 
,\(t)oxg(t, x(t)) é integravelmente limitada, e portac'1to 
O < 17 [L/lJ!JOd,(t,x(t))(u) + ,\(t)Ga~g(Lx(t))(v)jdt 
O jEJ 
fJ !~'[L ilJD.,f;(UE(t))+À(t)à:rg(t.i:(t))]dt(v)~ 'rlc E IR.n 
EJ 
(onde a igualdade segue da Proposição 902)0 De (9018) segue (9013)0 1111 
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(9018) 
Lema 9.8 Seja g(t. Se existem fi E JRP e :\ E Lx satis-
fazendo (9.13), então existe uma função mensurável e: [0. T! _,R"- E Oxg(t.x(i)) 
q.t.p. t E !O. tal que 
ÜE + 
jEJ 
Além disso. para cada tal e. existe 'C E L~[O. ::>:O q.t.p. I E ~ a qu.a! satisfaz: 
(1) v;(t) =O, quando g,(t. x(t)) f g(t. :i(t)). i E I: 
= 1 q.t.p. tE [0. 
(3) 
PROVA: Seja tE [O. T] tal que Bxg(t. x(t)) f 0. Então (veja Clarke. [23]) o"g(t. i"(t)) c 
co{Ox.9:(t,x(t)): i E J(t.x(l))}. Com maior razão, e(t) E co{oxg:(t.:i(t)): i E I(t.:i(t))}. 
Para cada t E [0. T]. defina o conjunto 
V(t) ·- { (o• ,. ) ~ IDm . ,·- VI,· .. :'-'rn C.L."l.. • v;= L v, 2 O, v;= O se g;(t,'i:(t)) < g(t, x(t)) e 
e(t) E :z:::;~ 1 v;Ox9:(t,x(t))}. 
Portanto, V(t) é não vazio e fechado, q.t.p. tE [0, T] e V é uma multífunção mensurável. 
Pelo Teorema de Seleção "vfensurável [2]. existem funções mensuráveb 1·1 .... , rm tais que 
(tt(l) .... ,vm(t)) E V(t). q.t.p. tE [0, o que prova o Lema. 111 
PROVA DO TEOREMA 9.5:[Remoção da hipótese interina]. Suporemos agom 
que (VCKP) tem m restrições de desigualdade, digamos, g;(t,x(t)) :S O q.t.p. tE [0. 
i E I= {l. .... m}. Defina: 









x E X. 
= (g f,(t,x(t))dt, ... ,J{ fr(Lx(t))dt) 
:'Õ O. q.t.p. t E 
Seja := {i E I = g(t, } . Deste modo. o problema modificado 
satisfaz a hipótese interina. Então. existem p E JR.P e .\ E Lx[O. satisfazendo (9.13). 
Pelo Lema 9.8. existe uma função mensurável e : 
. ·o r E l . satisfazendo (1)-(3). Defina: :\i( i):= .\i(t)vi(t), i E I. Então, por (9.13). temos 




temos que .\satisfazem (9.5)-(9.7). o que conclui a prova. 
As condições necessárias de otimalidade dadas no Teorema 9.5, não garantem que 
o multiplicador [1 associado à função objetivo seja não nulo. Para que isto ocorra, é 
necessário assumir alguma hipótese de regularidade nas restrições do problema. As-
sumiremos a seguinte qualificação de restrição (QR): 
n K(gi, x) f 0. (QR) 
i E! 
Teorema 9.9 (Condições de Karush-Kuhn-Tucker) Seja x E !F e suponha que 
(VCNP) satisfaz a qualificação de restrição (QR). Se x é solução local fracamente efi-
ciente de (VCNP), então existem í11 E R, :\, E L=[o, T], i E J, j E J, com í1 f O. os 
quais satisfazem: 
O E 1T L Jl;iYxJ1(U(t)) +L .\,oxg,(U(t)) 
O jE.l iEJ 
(9.19) 
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2: O q.t.p. tE .iEI~jEJ (9.20) 
f O q.t.p. tE [O T (9.21) 
À; =o q. tE i E I. (9.22) 
PROVA: I:\ovamente. iniciamos supondo que o problema (VCl\P) satisfaz a hipóte;:;e 
interina. Pelo Lema 9.6. existem E . i E J. j E J satisfazendo 
íij 2: O. j E J: :\(t) 2: O q.t.p. tE Ti (9.24) 
f 0 q.t.p. t E 
= 0 q.t.p. ! E 
Por absurdo, suponhamos íi =O. Segue de (9.23) que:\ f O e 
O :S 1T Jí(t)g0 (Li(t): h(t))dt, V h E L::C[O, T). 
Pela Proposição 9.4, não existe h E L::C[O, T] tal que g0 (t, x(t); h(t)) <O q.t.p. tE [0. T 
o que contraria a qualificação de restrição (QR). Portanto, íi é não nulo. Defina 
g(t, x(t)) := maxg;(t. x(t)). 
i E! 
(9.27) 
Então. a qualificação de restrição (QR) implica K(g, x) f 0, quando g é definido por 
(9.27) (veja Brandão et. al. [17]). Repetindo o argumento utilizado na prova do Teorema 
9.5, obtemos o resultado desejado. 1111 
Defindo-se a função Lagranqeana L : X x JRP x L~ [0, T] ___, JR por 
L(x, fl, J..) := 1TC'i: .. p1/}(t.x(t)) + 2::: À;(t)gi(t. x(t))]dt 
0 jEJ iEI 
(9.28) 
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denotaremos L~(X.!J, À: h) a derivada direcional usual de L(·. 11· >.) em x na direção h E 
L~[O. Tj e 8xL(x. 11. >.) denota o gradiente deneralizado de Clarke de L(-.1'· >.). Se as 
funções -) (i E I, j E J) são Clarke regulares~ então a condição 
Formalmente, obtemos os seguintes resultados: 
equivale 
·) gJt. ·) Íi E I .. J. E 
' ' \ ~ ' em íVCNP) ClaTke 
regulares e seJa i E F solução local fracamente eficiente de (VCNP). SupoT que f; ·). 
gJ(t,·) são Lipschitz peno de x(t). Então existem [lJ E R 5.: E Lx[D.T] (i E I, j E J) 
tais que 
o E a,L(x, 
2: 0 . .\:(i) 2: O q.t.p. tE [0. . i E 1, j E J 
f 0 q.t.p. tE [0 . 
.\;(t)g;(t. x(t)) =O q.t.p. tE [0, . i E I. 
Corolário 9.11 Sejam as funções fJ(t, ·), g;(t, ·) (i E J, j E J) em (VCNP) Clarke 
regulares e seja x E lF solução local fracamente eficiente de (VCNP). Supor que f,(t. ·). 
gj(t, ·) são Lipschitz perto de x(t) e que (VCNP) satisfaz a qualificação de restrição (QR). 
Então existem jl E JRP \ {0}, .\; E Lx[D, T] (i E I, j E J) tais que 
ilJ 2: O, .\:(t) 2 O q.t.p. tE [0, T], i E I, j E J 
.\;(t)gi(t, x(t)) =O q.t.p. tE [0, Tj, i E I. 
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9.3 Condições suficientes 
Nesta seção. obteremos condições suficientes de otimalidade global (no sentido da eficiencia 
fraca e da eficiência própria) para o caso en1 que as funções do proble:ma sao 
localmente Li:psc:hitz, não convexas. Para este fir..'l. utilizaremos a noção de invexicL:-1de 
introduzida por Brandão et al. en1 e que é uma adaptaçã,o da noção clássica de 
invexidade ao contexto do problema de otimização em rempo contínuo não diferenciáveL 
D<?fhrriç;ão 9.12 (Brandão et aL iJ 
que w(t, ,) é localmente Lipschitz para cada tE [O]j, dizemos que 1p(L ,) é invexa em 
x(t) (com respeito a U) se existe uma função vetorial 71: [/ x U----+ IR:n tal que a função 
está e;rn 
> q, T 
para cada x E X, E dizemos que w é estritamente in vexa se a desigualdade acima é 
estrita para cada x E X com x(t) # x(t) q.t.p, tE [0, T], 
Utilizando esta noção de invexidade, obteremos condições suficientes de otimalidade para 
o problema (VC!\P), 
Teorema 9.13 (suficiência das condições Fritz-John) Seja i E F e suponha que as 
funções f;(t, ,) (j E J) são invexas em x(t) (com respeito a V) e g;(t, ,) (i E I) são 
funções estritamente invexas em x(t) (com respeito a 1/) com mesma função 71 para 
todas as funções do problema. Suponha, ainda, que existe [I E RP ,\ E L~ [0. T] tais que 
O :õ: [[l:,JlJfJ(t.x(t):h(t)) + "2:,,\;(t)g?(t,x(t) h(t))dt.Vh E L::CfO. 
O jEJ iEl 
(9.29) 
[IJ :;>O, j E J; ,\i(t) :;>O q,tp. tE [ü,T], i E I (9.30) 
([I, A(t)) #o q,tp. tE fOJ]. i E J. (9.31) 
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\(t)gi(t, x(t)) =O q.t.p. tE [O,T], i E I 
Então, x é solução fracamente eficiente de (VPNC). 
PROVA: Por absurdo, supor que x uão é solução fracamente eficiente de 
J:om:ao, existe x E lF \ { x} tal que 
{ lo f;(t. ( <lo fJ 
Como as fJ(t~ ·)são invexas em i(t): temos 
> 
q.t.p. tE [0, e, sendo as g,(t. ·)estritamente invexas em 
gi(t, x(t)) g;(t. x(t)) ;>_ 9?(t,x(t); 77(x(t), x(t))) 
q.t.p. tE [0, T]. Então, 
o s: fT [L pjfJ(t, x(t): 77(x(t), x(t))) +L J..,(t)gf(t. x(t); r1(x(t). x(t)) )]dt 




< LPJ jTlfJ(t,x(t))- fJ(t,x(t))]dt+ L ( \(t)[gi(t,x(t))- g,(t,x(t))]dt 
jEJ O iEl ~ 
= Li'J jTlfJ(t,x(t))- !1(t,x(t))jdt +L ( J..i(t)gi(t,x(t))dt (9.36) 
jEJ O iEl lo 
onde a primeira desigualdade segue de (9.29); a segunda, de (9.34) e (9.35) e a igualdade. 
de (9.32). Mas: 
L p1 jT [IJ(t, x(t))- IJ(t, x(t))Jdt+ L jT 5..;(t)gi(t, x(t))dt s: L .üj jT [fj(t, x(t))-fj(t. x(t))]dt. 
jEJ O ~~O jEJ O 
(9.37) 
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Afirmamos que 11 # O. Se fosse 11 = O, teríamos :\ ,P O em um conjunto de medida positiva 
e de (9.29). 
o < I: 
fEl 
= f;;[ :;o 
o que é absurdo. Portanto, 11 E e, de (9.33) 
rT 
L11j l [f;(Li(t))- f;(t,i(t))]dt <o 
yEJ O 
e. disto e de 
I: 
jEJ 
- jj(t, 1T ~I: 1-EI O x(t))dt <o 
o que contraria (9.36). Logo, i é solução fracamente eficiente de (VCNP). 111 
!\os seguintes dois teoremas são discutidos a suficiência das condições Karush-Kuhn-
Tucker, isto é, quando o multiplicador associado à função objetivo é não nulo, 
Teorema 9.14 (Suficiência das condições Karush-Kuhn-Tucker) SeJa i E F 
tal que as funções f;(t, ·), g.;(t, ·) (i E I, j E J) são invexas em i(t) (com respeito a 
V), 1ft E [0, Tj, com mesma função 7) para todas as funções do problema. Suponha que 
existem 11 E lftP \ {0}, :\ E L~[O, T] tais que {9.29)-(9.32), Então i é solução fracamente 
eficiente de (VCNP). 
PROVA: Seja x E lF. É claro que 
:\.;(t)g,(t,x(t)) :S O= :\;(t)g,(U(t)) q.t.p. tE [ü,T], i E I. 
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:S: O. q.t.p. t E 
) em (9.29). obtemos. 
rT 
< I L i(t): 
- Jo iEJ 
. i E I. 
2:: O. V :r E IF. 
(9.38) 
(9.39) 
Por absurdo, suponhamos que x não é solução fracamente eficiente de 
existe x E lF tal que 
. Então. 
1T /i(t,x(t))dt < 1T fj(t.x(t))dt, \fj E J. (9.40) 
!vlas [1 E IR';.\ {O} e, da invexidade de fi(t, ·)em x(t) e de (9.40) segue que 
L/Li 1x /J(u(t):1J(x(t),x(t)) :s:; L/Li jxlfi(t,x(t))- fi(t,x(t))]dt <O 
jEJ O jEJ O 
a qual contraria (9.39). Portanto, x é solução fracamente eficiente de (VCKP). 111 
Se no Teorema 9.14 tivermos [li > O. \fj E J. podemos garantir x não é apenas solução 
fracamente eficiente de (VCKP), mas é propriamente eficiente. 
Teorema 9.15 Seja x E F tal que as funções jj(t, ·). g;(t, ·) (i E I, j E J) são invexas 
em x(t) (com respeito a V), \ft E [0, Ti, com mesma função T) para todas as funções do 
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problema. Suponha que existem {1 E ]CP,.\ E L~[O, tais qu.e 
x(t): V h E L'/x (9.41) 
i E! 
>O. J E J: À; 2: 0 q.t.p. tE i E I 
fOq.t.p.tE 
) = 0 q.t.p. tE i E I 
Então x é solução propriamente eficiente de (VCNP). 
PROVA: Primeiramente. provaremos que x é solução eficiente de De fato. se 
não fosse eficiente, existiria um .r E F tal que < 
estrita válida para pelo menos um índice E J. Como q; (L ·) são invexa;s e1n 
x(t), 
f;(t, x(t))- /j(U(t)) 2: f~(t, x(t): ?J(x(t), x(t))) (9.45) 
gi(t,x(t)) g;(t,x(t)) 2: g~(t.x(t):?J(x(t) x(t))) 
q.t.p. tE [0, Tj, Vi E J, j E J e t >-+ ?J(x(t). x(t)) está em L::C[O. T). De (9.41) segue 
O :S j\L,,íl,Jj(t.x(t):?J(x(t) i(t))) + I:X:(t)g;'(U(t);?J(x(t).f(t)))jdt (9.46) 
O jEJ ~I 
Por outro lado, como {11 > O. Vj E J e 0j(x) :S 0J(x), Vj E J com desigualdade estrita 
para algum j 0 E J temos 
(9.47) 
Além disso: 
o > X,(t)g,(t. x(t)) = X,(t)g,(t. x(t))- X,(t)g,(U(t)) 
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> :\i(t)g?(t,x(t);TJ(x(t),i(t)), q.t.p. tE [0, , i E I 
e, portanto, 
i(t)))dt:::: o. 
Mas: (9.47) e (9.4.5) implica_rn 
0> x(t))dt (9.49) 
e, somando (9.48) e (9.49), obtemos 
i(t): 'ih E 
o que contraria (9.41). Logo. :i; é solução eficiente de Defina: 
Af := (p- 1) max _ 
Z,JE] f-li 
(9.50) 
(estamos supondo p 2: 2). Afirmamos que i é solução propriamente eficiente de (CVl'iP). 
com M definido pela fórmnla (9.50). De fato, se não fosse, existiriam um i E J e um 
x E lF tais que 
'Pi(x)- 6i(x) > IV!(!/!;(x)- <P;(i)) 
para cada j E J satisfazendo <P;(x) > o;(i). Portanto, teríamos 
Com maior razão. 
cbi(x)- q)i(x) > (p 
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ou, equivalentemente, 




L !1/91(x)- 0 1(x)) <o. 
JE.J 
De (9.41)-(9.44). da hipóteses de invexidade e de segue que 
o < x(t): 
i E! 
< 1T[Li1N1(t,x(t))- {j(i.x(t))) + L.\;(g,(t,x(t))- g:(t.x(t)))]dt 
O jEJ iEl 
(9.51) 
= L !11(o1(x)- olr)) + 1T L À;(t)g,(t, x(t))dt :S L /11 (61(x)- okt)) 
JEJ O iE/ jEJ 
< o 
o que é absurdo. Logo. i: é solução propriamente eficiente de (VCNP). 111 
Suponhamos que as funções J1(t,·), g1(t.·) (j E J.i E I) são Clarke regulares. então 
a condição (9.29) equivale a 
L~(x, fl. X: h) 2: O, 'ih E L~[O, 
a qual equivale, em tal caso a 
L~(x. Jl. X: h) 2: O, \f h E L~[O, 
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ou~ o que é o mesmo, 
(onde L é a função Lagrangeana, definida por 
Desta observação e dos Teoremas 9.13- 9.15, obtemos os seguintes corolários: 
Corolário 9.16 SeJa x E lF' e suponha que as funções f; ·) (j E 
são funções Clarke-regulares, ) (i E estrüamente invexas em .jj )(;E 
são in vexas (com respeito a -v) com mesma função r; para todas as funções do problerna. 
Suponha, ainda, que existe íl E JKP Á E L~ [0, r: tais que 
:::"O, j E :::" O q.t.p. tE i E] 
(/1, :\(t)) f O q.t.p. tE [0, i E I 
:\;(i)g,(t,x(t)) =O q.t.p. i E [0. , i E I 
Então, x é solução fracamente eficiente de (VPNC). 
Corolário 9.17 Seja x E !F e suponha que as funções f1(t, ·) (j E J) e g;(t. ·) (i E 1) são 
funções Clarke-regulares, invexas {com respeito a V) com mesma função f/ para todas as 
funções do problema. Suponha, ainda, que existe íl E iR"\ {0}, .\ E L~ [0, T] tais que 
[11 :::"O, j E J: :\;(t) :::"O q.t.p. tE [O,T], i E I 
([1,:\(t)) f O q.t.p. tE [O.T]. i E I. 
:\,(t)g;(t, x(t)) =O q.t.p. tE [0, T], i E I 
Então, x é solução fracamente eficiente de (VPNC). 
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Corolário 9.18 Seya i E JF e suponha que as funções f;(L ·) (j E J) e g;(L ·)(i E I) são 
funções Clarke-regulares, invexas (com respeito a V) com mesma função 17 para todas as 
funções do problema. Suponha, ainda, que existe 7l E JR:P 
tais que 
?: 0 q.t.p. t E , i E I 
J..,(t)g;(t, x(t)) =O q.t.p. tE ·o. , i E I 
Então, x é solução propriamente eficiente de (VPNC). 
E J e.\ E L~ T 
CONCLUSÕES: Keste Capítulo, obtivemos condições necessánas de tipo Fritz-
John e de Karush-Kuhn-Tucker para a eficiência fraca em problemas multiobjetívo não 
diferenciáveis em tempo contínuo. Ctilizando a noção de invexidade em contexto da 
Programação Não Linear em Tempo Contínuo, proposta por Brandão et al. . ob-
tivemos condições suficientes de otimalidade (eficiência fraca e eficiência própria) para 
tais problemas. Nossos resultados generalizam os obtidos por Zalmai ;99], [101) (caso 
diferenciável) e por Brandão et al. [17]. Rojas-:\ledar et al. [87] (caso não diferenciável). 
em que os autores tratam de problemas com um único objetivo. 
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Capítulo 10 
Conclusões e possibilidades de 
trabalho futuro 
10.1 Conclusões 
o Empregamos diversas noções de convexidades genera- lizadas no estudo do problemtl 
de otimização vetorial. 
o Caracterização de eficiência fraca em termos de pontos críticos através de uma 
noção conveniente de KT-invexidade: 
o Existência de soluções fracamente eficientes; 
e Caracterização de eficiência via desigualdades quase variacionaís: 
• Condições de tipo Ponto de Sela e condições de 2a. ordem (generalizada) para a 
eficiência fraca: 
o Condições necessárias e suficientes para a eficiência fraca para o problema fra-
cionário multiobjetivo e para o problema de tempo contínuo multiobjetivo (nii.o-
diferenciáveis. Lipschitz- contínuos). 
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.2 Possibilidades de trabalho futuro 
A seguiL apresentamos urna lista de possibilidades de prosseguimento para este trabalho 
de pesquisa< 
Invexidade e A]:>lica•;Õ•es 
é muito potente e corn grandes perspectiva~ de aplicações. Cma possibilidade de tra-
balho futuro é tentar aplicar o conceito de invexidade (e suas diversas generalizações) a 
problemas de Controle Ótimo, Otimização Fuzzy e outros temas em que o conceito de 
convexidade pertinente poderia. talvez. ser substituído por alguma noção de invexidade. 
Em termos mais práticos, é importante mostrar quais são <:1S condições sob as quais 
se pode garantir que um proble1na de programação matemática é invexo: com respeit.o 
a uma função Tf comunL En1 Hanson e Rueda fornecem condições suficientes para 
a existência da função TJ para o programa invexo cujas funções são duas wzes difer-
enciável, utilizando técnicas de Programação Linear. Além disso. sob certas hipótese:;. 
eles constroem a função ry. tornando o método mais eficaz que outros disponíveis na lit-
eratura. Cm problema em aberto é obter resultados similares aos de Hanson e Rueda. 
mas enfraquecendo as hipóteses de diferenciabilidade das funções envolvidas. 
Cma proposta ainda mais ambiciosa é a de tentar construir uma teoria de Análise 
Invexa, nos moldes da Análise Convexa clássica [86]. Isto nos parece um desafio muito 
grande, pois ainda não estamos seguros de que os conceitos de conjunto invexo e de 
funções invexas. da maneira usual em que são concebidas. são os mais apropriados para 
este propósito. Em [30] Yang e Craven introduzem uma noção de subdiferencial invexo. e 
de certa maneira iniciam tal proposta. Entretanto. o referido trabalho apresenta alguns 
erros e deixam algumas questões em aberto. 
(2) KT-invexidade para problemas de tempo contínuo 
Seria interessante estabelecer contrapartidas dos resultados de Martin [72] e de Osuna-
Gómez et al. [77] para o problema de tempo contínuo. considerado no Capítulo 9. Cremos 
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que, para o caso particular em que o problema é diferenciável, os result.ados do Capítulo 
2 possam ser extendidos ao problema de tempo continínuo, sem maiores dificuldades. 
Nada existe na literatura especializada a este respeito. 
(3) Irrve:xic!ac!e em contexto fuzzy 
A Teoria tem se mostrado uma promi::;sora área de pesquisa. Nos últimos anos. 
muitos avanços têm sido feitos na tentativa de se obter resultados análogos aos da Análise 
Convexa e da Teoria de Otimização ao contexto fuzzy. Seria interessante obter extensõers 
dos resultados de caracterização de ótimos globais para problemas com ou sem restrições 
a problemas de programação matemática com variáveis fuzzy. 
(4) Problemas anormais 
Os chamados problemas anormais surgem quando o multiplicador associado à função 
objetivo é nulo. Neste caso. as regras de multiplicadores usuais (Multiplicadores de 
Lagrange, Princípio de :\láximo de Pontryagin) são de pouca valia na busca de soluções 
ótimas. "-Jo caso diferenciáveL Avakov [5] e Izmailov [57] consideram, respectivamente, 
os problemas com restrições de igualdade e de desigualdade e conseguem estender as 
regras usuais de multiplicadores usuais a alguns casos anormais. Entretanto, os resultados 
obtidos pelos autores exigem um maior grau de diferenciabilidade das funções envolvidas. 
C ma questão interessante ainda em aberto é: seria possível extender tais resultados para 
o problema não diferenciável ou, pelo menos. diminuindo o grau de diferenciabilidade das 
funções do problema? 
(5) Técnicas de deformação 
Uma interessante técnica empregada na obtenção de condições de otimalidade para prob-
lemas de programação não linear são os chamados :'vlétodos de Deformação. O método 
consiste, grosso modo, em "deformar" um problema de otimização em um problema 
mais simples. Entre outras hipóteses, esta deformação deve preservar os pontos ótimos. 
Bobylev [13]. [14] estudou vários problemas de deformação. Cm problema interessante-
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