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Abstract—There are two ways to get a Hamilton cycle in exponential time: a full permutation of n
vertices; or, chose n edges from all k edges, and check all possible combinations. The main problem is: how
to avoid checking all combinations of n edges from all edges. The same problem is for the 3SAT. My
algorithm can avoid this by two jobs: 1) transform a Hamilton cycle to a path finding problem. 2) prove this
path finding problem is polynomial based on some extraordinary findings. The first extraordinary finding is: the
concepts and methods: broad cycle, main segment, useful cut and insert, coming edge and destroying edge, and
main segment repeating rule. Based on these, we can transform a Hamilton cycle to a path finding problem (here,
the “path” is not a Hamilton path, but a main segment path) by a depth first search tree. The more important is
the second extraordinary finding: a good main segment with its one good son is destroyed by a fixed coming
edge. And, in the depth first search, when we try to get sons of a good main segment, there are two choices:
one correct, one wrong. This is the logic like 2SAT. These are the key differences between this algorithm
and 3SAT (when in the same way). The difficult part is to understand the checking tree (see the proof of
lemma 4) and the key point for the polynomial (especially see 6 the extraordinary findings in the paper). The
proof logic is: if there is at least one Hamilton cycle in the graph, we always can do useful cut and inserts
until a Hamilton cycle is got. The times of useful cut and inserts are polynomial. So if at any step we cannot
have a useful cut and insert, this means that there are no Hamilton cycles in the graph. Based on these, we
develop a polynomial time algorithm for this famous NPC. Thus we proved that NP=P.
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1 Introduction
A Hamilton path is a path between two vertices of a graph that visits each vertex exactly once. A Hamilton
path that is also a cycle is called a Hamilton cycle.
Finding Hamilton cycles (paths) in simple undirected graphs is a classical NP Complete problem, known to be
difficult both theoretically and computationally, so we cannot expect to find polynomial time algorithms that
always succeed, unless PNP  .[1][2]
Over the past decades, the Hamilton cycle (path) problem has been extensively studied. One direction of
these studies is to find a sufficient condition for a graph to be Hamiltonian (when there is at least one Hamilton
Cycle in a graph, we say that this graph is Hamiltonian). Most of these conditions for a general graph depend on
the number of edges of the graph. Using these techniques, a graph is usually provably Hamiltonian only if there
are sufficiently many edges in the graph [3][4][5]. In other words, these techniques are not useful for sparse graphs.
Another direction is to design a random algorithm which can succeed in finding Hamilton cycles or paths with
high probability, or works well only for some classes of graphs. The problem for these random algorithms still is:
all these methods work only for much denser graphs or some sparse but regular graphs [6][7][8][9][10], not directly
useful for general graphs, especially sparse graphs.
For finding Hamilton cycles (paths), the most well-known method is the rotation-extension technique, which
is developed by Posa [8]. In fact, most of the current existing random algorithms are based on the
rotation-extension technique. Due to the inherent limitation of this method, all these random algorithms can only
work well for very dense graphs. Though they can also work for sparse graphs, the success rate is not very good.
So if we can overcome the rotation-extension technique’s immanent deficiency, it is possible for us to get an
efficient random algorithm or even a polynomial time algorithm for general graphs.
We developed a method which we call an “enlarged rotation-extension” technique. This technique can
overcome Posa’s deficiency. Our method contains all advantages of the rotation-extension technique but utterly
enlarges its functions. Based on this method, we get a polynomial time algorithm for the Hamilton cycle problem
and we give a detailed proof for the graphs with maximum vertex degree 3.
2 The Rotation-Extension technique and its main deficiency
Suppose we have a path kxxxP ...10 in a graph G and we wish to find a path of length 1k . If 0x or kx
has a neighbor not in P, then we can extend P by adding the neighbor. If not, suppose kx has a neighbor ix ,
where 20  ki . If 0i and G is connected, then there is an edge ),( wxe j joining the cycle
010 ... xxxx k to the rest of the graph, and so the path 101 ......  jkjj xxxxwx has length 1k . This is called a
cycle extension. We call the two vertices x0, xk key vertices of the extension. If 0i , then we construct the path
1110 ......  ikki xxxxxx of length k with a different end point 1ix and look for further extensions. This is called
a rotation, or a simple transform. We call the vertex xk the key vertex of the rotation. This is Posa’s
Rotation-Extension technique.
The main deficiency of this method is: the rotation or extension is performed at a fixed place, in order to
always fulfill the condition for the rotation or extension, the graph must have dense edges. So this technique is not
very efficient for sparse graphs.
3 Algorithm
Definitions:
For an undirected graph G with n vertices, a broad cycle is defined as a cyclic sequence 121 ,,...,, xxxx n of
the vertices of G where every pair 1, ii xx may or may not be adjacent in G. We call a pair ),( 1ii xx
(including ),( 1xxn ) of non-adjacent vertices a break consecutive pair or a break. So the number of break
consecutive pairs is between 0 and n for a broad cycle. Obviously, a break consecutive pair is constituted by two
vertices (say vertices a and b, we call such a vertex a break side vertex). We use ba * to denote this break
consecutive pair. If two consecutive vertices a and b are adjacent, we call them “connecting consecutive pair”, we
use ab to denote this connecting consecutive pair. We use ba... to denote that there are some other vertices
between a and b. For an undirected graph with n vertices, the number of all possible different break consecutive
pairs and connecting consecutive pairs is
2
)1( nn
. A break consecutive pair or a connecting consecutive pair is
also called a consecutive pair.
A segment: in a broad cycle, we call one or more consecutive vertices a segment (may contain one or more
breaks). So, in a broad cycle, any vertices sequence between two non-consecutive vertices is a segment, and there
are )1( nn different segments in a broad cycle for an n vertices graph.
For convenience, we only consider the un-directed graphs which have maximum vertex degree 3, because
this problem is also an NP complete problem [21].
Suppose that vertex a is adjacent to vertices b, c, d, for vertex a we have three connecting consecutive
pairs: dacaba ,, . For another vertex e, it is adjacent to f, g, h, we also have such three connecting consecutive
pairs. For the consecutive pair (a, e), we can construct 9 different segments: ,...*,*,* ehbaegbaefba For
each segment, we can construct a broad cycle which contains this segment. We call this segment the broad cycle’s
“main segment”. We also say that the broad cycle is this main segment’s broad cycle. We call the consecutive pair
(a, e) the segment’s “core consecutive pair”. It is also this segment’s broad cycle’s core consecutive pair. Call
vertex a or e a core vertex of this broad cycle or of the main segment. Each core consecutive pair has up to 9 main
segments. The 9 segments and their 9 broad cycles have the same one core consecutive pair. Also we call each of
these 9 broad cycles the consecutive pair (a, e)’s one broad cycle. Because for an n vertices graph, there are
2)1( nn
different vertex pairs, we can construct up to (in fact less than)
2
)1(9  nn
broad cycles (some of
them might be duplicates). Please note that the core consecutive pair (a, e) has to be a break, i.e., vertex a is not
adjacent to vertex e, and we call this break the main segment’s break or the main break. For a main segment ba*ef,
we call ba or ef a break side vertex pair. Amain segment is constituted by two break side vertex pairs.
A main segment contains four vertices. A vertex pair has up to 9 different main segments and in the
calculation for each main segment we keep only one broad cycle which contains this main segment.
We call all edges incident upon a vertex this vertex’s edges. So for a graph with maximum degree 3, a vertex
has at most 3 edges, and in any broad cycle, a vertex’s edges cannot be more than 2. Also we call an edge’s two
end vertices this edge’s vertices.
For a broad cycle, cut a segment at a place and insert the segment between two consecutive vertices in some
other place of the broad cycle. We call this operation a “cut and insert”, i.e., to remove a segment from its old
place to another place. The main operation in our algorithm is the “cut and insert”, now we explain it. First we
define the “basic cut and insert”: let 121 ,,...,, xxxx n (note: we use the ‘,’ to separate two vertices, because they
may be adjacent to each other or may not) denote a broad cycle, let riii xxxS  ,...,, 1 be a segment of this
broad cycle, and let j be an index such that jx and 1jx are not in S. A broad cycle C is obtained by “cutting S
and inserting it into jx and 1jx ”
if either jjnjjriiij xxxxxxxxxxC ,,...,,,...,,,,...,,, 112111  ,
or jjnjjiririj xxxxxxxxxxC ,,...,,,...,,,...,,, 112112  (addition is meant modulo n).
This is a basic cut and insert. We can see that in the process of this basic cut and insert, we get three (or two
in some special cases) newly produced consecutive pairs. Each of these three consecutive pairs has two sides. We
call S the key segment of this cut and insert. If S’s two end vertices are adjacent, we can do an extension on S and
then insert it. So, a cut and insert has two cases: 1) only one basic cut and insert, 2) if S’s two end vertices are
adjacent, do an extension on S and then insert it. We take an example to explain. Let a broad cycle be:
abcdefghijkl*mnopa (in the ends the two ‘a’ mean a cycle, in fact there is only one vertex a), we cut a segment ijkl,
insert it between vertex d and e, we get this broad cycle: abcd*ijklefghmnopa, this is the case 1). The three new
produced consecutive pairs are: d*i, le, hm. Then the case 2): suppose il is an edge, do an extension on the
segment ijkl, and we get: ilkj, jilk, kjil, and then try to insert each of them in other places of the broad cycle
separately. And so on. The key segment is important. We explain it. For the above broad cycle, kl*mn is the main
segment. If mh is an edge, there are 2 key segments: ijkl, or hijkl. For the former one, we have to insert it into
another place and if the two end vertices il are adjacent we can do an extension before to insert. For the latter one,
we only can do a rotation. For this rotation, we also can see the key segment still is ijkl, and we insert it between
gh. So ih has to be an edge. Due to the maximum degree 3, a broad cycle has up to 8 key segments. There is
another kind of key segments: if mp is an edge, no matter vertex a is adjacent to l or not, the mnop is a key
segment. We first do an extension on it and then insert it into some place. Please note: at least one end vertex of
the inserted segment has to be adjacent to one of the two vertices at the inserting place.
In a broad cycle, if a vertex’s two consecutive vertices beside it both are not adjacent to it, we call it an
isolated vertex. We prescribe that all the broad cycles do not contain isolated vertices. For the first broad cycle, we
can easily get this.
Because of no isolated vertices in the broad cycle, at each break’s two sides, there are two adjacent vertex
pairs. We call these four vertices a break segment. For example ab*cd is a break segment and ab or cd is a (break)
side vertex pair. Vertex c or d is a break side vertex.
In the algorithm, a main segment usually can occur one time, but some main segments can be repeated later.
If after a cut and insert we get a new broad cycle with one (or two) main segment which did not occur before
or which can be repeated, we call such kind main segments useful main segments, and call this cut and insert a
useful cut and insert.
We call all the current broad cycles “old broad cycles”. If after a cut and insert on broad cycle A, we get a
broad cycle B which contains a new main segment which did not appear before or which can be repeated, we call
B this main segment’s “new broad cycle”, and call this cut and insert a useful cut and insert. Call this new broad
cycle the useful cut and insert’s new broad cycle and call its main segment the useful cut and insert’s new main
segment.
Please note that: each cut and insert must cut from the break of the main segment, i.e., the new broad cycle
does not contain the break of the old main segment; at least one vertex of this break must become non-break
vertex in the new broad cycle; the new main segment of a new broad cycle must be a new-produced break
segment (i.e., the old broad cycle does not contain this segment and the break) unless there are no new breaks. If
there are more than one new produced break, we choose one of them as the new main segment. If after a useful
cut and insert we get a broad cycle which does not have new-produced breaks (new-produced main segment), we
can choose one break segment in the new broad cycle as the main segment which contains one produced break or
choose any one if without such a break. If after a cut and insert on a broad cycle, we get a broad cycle with two
new produced breaks (i.e., it seems that we have two new main segments, we call one of them which contains one
break side vertex pair of the old main segment a “quasi-main segment” and call the other one “additional main
segment”.). We call their breaks a quasi-main break or an additional main break. Both the quasi-main segment and
the additional main segment must be useful main segment, i.e., they were not as main segments before or they are
the main segments which can be repeated. Only after we finished the quasi-main segment and all later produced
breaks, then we choose the additional main segment as the current new main segment. If an additional main
segment was not as a new main segment, it can be repeated later.
If we can do a useful cut and insert on a main segment’s broad cycle C to get a new broad cycle, we say that
this broad cycle C has a useful cut and insert for this new broad cycle. Let this new broad cycle’s main segment be
P, we say that this broad cycle C has a useful cut and insert for this main segment P and we call C a useful broad
cycle. A broad cycle may have more than one useful cut and insert as well as to get more than one new broad
cycle, but each time we get one.
If one “cut and insert” breaks the “core consecutive pair” or the main segment, this does not matter, because
we may get another main segment’s new broad cycle.
Then, our algorithm includes some steps. We call each cut and insert a step and call each useful cut and insert
“a useful step”. Because we may need to try a lot of cut and inserts on many broad cycles, and try to get one
useful cut and insert on one broad cycle, we call the process (all these cut and inserts) to try to get a useful cut and
insert a big step (later we will prove that at each big step we always can get a useful cut and insert). At each useful
step, we do a useful cut and insert on a main segment’s (say main segment r) broad cycle to get a main segment’s
(say main segment g) new broad cycle and these two main segments are different. Do the process continually until
we get a Hamilton cycle (or fail).
We can see that our technique contains all advantages of the rotation-extension technique and the
rotation-extension is only one special case of ours. So, we call ours the “enlarged rotation-extension” technique.
We will give the precise algorithm later.
If we can do useful cut and inserts on L1 of main segment m1 step by step (i.e. to do one useful cut and insert
on L1 of main segment m1 to get a broad cycle L2 of new main segment m2, then do one useful cut and insert on L2
of main segment m2 to get L3 of main segment m3, …, if there is no new main segment, we choose a new
produced break segment as the current main segment to continue), at last if we can get such a broad cycle Lk in
which the break of m1 and all the new produced breaks (after L1) disappear. We call Lk the main segment m1’s
final goal broad cycle. We call the breaks in L1 but not in Lk (except the break in m1) in-scope breaks of m1,
otherwise out-scope breaks of m1.
We call the final goal broad cycle of the first main segment (at first we choose a seeded break segment as the
main segment) main final goal broad cycle.
Now, we show different useful cut and inserts.
After a useful cut and insert on a broad cycle 1, we get a new broad cycle 2. We call an edge which is in
broad cycle 2 but not in broad cycle 1 a “coming edge” of this useful cut and insert, and an edge which is in broad
cycle 1 but not in broad cycle 2 a “gone edge” of this useful cut and insert. We call a consecutive vertex pair
which is in broad cycle 2 but which is not consecutive in broad cycle 1 a “coming consecutive vertex pair” of this
useful cut and insert, and a consecutive vertex pair which are in broad cycle 1 but are not consecutive in broad
cycle 2 a “gone consecutive vertex pair” of this useful cut and insert. Also we have gone breaks and coming
breaks (new breaks, new produced breaks). We call the main segment of broad cycle 1 a used main segment after
this useful cut and insert.
We have the following kinds of useful cut and inserts:
Kind 1: a rotation. The broad cycle: xabcdefg*hij…, fg*hi is its main segment, at least one of ag, bh is an
edge. This time we can get a new broad cycle by a rotation on the segment bcdefg.
Kind 2: a cut and then insert. The broad cycle 1L : abcdefg*hij…klnzopq…uv*w…, fg*hi is its main
segment, ah, gz are edges, this time we can get a new broad cycle by cutting and inserting the segment bcdefg
between nz. The new main segment is ln*bc (or cb*op). Please note the special case that nb is also an edge and
the number of breaks minus one after this useful cut and insert. The other special case of this kind: one (or more)
gone consecutive pair are not adjacent (i.e., a break), then after this useful cut and insert, the new broad cycle has
less breaks. After this cut and insert, both g and h cannot be break side vertices.
Kind 3: a cut, an extension and then insert. The broad cycle: abcmndefg*hij…xyz…, fg*hi is its main
segment, bh and cg are edges, dx is also a edge, this time we can get a new broad cycle by cutting and inserting
the key segment cmndefg (do extension on it) between xy (that x is not adjacent to y does not matter) or other
place. We call the segment fe*yz an additional main segment. Or if both ey and bh are edges, this transform would
not produce new breaks. Suppose the new broad cycle is abhij…xdnmcgfe*yz…, fe*yz is the additional main
segment and this additional main segment immediately becomes the new current main segment. We call the edge
de in the key segment the key gone edge 1 of this useful cut and insert and call the edge xy the key gone edge 2 of
this useful cut and insert.
Suppose eu and yv are two other edges. We prescribe that when fe*yz is as the current main segment and we
do useful cut and inserts on it, eu and yv must be the coming edges (ed, xy cannot be), and in all the following
descendants, we must keep edge eu and yv in the broad cycles, until when fe*yz cannot get to the main final goal
broad cycle and then we redo the extension and insert it at another place for the same key segment of the
additional main segment fe*yz (For example, we may take the same key segment cmndefg, do an extension on it,
and then insert it. But this time the key gone edge 1 is mn not de.) We call the edge eu and yv key coming edges of
the additional main segment fe*yz. This is also for the next kind 4.
Please note: if there is one (or two) gone break for a useful cut and inset of kind 4 (or kind 3) and this break
is a seeded break, its one side vertex may have two possible key coming edges, we first choose one of them as the
key coming edge (later can choose the other one if this one failed).
Kind 4: a cut, an extension and then insert with two new breaks. A broad cycle with k breaks:
abcdefg*hij…xyz…, fg*hi is its main segment, cg is an edge, dx is also a edge. This time, we can get a new broad
cycle by cutting and inserting the key segment cdefg (do extension on it) between xy (that x is not adjacent to y
does not matter) or other place. We call vertex c, g the two end vertices of the key segment. We call ab*hi a
quasi-main segment. Call fe*yz an additional main segment and we choose the quasi-main segment as the current
new main segment of the new broad cycle. Both the quasi-main segment and the additional main segment must be
useful main segments, i.e., they were not as main segments before or they are the main segments which can be
repeated. We call the quasi-main segment the additional main segment’s quasi-main segment and call the
additional main segment the quasi-main segment’s additional main segment. Only after we finish the quasi-main
segment’s break and all later produced breaks (i.e., these breaks disappear), then we choose the additional main
segment as the current new main segment. If an additional main segment was not as a new main segment, it can
be used later. An additional main segment in kind 3 is also as this. Please note the special case: there is no
additional break, i.e., ey is an edge. This does not affect our latter proof. Please note: for the kind 4, usually we
can get one quasi-main segment with many possible different additional main segments, but we only choose one
of them (i.e. for each new quasi-main segment, we get a new broad cycle). Suppose the new broad cycle is
ab*hij…xdcgfe*yz…, fe*yz is the additional main segment. ab*hi is the quasi-main segment and also it
immediately is as the current new main segment. We call the edge de in the key segment the key gone edge 1 of
this useful cut and insert and call the edge xy the key gone edge 2 of this useful cut and insert.
If an additional main segment was not as a new current main segment, this means that it was not used, i.e., it
can be as a main segment again later.
From a main segment m1, if we only do useful cut and inserts of kind 1, 2, 4 on it step by step, each time we
take the new main segment or the new quasi-main segment as the new current main segment (without any
additional main segment as the current main segment), until we get a broad cycle on which we do a useful cut and
insert to get a new broad cycle with no new produced breaks or on which we do a useful cut and insert of kind 3
to get a new broad cycle, we call this new broad cycle the main segment m1’s first goal broad cycle.
We will prove that: at each big step, if there is at least one Hamilton cycle in this graph and we have not got
one yet, we always can have a useful cut and insert to get a main segment’s new broad cycle, until we get a
Hamilton cycle at last.
Our algorithm supposes that the graph contains at least one Hamilton cycle, if so, we can get one in
polynomial time; if not, our algorithm fails in polynomial time (“fail” means when we have not got a
Hamilton cycle and we also cannot have a useful cut and insert), then we give the result “No”.
For convenience, we only prove this algorithm for un-directed graphs with maximum degree 3, because this
is also an NP complete problem [21].
In the latter proof process, for convenience of proof, because we suppose the graph has at least one Hamilton
cycle, we choose one Hamilton cycle as the “main goal Hamilton cycle”.
Please note: we use the concept “main goal Hamilton cycle” in order to explain the proof well. We can
choose any one Hamilton cycle of this graph as the main goal Hamilton cycle. We will explain this clearly
later. As this concept is only for the proof, in real computation, we do not know which one is the main goal
Hamilton cycle.
We call an edge which is contained in the main goal Hamilton cycle a good edge, otherwise, a bad edge.
Suppose that aijkfebcdghla is the main goal Hamilton cycle and the (k, l)’s one broad cycle be abcdefghijk*la.
We call the segment bcd a good part in this broad cycle, they are connected (do not contain breaks) and all their
edges are good edges (at its two end sides, de and ba are not good edges). Also al, gh, ijk, fe are good parts. We
call each good part’s two end vertices (for example vertices b, d) side vertices, and call other vertices inner
vertices in this part. We also call vertices k, l break side vertices as stated before.
When we do a useful cut and insert on broad cycle 1C to get a new broad cycle 2C , if we prescribe that
after this cut and insert, all the inner vertices in 1C are still inner vertices in 2C ( all good edges in 1C are all
still in 2C ); all coming edges in 2C are good edges, and at least one such new good edge is incident upon one
vertex of 1C ’s core consecutive pair. We call such a useful cut and insert a good useful cut and insert. If 2C ’s
main segment is not new, i.e., it was as main segment before and cannot be repeated, we call this cut and insert a
good cut and insert (of course, a good useful cut and insert is also a good cut and insert). We call other (useful) cut
and inserts bad (useful) cut and inserts. We always keep the main goal Hamilton cycle. Good edges, bad edges and
a good cut and insert depend on the main goal Hamilton cycle.
Note: when we compute on a graph, we do not know which one is a good cut and insert, because we do
not know the main goal Hamilton cycle and the good edges. This concept is only for our proof.
In a broad cycle, if vertex a, b are consecutive, ab is an edge, and vertex a is a side vertex, we call ab a side
vertex pair and call vertex a the key side vertex of this side vertex pair. Each side vertex pair has one key side
vertex. If vertex b is also a side vertex, then ba is another side vertex pair in which b is the key side vertex.
If we do a useful cut and insert on broad cycle 1 to get a broad cycle 2, we say that the broad cycle 1 is the
broad cycle 2’s father or ancestor, and the broad cycle 2 is the broad cycle 1’s son or descendant.
We explain the descendants. Let b1 be a broad cycle with main segment m1. After a useful cut and insert of
kind 1, 2 or 3, we get a broad cycle b2 with main segment m2. After a useful cut and insert of kind 4 on b2we get a
broad cycle b3 with a quasi-main segment q3 and an additional main segment a3. Then after several useful cut and
inserts we get q3’s final goal broad cycle b4, and we choose a3 as the new main segment of b4. Then we do a useful
cut and insert of kind 1, 2, 3 on it to get a new broad cycle b5 with a new main segment m5. B2, b3, b4, b5 are the
descendants of b1, and m2, q3, a3, m5 are the descendants of m1.
For a main segment m, before it gets to its final goal broad cycle, all its descendants are also called its direct
descendants. After it gets to its final goal broad cycle, we take an additional main segment a as the current main
segment. We call a’s direct descendants m’s indirect descendants. Also a’s indirect descendants are m’s indirect
descendants. Both are descendants.
If we do good cut and inserts step by step on broad cycle L1 of main segment m1 to get a Hamilton cycle, we
call it L1’s (or m1’s) final goal Hamilton cycle.
For a broad cycle, if we can do one or more good useful cut and inserts step by step on it to get a Hamilton
cycle, we call it a good useful broad cycle.
If we change a broad cycle’s some vertices’ positions and keep the main segment unchanged, other breaks
can be kept or disappear, keep each additional main segments unchanged or it disappears, we say that we
re-permute this broad cycle.
How to know a broad cycle is a good useful broad cycle and the good cut and insert? They depend on the
main goal Hamilton cycle, because whether an edge is a good edge or a bad edge depends the main goal Hamilton
cycle. But a broad cycle’s final goal Hamilton cycle may be different from the main goal Hamilton cycle and two
broad cycles’ final goal Hamilton cycles also may be different. These do not have contradiction. We have two
different cases:
Different case 1: in this case, only the inner vertices in one broad cycle change their positions in another
broad cycle and also this utterly does not affect the good cut and inserts. We take an example to explain: suppose
the main goal Hamilton is: abjihgfedclmnopa. A broad cycle is: abcdefghij*lmnopa, ij*lm is its main segment. We
do a rotation on it to get a Hamilton cycle: abjihgfedclmnopa, it is the broad cycle’s goal Hamilton at this
permutation. But we can re-permute the broad cycle as: abcdhij*lmnefgopa, we do a good cut and insert ( the
same one as on the former broad cycle) on it to get another Hamilton cycle: ajihdclmnefgopa.
Different case 2: suppose that the broad cycle ajihefgdcbnopklmqa is the main goal Hamilton cycle,
abcdefghijklmnop*qa is a broad cycle of the main segment op*qa. After a good cut and insert we get:
abcdefghij*nopklmqa. Then we do another good cut and insert (a rotation) on it to get ajihgfedcbnpopklmqa. This
is the broad cycle’s final goal Hamilton cycle. Please note that the main goal Hamilton cycle is different from the
broad cycle’s final goal Hamilton cycle, but we define the good edge, bad edge and good cut and insert still
according to the main goal Hamilton cycle.
Please note: in real computation, because we do not know the main goal Hamilton cycle, we may get a
Hamilton cycle by a non-good useful cut and insert. This Hamilton cycle may be different from the main goal
Hamilton cycle, also different from the goal Hamilton cycles in the above two different cases.
The concept of main goal Hamilton cycle is important. Now we explain it carefully. 1) At first, we can
choose any one Hamilton cycle of this graph as the main goal Hamilton cycle. Later, when we decide good edges,
good cut and inserts, or good useful broad cycles, we always keep the same main goal Hamilton cycle. 2) After
we have got one or more good useful broad cycles, each good useful broad cycle has its final goal Hamilton cycle.
Different good useful broad cycles may have different final goal Hamilton cycles. One main segment’s good
useful broad cycles with different permutations may have different final goal Hamilton cycles. Also at last a good
useful broad cycle’s goal Hamilton cycle may be different from the main goal Hamilton cycle. For these, there are
two different cases as stated above. But for a broad cycle, we define the good edges, bad edges and good cut and
insert always according to the main goal Hamilton cycle. All these we can see in the process of our proof.
If we can do a good cut and insert on a broad cycle to get a new broad cycle with only one (or zero) new
break (please note that every cut and insert only produces at most two new breaks), we call it a easy broad cycle,
otherwise a hard broad cycle. Usually most broad cycles are easy broad cycles. Only at special case, a broad cycle
is a hard broad cycle. We take an example to explain the special case of a hard broad cycle: a hard broad cycle L1
is: abcdefghijklmnop*qrstuvwxa, other edges: ah, bw, cf, du, el, gq, ip, jn, mt, os, pk, qx, rv. Please note that ip, qx,
are good edges but ij, xw are also good edges. The main goal Hamilton cycle is: abcduvwxqrstmnopijklefgha. So
we cannot do a good cut and insert on it to get a broad cycle with only one new break. We can cut the segment
ijklmnop, do an extension on it and then insert it between de, then we get a broad cycle L2:
abcd*mnopijklefgh*qrstuvwxa with two new breaks (and thus seems two new main segments). We call the
segment gh*qr a quasi-main segment, call cd*mn an additional main segment and we choose the quasi-main
segment as the new main segment. Each broad cycle can have only one main segment.
Now, we express the algorithm.
For an n vertices graph, firstly, we can easily construct a broad cycle L1 with r (r>0, if it is 0, this is enough)
breaks. We only guarantee that there are no isolated vertices in L1. This requirement is easy to get for a graph with
minimum degree 2. For each break, we have a possible main segment. We call each one a seeded break segment
(of four vertices or two side vertex pairs, we call each this side vertex pair a seeded break side vertex pair) and
call its break a seeded break. Later, we do useful cut and inserts on it to get new broad cycles with new main
segments (useful main segments) and do useful cut and inserts on new broad cycles to get more new broad cycles
with new main segments (step by step). We call these new main segments (including quasi-main segments and
additional main segments if they will be as main segments later) “produced main segments” and call these new
breaks “produced breaks”. We first choose any one of the seeded main segments in L1 as the current new main
segment (say m1). From m1 to its final goal broad cycle, any useful cut and insert must get a new broad cycle with
a new main segment which is a useful main segment. After a useful cut and insert on m1 we get a new broad cycle
with a new main segment (or if there are no new breaks, we try to choose one break segment in this new broad
cycle as the new main segment). Then we do useful cut and inserts on the current new main segment step by step
according to depth-first (i.e., each step, we have a new main segment (a useful main segment) as the current main
segment and when cut a segment we always cut from the break of the current main segment). Because usually
there are more than one possible useful cut and inserts on the current main segment of the current broad
cycle, we use the depth-first rule. In this depth-first way, we can get a broad cycle (with main segment) tree.
So a path in this tree is a main segment (with broad cycle) path (not a Hamilton path). We choose each step’s
new broad cycle and its new main segment as the current broad cycle and the current main segment. If we get a
new broad cycle on which we cannot do a useful cut and insert to get a new broad cycle, it is a leaf and we return
to its father and then try to do another useful cut and insert on the father. If we get a new broad cycle with a new
break segment, we choose it as the new main segment and take the new broad cycle as the current broad cycle. If
we get a new broad cycle with a quasi-main segment and an additional main segment, we choose the quasi-main
segment as the current new main segment. Both the quasi-main segment and the additional main segment must be
useful main segments. If we get a new broad cycle with no new breaks, we can choose another break segment in
this new broad cycle as the main segment and then continue. We first try to choose an additional main segment as
the current main segment. We have to choose the latest (the newest produced) additional main segment as the
current main segment. The additional main segment can be as a current main segment only when its quasi-main
segment has got its final goal broad cycle. If the quasi-main segment cannot get its final goal broad cycle, delete
this broad cycle and its descendants and then return 0 to the father. If there are no additional main segments, i.e.,
no produced breaks, we choose a seeded break segment as the main segment and set all main segments as unused,
and then delete all other broad cycles and only keep the current broad cycle. Then do the above process from a
new start again (i.e. produce a new broad cycle tree). Until all the seeded breaks and produced breaks disappear
and thus we get a Hamilton cycle. Or, until at any time we cannot continue to get a new broad cycle by a useful
cut and insert (this means no Hamilton cycle in the graph). Because we will prove that if there is at least one
Hamilton cycle in the graph, then we can successfully finish the algorithm and get one Hamilton cycle. Thus,
if the algorithm fails at any step, it means there are no Hamilton cycles in the graph.
In the depth-first search tree, the first broad cycle with a seeded break segment as the first main segment is
the root of the tree. The tree has leaves. If a broad cycle does not have any useful cut and inserts to get new broad
cycles, it is a leaf. And when a Hamilton cycle (or a final goal broad cycle of the first main segment) is got, it is a
leaf.
For the broad cycle abcdefghijklmnop*qrstuvwxyz, after a useful cut and insert of kind 4 (its key segment is:
ijklmnop), we get: abcdefgh*qrst*mnopijkluvwxyz, if lm, tu are bad edges (or breaks) and lu is a good edge, we
call st*mn a correct additional main segment. Otherwise, it is a wrong additional main segment. There are two
kinds of wrong additional main segments: kind 1: hi is a bad edge and pi is a good edge, this means that we can
get a correct additional main segment by the same key segment; kind 2: otherwise.
At first we take a seeded break segment as the main segment, we call it the first main segment and call its
final goal broad cycle themain final goal broad cycle.
From the first main segment, if we always do good useful cut and inserts, then we can quickly get its final
goal broad cycle. We can do this in a lot of different paths. We call all these main segments good main segments.
A correct additional main segment is also a good main segment (or good additional main segment). If we do a
good useful cut and insert on a good main segment, the son is a good main segment. Others are bad main
segments.
If at first we do some bad useful cut and inserts, some coming edges must be bad edges. Then we get a good
main segment. Then we always do good useful cut and inserts while keeping the bad coming edges in the broad
cycles. If we can get to the good main segment’s final goal broad cycle and can get to the main final goal broad
cycle, we say that the bad edges do not affect the good main segment. This means there is another main goal
Hamilton cycle. This case does not affect our algorithm and proof, so we do not mind it. We call this a good
optional case.
For a good main segment, if we always do good cut and inserts step by step on it, we can get to its final goal
broad cycle. In this process, all the new main segments are the good main segment’s good descendants. Also it is
their good ancestor. These good descendants are also good main segments.
Please note: in fact, the meaning of “re-permute” is as this: a broad cycle b1 has a good main segment ab*cd
which has a good descendant ef*gh. We can do good cut and inserts step by step on b1 to get a broad cycle whose
main segment is ef*gh. But we can get a broad cycle with main segment ef*gh in a different branch of the tree.
These two broad cycles have the same main segments ef*gh, but have different permutations.
Additional main segments are the “trouble makers”. Now we explain the additional main segment
operating rule:
A broad cycle abcdefghijk*lmnopqrstuvwx..., after a useful cut and insert of kind 4 on it, we get the broad
cycle: ab*lmno*hijkcdefgpqrstuvwx...., no*hi is the additional main segment.
(1) Before we take no*hi as the main segment, suppose the current main segment is wx*yz, the current broad
cycle is: lmno*hijkcdefgpqrstuvwx*yz, wx*yz is the main segment and xe is an edge. We can do a useful cut and
insert of kind 4 on it to get: lmnopqrstuvwxefghijkcd*yz.
(2) Suppose the current main segment is wx*yz, the current broad cycle is: lmno*hijkcdefgpqrstuvwx*yz, po
is a good edge, pq is a bad edge and yq is an edge, we do a useful cut and insert of kind 1 on it to get
lmno*hijkcdefgp*xwvutsrqyz..., we can do another useful cut and insert on it to get lmnopgfedckjih*xwvutsrqyz...,
i.e., we only need one step to recover the good edge po. Please note: we only suppose it is a good edge or a bad
edge, it may be not, because we do not know.
(3) A broad cycle: abcdefghijk*lmnopqr..., jk*lm is an additional main segment and ok, lp are former gone
edges. When we take jk*lm as the current main segment, we can do a rotation (one step) to let it disappear (i.e., to
recover its old edges). This time, we treat the additional main segment jk*lm (including its coming edges) as not
used.
(4) A broad cycle: abcdefgh*ijklmnop*qr…, op*qr is the main segment and lq, pg are edges. gh*ij is an
additional main segment (when we inserted the key segment cdefgh between bi to get, and ch is an edge). Now we
do a useful cut and insert of kind 2 on it to get abcdefgponm*h*ijklqr…, i.e., we suppose (only suppose) gh is a
bad edge. In order to let the isolated vertex disappear, then before we do such a useful cut and insert of kind 2, we
first do one step to adjust the additional main segment. The adjusted broad cycle is: abchgfed*ijklmnop*qr…, we
do a useful cut and insert of kind 2 on it to get a new broad cycle: abch*mnopgfed*ijklqr….
(5) If the current main segment is an additional main segment and after it failed: i): ab*cd…ghij…, ab*cd is
an additional main segment and its key segment is cd…i, then we can do a rotation to get abhg…dcij…, that bh
and ci are not edges does not matter; ii): ab*cd…ghij…, ab*cd is an additional main segment and its key segment
is cd…gh, then if ab*cd failed, we can re-do the extension on the key segment and then insert it to get another
additional main segment and take it as the current main segment.
(6) A broad cycle: abcd*efghijk*lmn*opqr..., jk*lm is the main segment, we do a useful cut and insert of kind
4 on it to get: ab*lmn*dckjihgfeopqr... each vertex n, d will have two possible coming edges. We can first choose
any one as coming edge.
(7) A broad cycle is abcdefghijklmn*op.... We do a useful cut and insert of kind 4 on it to get:
abcd*lkjinmefgh*op.... The key segment is ijklmn. gh*op is the quasi main segment and cd*lk is the additional main
segment. After gh*op got to its final goal broad cycle, cd*lk is as the main segment. Then because the edge ni may be a
bad edge, we can take it as a destroying edge (we prescribe that all coming edges must be kept in all descendants
and all gone edges cannot come back to the broad later in all descendants in the depth first search, if due to this a
good main segment cannot get a good son, we call such coming edges destroying edges). Now suppose before
gh*op gets to its final goal broad cycle, we get such a broad cycle: cd*lkjin...xy*uv..., xy*uv is the main segment and yd
is an edge. We can do a rotation on it to get: cdyx...nijkl*uv.... If xy*uv is a good main segment and cd*lk is not a correct
additional main segment, due to the maximum degree 3, we only need one step to recover the additional main segment
to the correct position. But if de or lm is not an edge but a break, we may have to take em or ni as a destroying edge. If
em is a destroying edge and gh*op cannot get to its final goal broad cycle after finishing all its descendants, then we
return to the main segment mn*op and still do a useful cut and insert of kind 4 on it to get a quasi main segment gh*op
and a different additional main segment if we can (without the edge em in the broad cycle), though, usually if the quasi
main segment cannot get to its final goal broad cycle, we do not do a useful cut and insert of kind 4 again on the main
segment mn*op, but directly return to the father of mn*op.
In all the above case (1) to (5), we do not have to keep the coming edges of the additional main segment.
Except the above cases, when we take an additional main segment as the current main segment, all coming edges
must be kept in its descendants.
Please note that if an additional main segment is a wrong additional main segment of kind 1 as stated above,
we only need one step to recover its good gone edges or only need one step to recover it to the correct position.
This time we treat it as not used and do not mind coming edges.
Please note when we say that only need one step to recover it to the correct position, it only means we have
the opportunity to do so. In the above cases, when we do not know which one is a good or a bad edge, we still can
do so.
After we do a useful cut and insert of kind 4 on a good main segment, we get a good quasi-main segment and
a bad additional main segment a. In the process to get to q’s final goal broad cycle, if it is affected by the
additional main segment a, we only need one step to recover a to the correct position. If it is not affected by a,
after we get q’s final goal broad cycle and after the a fails to get to its final goal broad cycle, we also only need
one step to get a good additional main segment.
After we took an additional main segment as the main segment, only when we finished its all descendants
and failed, then we can re-do the extension and insert on the key segment to get another additional main segment.
After a main segment m has got to its final goal broad cycle, if then an additional main segment cannot get to
its final goal broad cycle after all its descendants are finished, then we can return back to the descendants of m
again in depth-first way to try other branches (according to the following repeating rules when the following
problems happen, i.e., if without the problems and the repeating rules, we cannot return back in this case).
There are three problems.
Problem 1: we prescribe that: all coming edges must be kept in all descendant broad cycles and all gone
edges cannot come back to the broad later in all descendants in the depth first search, including direct and indirect
descendants. This also can guarantee that any two additional main segments (one is an ancestor of the other) have
four different side vertex pairs. But these coming edges may be bad edges. If due to this, some good main
segments cannot get to their final goal broad cycle, this is a problem. We call such bad edges destroying edges of
these good main segments. Because we do not know which edge is good or bad and which main segment is good
or bad, destroying edges may be for good and bad main segments and they may be good or bad edges.
Suppose we do a useful cut and insert of kind 4 on a main segment m to get a quasi-main segment q and an
additional main segment a and the key segment is k. Then we get q’s final goal broad cycle b. Then b is the
current broad cycle and a is the current main segment and we must keep its coming edges in each descendants. If
a cannot get to the main final goal broad cycle, we say a fails. At last we must take b as the current broad cycle
and redo the extension on the key segment k and then re-insert it to get another additional main segment (please
note: the key segment k may have changed, this does not affect our algorithm). If we cannot get such an additional
main segment, return 0 to m then try m’s other sons or if fail return 0 to m’s father and then try the father’s other
sons.
If a main segment cannot get to the main final goal broad cycle after its all descendants are done, we call it a
failed main segment.
A destroying edge of a main segment’s any one descendant is also a destroying edge of this main segment if
this main segment’s broad cycle contains the destroying edge.
We will explain the repeating rule for the problem 1 deeply later in the proof.
When we take an additional main segment as the main segment, except the cases stated in the additional main
segment operating rule, former ancestor coming edges cannot be deleted, so these coming edges may be as
destroying edges for the additional main segment.
If a main segment m cannot have a son m1 due to a destroying edge d, we call m a destroyed leaf main
segment of the destroying edge d. But the broad cycle of m may not be a leaf because it may have other sons.
A main segment can be repeated one time later for each descendant destroyed leaf main segment combined
with the destroying edge if the main segment’s broad cycle contains this destroying edge.
From a main segment to its one descendant leaf or to its one descendant destroyed leaf main segment of the
depth-first search tree, we call this a single path of this tree, or a path.
If in a single path, all main segments are good main segments, we call it a good single path, otherwise, a
bad single path.
Now we explain the logic of the main segment repeating rules for destroying edges.
Only when a destroying edge is a bad edge, it is necessary to do the repeating; and only when a main
segment is a good main segment, it is necessary to repeat this main segment. But because we do not know which
is good or bad, we may repeat both. This does not affect the polynomial.
A bad destroying edge of a good main segment can always be as its destroying edge of this main segment (of
this main segment, because we do not know if it is a good main segment or a bad), even if the good main segment
set changes.
A good main segment’s good sons are limited. A good main segment’s good sons that are destroyed by
destroying edges are limited.
For a good main segment, it is enough to get only one good son of it, no matter which one. So, if it cannot
have good sons due to its destroying edges, only repeating it one time for one good son is enough.
In the broad cycle search tree, if a single path has only one destroying edge, apparently we only have to
repeat this branch one time for this destroying edge.
Because different paths contain different main segments unless for the main segment repeating rules, then the
paths cannot be multiplied to exponential.
Now we take an example to explain why we do not have to check all possible combinations of destroying
edges and we only need to repeat a main segment for each destroying edge with a destroyed leaf main segment
(i.e., repeat one time for each destroying edge-destroyed leaf main segment pair).
Suppose a main segment m1 is destroyed by three destroying edges d1, d2, and d3. Firstly we repeat m1 for d1.
This time, the broad cycle does not contain edge d1 and we do not mind if it contains other destroying edges.
Secondly we repeat m1 for d2. Also, the broad cycle does not contain edge d2 and we do not mind if it contains
other destroying edges (some special cases see the case 1 to case 14 later). Thirdly we repeat m1 for d3. Also, the
broad cycle does not contain edge d3 and we do not mind if it contains other destroying edges. But if the broad
cycle does not contain these three edges at the same time, we only need to repeat it one time.
Now this is enough, we never repeat m1 for the same destroying edge d1 (or d2, d3, with main segment m1)
again later. Because if m1 is a good main segment and it fails, at least one of d1, d2, and d3 is a bad edge, i.e., a real
destroying edge. When we repeat m1 for d1, or d2, d3, we can get a good son of m1. We always concern the lowest
good descendant. So after we get a good son of m1, no matter at what place of the broad cycle tree to get the good
son, we do not have to concern m1 later unless for repeating. But if we get another main segment with the same
destroying edge d1, we have to repeat that main segment for d1, because that main segment may be the lowest
good descendant.
But how can we get the lowest good descendant? Because we do the depth-first search, we always have the
opportunity to get it, no matter at what place of the depth-first search tree to get.
In order to get m1’s good descendants, we may still have to repeat m1, but must repeat m1 for a different
destroying edge-main segment pair. If m1 is a good main segment and d1 is a real destroying edge (a bad edge), we
always can get a good descendant with a different destroying edge-main segment pair after we repeat m1 for d1
unless success. For all other complicated cases, recursively think in this way.
Please note that if we repeat m1 for d1, then we get a descendant m2 which is destroyed by d2. Then when the
broad cycle does not contain d2 but contains d1, we can repeat m2. Then later we still can repeat m2 for d1 if it is
destroyed by d1.
Suppose a main segment m has three (or more) destroying edges d1, d2, and d3. When we repeat m for d1 (i.e.,
when the broad cycle does not contain d1), we get a descendant m2 and m2 is destroyed by destroying edges e1, e2,
e3. Then we repeat m for d1 and e1, we get a descendant main segment m3 which is destroyed by f1, f2, f3. Then we
call d1, e1, f1 a series of destroying edges for m in a single path (at first m has three series of destroying edges: d1,
d2, and d3, each is a series of destroying edges. Then the series of destroying edges d1 is updated to d1, e1. Then the
series of destroying edges d1, e1 is updated to three series of destroying edges: d1, e1, f1; d1, e1, f2; and d1, e1, f3).
When we remember a series of destroying edges, we also remember this single path together with it. When we
repeat for the destroying edge f1 of this series, the broad cycle must not contain edge d1, e1, f1. Also, d1, e1, f2, and
d1, e1, f3 each is a series of destroying edges. In this way, a main segment has one or more series of destroying
edges. They form a sub-tree. When we repeat the main segment for the series of destroying edges: d1, e1, f1, we
may get another destroying edge g between d1 and e1. Then we have a new series of destroying edges d1, g. Later
we will combine d1, g with e1, f1 to shape this series of destroying edges: d1, g, e1, f1.
If a good main segment m does not have good sons due to the destroying edges d1, d2, and d3 (or more), we
only need to repeat m for d1, d2, d3 separately and we then can get a good son. Of course we can repeat m one time
when the broad cycle does not contain the three edges d1, d2, d3.
For a main segment m with one or more series of destroying edges, for each series of destroying edges, when
the broad cycle does not contain these edges, we repeat m one time. Then we have an opportunity to get a good
single path in the tree.
Each series of destroying edges has a key destroying edge with a key destroyed leaf main segment which are
the last destroying edge and the last destroyed leaf main segment.
A man segment can repeat at most one time for each series of destroying edges, i.e., for the key destroying
edge with the key destroyed leaf main segment.
Please note: for the same main segment, when at different place of the depth-first search tree, its series of
destroying edges may be different. This does not matter. We can get more and more destroying edges for a main
segment.
The main segment repeating rule for destroying edges is: for each destroying edge together with its destroyed
leaf main segment, a main segment which is the destroyed leaf main segment’s ancestor (direct or indirect) and
whose broad cycle contains the destroyed edge can be repeated one time later.
Exactly, the main segment repeating rule for destroying edges is: for a main segment, for each series of
destroying edges of it, this main segment can be repeated one time later when the broad cycle does not contain all
the destroying edges of this series.
A main segment can be repeated in the scope from the first main segment to the main final goal broad cycle.
For example, if we have got an additional main segment m’s final goal broad cycle, and then we take another
additional main segment m1 as the current main segment. M1 is destroyed by some destroying edges so we cannot
get its final goal broad cycle and the broad cycle of m contain these destroying edges, then we say m is also
destroyed by these destroying edges and can be repeated for these destroying edges later.
Why we can repeat a good main segment in the depth-first search tree? Because at first we always have a
good main segment in the tree and this good main segment’s broad cycle does not contain any destroying edges,
for example, the first main segment. Such a good main segment’s good son also does not contain any real
destroying edges. Later, a good main segment’s broad cycle may contain some destroying edges. Before we get a
destroying edge, we always have the opportunity not to have this destroying edge. We can recursively think in this
way in the depth-first search. Due to the depth-first rule, before getting this good main segment’s good son, we
may do other bad paths. If we did not get good main segments in bad paths, we can come to the good main
segment to get its good son. If we got the good son in a bad path, we can continue in the bad path, if we can
successfully get a final broad cycle in a bad path, it is enough. If not, we still can come back to the main segment
to get its good son by repeating the main segment of its good son.
For an additional main segment, after it was as the main segment, it and its descendants shape a sub tree and
it is the root of the sub tree. Its final goal broad cycle is a leaf. From the root to each leaf or a destroyed leaf main
segment, there is a series of destroying edges (or no destroying edges in this single path). Later, this additional
main segment can be repeated one time for each series of destroying edges.
Please note:
1) For each destroying edge with its destroyed leaf main segment, a main segment which is an ancestor of
the destroyed leaf main segment and whose broad cycle contains the destroying edge can be repeated at most one
time later.
2) For each series of destroying edges, the key is its last destroyed leaf main segment with the last
destroying edge. Later when the broad cycle does not contain all destroying edges of one (or more) series, then m
is repeated one time for this series of destroying edges.
3) A main segment may have different series of destroying edges at different place of the tree, but this does
not matter. For a series of destroying edges, a main segment can be repeated one time anywhere of the depth-first
search tree when the broad cycle does not contain these destroying edges of the series.
4) When we repeat a main segment m for its one series of destroying edges, we may also then repeat its son.
Repeating the son is also according to the repeating rule. If the son was repeated at other place, then we do not
repeat it again here (but we must remember that the son’s new series of destroying edges are also m’s series of
destroying edges and m may have to be repeated later for this series of destroying edges.)
Because we prescribe that a coming edge cannot be deleted in its descendants, then a main segment cannot be
a descendant of itself.
For each series of destroying edges, there is a single path. We have to remember this single path. We
only remember each step’s main segment and each step’s coming edges and gone edges (including gone breaks) of the
single path. We do not mind other edges in this single path.
Suppose a main segment s has two sons m, n. m has a descendant m1 which is destroyed by edge d1, and n has
a descendant n1 which is destroyed by edge e1. Then s has two series of destroying edges: d1, e1. When the broad
cycle does not contain d1, we repeat s (also m and m1) for d1 and we get m1’s two new descendants m11, m12. m11
and m12 are in different branches of the tree. M11 is destroyed by d11, and m12 is destroyed by d12. When the broad
cycle does not contain e1, we repeat s (also m and n1) for e1 and we get n1’s two new descendants n11, n12. n11 and
n12 are in different branches of the tree. N11 is destroyed by e11, and n12 is destroyed by e12. Then s has four series
of destroying edges: series 1: d1, d11; series 2: d1, d12; series 3: e1, e11; series 4: e1, e12.
Now we explain how to construct the series of destroying edges of a main segment. Please note: these cases
are only preliminary explanations for series of destroying edges. The whole and detailed method to construct,
combine and check series of destroying edges will be discussed in the proof of lemma 4, especially in the
important concept: checking tree.
Case 1: when we repeat s for series 1, and when the broad cycles do not contain destroying edges d1, d11, if
we cannot get s or m or m1 (but get another different path), this does not matter, because we remember each series
of destroying edges and its single path of a main segment.
Case 2: when we try to repeat s for series 1, we may get the main segment s, but if the broad cycle contains
destroying edge d1 or d11, then we cannot repeat s here, i.e., only when the broad cycle does not contain all
destroying edges of a series, we can repeat the main segment for this series.
Case 3: if later m11 has two series of destroying edges s1, s2, we must add these two series to s’s series, i.e.,
s1+d1 is a new series of destroying edges of s, and s2+d1 is another series. So a main segment’s series of destroying
edges look like a tree, but it is not exactly the same as the main segment or broad cycle tree.
Case 4: when we repeat s for series 1, we repeat s, then m, then m1, but m11 has been repeated at other place
for d11, then we cannot repeat m11 again for d11, (but we must remember m11 is a descendant of m1, m, s.)
Case 5: when we repeat s for series 1, the broad cycle does not contain destroying edges d1, d11. But if we
repeat m11, we only need that the broad cycle does not contain destroying edge d11. Also the descendants of m11
can contain destroying edge d1.
Case 6: If a main segment has a series of destroying edges with their destroyed leaf main segments: d1, m1; d2,
m2; d3, m3; d4, m4; then d1, m1. We must delete this series of destroying edges as well as its single path (i.e., do not
remember it), because if it is a good path, the main segment cannot repeat. We only delete this series of destroying
edges as well as its single path. Other series of destroying edges which may share some parts of this series cannot
be deleted. Also for m2, the series d3, m3; d4, m4 and d1, m1 have to be remembered.
Case 7: If in a single path of a series of destroying edges, an additional main segment m1 has a descendant m2
and then m2 also has a descendant m1, we have to delete this single path as well as its series of destroying edges.
But from m2 to m1, we have to remember (as series of destroying edges).
Case 8: After we take an additional main segment as the main segment, later, from it to each destroyed leaf
main segment as well as to its final goal broad cycle, there is a series of destroying edges as well as a single path
(i.e., a sub-tree).
Suppose when we get an additional main segment m1’s final goal broad cycle, m1 has two series of destroying
edges s1 and s2. s2 is to the final goal broad cycle. Then we take another additional main segment m2 as the main
segment and then m2 has three series of destroying edges: a, b, c. Then the series s2 of m1 become three series:
s2+a; s2+b; s2+c. Later if we first get m2 as the main segment then m1, we still can calculate series of destroying
edges in this way. There is no contradiction, i.e., their order is temporary.
Case 9: A main segment s can be repeated at most one time for each destroyed leaf main segment together
with the destroying edge. This destroying edge came to the broad cycle before s occurs. For s, we do not consider
destroying edges which come to the broad cycle after s. But a descendant may be repeated for a destroying edge
after s. So the two paths of two series of destroying edges may contain the same main segments. A destroyed leaf
main segment may also occur two (or more) times under s (but old one is deleted immediately). If a destroyed leaf
main segment has two destroying edges, one come before the main segment s, the other come after s, then it can
be repeated one time under s for the destroying edge after s.
Case 10: a broad cycle: abcdefgh*ijkl..., gh*ij is a good main segment, de is a bad edge and ei is a good edge.
After a good useful cut and insert we get: abcd*hgfeijkl.... But we may get the main segment gh*ij in such a broad
cycle: abcdmn...op*efgh*ijkl..., op*ef is a correct additional main segment. Then after a good useful cut and insert
we get abcdmn...op*hgfeijkl..., i.e., the good main segment gh*ij has two different good sons at different times.
Please note: they belong to the same close side vertex pair set. Anyway, if a main segment m has two sons m1 and
m2 at the same time, later, if the broad cycle does not contain one series of destroying edges of m1 or one series of
destroying edges of m2, we can repeat m. If a main segment m has one son m1 and when we repeat m we cannot
get m1 but get another new son m2, then, later if the broad cycle does not contain at least one series of destroying
edges of m1 and one series of destroying edges of m2, we can repeat m.
Case 11: Let m be a good main segment. m has a bad son m1 and a good son m2 (we did not get them). m1 has
a destroying edge d1 which is a good edge. m1 has a descendant m3 which is a good main segment and m3 has a
destroying edge d3. Now we get m and m’s bad son m1 and we repeat m1 for d3 when the broad cycle does not
contain d1 and d3. We get a good descendant m4 of m3 which is destroyed by an edge d4. The broad cycle of m
contains d4. Then we return to m to get its good son m2. m2 has a good descendant m22 and m22 also has a good son
m3. Because m3 has been done and the broad cycle contains d4, we cannot repeat m3 and its descendants again here.
But we have to remember that m22 has a son m3. Later when we want to repeat m for d4, but the broad cycle
contains d1, so we cannot repeat this single path m, m1, m3, m4. But because we remember that m22 has a son m3,
we can repeat m, m2, m22, m3 and m4. Please note that we only remember m22’s son m3 and we only have to check
if the broad cycle contains the destroying edges in the descendants of m3 one time. When as a descendant of m1, if
m4 is destroyed by a coming edge of m1 or of m1’s a bad descendant, then when we return to m to get m’s another
son m2, because the broad cycle does not contain the coming edge of m1 or of m1’s a bad descendant, we can
repeat m3, m4 in m2’s descendants. When as a descendant of m1, if m4 is not destroyed, we can continue on m4 and
its descendants. This time m4 and its descendants can get the good edge d1 again if needs.
Case 12: a broad cycle abcde…fg…hi…jk..lm*op…, lm*op is the main segment and mc is an edge. Fg and jk
are not coming edges. Firstly, if we want to do a useful cut and insert of kind 1 on it and if cd is a former coming
edge, then cd is a destroying edge. Later if we want to do a useful cut and insert of kind 4 on it, the key segment is
cde…fg…hi…jk..lm and if bc is a former coming edge, then bc is a destroying edge. But bc and cd belong to
different series of destroying edges. If mc is a good edge, then the key segment must contain at least one bad gone
edge 1 (i.e., this edge can be as the gone edge 1 and it is a bad edge, though it may be a destroying edge). Suppose
bc is not a destroying edge and hi is a destroying edge for the useful cut and insert of kind 4. Later when the broad
cycle with the same main segment lm*op does not contain the destroying edge hi, the broad cycle has three
possible kinds (when without new breaks in the key segment): kind 1: dcba…lm*op…, this time there is no
destroying edge, and we can do a rotation to get a son. Later we have to add the destroying edge hi to the series of
destroying edges of the son to shape the series of destroying edges of lm*op. Kind 2: abcde…fk..lm*op…, lm*op
is the main segment, this time, fk must be a bad gone edge 1 and thus a destroying edge (if fk is a good edge, fg
and jk must be bad edges, then we do not have to treat hi as a destroying edge. If vertices f, k or vertices g, j are
adjacent to vertices in the key segment, we can find other bad gone edge 1 in the key segment.). Then hi and fk
shape a series of destroying edges. Kind 3: abcde…fg…hx…yi…jk..lm*op…, then x…y must contain at least one
bad gone edge 1 (or a break) say uv (if not, it means that except edge hi, the key segment must contain other bad
gone edge 1 and thus we do not have to treat hi as a bad gone edge 1 or as a destroying edge). Then hi, uv shape a
series of destroying edges if uv is a coming edge (If vertices u, v are adjacent to vertices in the key segment, we
can find other bad gone edge 1 in the key segment correspondingly).
Case 13: a broad cycle: …ab…cd…ef…ghij…kl…mn…op…qr*st…, qr*st is the main segment m. ri is an
edge. fl, dn, bp are three edges (non-coming edges). We try to do a useful cut and insert of kind 4 on the broad
cycle. ij…kl…mn…op…qr is the key segment (say k1). Kl, mn and op are three destroying edges. Firstly please
note: that we only have to get the son gh*st by a rotation or get gh*st together with a correct additional main
segment by a useful cut and insert of kind 4 is enough. These destroying edges destroy a good rotation (we do not
know but we suppose it is a good rotation). For this case of destroying edges, we only design one series of
destroying edges for the rotation. For additional main segments, the destroying edges see case 14. When the broad
cycle does not contain exactly 1 of the 3 destroying edges (i.e., contains 3-1 of them), or 3 of the 3 destroying edges,
any one case of these, we repeat the main segment one time. These also can be as different series of destroying edges.
This is in order to have a possible good rotation on m to get a good son. If when we repeat m there are k1 new
destroying edges so that we cannot get such a rotation, in the same way, when the broad cycle does not contain 1 of k1,
3 of k1..., we repeat m again. Or, putting them together, when the broad cycle does not contain 0 of k1+3, 2 of k1+3, 4 of
k1+3.... edges, any one case of them, we repeat m. If then the key segment still has k2 new destroying edges so that we
cannot get the rotation, when the broad cycle does not contain exactly 1 of k1+k2+3, or 3 of k1+k2+3, or 5 of k1+k2+3...,
we repeat m. In this way, if the rotation is a good rotation in a good path, at last we can get it. For each successful
repeat, the son’s series of destroying edges are updated. Because all these are only for a rotation, i.e., for the same one
son, they do not affect the polynomial. When we concern one coming edge the broad cycle contains, and when
without such an edge, we can get a different additional main segment whose one coming edge is this edge. But we
do not have to consider this edge is a destroying edge for this additional main segment, because if it is a bad edge,
the additional main segment is a wrong additional main segment; if it is a good edge, we always can find other
correct additional main segments or other bad destroying edges to destroy other correct additional main segments.
We only remember that if the broad cycle contains this coming edge, we do not try to repeat this additional main
segment.
Case 14: a broad cycle:…ghij…kl…mn…op…qr*st…, qr*st is the main segment. Ri is an edge. ka, bl, mc, dn,
oe, fp are six edges (non-coming edges). We try to do a useful cut and insert of kind 4 on the broad cycle.
ij…kl…mn…op…qr is the key segment (say k1). Kl, mn and op are three destroying edges. When the broad cycle
does not contain the edges kl, mn, op, it is: …ghij…ka...bl…mc...dn…oe...fp…qr*st….. Suppose that this time the
key segment ij…ka...bl…mc...dn…oe...fp…qr (say k2) does not contain any coming edges (if it contains,
recursively handle it in this way and they form series of destroying edges). If qr*st is a good main segment and ri
is a good edge and hi is a bad edge, at least one of the three destroying edges kl, mn, op is a bad edge (or the key
segment k1 must contain a bad edge which can be as the gone edge 1, thus we do not have to handle destroying
edges), also at least one of the three segments a...b, c...d, e...f contains one gone edge 1 by which we can get a
correct additional main segment and gh*st is a good son. So we can repeat qr*st when the broad cycle does not
contain each of the three edges kl, mn, op (for example when we repeat the main segment while the broad cycle
does not contain edge kl, we do not mind if it contains mn or op. At last we always can get a correct additional
main segment). And then the descendants and the series of destroying edges of the main segment qr*st shape a
sub-tree. Please note: if the key segment contains some coming edges whose vertices are adjacent to vertices in
the key segment, we always can find some bad edges (or breaks) whose vertices are adjacent to vertices outside
the key segment correspondingly. We take another example to explain this case of destroying edges. A broad cycle:
ab...cd...ef...gh...ij...kl...mn...op*qr..., pa, cn, el are edges and op*qr is the main segment. We do a useful cut and
insert of kind 4 on it. The key segment is ab...cd...ef...gh...ij...kl...mn...op. If the gone edge 1 is gh we can get an
additional main segment a1 and if the gone edge 1 is ij we can get an additional main segment a2. Suppose a1 has
a (or more) series of destroying edges s1 and a2 has a series of destroying edges s2. Later we get the main segment
op*qr in the two broad cycles: ab...cn...op*qr..., ab...cd...el...mn...op*qr.... Then we cannot get the additional main
segments a1, a2. The two edges cn, el destroy them. We add the two destroying edges cn, el to s1, and to s2.
Problem 2: we do a useful cut and insert of kind 4 on broad cycle b1, the key segment is ab...cd...ef. We do
an extension on it to get c...bafe..d and insert it, cd is a good edge and af is a bad edge. Then suppose that the
quasi-main segment has got to its final goal broad cycle, but the additional main segment cannot get to its final
goal broad cycle. If the additional main segment failed and if the descendants of the quasi-main segment may
contain some good main segments, then we always can find some destroying edges (for example, when we try to
do a useful cut and insert of kind 4 again), the repeating rule is as the problem 1. This problem is the same as
problem 1.
If the key segment of a useful cut and insert of kind 4 (or kind 3) contains one or more bad edges (or breaks,
unless all these breaks or each bad edge’s two vertices in this key segments are adjacent to one another by good
edges), we always can get a correct additional main segment, if they are not destroying edges.
If a key segment does not contain bad edges (or breaks), we cannot do a useful cut and insert to get a correct
additional main segment.
Problem 3: Let a1 be a correct additional main segment. Before we get a1, suppose we first get some good
descendants of a1 (these descendants are between a1 and its first goal broad cycle). Later the relating vertices are
recovered to their old positions and we have got some lower good descendants. Then when we get a1, because its
some good descendant main segments have been used, we cannot get to its first goal broad cycle. This is a
problem.
This problem cannot happen because we prescribe that all coming edges must be kept in each descendant
broad cycle.
So, now we can see: a useful main segment must be an unused main segment or a main segment which can
be repeated for problem 1.
When we say to delete (or to add) an edge from a broad cycle, it only means to delete an edge from the broad
cycle, it does not mean to delete or add an edge from the graph. The graph cannot be changed.
Now, we describe the algorithm concisely as following:
Algorithm FindHCycle:
1) Construct a broad cycle without isolated vertices in it (when the minimum degree is 2, this is easy to get)
and take this broad cycle as the current broad cycle.
2) If the current broad cycle does not contain breaks, it is a Hamilton cycle, end the algorithm. Or, choose
the latest additional main segment as the current main segment. If there are no additional main segments
in the current broad cycle, choose any one seeded break segment as the current main segment, and then
set all main segments as unused and set all main segments’ series of destroying edges to empty.
3) Do a useful cut and insert on the current broad cycle. This useful cut and insert cannot be the same useful
cut and insert which has been done on the same broad cycle of the same main segment before. Each new
main segment must be an unused main segment or used but can be repeated according to the main
segment repeating rule. In the mean time, construct and update the series of destroying edges of each
main segment for main segment repeating. The following is the detail of the step 3):
i. Try to do a useful cut and insert on the current broad cycle to get a new broad cycle (son) with no new
breaks. If success, set the new broad cycle as the current broad cycle, and then go to 2).
ii. Try to do a useful cut and insert of kind 1 or kind 2 on the current broad cycle. If success, set the new
broad cycle as the current broad cycle and set the new main segment as the current main segment and
then go to 3).
iii. Try to do a useful cut and insert of kind 3 on the current broad cycle. If success, set the new broad
cycle as the current broad cycle and set the new additional main segment as the current main segment
and then go to 3).
iv. Try to do a useful cut and insert of kind 4 on the current broad cycle. If success, set the new broad
cycle as the current broad cycle and set the new quasi-main segment as the current main segment and
then go to 3).
v. If the current main segment is an additional main segment: i): ab*cd…ghij…, ab*cd is an additional
main segment and its key segment is cd…i, then we can do a rotation to get abhg…dcij…, that bh and ci
are not edges does not matter, then go to 2); ii): ab*cd…ghij…, ab*cd is an additional main segment and
its key segment is cd…gh, then we can re-do the extension on the key segment and then insert it to get
another additional main segment and take it as the current main segment, then go to 3).
vi. Delete the current broad cycle (but keep and update each main segment’s series of destroying edges
tree). If the current broad cycle does not have a father, output “there are no Hamilton cycles in the graph”
and end the algorithm. Take the current broad cycle’s father as the current broad cycle. This father’s main
segment is as the current main segment. Go to 3). How to get a main segment’s father? For a
non-additional main segment, we can directly return to its father. When we do a useful cut and insert of
kind 3 on broad cycle b to get a new broad cycle with an additional main segment, this additional main
segment’s father is the broad cycle b. When we do a useful cut and insert on broad cycle b to get a new
broad cycle with no new breaks, we choose the new broad cycle as the current broad cycle and choose
the latest additional main segment as the current main segment, this additional main segment’s father is
the broad cycle b. Please note that because this additional main segment has failed, if it occurs later, it
must fulfill the main segment repeating rule.
When we try to do a useful cut and insert on the current broad cycle, we may have more than one possible
useful cut and inserts. Because we do the depth-first search, each time we choose one. The rules for the algorithm
are as following:
Rule 1: From the first seeded main segment to its final goal broad cycle, all main segments must be useful
main segments (when we do useful cut and inserts), including quasi-main segments and additional main segments.
But in real calculation, when we decide whether to do a useful cut and insert of kind 4, we only have to check
whether we can repeat the quasi main segment if it was used. We do this by checking a checking tree which we
will explain in detail later. This does not affect the polynomial. Because if the quasi main segment has got to its
final goal broad cycle before, we have to combine its checking tree with the checking tree of the additional main
segment. If an additional main segment is not as a new main segment, it can be used as a useful main segment
later. If an additional main segment is a useful main segment when we do the useful cut and insert, but when we
take it as the current main segment, it is not a useful main segment, we can do one step on it according to the
additional main segment operating rule. If still failed, return to its father. For a useful cut and insert, if there is a
gone break which is a break of an additional main segment, we can do one step according to the additional main
segment operating rule. Except for this, and except its break disappears, an additional main segment cannot
change.
Rule 2: We prescribe that: all coming edges must be kept in each descendant broad cycle and all gone edges
cannot return back in each descendant broad cycle, including direct and indirect descendant, except for the special
case: additional main segment operating rule.
Rule 3:
For a main segment m1, if we have got its final goal broad cycle and there are no other additional main
segments in this broad cycle, this means that the algorithm finishes (successes). If there are other additional main
segments, we choose the latest additional main segment as the current new main segment to calculate again, until
the algorithm successes or until we meet such an additional main segment m, which cannot get to the main final
goal broad cycle. Next is the main segment repeating rule.
1): except the main segment repeating rules for the problem 1 (for each series of destroying edges repeat one
time), any one main segment cannot repeat in the algorithm (the algorithm is from the first one seed main segment
to its final goal broad cycle).
If a main segment cannot get to its final goal broad cycle after all its descendants are done, return to its father
and delete all its descendant broad cycles. But if a main segment has got to its final goal broad cycle and its some
descendants are not done, we do not delete them, because we may come back to its descendants in depth-first way
due to the reason that later additional main segments may fail and we may do other branches according to the
repeating rule (i.e., if without the repeating rule, we would not keep these descendants and would not come back
later). Please note that the indirect descendants make the depth-first search a little more complicated. For a main
segment m1 with broad cycle b1, its father main segment is m with broad cycle b. After m1 gets to its final goal
broad cycle b2, this time, the current broad cycle is b2 not b. And then if we choose an additional main segment a1
as the current main segment, a1 is a descendant of m1 (indirect descendant).
The main segment repeating rules cannot affect the polynomial, we will explain it deeply later. In fact, we
have programmed this algorithm. In a lot of runs of this program, the number of repeating is very limited and it
even does not affect the time complexity.
2): there is a special case. We take an example to explain: abcd*efgh*ij... Cd is a bad edge, ch is a good edge
and gh*ij is the main segment. We do a good useful cut and insert on it to get: abchgfe*d*ij... The new main
segment is *d*ij and d is an isolated vertex. This does not affect the algorithm. Please note that if cd*ef is an
additional main segment and cd is not a seeded break side vertex pair, we only need one step to adjust it, i.e., this
is just as when we did the extension and insert to get another additional main segment (when got the cd*ef, and do
not have to mind the positions of other vertices, see the additional main segment operating rule). If cd*ef is a
seeded break segment or if cd is a seeded break side vertex pair, we can let the isolated vertex exist in the broad
cycle, i.e., *d*ij can be as a main segment. In the whole algorithm, only in this case we can get a main segment
which contains an isolated vertex (or two). So, for a broad cycle: abcd*efgh*ij..., ch is an edge. gh*ij is the main
segment and cd*ef is a seeded break segment. We can do a useful cut and insert on it to get: abchgfe*d*ij.... The
new main segment is: *d*ij. This does not affect our algorithm and proof. We call this the “break segment
changing rule”.
Rule 4: After rule 3, try to choose such a useful cut and insert which has no new breaks (without coming
breaks).
Rule 5: After rule 4, first try to do a useful cut and insert of kind 1, 2, secondly kind 3, then thirdly kind 4.
Please note that usually there are a lot of possible useful cut and inserts of kind 4, because there are many possible
gone edges. For each quasi-main segment, we only do one useful cut and insert of kind 4 at one step.
Rule 6: If a main segment cannot get to the main final goal broad cycle after completes all its sub-tree, we
say that this main segment fails. For a broad cycle b1 with a main segment m1, if its final goal broad cycle is got,
then this final goal broad cycle is as the current broad cycle (if we get the new broad cycle b1 without new breaks,
directly take b1 as the current broad cycle). But if m1 is a quasi-main segment, after we get its final goal broad
cycle, then we take this final goal broad cycle as the current broad cycle and take its additional main segment as
the new main segment. And then we have to get the additional main segment’s final goal broad cycle and take the
additional main segment’s final goal broad cycle as the current broad cycle. If any one of them cannot get to its
final goal broad cycle (including more additional main segments according to the additional main segment
operating rule), return 0 to the father, and then continue to do the father’s other possible useful cut and inserts.
Please note that if a broad cycle returns 0 to its father, this means that it finishes its all descendants and we
can delete it and its descendants. If a broad cycle has got to its final goal broad cycle, it usually does not finish its
all descendants, and later we may have to return back to this broad cycle to try its other descendants (in depth-first
way according to the repeating rules). Please note: when we return back to q’s descendants, though main
segments can be repeated according to the repeating rules, the former done paths we cannot do again.
We take an example to explain.
A broad cycle B1: abcdefghijklmnxyop*qrstuvw... . Qh, pm, ie qw, pu are edges. Firstly, there is no such a
useful cut and insert to get a new broad cycle without new breaks. Then, we have the following possible new
broad cycles of useful cut and inserts of kind 1, 2, we can choose any one of them:
B11: Abcdefghijklmpoyxn*qrstuvw...
B12: Abcdefg*poyxnmlkjihqrstuvw...
B13: Abcdefghijklmnxyoputsrq*vw...
B14: Abcdefghijklmnxyop*vutsrqw...
.............
If we choose B11 as the new broad cycle, and xn*qr as the current main segment, and if it gets to its final goal
broad cycle, this final goal broad cycle is as the current broad cycle. If the main segment of B1 is not a quasi-main
segment, i.e., it does not have an additional main segment, then we keep the same current broad cycle and find
another break segment as the main segment. If the main segment of B1 is a quasi-main segment, i.e., it has an
additional main segment, only after its additional main segment also gets to the final goal broad cycle of the
additional main segment, then take the final goal broad cycle of the additional main segment as the current broad
cycle. Otherwise, return 0 to B1’s father.
If we cannot get B11’s final goal broad cycle, return 0 to B1, and then we try B12, or B13, or B14......
If any one of them cannot get to its final goal broad cycle, we try possible useful cut and inserts of kind 3 on
B1. But there is no kind 3 in this broad cycle. Then we try possible useful cut and inserts of kind 4 on B1.
Suppose that we have to do kind 4. We choose mnxyop as the key segment. We first have to choose an edge
as the key gone edge 1. Then, after the quasi-main segment gets to its final goal broad cycle, and then the
additional main segment also get to its final goal broad cycle, take it as the current main segment and try to
choose other additional main segment as the current main segment. Otherwise, continue to try other possible
useful cut and inserts of kind 4. If all cannot get to their final goal broad cycles, then B1 return 0 to B1’s father.
Please note that in this algorithm, for a main segment, we construct a broad cycle which contains this
main segment. Except the four vertices of the main segment, the positions of other n-4 vertices are arbitrary.
We do not need to generate all the permutations of the n vertices, but only need to prove that at each big
step we can have a useful cut and insert which can get a new broad cycle until a Hamilton cycle is got. So, at
first, a broad cycle may contain many breaks. We only make these breaks become less and less by useful cut
and inserts on the broad cycles of the broad cycle set (updated continually).
4 Proof
Now the algorithm is very easy: from the first main segment, we do useful cut and inserts. All new main
segments must be unused or used but can be repeated by the main segment repeating rule for the problem 1 (i.e.,
by checking the series of destroying edges). We prescribe that all the coming edges cannot be deleted from all
descendants, except the case that an additional main segment’s coming edges can be changed by one step.
Next we will prove the above algorithm FindHCycle. Please note that the jobs in the following lemmas are
only for the proof, in practical computation for a big graph, we do not need to do these jobs.
We will prove that if there is at least one Hamilton cycle in the graph, we always have a useful cut and
insert to get a new broad cycle until we get a Hamilton cycle. So if we cannot get a useful cut and insert
when we does not get a Hamilton cycle in polynomial time, this means there is no Hamilton cycle in the
graph.
Please note that for a one break broad cycle, if the maximum vertex degree is 3, the opportunity to
re-permute a broad cycle is very limited (I do not mean that the number of all possible permutations is limited; I
mean that a good main segment’s good sons are limited (fixed when without other breaks no matter how to
permute the broad cycle)), so for a good main segment, if we always do good useful cut and inserts of kind 1 or
kind 2, its good descendant main segments are always different from its good ancestors, no matter how to
re-permute the broad cycle at each step (while keeping the current main segment); and, for a key segment of a
useful cut and insert of kind 4 (or kind 3), the possible combinations of bad edges it contains are limited in some
way (limited, i.e., not arbitrary) no matter how to re-permute the key segment and in order to get a correct
additional main segment, we only need one bad edge (adjacent to outside vertices, no matter any one) in the key
segment. Also, for a good main segment, we can get a good son of it by a good cut and insert unless there is a
destroying edge which is a bad edge. Please note that in all the algorithm, we always do not need a bad edge. For
useful cut and inserts of kind 1, 2, 3, 4, there are three problems and we can solve them by the “repeating rules” as
stated above.
Apparently, at first, the first seeded main segment is a good main segment.
Now we only concern good main segments and their good descendants.
Firstly, we have the following lemma:
Lemma 1: from a correct additional main segment (or from the first seeded break segment when take it as
the main segment) to its first goal broad cycle, if we do good useful cut and inserts on a good main segment, its
good sons ( non-additional main segments) are fixed, no matter how to re-permute the broad cycle. Due to this,
for non-additional main segments, a good main segment’s good ancestors cannot become its good descendants no
matter how to re-permute the broad cycle. So, we concern the lowest good descendant. If we cannot get a good
son on a good main segment, it must be destroyed by some destroying edges. The destroying edges for a good
main segment and its one good son are fixed. For two good main segments, if they belong to the same close side
vertex pair set, after one gets to its first goal broad cycle by a good path, the other one must disappear. If they are in
different close side vertex pair sets, the two good paths must contain different main segments: one path is from a main
segment to its first goal broad cycle, the other one is from another main segment to its first goal broad cycle.
The “no matter how to re-permute the broad cycle” means that no matter at what place of the search tree to
get the good main segment.
Proof: Considering the maximum degree 3, we can easily get lemma 1. Except the first seeded main segment,
the two edges of a good main segment are good edges. We take an example to explain: A broad cycle:
abcdefghijklmnop*qrstuv.... op*qr is its main segment and it is a good main segment. jk, be, cm, fn are edges and
pj, lk are good edges. We can do a good cut and insert of kind 1 on it to get a new broad cycle:
abcdefghijponmlk*qrstuv.... lk*qr is the new good main segment and its is a good son of op*qr. Please note that
when the maximum degree is 3, for non-additional main segments, a good main segment’s good descendant main
segments never can become its good ancestors, no matter how to re-permute the broad cycle. For example, we can
re-permute the former broad cycle as: abedcmlkjihgfnop*qrstuv... and we do a useful cut and insert of kind 4 on it
to get a new broad cycle: because jihgfnop is the key segment, lk*qr is still a good descendant of op*qr. We
always concern the lowest good descendant main segment, no matter it occurs on any branch of the algorithm
search tree.
We want to show that for a correct additional main segment (or for a seeded break segment), when we take it
as the main segment (say m), m can always gets to its first goal broad cycle. In fact, we only have to prove that m
can get to its first goal broad cycle while all former coming edges are good edges, because if they are bad, they
will be destroying edges and the main segment repeating rule can solve it.
Firstly, if we can always do good useful cut and inserts, m can get to its first goal broad cycle. In this process,
from m to its first goal broad cycle, we call all non-additional main segments good main segments. They shape a
good main segment set m1. Each main segment contains two side vertex pairs. All these side vertex pairs shape a
side vertex pair set v1. For example, in ab*cd, ab is a side vertex pair while b is the key side vertex. For the same
ab, if a is the key side vertex, it is another (different) side vertex pair. Due to the maximum degree 3 and that
coming edges cannot be deleted in the descendants, m1 and v1 are fixed. If main segment s1 is one of s2’s
descendants, we also say its two side vertex pairs are descendants of s2.
We call the break segments before we take m as the main segment old break segments for m, and call all new
produced additional main segments after we take m as the main segment new break segments for m.
We do not know which edge is a good edge or not, so we cannot always do good useful cut and inserts. But
we want to keep the good main segment set m1 fixed (unchanged), and keep all the ancestor-descendant main
segment relationship unchanged. So we only concern this main segment set and only concern the lowest good
descendant main segment.
Please note that the constant side vertex pair set v1 is a close side vertex pair set. This means that if we
always do good cut and inserts on the main segments of this set, a new main segment always contains two side
vertex pairs of this set and all the breaks and bad edges of their key side vertices will disappear in the first goal
broad cycle.
If a good main segment’s good sons are fixed, then apparently the good main segment set is fixed. But there
are several things affect this. Firstly, the additional main segments may affect this. We take an example to explain.
A broad cycle: abcdefghij*kl…, ef is a bad edge, je is a good edge and ij*kl is a good main segment. We can do a
rotation on it to get abcdejihgf*kl…, gf*kl is a good son. But we may get such a broad cycle: abcde*xy…ij*kl…,
ij*kl is the good main segment and de*xy is a correct additional main segment. This time ij*kl has a good son
yx*kl which is different from gf*kl.
Suppose the current lowest good main segment is m2, and efgh, ijkl are two segments, fg, jk are bad edges and
fk is a good edge. Due to the maximum degree 3, if gh is a good descendant side vertex pair of m2, then ef, ij, kl
are also good descendant side vertex pairs of m2, no matter how to re-permute the broad cycle (exactly no matter
at what place we get the main segment m2). This means that correct new produced additional main segments
(as shown in the above example) do not affect the ancestor-descendant relationship of the good main
segment set, and also do not affect that the close side vertex pair set is fixed. Seeded break segments
obviously do not affect this. Different permutations also do not affect this. “do not affect the ancestor-descendant
relationship of the good main segment set” means that for the same two good main segments in both cases, their
descendant side vertex pairs (belong to set v1) are the same (though their good descendant main segments may
change, i.e., the good main segment set may change due to correct additional main segments).
But for a broad cycle: abcde*xy…ij*kl…, if ij*kl is a good main segment and de*xy is a wrong additional
main segment (or it contains a former wrong additional main segment whose break was a gone break), after a
good useful cut and insert, we get a good son, then the good main segment set and close side vertex pair set
change. If the wrong additional main segment can be revised to a correct additional main segment by one step
according to the additional main segment operating rule, this problem can be revised. Or, due to the wrong
additional main segment, the broad cycle must contain one or more bad edges. These bad edges can become
destroying edges later. When without these destroying edges, we repeat the good main segment ij*kl and it can get
a good son in the same close side vertex set with it. We call these destroying edges the first kind of destroying
edges.
Another thing can affect the fixed good main segment set. We take the same example as above to explain: A
broad cycle: abcdefghijklmnop*qrstuv.... op*qr is its good main segment and it has a good son lk*qr. Please note
that suppose xk is another good edge, we may get a good son xk*qr of op*qr. But this problem can be solved
because we prescribe that a coming edge cannot be deleted in later descendants and this time there must be a bad
coming edge in the broad cycle (if without a bad coming edge, then this does not matter). If a coming edge is a
bad edge (or a good edge, because we do not know), it can be as a destroying edge. Relating main segments can be
repeated when broad cycles do not contain the destroying edge. We call this kind destroying edges the second kind of
destroying edges.
For the above problem xk*qr, we explain again. There are three cases.
Case 1: l is a break side vertex of an additional main segment. According to the additional main segment
operating rule, we only need one step to recover the good edge lk.
Case 2: ml is a good edge, and l is not a break side vertex. Then there is a coming edge of l which is a bad
edge. We can handle this problem by main segment repeating rule for a destroying edge. This is the second kind
of destroying edges for non-additional main segments.
Case 3: ml is a bad edge and l is not a break side vertex. Then l’s another coming edge is a good edge.
Because the coming edge is not a bad edge, this does not matter. But the good main segment set and side vertex
pair set change (this case may happen: two side vertex pair sets together form one side vertex pair set. This is a
good optional case, so we do not mind it). Please note that both side vertex pairs lk and xx1 (xx1 is another good
edge) are descendants of the main segment. We also prescribe that a gone edge cannot be back to the broad cycle
again in all descendants, this case can be destroyed.
There are two cases that can let two side vertex pair sets together form one side vertex pair set. The above is
one. The other one is: a broad cycle ab*c*defghij*kl…, ij*kl is a good main segment and fk, jc are good edges. We
can do a good useful cut and insert of kind 2 on it to get ab*cjigh*defkl…, or ab*hgijc*defkl, gh*de or ab*hg is
the new main segment. Suppose that if the new main segment is gh*de, and if we always do good cut and inserts
to get its first goal broad cycle, the broad cycle still contain the segment ab*cj. Then, if the new main segment is
ab*hg but not gh*de, this can let two side vertex pair sets form one side vertex pair set. This does not affect our
algorithm and proof.
We still have a problem. Let mn*op be a break segment in a broad cycle. Suppose after a lot of useful cut and
inserts, the broad cycle contains mnxy...uvop, the current lowest good main segment is m2, mn and op are good
descendants of m2. If nx or vo is a bad edge, we cannot get the good son, so the fixed good main segment set is
destroyed and the ancestor-descendant relationship may also be destroyed. We can solve this problem in this way:
in all later descendant broad cycles, we keep the coming edges nx and vo in the broad cycle. But they may be bad
edges, so we take them as destroying edges including main segment repeating rule in the way for the destroying
edges as stated above. Relating main segments can be repeated when broad cycles do not contain the destroying
edges. This is another kind of destroying edges for non-additional main segments. We call it the third kind of
destroying edges.
For a good main segment m, its broad cycle contains an edge e. If without e, we can do a good useful cut and
insert of kind 4 (or kind 3) on the main segment to get a quasi-main segment and an additional main segment. Due
to the edge e, we cannot get this additional main segment. Then e is a destroying edge to destroy this additional
main segment. We call it the fourth kind of destroying edge.
If without the four kinds of destroying edges, a good main segment’s close side vertex pair set and the
ancestor-descendant good main segments relationship from a good main segment to its first goal broad cycle are
fixed. So no matter how to re-permute the broad cycle or no matter at what place of the tree we get the lowest
good main segment, it always can get to its first goal broad cycle.
By the four kinds of destroying edges, we can see: the destroying edges for a good main segment and its one
good son are fixed. This is very important.
Please note: the four kinds of edges must be as destroying edges. The third and fourth kinds are obviously
destroying edges. For the first and second kinds, a good main segment gets a good son, due to these bad edges, the
son is not in the fixed close side vertex pair set of the father. But it is still a good main segment and has its own
close side vertex pair set. So if we always do good useful cut and inserts on them and on later correct additional
main segments as well as their good descendants, these bad edges still will be as destroying edges (unless success
to get another main final goal broad cycle).
Consider all the above together, the lemma 1 holds.
By lemma 1, we can get that: in the whole algorithm, at any time, when we get a good main segment and
there are no destroying edges (bad coming edges) in the broad cycle, its close side vertex pair set is fixed. Because
of this, for each close side vertex pair set in the algorithm, there is a lowest good main segment. We can only
concern the lowest good main segment. If without bad coming edges, a good main segment only occurs in the
algorithm at most one time. Because if we get such a good main segment, we always have the opportunity to do
good useful cut and inserts to get its first goal broad cycle. And when without bad coming edges, all other
additional main segments must be good main segments. If some of side vertex pairs of the set are already
connected by good edges and without bad coming edges, this does not affect our algorithm. So a lowest good
main segment has two ways: occurs with destroying edges, then we have the opportunity to repeat it for
destroying edges later; occurs without destroying edges, then recursively we always have the opportunity to get
the main final goal broad cycle.
Lemma 2: 1) if when we do a useful cut and inset of kind 4 (or kind 3) on a good main segment we get a
good quasi main segment, then we always can get a correct additional main segment by finding destroying edges
and repeating the main segment for destroying edges or can get a good son by a rotation (or can get immediately).
2) if when we do a useful cut and inset of kind 4 (or kind 3) on a good main segment we get a good quasi main
segment and a correct additional main segment, and if later when we repeat this main segment we cannot get this
correct additional main segment, then, we always can find a new destroying edge for it, or, can get other correct
additional main segments or other bad destroying edges for other correct additional main segments.
Proof:
1) Firstly, if we can do a rotation on the main segment (i.e., does not need the additional main segment) and
the son can continue (can be repeated), we always repeat the main segment. Now, suppose we do a useful cut and
insert of kind 4 on a main segment m. Suppose m is a good main segment and the quasi main segment of this
useful cut and insert is also a good main segment. The key segment contains k destroying edges (i.e., the former
coming edges the key segment contains, do not include the edge whose two vertices are all adjacent to vertices
utterly in the key segment). Then we design one series of destroying edges as stated in the above case 13. In this
way, we always can get a good son by a rotation in a good path if it exists.
2) There are three cases (recursively only these three cases) that we cannot get a correct additional main
segment on a good main segment.
Case 1: A broad cycle: ab...cd...ef...gh...ij...kl...mn...op*qr..., pa, cn, el are edges and op*qr is a good main
segment. We do a useful cut and insert of kind 4 on it. The key segment is ab...cd...ef...gh...ij...kl...mn...op. If the
gone edge 1 is gh we can get a correct additional main segment a1. Later when we get the main segment op*qr in
the broad cycle: ab...cn...op*qr..., we cannot get the additional main segment a1. The edge cn destroys it. Please
note that cn must be a bad edge, because if it is a good edge, the key segment must contain other bad gone edge 1
by which we can get a correct additional main segment so that we do not have to mind the additional main
segment a1. On the other hand, if it is a good edge, but this good edge should come in the broad cycle later after
the useful cut and insert of kind 4 in a good path, then it can be as a correct destroying edge. Anyway, because we
do not know it is good or bad, we always take it as a destroying edge. Later when without the destroying edge cn,
we get the main segment op*qr in the broad cycle: ab...cd...el...mn...op*qr...., we still cannot get the additional
main segments a1. The edge el destroys it. So cn, el (or more in this way) is a series of destroying edges for the
additional main segment a1. Suppose a1 itself has one (or more) series of destroying edges s1. If the key segment
changes (but the two ends of the key segment do not change) and a1 has a new destroying edge in this way, we
still add it to the series. We can add this series of destroying edges cn, el to s1 (only when combine them).
Case 2: We see another example. A broad cycle: ab...cd...ef...gh...ij*kl..., aj is an edge and ij*kl is a good
main segment. We do a useful cut and insert of kind 4 on it. The key segment is ab...cd...ef...gh...ij. When the gone
edge 1 is ef we can get a correct additional main segment a1. Later when we get the main segment ij*kl in the
broad cycle: ab...cm...op...nh...ij*kl..., we do a useful cut and insert of kind 4 on it, and we cannot get the
additional main segment a1. The edge cm or nh destroys it. For the same reason as above, cm or nh must be a bad
edge. Suppose a1 has a series of destroying edges s1. Then we can add the destroying edge cm or nh (or more in
the same way to get) to s1 (only when combine them).
We take another example to explain.
Suppose we do a useful cut and insert of kind 4 on a good main segment m to get a good quasi main segment q and
a correct additional main segment fg*xy. The key segment is ...abcdefghijklmn.... fg*xy itself has a destroying edge d1.
We repeat m for the destroying edge d1 and do a useful cut and insert of kind 4 on it. But this time the key segment
is: ...abcdklmn.... We cannot get the additional main segment fg*xy and the destroying edge is dk. It is a series of
destroying edges for fg*xy. But dk is a good edge and the correct key segment for m is: ...abopfghiqrmn.... bo and rm
are good edges. For the key segment ...abcdklmn... we can get a correct additional main segment when the gone edge 1
is bc or lm. This correct additional main segment must have a correct series of destroying edges. When we repeat m for
this series of destroying edges, we can get this additional main segment and continue or we get this key
segment ...abopfghiqrmn..., on which we still can get the correct additional main segment fg*xy. In this case, fg*xy may
have another series of destroying edges. Due to the maximum degree 3 and the rule of keeping coming edges, the
number of such series is limited. Two series may share some destroying edges. We can easily find and remember them.
Case 3: We can do a useful cut and insert of kind 4 on a main segment m to get a quasi main segment and an
additional main segment. a*b is the gone break 1. ax and yb are bad edges. Later when we repeat the main
segment m, the key segment contains ax...yb, so we cannot get this additional main segment. ax or yb is a
destroying edge for this additional main segment.
We do a useful cut and insert of kind 4 on a main segment m to get a quasi main segment q and an additional main
segment a. The key segment is k. After q has got to its final goal broad cycle, we take a as the current main segment. If
a fails, we have to redo the extension and inserting on the key segment k to get other possible additional main segments
according to the additional main segment operating rule. But this time, the key segment k may change and we may get
different additional main segments compared to when we did on m. This does not matter, because if m and q are good
main segments, the former additional main segments must contain a correct additional main segment (or correct
destroying edges) and the later additional main segments must also contain a correct additional main segment (or
correct destroying edges). Even that one time we can do a rotation and the other time we cannot do a rotation still does
not affect our proof.
Suppose we do a useful cut and insert of kind 4 on a main segment m to get a quasi main segment q and an
additional main segment a1 and later when we repeat m and do a useful cut and insert of kind 4 on it we get q but
cannot get a1. This time if we certainly can get another new correct additional main segment a2, we do not
have to find destroying edges for a1. If we cannot certainly get another new correct additional main segment, we
must find destroying edges for a1. When we do not find destroying edges for a1, later if we want to repeat m for
one series of destroying edges of a2, the broad cycle also must not contain one series of destroying edges of a1
(when a1 is as the main segment, its series of destroying edges). But if we surely know a1 is a wrong additional
main segment, we do not have to find destroying edges for a1 and do not have to repeat it when without its series
of destroying edges. Next, we take some examples to explain this rule.
Each destroying edge the key segment contains may destroy an additional main segment. Suppose a broad cycle is:
abcd...efgh..., cg, fx are good edges and bc, fg are bad edges. After a useful cut and insert of kind 4 on it we can get a
correct additional main segment ab*fe when the key segment contains efgh. Then, the good edge cg or fx is a destroying
edge for the correct additional main segment ab*fe. But we do not have to consider this edge as a destroying edge
for this additional main segment, because if it is a bad edge, the additional main segment is a wrong additional
main segment; if it is a good edge, we always can find other correct additional main segments or other bad
destroying edges to destroy other correct additional main segments. We only remember that if the broad cycle
contains this coming edge, we do not try to repeat this additional main segment.
Suppose we can do a useful cut and insert of kind 4 on a main segment m to get an additional main segment. The
gone edge 1 is ab and the gone edge 2 is cd. Suppose they are bad edges. ac is an edge. When we repeat m, the key
segment contains ab and uv...cd...xy. uv and xy are two coming edges. So we cannot get that additional main segment
this time and uv or xy can be a destroying edge for that additional main segment. But because ab and cd are bad edges,
and we certainly can get other correct additional main segments or destroying edges for other correct additional main
segments, we do not have to take uv or xy as a destroying edge. Only in the special case: ac and bd both are edges, we
have to take uv or xy as a destroying edge. This cannot cause problems.
The destroying edges cannot be non-coming edges (i.e., we do not have to take non-coming edges as
destroying edges), because if such a non-coming edge is a bad edge, it can be as the gone edge 1 to get a correct
additional main segment; if it is a good edge, we can get another correct additional main segment or get bad
coming destroying edges for another correct additional main segment.
Please note: a destroying edge in the above case 1 and case 2 may be a destroying break which is a break of an
additional main segment (or a destroying edge which is a coming edge of this additional main segment). So we may
find a destroying break or a series of destroying breaks. But we do not have to take a break as a destroying break. A
seeded break cannot be a destroying break. A break of an additional main segment can be as a destroying break, but we
do not have to take it as a destroying break. Suppose ab*cd is an additional main segment which a key segment
contains. The old key segment contained the edge cx (i.e., before we got the additional main segment ab*cd, the broad
cycle contained the edge cx). There is another edge cy. Suppose the break b*c can be as a destroying break of the fourth
kind of destroying. If ab*cd is a wrong additional main segment, we only need one step to recover this break to
correct positions according to the additional main segment operating rule; if it is a correct additional main
segment, we certainly can get another correct additional main segment or destroying edges for another correct
additional main segment. So, in both cases, we do not have to take the break b*c as a destroying break.
Though on each key segment, we may get a lot of possible additional main segments, we only need one correct
additional main segment. So, if we surely can get a correct additional main segment on a key segment, we do not have
to consider other additional main segments.
Lemma 3: a good main segment always has one (or more) good son (except at last the end of the algorithm).
Proof:
Firstly, please note: there are two kinds of good main segments:
1) from a correct additional main segment (or from the first main segment) to its first goal broad cycle, if
there are no bad destroying edges and we always do good useful cut and inserts, the main segments are good main
segments. We call them permanent good main segments. They shape a fixed good main segment set and their side
vertex pairs shape a fixed close side vertex pair set. Correct additional main segments can make the good main
segment set change, but cannot change the close side vertex pair set (see proof of lemma 1). If a main segment’s
two side vertex pairs are in the close side vertex pair set, it is also a permanent good main segment.
2) When we do a good useful cut and insert on a good main segment, the son is a good main segment. There
are four kinds of destroying edges. A destroyed leaf good main segment is destroyed by the third or fourth kind of
bad destroying edges. Due to the first or second kind of bad destroying edges, a good main segment may have
such a son which is not in the same fixed close side vertex pair set of that good main segment when we do a good
useful cut and insert on it. But this son is still a good main segment. If we continue to do a good useful cut and
insert on it, it still has a good son. We call them temporary good main segments. So a good main segment always
has one (or more than one) good son, unless is destroyed by a bad destroying edge of the third or fourth kind, or
unless this good son has occurred at other place. If this son has occurred at other place, we do not repeat this son
here but we remember that the father has this son and recursively remember this son’s good single path. Later,
when broad cycles do not contain bad destroying edges of this single path we repeat the first main segment of this
single path, we always can get an updated good main segments path (unless some good main segments have
occurred at other place).
The meaning of temporary good main segments is: by them we can find bad destroying edges. If the
temporary good main segments or even bad main segments can success, this does not affect our proof. This
success is not necessary, so we do not mind this case.
So the lemma holds.
Lemma 4: We can get each main segment’s all possible series of destroying edges by dynamic combinations
in checking tree in polynomial time.
Proof:
We define that all bad destroying edges are correct destroying edges and good destroying edges are wrong
destroying edges.
For a good main segment and its one good son, the destroying edges are bad edges for the first, second and
third kinds of destroying edges. Please note that bad destroying edges are permanent destroying edges and they
can always be as destroying edges.
But for a good main segment and its one good additional main segment son, the destroying edges may be
good edges. This does not affect our proof, because if the destroying edges for a good main segment and its one
good additional main segment son are good edges, we always can have other correct additional main segments or
have other bad destroying edges for a correct additional main segment son.
So we always concern such a good path whose all destroying edges are bad edges.
From a main segment to one of its descendant leaves, we call this a single path (or a path).
If a main segment m has a destroying edge d1, we repeat the main segment when the broad cycle does not
contain d1 (and of course when we can get the main segment). If then it has a new destroying edge d2, then d3...,
we say d1, d2, d3... is a series of destroying edges of this main segment. The first series of destroying edges is d1.
Then it is updated to d1, d2. Then it is updated to d1, d2, d3.... For each updated series of destroying edges, we can
repeat the main segment m one time later when the broad cycle does not contain all destroying edges of this series.
Suppose that when we repeat the main segment for d1, d2, d3, we get two (or more) descendant branches. One
descendant branch has a new destroying edge d31 (or series of destroying edges s31). The other one has a new
destroying edge d32. Then the main segment m has two series of destroying edges: d1, d2, d3, d31; d1, d2, d3, d32.
Obviously, each series of destroying edges belongs to a single path. For example, for a main segment m, m has a
descendant m1 and m1 has a destroying edge d1, i.e., m1’s son m2 is destroyed by d1. We repeat m for d1 and we get
m...m1 m2.... The m2 has a descendant m3 and m3 has a destroying edge d2. When the broad cycle does not contain d1 and
d2, we repeat m and we get m ... m1 m2 ... m3 m4.... Then d1, d2 is a series of destroying edges of the single path m ... m1
m2 ... m3 m4.... and also the latter is a single path of this series of destroying edges. We remember each series of
destroying edges and its single path. We only remember each step’s main segment and each step’s coming edges
and gone edges (including gone breaks) of the single path. We do not mind other edges in this single path.
For the useful cut and insert of kind 1 or kind 2, if a main segment cannot get a son due to some destroying
edges, the destroying edges are fixed. And for a good main segment’s one good son, the destroying edges must be
bad edges. But for the useful cut and insert of kind 4 (or kind 3), its key segment may contain a lot of destroying
edges. We do not know which is a bad edge or a good edge and we do not know how to choose correct destroying
edges directly. But that we only have to get one correct additional main segment is enough. If we can get an
additional main segment, we do not mind the destroying edges, because according to the additional main segment
operating rule, if this additional main segment is wrong, we still can get a correct one later if it exists.
We call such a destroying edge for a useful cut and insert of kind 4 the fourth kind of destroying edge: due to
this destroying edge, we cannot get an additional main segment (or a rotation). But if after we get an additional
main segment, the additional main segment may have the first to third kind of destroying edges later as stated in
lemma 1. We treat them in different ways.
Firstly we explain for the fourth kind of destroying edges. Let the current broad cycle be b, and its main
segment be m. We do a useful cut and insert of kind 4 on it and the key segment is k. Suppose that the key
segment contains two destroying edges kd1, kd2 due to which we cannot get some additional main segments. By
this useful cut and insert, we can get a quasi-main segment q and an additional main segment a. q has three series
of destroying edges: s1: f1, f2; s2: g1, g2; s3: h1, h2. Suppose without kd1 we repeat the main segment and we can get
an additional main segment ka1 and without kd2 we can get an additional main segment ka2 correspondingly. Later
ka1 has two series of destroying edges ks1, ks2 and ka2 has one series of destroying edges ks. Then we have to add
kd1 to ks1, ks2, i.e., ka1 has two series of destroying edges: kd1+ks1, kd1+ks2 (this additions are only for this main
segment; the main segment ka1 still has its own independent series of destroying edges ks1, ks2). We also have to
add kd2 to ks. Please note: if without kd1, we get another destroying edge kd11 (or more) correspondingly, and then
without kd1 and kd11 we get the additional main segment ka1, we have to add kd1+kd11 to ks1, ks2. Later, if we try to
repeat m, the broad cycle must not contain at least one series of destroying edges of q and at least one series of
destroying edges of a, or a1, a2, .... The a, a1, a2 ... are old additional main segments we got before. But now the key
segment may change and we may get different additional main segments. This does not affect our proof.
There are four kinds of destroying edges. The fourth kind is much more complicated than the former three
kinds. For the fourth kind of destroying edges, we can see them in the above case 13, case 14 in the problem 1 and
the lemma 2. Case 14 and lemma 2 are for correct additional main segments. The above kd1, kd2 belong to case 14.
Case 13 is mainly for the good rotation. They are not independent. We have to recursively think them together.
If we cannot get any additional main segments, we can find the destroying edges (i.e., the former coming
edges the key segment contains, do not include the edge whose two vertices are all adjacent to vertices utterly in
the key segment). When the broad cycle does not contain them (together with the series of destroying edges in this
path, we do not mind if the broad cycle contains other destroying edges), we repeat the main segment one time.
There are two kinds of destroying edges in the key segment. One is as the above case 13. The other is as in the
above case 14 (they are not exactly different). For the case 13, we design one series of destroying edges. When the
broad cycle does not contain exactly 1 of the k destroying edges (i.e., contains k-1 of them), or 3 of the k destroying
edges, or 5 of the k destroying edges..., any one case of them, we repeat the main segment one time. These also can be
as different series of destroying edges. This is in order to have a possible good rotation on m to get a good son. If when
we repeat m there are k1 new destroying edges so that we cannot get such a rotation, in the same way, when the broad
cycle does not contain 1 of k1, 3 of k1..., we repeat m again. Or, putting them together, when the broad cycle does not
contain exactly 0 of k1+k, 2 of k1+k, 4 of k1+k.... edges, any one case of them, we repeat m. If then the key segment still
has k2 new destroying edges so that we cannot get the rotation, when the broad cycle does not contain exactly 1 of
k1+k2+k, or 3 of k1+k2+k, or 5 of k1+k2+k..., we repeat m. ... In this way if the rotation is a good rotation in a good path,
at last we can get it. For each successful repeat, the son’s series of destroying edges are updated. Because all these are
only for a rotation, i.e., for the same one son, they do not affect the polynomial.
If when we do the repeat, there are more new destroying edges, we put them together in the same way to do,
or combine them as a series of destroying edges.
Now, we define the concept: a unit. Each main segment and its one son is a unit. By lemma 1 and lemma 2, a
good main segment’s good sons are limited and for a good main segment’s one good son, the destroying edges are fixed.
So in a good path from a good main segment to its first goal broad cycle, the order of non-additional good main
segments is fixed. Good ancestors cannot become good descendants at any time.
From a main segment to its first goal broad cycle in the tree, usually there are a lot of paths (exponential). Also
after a main segment m got to its final goal broad cycle, we will take all the existing additional main segments as the
main segment one by one in turn. From m to the last additional main segment, usually there are a lot of (exponential)
possible paths in the tree.
But the units are polynomial and the order of ancestor-descendant non-additional good main segments is fixed. So
we concern the lowest good descendant. Also destroying edges for a good unit are fixed.
Based on these, we want to get a good path from a main segment to its first goal broad cycle by dynamic
combinations and get a good path from the above m to the last additional main segment by dynamic combinations in
polynomial time. They are two kinds of dynamic combinations.
Now we explain the two kinds of dynamic combinations.
These things are important for dynamic combinations: for a close side vertex pair set, a good main segment’s good
ancestors cannot become its good descendants; we concern the lowest good descendant; each main segment repeats at
most one time for each destroyed leaf main segment with one (or more) destroying edges; for the combination, if we
get such a path which contains main segment m, m1, m2, ....m, i.e., the same main segment m occurs again, we delete
this path. But from m1 to m, the series of destroying edges for m1 has to be remembered.
Logically, the two kinds of combinations are the same, because both are for a tree.
First kind: we get a single path from a main segment to its first goal broad cycle by dynamic combination. Then
second kind: we combine a main segment’s paths to its first goal broad cycle with the descendant paths of the
additional main segments that will be as main segments by dynamic combination. The dynamic combination is based
on series of destroying edges.
The basic series of destroying edges are from a main segment to its first goal broad cycle (exactly, the basic series
of destroying edges is from a main segment to its one son). This is a sub-tree. In each single path of this sub-tree,
there is a series of destroying edges (or this single path does not have destroying edges, if so, main segments in
this path cannot be repeated). Each main segment has its independent series of destroying edges, though main
segments have relationships to each other. A single path and a series of destroying edges have one to one
relationship. But this one to one relationship is dynamic (often changed or updated), because when the broad
cycle does not contain all the destroying edges of this series we do the main segment repeating, the corresponding
single path may change and this series of destroying edges will be updated.
Obviously, a single path can be repeated one time when the broad cycle does not contain all destroying edges
of this series of this single path (this series of destroying edges is updated continually, for every updating, we
repeat the main segment one time). But a main segment may have one (or more) single path to its first goal broad
cycle, we have to combine the series of destroying edges of such a single path with the series of destroying edges
of the latest (the next) additional main segment (i.e., after we get the first goal broad cycle, we take such
additional main segment as the current main segment). This seems to be a little more complicated. In fact, this is
the same thing as from a main segment to its first goal broad cycle, because the whole algorithm is a tree.
We have to construct three kinds of trees. The first kind of tree is the depth first search tree according to the
algorithm. It is only one tree. The first main segment with its broad cycle is the root of this tree and the end is its
final goal broad cycle. Each node is a main segment with a broad cycle. If a main segment cannot get to the main
final goal broad cycle after finishing all its descendants, we delete the main segment with its broad cycle and its
descendants in this tree. Later it can be repeated according to the repeating rule. Before repeating a main segment,
we have to check whether we can repeat it. The number of main segments is polynomial and the repeats of each
main segment are polynomial, so except the checking time, this tree is polynomial.
In order to check whether we can repeat a main segment, for each main segment, we construct a tree. They
are the second kind of trees. We call such a tree a checking tree. In this tree, each node is a main segment (does
not need to remember its broad cycle). Each single path has a series of destroying edges.
These trees also depend on the depth first search. Its root main segment’s final goal broad cycle is a leaf in
the tree and the tree may have a lot of such leaves.
From a leaf main segment a to its one ancestor b, if there are no branches but b has brothers, we call it a leaf
path. A leaf is a main segment with its broad cycle which does not have any sons or which would have sons but
destroyed by some destroying edges or has some remembered sons as explained later, or is a final goal broad
cycle of the root. When a main segment is as a leaf in these ways, it may also have other sons.
If a main segment in the depth first search tree cannot get a son due to some destroying edges and the son is a
new main segment which never occurred in the tree before, we call this son a destroyed non-occurred main
segment, and call these destroying edges final destroying edges. When the current broad cycle does not
contain a series of destroying edges of a main segment m and we repeat m, the series of destroying edges
must contain final destroying edges and we must get a destroyed non-occurred main segment (i.e., it occurs
now). So the times of repeats are polynomial.
In a checking tree, a main segment can be repeated polynomial times, so all nodes of the tree are also
polynomial.
The number of nodes of each checking tree is polynomial. When we check whether we can repeat a main
segment, we have to go all over its checking tree according to depth first order one time. In this tree, a node
may be remembered a lot of times, but we only have to check this node and its all descendants one time. So the
checking time is polynomial. Please note: this is very important: some nodes may be repeated a lot of times, but
the number of nodes of each checking tree is polynomial; we may remember some nodes at a lot of places, but we
only have to check each of these nodes and its all descendants one time. So the checking time is polynomial.
The third kind of trees are temporary trees. We call them temporary checking trees.When we do the second
kind of dynamic combination, we need these trees (similarly, for temporary checking trees, we have one
temporary depth first search tree like the depth first search tree).
In the depth first search tree, we delete each failed main segment with its broad cycle. But in a checking tree,
only when we can get a path become longer at another place, we delete the old (shorter) path at the old place (i.e.,
delete the single path which is destroyed by coming edges after the checking tree’s root). So a checking tree
becomes bigger and bigger. A checking tree contains some leaves.
When a main segment has got to its final goal broad cycle, we combine this path with an additional main
segment’s checking tree (recursively) and with the destroying edges which destroy some possible additional main
segments. Please note this case: for a good main segment, we may have to do a useful cut and insert of kind 4 on
it to get a good quasi main segment; we may only have to do a rotation on it to get a good son. We take an
example to explain this. For a broad cycle abcdefghij...klmnop*qr..., the main segment m is op*qr and m has an
ancestor m1. We can do a useful cut and insert of kind 4 on it to get a quasi main segment fg*qr. The key segment is
hij...klmnop. For the key segment, we concern the two end vertex pairs hi...op. If other vertices it contains change but
hi...op do not change, we still say they are the same key segments. The key segment contains four former coming edges.
Suppose three of them are bad destroying edges of the above case 13. Now if we can get one correct additional main
segment by this key segment, we do not have to consider the fourth kind of destroying edges. But because we do not
know whether we can get a correct additional main segment, we suppose we cannot. So according to the destroying
edges rule for case 13, later, when we try to repeat m1 for the single path m1, ..., m, fg*qr, we have to check if the broad
cycle does not contain any one (exactly one) of the four edges or any three of the four edges. If it does not contain, we
can repeat m1, then m and then we can get fg*qr by a rotation. Please note: if from m1 to m, some new coming edges are
added into the key segment, we may not get gh*qr by a rotation. This does not affect our proof, because if these new
coming edges are good edges, it means we can get correct additional main segments by the former key segment before;
if they are bad edges, it means that from m1 to m, this single path is a bad path. Also please note: a destroying edge of
case 13 and a destroying edge of case 14 are not exactly different. If a destroying edge of case 13 becomes a destroying
edge of case 14, it (or the vertices between its two vertices) must contain bad edges or bad destroying edges by which
we can get correct additional main segments. Also note: when we do a useful cut and insert of kind 4 on a main
segment m, if the key segment does not contain any bad edges and breaks so that we cannot get a correct additional
main segment, we can get a good son by another coming edge (another son by a different cut) or to get correct
destroying edges.
Please note: a main segment may have different sons at different places. Suppose that a main segment m1 has
three sons a, b, c and at another place m1 has three different sons d, e, f (due to that the broad cycle changes). At a
new place it has another three sons g, h, i. We call a, b, c a son set of m1. So m1 has three son sets. In order to
repeat m1 later, the broad cycle must not contain at least one series of destroying edges of each son set. We call
this the son set rule. If a main segment has two son sets, then there are three cases that we can repeat the main
segment: two son sets have two different series of destroying edges; set 1 has a series of destroying edges and
when the broad cycle does not contain this series of destroying edges the main segment must have son set 2; the
series of destroying edges of set 1 and the series of destroying edges of set 2 share some part, i.e., they have the
same descendant leaf.
Please note, this is very important: in order to repeat m1, each son set has at least one series of
destroying edges the current broad cycle does not contain. So, we only have to check the old paths (i.e., the
paths we have got or have done in the checking tree) of m1. If it shows that m1 cannot repeat, do not repeat it. If
it shows m1 can repeat and after we repeat m1 we get some new paths (note: when without the whole series of
destroying edges at last, when we repeat m1, we always can get the same single path), we have to check the new
path (to combine new paths with old paths). If it shows we can repeat, we repeat. If not, we continue to check the
old checking tree from this point. This does not affect the polynomial. That each son set has at least one series of
destroying edges the broad cycle does not contain also does not affect the polynomial of the combination.
Now, we give a detailed explanation what the checking tree is. For each main segment, we construct a
checking tree. This main segment is the root of the tree and we call the tree this main segment’s tree. It comes
from the depth first search tree. Each node is a main segment and each single path is together with a series of
destroying edges. The tree is updated with the process of the depth first search. After updated, it becomes bigger
and bigger but it cannot become smaller. When we can get a son which has occurred before and the current broad
cycle does not contain one series of destroying edges of the son, we get the son, i.e, we repeat this main segment.
This time, we can get the relating single path become longer or can get a new path. Also the old leaf of the
relating single path must have a son which is destroyed by the destroying edge and which must be a new main
segment or it is also a main segment which can be repeated according to the repeating rule, i.e., at last we must get
a new leaf which never occurred before. So, we have to do dynamic combination. If the son is not new and cannot
be repeated, we do not do the repeating but remember the leaf has such a son here in the checking trees. But if it is
destroyed by coming edges after the checking tree’s root, we do not remember it.
In the checking tree, any ancestor cannot be the same as a descendant of it. A node can be repeated
polynomial times according to the repeating rule. For one destroyed non-occurred main segment, each main
segment can be repeated at most one time. If a leaf does not have any sons (without destroying edges), the main
segments in this path cannot be repeated later. If a leaf is destroyed by coming edges after the root, i.e, the root
broad cycle does not contain these edges, this single path cannot be repeated. But if in the same tree, another path
p does not contain these destroying edges, we can repeat this leaf path and continue to get the son of that leaf
under p.
Please note: a main segment repeats at most one time for each destroyed non-occurred main segment. Each
repeat has to produce at least one new main segment which never occurred before. So the main segment repeats
are very limited. A main segment a has a descendant b, and at another place b may also have a descendant a. But
when b is a descendant of a, a cannot be a descendant of this b. When the current broad cycle does not contain
one series of destroying edges of a main segment m, we repeat m and the relating single path and thus we get a
longer single path or a new path. If we get a longer path of m at another place (the old path at the old place is
contained in this longer path), then we delete the old path (the part shared by other paths cannot be deleted),
because this means that the old path is destroyed by coming edges after the checking tree’s root.
In the depth first search tree, if we have got a main segment m and all its descendants, but it failed to get to
the final goal broad cycle, we delete m (with its broad cycle) and its descendant broad cycles. But in the checking
tree, we do not delete them. If at another place we can get m later, if we cannot repeat m according to the rule, i.e.,
we cannot make any single path of m become longer (or cannot get a new path), in the depth first tree, we try to
get other sons or return to the father. But in the checking tree, we have to remember this place have a son m. If m’s
some paths can become longer, we repeat m and these paths (or get some new paths) in the depth first search tree
and in the checking tree. For m’s other descendants, we remember them by remembering one or more sons in the
checking tree.
When we try to repeat a main segment m in the depth first search tree, we have to check whether we can
repeat it. We do this by traversing the checking tree of m. The nodes of the checking tree are polynomial. For a
main segment r with its descendants, it may be remembered a lot of times at different places. We only check r’s
such descendants one time. So the checking time is polynomial. Each remembered main segment with its
descendants must be in this checking tree at the first place they occurred (if the descendants also contain a
remembering leaf, this leaf and its descendants also occurred at some place of the checking tree).
The thing being remembered in a checking tree is like a pointer in C program. In a big tree, there are a lot of
main segments with their descendants being remembered many times (please note: such main segment and its
descendants in this tree are usually not completely the same as the checking tree of this main segment). But in its
descendants, some main segments with their descendants are also remembered a lot of times. They are not
multiplied to exponential, because in a checking tree, one main segment with its descendants being remembered
are only checked one time.
When we traverse a main segment’s checking tree to decide whether we can repeat this main segment, if we
can get a leaf’s son (new main segment never occurred before), we can repeat this main segment. This is the same
thing that the current broad cycle does not contain the series of destroying edges (which have to contain final
destroying edges) of a single path of the checking tree.
We repeat a single path when the broad cycle does not contain its series of destroying edges. We have three
results: 1) get a longer path which contains the old path; 2) get a new path which is different from the old path; 3)
get a shorter path which is contained by the old path. For 3), we add (insert) the new destroying edge to the series
of destroying edges. At last, we still can get the result 1) or 2). So we only explain 1) and 2).
Now we explain the key point for the property of polynomial time in detail.
At first, we explain the coming edges and destroying edges again. We call edges in the first broad cycle
original edges. We call edges which come to the broad cycle after a useful cut and insert coming edges, and call
edges which leave the broad cycle after a useful cut and insert gone edges. We prescribe that all coming edges
cannot leave the broad cycle later in all the descendants and all gone edges cannot come back to the broad cycle
later in all descendants in the depth first search. A broad cycle abcdefgh*ijkl, its main segment is gh*ij. Bc is a bad
edge and hb is a good edge. So we can do a good cut and insert to get abhgfedc*ijkl. But ab is a coming edge and
hb is a gone edge. So we cannot let hb come back again. So this is not a useful cut and insert and we cannot get
that broad cycle here. Usually each destroying edge is a coming edge, but this time, the coming edge ab is a good
edge. We treat ab and bc together as a destroying edge (i.e., we treat them as one bad coming edges, in fact there
is really one coming edge). We call them together a special bad coming edge. So we always say that bad coming
edges destroy good useful cut and insert. Logically this does not affect our proof.
A main segment has several sons and we get these sons in a fixed order (including additional main segment sons).
A main segment contains two side vertex pairs. Each main segment has its own ancestors and descendants. Also, for
two side vertex pairs of a main segment, each one has its own ancestors and descendants. For example, a broad cycle
abcdef*ghijk, ef*gh is the good main segment. ef is a good side vertex pair and gh is another good side vertex pair. We
do a rotation on it to get abfedc*ghijk. Then get abfedc*jihgk. dc is ef’s son and ji is gh’s son. For the main segment
dc*ji, we can get it by ef*gh. We may also get it by xf*gy. xf and gy are two other edges. dc has two possible fathers ef
and xf. ji has two possible fathers gh and gy. gh and ef are correct fathers.
Now we take examples to explain how to enter a bad path from a good path and then from the bad path to a
good path.
Example 1: a broad cycle: abcdefghijklmnop*qrst, op*qr is a good main segment. Ij is a bad edge and pj is a
good edge. We can do a good cut and insert of kind 4 on it to get a good quasi main segment hi*qr. But we first do
a rotation on it to get abcdefghijponmlk*qrst. Now lk*qr is a bad main segment. We do a rotation on it to get a
new main segment abcdklmnopjihgfe*qrst. Kd is a bad edge. Later kd may be as a destroying edge (the first to
third kind of destroying edge). Also, pj and ij together is a special bad destroying edge. It is this special coming
edge that leads to the later bad coming edges. We call it an entering bad coming edge. Please note: when it is
as this destroying edge, the destroyed good main segment is fixed. We call this the destroying edge of case 1. Also
all bad coming edges in a bad path may be as destroying edges of the fourth kind to destroy good main segment’s
good additional main segment son. We call them destroying edges of case 2. When meeting a seeded break, this
bad coming edges can also be as a destroying edge of case 1. Except that p*q is a seeded break, op is a good edge
and if op is not a good edge, we must have other entering bad coming edge before this.
Example 2: a broad cycle abcdefghijkl*mnop, kl*mn is a bad main segment. Ef and ld are bad edges. De and
gf are two good side vertex pairs of two good main segments. We do a rotation on it to get: abcdlkjihgfe*mnop.
Then fe may have a son which is a good son of the good side vertex pair de. In this way we can enter a good path
from a bad path. Ld will be a destroying edge. We call it an out bad coming edge.
In the two examples, the entering bad coming edge and the out bad coming edge are key destroying edges. Each
can destroy a fixed good useful cut and insert of kind 1 or kind 2 on a fixed good main segment. Other bad edges in the
bad path can only destroy useful cut and inserts of kind 4 or kind 3 by destroying additional main segment sons (or
destroying a rotation). If the out bad coming edge destroys a main segment, when we repeat it, we can get a different
out bad coming edge (or no bad coming edges). If the entering bad coming edge destroys a main segment, when
without it we repeat this main segment, bad coming edges in the bad path will disappear.
From the above examples we can see: when we do a useful cut and insert on a good main segment, we
have two choices. One is correct and the other is wrong. An entering bad coming edge (as well as an out bad
coming edge) destroys a fixed good useful cut and insert of kind 1, 2 on a fixed good main segment. If a
broad cycle contains an entering bad coming edge, it means that we have taken a wrong choice and if it
does not contain this bad coming edge, this means that we have taken a correct choice. For bad coming
edges which destroy the useful cut and insert of kind 4 or kind 3, when without these destroying edges
(series of destroying edges), at last, we can take a correct choice. This is the logic like 2SAT (not 3SAT). This
is the foundation logic of this algorithm for polynomial.
Suppose that in a good main segment m’s checking tree, m has three descendants o, p, q in three different
branches. o has a son r with a lot of descendants and we can see them in the tree. p and q also have the son r and
we only remember that p and q each has a son r. Later we try to repeat m in the depth first search tree. We first
check whether we can repeat it. If we first check the path or and r’s descendants under o, then the path pr and r’s
descendants under p and then check qr and r’s descendants under q, the time would not be polynomial but
exponential. But we only have to check r with its descendants one time. If it failed under o (i.e., we cannot repeat
m to get a longer or new path under o while m...o is not destroyed), we do not have to check it under p, q again.
When the path from m to o is destroyed and from m to p and to q are not destroyed, we do not check r and its
descendants under o but check them under p. If r has some destroyed descendant paths under o (destroyed by
coming edges between m...o) which are not destroyed under p, these paths would have been updated under p
(others are remembered under p) and have been deleted under o. If r failed under o we only check these paths
under p. When there are no such paths, p only remembers r. So we do not have to check r ’s descendants under p
again if they are checked under o. Please note: if there are such paths, in m’s tree, r’s descendants are at two
different places and this tree has two nodes which are the same main segment. But in r’s checking tree, we have to
put them together. Its root is r. Each main segment has its own checking tree. It contains the newest updated
descendant paths (including all descendants).
What are the coming edges between m...o? In a checking tree, we do not remember the broad cycle but only
remember each step’s main segment and each path’s series of destroying edges. The destroying edges for a main
segment and its one son are fixed and the coming edges as well as the gone edges from a main segment to its one son
are fixed, no matter for what broad cycles. So we know these edges. The coming edges between m...o mean all new
coming edges in main segments of the path of m...o.
Now suppose that the current main segment is a good main segment and it has a possible son m. We check m’s
checking tree to decide whether to repeat m here according to the following three rules (three jobs):
1) The current broad cycle contains some coming edges which destroy the main segment o’s one ancestor
main segment (i.e., we cannot get this ancestor by its old father and then we cannot get the path m...o). Then
we put r and its all descendants under p when they are not destroyed here and then check them. But coming
edges between m and p may destroy some descendants of r.
2) If some coming edges between m and p destroy a descendant main segment of r, and if the destroyed main
segment has a descendant which is remembered as a son by another main segment, in the same way,
recursively, we put the former main segment and its descendants under the latter main segment and check
them.
3) For the above example 1, if edge kd destroys a descendant main segment m1, then in the descendants of
hi*qr, we can repeat to check m1 (with its ancestors). And then check the descendants of m1 if they have not
been checked.
Anyway, if a main segment r is remembered as a son by p and q and if r’s one ancestor is destroyed under o,
we put r and its descendants under p (when we first get p) and only check r and its descendants one time again
under p. We can do this continually and recursively. If a main segment m1 is destroyed by edge like kd as in the
above example 1, we can check m1 again under the main segment like hi*qr as in the example 1. In the same way
we can handle the case 2 of the example 1.
We can recursively think the above three rules, but always keep the rule that any two leaves are different in a
checking tree and the remembering son rule.
For a main segment m’s checking tree, if a coming edge came to the broad cycle before we got the main
segment m, we call it an outside coming edge, and if a coming edge came to the broad cycle after we got the
main segment m, we call it an inside coming edge.
In a checking tree, if a main segment does not have sons without destroying edges, it is a leaf , but we do not
keep such a leaf and this leaf path in a checking tree. They are bad main segments. We remember them and do not
repeat them later. If a main segment does not have sons due to some inside destroying edges, it is a destroyed leaf.
We do not keep such a leaf and this leaf path in a checking tree (but temporarily keep them). If a main segment
does not have sons due to some outside destroying edges, it is a destroyed leaf. We keep such a leaf with its
ancestors in a checking tree.
If a son of a main segment has occurred before and this main segment remembers this son, then this main
segment is a remembering leaf and we keep this leaf with its ancestors in a checking tree.
For a destroyed leaf main segment destroyed by inside coming edges, if in a later path we can get that
destroyed son and this son with all its descendants have occurred before, we have to keep this main segment (with
its one single path ancestors) as a leaf in the checking tree to remember that son, even if it has occurred as a
remembering leaf before. We call it a destroyed remembering leaf. When it was a destroyed leaf, its any
ancestor (after the destroying edges came, i.e., it has contained the destroying edges) can be repeated one time
later as an ancestor of the destroyed remembering leaf.
Please note: for the above three jobs, if 2) successes, we do not have to check this part again when we do 3).
Each main segment can be as a destroyed remembering leaf at most one time and these leaves have existed before
we check the checking tree. When we keep a destroyed remembering leaf, the son is remembered by it must have
a descendant leaf which has a destroyed non-occurred main segment son. And if a main segment has some
descendant destroyed remembering leaves, when we check it and its descendants later, we only check the
destroyed remembering leaves with their descendants if other descendants have been checked. If there are more
than one possible destroyed remembering leaves in one path, we choose the lowest one as a destroyed
remembering leaf, unless it has been as a destroyed remembering leaf before.
If a main segment is destroyed by an inside coming edge, we can repeat this main segment when the broad
cycle does not contain this destroying edge in the checking tree. But this time, a good main segment (that main
segment’s descendant or ancestor) may still be destroyed by another coming edge. This is a different destroyed
leaf. We know the series of destroying edges.
Now the main problem is: for the above example, when some main segment between m...o is destroyed, we
put r and its descendants under p, but coming edges between m...p may destroy some descendants of r and thus
we have to check their descendants under another main segment again recursively. Also, in a later path, when
these main segments (were destroyed) are not destroyed, we have to check them and their descendants again. We
can solve this problem by the way: to keep each remembering leaf, especially to keep each destroyed
remembering leaf with its ancestors (one single path ancestors) as stated above. In this way, we can easily do the
above three jobs 1), 2), 3).
Then after we checked r and its descendants under m...p, we only check r and its descendant destroyed
remembering leaf and this leaf’s descendants (except the descendants which has been checked) under m...q.
Please note: a main segment r can be remembered several times and each of its ancestors may also be
remembered several times. So at last, r may be remembered a lot of times. But we prescribe that the
descendants can be checked one time and both the nodes and checking time of a checking tree are O(n3).
We do this by remembering leaves, destroyed remembering leaves. Because coming edges cannot leave the
broad cycle, from a leaf to the root of a checking tree, the main segments are O(n). Leaves are different and they
are O(n2). So nodes in a checking tree are O(n3).
In a checking tree, a main segment may be remembered a lot of times in different paths. Suppose that it has a
good descendant path. Now we consider the inside bad coming edges to destroy good useful cut and inserts of
kind 1 or kind 2 on good main segments. For such a destroying edge, a fixed coming edge (an entering bad
coming or an out bad coming edge as stated above) destroys a fixed good main segment with its one fixed
good son and when without this destroying edge later we can get such a good son.
For destroying edges to destroy useful cut and inserts of kind 3 or kind 4, i.e., to destroy additional main
segment sons, different destroying edges may destroy the same main segment. But at last, if there are no entering
bad coming edges and out bad coming edges, there are also no this kind of destroying edges (to destroy additional
main segment son).
From the above two examples we can see: from a good path to a bad path, a special bad coming edge is a
destroying edge which will destroy a good useful cut and insert of kind 1 or kind 2 later. Then from this bad path
to a good path, there is also a bad coming edge to destroy a good useful cut and insert of kind 1 or kind 2 later.
Other bad edges in this bad path may destroy useful cut and inserts of kind 4 or kind 3 later. Though for this
destroying, different destroying edges may destroy the same main segment, but in the quasi main segment’s
descendants, the destroyed main segment for useful cut and insert of kind 1 or kind 2 is different each time. So for
each such a destroyed main segment, we still have a different destroyed remembering leaf.
Though we do not know which path is a good path, destroying edges for different paths do not affect each
other.
So if we have checked a main segment r with its descendants under p, and if under q the r has more
descendants, q must contain these more descendants, or remember them as destroyed remembering leaves. Then
under q we only check these more descendants.
For the above example, suppose that r has three descendants r1, r2, r3 in different branches. When m...o is
destroyed, we put r with its descendants under p. But a main segment s between r...r1 is destroyed by coming
edges between m...p and r1’s one son r11 is remembered by r2, r3. Then if under the path m...q we can get s and its
descendants, we call s a destroyed remembering leaf in that path. If s can get the descendant r11 in that path and r11
with its descendants has been under r2 or r3, because r11 with its descendants can be checked under r2 or r3, then
we do not check them again under m...q...s. So when we check a checking tree, we remember each checked node
whose descendants have been checked. The problem is that r11 may still have some descendants being destroyed.
Because each destroying is different and we remember each destroyed remembering leaf, we can solve the
problem in this way.
The foundation logic for the checking tree is: as stated above, a fixed coming edge destroys a fixed
good main segment with its one fixed good son for a useful cut and insert on a fixed good main segment;
there are two choices, one correct, one wrong. A bad coming edge means we have done a wrong choice and
without such a bad coming edge means a correct choice. This is the logic as 2SAT. These are the key
differences between this algorithm and 3SAT. This is the key of the concept series of destroying edges. This
is the key that this algorithm is polynomial. In a checking tree, the number of nodes is O(n3) and the
checking time for checking a tree is O(n3). This is the extraordinary insight of this paper. We call this the key
point for the polynomial.
Though different destroying edges may destroy the same additional main segment son, at last, a fixed series
of destroying edges destroy a fixed additional main segment son as stated formerly in the case 14. For case 13, at
last, a fixed series of destroying edges destroy a rotation.
Now we take examples to explain checking tree and destroyed remembering leaf. Suppose that m1 is a good
main segment and m...m1 is a good path. Then m1 enters a bad path. We call the entering bad coming edge here the
first entering bad coming edge. Suppose later the calculation enters a good path (under that bad path). Then at last,
the good path’s good descendants (direct or indirect) must be destroyed by the first entering bad coming edge.
Before this destroying, the good path may be destroyed by other bad coming edges. Fixed bad coming edges
destroy fixed good main segments. Also, when we keep a destroyed remembering leaf, the son is remembered by
it must have a descendant leaf which has a destroyed non-occurred main segment son. So when without the first
entering bad coming edge (i.e., when later we enter a correct path), we always can have a destroyed remembering
leaf which (and its descendants being remembered) does not contain the former bad destroying edges. If the first
entering bad coming edge has not yet been as a destroying edge to destroy good descendants, and another bad
coming edge is as such destroying edge, when without the first entering bad coming edge, i.e., we enter a good
path, this good path must remember a son whose descendants contain the destroyed remembering leaf. This is the
key point.
Please note: the first entering bad coming edge can be as a destroying edge only one time. Later, under
the good path, it cannot be as a destroying edge again.
We take an example to explain the destroyed remembering leaf. Suppose that the current broad cycle’s main
segment is a good main segment and is in a good path up to the root of the depth first search tree. It has a possible
good main segment son m. We want to check whether we can repeat m. We have to show that this checking must
success in O(n3) time and we can repeat m.
In m’s checking tree, suppose that m1...m2m3...m4m5...m6 is a single path (a destroyed remembering leaf path)
and m6 is a destroyed remembering leaf. m1...m2 and m5...m6 are good paths and m3...m4 is a bad path. The root m’s
broad cycle is abcdefghij*klmn.... In which bc is a bad edge and jc is a good edge. When we do useful cut and
inserts on the broad cycle, for the good side vertex pair ij, we have two choices. One is correct and the other
one is wrong. We first do a rotation on the broad cycle to get abcjihgfed*klmn.... This is the wrong choice. The
good son (quasi main segment son, i.e., the correct choice) is ab*kl. Please note: we cannot get ab*kl in the
descendants of ed*kl. So let n be a good descendant of m and m...n be a good path. ed*kl’s descendants do not
contain any main segment in m...n.
So if n has to remember a descendant destroyed remembering leaf, suppose that destroyed remembering leaf
is m6 and m1 is a good son of n. m1 has occurred under ed*kl so n has to remember m1. Please note: coming edges
in m...n cannot destroy the bad path m3...m4 and of course they do not destroy good paths.
If m1’s some descendants are destroyed under ed*kl, we put m1 and these descendants under n. If without
such destroyed descendants, suppose that m1 can get all descendants and can get to its every descendant leaf under
ed*kl. But the current broad cycle may contain some coming edges (outside coming edges) to destroy m1’s some
ancestors. Then we put m1 with its descendants under another main segment in the descendants of ed*kl. If then
m1’s descendants are not destroyed by inside coming edges, we only check them one time here and do not have to
check them again under n. If some descendants are destroyed by some inside coming edges, then we can get some
other destroyed remembering leaves under ed*kl or directly under n. If they are under ed*kl, n just remembers
(one ancestor of) each destroyed remembering leaf. From m1 to this destroyed remembering leaf, we remember a
single path.
At first there is one path from the checking tree’s root m to a destroyed remembering leaf. Because other
main segments may have this descendant destroyed remembering leaf, there are more than one path from this leaf
to m. Later a main segment remembers one ancestor of this leaf as a son if it has.
When we check m’s checking tree, if m3...m4 is destroyed by outside coming edges, i.e., the current broad
cycle contains these coming edges, when we first meet such destroying, we must put m5...m6 under another main
segment to get a new destroyed remembering leaf path in which no main segments are destroyed by coming edges
the current broad cycle contains (outside coming edges).
So when a remembering leaf remembers a son, later we check the son’s descendants if they are not checked.
If it remembers a son with a descendant destroyed remembering leaf, later we may check its all descendants if
they are not checked or only check the descendants of the destroyed remembering leaf if they are not checked.
Also, for a destroyed remembering leaf’s descendants, we only have to check them one time, because if some
descendants have been checked, we remember them and do not check them later and if some descendants of these
descendants are destroyed, other destroyed remembering leaves can handle it.
For a seeded break side vertex pair, a side vertex pair may have four choices, but this does not affect our
proof. Also, the next case cannot happen: a broad cycle: abcd*efgh*ijkl*mnop..., kl*mn is the main segment and
d*e and h*i are two seeded breaks. hd , mi are edges. We do not let this case happen, because we can put the two
vertices d, h together in the first broad cycles.
So at last, the nodes of a checking tree and the checking time are O(n3).
We take an example to explain how to remember a destroyed remembering leaf. Suppose that a main
segment a has a descendant b and b has two descendants c, d in different branches. b, c d are destroyed main
segments being destroyed by some inside coming edges in former paths. Now under a we can get b, c, d. Then
under a, the c and d are destroyed remembering leaves and b is not a leaf but is also remembered (when each of
them occurred in a checking tree the first time, it and its descendants occurred in this tree). Later, if another main
segment x remembers a, this means that it also remembers b, c, d. But if x does not have d as a descendant, it only
remembers the leaf c.
In a word, for a main segment destroyed by inside coming edges in a checking tree, it has two states:
destroyed or not destroyed. If it is destroyed in a path, it is a destroyed leaf and we do not keep this leaf path
except the main segments shared by other paths including that the destroyed leaf may have other sons. If is is not
destroyed in a path, then when it first appeared, it and its descendants are put in the checking tree; when it
appeared at the second time, it is as a destroyed remembering leaf. If there are more than one such main segments
which are not destroyed in a path, we take the lowest one as the destroyed remembering leaf and also remember
others. If the lowest one has been as a destroyed remembering leaf before, we take another one as a remembering
leaf to remember one ancestor of the lowest one. Later, if another main segment has it as a descendant and it is
also not destroyed, that main segment remembers an ancestor of it and also remembers that it is a destroyed
remembering leaf. Different main segments remember different ancestors of it.
For example, suppose that a is a good main segment and its has a bad son b and a good son c. So from a to b
there is an entering bad coming edge s. b has a good descendant d and d has a good descendant e which is
destroyed by s. c also has the descendants d, e, but e is not destroyed here. Under c, e is a destroyed remembering
leaf. Later, if d is remembered under another main segment g, then g has to remember whether it has the destroyed
remembering leaf e under it. If the main segment a is remembered, we know the difference between b and c. For
more destroyed remembering leaves, recursively think in this way and separately handle them if necessary. Also,
when g remembers d, if d has more descendants under g than under b, destroyed remembering leaves handle them;
if d has less descendants under g than under b, we check all d’s descendants as they are under b if they are not
checked.
In summary, checking tree is the key of this algorithm and the destroyed remembering leaf is the key
of checking tree. The foundation logic of the destroyed remembering leaf is: if without destroying edges, in
a single path of a checking tree, all main segments are fixed and the order of these main segments in this
path is fixed; a fixed bad coming edge destroys a fixed good main segment (with its one good son for the
useful cut and insert of kind 1 or kind 2) and such destroying edges are limited, because only the entering
bad coming edge and the out bad coming edge can destroy good useful cut and inserts of kind 1 or kind 2
on a good main segment. For additional main segments, at last, the destroying edges are a fixed series of
destroying edges to destroy a fixed additional main segment son. Also, in a single path, a destroying edge
(or a series of destroying edges) and the main segment being destroyed by it occur only one time.
For each checking tree, from a main segment to its one descendant leaf is a single path. We only keep the
newest updated (longest at the current time) single paths, i.e., except the final goal broad cycle, each leaf must
have a destroyed son which never occurred in the depth first search tree before. For a leaf which remembers a son,
this son also must have such a descendant leaf at last. We do not have to keep other paths. The same logic holds
for each temporary checking tree. In this tree, such leaf’s son never occurred in the temporary depth first search
tree.
In summary: a main segment m has a descendant m1. m1 has a descendant leaf m2 which has a
destroyed son m3 (a new non-occurred main segment) that is destroyed by a destroying edge d. When m1’s
such one descendant path is updated to a longer path (or get a new path) at other place of the depth first
search, i.e., when we have got m1...m2, m3, if from m to m1, all coming edges (we know each step’s coming
edges and gone edges) do not contain the destroying edge d, then m’s such descendant path in m’s checking
tree is automatically updated to that longer path (or get a new path). This is very important. This updating
needs time, but it does not increase the time complexity. Also, if a leaf has a destroyed son which is
destroyed by a coming edge between the root of the checking tree to this leaf (inside coming edge), we do
not keep this leaf path in this checking tree.
For the current main segment m, we can get a son m1. If m1 never occurred before, we immediately get m1. If
m1 occurred before, we have to check whether we can repeat it. We first check m1’s checking tree, if the current
broad cycle does not contain one series of destroying edges (including final destroying edges) of m1, we repeat m1.
After repeating m1, if we cannot get the old single path to become longer, but get a new path, we have to check
whether we can repeat the new path recursively (please note that this does not affect the polynomial because when
we do the repeat each son set must has a (new, updated) series of destroying edges which the broad cycle does not
contain). If we cannot repeat, we have to return to m to continue to check the old checking tree from this point. If
at last, we still cannot repeat, we do not repeat m1 (delete m1 and its descendants) and return to m. In the mean
time, m1’s checking tree is updated.
If only by checking the checking tree, we cannot repeat m1 (cannot get a new non-occurred main segment),
and if the checking tree does not get to m1’s final goal broad cycle, we cannot repeat m1. If m1 can get to its final
goal broad cycle, we have to combine its checking tree with the next additional main segment’s (if m1 got to its
final goal broad cycle, we would take this additional main segment as the current main segment) checking tree,
then recursively, the next’s next...
If we can do a cut and insert of kind 4 on the current main segment m to get a quasi main segment q and
several possible additional main segments a11, a12, a13..., we first check the checking tree of q. If we can repeat q,
we get q and a11. If not, and q cannot get to its final goal broad cycle in the checking tree, we cannot repeat q and
a11. If not and q can get to its final goal broad cycle in the checking tree, we have to combine q’s checking tree
with a11’s (a12, a13)... checking tree, then with next additional main segments’ (a21, a22, a23...) checking tree... in
depth first way.
When we check a checking tree, we have to do the first kind of dynamic combination as stated above. How to
do? To traverse the checking tree in depth first way to see whether the broad cycle contains destroying edges to
destroy each step and to see at last whether we can get a new non-occurred main segment. In order to combine a
checking tree of m1 with the next additional main segment’s checking tree, we have to construct a temporary
depth first search tree and for each main segment in this scope, we construct a temporary checking tree.
Why we do the temporary depth first search? Because the coming edges of former checking trees may
destroy the paths of later checking trees to make the later paths become shorter. We have to get such paths become
longer and longer until we get a new non-occurred main segment if possible.
When we try to repeat a main segment s and s does not have its temporary checking tree, we have to check
(traverse) its checking tree. If it can be repeated (one descendant path in the checking tree becomes longer, or, s
can get to its final goal broad cycle and the next additional main segment’s one descendant path can become
longer, recursively), we repeat s. In the mean time, its checking tree may be updated. After s gets to its final goal
broad cycle, we try to repeat next additional main segment and combine s’s checking tree with its checking tree to
construct s’s temporary checking tree in depth first search. If one descendant path is destroyed by some edges, we
return and continue according to depth first way. Later, if we want to repeat s in the temporary depth first search,
we have to check its temporary checking tree.
If in the temporary depth first search, we get a main segment, which is not in the old checking tree, and if it is
a new main segment which never occurred before, we get it. If it occurred before, we first check its checking tree
and then combine its checking tree with the next additional main segment’s checking tree (recursively next’s next,
in depth first search way) and construct its temporary checking in the same way.
A main segment’s temporary checking tree can be updated if its some descendant paths can become longer or
can get new paths. In each temporary checking tree, the first occurred main segment f and its descendants are put
in the tree. Later, if a main segment can get a son f, we only let it remember f. But if f’s some descendant paths can
be updated, we repeat f and update these descendant paths. Other descendant main segments of f are remembered.
This is the same way as to construct a checking tree.
Please note: the goal of the temporary depth first search is to combine two or more checking trees to
shape temporary checking trees and to make each path of a temporary checking tree be the temporary
longest path at the present time, until to get a real leaf and then get a new son which never occurred before
if possible. So in the mean time, a temporary checking tree’s paths can be repeated (updated) according to
repeating rule like for the depth first search.
We keep and update each temporary checking tree, until after the temporary depth first search tree finishes all
its descendants, we delete the tree and delete all temporary checking trees. Later, if needed, we can construct the
same main segment’s temporary checking tree from a new start.
We take an example to explain. Suppose that the first additional main segment is a11. For the same key
segment, there are other possible additional main segments a12, a13,... The second additional main segment is a21.
Other possible additional main segments for the same key segment are a22, a23,... Then suppose that the current
broad cycle is b and the current main segment is m. We can do a cut and insert of kind 4 on m to get a quasi main
segment q and an additional main segment a31. They have occurred before. For the same key segment we can get
other possible additional main segments a32, a33..... Now we want to decide whether to repeat q and a31. If the
broad cycle b does not contain one series of destroying edges of q, we can do this useful cut and insert of kind 4 to
get q and a31. If not and if q has not got to its final goal broad cycle in its checking tree, we can not repeat. If not
and if q has got to its final goal broad cycle in its checking tree (b does not contain the series of destroying edges
of this path), we combine q’s checking tree with later additional main segment’s checking tree, recursively. Then
if the broad cycle b does not contain one series of destroying edges of a31, or a32, a33... (if not so and also a31
(including a32, a33...) has not got to its final goal broad cycle of its checking tree, we can not repeat q and the
additional main segment), we can repeat q and the additional main segment. When we combine, we construct a
temporary depth first search tree and for each main segment in this scope, we construct a temporary checking tree.
In the depth first search, we first get q’s final goal broad cycle. Then a31, if it gets to its final goal broad cycle,
then a21,...; if not then a32.... In the mean time, for each main segment we have a temporary checking tree which is
like the checking tree. Our goal is: to get to a single path’s leaf and then to get its son (when the broad cycle does
not contain the destroying edge).
When we check a checking tree, if we can get its one descendant path to become longer (i.e., get to a real leaf
and then get its son which never occurred before), or if we can get to the final goal broad cycle of the root and
then combine with the next additional main segment’s checking tree or temporary checking tree... (by temporary
depth first search) and then success, we can repeat the root main segment. But if we check a temporary checking
tree, only when we can get its one descendant path to become longer (does not get a new main segment which
never occurred in the depth first search), we temporarily repeat the root main segment.
Please note: in the temporary depth first search, when we check the temporary checking tree, only when we
can get its one descendant path to become longer (the current broad cycle does not contain the series of destroying
edges of this path), we repeat it (also please note: this is a temporary repeat. Why this is a temporary repeat?
Because usually a leaf in a temporary depth first search tree is not a real leaf in the depth first search tree. In the
temporary depth first search, if we can get a son of this temporary leaf, we can repeat this single path, i.e., a
temporary repeat. But when this is a real leaf, if later the broad cycle does not contain the series of destroying
edges including the destroying edge of this leaf, we can get a new son of this leaf which never occurred before,
this means that the temporary depth first search successes and we can really repeat the main segment, the root of
the temporary depth first search tree).
To understand the following logic is very important:
When we check a checking tree or a temporary checking tree, we do not do cut and inserts, but only
check whether the current broad cycle contains some edges to destroy some paths in the checking tree,
especially whether we can get a longer path. When we do the depth first search and repeat, we have to do
useful cut and inserts. When we do the temporary depth first search and temporary repeat, we do
temporary cut and inserts. They are only for temporarily getting a longer path in the temporary checking
tree. But if when we do a repeat we cannot get the old path (note: when without the whole series of destroying
edges at last, when we repeat, we always can get the same single path), but get a different main segment son,
we have to check whether we can repeat this son. If can, repeat it; if cannot, the checking tree has to
remember it as a son here when the son’s some descendant paths are not destroyed by coming edges in the
checking tree (i.e., coming edges after the root of the checking tree, inside coming edges). If it and its
descendants did not occur in this checking tree, we have to put them under here. But we will not repeat the
same old path only for the same series of destroying edges again (see son set rule). So this does not increase
the time complexity.
Only when a main segment has got to its final goal broad cycle, we combine its checking tree with the next
additional main segment’s checking tree. We combine a main segment m’s checking tree with the next additional
main segment’s checking tree, and then next’s next in depth first way (because each additional main segment has
a lot of descendant paths and we can get more than one additional main segment on the same key segment of a
useful cut and insert of kind 4, we do this in depth first way) to construct m’s temporary checking tree (in the
mean time to construct each later main segment’s temporary checking tree).
In each checking tree or temporary checking tree, if a main segment m and its descendants has occurred at
other places of this tree and if we can get m, we do not get it, but only remember there is a son m here, unless m’s
some descendant paths can be updated (become longer). Also, any ancestor cannot be the same as a descendant.
Now we explain how to check a main segment m1’s temporary checking tree to decide whether we can
temporarily repeat m1.
Suppose that m1’s temporary checking tree is constructed by combining m1’s checking tree with m2’s
checking tree and then with m3’s checking tree. So there are m1’s leaves and m2’s leaves and m3’s leaves in the
temporary checking tree. From m1 (m2, m3) to its one descendant leaf is a single path. This path is not longer than
the same path in the checking tree (if it is longer, the checking is successes and we can do the real repeat). Also
from m1 to any descendant leaf is a single path. Suppose that at the current place, after we get a final goal broad
cycle of m1, the next additional main segment is m2, then m3. We check m1’s temporary checking tree. If we can
get to a leaf and then get a son of this leaf, i.e., the current broad cycle does not contain the series of destroying
edges of this single path, we can temporarily repeat (if this son is a new main segment which never occurred
before or this single path is to the main final goal broad cycle, we really repeat this path, not temporarily repeat).
If when we repeat m1, we cannot get the old path as in the temporary checking tree, but get a different main
segment at one point, we have to check whether we can repeat this main segment. Suppose that at the current
place, we can get a son m1 and if we get a final goal broad cycle of m1, the next additional main segment is m4
(can be m3) not m2. We first check the temporary checking tree of m1 to decide whether to repeat m1. When we
repeat m1 and get m1’s final goal broad cycle, if m4 did not occur in the temporary depth first search, direct get m4.
If m4 occurred, we check m4’s temporary checking tree to decide whether to repeat m4. Please note: we check
m1’s old paths (next additional main segment is m2, m3) in its temporary checking tree. So we must suppose
that m2 and m3 are correct additional main segments (the key segment is correct so we can get a correct
additional main segment or correct destroying edges for a correct additional main segment). This does not
matter, because if they are wrong, that the search fails here does not matter. In the mean time, update the
temporary checking trees by combinations.
Anyway, when we do temporary depth first search or do a temporary repeat, and when we can get a different
main segment, if this main segment has a temporary checking tree (i.e., it occurred in the temporary depth first
search), we have to check this temporary checking tree to decide whether we can (temporarily) repeat it; if it does
not have, we have to check whether we can do a real repeat or combine this main segment and its descendants in
temporary depth first search way.
A temporary depth first search has the same logic as the depth first search.
In the temporary depth first search, if we can get a son which did not occur in the temporary depth first
search tree before, we directly get it. If it occurred before, we have to check its temporary checking tree to check
whether we can repeat it. If we can get to its one descendant’s final goal broad cycle, but the next additional main
segment here is different from that in the temporary checking tree, then if this additional main segment did not
occur in the temporary depth first search tree, we directly get it after getting that final goal broad cycle. If it
occurred, we have to check its temporary checking tree. In the mean time, update the temporary checking trees by
combinations.
If the root broad cycle of a temporary depth first search tree contains some destroying edges of a single path
of a temporary checking tree, we do not keep this single path in this temporary checking tree, because this single
path cannot be repeated here.
If a single path’s some destroying edges are coming edges after the (temporary) checking tree’s root (inside
coming edges), we do not keep such a path.
For the key segment of a useful cut and insert of kind 4, if two key segments contain the same two end vertex
pairs (i.e., these four vertices in one key segment are the same as in the other one), but contain different other
vertices, we can get different additional main segments, i.e., the key segments have different son sets. The son set
rule also fits for this case.
If the current main segment is m and we can get its one son m1. But after we check the checking tree, we
cannot repeat m1. Then we may have to remember m has a son m1 in the checking tree of m or of m’s ancestor. But
only when m1’s some descendant paths are the longest paths (i.e., the newest updated) at the current time and are
not destroyed by coming edges after the root (inside coming edges), we remember m1. Also, if m1 and its
descendants are not in the checking tree of m, we have to put m1 and its descendants under m.
Now we explain the time complexity. The number of vertices is n. All possible main segments are O(n2). For
each repeat, we have to get a destroyed non-occurred main segment, so all possible repeats are O(n2). Because any
coming edges cannot be deleted in descendants, a longest single path is O(n). For each repeat, we can repeat a
path. So all possible occurred main segments including repeated main segments are O(n3) in the depth first search
tree. The nodes of the depth first search tree are O(n2), because we delete failed main segments with their broad
cycles. The nodes of a checking tree are O(n3). The time for checking (traversing) a checking tree is O(n3).
For each occurred main segment in the depth first search tree, we at most have to check its checking tree one
time. So all the time for checking all possible checking trees is O(n3)* O(n3)= O(n6).
When we traverse a main segment’s checking tree to decide whether we can repeat this main segment, if we
cannot get any leaf’s son (new main segment which never occurred before), but can get to the main segment’s
final goal broad cycle, we have to combine its checking tree with next main segment’s checking tree or temporary
checking tree. Recursively, with the next’s next. This is the second kind of dynamic combination.
For this dynamic combination, suppose that the first additional main segment is a11. For the same key
segment, there are other possible additional main segments a12, a13,... The second additional main segment is a21.
Other possible additional main segments for the same key segment are a22, a23,... Then a31, a32, a33...., .... Now we
have to construct a lot of temporary checking trees. We first put the checking tree of a11 and the checking tree of
a12 together to shape a temporary checking tree. If a11 has a descendant m and a12 also has this descendant, we put
m and its descendants under a11 and in a12 we only remember m (remembered by m’s father). But if m has some
descendant paths under a12 which m does not have under a11, we put m and these paths under a12 and m’s other
descendants are remembered. The time for this job is O(n3). In this way, put a11, a12, a13,... together. Then for each
path of a21 (i.e., a21 is the end of this path), put a11, a12,... under it as its descendants if the coming edges of this
path do not destroy them. In the same way for a22, a23,... In each tree, repeated descendants are only remembered.
In this way for a31, a32,... Then for a41, a42, ..., ... At last we get a big temporary checking tree (in the mean time,
each main segment has its own temporary checking tree). Please note: this is from the bottom up. We write this
only for explanation. In real calculation, we do it in depth first search and from the top down. Some of these
additional main segments may be the same. Both ways have the same time complexity. Also, if two single paths of
different checking trees contain the same main segments, we do not combine them into a path.
At first we check a main segment’s checking tree and then combine it with other temporary checking trees to
get its temporary checking tree. Main segments are O(n2). Each main segment has O(n) (usually O(1)) sons. We
put each son’s checking tree under the main segment. For the same descendants of another node, only remember
them. The time to check each son is O(n3). So, the time for constructing all temporary checking trees is
O(n2)*O(n)*O(n3)=O(n6) in a temporary depth first search tree.
In the same logic, the time for one temporary depth first search tree and for checking all temporary checking
trees for it is O(n3)*O(n3)=O(n6).
All these checks are for the old (i.e., occurred or existed) paths and main segments in these (temporary)
checking trees. If the check shows we can repeat (can get a new destroyed non-occurred main segment; for
temporary repeat, non-occurred in the temporary depth first search tree), we repeat. But if when we repeat, we
may not get the old path but get a new path. For this new path, the checking time and combination time is still in
the O(n6).
Lemma 5: This algorithm is a polynomial time algorithm.
Proof:
Considering the above 4 lemmas, we can get this result. Now we briefly give a summary.
Firstly we explain we always can get a good single path whose main segments all are good main segments
and whose series of destroying edges all are bad edges.
From a main segment to its one descendant leaf or to its one descendant key destroyed leaf main segment is a
single path, and if in this single path all main segments are good main segments, we call it a good single path.
1) In the good single path in this lemma, all main segments are permanent good main segments. Firstly, the
first main segment is a permanent good main segment. When without bad coming edges, a permanent good main
segment’s good sons (including correct additional main segment sons) are permanent good main segments. If a
permanent good main segment has a temporary good son, this is due to the first or second kind of bad destroying
edges (see lemma 3). When without such destroying edges, we repeat the permanent good main segment, it still
has a permanent good son.
2) Why we only have to keep a destroyed leaf main segment with a destroying edge one time in the depth
first search tree, because we only concern the lowest good main segment. It can occur at any place of the tree. If it
is in a bad path, we can continue and then if it is destroyed, we always have the opportunity to repeat it in a good
path for destroying edges.
When we get a coming edge in a broad cycle, if it is a bad edge, it only affects the descendants which contain
it.
For any two good additional main segments, if they belong to the same close side vertex pair set, when we
take one as the main segment, the other will disappear (unless there are bad coming edges).
3) After we do a useful cut and insert of kind 4 on a good main segment, we get a good quasi-main segment
and a wrong additional main segment a. In the process to get to q’s final goal broad cycle, if it is affected by the
additional main segment a, we only need one step to revise a to the correct position. If it is not affected by a, after
we get q’s final goal broad cycle and after the a fails to get to its final goal broad cycle, we also only need one
step to get a good additional main segment. If we get a bad quasi-main segment and a correct additional main
segment a and if the quasi-main segment gets to its final goal broad cycle, then we can take the good additional
main segment as the current main segment.
4) If a coming edge is a bad edge, i.e., the algorithm enters a bad path, because we prescribe that it cannot be
deleted in all descendants, after it is as a destroying edge, we always have the opportunity to revise it in a good
path. If a destroying edge is a good edge, the key destroyed leaf main segment (or its destroyed son) must be a bad
main segment or the broad cycle contains bad coming edges. Suppose we repeat a main segment m for a
destroying edge which is a good edge when the broad cycle does not contain this edge, then in the descendants we
get a good main segment m1. This does not matter, because m1 and m1’s descendants still can have that good edge
again. M1 has its independent series of destroying edges. Also, if a good main segment is destroyed by a good
edge, we always can find its another good descendant path with another series of destroying edges which does not
contain this good destroying edge.
We always remember all series of destroying edges of a main segment. If two destroying edges are for
different paths, they do not affect each other. For a single path, we know the destroying edges more and more,
until there are no more destroying edges in a single path. By lemma 3 and lemma 4, we always have a good path
for a main segment for which all destroying edges are bad edges.
As stated in lemma 1, lemma 2, there are four kinds of destroying edges for good main segments, and each
kind edges must be as destroying edges (or success) for good main segments.
If we do a useful cut and insert of kin 4 (or kind 3) on a good main segment, though its additional main
segments sons are not fixed, we only have to get one correct additional main segment.
For a good main segment, we always can get a series of destroying edges in which all edges are bad edges.
And as stated above, we can get all these in polynomial time. As the bad destroying edges in this series become
more and more, then we can repeat the good main segment in a path which does not contain any bad coming
edges. Also see lemma 1, lemma 2 and lemma 4.
Consider the above and the former lemmas, we can get a good single path.
Now we explain the time complexity of this algorithm. As stated in the proof of lemma 4, the depth first
search tree is polynomial and the checking time is polynomial, so the algorithm is polynomial.
The time for checking all possible checking trees is O(n6).
All occurred nodes in the depth first search tree and all nodes in a checking tree or in a temporary checking
tree is O(n3).
The time for a useful cut and insert is not more than the checking time O(n3).
When we construct a temporary depth first search tree, the root’s father must be a main segment which can
be repeated. So all the possible temporary depth first search trees are O(n3). For each temporary depth first search
tree, the time for constructing all temporary checking trees is O(n2)*O(n)*O(n3)=O(n6), and the time for checking
all temporary checking trees is O(n6). Because for all temporary depth first search trees, all occurred main
segments together are O(n3), we do not have to multiply O(n6) by O(n3) again.
So the algorithm for one seeded break is O(n6). There are O(n) seeded breaks. So the whole time is O(n7).
In fact, in real calculation, the time is much less than (n7).
Please understand that these lemmas are meaningful only in each path of the algorithm tree from an
ancestor to a descendant, and that we always concern good main segments and their good descendants.
So, we can get that if a graph contains at least one Hamilton cycle, the algorithm can get one and at each step
we can get a useful cut and insert.
So, we have proved that for any graph whose maximum vertex degree is three, if it contains at least one
Hamilton cycle, we always can get a Hamilton cycle in polynomial time. And on the other hand, if the algorithm
failed to get a Hamilton cycle in polynomial time (“fail” means that at one step, we cannot get any useful cut and
insert), it means that there is no Hamilton cycle in the graph. We have the next theorem:
Theorem 1: the above algorithm FindHCycle can solve the Hamilton cycle problem in polynomial time for
any undirected graphs with maximum vertex degree of 3. As this is an NPC, we conclude that: PNP  .
5 Experiment Data
The above is only for the proof. This algorithm works very well for all kinds of undirected graphs. A
program on this algorithm has been tested over a hundred million times for graphs whose vertex number is from
100 to 10000, also, these are sparse graphs, randomly produced, no failures. More precisely, a random graph G =
(V, E) in this problem is defined by n vertices and the following set of edges: (i) The n edges forming a specific
Hamilton cycle. We randomly produce these n edges in the way like to shuffle a pack of n cards. (ii) The edges
obtained by choosing each pair of distinct vertices {i, j} V to be an edge with probability p, independently for
all pairs. We control the graphs by changing the p and different pairs may be with different p.
The data is shown as Table 1 (computer: HP PC, CPU: Intel 1G, Memory:1G):
Table 1 V is the number of vertices, N is the number of different inputs, Rs is success rate, tavg is average
run time of the program, tmax is the run time of the worst case of the inputs. Run time is in seconds.
| V | N Rs tavg tmax
102 108 100% 0.0014 0.01
103 107 100% 0.07 0.1
104 104 100% 48 192
Also, we get the test data from the famous web site, the famous standard test bed on
http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/. On this web, there are 9 files for Hamilton cycles. The
program of our algorithm can calculate all the 9 files, very easy, very fast. The calculating time for each is just like
the time in the above table 1. For each file, we can quickly get a Hamilton cycle which is different from the web
owner’s, because each graph has more than one Hamilton cycle.
6 The extraordinary findings
Every one knows that it is very impossible or very hard to get a polynomial time algorithm for an NPC. So what is
the extraordinary findings of this paper?
This paper has 45 pages, but in fact, it is not hard to understand. It contains two things: 1) transform a Hamilton
cycle to a path finding problem (please note: the “path” in this paper is not Hamilton path, but a main segment path).
Roughly understanding this job is not hard. 2) prove this path finding problem is polynomial based on some
extraordinary findings.
So you firstly roughly understand it and do not mind the details. This is not a hard job. Then pay your attention on
the details.
The first extraordinary finding is: the concepts and methods: broad cycle, main segment, cut and insert and
main segment repeating rule. These can transform a Hamilton cycle to a path finding problem. The more
important is the second extraordinary finding: each side vertex pair of a main segment has its independent
ancestors and descendants. A good side vertex pair has two possible fathers. One of them is correct. So we firstly
check one. If it failed, the other one must be correct. More exactly, the basic reason is that a good main
segment with its one good son (including additional main segment son) is destroyed by a fixed coming edge.
And as stated above, in the depth first search, when we try to get sons of a good main segment, there are
two choices, one correct, one wrong. An entering bad coming edge means a wrong choice and without such
a bad coming edge means a correct choice. This is the logic as 2SAT. These are the key differences between
this algorithm and 3SAT. Based on this, we design the very important concept: checking tree. For checking
tree, the most important concepts and methods are remembering leaf, destroyed remembering leaf, and the
most important finding is: for inside bad coming edges to destroy good useful cut and inserts of kind 1 or
kind 2 on good main segments, a fixed coming edge destroys a fixed good main segment with its one fixed
good son. For bad coming edges which destroy the useful cut and insert of kind 4 or kind 3 (i.e., to destroy
additional main segment son), when without these destroying edges (series of destroying edges), at last, we
can take a correct choice (see explanation in lemma 4). This is the logic like 2SAT (not 3SAT). This is the
foundation logic of this algorithm for polynomial. In a checking tree, the number of nodes is O(n3) and the
checking time for checking a tree is O(n3).
The checking tree is very important. For checking tree, understanding destroyed remembering leaf as well
as the entering bad coming edge and the out bad coming edge is the key. This is the extraordinary insight of this
paper.
For explanation, we compared this algorithm with 3SAT, we currently cannot get a polynomial time algorithm in
the same way as above for 3SAT, because if one unit failed, we have to check two (not one) other units in the same
clause, and, another difference is: a unit in a clause can destroy units of a lot of other clauses. Next we transform the
3SAT to a path finding problem.
A 3SAT contains m variables and n clauses. Each clause contain three variables. We call each of them a unit.
So there are 3n units in all the clauses. Now we change this 3SAT to a path finding problem. There are n+1 cities:
c0, c1, ... cn. From ci to ci+1 (i=0, 1, ... n-1), there are 3 different roads. We call each road a unit. So there are 3n
units. Now we want to find a path from c0 by c1, ...cn-1 to cn. We call such a path a long path. There are 3n different
possible long paths. A long path contains n units. But a lot of two units have contradictions. Such two units cannot
be in the same path. Apparently any two units of the 3 roads from ci to ci+1 (i=0, 1, ... n-1) cannot be in the same
path. There are a lot of other two units which cannot be in the same path. For any two units, we know they have or
do not have contradictions (in 3SAT, a variable x and -x have contradictions). We call a long path from c0 to cn in
which any two units do not have contradictions a good long path. Now the question is: how to find a good long
path from c0 to cn?
If two units have contradictions, we say that one unit destroys the other. So each unit has a destroying unit set.
Each unit in this set destroys that unit. They are known.
For a unit from ci to ci+1 (i=0, 1, ... n-2), it has 3 possible sons which are units from ci+1 to ci+2 (i=0, 1, ... n-2).
If a unit destroys all its 3 possible sons, we delete this unit. So we suppose that each unit cannot destroy all its 3
possible sons, i.e., does not destroy or only destroys one of them.
Now we explain how to construct the checking tree.
For each unit, we construct a checking tree of it. It is the root of the checking tree. We call this checking tree
the root unit’s checking tree. Suppose that from city c0 to c1, the 3 roads are a11 ,a12, a13, from c1 to c2, they are a21,
a22, a23, ... and from cn-1 to cn, they are an1, an2, an3.
In a checking tree, each node is a unit. There are 3 possible leaves: an1, an2, an3. From any node to a
descendant leaf is a single path. If a unit destroys another unit contained in a path, we say that unit destroys the
path. In any single path, an ancestor unit cannot destroy its descendant units.
The checking tree of an1 contains only one node an1. It is the root of the tree, and is also a leaf and a single
path of the tree. an2, or an3 is in the same way to get its tree as an1. Each of these 3 nodes has a destroying unit set.
We also say that each one has a series of destroying units.
The checking tree of a(n-1)1 contains 1+k nodes (k<=3). Its root is a(n-1)1. The root has k sons. If an1, or an2, or
an3 is not destroyed by unit a(n-1)1, then it is a son of a(n-1)1. In the same way we can get the checking trees of a(n-1)2,
a(n-1)3.
We combine a father with its sons’ series of destroying units by dynamic combinations. When we combine
two paths to shape a longer path, their series of destroying units are also combined together.
If a son has k series of destroying units (with k single paths), its father will have k1 (k1<=k) series of
destroying units only for this son. If a father does not destroy each unit of a single path of its one son, then this
son’s this series of destroying units plus the father’s destroying unit set is one series of destroying units of the
father. Each series of destroying units versus a single path, and vice versa. A single path’s each unit’s destroying
unit set together shape a series of destroying units of this single path.
For the checking tree of a(n-2)1, the root is a(n-2)1. If at least one single path of a(n-1)1 is not destroyed by unit
a(n-2)1, i.e., this single path’s series of destroying units do not contain the unit a(n-2)1, then put a(n-1)1 and its
descendant paths which are not destroyed by unit a(n-2)1 under a(n-2)1. a(n-1)1 is a son of a(n-2)1. Then in the same way,
let a(n-1)2 and a(n-1)3 be a son of a(n-2)1. But if a(n-1)2 has a descendant unit with one (or more) single path of this unit
which a(n-1)1 also has, we delete this single path under a(n-1)2 in a(n-2)1’s checking tree (the units shared by other
single paths cannot be deleted), but let the unit’s father remember such a son. A checking tree does not contain the
same two or more single paths. Please note: each single path must have a descendant leaf which is one of an1, an2,
and an3 and each remembered son must have such a leaf at last. This single path is not destroyed by ancestor units
in the checking tree. In the same way, we construct the checking trees of a(n-2)2, a(n-2)3. In this way, we construct
each other unit’s checking tree.
A checking tree has two kinds of leaves. The first kind is the 3 leaves: an1, an2, an3. We call them real leaves.
The second kind of leaf is the node which remembers sons. We call it a remembering leaf. A leaf does not have
sons, but it may have sons at other places. Also a node which is not a leaf (i.e., has sons) may also remember some
sons.
But there is key difference between this problem and my Hamilton cycle problem (both are path finding) as stated
above. We cannot get a polynomial time algorithm for 3SAT currently in the same way as above.
7 Remarks
This is a very hard algorithm. In order to understand it, one has to read and think, has to enter my train of
thoughts. Especially one should judge the lemma 1, 2, 3, 4, and lemma 5 by entering the train of thoughts. Is this
lemma correct or not? Why? If one cannot do so, he can let me explain each lemma to him or discuss it with me.
How to understand the algorithm and proof?
Thoroughly understand the useful cut and inserts of kind 1 to kind 4. Understand their properties and that
why they are enough for the algorithm.
Experts often cannot understand why the good main segments do not repeat, so we explain it in another way:
1) if we can always do good cut and inserts, it is very apparent that we can quickly get the correct result.
2) because for permanent good non-additional main segments, a good main segment’s good sons are fixed,
destroying edges for a good main segment’s one good son are fixed, and we prescribe that all coming edges
cannot be deleted in descendants, a good main segment’s good ancestors cannot become its good descendants
later no matter how to re-permute the broad cycle at each step. So we always concern the lowest good descendant
main segment, no matter it occurs in any branch of the algorithm search tree. See lemma 1. If the good son first
occurs in a bad path, then it will be destroyed by destroying edges (or it successes). Then we can return to the
good main segment to get its good son (i.e., to repeat the good son for destroying edges). So we have to prove that
a descendant main segment does not repeat an ancestor of it and there are no dead locks for good main segments
and good useful cut and inserts (please note: we only concern good main segments and their good descendants;
also, in a broad cycle, we only concern each break segment of four vertices and do not concern the positions of
other vertices), and then we prove that bad branches of the tree do not destroy the correctness. Please note that
when we say we only concern good main segments, this is only for the proof logic. In real calculation, we do not
know which one is a good main segment.
3) because we do the depth-first search and we only concern the lowest good descendant main segment, for
2), we always have the opportunity to get the lowest good descendant main segment’s good son, no matter it
occurs at what branch of the depth-first search tree.
4) when the broad cycle contains seeded break segments, if each seeded break segment’s two edges are good
edges and we always keep each seeded break segment unchanged (unless its break disappears), by the lemma 1,
the above 2), 3) still hold.
5) if some seeded break segment’s two edges are not good edges (or were good edges but changed by useful
cut and inserts, we do not know good edges or bad edges, so we do this for both), by the “break segment changing
rule”, 2), 3) still hold.
6) additional main segments are like seeded break segments, but wrong additional main segments may let a
good main segment’s good descendants change (see lemma 1 and the additional main segment operating rule, a
wrong additional main segment can be recovered to correct position by only one step). And, for the three
problems stated above, the main segment repeating rules can solve them.
In a word, to understand lemma 1 and lemma 2 for the concept good main segment, especially understand the
four kinds of destroying edges for good main segments; and then to understand problem 1 and its main segment
repeating rule (mainly understand the lemma 4 and lemma 5), are all. The key for the polynomial is to
understand “6 the extraordinary findings” in the paper. Other things are little things.
The checking tree is a wonderful tree and is very important for the algorithm. It is this kind of tree that
guarantees the polynomial. For checking tree, understanding destroyed remembering leaf as well as the entering
bad coming edge and the out bad coming edge is the key. This is the extraordinary insight of this paper. This
tree is like a Deterministic Turing machine and is not like a Non-deterministic Turing machine. A
Non-deterministic Turing machine can directly and quickly get the correct result because it can always do good
useful cut and inserts by “guessing” the correct direction at each step. The checking tree cannot do so. But it can
still get the polynomial by a lot of repeating, checking and memory. This is the key point that why NP=P and that
NP=P does not mean that Deterministic Turing machine=Non-deterministic Turing machine.
Please note: understanding the checking tree and its properties is very important and it is really not
easy to understand. If one understood it, he would not say: cannot follow, cannot understand, and he would
have a strong interest in my paper and then understand it thoroughly.
Now we briefly discuss P versus NP.
At present, most of well-known authorities in this area tend to think that NP is not equal to P. It is absolutely
certain that the authorities have no strong basis for this view, but this view seems to have been tacitly accepted by
most people.
As a result, various academic papers often talk about NP, especially NPC, directly declare that there can be
no polynomial time algorithm. Such acquiescence is undoubtedly harmful.
A top international journal should be a responsible journal. To reject an algorithm paper, they should make
sure that the algorithm is not innovative or is wrong. My paper is only an algorithm, the right or wrong of the
algorithm is not difficult to determine. I can explain any doubts. In order to understand my algorithm, one only
needs to understand the checking tree. I said it again: one only needs to understand the checking tree. This
is a very possible job.
Why do some experts always like to assert something? How many experts have asserted somethings in
history, and later these assertions have been broken by new achievements. Let's briefly discuss why some experts
assert that NP is not equal to P.
Two famous scientists in algorithm wrote in one of their books[22] that so far a large number of NP-complete
problems have arisen. Because many excellent algorithm scientists and mathematicians have studied these
problems for a long time, but have not found a polynomial algorithm, then we tend to think that NP is not equal to
P. Such inferences are logically untenable. From another point of view, there are so many NP-complete problems
that no algorithm scientists or mathematicians can prove that any problem is exponential.
Lance Fortnow, the editor-in-chief of a famous ACM journal, wrote a overview of P. vs. NP [23], in which he
believed that: 1) no of us really understood NP, 2) NP was unlikely to equal P (unlikely), and 3) human beings
could not solve the problem in a short time (as explained above, this assertion is meaningless). To illustrate that
NP is not likely to equal P, he described a very beautiful world under the premise that NP is equal to P: all parallel
problems can be solved in polynomial time, all process problems, optimization problems, Internet paths,
networking problems, etc., can quickly get the best solution, even all number problems. The solution of hard
problems can also be completed quickly in polynomial time, because solving any mathematical problems is
actually a parallel, multi-branch, exponential expansion process. There may be only one correct channel for it.
This is actually an NP problem. So he thinks that if anyone proves NP = P, it means that he has solved all seven
world problems. He did not say that if anyone proves NP = P, then who can control the whole universe, because
the evolution of the universe, including human intelligence activities, can theoretically be seen as a multi-branch,
continuous parallel development process. The real world we are in at this time is only one of its branches, or just a
possibility of its evolution and development. Despite Mr. Lance Fortnow's authority (editor-in-chief of
internationally renowned journals), his argument is logically untenable. Even in his own article, he admits that
even if NP = P is proved, it does not mean that we can get an efficient polynomial time algorithm for any NP
problem. Here I change his view slightly: if human beings have got unlimited Non-deterministic Turing machine,
the wonderful world he describes can indeed appear. What does it mean to have an unlimited Non-deterministic
Turing machine? It means that you have countless labor forces that work for you on your own terms, without
overlapping, along different branches. Imagine that if you had countless mathematicians who were going to tackle
a math problem in parallel along all possible directions (branches). What math problem would not be solved
quickly? However, NP = P is not equivalent to having unlimited Non-deterministic Turing machines. Logically, it
is impossible for human beings to create unlimited Non-deterministic Turing machines.
Hilbert, a great mathematician of the twentieth century, has a famous saying: we must know; we will know. It
can be seen that Hilbert essentially agreed that NP equals P. Many mathematical problems in human history,
including Hilbert's famous 23 mathematical problems, are constantly being solved. Isn't it a confirmation that NP
equals P?
From the heuristic point of view, any NPC problem can be reduced to any other NPC problem in polynomial
time. That is to say, every distance between two NPC problems is polynomial. The fact itself strongly shows that
NP problems have a unified solution law and difficulty, and its solution difficulty should be polynomial order of
magnitude. The difference of an attribute value between any group of individuals in the objective world is usually
in the same order of magnitude as the absolute value of an individual attribute. For example, one adult weighs in
100 pounds, and the difference between a very fat man and a very thin man is also in 100 pounds. Similarly, the
weight of an ant is in gram, and the difference between a big ant and a small ant is also in gram. Etc. Of course,
these are not strictly proven conclusions.
Anyway, I studied this algorithm for many years and I am very sure I am correct. Remember Calois, E? There are
a lot of Cauchys and Fouriers in this world, but I believe that I can meet a Joseph Liouville.
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