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Résumé de la Thèse (English version below)
Cette thèse est consacrée à l’étude du rôle des frontières en gravitation quantique
pour une région compacte de l’espace-temps et explore en détail le cas en trois dimen-
sions d’espace-temps. Cette étude s’inscrit dans le contexte du principe holographique
qui conjecture que la géométrie d’une région de l’espace et sa dynamique peuvent être
entièrement décrites par une théorie vivant sur la frontière de cette région. La réalisation
la plus étudiée de ce principe est la correspondance AdS/CFT, où les fluctuations quan-
tiques d’une géométrie asymptotiquement AdS sont décrites par une théorie conforme sur
la frontière à l’infini, invariante sous le groupe de Virasoro. La philosophie appliquée ici
diffère d’AdS/CFT. Je me suis intéressé à une holographie quasi-locale, c’est-à-dire pour
une région bornée de l’espace avec une frontière à distance finie. L’objectif est de clari-
fier la relation bulk-boundary dans le cadre du modèle de Ponzano-Regge, qui définit la
gravitation quantique euclidienne en 3D par une intégrale de chemin discrète.
Je présente les premiers calculs approximatifs et exacts des amplitudes de Ponzano-
Regge avec un état quantique de frontière 2D. Après présentation générale du calcul de
l’amplitude 3D en fonction de l’état quantique de bord 2D, on se concentre sur le cas d’un
tore 2D, qui trouve application dans l’étude de la thermodynamique des trous noirs BTZ.
Dans un premier temps, la frontière 2D est décrite par des états de spin networks semi-
classiques. L’approximation par phase stationnaire permet de retrouver, dans la limite
asymptotique, la formule de l’amplitude de la gravité quantique 3D en tant que caractère
du groupe BMS des symétries d’un espace-temps asymptotiquement plat. Puis dans un
second temps, on introduit de nouveaux états quantiques cohérents, qui permettent une
évaluation analytique exacte des amplitudes de gravité quantique 3D à distance finie
sous la forme d’une régularisation complexe du caractère BMS. La possibilité de ce calcul
exact suggère l’existence de structures (quasi-) intégrables liées aux symétries de la gravité
quantique 3D en présence de frontières 2D bornées.
vSummary of the Thesis
This thesis is dedicated to the study of quasi-local boundary in quantum gravity. In
particular, we focus on the three-dimensional space-time case. This research takes root
in the holographic principle, which conjectures that the geometry and the dynamic of a
space-time region can be entirely described by a theory living on the boundary of this given
region. The most studied case of this principle is the AdS/CFT correspondence, where
the quantum fluctuations of an asymptotically AdS space are described by a conformal
field theory living at spatial infinity, invariant under the Virasoro group. The philosophy
applied in this thesis however differs from the AdS/CFT case. I chose to focus on the
case of quasi-local holography, i.e. for a bounded region of space-time with a boundary
at a finite distance. The objective is to clarify the bulk-boundary relation in quantum
gravity described by the Ponzano-Regge model, which defined a model for 3D gravity via
a discrete path integral.
I present the first perturbative and exact computations of the Ponzano-Regge ampli-
tude on a torus with a 2D boundary state. After the presentation of the general framework
for the 3D amplitude in terms of the 2D boundary state, we focus on the case of the 2D
torus, that found an application in the study of the thermodynamics of the BTZ black
hole. First, the 2D boundary is described by a coherent spin network state in the semi-
classical regime. The stationary phase approximation allows to recover in the asymptotic
limit the usual amplitude for 3D quantum gravity as the character of the symmetry of
asymptotically flat gravity, the BMS group. Then we introduce a new type of coherent
boundary state, which allows an exact evaluation of the amplitude for 3D quantum grav-
ity. We obtain a complex regularization of the BMS character. The possibility of this
exact computation suggests the existence of a (quasi)-integrable structure, linked to the
symmetries of 3D quantum gravity with 2D finite boundary.
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Introduction
General Relativity is one of the cornerstones of today’s theoretical physics, and it has
been the case since its discovery by Einstein more than a century ago. From Newtonian
gravity to Special Relativity and finally to General Relativity, Einstein’s key insight at the
time was what we now know as the Equivalence Principle. This principle tells us that,
locally, gravitation and inertia are equivalent. The physics in a uniformly accelerating
frame of reference cannot be distinguished from the physics in a constant gravitational
field. From this principle, Einstein deduces that gravitation is better understood not as
a force but rather through the geometry of space and time. Since then, a tremendous
amount of work has been done on this subject. Through the years, General Relativity was
experimentally confirmed, for example with the prediction of the gravitational lensing, i.e.
the impact of a massive celestial object on light. A few years ago, on September 14, 2015,
a direct observation of General Relativity was finally uncovered with the detection of
gravitational waves [1]. In a sense, this was the culmination of the theory of General
Relativity. Beyond the research of an extension of General Relativity at a classical level
and the knowledge of quasi-local symmetry group, what we are still missing today is a
coherent description of what we call quantum gravity, i.e. a consistent description of the
law of gravity at the quantum level (if it exists). The thesis finds its home in this context.
In particular, we have chosen to focus on a toy model describing flat quantum gravity
in a three-dimensional Euclidean space-time manifold called the Ponzano-Regge model
[2]. This model is intrinsically discrete and coincides with the spin foam formulation
of quantum gravity in three dimensions without cosmological constant. More precisely,
we will look at the construction and the exact computation of the quasi-local partition
function of flat three-dimensional gravity. By quasi-local, we mean that we focus on a
finite region of space-time bounded by a finite boundary. This work is a starting point to a
more in-depth study of quasi-local quantities in non-trivial topology for three-dimensional
flat gravity.
From General Relativity to Quantum Gravity
General Relativity is a very complex, and at the same time, a very simple theory.
The reason behind its simplicity is that it is the only possible theory of gravitation. This
property is encoded into the so-called Lovelock’s theorem [3], which tells us that the only
possible three or four-dimensional local theory depending on a metric up to second order
derivatives is described by General Relativity. The number of admissible theories becomes
enormous if we relax at least one constraint, see [4, 5, 6] for some reviews on the subject.
1
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In particular, in more than four dimensions, General Relativity provides only a part of
the full admissible action for gravity. Such a generalization of General Relativity is not
the subject of this thesis, and we restrict ourselves to the usual Einstein formulation of
gravity. The starting point is then the Einstein-Hilbert action and Einstein equations.
In this work we are interested in studying Euclidean quantum gravity in three dimen-
sions. By Euclidean, we mean that all three dimensions are of the same nature, i.e. they
have the same sign (positive, for example) in the metric signature. At first sight, it seems
to be an unexpected choice since it is clear that such a theory cannot really describe
any real physical situation. This would have been different considering three-dimensional
gravity in a Lorentzian space-time. In that case, we are merely suppressing one dimension
of space while keeping a time coordinate and two spaces coordinates. This is something
commonly done in condensed matter physics for example, where one (or more) dimension
of space does not matter due to its size with respect to some length parameters. This
question is nevertheless still open in the context of gravity and the three-dimensional
Euclidean approach is therefore just a toy model. However, it is a very useful one. To
understand the interest, and in some sense, the necessity of studying this case, let us focus
on some of the problems arising for four-dimensional gravity.
In the last fifty years or so, one of the most common points among the works conducted
on theoretical and fundamental physics is to be found in the use of quantum field theory
[7]. Quantum field theory has first proven itself by unifying electromagnetism and the
weak interaction. Also the tremendous phenomenological success of the standard model
is for all to see. At first glance, it is therefore appealing to try and apply the same
logic to General Relativity and gravity. Unfortunately, this is not as easy as one may
think. The first, and maybe the biggest, obstacle is that General Relativity in four
dimensions is non-renormalizable in the sense of quantum field theory. This means that
the perturbative quantum theory associated to General Relativity involves an infinite
number of undetermined coupling constants. Therefore, it does not seem possible to use
quantum field theory to make any suitable and interesting prediction in the context of
quantum gravity. The second obstacle comes from the very nature of what gravity is. With
Einstein’s theory, gravity is not described simply as a force, but rather by a theory on the
geometry of space and time itself. That is, quantizing General Relativity means quantizing
space-time itself, whatever that means. And we do not really know what it means. This
comes with technical and philosophical difficulties. The first is about the evolution of a
gravitational system. Quantum field theory tells us that the evolution is given by the
Hamiltonian of the system. It is well-known that the natural Hamiltonian for a quantum
theory of gravity is identically zero on-shell. But it is also clear that gravitational systems
evolve... Secondly, by its very definition, quantum field theory is a local theory. Now, also
by its very definition, the observables of General Relativity are necessarily diffeomorphism
invariant, implying that theyare non-local and hence not well described by quantum field
theory. Thirdly, the notion of causality, which is cherished by a number of physicists, is
also problematic. From the quantum field theory viewpoint, causality is an axiom. A
quantum theory of gravity must however necessarily quantize both space and time. This
implies that causality is subjected to quantum fluctuations that mightlocally break it.
Last but not least, let us mention the problem of scattering amplitudes. In quantum field
theory, scattering amplitudes are computed using the postulate that a region where the
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interactions become negligible does exist and thus the theory can safely be described by
free fields. For gravity, this is already false at the classical level, since the gravitational
coupling interaction never vanishes. This is a consequence of the fact that gravity, at least
to the best of our knowledge, is not screened. Consequently, it is highly improbable that
such a region exists at the quantum level. Naturally this is a non-exhaustive list of reasons
why constructing a consistent theory of quantum gravity is a much harder problem than
we would have thought at the beginning.
Despite these difficulties, lots of approaches to quantum gravity have been studied in
the past decades. We do not claim to make a review of these approaches here, nor to talk
about all of them since this is well beyond the scope of this work. See [8, 9] for more on
the different approaches to quantum gravity. In this short paragraph, we only list a few
of the most common approaches. The first one is, of course, string theory [10, 11, 12]. It
is important to note that string theory is not only a theory of gravity but follows the now
centuries-old idea of unification in physics. It aims to find a global framework to describe
nature. The basic idea of string theory is to describe fundamental particles not as point-
like objects, but rather as one-dimensional strings which then interact with space-time.
String theory provides a formalism to compute scattering amplitude in a perturbative
approach, as in the usual perturbative quantum field theory. In turn, gravity can be
included in this framework.
The two other approaches we will mention are often associated to one another and are
related to the work presented in this thesis. They are the loop quantum gravity approach
and the spin foam approach. Loop Quantum Gravity [13, 14, 15, 16, 17] is a canoni-
cal approach to quantum gravity which aims at quantizing the theory directly from the
Hamiltonian perspective. The notion of background is completely abandoned in favour of
a non-perturbative approach. The main success of this construction is the rigorous math-
ematical definition of the Hilbert space of quantum geometry, representing the physical
states of the theory, and the definition of geometrical observables, such as the volume
and the area operators. This approach predicts that, at the Planck scale, the geometry
is intrinsically discrete. This prediction is one of the reasons behind the emergence of the
spin foam formulation [18, 19, 20, 21, 22]. In spin foam, we define the quantum theory
via a path integral. To go beyond the formal definition of the path integral, we consider a
representation of the space-time manifold. That is, we consider a cellular-decomposition
to discretize the manifold and write the path integral as a state sum-model over the
building blocks of the cellular decomposition. These building blocks are fundamentally
interpreted as the building blocks of space-time arising from the intrinsic discrete nature
at the Planck scale. In a sense, spin foams are a covariant version of Loop Quantum
Gravity. Note that both loop quantum gravity and the spin foam approaches are also
defined in dimensions other than four. In particular, we are interested in the spin foam
formulation in three dimensions, provided by the Ponzano-Regge model.
Quantum Gravity in Three Dimensions
As we already said, three-dimensional quantum gravity is a simple toy model to study
gravity. While it is far simpler than the four-dimensional one, it still carries many of
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the same conceptual problems, namely, the construction of states and observables, the
role of topology, the relation between the different quantization schemes, the coupling
to particles and matter fields, the effect of the cosmological constant, the emergence or
not of black holes, the holographic principle... The biggest downside on the one hand of
three-dimensional gravity is the dynamics, which is significantly different from that of the
four-dimensional case due to the absence of local degree of freedom and thus the absence of
gravitons. Another problem lies in the fact that three-dimensional gravity does not have
a good Newtonian limit in the sense that the force between point mass objects vanishes.
Its biggest upside on the other hand is that it allows us to work on a mathematically
rigorous non-perturbative approach to quantum gravity while staying exact at the same
time.
One of the earlier works on three-dimensional gravity comes from Staruszkiewicz in
1963 [23]. In this paper, he described the behaviour of static solutions with point sources.
The most seminal paper on three-dimensional gravity is credited however to Deser, Jackiw
and ’t Hooft in the 80s [24, 25] where they studied in detail the aspect of the static N
body solutions. Following this paper, the interest in the field started to grow, and still
lasts until today and this thesis is one of the many works on it. A few years later,
Achucarro and Townsend [26] showed that three-dimensional gravity can be represented
as a Chern-Simons theory. Then this idea was further developed by Witten [27, 28, 29].
He reformulated first-order gravity in terms of the Chern-Simon topological quantum
field theory and showed how to extract expectation values of Wilson loop observables
from a formal path integral formulation. In [30], Reshetikhin and Turaev provided a
mathematically rigorous formulation of Witten’s Chern-Simons topological theory. At the
same time, Turaev and Viro introduced a new way of constructing quantum invariants
of three manifolds [31]. Known as the Turaev-Viro model, this invariant is formulated in
terms of a state-sum model. In a similar spirit to Witten, Horowitz [32] discussed the
quantization of another class of topological quantum field theory, ever since known as BF
theories [33], to which three-dimensional first-order gravity belongs. The link between
topological field theory, invariant of manifold and quantum gravity was further studied
by Barrett and Crane [34, 35, 36].
In fact, the first model for three-dimensional Euclidean quantum gravity appeared
earlier than all these works. It was formulated as far back as 1968 by Ponzano and
Regge [2] and it coincides with a spin foam formulation of three-dimensional BF quantum
gravity.
Quantum Gravity and Holography
One of the main points of interest in recent years on quantum gravity is the holographic
principle. Roughly, this principle states that the gravitational phenomena occurring inside
a region of space-time can be described by a "dual" theory living on the boundary of this
space-time region. The apparition of the holographic principle is first due to ’t Hooft in
1993 [37] then to Susskind in 1995 [38]. One of the key strengths of holography is that it is
compatible with the Bekenstein-Hawking formula for a black hole [39, 40], stating that the
entropy of a black hole is proportional to its area, instead of its volume. It is of primordial
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importance to note that this principle is not stated only for asymptotic region. In the
following, we will differentiate two types of holography. The first one is the asymptotic
holography, describing an infinite region and an asymptotic boundary. The second one is
the quasi-local holography, describing holography for a finite, bounded region. While it
is true that most of the recent works focus on asymptotic holography, it is necessary to
study the quasi-local one for a theory such as gravity. We will come back to this point in
the following.
In practice, the first occurrence, and maybe the most famous one, of the (asymp-
totic) holographic principle is the well-known Anti De Sitter / Conformal Field Theory
(AdS/CFT) duality proposed by Maldacena [41]. It states that quantum gravity on a
D-dimensional asymptotically AdS space is dual to a conformal field theory living on the
boundary of the AdS space at spatial infinity. While there is still no proof of the full
equivalence between these two theories, a good amount of works shows that gravity in a
AdS asymptotic space with suitable fall-off conditions can indeed be described by a CFT
on its boundary [42]. In the three-dimensional case, the emerging dual field theory is a
specific conformal field theory, known as the Liouville theory [43, 44].
With this notion of holographic duality comes the question of symmetries. One of the
first ingredients for the holographic correspondence is the matching of the symmetries
between the theory in the D-dimensional manifold and its dual theory on the (D-1)-
dimensional boundary. At the asymptotic level, there are two seminal works. The first
one by Bondi, van der Burg, Metzner and Sachs [45, 46] in 1962. They looked at the
asymptotic symmetry group of asymptotically flat four-dimensional gravity. They ex-
pected to recover the isometries of flat space-time itself, the Poincaré group. Instead,
they found something much more complex in what we call today the BMS group. While
this group does contain the Poincaré group as a finite dimensional subgroup, it has an
infinite number of generators called the "supertranslations", making the symmetry group
infinite! The first implication of this discovery is that General Relativity does not reduce
to special relativity for weak fields and long distance as one might have expected. In fact,
it was shown later on that the BMS group can again be extended. A more in-depth study
looking at a large radius expansion of the metric shows that another family of generators,
known as the "superrotations", can be included. It then results in the so-called extended
BMS group [47, 48]. It extends both the translation group and the Lorentz group to
infinite-dimensional counterparts. In recent years, lots of works have been done in the
context of the BMS3 group, the asymptotic symmetry group for three-dimensional grav-
ity [49, 50, 51]. In particular, it has been explicitly related to the partition function of
asymptotically flat three-dimensional gravity [52].
The second famous work was done by Brown and Henneaux [53] in 1986 and is an
harbinger of the AdS/CFT duality. They focused on the three-dimensional case with
negative cosmological constant and looked at the asymptotic symmetry group for what is
now known as the Brown-Henneaux fall-off conditions for the field. Similarly to the earlier
work of Bondi, van der Burg and Sachs, they found that the asymptotic symmetry was not
encoded into the usual AdS3 isometry algebra so(2, 2). Instead, it also gets enhanced in
an infinite-dimensional algebra, whose associated group is the two-dimensional conformal
group, i.e. two commuting copies of the Virasoro group. Similarly to the flat case, it
was explicitly shown [54] that the partition function on such a space and with Brown-
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Henneaux fall-off conditions is related to a character of the Virasoro algebra.
Behind these computations, we emphasize that one of the key points is the choice of
fall-off conditions for the field. In a sense, these fall-off conditions are natural because of
the asymptotic boundaries: they impose that we recover either the usual flat or AdS metric
at spatial infinity respectively. However, a few conditions, such as imposing the recovery
of the isometry group of globally flat or AdS space, make the choice of fall-off conditions
not unique [55, 56]. From a more general perspective, all these asymptotics aspect are
related to the so-called soft theorem and memory effect [57]. This is a large domain of
research nowadays taking root in the fact that for a gauge theory on a manifold with
boundary, the gauge invariance might be broken at the boundary. Degrees of freedom
that were pure gauge in the bulk become relevant, physical degrees of freedom at the
boundary. To recover the gauge invariance, it is necessary to add new fields at the
boundary, representing the soft modes. See [57] and references therein for some recent
development on this subject.
Up to now, we have only discussed asymptotic results. This work however is interested
in the quasi-local aspects, i.e. in a local gravitational system within a finite region of
space-time and with a finite boundary. Similarly to the asymptotic case, the notion of
symmetry group is of primordial importance. In this setting, the most well-known result
is found with the Chern-Simon theory, which is dual to a Wess-Zumino-Novikov-Witten
conformal field theory. Its symmetry group is related to the conformal edge currents [58]
and it leads to recovering the Kac-Moody algebra as the boundary symmetry group for
Chern-Simon theory [59, 60]. For finite boundary, the choice of boundary data is larger
than in the asymptotic case since no natural choice arises. See [61] for an early study of
this problem in gravity and BF theory. Similar phenomena to the soft modes appear for
finite boundary called the edge modes. See [62, 63, 64, 65, 60, 66] for recent discussions on
this subject. The core of this work was to compute the amplitude for quasi-local region
of space-time, which in turn must correspond to the character of the symmetry group for
the quasi-local region. We will see that such a duality between partition function and
symmetry group is already well-known in the continuum and for asymptotic boundaries.
Discrete Quantum Gravity and The Ponzano-Regge
Model
First defined in 1968 by Ponzano and Regge, the Ponzano-Regge model [2] is the first
model of Euclidean quantum gravity ever proposed. The model was first defined on a
triangulated three-dimensional manifold as a state-sum using the Lie group SU(2). To
each edge of the triangulation we associate a spin, that is an irreducible representation
of SU(2). The model then assigns a quantum amplitude to each possible configuration
of spins, and the amplitudes are finally summed over all possible admissible spins for
all the edges. Hence the name of state-sum model. The Ponzano-Regge proposal as a
model for 3D quantum gravity was somewhat fortuitous: while studying the asymptotic
of the Wigner 3nj-symbols from the recoupling theory of SU(2) representations, Ponzano
and Regge realized that in the limit of large spins, the 6j symbol reproduced the complex
exponential of a discrete version of the (boundary) action of General Relativity for a (flat)
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tetrahedron with edge lengths quantized in Planck units. This action had been proposed
only a few years before by Regge himself [67], in the context of a discrete formulation of
General Relativity, now commonly known as Regge calculus [68]. Chapter 3 is dedicated
to the review of the model.
Another possible view on the model, more modern and recent, comes from its inter-
pretation as a discretization of a BF topological quantum field theory [69]. Its relation
to Hamiltonian loop quantum gravity was rigorously shown in [70]. Moreover, its relation
to Chern-Simons theory was shown to hold both at the covariant level [71] and at the
canonical one [72, 73, 74, 75]. This formulation of the Ponzano-Regge model allows for a
more general consideration on the discretization of the manifold, and opens up a different
way of evaluating the amplitude of the model using group integrations instead of infinite
sums. The BF theory is a natural starting point from a non-perturbative approach, and
thus is of importance for the spin foam formulation of quantum gravity. As a local state
sum models, spin foams are suitable to consider finite boundaries. A first study of the
one-loop partition function for three-dimensional gravity with finite boundaries, using
perturbative Regge calculus [76], revealed that a holographic dual can actually be defined
even before taking an asymptotic limit. The possibility to make use of holographic du-
alities already for finite boundaries offers exciting perspectives. In particular, it allows
us to get information on much more local properties of quantum gravity compared to
those that can be encoded on an asymptotic boundary. Of course, this is also possible
in other contexts, in the Chern-Simons formulation of three-dimensional AdS gravity [27]
for example. In that case, the role of asymptotic condition is to automatically select a
stricter set of boundary conditions, hence leading to a further specification of the bound-
ary theory, from a Wess-Zumino-Novikov-Witten sigma model to scalar Liouville theory
[43, 44]
Being formulated in terms of a local state-sum, the Ponzano-Regge model allows to
compute the amplitude of quantum gravitational processes within finite, quasi-local, re-
gions. As a consequence of the topological nature of three-dimensional quantum gravity,
the bulk variables can be exactly integrated out, modulo some global constraints coming
from the topology of the chosen manifold. In the case of the sphere, which is topolog-
ically trivial, nothing remains. However, for non-trivial topology, for example for the
torus, some information coming from the presence of a non-contractible cycle remains.
Therefore, we are left with an amplitude defined purely on a two-dimensional object, the
boundary, still carrying information about the bulk geometry. This is a perfect starting
point for a study of the dual boundary theory. Obviously, the choice of boundary con-
dition matters. Remember that due to the fact that we are working on a finite region,
there are no preferential boundary conditions as in the asymptotic case. Each family
of boundary conditions will define a class of possible dual boundary theory. This must
be emphasized since it is the contrary that happens in the AdS/CFT duality. In this
case, different boundary theories defined at spatial infinity are interpreted as given by
duality different bulk theories. In our case, the bulk quantum gravity theory is instead
considered to be known, and the dual theory, which is not necessarily a conformal field
theory, emerges at a finite boundary as a reflection of a given boundary condition. This
is completely analogous to the way Wess-Zumino-Novikov-Witten and Liouville theories
emerge on the boundary of a Chern-Simons theory.
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Plan of the Thesis
This thesis is organized in six chapters divided in two parts.
The first part of the thesis focuses on the review of gravity and quantum gravity in
three dimensions. In chapter 1 we quickly review the framework of General Relativity,
and explain in more details why the three-dimensional case is peculiar. In particular,
we focus on the first order formulation of General Relativity via the BF action. This
chapter ends with a short presentation of the AdS and flat asymptotic case. Chapter 2 is
a brief review of the computation of the partition function of three-dimensional Euclidean
gravity done in the continuum context both in the AdS case and in the flat case. Finally,
this part ends with chapter 3 and the presentation of the Ponzano-Regge model both from
a mathematical and historical point of view. Application of the Ponzano-Regge model to
the trivial topology will also be briefly presented.
The second part of the thesis is dedicated to the partition function of quantum gravity
in the quasi-local setup. First, in chapter 4, based on [77], we introduce all the necessary
ingredients for the computation of the Ponzano-Regge amplitude. Namely, we introduce
the discretization of the torus we consider and the structure of the boundary Hilbert
space. The chapter starts with a brief prelude focused on the quantum Regge calculus
approach, where the partition function for quantum gravity in three dimensions was com-
puted in a quasi-local region for the first time. And it ends with a first computation with
the Ponzano-Regge model leading to a statistical model duality. Finally, the chapter 5
(based on [78]) and the chapter 6 (based on [79]) are dedicated to the computation of
the amplitude of quantum gravity in three dimensions considering two different classes of
boundary states. Chapter 5 focuses on a one-loop computation in the sense of the WKB
approximation for the path integral whereas in chapter 6, we perform, for the first time,
an exact computation of the amplitude of three-dimensional Euclidean quantum gravity
on a non-trivial topology.
Note that the chapters 1 and 2 are mainly for the completeness of this thesis. We
advise the reader to look at the references therein for the details.
Part I
Quantum Gravity in Three Dimensions

Chapter 1
General Relativity in Three Dimensions
and BF Theory
Three-dimensional General Relativity is a topological field theory [27]. By topological,
we mean that there are no local degrees of freedom. In particular, pure three-dimensional
gravity is a theory of constant curvature directly proportional to the cosmological con-
stant. In presence of matter fields, curvature is then concentrated at and only at the
location of matter. This topological nature of three-dimensional gravity implies that phys-
ically distinct solutions must be parametrized by a finite set of global parameters. The
number of parameters depends on the topology of the space-time manifoldM considered,
and more particularly on the dimensions of the fundamental group of the space-time.
More precisely, three-dimensional gravity is well-described by a very well-known class of
theories, called BF theories. They were first introduced by Horowitz in 1989 [32] and
named a few years later in the seminal paper of Blau and Thompson [33] where the study
of non-abelian BF theory started. Coming back to the case of gravity, it happens that
only flat three-dimensional gravity, i.e. with vanishing cosmological constant is exactly
described by a BF action. The BF action can be further modified to take into account
the presence of a cosmological constant.
The first section of this chapter quickly introduces General Relativity in the Einstein-
Hilbert formalism. The motivation behind this section is not to give a comprehensive
presentation of General Relativity, but rather to show how the three-dimensional case
is peculiar, and hence allows some interesting simplifications. We emphasize that this
section is by no means a review of General Relativity. Providing such a review would
be beyond the scope of this chapter and thesis. We refer the interested reader to the
already existing excellent review on General Relativity in the literature. See for example
the full course by Blau [80] or the lecture by Carroll [81]. Following this brief introduction
of General Relativity, we will then focus on the general formulation of BF theory and
quickly point out some interesting properties and on the expression of gravity in this
formalism. The last section of this chapter focuses on the geometry of asymptotic flat
and AdS gravity: the goal being to point out the physics behind the torus topology. At
the same time, we will briefly review the asymptotic symmetry group of asymptotically
AdS and flat gravity, leading to the Virasoro and BMS group.
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1.1 The Einstein-Hilbert formulation of General Rela-
tivity
The first formulation of General Relativity we learn is the one based on the Einstein-
Hilbert action. Consider a D-dimensional manifold M acting as the space-time, and a
(Euclidean) metric g on it. The Einstein-Hilbert action then reads, in absence of boundary
∂M
S =
1
16piG
∫
M
dDx
√
g(R− 2Λ) , (1.1.1)
where G is the Newton constant, R the Ricci scalar and Λ the cosmological constant. In
case of a manifold with boundary, it is well-known that some terms must be added to
the action for the action principle to still be well-defined. In the metric formalism, the
natural quantity to be kept constant at the boundary is the induced metric h on ∂M,
that is, the pull-back of the metric g to the boundary ∂M. The corresponding boundary
term is the well-known Gibbons-Hawking-York (GHY) term [82, 83]
SGHY =
1
8piG
∫
∂M
dD−1x
√
hK , (1.1.2)
where K is the extrinsic curvature and h the induced boundary metric. While considering
asymptotic boundary condition, it is necessary to consider a choice of fall-off conditions
for the field. In that case, to ensure convergence at infinity, it might be necessary to
add other terms to the boundary action. This is the case for example, considering an
asymptotically AdS space with the so-called Brown-Henneaux boundary condition. To
ensure the action principle, one must add a term depending on the induced metric h only
[84]. Denoting Λ = −1/l2 with l ∈ R the AdS radius, the final action is
S =
1
16piG
[∫ √
g(R− 2Λ) + 2
∮ √
h
(
K − 1
l
)]
. (1.1.3)
In this section, we are not interested in such a modification of the boundary term. In
fact, we are not really interested in any boundary term for now but rather in the equations
of motion for General Relativity and their peculiarity in three dimensions. The equations
of motions are easily found by applying the variational principle on the action (1.1.2) with
respect to the metric. This returns the standard Einstein equations
Rµν − 1
2
gµνR + Λgµν = 8piGTµν , (1.1.4)
with Rµν being the Ricci tensor and Tµν the energy-momentum tensor. Considering the
case of pure gravity, i.e. without any matter fields, the tensor energy-momentum Tµν
vanishes everywhere. The right-hand side of the Einstein equations is then identically
zero. Therefore, from the Einstein equations, it is straightforward to see that the Ricci
tensor and scalar are deeply linked to the presence of matter. Taking the trace of (1.1.4),
we have that the Ricci scalar is proportional to the cosmological constant on-shell
R =
2DΛ
D − 2
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while the Ricci tensor is basically the metric tensor up to some coefficients given by the
cosmological constant and the space-time dimension
Rµν =
2
D − 2Λgµν .
Consider now the flat case where the cosmological constant vanishes. Then, both the
Ricci tensor and the Ricci scalar become identically zero on-shell. In some sense, they do
not carry any information about gravity. It is only with matter that they carry non-trivial
information.
Recall now that by its very definition, General Relativity is a theory about the geom-
etry of space and time. What encodes intrinsically this geometry is the Riemann tensor
Rµναβ. It is well-known that this tensor can be expressed in terms of the Ricci scalar, the
Ricci tensor and of what is known as the Weyl tensor Wµναβ. The decomposition then
reads
Rµναβ = Wµναβ+
1
D − 2
(
gµαRνβ + gνβRµα − gναRµβ − gµβRνα
)
− 1
(D − 1)(D − 2)
(
gµβgνα − gµαgνβ
)
R .
The Riemann tensor is a rank four tensor. Hence, it has by definition at most D4 in-
dependent components. Actually, it only has D
2(D2−1)
12
independent ones because of its
symmetry. Indeed, recall that the Riemann tensor is antisymmetric in (µ, ν) since the
metric is covariantly constant and in (α, β) by construction. It also follows the first
Bianchi identity Rµναβ +Rµαβν +Rµβνα = 0 and is symmetric under the exchange of the
pair (µν) and (αβ). Applying the previous result, in the flat case and on-shell, only the
Weyl tensor contributes to the Riemann tensor without matter. As such, it is the one
carrying the information about pure gravity.
We can go even further by considering the three-dimensional case. Indeed, in three
dimensions, the Ricci tensor and the Riemann tensor happen to have the exact same
number of independent variables. The Riemann tensor has D
2(D2−1)
12
|D=3 = 6 independent
components. The Ricci tensor, by virtue of being a symmetric tensor of rank 2, has
D(D+1)
2
|D=3 = 6 independent components. There is no room for the Weyl tensor in three
dimensions, and so it must vanish by construction. The Riemann tensor is thus just a
function of the Ricci tensor and scalar
Rµναβ = gµαRνβ + gνβRµα − gµβRνα − gναRµβ + 1
2
(
gµβgνα − gµαgνβ
)
R , (1.1.5)
and in absence of matter, the Riemann tensor identically vanishes.
That is, we see that pure gravity in three dimensions is a really simple theory. The
geometry of the theory is one of constant curvature given by the cosmological constant.
And due to the fact that the Weyl tensor identically vanishes, there are no gravitational
degrees of freedom. The only possible degrees of freedom are therefore topological ones.
It is, in fact, really easy to recover this result by a simple counting of the numbers
of variables and constraints for three-dimensional gravity. In D dimensions, the phase
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space of General Relativity is characterized by a spatial metric on a constant time hyper-
surface, which has D(D−1)
2
independent components since it is a symmetric tensor of rank
2. Adding the conjugate momenta to the counting, we arrive at (D)(D − 1) degrees of
freedom for the full phase space. Now, to recover the actual degrees of freedom of the
theory, we must subtract to this result the number of constraints. If D ≥ 3, we have
D constraints coming from the choice of coordinates and D coming from the Einstein
equations which impose a constraint on the initial condition rather than on the dynamics
of the system. Putting everything together, we are left with D(D− 1)− 2D = D(D− 3)
degrees of freedom. If D = 3, this clearly vanishes and we recover the previous claim of
no gravitational degrees of freedom for pure gravity in three dimensions.
This is not the only peculiarity of the three-dimensional case. On top of the vanishing
of the Weyl tensor, the Newtonian potential also vanishes. That is, the Newtonian limit
of three-dimensional General Relativity is very peculiar; there is no force between masses.
For more detail in general on three-dimensional gravity, see also [85].
While the Einstein-Hilbert action is generally suitable to study the classical feature
of the theory, it is quite difficult to quantize. In three dimensions, the two favourite
formulations to quantize gravity are the Chern-Simons formulation for AdS and the BF
formulation for flat gravity. For a negative cosmological constant Λ < 0, i.e. for an AdS
space, it can be shown that the Einstein-Hilbert action is equivalent to the difference
between two Chern-Simon actions for non-abelian gauge fields [26, 27]. The quantization
procedure of a Chern-Simons theory is well understood, at least for compact groups and
in the case of Euclidean gravity, the gauge group is SU(2), which is compact. The second
formulation is the most interesting for our purpose and is based on a first order formulation
of General Relativity. The next section is dedicated to a brief review of the BF formalism
and gravity as a BF theory.
1.2 General Relativity as a BF theory
BF theory is the name given by Blau and Thompson [33] to the very general class
of topological field theory first introduced1 by Horowitz [32]. It is a fairly simple class of
topological field theories and can in a sense be considered as the simplest possible gauge
theory. A BF theory can be defined in any dimension and is naturally independent of any
choice of background geometry. Indeed, these theories are defined without any mention
of an existing metric or any other geometrical structure of the space-time manifold. It
is therefore natural to consider this class of models for the study of a background inde-
pendent theory. The first mention of this type of theory in General Relativity dates back
to the work of Plebanski in 1977 and its first order formulation of gravity. In particu-
lar, in three dimensions, General Relativity is a special case of BF theory, while in four
dimensions, one must add extra constraints to the initial BF action to recover General
Relativity [87]. This was to be expected since gravity is not a topological field theory in
four dimensions. See [88] for a review of BF gravity theories.
1The Abelian case was first considered by Schwarz a few years earlier [86].
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1.2.1 Definition
Consider aD-dimensional manifoldM, acting as the space time, and a trivial G bundle
on top of it associated to the Lie group G. We denote its Lie algebra by g. Consider now
a connection ω on the trivial G bundle. Locally, it can be seen as a g-valued one-form.
We also need a (D − 2) form B valued in the adjoint bundle of G, i.e. the vector bundle
associated to G via the adjoint action of G on its algebra. Locally, B is a g-valued (D−2)
form. The curvature of ω is defined as the g-valued two-form F [ω] = dω + ω ∧ ω. The
BF action is then defined by the integral
SBF =
∫
M
Tr(B ∧ F [ω]) . (1.2.1)
The name2 BF is self-explained by the structure of the action. The notation trace refers
to the inner product of the Lie algebra g.
Trivially, as an integral of a differential form, the BF action is invariant under the
diffeomorphisms of M. Forgetting for a moment about the diffeomorphisms, the BF
action exhibits two gauge symmetries. The first one is the usual gauge transformation
defined by the gauge group G. It is parametrized by a g-valued zero-form α and its
infinitesimal action on the field is
δαB = [B,α] , δαω = dωα . (1.2.2)
The second invariance is called the translational, or shift symmetry, due to its action on
the field B. It is parametrized by a g-valued (D−3) form η. The reason for this symmetry
is to be found in the Bianchi identity for the curvature F stating that dωF [ω] = 0. Its
infinitesimal action on the field is
δηB = dωη , δηω = 0 . (1.2.3)
The equations of motion of the theory are easily derived from the action by taking its
variation with respect to the fields B and ω. We find
F [ω] = 0 , dωB = 0 , (1.2.4)
where dω stands for the exterior covariant derivative with respect to the connection ω.
These equations are really simple. The first one is telling us that the connection ω is
flat, i.e. that basically, the (D − 2) form B acts as a Lagrange multiplier enforcing the
flatness of the connection everywhere. On the one hand, due to the flatness, the solutions
for ω are locally all the same up to gauge transformations. On the other hand, the shift
symmetry allows to always transform B into its locally trivial solution B = 0. Indeed, the
second equation of motion tells us that B is closed. Now, since the connection is also flat,
we know that locally, all closed forms are also exact. That is, it exists η a (D − 3)-form
such that B = dωη. It is clear now that the shift symmetry always allows us to shift B
to zero.
2Note that it is rather more intuitive to rename the B field E. At the phase space level, B is under-
stood as the conjugate variable to the connection ω. When considering the group U(1), this corresponds
to the electric field of electromagnetism.
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Note that these equations admit a useful interpretation in the context of co-homology.
Indeed, the square of the exterior covariant derivative can be expressed in terms of the
curvature through the formula d2ωf = [F [ω], f ]. Hence, when the connection is flat, we
have d2ωf = 0. Looking at the equation of the B field now, we see that the space of solution
for B, taking into account the gauge symmetry, is the second DeRham co-homology group.
This interpretation will be useful in the following when looking at the path integral of
the BF action, since it will allow us to relate it to the Ray-Singer torsion, a topological
invariant [33]. In the BRST formalism, the reducibility of the shift symmetry plays an
important role and involves the introduction of the "ghost for ghost".
To conclude this section, we will point out that the diffeomorphism invariance is
encoded into the two gauge symmetries defined above [89, 90]. Indeed, consider a vector
field ξ onM. From this vector field, we can define a zero-form φξ valued in the adjoint
bundle of G via the interior product of form iξ by φξ = iξω. Similarly, we define the
(D − 3)-form ηξ by iξB. The action of the diffeomorphism ξ on the connection and the
field B is then
δξω = dωφξ + iξF [ω] , δξB = dωηξ + [φξ, B] + iξdωB . (1.2.5)
On-shell, this is just a combination of the gauge and shift symmetry.
1.2.2 Three-dimensional BF theory and gravity
Obviously, the point of interest here is the application of the BF formalism to the case
of gravity in three dimensions. In that case, the gauge group is SU(2) and the BF action
corresponds to a first order formulation of gravity. The field B is then called the tetrad
field, and usually denoted by e. It is a su(2)-valued one-form. The action of General
Relativity reads in this formalism
SBF =
1
16piG
∫
M
d3x
(
Tr(e ∧ F [ω]) + Λ
6
Tr(e ∧ e ∧ e)
)
. (1.2.6)
Explicitly ea = eaµdxµ, ωa =
1
2
abcω
bc
µ dx
µ and F a[ω] = dωa+ 1
2
abcω
b∧ωc are the tetrad one-
form, the spin-connection one-form, and the curvature two-form, respectively. The index
a is a tangent space index to the space-time manifold, in agreement with the standard
relation between the tetrad and the metric, i.e. gµν = ηabeaµebν , where ηab is the flat metric
of signature equal to that of gµν . For the sake of completeness, we consider the case with a
possible non-vanishing cosmological constant. We have added to the BF action a volume
term coinciding with the addition of the cosmological constant.
Note that in order to recover the usual formulation of General Relativity, the tetrad
field must be non-degenerated and associated to a positive volume form. That is, it re-
quires the constraint det(e) > 0 everywhere. In that case, the metric gµν can be defined
as above, and we can recover the usual Einstein-Hilbert action from the first order for-
malism. Now, in BF theory, no constraints are imposed on the tetrad field. Hence, the
above action defines a more general theory compared to General Relativity. When some
space configurations where det(e) = 0 exist, the metric field is degenerated and no longer
invertible anymore. These configurations are expected to be relevant to the discussion of
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topological change, see for example [91, 92, 93]. Taking e to its opposite, it is immediate to
see that to each tetrad field with det(e) > 0 is also associated a tetrad field with negative
volume form [94], which is related to the orientation of the space-time manifold. At the
classical level, these two other field configurations might not matter, since we can always
restrict the study to the space of non-degenerate metric field. However, at the quantum
level, it is not possible to do so. Indeed, the path integral associated to the BF action
will naturally be over all tetrad fields. However, only those with det(e) > 0 are directly
related to General Relativity. Hence, we naturally obtain a bigger theory than General
Relativity. See [94] for a discussion about this point.
In the previous section, we did not discuss the possibility of having a manifold with
boundaries. In that case, the variation of the action is not necessarily zero on-shell. The
explicit computation of the variation of the BF action with a volume term returns
16piGδSBF =
∫
M
d3x Tr(δe ∧ (F [ω] + Λ
3
e ∧ e) + e ∧ δF [ω])
=
∫
M
d3x Tr(δe ∧ (F [ω] + Λ
3
e ∧ e) + e ∧ dωδω)
=
∫
M
d3x Tr(δe ∧ (F [ω] + Λ
3
e ∧ e) + dωe ∧ δω) +
∫
∂M
d2x Tr(e ∧ δω) ,
where we first applied the identity δF [ω] = dωδω and then integrated by part. On-shell
of the equations of motion the variation of the action is
δSBF =
1
16piG
∫
∂M
Tr(e ∧ δω). (1.2.7)
This expression of the boundary term shows us that the natural quantity to be kept
fixed at the boundary is the pull-back of the connection ω, such that no boundary term
is needed in the action. If it is the pull-back of the local tetrad field to be kept fixed at
the boundary, a boundary term is then needed, and we get
SBF =
1
16piG
∫
M
d3x Tr(e ∧ F [ω])−
∫
∂M
d2x Tr(e ∧ ω) . (1.2.8)
This term is similar to the Gibbons-Hawking-York term needed in the metric formulation
in presence of a boundary. Note that the presence of boundary makes the analysis from
the gauge theory point of view more complicated. Indeed, it is well-known that gauge
invariance might be broken at the boundary. In order to restore the gauge invariance at
the boundary, one must consider new compensating fields living at the boundary. These
are related to the soft modes for asymptotic boundary and edge modes for boundary at
a finite distance [57].
The starting point for General Relativity in this thesis is the action
SBF =
∫
M
d3x Tr(e ∧ F [ω]) . (1.2.9)
We choose the unit such that 16piG = 1 and we keep fixed the connection at the boundary
such that no boundary term is needed in the action.
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1.3 Asymptotically AdS and flat space: metric and ge-
ometry
We finish this chapter with a brief presentation of the AdS and flat space geometry.
The main point of this section is two-fold. First, we want to give another explanation
for the use of the torus topology in our computation. This geometry naturally arises
when looking at the asymptotic geometry of the AdS space, the BTZ black hole and flat
space. Secondly, this thesis is centred on the study of quasi-local regions. It is however
appealing to compare our results with the one done in the continuum. As such, we will
briefly review these two cases. We begin by the presentation of the metric of the AdS
case, then we look at the asymptotic symmetry group and charge algebras. We end the
section with the same analysis for the flat case as a limit of the AdS space. Since most of
the computations are involved, we mainly focus on the core ideas and results, and refer
to the literature for more details, see [53, 48, 57, 56].
As we said in the introduction, the notion of asymptotic symmetry is one of the key
elements of the study of dual theories. A field theory with boundary, as a Hamiltonian
theory, is defined by its field content, Poisson structure and boundary conditions. For
three-dimensional gravity, the last point is crucial. Indeed, as we have emphasized since
the beginning, three-dimensional pure gravity is trivial in the sense that it has no local
degrees of freedom. In presence of a boundary however, global degrees of freedom arise.
Therefore, the choice of boundary conditions completely determines the behaviour of the
theory. In the context of asymptotic holography, boundaries are at infinity, and fall-off
conditions on the fields act as boundary conditions. Recall that the choice of fall-off
conditions might affect the well-definiteness of action. The asymptotic symmetry group
of such a theory is defined as the quotient between allowed and trivial gauge transfor-
mations. Allowed gauge transformations are the ones that preserve the fall-off conditions
while trivial gauge transformations are the allowed transformations associated with a zero
conserved charge. In short, the researches of asymptotic symmetry boils down to the def-
inition of fall-off conditions and the study of gauge transformations with respect to these
conditions.
1.3.1 AdS space and Virasoro algebra
We consider in this section a non-vanishing length scale l ∈ R+, called the AdS radius,
such that the cosmological constant is defined by Λ = − 1
l2
. In three dimensions, the unique
maximally symmetric space-time with negative cosmological constant is the AdS space,
and is described by the metric
ds2 = −
(
1 +
r2
l2
)
dt2 +
(
1 +
r2
l2
)−1
dr2 + r2dϕ2 . (1.3.1)
In these notations, t is a time-like coordinate without any periodicity condition, whose
range, as usual, is infinite to avoid closed time-like curves. The other coordinates are
r ∈ R+, the luminosity distance, and ϕ ∈ [0, 2pi], the angular coordinate, which are both
Chapter 1. General Relativity in Three Dimensions and BF Theory 19
space-like. The manifold spanned by such a metric is diffeomorphic to S1 ×R2. At short
distances, i.e for r  l, the metric is just the Minkowski metric, whereas at long distances,
r  l, it is
ds2 ∼ r
2
l2
dr2 +
r2
l2
(−dt2 + l2dϕ2) . (1.3.2)
From the form of the metric at long distances, we conclude that the boundary geometry
is that of a cylinder.
It is interesting to rewrite AdS in a new set of coordinates (τ, ρ, ϕ) where τ = t
l
(the rescaling of the time coordinate is mainly done for convenience) and where ρ is a
dimensionless coordinate defined by
r = l sinh(ρ) .
With this new set of coordinates, the AdS metric becomes
ds2 = l2
(
dρ2 − cosh2(ρ)dτ 2 + sinh2(ρ)dϕ
)
. (1.3.3)
The easiest way to study the symmetries of AdS is to immerse the hyper-surface
spanned by (1.3.3) into the four dimensional space R2,2 with the metric η = (−1,−1, 1, 1).
AdS can then be seen as the hyper-surface in R2,2 satisfying the constraint
− u2 − v2 + x2 + y2 = l2 . (1.3.4)
A natural parametrization of AdS in R2,2 is found by taking3.
u = l cosh(ρ) cos(τ)
v = l cosh(ρ) sin(τ)
x = l sinh(ρ) cos(ϕ)
y = l sinh(ρ) sin(ϕ) .
Evaluating the metric of R2,2 on the hyper-surface parametrized by the previous set of
coordinates yields back (1.3.3).
The biggest advantage of such formulation is that it allows to easily study the isome-
tries of an AdS space. By its very definition, R2,2 has 10 isometries (as a space in 4
dimensions). There is one translation per direction, i.e. 4 translations total and 6 ma-
trices transformations. These matrices transformations emerge from the invariance of
the metric under the action of a SO(2, 2) matrix by its very definition. The transla-
tion symmetries are not conserved on AdS. Indeed, (1.3.4) is clearly not conserved under
translations. The action of these symmetries is to map a given AdS space of radius l to
another AdS space of radius l′, with l′ a function of l and the translation parameters.
3This parametrization naturally leads to interpreting τ as an angle, thus closed time-like curves exist.
Going back to (1.3.1) involves taking the universal cover after inverting all the relations, such that t = lτ
has an infinite range
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However, (1.3.4) is clearly conserved by the action of an SO(2, 2) matrix. Hence AdS
admits SO(2, 2) as symmetry group. 4
The generators of SO(2, 2) are 6 independent Killing vectors, whose general form is
(consider xµ = (u, v, x, y))
Jµν = xν∂µ − xµ∂ν . (1.3.5)
Note that the generator of time translations is ∂τ = 1l (u∂v − v∂u) and the generator of
rotations is ∂ϕ = x∂y − y∂x.
The space described above is called globally AdS, in the sense that the metric is always
the AdS metric. Such a space is really constrained as it is unique. In the following, we
are interested in spaces that are only asymptotically AdS. That is, the metric of the
considered space must take the form (1.3.2) at spatial infinity.
Euclidean and thermal AdS
In this thesis, we are mainly interested in the Euclidean space. It is straightforward
to go from the Lorentzian to the Euclidean metric from (1.3.1). This is done via Wick
rotation. Consider tE = it. The AdS metric (1.3.1) then becomes
ds2 =
(
1 +
r2
l2
)
dt2 +
(
1 +
r2
l2
)−1
dr2 + r2dϕ2 . (1.3.6)
The geometrical picture at "spatial" infinity, that is for r  l is still that of a cylinder.
It can still be viewed as a circle with a "time" evolution giving the cylinder. The top
and the bottom of the cylinder are then seen as initial and final states for the evolution.
The main difference between the Lorentzian case is that the symmetry group of globally
Euclidean AdS space is SL(2,C) instead of SO(2, 2). There is nothing more to say at the
classical level.
However, this is not the case from the quantum mechanical point of view. Indeed,
in the Euclidean formalism obtained via Wick rotation, the partition function of the
model is usually defined via the associated statistical partition function. Hence, the
partition function takes a natural form of the trace over the energy level of the theory
[95]. Geometrically, it means taking the "trace" over the cylinder. That corresponds
4Another really elegant proof is to parametrize the AdS space embedded in R2,2 by an SL(2,R) matrix
g
g =
1
l2
(
x− u v + y
v − y x+ u
)
with the condition on g
det(g) = 1
imposing (1.3.4). The AdS metric is then recovered using the definition of the Killing-Cartan metric on
the group manifold SL(2, R)
ds2 =
1
l
Tr
(
(g−1dg)(g−1dg)
)
.
This definition is invariant by the action of two independent SL(2, R), acting on the right or on the left
on g, modulo Z2. This gives back SO(2, 2) ≈ SL(2,R)L×SL(2,R)RZ2 as symmetry group.
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to identifying the top and the bottom of the cylinder, hence spanning a torus. The
identification map of the cylinder to a torus is endowed with a natural parameter, called
the Dehn twist. Geometrically, we have the freedom of rotating, for example, the top of
the cylinder by an angle γ before doing the identification, see figure 1.1. This freedom
accounts for the large diffeomorphism on the torus, hence is of primordial importance
in the context of gravity. After doing this identification, the space we obtain is called
thermal AdS.
β
γ
Figure 1.1: Geometrical picture of the Dehn twist associated to the cylinder before gluing
it to obtain a torus. One side is rotated by an angle γ before being identified to the other
side. The length of the would-be non contractible cycle of the torus is β.
Explicitly, thermal AdS is represented by the metric (1.3.6) with the following identi-
fication for the coordinates
(t, r, ϕ) ∼ (t+ β
l
, r, ϕ+ γ) . (1.3.7)
We recall that ϕ is also defined in [0, 2pi]. The parameter β represents the inverse temper-
ature from the statistical system point of view. It is basically the height of the cylinder
in the time direction, see figure 1.1. This is the representation of a torus with modular
parameter5
τTAdS =
1
2pi
(
γ + i
β
l
)
(1.3.8)
Another possible way to find this metric is to work again with an immersion into a bigger
space. Here, instead of R2,2, we consider R1,3 as a straightforward generalization to the
Euclidean case. Euclidean AdS is then described by the constraint
− u2 + v2 + x2 + y2 = l2 , (1.3.9)
5This is obviously not the same τ as the rescaled time parameter. This notation is unfortunate, but
both τ are standard notations. In the rest of this thesis, we will not use the rescaled time parameter
anymore, and in the current section, the context is enough to differentiate between both τ .
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and the space can be parametrized in almost the same way as in the Lorentzian case,
taking into account the Wick rotation. Note that thermal AdS is still a space that is
globally AdS, and not only asymptotically AdS. Generally, any globally AdS space can be
obtained as the quotient of the general AdS space introduced previously and some finite
groups. For example, thermal AdS is the quotient between global AdS and Z.
BTZ black hole
Before moving to asymptotic symmetry, let’s briefly discuss the case of black holes in
Euclidean gravity. Black hole solutions are a primordial feature of General Relativity. In
fact, one of the reasons that made people believe that three-dimensional gravity was of
no interest whatsoever was the fact that no black hole solutions were discovered. It was
only in 1992 that Bañados, Teitelboim and Zanelli [96, 97] found black holes solution in
three dimensions. The interesting fact about these black holes is that they are not the
usual black holes as in four dimensions: they do not possess any curvature singularity. In
fact, these solutions are still locally AdS everywhere. They are black holes because they
possess an event horizon. Still being locally AdS, it is possible to relate the usual BTZ
black hole solution to the thermal AdS space by considering a modular transformation
[98, 44]. More precisely, the geometry of the BTZ black hole is again a torus, related to
the thermal AdS torus by the modular transformation
τTAdS = − 1
τBTZ
. (1.3.10)
The effect of this transformation is to interchange the temporal direction t and the
angular direction ϕ. Hence, while it is the temporal direction that is non contractible for
thermal AdS, it is the angular direction for the Euclidean black hole, see figure 1.2
t
ϕ
TAdS
ϕ
t
BTZ
Figure 1.2: Torus associated to the thermal AdS space on the left and BTZ on the right.
They are related to the modular transformation (1.3.10) switching the non-contractible
cycle. It is in the time direction (red) for thermal AdS and in the angular direction (blue)
for the BTZ black hole.
Evaluation of the Einstein-Hilbert action on thermal AdS
Finally, let us explicitly compute the on-shell Einstein-Hilbert action for thermal AdS
with boundary at spatial infinity. The expression will come in handy in the following
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chapter when looking at the partition function of the model. The computation is not
as easy as one might think, since, at first glance, the on-shell action diverges due to the
infinity of the radial extension in space. To do the computation, we hence introduce
a regularization by considering the boundary to be located at a distance r = a. The
evaluation of the Einstein-Hilbert action on-shell is then proportional to the volume of
the AdS space with the cut-off a
1
16piG
∫ √
g
(
R +
2
l2
)
= −Vol(a)
8piGl2
= − β
8G
(
cosh(2a)− 1
)
. (1.3.11)
where Vol(a) is the volume associated to the AdS space.
For the GHY boundary term, it is most easily calculated by introducing the normal
at the boundary
1
8piG
∮ √
h K =
1
8piG
∂n
∮ √
h, (1.3.12)
where ∂n stands for the normal derivative. With the cut-off a, the area of the boundary
is
Area(a) = piβl sinh(2a), (1.3.13)
and thus
1
8piG
∮ √
h K =
1
8piGl
∂
∂r |r=a
Area(r) =
2β
8G
cosh(2a). (1.3.14)
We can now combine these results and take the limit a→∞. Recall however that the
full AdS action is given by (1.1.3) . Finally, the on-shell AdS action reads
STAdS = − β
8G
(
1− cosh(2a) + 2 cosh(2a)− sinh(2a)
)
a→∞−−−→ − β
8G
. (1.3.15)
Asymptotic symmetry and charge algebra
It is now time to focus on the asymptotic symmetry of an asymptotically AdS space.
The asymptotic symmetry group and associated asymptotic conserved charge algebra were
first derived in the seminal work of Brown and Henneaux [53]. A more recent derivation
can also be found in the thesis of Oblak [48] where the flat case is also explained. In both
works, the fall-off conditions are first imposed on the metric before imposing any gauge
fixing. It is possible to first get rid of the gauge redundancies to make the computation
simpler, see [56]. In this section, we just state the results and refer the reader to the
literature for the computational details.
The asymptotic symmetry group of an asymptotically AdS space is the direct product
of two commutingWitt algebras. Hence, it is spanned by two infinite families of generators.
We call the Fourier modes of these two families
ξn and ξ˜n
with n ∈ Z. The Lie brackets of these generators are
[ξn, ξ˜n] = 0
i[ξn, ξm] = (m− n)ξn+m
i[ξ˜n, ξ˜m] = (m− n)ξ˜n+m .
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The Witt algebra is the centreless algebra of circle diffeomorphism. Starting from the
previous Lie brackets, it is immediate to see that the initial SO(2, 2) symmetry group of a
globally AdS space is a sub-set of the full symmetry group of asymptotically AdS space.
Indeed, consider the generators for n = −1, 0, 1. They clearly form a closed subalgebra
for both ξn and ξ¯n which is isomorphic to an sl(2,R) algebra and SO(2, 2) is recovered as
SO(2, 2) ≈ SL(2, R)L × SL(2, R)R
Z2
.
The final step is to look at the algebra of conserved charges arising from the previous
symmetry group. These conserved charges span two independents Virasoro algebras.
Calling Ln and L¯n the generators of the two independent families of charges (each coming
from its own Witt algebra), the associated Poisson bracket reads
i {Lm,Ln} = (m− n)Ln+m + c
12
m(m2 − 1)δm+n,0 (1.3.16)
where c is the Brown-Henneaux central charge
c =
3l
2G
. (1.3.17)
1.3.2 Flat gravity and the BMS group
To end this chapter, we focus on the more interesting case in the context of this
thesis, the flat case. It is appealing to look at the flat case as the limit l → ∞ of the
AdS case. And indeed, most of the results derived for the flat case were obtained using
this limit. Geometrically, the limit corresponds to pushing the boundary of the AdS
cylinder to infinity. And as the length scale goes to infinity, the curvature vanishes, giving
a completely flat theory. The general metrics that are asymptotically flat are usually
parametrized in terms of the (retarded) Bondi coordinate (u, r, ϕ). In these notations, u
is the retarded time, r is still the luminosity distance, and ϕ is the angle associated to
the cirlce at infinity, acting as the basis for the infinite cylinder. In these coordinates, the
general solution for the metric takes the form
ds2 = Θ(ϕ)du2 − 2dudr + 2
(
Ξ(ϕ) +
u
2
∂ϕΘ(ϕ)
)
dudϕ+ r2dϕ2 . (1.3.18)
As in the AdS case, the phase space is characterized by two arbitrary functions on the
boundary circle at infinity. Again, going to the Euclidean time, one should identify the top
and the bottom of the cylinder to compute the associated statistical partition function.
Some work is necessary to derive the asymptotic symmetry and charges from the AdS
case. Indeed, when l goes to infinity, the Brown-Henneaux central charge diverges, and
the previous brackets are hence ill-defined.
Consider the Fourier modes Pm and Jm, m ∈ Z such that
ξm =
1
2
(lPm + Jm) and ξ˜m =
1
2
(lP−m + J−m) . (1.3.19)
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The Lie brackets between the P ’s and the J ′s are
i[Pm, Pn] =
1
l2
(m− 2)Jm+n , i[Jm, Jn] = (m− n)Jm+n , i[Jm, Pn] = (m− n)Pm+n
(1.3.20)
such that in the limit where l goes to infinity the Pm commute, the Jm form a Witt algebra
and the Jm act non-trivially on the Pm. We get the so-called bms3 algebra
i[Pm, Pn] = 0 , i[Jm, Jn] = (m− n)Jm+n , i[Jm, Pn] = (m− n)Pm+n . (1.3.21)
In the language of bms, the Jm span the infinite dimensional diffeomorphism algebra
of the infinite circle, and are called the superrotations. Whereas the Pm are called the
supertranslations and correspond to translations of asymptotically null infinity in the time
direction.
Similarly, we can obtain the charge algebra by taking the flat case limit of the AdS
case. We define the supermomenta Pm and the superrotation charges Jm by
Lm = 1
2
(lPm + Jm) and L˜m = 1
2
(lP−m + J−m) . (1.3.22)
and the computation of the Poisson brackets gives
i[Pm,Pn] = 1
l2
(m− 2)Jm+n , i[Jm,Jn] = (m− n)Jm+n ,
i[Jm,Pn] = (m− n)Pm+n + 1
4G
m(m2 − 1)δm+n,0 . (1.3.23)
The central charge does not depend on l anymore, and the flat limit can be safely
taken to obtain
i[Pm,Pn] = 0 , i[Jm,Jn] = (m− n)Jm+n ,
i[Jm,Pn] = (m− n)Pm+n + 1
4G
m(m2 − 1)δm+n,0 . (1.3.24)
Fundamentally, these two results tell us a lot about the theory. In particular, they
entirely define the partition function, which should be a character of some representation
of the asymptotic charge algebra. In practice, these results were confirmed by the com-
putation of the partition function in the AdS case [54] and in the flat case [52] which we
will quickly present in the next chapter.
In this chapter, we did not however address the question of finite boundary. The
lookout of the symmetry group and algebra of conserved charges for finite boundary is
still ongoing, and even though a lot of progress has been made in the last few years, see
[62, 64, 60, 65, 66], we are still far from having a clear understanding of the symmetry
for finite boundary. In a sense, one of the aims of my work is to study this problem by
directly computing the partition function for a quasi-local region, and see what can be
learned from the structure of the results.

Chapter 2
Quantum Gravity on the Torus
While the previous chapter was dedicated to a short review of classical gravity and
the asymptotic symmetry groups, this chapter focuses on the quantum counterpart. More
particularly, we briefly introduced the work done in [54] and [52] on the computation of
the partition function for three-dimensional quantum gravity in the AdS and flat case
respectively. These computations and the methods are far from being related to the work
of this thesis, and hence will not be presented in details. The results, however, are deeply
connected. We are indeed interested in the more general case of finite boundary, and our
results can easily be pushed at asymptotic infinity and compared with the results presented
in this chapter. This chapter serves as a bridge between the asymptotic computation in
the continuum and the quasi-local computation in the discrete.
On top of this utility purpose, it is a fact that the status of dual boundary theo-
ries for three-dimensional gravity is most thoroughly developed in the case of negative
cosmological constant and for asymptotic boundaries. In the AdS case, this duality can
obviously be understood as a particular representation of the AdS/CFT duality [27]. In
this case, the emerging dual field theory is well-understood and corresponds to a re-
ally specific conformal field theory, known as Liouville theory [44, 84]. This Liouville
theory can also be found starting from the Chern-Simon formulation of gravity. It is
well-known that Chern-Simons theory is dual to a Wess-Zumino-Novikov-Witten model
[99, 100, 101, 102]. Consequently, by imposing the right constraints on the fields of the
Wess-Zumino-Novikov-Witten model to encode the Brown-Henneaux fall-off conditions,
the model becomes a Liouville theory. Note that the associated Liouville potential might
differ [44] due to the choice of fall-off conditions. Once again, this emphasizes the impor-
tance of fall-off conditions and boundary conditions in general. For the flat case, recent
progress was made [103, 104, 105], see the main text for more details.
In the previous paragraph we discussed results at the classical level. At the quantum
level, the first object of interest for holographic dualities is the partition function and
understanding how the dual field theory is related to the understanding of the structure of
the partition function. In this chapter, we first focus on the AdS computation presented in
[54] then on the analogous flat case [52]. In both cases, the main point of the computation
is to be found in the use of the heat kernel method1, involving lots of computations. We
1An introduction to heat kernel methods and one loop computation can be found in [106].
27
Chapter 2. Quantum Gravity on the Torus 28
will not detail any of them here but rather focus on the results and their interpretations.
2.1 Partition function of twisted thermal AdS3
In [54], the one-loop partition function of an asymptotically AdS space was computed
starting from the path integral formulation of three-dimensional gravity with the Einstein-
Hilbert action. To do so, the authors performed the Wick rotation of the path integral into
the Euclidean space. As a consequence, they considered the thermal AdS space described
in the previous chapter: they computed the partition function for gravity with boundary
for a space-time described by a solid torus of modular parameter
τ =
1
2pi
(
γ + i
β
l
)
. (2.1.1)
We recall that β is the temporal extension of the torus, i.e. its height in the non-
contractible direction, γ the Dehn twist and l the AdS radius.
One of the key points of the computation is that it is claimed to be perturbatively
exact [107]. It means that all other loops corrections identically vanish. Of course, recall
that three-dimensional General Relativity is perturbatively non-renormalizable, so the
fact that the partition function is one-loop exact must be carefully understood. Recall
that three-dimensional gravity is a theory without any local excitations, i.e. any local
degrees of freedom. This suggests that, in some sense, it is an integrable system [27] and
quantities in such a system are often one-loop exact. We will see in the following another
viewpoint on this one-loop exact property of the computation. Note that this does not
address the question of having non-perturbative corrections to the partition function. As
mentionned in [107], the very definition of such non-perturbative corrections is hard to
separate from the sum over all admissible manifolds allowed by the boundary conditions.
One of the key results of this thesis is to show that non-perturbative corrections do arise
in the quasi-local regime and might indeed be related to the admissible class of manifolds
given the boundary data.
The actual computation involves a classical contribution: the on-shell action, together
with a combination of functional determinants, among which there is a Faddeev-Popov
determinant for the scalar and vector gauge modes. The ensuing result, after some non-
trivial algebraic simplifications between scalar, vector and tensor (graviton) mode contri-
butions, is found to be
ZTAdS(τ, τ¯) = e
−STAdSZ1-loopTAdS (τ, τ¯) with Z
1-loop
TAdS (τ, τ¯) =
∞∏
k=2
1∣∣1− e2piiτ ·k∣∣2 . (2.1.2)
We recall that STAdS is the on-shell evaluation of the Einstein-Hilbert action on thermal
AdS3, given by (1.3.15)
STAdS(τ, τ¯) = − β
8G
. (2.1.3)
One crucial and non-trivial fact about the resulting partition function is that the
product over k starts at k = 2. Let us recall the interpretation of k ∈ Z in the calculation of
Chapter 2. Quantum Gravity on the Torus 29
[54]. Note that the very same parameter will acquire a completely different interpretation
in the various method of computations of the partition function of three-dimensional
gravity. In the present case, recall that thermal AdS3 space-time is obtained as a hyper-
surface of the four-dimensional hyperbolic space. An equivalent construction is to consider
the three-dimensional hyperbolic and its quotient by (1.3.7). Under this construction, k
labels the copies of this space-time in the hyperbolic space. This identification naturally
comes into the computation from the use of the method of images in the heat kernel.
From the metric perspective, the reason why the product starts at k = 2 is quite mys-
terious, and so is the fact that Z(τ, τ¯) factorizes in a holomorphic and an antiholomorphic
contribution. However, both facts become transparent once the result is understood from
the point of view of the boundary. From the boundary perspective, one has two uncoupled
conformal field theories, each one coming with a Virasoro algebra, with Hamiltonians L0
and L˜0, and Brown-Henneaux central charges c = c˜ = 3l2G , as introduced in the previous
chapter.
By definition, the total Hamiltonian and momentum operators for the full conformal
field theory are
H =
1
l
(L0 + L˜0) and P = 1
l
(L0 − L˜0) , (2.1.4)
and the partition function can be expressed in the dual theory as a trace over them
Z(τ, τ¯) = Tr
(
e−iγP e−βH
)
= TrL
(
e2piiτL0
)
TrR
(
e−2piiτ¯ L˜0
)
, (2.1.5)
where in the last equality we have highlighted the factorization of the two uncoupled
theories. This encodes a sum over all the states which have been first evolved for an
Euclidean time β, then translated by an amount γ to the left, and finally re-identified
with themselves. This corresponds to the view of having an initial and final state at the
bottom and top of the cylinder respectively before identification.
Following Maloney and Witten [107], one can argue that the trace can be calculated
as the sum of the contribution of the fundamental state |Ω〉 of the conformal field theory
and of its descendants. The descendants are obtained via the action of the two uncoupled
Virasoro modes L−k and L˜−k on |Ω〉. Now, the fundamental state |Ω〉 has vanishing
momentum and energy EΩ = − c12l = − 18G , which gives precisely the classical contribution
to Z:
〈Ω|e−iγP e−βH |Ω〉 = e β8G ≡ e−STAdS . (2.1.6)
The remaining contributions start at modes k = 2 given that L−1 and L˜−1 annihilate |Ω〉
since c = c˜. Therefore, from the dual conformal field theory viewpoint, the index k in
equation (2.1.2) labels the contributions from each vacuum descendant. From this result,
one can see the quality of being one-loop exact under a new light. Recall that there are
no local degrees of freedom. Therefore, we do not expect other contributions except for
the ones coming from the vacuum, which are already all taken into account.
An interesting generalization of this result consists in considering characters of the
operators e2piiτL0 and e−2piiτ¯ L˜0 in representations with highest weights h and h˜ respectively,
different from the vacuum one. This would lead to
Zh,h˜(τ, τ¯) =
e2piiτ(h−
c
24
)e−2piiτ¯(h˜−
c˜
24
)∏∞
k=1 |1− e2piiτ ·p|2
. (2.1.7)
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Notice that in this case the product starts at k = 1. This is, up to a phase, the inverse of
the Dedekind η-function, which is a typical example of a modular form. Modular forms
are holomorphic functions defined on the upper-half part of the complex plane, which
have extremely simple transformation properties under modular transformations.
The computation done in [54] therefore gives an explicit proof of having two copies of
the Virasoro algebra as asymptotic algebra for the symmetry charges. Due to the com-
putation being one-loop exact, it takes into account all but non-perturbative corrections
to the partition function.
2.2 Flat space and the limit of vanishing cosmological
constant
From these results on thermal AdS, one can hope to extract meaningful predictions
for flat Euclidean three-dimensional space.
Let us start from the on-shell action. Its value depends only on the quantity β, the
length of the cylinder before identification, which is left untouched by the limit we are
considering, and on the Newton constant. For this reason, one can expect the value of the
on-shell action to be preserved by the limiting procedure l → ∞. Therefore, we defined
Sflat = STAdS =
−β
8G
. Subtleties arise however for the limit of the one-loop contribution. In
the flat limit, the torus modular parameter τ becomes effectively real, and the convergence
properties of the partition function (2.1.2) get spoiled. For this reason, it is convenient to
keep track of a positive infinitesimal regulator +, as proposed in [49, 50, 48]. Hence, we
define
lim
l→∞
τ =
1
2pi
(γ + i+). (2.2.1)
Notice how this regularization keeps τ slightly within the upper-half part of the complex
plane, where modular forms are defined.
In [52], it is shown, using techniques analogous to those used for the AdS case of
the previous section, that the thermal partition function of three dimensional flat gravity
naturally matches the limit l → ∞ of the partition function defined in (2.1.2) discussed
above and we get
Zflat(τ, τ¯) = e
−SflatZ1-loopflat (τ, τ¯) with Z
1-loop
rlat (τ, τ¯) =
∞∏
k=2
1∣∣1− eiγk+ik∣∣2 . (2.2.2)
In [48], specific induced representations of the (centrally extended) BMS3 group in
three space-time dimensions, are studied and their characters are computed. The BMS3
group [108] is an infinite dimensional group, with the following semidirect product struc-
ture
BMS3 = Diff+(S1)nAd Vect(S1), (2.2.3)
where Diff+(S1) denotes the group of orientation-preserving diffeomorphisms of the circle,
Vect(S1) ∼= Lie(Diff+(S1)) the Abelian additive group of vector fields on the circle, and
nAd the semidirect product of these two groups, with the first acting on elements of the
second via the adjoint action.
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From a generic element (f, α) ∈ BMS3, one can extract a rigid super-translational
part β and a rotation γ. The BMS3 characters of interest for the three-dimensional
partition function turn out to depend only on these two properties of (f, α) ∈ BMS3.
They are related to induced representations of the centrally extended BMS3 group [48].
These representations are labelled by two real parameters, (m, j). The parameter m ≥ 0
represents the space-time mass and characterizes the orbit of the representation while j
is related to the stabilizer [49, 50].
The character for a non-vanishing value of the mass, regularized as in equation (2.2.1)
via τ = 1
2pi
(γ + i+), is then
χm,j((f, α)) =
eijγeiβ(m−
1
8G
)∏∞
k=1
∣∣1− e2piiτ ·k∣∣2 if m 6= 0 . (2.2.4)
If, however, the mass vanishes, we are then left with only
χvac((f, α)) =
e−i
β
8G∏∞
k=2
∣∣1− e2piiτ ·k∣∣2 if m = 0, (2.2.5)
with the product starting at k = 2 for reasons analogous to the Virasoro case. Following
[48] and [52], the interpretation attached to the k label is that of higher Fourier modes
in the super-momenta (Bondi mass aspect) associated to the various elements in the
(coadjoint) orbit of the constant super-momentum. These are in turn closely related to
the Fourier modes of the diffeomorphisms f .
Note that the partition function computed for Euclidean gravity with a Wick rotation
corresponds to the character of the symmetry groups for a Lorentzian signature. It has
been shown in [109, 110] that the result for BMS can be extended to the Euclidean case
without loss. Of course, in that case, the symmetry group is not related to the isometries of
the Euclidean case, but corresponds to the symmetry of the twisted torus in the Euclidean
space.
Recently, progresses in the identification of the field theory dual to three-dimensional
gravity without cosmological constant have been made, see [103, 104, 105]. Interesting
hints also emerged from the semi-classical discrete approach of [76], see chapter 4. We
conclude this chapter noticing that, beyond convergence issues due to the infinite prod-
uct, the partition function seen as a function of τ formally has poles at all real rational
twist angles. Hence the necessity of keeping the regulator. This pole structure is deeply
connected to the theory of modular forms, which are in turn a crucial ingredient of the
AdS/CFT approach to quantum gravity. They are fundamental building blocks of two-
dimensional conformal field theories [107, 111]. Also, notice that, as in the AdS case,
the computation is one-loop exact. In the last two chapters of this thesis, the partition
function will be computed using the Ponzano-Regge model and linked to the results of
this chapter.

Chapter 3
The Ponzano-Regge Model
First defined in 1968, the Ponzano-Regge model [2] is better seen today as an instan-
tiation of BF topological quantum field theory. It has been rigorously related to other
approaches of three-dimensional quantum gravity, notably to the combinatorial quantiza-
tion of Chern-Simons theory and to Loop Quantum Gravity.
Being formulated in terms of a local state-sum, the Ponzano-Regge model allows to
compute the amplitude of quantum gravitational processes within finite, i.e. quasi-local,
regions. This is to be contrasted with the AdS/CFT framework, which intrinsically refers
to the asymptotic boundary of AdS. It also implies, again differently from the AdS/CFT
philosophy, that each amplitude is associated to one given spacetime topology, just as in
the Chern-Simons theory.
The proposal of Ponzano and Regge comes from their observations that the asymp-
totic, i.e. large spins limits of the {6j} symbols reproduces the Regge action for General
Relativity [67, 68]. This observation was proven explicitly by Schulten and Gordon in
1975 [112]. See also [113] for a proof via geometric quantization by Roberts or [114] for a
proof with group integral by Freidel and Louapre.
Soon after its discovery, Mizoguchi and Tada [115] suggested that, in an analogous
asymptotic limit, the Turaev-Viro model was related to a version of the Regge action
involving a cosmological term proportional to the tetrahedron’s volume [116]. The Turaev-
Viro model is indeed the analogue of the Ponzano-Regge model based on the quantum
group SU(2)q instead of the group SU(2). This relation between the Turaev-Viro model
and the Regge action was rigorously proven by Taylor and Woodward who showed that
the asymptotic of the Turaev-Viro model involves homogeneously curved tetrahedra [117].
In presence of a cosmological constant, the status of the network of correspondences with
gravity is still a work in progress [94, 118, 119, 120, 121, 122, 123, 124]. That is, there is
still no direct proof between the Turaev-Viro model and a discretized version of gravity,
compared to the Ponzano-Regge model, which is, as we will see, the discrete version of
BF gravity in three dimensions.
This chapter is dedicated to a review of the Ponzano-Regge model. As a prelude,
we start with a short presentation of the (quantum) Regge calculus, which is a first step
between General Relativity and the Ponzano-Regge model. In Regge calculus, lengths are
not discretized, but are still continuous parameters. We then proceed to the mathematical
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definition of the Ponzano-Regge model and the recovery of the historical formulation. This
chapter ends with a brief presentation of earlier work on the Ponzano-Regge model.
3.1 A prelude to the Ponzano-Regge model: the (quan-
tum) Regge Calculus
Regge calculus [67] is a discrete approach to General Relativity based on a piecewise
flat simplicial decomposition of the space-time manifoldM. Such a decomposition for a
D-dimensional manifold is built as the collection of D-dimensional flat simplexes glued
together along their (D − 1)-dimensional faces. The gluing must be done in such a way
that the topological features of M are conserved. That is, a piecewise flat simplicial
decomposition is a topological representation of a manifold. Recall that a simplex is the
higher-dimensional generalization of a triangle in two dimensions. For example, in three
dimensions, the simplex is the tetrahedron. Mathematically, a D-dimensional simplex
can be seen as the convex hull of D+ 1 affinely independent points, which means that no
more than m + 1 points are in the same m-dimensional plane. Denoting these points by
vk for k ∈ [1, D], the D-dimensional simplex σD is defined by1
σD =

D∑
k=1
akvk|
d∑
k=1
ak = 1 and ak ≥ 0
 . (3.1.1)
The reason to consider simplicial decompositions is to construct an approximation of
General Relativity independent of the coordinate system. Also, since a piecewise flat
simplex is rigid, the knowledge of the length is enough to describe it entirely. For a
curved D-dimensional manifold, the curvature is concentrated on simplexes of dimensions
(D − 2), historically called hinges.
Consider now the three-dimensional case. A simplicial decomposition is then usually
called a triangulation, and curvature is located at the edges of the triangulation. The idea
behind Regge calculus is to fix the metric by fixing the length associated to the edges of
the triangulation since it is enough to determine it entirely. On the triangulated space-
time manifold, the Einstein-Hilbert action with the GHY boundary term is represented
by the so-called Regge action2
SR[le] = − 1
8piG
 ∑
e∈int(M)
lee(le) +
∑
e∈∂M
leψe(le)
 , (3.1.2)
where le is the length of the edge e of the triangulation, e is the deficit dihedral angle at
the edge e measuring the curvature around it, while ψe is the angle between the normal
1The constraint that the sums over the ak is one comes from the affine part whereas the condition
ak ≥ 0 comes from the convex part.
2Generalization to arbitrary dimensions is straightforward: the e on the rhs of this formula should
be understood as a codimension 2 simplex, le its volume, and θσe (see below) the internal hyper-dihedral
angle at e. All these quantities must be understood as functions of the simplex edge lengths, in any
dimension.
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to the two boundary tetrahedra3 hinging (possibly among other tetrahedra) around the
boundary edge e. Both angles must be understood as functions of the triangulation’s
edge lengths and are related to the curvature of the manifold, intrinsic and extrinsic
respectively.
In formulas, by introducing the internal dihedral angle at the edge e within the tetra-
hedron σ, θσe
e(le′) = 2pi −
∑
σ⊃e
θσe (le′) for e ∈ int(M), (3.1.3a)
ψe(le′) = pi −
∑
σ⊃e
θσe (le′) for e ∈ ∂M. (3.1.3b)
The deficit angle e is represented figure 3.1 in the two-dimensional case, which is easier
to draw. On the other hand, the deficit angle ψe is the angle between the normal of two
consecutive edges.
S
A
B
C
D
E
S
A
B
C
D
E
A
S
Figure 3.1: Two-dimensional representation of the dihedral angle. In the two-dimensional
case, curvature is located at the vertex. Considering the vertex S, it is shared by 5
triangles. The easiest representation of the deficit angle is to project the two-dimensional
structure into the flat plane, right figure. The dihedral angle S, in red, is then equal to 2pi
minus the sum of the angles of the triangle at the point S, as provided by the definition
(3.1.3b).
The first term of the Regge action is the discretized Einstein-Hilbert action, whereas
the second term is the Hartle-Sorkin [68] action. It is the proper discretization of the
Gibbons-Hawking-York boundary term. This action has the correct composition proper-
ties under the gluing of manifolds, and most importantly it implements boundary condi-
tions where the induced metric, i.e. the boundary edge-lengths are kept fixed. This can
3i.e. tetrahedra having at least one face being part of the boundary triangulation.
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be easily checked. The Schläfli identity4 gives the relation∑
e∈σ
leδθeσ = 0 . (3.1.4)
We can then vary the Regge action with respect to the length le, and we find the expected
result for three-dimensional gravity that the curvature defects vanish around all the edges
of the triangulations
0 = δleSR = −
1
8piG
e . (3.1.5)
These equations are the discrete analogue of saying that three-dimensional General Rel-
ativity without cosmological constant is flat everywhere. One must be careful that the
length of the bulk edges are not uniquely fixed by this equation. This is to be related to
the diffeomorphism symmetry of the bulk [125, 126, 127, 128, 129].
As a side note, let us say that Regge calculus admits a compelling generalization to the
cosmological case, where Λ 6= 0. In its most elegant version, one not only adds an obvious
cosmological term Λ
∑
σ Vσ to the action, but also makes use of homogeneously curved
simplexes of constant curvature rather than flat ones [117, 116]. The main motivation
for this modification is to obtain homogeneously curved solutions through a vanishing
deficit-angle condition. However, the main reason why this works surprisingly well is the
fundamental interplay between the Regge equations of motion and the generalization of
the Schlaefli identities to curved simplices, see e.g. [116, 130] for classical applications of
this idea, and [131] for a quantum geometrical one involving Chern-Simons theory.
Quantum Regge calculus on a manifold M can then be defined via the following
finite-dimensional path integral [132, 133]
ZR =
∫
Dµ(l) e−SR(l) , (3.1.6)
where µ(l) is the path integral measure associated to the length parameters. In three di-
mensions, the problem of fixing the quantum measure can be elegantly solved by requiring
that the invariance of the theory under changes of the bulk triangulation holds at least at
the linearised level around some background solution {l0e}e [134]. Note that the resulting
measure coincides with the measure one would deduce from the asymptotic limit of the
Ponzano-Regge model that we will describe later on in this chapter [135, 136, 113]. Inter-
estingly enough, it is not possible to find a measure with this property in four dimensions
[137] and the definition of quantum Regge calculus is therefore more complicated.
Using this measure, a perturbative theory of three-dimensional quantum gravity can
be defined. This theory is, by construction, diffeomorphism invariant, i.e. invariant under
displacements of the triangulation’s bulk vertices at one-loop [125, 127, 138]. It is formally
defined via the path integral
Z1-loopR = e
−SR(l0e)
∫
Dµl0e(λ) e−
1
16piG
∑
σ,e,e′ H
σ
ee′λeλe′ , (3.1.7)
4The Schläfi identity is a differential relation connecting the volume of a polyhedron in a D-
dimensional space of constant curvature with the (D − 2) volumes and dihedral angles of its (D − 2)
dimensional faces.
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where the one-loop Hessian is
Hσee′ =
∂θσe
∂le′
∣∣∣∣
le=l0e
. (3.1.8)
and λe  l0e are the small edge-length perturbations, le = l0e + λe.
We say formally defined because the above formula hides two difficulties. The first one
is related to diffeomorphism invariance, which, if not gauge-fixed, induces a divergence.
The gauge-fixing procedure amounts to the fixing of the position of the internal vertices
of the triangulation. As we said before, diffeomorphisms are related to invariance under
change of triangulation, and hence Pachner move. Note that only the (4−1) Pachner move
induces a divergence. The (3− 2) move is exact. The same happens in the full Ponzano-
Regge model as we will see in the following [139]. The second problem is related to
an unbounded-from-below mode which is analogous to the conformal mode of continuum
gravity and can be dealt with by analytic continuation. For more details, see [134, 76] and
references therein. Once those issues have been dealt with and triangulation invariance
has been established, the partition function Z1-loopR can be calculated by choosing the
most convenient bulk triangulation. More importantly, the result will still depend on the
boundary triangulation, acting as boundary state, whose edge lengths are kept fixed in
the process consistently with the chosen action principle. This means that, although this
discrete theory captures all the symmetries of the continuum regime for what concerns the
bulk of the spacetime, its boundary is discrete and finite. The physical and conceptual
role of dealing with finite boundaries can be physically justified in terms of the general
boundary framework [140, 141], which focuses on the realistic operational structure of any
intrinsically localized measurement. In the case of a single boundary, one can consider
the resulting partition function as a generalized version of Hartle-Hawking state [142].
The discreteness of the boundary is also less severe than it looks at first sight. At
the classical level, boundary discreteness can in fact be understood as the imposition of
peculiar, i.e. piecewise linear, boundary conditions within the continuum theory. At the
quantum level, this is reflected by the fact that spin network states can be embedded into
a continuum Hilbert space. This is indeed a key achievement of loop quantum gravity
[15, 143]. There is a caveat to this statement though: a priori there are different possible
embeddings leading to inequivalent Hilbert spaces. Accordingly, the quantum geometries
encoded in the spin network states are completed to continuum quantum geometries in
very different manners. Indeed, a choice of embedding into a continuum Hilbert space
assigns to all degrees of freedom finer than the spin network scale a natural geometric
vacuum state. In the case of three-dimensional gravity this is the BF vacuum state. See
[144, 145] for detailed discussions of these subtle points. Note that due to the presence of
local degrees of freedom, the identification of a suitable vacuum state for four-dimensional
gravity is a key open issue. See [146, 147, 148] for a framework to address this problem.
3.2 The Ponzano-Regge model as a discretized BF-theory
In this section, we will focus on the derivation of the Ponzano-Regge model. We will
first give its mathematical definition, before looking at its link with General Relativity
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and BF theory. Recall that this section is not a comprehensive review of the Ponzano-
Regge model. While we will try to mention most of the relevant details of the model, we
refer the reader to the excellent reviews of the Ponzano-Regge model already existing in
the literature, for example [72, 71, 149, 135].
3.2.1 Mathematical definition of model
The Ponzano-Regge model is defined as a state sum model on a three-dimensional
discretized manifoldM. We emphasize the fact that there is no need to restrict the dis-
cretization to be a simplicial decomposition. Any cellular decomposition will do. Com-
pared to the simplicial decomposition described above for the Regge calculus, the building
blocks of a cellular decomposition are not restricted to be simplexes and can be any poly-
tope. In the Regge calculus, the use of simplexes was necessary since the fundamental
parameters of the theory were the length of the edges. Recall that only simplexes are en-
tirely defined by the data of their edge lengths. We will see at the end of this chapter that
restricting ourselves to a simplicial decomposition allows to recover the historical model as
defined by Ponzano and Regge in 1968 [2].Recall that this section is not a comprehensive
review of the PR model.
Before going deeper into the definition of the model, let us shortly introduce the notion
of cellular decomposition in bit more details and the associated notation we will use
throughout this thesis. For more details about cellular decomposition and CW-complex
in general, which is a generalization of cellular decomposition, see [150, 151]. We denote
a cellular decomposition of a three-dimensional manifold M by K. Similarly to the
simplicial decomposition described for the Regge calculus, a cellular decomposition is
built with discrete fundamental elements called cells. A n-cell is a discrete structure
homeomorphic to an open ball of dimension n. For example, a 0-cell is a just a point while
a 1-cell is basically a segment. Cells of higher dimensions are constructed by "gluing" cells
of one dimension lower together. A D-dimensional cellular decomposition of a manifold
is built from D + 1 type of cells, such that the gluing of a finite number of (i − 1)-cells
give a i-cells. The D + 1 types of cells are of course 0 to D-dimensional cells. Note that,
since cells are closed, the gluing must follows some constraints in order to truly recover
an i-cell from (i− 1)-cells.
In order to better understand this construction, we look at the simple two-dimensional
case. In two dimensions, there are 2 + 1 = 3 types of cells. The 0-cells, the points, are
denoted v (in red figure 3.2), and are called the vertices of the discretization. The 1-cells
(in black figure 3.2) are then constructed by making a connection between two 0-cells.
They are thus edges of the discretization, denoted e. Finally, 2-cells are constructed as a
closed loop of edges. That is, they are polygons (in grey figure 3.2), denoted5 t. In figure
3.2, we have represented a cellular decomposition of the two-dimensional flat plane. The
decomposition is not simplicial since the polygons t are not all triangles. It is immediate
to see that this cellular decomposition can be made simplicial by adding edges such that
every 2-cells is a triangle. This property is easily generalizable to any dimensions.
5The notation t stands for triangle. If the cellular decomposition is simplicial, then all the 2-cells of
the decomposition are triangles.
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Figure 3.2: Cellular decomposition of the two-dimensional plane with 14 vertices (in red),
23 edges (in black) and 10 polygons (in grey). The decomposition is not simplicial since
the polygons are not all triangles.
The three-dimensional case is not more complicated but it is harder to draw it clearly.
In three dimensions, we have one more type of cells. It is intuitive to see that 3-cells,
denoted σ, are polyhedra. Indeed, they are constructed by the gluing of 2-cells along
their edges and, adding the constraint that the resulting object must be closed, this
clearly defines a polyhedron Again, in the case of simplicial decomposition, all polyhedra
must by simplexes, i.e. tetrahedra.
In the case where M has a boundary, the cellular decomposition K of M naturally
induces a cellular decomposition ∂K of the boundary. Any i-cells of K touching the
boundary results in a i − 1-cells for the boundary cellular decomposition ∂K. This can
be easily understood looking at figure 3.2 for the two-dimensional case. The polygons
touching the boundary give rise to edges whereas the edges touching the boundary give
rise to vertices.
Finally, the last piece of information we need to introduce concerns the dual cellular
decomposition. To any cellular decomposition K we associate a dual cellular decomposi-
tion K∗. The cellular decomposition K∗ is such that a i-cell of K is replaced by a dual
(D− i)-cell in K∗. In order to differentiate direct objects from the dual ones, we introduce
new notations for the dual cells. Namely, in three dimensions we call bubble b, face f ,
link l and node n the corresponding 3, 2, 1 and 0-cells of K∗. They are duals to vertexes,
edges, polygons and polyhedra respectively. The notation are given in the following table
for keepsake.
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dimension in K dimension in K∗ K K∗
0 3 v b
1 2 e f
2 1 t l
3 0 σ n
To keep the notation as simple as possible, we do not introduce special notations for
boundary cells. That is, we are still calling the elements of ∂K vertices and edges whereas
the elements of ∂K∗ are still called nodes and links. To avoid any confusion, we might
specify that an object belongs to the boundary with the use of the subscript ∂. Usually,
if we are saying that an object belongs to K, we imply that it is a bulk object. If we want
to consider both the bulk and boundary objects, we will explicitly say that it belongs to
K ∪ ∂K. The same holds for dual objects.
In order to define the Ponzano-Regge model, we need to dress the cellular decomposi-
tion with some more ingredients. First, we assign an orientation to the links and faces of
K∗∪∂K∗. Note that, by duality, this corresponds to a choice of an orientation for K∪∂K.
To do so, we assign to each link an arrow and to each face a clockwise or anticlockwise
orientation. Note that a link usually belongs to two faces. However, it is assigned one
single orientation. To keep track of the orientation of the link with respect to the face it
belongs to, we define the relative orientation between a face f and a link l belonging to
f by
l,f = +1 if l and f have the same orientation
l,f = −1 if l and f have opposite orientation .
This definition can be extended to every face and link of the dual cellular decomposition
saying that l,f = 0 if l does not belong to the face f . Providing the orientation of the
links, we denote the source node of the link l by sl and its target node by tl.
The remaining element necessary for the definition of the Ponzano-Regge model is
the definition of a discrete connection to the manifold M. To every link of K∗ ∪ ∂K∗
we hence assign a SU(2) element gl. This element represents the holonomy, i.e. the
parallel transport between the source node of l and its target node. The curvature of the
connection is then naturally associated to the faces of the dual cellular decomposition. To
properly define it, we need to make a choice of starting node for every face. We denote
the starting node of the face f by st(f). The discrete curvature associated to the face f
is then given by the SU(2) element Gf defined by
Gf =
∏
l∈f
g
(l,f)
l .
The product is to be understood starting with the element gl0 where the source node of
l0 is st(f). Actually, the choice of starting node does not matter for the Ponzano-Regge
model. Indeed, we will see in the following that the model is, by definition, restricting the
connections to the subspace of flat connection, that is when Gf is fixed to be the identity
by constraint.
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Finally, as an SU(2) discrete connection, it is naturally associated to a gauge symmetry
acting at every node of the cellular decomposition. Explicitly, we have
gl → ktlglk−1sl .
That is, the full gauge group is one copy of SU(2) per node of the decomposition.
We now have all the necessary ingredients to define the Ponzano-Regge model on a
manifold with boundary
Definition 3.1. Consider a three-dimensional manifold M with boundary ∂M and an
orientated cellular decomposition K and its dual K∗ of the M. This induces a bound-
ary cellular decomposition ∂K and a boundary dual cellular decomposition ∂K∗ on the
boundary manifold ∂M. Let us assign to the links of K∗ and ∂K∗ a SU(2) element gl
and choose an arbitrary starting point st(f) for all the faces.
The Ponzano-Regge amplitude is formally defined by
ZPR
({gl∈∂K∗}) = ∫
SU(2)
∏
l∈K∗
dgl
∏
f∈K∗
δ
(
Gf
)
where dg is the Haar measure on SU(2) and
Gf =
∏
l∈f
g
(l,f)
l ,
where the product starts with gl0 where the source node of l0 is st(f). The Ponzano-Regge
model is computing the volume associated to the moduli space of flat connection for the
discretized manifoldM.
In the definition of the Ponzano-Regge model, we use the SU(2) delta function. That
is, the distribution given by ∫
SU(2)
δ(g)f(g) dg = f(I) (3.2.1)
for any function f of SU(2). A useful formula for the SU(2) delta function is its Plancherel,
i.e. spectral decomposition in terms of irreducible representation of SU(2). Explicitly we
have
δ(g) =
∑
j∈N
2
djχ
j(g) . (3.2.2)
In this formula, dj = 2j + 1 is the dimension of the spin j representation Vj, and χj(g) =
Tr
(
Dj(g)
)
with Dj the Wigner matrix, its character. This formula will come in handy
when deriving the historical Ponzano-Regge model from the previous formula.
This amplitude is only formally defined since it might diverge. Note that the diver-
gences do not come from the gauge symmetry on the connection since SU(2) is compact.
The divergences are due to possible redundancies in the delta-functions distributions
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appearing in the definition of the amplitude. More precisely, for handlebodies, these di-
vergences arise in the presence of bubbles in the bulk cellular decomposition [152]. Recall
that bubbles are polyhedra in K∗. These polyhedra are naturally bounded by a set of
faces f ∈ b. And to all of these faces the model assigns a delta function to ensure that the
connection is flat everywhere. It happens that exactly one delta function is redundant per
bubble, in the sense that its information is already encoded in the other delta functions
and the fact that bubbles are cells. This can easily be seen by considering the simple case
of a tetrahedron. The contribution of the tetrahedron to the Ponzano-Regge amplitude
reads (see figure 3.3 for the notation and orientation)
ZtetPR =
∫
SU(2)
 6∏
k=1
dgk
 δ(g1g2g3)δ(g−13 g4g5)δ(g5g1g−16 )δ(g2g4g6) . (3.2.3)
Since a tetrahedron has four faces, there are four delta functions. The integration over
the g’s can be done successively. Starting with g1, then g2 ... we get
ZtetPR =
∫
SU(2)
 6∏
k=2
dgk
 δ(g−13 g4g5)δ(g5g−13 g−12 g−16 )δ(g2g4g6)
=
∫
SU(2)
 6∏
k=3
dgk
 δ(g−13 g4g5)δ(g5g−13 g4g6g−16 )
=
∫
SU(2)
 6∏
k=4
dgk
 δ(g5g−15 g−14 g4g6g−16 )
= δ(I) ,
thus giving a divergence. Clearly, removing by hand one delta function is enough to obtain
the convergence without any loss of information regarding the flatness of the connection.
We will see in the following that this idea can be generalized and allows to obtain a
regularization of the amplitude. Note, however, that this is not true for every manifold
[135]. Deep below, the convergence of the model is related to the Reidemeister torsion on
the space of flat connection [135, 153].
One way to quantify the divergences is to look at the collapsing move and the tardis6
of the cellular decomposition. The tardis is the set of edges of K causing the divergences
of the partition. Recall that the faces of the dual decomposition are dual to edges.
Hence, we can see the delta functions as living on the edge of K. Since the only possible
divergences come from the delta function, it is natural to define the set of edges whose
associated delta functions are problematic. Another way to understand the divergences
is to consider the spectral decomposition of the delta function as an infinite sum over the
irreducible representation of SU(2) given previously. The tardis is then the set of edges
where the previous sum is not constrained to be finite by the boundary data and spin
relations. In the following, we shortly explain a way to obtain the tardis of a cellular
6Doctor Who’s time travelling machine!
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Figure 3.3: Tetrahedron with an SU(2) element associated to each of its links. The links
are orientated as described in the picture, and each face is considered clockwise orientated.
decomposition. This gives us an interesting insight about the gauge fixing procedure of
the next section. Finding the tardis of the cellular decomposition is done by looking at
the collapsing move on K∗ [135]. Consider a particular 3-cell b and 2-cell f such that f
appears only as the boundary of b. The collapsing operation removes both b and f from
the dual cellular decomposition K∗. In the case where M is connected with boundary,
this operation can be repeated until there are no 3-cells left. That is, there are no more
bubbles b, coinciding with the previous statement of divergences arising from bubbles.
Basically, these collapsing operations happen either on a face f already on the initial
boundary ∂M or on a face coming from a previous collapsing operation, which are dual
to edges. The tardis is then the set of edges of K dual to the face f of the collapsing
move. In the following, we will perform an operation where we remove a delta function
for some edges of K, th edges of the tardis.
Gauge-fixed Ponzano-Regge amplitude
In order to have a properly defined model, it is therefore necessary to find a way to fix
the divergences. The example with the tetrahedron hints that removing delta functions
associated to faces of the dual cellular decomposition will do, whereas the tardis tells us
that the problem arises from the edges of the cellular decomposition, which are indeed dual
to the faces. In this section, we provide a way to remove the redundant delta functions
from the definition of the model. At the same time, we will take care of the gauge symme-
try of the SU(2) connection by providing a gauge fixing. We mainly follow the logic of [71].
Before focusing on the deltas, let us consider the gauge fixing of the connection. The
gauge group SU(2) acts on the connection following
gl → ktlglk−1sl ,
such that each node of the cellular decomposition contributes with a SU(2) group to
the full gauge symmetry group. Denoting by #n the number of nodes of K∗ ∪ ∂K∗, the
full gauge group is therefore #n copies of SU(2). To gauge fix this symmetry, we use a
standard technique of lattice gauge theory. We consider a maximal tree T ∗ of K∗ ∪ ∂K∗.
A tree of a graph is a sub-graph which contains no loop. A tree is called maximal if it goes
Chapter 3. The Ponzano-Regge Model 44
through every node of the graph. Providing such a tree, we can perform a partial gauge
fixing of the SU(2)#n gauge symmetry. This will allow us to fix SU(2) elements of the
links belonging to the tree to whatever value we want. For simplicity, we will gauge-fixed
them at the identity. As an example, consider again the two-dimensional plane and the
discretization represented figure 3.4. Note that this does not change the logic of the action
of the tree for the gauge fixing compared to the three-dimensional case. We represent the
tree T ∗ in blue figure 3.4. It is indeed maximal since it goes through every node. For
simplicity, all the links belonging to the tree are considered with the same orientation,
defining in turn the orientation of the whole tree.
g0g1
•
•
•
• •
• •
•
•
•
•
•
•
•
n0
n1
n3
Figure 3.4: Drawing of the tree T ∗ for a two-dimensional planar graph. The tree is
initialized at the node n0 and links of the tree are represented in blue. For simplicity, we
consider that the links belonging to T ∗ all have the same orientation.
The tree is considered to be initialized at the node n0. Note that it could have been
the other extremity of the tree. Following the tree, we call the next node n1 and so on. To
perform the gauge fixing, we follow once again the links belonging to the tree. Arriving
at the node n1, we use the local SU(2) invariance to fix g0 to be the identity. That is,
we act on n1, the target of the link 0 with the element g−10 . By doing so, we are also
modifying g1. It becomes g1g0. Note that all the links touching n1 are affected by this
gauge transformation. Then, we proceed to the node n2 and repeat the same kind of
operation. At the end of the day, it is clear that all the group elements of the tree are
fixed to the identity whereas we are left with only one node where the gauge invariance
was not applied, n0. That is, the gauge group goes from SU(2)#n to only one remaining
copy of SU(2). Hence the only partial gauge fixing. Note once again that we could have
fixed the group elements belonging to the tree to whatever valued we wanted. It is not
even necessary for the elements of the tree to be fixed at the same group element. In the
spirit of the gauge fixing procedure, it does however make more sense to gauge-fix them
at the identity.
In summary, the consequence of the gauge fixing is to fix all the group elements of the
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links belonging to the maximal tree T ∗ of K∗ ∪ ∂K∗ to the identity
gl∈T ∗ = I . (3.2.4)
Again, we emphasize that since SU(2) is compact, this gauge symmetry was not the cause
of the divergences.
It is now time to focus on the delta functions causing the ill-definiteness of the Ponzano-
Regge amplitude. Recall that there is one delta function per face of K∗ in the initial
model and that faces are dual to edges of the direct decomposition. The example with
the tetrahedron tells us that removing one delta is enough for convergence, at least in
that case. This can be generalized to any 3-cells using the property that any D-cells
can be subdivided into a certain number of D-simplexes. For D = 3, simplexes are
tetrahedra. Hence, the idea is to consider all the bubbles of K∗, and remove one delta
function associated to one of its faces. The easiest way to do this in a consistent way is
to go back to K, where the bubbles are the vertices. Now, pick an internal maximal tree
T touching the boundary only one time. That is, T goes through all the vertices of K by
only one vertex of ∂K. This coincides with the logic behind the collapsing move saying
that we consider a 3-cell and a 2-cell such that the 2-cell only belongs to the 3-cell and
no other. Basically, this is a boundary 2-cell.
The final operation is to remove the delta function associated to all the dual faces of
the edges belonging to T . The reason that T must be maximal is quite obvious considering
the example of the tetrahedron. The real question is: do we have a sufficient number of
delta functions remaining to impose the flatness of the connection everywhere? This is
the key point. Indeed, remember that the Ponzano-Regge model is basically evaluating
the volume of flat connection. It happens to be enough thanks to the following lemma
Lemma 3.2.
Gf = I ∀f dual to e ∈ K \ T =⇒ Gf = I ∀f ∈ K∗ .
This lemma tells us that imposing the flatness of all the faces of K∗ dual to edges of
K not belonging to the tree T is enough to impose the flatness of all the faces of K∗. See
[71, 135] for the proof. The basic idea was already explained above however. The choice
of tree T basically removes one face per polyhedra and the flatness of the other faces
imply the flatness on the face where the delta function was removed. Hence, we are not
losing any information about having a flat theory.
With the addition of the trees T and T ∗, we can define a finite gauge-fixed version of
the Ponzano-Regge model
Definition 3.3. Consider a three-dimensional manifoldM with boundary ∂M. Consider
a cellular decomposition K and its dual K∗ of the manifoldM. This induces a boundary
cellular decomposition ∂K and boundary dual cellular decomposition ∂K. Assign to the
edges of K∗ and ∂K∗ an SU(2) element gl. Pick an internal maximal tree T of edges in
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K touching the boundary only once and a maximal tree T ∗ of edges in K∗ ∪ ∂K∗. The
gauge-fixed Ponzano-Regge amplitude is defined by
ZPR
({gl∈∂K∗}) = ∫
SU(2)
∏
l∈K∗
dgl
∏
l∈T ∗
(
δ(gl)
) ∏
f∈K∗\Tf
δ
(
Gf
)
(3.2.5)
where dg is the Haar measure on SU(2) and
Gf =
∏
l∈f
g
(l,f)
l . (3.2.6)
There is still a global SU(2) invariance
gl → GglG−1 ∀G ∈ SU(2) , (3.2.7)
due to the existence of the remaining nodes where the gauge symmetry was not applied.
There are two points that need to be made explicit. First, the gauge-fixing procedure
also affects the boundary. On the right hand side of the Ponzano-Regge amplitude, the
delta functions over the links of T ∗ involve links of the boundary. Hence, this defines an
amplitude which is a functional of the gauge-fixed boundary data. Secondly, the way we
handle the divergence of the Ponzano-Regge model is not complete, and some divergences
might appear even without the presence of bubbles [135, 154, 155]. We will discuss a bit
more this point later while dealing with topological invariant and torsions.
Note that it is interesting that the divergences coming from the bubbles are handled
in a gauge-fixing like way for a lattice theory, that is with the help of a tree. This hints
that behind these delta functions and the divergences might exist a gauge invariance
too. In the next section, we will present another viewpoint on the Ponzano-Regge model,
obtained from the discretization of a SU(2) BF theory. In that context, the cause of the
divergences will be clearer, and related to another gauge symmetry of the BF action.
Completely local definition of the Ponzano-Regge amplitude
Before focusing on the topological invariance of the Ponzano-Regge model, we come
back to the initial definition 3.1. Intrinsically, the Ponzano-Regge model is a completely
local model. The model computes the volume of flat connection given the discretization
of a manifold. It is true that the flatness is defined while looking at closed loop via the
curvature, and hence implies that it is rather natural to express the model on object living
on the face. However, while doing so, we seem to lose a part of the locality behind the
model. As it turns out, this can easily be recovered by expressing the delta functions in
terms of local variables instead of variables on a face. We provide in this sub-section a
new way to look at the Ponzano-Regge model, making its locality explicit.
To do so, focus first on a given face f , with # nodes and links. Recall that this face
is dual to an edge of K. In turn, this edge naturally belongs to # 3-cells, duals to the
nodes. Now recall that gl corresponds to the parallel transports between the sources and
target nodes, that is, between two polyhedra. The idea is to associate to each polyhedra
a SU(2) group elements representing its state. Now, the key points are that nodes belong
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to more than one face. In order to be as local as possible, it seems natural to introduce
one state element for the node n per face it belongs to. Explicitly, we associate a set of
SU(2) elements {hn,f}f3n to the node n. See figure 3.5.
Since gl is just the parallel transport from hs(l),f to ht(l),f in f , it is natural to consider
the contribution
δ
(
h−1t(l),fglhs(l),f
)
(3.2.8)
per link l and per face f . With these news variables, the Ponzano-Regge amplitude reads
ZPR
({gl∈∂K∗}) = ∫
SU(2)
∏
l∈K∗
dgl
∏
f∈K∗
∏
n∈f
dhn,f
 δ(h−1tl,fglhsl,f ) . (3.2.9)
That is, we explode the face contribution Gf into its local counterpart per link.
g1
g2
e
•
•
• •
•
hn1,f
hn2,f
f
Figure 3.5: Face f of K∗, in orange, and its associated dual edge e. The face f has five
nodes and links. To each of the nodes, we associate a SU(2) element hn,f representing the
state of the 3-cell dual to the node n, and to each link we associate the discrete connection
gl representing the parallel transport from hsl,f to htl,f .
Note the key difference between gl and hn,f : while there is only one group element per
link of K∗, there are as many group elements associated to the nodes that the number of
faces it belongs to. In a sense, one can view the group elements associated to the nodes
to be truly a representation of the state associated to the edge e. And the edge e carries
as many representations as the number of 3-cells sharing it. In the next section, while
looking at the relation between the Ponzano-Regge model and the BF action, we will
see that hn,f is related to the discretization of the B field, whose natural discretization is
located at the edge e of the cellular decomposition.
Finally, we point out that this formulation of the Ponzano-Regge model is suitable to
see its link with the GFT formulation of the spin-foam model [156, 157, 158]. Indeed,
integrating out the gl instead of the hn,f allows to recover the GFT formulation of the
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Ponzano-Regge model. With the above formulation, the delta function represents the
propagator associated to the GFT .
Topological invariance of the Ponzano-Regge amplitude
In this section, we consider a simplicial decomposition and show that the definition of
the Ponzano-Regge model provided by 3.3 does not depend on the choice of decomposition.
We will only consider the case of simplicial decomposition for simplicity, and refer the
reader to [159] for the general case. Since the computations to address these questions are
a bit cumbersome, we will not develop them here, and just give a heuristic approach. See
[159, 71, 135] for more details. Note that the questions about the invariance under the
choice of trees, orientation, starting position for the faces ... also need to be addressed.
We will not develop these specific points here, and refer the reader to [71]. We point
out however that, for the choice of tree T , the lemma 3.2 is (almost) enough to prove
the independence on the choice of T . Indeed, the lemma tells us that, once the tree T is
chosen, we are always projected back to the subspace of flat connection. Changing the
tree does not change the result of the lemma, which is the important part. For the tree T ∗
it is immediate to see that changing the tree changes which elements are fixed to identity
by gauge-fixing, but not the number of them. Intuitively, we do not change the dimension
of the space of freedom for the connection elements.
Consider now a simplicial decomposition of the manifold and its dual decomposition.
The main reason behind the choice of a simplicial decomposition rather than staying more
general is to be found in the fact that we know how two different simplicial decompositions
are related. It always exists a finite number of moves, called Pachner move, to go from one
simplicial decomposition of a manifold to another simplicial decomposition of the same
manifold. The fact that the amplitude defined in 3.3 is independent from the choice of
decomposition can therefore be done by proving its independence under Pachner move.
In three dimensions, there are four moves, namely the (1− 4) move, the (2− 3) move and
their inverses. The number in the name of the move refers to the number of tetrahedra.
That is, the (1 − 4) move is creating four tetrahedra from only one whereas the (2 − 3)
move is transforming two tetrahedra into three. A (1− 4) move is represented figure 3.6.
•
Figure 3.6: (1− 4) Pachner move. On the left a single tetrahedron. On the right, we add
a single node (in red) inside the tetrahedron, hence producing four tetrahedra from the
single one. The reverse move corresponding to removing the single node.
Chapter 3. The Ponzano-Regge Model 49
It is clear from the figure that such an operation adds edges, faces and tetrahedra to
the decomposition. For the amplitude to still be well-defined according to the definition
3.3, we need to modify the tree T and T ∗ accordingly. By construction, the (1− 4) move
adds one vertex, therefore one bubble. However, we saw previously that the bubbles were
taken care of with T . Basically, the choice of T amounts to removing all the bubbles
from the decomposition. This can easily be understood considering the gauge-fixing as
removing the edges of the tardis. We will see later, while working on recovering the
historical Ponzano-Regge model, an explicit proof of this fact.
On the other hand, the (2 − 3) move splits two tetrahedra into three. This can be
done by connecting with an edge the opposite vertices of the two tetrahedra with respect
to the shared basis, see figure 3.7 While this move does add a bubble to the simplicial
A B
C
D
E
A B
C
D
E
Figure 3.7: (2 − 3) Pachner move. On the left two tetrahedra. On the right three new
tetrahedra constructed by adding a link between the node D and E, in red in the picture.
The new tetrahedra are (ABDE), (BCDE) and (CADE).
decomposition, we will see later that invariance under the (2− 3) Pachner move does not
(really) depend on the tree T . Indeed, in the case of a simplicial decomposition, invariance
under the (2− 3) Pachner move is always exact thanks to the Biedenhart-Elliot identity.
The explicit proof of the invariance under Pachner move can either be done via direct
computation [71] or using a more elegant formulation of diagrammatic identities [159]. In
[159], the generalization of the invariance for any cellular decomposition is also provided.
In the next section, we will finally focus on the link between the Ponzano-Regge model
and quantum gravity in three dimensions by showing that the discrete BF formulation
of gravity is related to our model.
3.2.2 BF theory, SO(3) and SU(2) Ponzano-Regge model
Now that we have a correct interpretation and definition of the Ponzano-Regge model
from a mathematical point of view, it is time to show how it is related to quantum gravity
in three dimensions [69, 20].
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As we already said, the starting point for this relation is the BF formulation7 of
General Relativity(1.2.9):
SBF =
∫
M
d3x Tr
(
e ∧ F [ω]) .
The quantization of the theory is straightforwardly done via the path integral formulation.
We introduce the partition function of the BF action
ZBF =
∫
DeDωe−iSBF (e,ω) . (3.2.10)
Introducing a boundary for the manifold M does not change the action and thus the
partition function if we consider the connection to be kept fixed at the boundary as seen
previously. The partition function becomes in that case a functional of the boundary data
ZBF (ω|∂M) =
∫
∂ω=ω∂M
DeDωe−iSBF (e,ω) (3.2.11)
where the path integral is now understood with fixed boundary connection. As usual,
this path integral is only formally defined since we did not take care of the divergences
arising from the gauge symmetry of the BF action.
We emphasized however that this is a true quantum amplitude, and not a statistical
amplitude: we do not consider any Wick rotation to go from the Lorentizan to the Eu-
clidean signature. As such, we are studying a true quantum theory of gravity in Euclidean
signature. This is a well-defined and well-posed problem. Indeed, Euclidean gravity has a
well-defined quantization scheme, as shown by the Chern-Simons formulation of the the-
ory. This is one of the most important differences with the works we explained previously
in chapter 2. Recall that in this chapter, the partition function for quantum gravity was
computed via the Wick rotation trick. Thus, it was truly a quantum statistical amplitude
and not a true quantum amplitude for a quantum theory of gravity.
Still working at the formal level, we can make use of the linearity of the BF action
in the tetrad field e to formally integrate over it. This corresponds to interpreting the
tetrad field as a Lagrange multiplier enforcing the flatness of the connection everywhere.
This directly comes from the equations of motion of the BF theory. In formula, this
integration formally leads to
ZBF =
∫
Dω δ(F [ω]) , (3.2.12)
where δ is the Dirac delta function over the group SU(2), by the very definition of ω being
SU(2) valued. Therefore, we see that the partition function associated to the BF action
computes the volume of the moduli space of flat spin connection on the manifoldM. It is
immediate to see the link with the Ponzano-Regge model from this relation. It computes
7Note that we call e both the tetrad field and the edges of the cellular decomposition. It does not,
however, cause any misunderstanding since it is always clear via the context to which one we are referring
to.
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the volume of the moduli space of flat connection for the discretized manifoldM.
Now, we still need to make sense of the path integral. Using the property that BF is
a topological field theory, we can make use of lots of methods developed in this context
to evaluate the partition function, such as the heat kernel method. However, here, we
want to make the link with the Ponzano-Regge model explicit. Therefore, we choose to
introduce a cellular decomposition of theM. We will use the same notation as developed
in the previous section.
Introducing the orientated cellular decomposition K and its dual K∗, it is then nec-
essary to find a discrete analogue for the connection ω and the tetrad field e. For the
connection, we consider, as previously, a discrete connection on the cellular decompo-
sition. That is, we associate to each link of K∗ a SU(2) element gl. In terms of the
connection one-form ω, gl is just its holonomy along the link l
gl = Pe
∫
ω . (3.2.13)
The curvature, as a 2-form, is then located at the faces of K∗. We define at each face
Gf =
∏
l∈f
g
l,f
l (3.2.14)
where we recall that (l, f) is the relative orientation of the link l with respect to the
orientation of the face f . At this point, it is clear why the Ponzano-Regge model and the
BF theory are related. However, the BF action also depends on the tetrad field. From
the viewpoint of BF theory, the tetrad field and the connection are dual variables. Hence,
keeping this duality in mind it is natural to discretize the tetrad field on object of the
direct cellular decomposition since the connection is discretized on the dual decomposition.
Since the B field is also a one-form, it is then natural to discretize it along the edge of
the cellular decomposition. In the same way the holonomies are defined, we discretize
the tetrad field B by integrating it over the edges of K∪ ∂K. This defines a su(2)-valued
element Xf , where f is the dual cell in K∗ ∪ ∂K∗ of the edge e.
In terms of the discrete variables, the continuous symmetries of the BF -action are bro-
ken, but there are residual discrete symmetries. The local gauge transformation becomes
parametrized by SU(2) elements kl living on the links whose action is
gl → ktlglk−1sl (3.2.15)
Xf → kst(f)Xfk−1st(f) . (3.2.16)
We recall that st(f) holds for the starting node of the face f .
The translational symmetries on another hand becomes [72] parametrized by su(2)
elements Ωne living at the node n
gl → gl Xf → Xf + U tee φte − [Ωtee , φte ]− U see φse + [Ωsee , φse ] (3.2.17)
where Une are some given scalar. See [72] for more detail. In these notations, e is the dual
edge of the face f and se, te are still the source and target vertex of the edge e.
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Fundamentally, we are left with two choices. First, we can directly start with equation
(3.2.12) after having formally integrated out the tetrad field. The discretization of the
BF partition function is then straightforward given the previous discrete analogue of the
connection. We obtain
ZKBF =
∫
SU(2)
∏
l∈K∗
dgl
∏
f∈K∗
δ
(
Gf
)
. (3.2.18)
Since we already integrated out the tetrad field, it does not play a role anymore. We may
notice that the discretized expression of the BF partition function exactly matches the
definition of the Ponzano-Regge model before taking care of the divergences 3.1. This
shows two things. First that the Ponzano-Regge model is the discretized version of the
BF action, and hence a discretized realisation of three-dimensional gravity without cos-
mological constant in a first order formalism. Secondly, and more importantly for our
understanding, the formal integration over the tetrad field is the one producing diver-
gences! Indeed, we explained in the last section why the model as defined in 3.1 diverges.
However, from the BF theory point of view, these delta functions are the consequences of
the integration over the tetrad field, which is hence the cause of the divergences. In fact,
with the knowledge of the way we took care of the divergences previously, this result was
expected. The reason is quite simple when looking at where the discrete tetra field lives.
It is living at the faces of the dual cellular decomposition, i.e. at the edge of the direct
decomposition, which are the roots of the divergences as seen previously. This provides
us with a clearer picture of the divergences in the Ponzano-Regge model. Looking at the
discrete translational symmetry (3.2.17), we see that it has an action on every vertices of
the cellular decomposition with a su(2) parameter. Recall that su(2) is isomorphic to R3,
which is clearly not compact. Hence, this gauge symmetry must be gauge-fixed in order
not to produce any divergences. It is clear now that the choice of tree T does the job of
gauge-fixing the translational symmetry for the discrete tetrad field.
Let us start again with our discretized approach of BF theory but starting from the
initial partition function before formal integration. The question that still needs to be
answer is about the discretized form of the BF action. A straightforward and naive
discretization of the BF action is, in terms of Xf and Gf
SKBF =
∑
f∈K∗
Tr
(
XfGf
)
. (3.2.19)
That is we straightforwardly replace the tetrad by the Xf and the curvature by Gf . Then,
the partition function takes the form
ZKBF =
∫
SU(2)
∏
l∈K∗
dgl
∫
su(2)
dXf e
i
∑
f∈K∗ Tr(XfGf) . (3.2.20)
The integration over the manifold is replaced by the finite sum over the faces of the
dual decomposition whereas the path integral is replaced by its equivalent in terms of
integration over SU(2) and su(2). The partition is still formal since we need to gauge fix
the translational symmetry to avoid divergence arising from the integration over su(2).
Forgetting about this particular point for now, the integration over the discrete tetrad
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field Xf can be exactly done using the usual material of defining the delta function of
a group as the Fourier Transform of a distribution. Doing the integrations over the Lie
algebra elements Xf carefully return [72, 160]
ZKBF =
∫
SU(2)
∏
l∈K∗
dgl
∏
f∈K∗
δSO(3)
(
Gf
)
(3.2.21)
where this time the delta is over the group SO(3) instead of SU(2). This is the only
difference compared to the previous formula. That is, the partition function we obtain
compute the volume of the moduli space of flat SO(3) connection instead of SU(2). This
correponds to the so-called SO(3) Ponzano-Regge model.
We do not expect, however, the result to differ compared to the formal integration of
the tetrad field in the continuum. The problem lies in the fact that our choice of discretized
action for BF is rather naive, and completely loses track of the SU(2) nature of the model.
An easy way to see this problem is to look at the way the Fourier Transform works. Since
the X and the g are dual variables, they can naturally be mapped by a Fourier transform
and a natural candidate is
fˆ(X) =
∫
SU(2)
dgf(g)eTr(Xg) , (3.2.22)
where fˆ is the Fourier component of the SU(2) function f . However, such a Fourier
transform has a non-trivial kernel. If f(−g−1) = −f(g), then fˆ(X) = 0 without the
necessity of having X identically zero. Hence, the inverse Fourier Transform is not well
defined. This can easily be seen by looking at the inverse Fourier Transform for the delta
function. It reads ∫
su(2)
d3XeTr(Xg) ∝ δ(g) + δ(−g) ∝ δSO(3)(g) . (3.2.23)
That is, we do not recover the SU(2) delta function, but the SO(3) one. This result could
have been expected looking at the symmetry of the kernel previously introduced which
identified the identity and its opposite.
A more refined Fourier Transform is needed to completely capture the SU(2) behaviour.
Its expression takes a natural form using spinors [161] (see 5 for more details on the spinors
in general). At the end of the day, the SU(2) delta function takes the form
δ(g) =
∫
C2
d4z
pi2
(|z|2 − 1)e−|z|2e〈z|g|z〉 . (3.2.24)
Note that this writing in terms of spinor is also in correspondence with the fully local
expression of the Ponzano-Regge model. Indeed, while writing the Ponzano-Regge model
in a fully local form, we introduced SU(2) elements with respect to the direct edge of
the cellular decomposition. Here, we are saying that to capture the SU(2) aspect of the
theory, it is necessary to discretize the tetra field not by a vector, but by a spinor. We
quickly recall that a spinor is given by the data of two complex numbers (see chapter 5 for
more details), which is the same as a SU(2) element. At the end of the day, it was shown
in [161] that by keeping carefully track of the SU(2) structure in the discretization of the
tetrad field of the BF action, the full SU(2) Ponzano-Regge model can be recovered.
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3.2.3 Ponzano-Regge model, BF theory and torsions
We shortly come back to the explanation about the divergences of the Ponzano-Regge
model and its topological invariance. First, it is now clear that the divergences emerge
because of gauge symmetry. Secondly, the way we have handled the divergences of the
model, even though rather intuitive, is still more heuristic than mathematical. That is,
we provide a gauge-fixing in terms of tree. This works quite well for handle-bodies and
in three dimensions, but it quickly becomes more complicated in dimension bigger than
three and for more complicated manifolds.
In that case, the full study of the partition function of both BF theory and the
Ponzano-Regge model is better understood in the context of twisted co-homology and
the analytic Ray-Singer torsion [33] and discrete equivalent Reidemeister torsion [153]
respectively. Torsions are, in a sense, a generalization of the notion of determinant. They
are homomorphism equivalent, allowing us to probe deeply the topological structure of
the object they characterize. Hence, the important point here is that both the Ray-
Singer torsion and the Reidemeister are topological invariants. That is, the study of the
convergence of the partition function can be summarized into the well-definiteness of these
invariants. We will not dwell upon the details here, and refer the reader to [33] for the
link between the BF action and the Ray-Singer torsion and to [135, 155] for the case of
the Ponzano-Regge model and the Reidemeister torsion.
Let us just remark that it is quite easy to see how the BF theories are, in general
related to the co-homology theory. Indeed, consider the equations of motion for the
connection coming from the BF action without cosmological constant
dF [ω] = 0 . (3.2.25)
For simplicity, consider now that the gauge group is not SU(2), but an abelien group, for
example U(1). The previous equation of motion becomes simply dA = 0 where A is the
connection for the abelien group. In the context of De Rham co-homology, this equation
has a simple meaning. By definition, it says that A is a closed form. In the case where
A is exact, i.e. that it exists a zero form α such that A = dα, the equation of motion is
trivially satisfied. However, that corresponds to a trivial pure gauge connection. Hence,
we want to consider exact form which are not close. This basically defines the first De
Rham co-homology group.
In case of non-abelian SU(2) group, we equivalently obtain the twisted co-homology
theory. It is a well-known fact since their introduction by Blau and Thompson [33] that
the partition function of the BF theory is better understood in terms of the integration
on the moduli space of flat connection with measure provided by the Ray-Singer torsion
which in turn is related to the volume of the twisted co-homology group due to the BF
equations of motion and gauge invariance. And the partition function is finite when
the Ray-Singer torsion is well-defined. Equivalently, the discrete counterpart of the BF
theory, that is the Ponzano-Regge model, is related to the discrete counterpart of the
Ray-Singer torsion. This is the Reidemeister torsion [153]. It was shown in [135, 162]
that the Ponzano-Regge amplitude can indeed be evaluated as the integration over the
moduli of discrete flat connection with measure provided by the Reidemeister torsion.
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Note that these studies were done in absence of a boundary term. It is unclear how
much the presence of the boundary affects the statement of this section.
3.3 Recovering the historical Ponzano-Regge model
In the previous sections, we focused on a formulation of the Ponzano-Regge model
that fits our needs for the computation presented in the next chapters. This is not,
however, the model as derived by Ponzano and Regge in 1968 [2]. The purpose of this
section is not to redo the historical derivation of the model but rather to show how to
recover it from the definition of the Ponzano-Regge model given in 3.1. First of all, it is
necessary to restrict the choice of cellular decomposition to only a simplicial one. Indeed,
what made Ponzano and Regge interested in building the model was their observation
that
{
6j
}
symbol, describing a (quantum) tetrahedron, has a peculiar asymptotic limit.
Considering a tetrahedron σ, they remarked that in the limit where the spins are large,
the associated
{
6je∈σ
}
symbol reads [2, 113]{
6je∈σ
}
j1−−→ 1√
12piVσ
cos
(
SR[le = je +
1
2
] +
pi
4
)
if V 2σ > 0 (3.3.1)
where SR is the Regge action 3.1.2, without boundary term, and where Vσ is the vol-
ume of the tetrahedron σ whose edges length are given by j + 1
2
. The interpretation of
spins being related to the lengths of the edges of the triangulation naturally comes from
the relation with the Regge action which takes for parameter the edges lengths of the
triangulation. In the case where the volume square of the tetrahedron is negative, the
asymptotic limit is exponentially suppressed. These negative square volume configura-
tions can be interpreted as Lorentzian geometries, see [136]. It is interesting therefore to
note that the Euclidean Ponzano-Regge model already contains Lorentzian configuration,
although suppressed. Note also that the corresponding tetrahedron might not exist. This
happens if and only if the relevant Caley-Menger determinant, which is the generalization
of the Heron formula to arbitrary dimensions, −6V 2σ (je∈σ) is positive. The presence of
the cosine in the asymptotic formula is best understood as being a remanent of the two
possible orientations for the tetrahedron. This interpretation is reinforced by the presence
of the pi/4 phase shift, which can in turn be understood as due to the two possible signs
in ±√V 2σ .
We now focus on the derivation of the original model. A full derivation, taking care
of all the subtleties, can be found in [135]. From the definition 3.1, we will, in a sense,
go to the dual representation using the spectral decomposition introduced in (3.2.2). We
replaced all the delta functions by infinite sums over the spins. All the edges of the
simplicial decomposition contribute then with a factor
δ(G) =
∑
j∈ 1
2
N
djχ
j(G) , (3.3.2)
where we recall that χj(g) = Tr(Dj(h)) is the character of the spin j representation Vj
of dimension dj = 2j + 1, with Dj(g) the Wigner matrices. Now, the faces of K∗ do not
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carry a delta function, but a spin label, over which we are doing an infinite sum. In a
way, this operation can be interpreted as a Fourier decomposition on the group manifold.
Geometrically, the delta function associated to a face imposes flatness of the spin connec-
tion holonomy around the corresponding triangulation edge. This corresponds to the zero
deficit angle imposed by the equations of motion in Regge calculus. A Fourier transform
trades two conjugated variables, in this case holonomies for spins, i.e. connections for
tetrad. Since the summation is infinite, it is natural that it diverges in general.
The next step to recover the historical formulation is to explicitly expand the characters
associated to each face. By doing so, we make the dependencies over the links explicit for
each group element.
χj(Gf ) = χ
j
∏
l∈f
g
(l,f)
l
 = ∏
l∈f
Djl(g
(l,f)
l )
m′lml . (3.3.3)
The summation over the magnetic indices of the Wigner matrices are implicit. Their
contractions follow the connectivity given by the dual cellular decomposition K∗. The
group integrations in the Ponzano-Regge amplitude can then be done explicitly by means
of a standard identity for the Clebsch-Gordan coefficients Cj1,j2,j3 ∈ Vj1 ⊗ Vj2 ⊗ V ∗j3∫
dg Dj1(g)⊗Dj2(g)⊗Dj3(g) = 1
dj3
Cj1j2j3 ⊗ Cj1j2j3 , (3.3.4)
where we identified Dj(g) : Vj → Vj with an element of Vj ⊗ V ∗j , and where we omitted
the six magnetic indices associated to each copy of Vj or V ∗j for simplicity. The reason
why each group element appears exactly three times is because we consider a simplicial
decomposition in this section. Hence, every link is dual to a triangle. The group element
gl appears for each edge of the triangle to which l is dual.
After performing all the group integrations, we are left with two Clebsch-Gordan
coefficients per link. It is rather natural to associate one of the two elements to the source
node while the second is associated to the target node. This association is supported by
the fact that the Clebsch-Gordan coefficients come with a natural opposite orientation
from the integration. Equivalently in the direct representation, we can see that this
corresponds to two Clebsch-Gordan coefficients per triangle, i.e. one for each tetrahedron
the triangle is shared by.
At the end of the day, since we have considered a simplicial decomposition, all the
nodes of K∗ are 4-valent, since they are dual to tetrahedra in K. From the previous
construction, we have associated a Clebsch-Gordan coefficient to each of the links of the
node n. Hence, the node n has four coefficients, which naturally contracted into a given
{6j} symbol by carefully keeping track of the magnetic indices. Hence, we have finally
associated one symbol per tetrahedron of the simplicial decomposition. There are a few
key subtleties we did not mention in keeping track of the magnetic indices and the signs.
Details can be found in [135] and are linked to the choice of a spherical category for the
model. Finally, putting everything together, we are left with the original Ponzano-Regge
partition function
ZoriginalPR =
∑
{je}
∏
e
v2je
∏
t
(−1)
∑
e′∈t j
′
e
∏
σ
{
6je′′∈σ
}
(3.3.5)
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with
v2j = (−1)2jdj = (−1)2j(2j + 1) (3.3.6)
for the signed dimension of the j-th representation of SU(2). This is a local state sum
model: local weights are associated to edges, triangles, and tetrahedra of the triangulation.
Again, recall that the sums are infinite, and that the model is generally divergent. We sum
over the spins associated to all the edges of the triangulations with a weight vje associated
to the edges, a sign weight associated to the triangles, and a {6j} symbol associated to
the tetrahedra.
From the original partition function, the behaviour over Pachner move of the partition
function is clear to see. Recall that the (2 − 3) move corresponds to transforming two
tetrahedra into three. From the {6j} symbol perspective, this is just the Biedenharn-
Elliot identity. Calling the spins of the shared triangles of the two tetrahedra (j1, j2, j3),
see figure 3.8, the identity reads, calling si = j +
∑
i ji + ki + hi{
j1 j2 j3
k1 k2 k3
}{
j1 j2 j3
h1 h2 h3
}
=
∑
j
(−1)si
{
k1 h1 j
h2 k2 j3
}{
k2 h2 j
h3 k3 j1
}{
k3 h3 j
h2 k2 j2
}
.
The signs coming from the identity happen to match the one needed for the Ponzano-
Regge model. Therefore, the (2 − 3) Pachner move holds exactly. This is the point
we mentioned previously. Even though this Pachner move does add a bubble to the
triangulation, it is still an exact transformation even without considering gauge-fixing
due to the symmetries of the {6j} symbols.
j1
j2
j3
k2
k3
k1
h2 h3
h1
j1
j2
j3
k2
k3
k1
h2
h3
h1
j
Figure 3.8: (2− 3) Pachner move corresponding to the Biedenharn-Elliot identity.
Similarly, we can look at the (1 − 4) move. As expected, this move does produce
an explicit divergence. See figure figure 3.9 for the notations. There are two ways to
derive this move on the historical Ponzano-Regge model. The first one is to act with a
holonomy operator Wilson loop [163] on the initial tetrahedron, and then to evaluate this
action on the identity. The second way is to work directly on the orthogonality relation
of the {6j} symbols and on the Biedenharn-Elliot identity. The advantage of the Wilson
loop approach is that the divergence problem results in an interesting interpretation. The
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action of the holonomy operator of spin j evaluated at the identity returns
dj
{
j1 j2 j3
j4 j5 j6
}
=
∑
k1,k2,k3
(−1)j+
∑6
i=1 ji+
∑3
i=1 kidk1dk2dk3{
j1 j2 j3
k1 k2 k3
}{
j1 j6 j5
j k2 k3
}{
j6 j2 j4
k1 j k3
}{
j3 j4 j5
j k2 k1
}
j1
j2
j3
j5 j6
j4
•
j1
j2
j3
j5 j6
j4
k2
k3
k1
j
Figure 3.9: (1 − 4) Pachner move. On the left a single tetrahedron. On the right, we
add a single node (in red) inside the tetrahedron. The spin j is fixed in the holonomy
operator action.
This holonomy operator action produces four {6j} symbols from only one with the
correct sign from the viewpoint of the Ponzano-Regge model. However, one of the newly
introduced spins, j in figure 3.9, is fixed and not summed over. Hence, we do not recover
the full Ponzano-Regge model. To recover it, it is necessary to sum over this last spin
j since all the spins are summed over in the Ponzano-Regge model. Such a summation
obviously returns a divergent factor of the form
∑
j
d2j . Hence, from the viewpoint of the
present section, the edge carrying the spin j belongs to the tardis of the decomposition and
the vertex we add inside the tetrahedron corresponds to a bubble. Geometrically speaking,
the divergence is better understood noticing that the vertex inside the tetrahedron can
be moved outside the region made of the tetrahedra sharing it. Indeed, recall that the
spin j is understood at the length of the edge, and here, is totally unconstrained. The
amplitude remains constant in this case. This is due to the sum over orientations that
is implemented in the Ponzano-Regge model [164]. The fact that we have this freedom
is explained by the residual diffeomorphism symmetry, which in turn also explains the
invariance under triangulation changes of the partition function [165, 138].
Hence, to recover the Ponzano-Regge model, one needs to sum over j. However, by
doing so, one creates a divergence. We already studied the gauge fixing of this divergence
in the group picture. In the dual picture, with the spin, the gauge fixing basically tells us
that we should not sum over j, but rather fix j to a particular value. It is interesting to
note that in this dual picture case, it is rather non intuitive to fix the spin to zero, since
we want the spin to encode the length of the edge.
At the end of the day, one can understand the holonomy operator action evaluated at
the identity as implementing a gauge-fixed version of the (1− 4) Pachner move.
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3.4 Ponzano-Regge model and Wheeler-DeWitt equa-
tion
Before moving on to the Ponzano-Regge model on the torus, we shortly review the
link between the model and canonical quantization and loop quantum gravity.
We claim that the Ponzano-Regge model is a good discrete model to describe quantum
gravity in three dimensions. The goal of this section is to relate the model with other
approaches, namely canonical quantization and loop quantum gravity. To do so, we will
first show that the Ponzano-Regge model can be seen as a projector [166, 70, 73] into the
physical Hilbert space construct from standard loop quantum gravity technique.
To do so, let us first consider the model for a three-dimensional space-time manifold
of the form Σ× [0, 1] where Σ is a closed orientable surface and a simplicial decomposition
of the manifold. This is basically the topology of a cylinder. We denote by ∆t and ∆b the
triangulation of the top (resp. bottom) of the boundary cylinder. The Ponzano-Regge
partition function defined on such a manifold takes the form Z∆t,∆b({jt}, {jb}). The set
{jt} (resp. {jb}) corresponds to the spins associated to the edges of ∆t (resp. ∆b). The
partition function is a functional of the boundary data. In the historical formulation of
the model, it corresponds to the spins of the boundary triangulation.
One of the most natural operations to consider in this context is the gluing operation,
i.e. the gluing of manifolds together along their boundaries. More specifically, consider
two manifolds with the cylinder topology provided above. We denote the boundary tri-
angulation of the second manifold by ∆1t and ∆1b . To glue the top of the first manifold
with the bottom of the second, it is necessary that the triangulations ∆t and ∆1b match.
That is, we need to have ∆t = ∆1b . If this condition is true, then we can define the par-
tition function of the glued manifold via the Ponzano-Regge model. It is straightforward
to show that this partition function Z∆1t ,∆b({j1t }, {jb}) can be expressed in terms of the
partition function of the two initial manifolds. Explicitly, we have
Z∆1t ,∆b({j1t }, {jb}) ∝
∑
{jt}
Z∆t,∆b({jt}, {jb})Z∆1t ,∆t({j1t }, {jt}) . (3.4.1)
This formula is readily interpretable. It is clear that outside the shared boundary, the
contribution of each partition function is the same as compared to the initial two mani-
folds. At the glued boundaries however, what were initially boundary edges become bulk
edges. Hence, we need to sum over them to obtain the Ponzano-Regge amplitude on the
full manifold.
On a different ground, it feels natural to interpret the direction encoded in the interval
[0, 1] as being the time direction. Hence, the previous topology is understood as having an
initial state at 0 which evolves to the final state as 1. Then, every surface of the manifold
at fixed t can be interpreted as a kinematic state at fixed time. The loop quantum gravity
formalism associates a Hilbert space structure to the family of kinematic state as the
space of gauge-invariant wave-functions on the configuration space of SU(2) connection
[167, 168, 169]. See the beginning of chapter 5 for more details on this kinematic Hilbert
space. For now, we denote by Ψ such a state and note that it is supported by the
triangulation of the surface at constant t it characterizes. It naturally depends on the spins
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of this surface. Physical states are then obtained from kinematical states by restraining
them to flat connections only. This is the natural role of the Ponzano-Regge model which
encodes a theory of flat connections. We consider a kinematical state Ψ of Hkin(∆), i.e.
with support on a triangulation ∆. We define its projected counterpart into the space of
physical solutions by
P (Ψ∆)({je}) =
∑
ke e∈∆
Z∆,∆({je}, {ke})ψ∆({ke}) . (3.4.2)
It is immediate to check that this is indeed a projector using the relation provided earlier
on the gluing of the partition functions. This projector can then be used to define a scalar
product between states [70]. A state is then called physical if it is an eigenvector of the
projector operator
Ψ∆ ∈ Hphys(∆) =⇒ P (Ψ)({je}) = Ψ∆({je}) . (3.4.3)
Hence, this condition can also be interpreted as implementing a discrete Wheeler-
DeWitt condition. On a different ground, an explicit Wheeler-DeWitt equation can be
recovered by looking at the recurrence relation of the {6j} symbols [163, 127].
From the Biedenharn-Elliot identity (3.3), one can find recurrence relations for the
{6j} symbol [112, 163]. For example, the {6j} symbol follows the identity [170]
A−1(ji)
{
j1 − 1 j2 j3
j4 j5 j6
}
+ A0(ji)
{
j1 j2 j3
j4 j5 j6
}
+ A+1(ji)
{
j1 + 1 j2 j3
j4 j5 j6
}
= 0 (3.4.4)
This relation, with the data of an initial condition, is enough to entirely determine the
{6j} symbol. The explicit form of the constants can be found in [112]. Going to the
asymptotic limit, i.e. scaling the spins with a common factor c going to infinity, it is
possible to rewrite the recurrence relation in terms of a second order discrete differential
operator. This recurrence relation happens to also be interpretable as coming from the
constraint of vanishing curvature from the BF action, and hence implementing a discrete
Wheeler DeWitt condition [163].
3.5 Ponzano-Regge model on the sphere
Finally, before studying the torus case, it seems natural to look at what happens on
the trivial topology, that is on a 3-ball with boundary the 2-sphere. We start this section
with a short presentation of the gauge-fixing procedure in this case. We then discuss two
results obtained in this particular topology. First, the computation of n-point correlation
function, allowing a link between the spin-foam approach and the usual quantum field
theory. Secondly, a link between three-dimensional gravity on this particular topology
and statistical model, namely the Ising model.
Let us begin with the gauge-fixing of the Ponzano-Regge model in that particular
topology. The simplest triangulation of a 3-ball is one tetrahedron. It is a discretization
without any bulk vertices. Hence, there are no bubbles and the model should not diverge
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since the tree T is empty. The dual triangulation is represented figure 3.10. It has four
boundary nodes, six boundary edges and four boundary faces. However, it only has one
bulk node, four bulk edges, six bulk faces and four bulk 3-cells. The modal has thus six
delta functions for 10 links. However, four group elements are fixed at the identity by
the choice of tree T ∗. The remaining six can also be fixed to the identity with the six
1
Figure 3.10: Drawing of a tetrahedron, in black dots, and its dual (in black, dashed black
and red). We draw in red the maximal tree T ∗. It has 4 links, and only one is a bulk link.
deltas. Starting at the only bulk face where two of the three links are fixed by the choice
of tree, denoted 1 in 3.10, the last one is also the identity using the delta function on this
face. This generates another face where only one element is left unfixed. This logic can be
followed until all the elements are the identity and no delta functions remain. Thus the
Ponzano-Regge model on this simple triangulation clearly returns a well-defined partition
function. More precisely, all the boundary group elements are fixed to be the identity
after gauge-fixing! Hence, in the case of the 3-ball, evaluating the Ponzano-Regge model
on a boundary state Ψ(g∂) just returns the evaluation of the boundary state at identity
〈ZKPR|Ψ({g∂})〉|3−ball = Ψ({g∂ = I}) . (3.5.1)
In the context of loop quantum gravity, where boundary state are spin networks, this is
called the spin network evaluation.
The result can easily be understood remembering that the 3-ball has trivial topol-
ogy. Hence, all the cycles, even at its boundary, are contractible to a point. This can
easily be generalized to any handle-bodies up to the fixing of the group elements. In
the following, we will study the case of the three-dimensional cylinder with boundary
the two-dimensional torus, i.e. for a handle-body of genus one. With this manifold, one
SU(2) element is not fixed by gauge-fixing, and we still need to integrate over it when
evaluating the Ponzano-Regge model amplitude given the boundary data. This remaining
integration will represent the remaining information about the bulk.
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Formulated as a discrete model, the Ponzano-Regge model is well suited for analytical
and numerical computation. This thesis is focused on analytical computation in the case
of a non-trivial topology. For the sphere, both the analytical and numerical aspects were
already studied. In [171, 172] a link between the Ponzano-Regge model and statistical
models was proposed. More specifically, it was shown that quantum gravity on the 3-ball
is related to the Ising model. This result comes, in fact, from Westbury theorem [173] on
explicit expression for the generating function of spin network. In [172] the generating
function of spin network as a boundary data for the Ponzano-Regge model was considered.
Using some supersymmetric dualities, it was shown that quantum gravity and the Ising
model are dual. More specifically, they showed that
ZPR(Yl) ∝ 1
ZIsing(yl)2
, (3.5.2)
where Yl = tanh(yl). The set of parameters {yl} are the coupling constants of the Ising
partition function while the set {Yl} are the coupling constants of the spin networks
generating function. See chapter 6 for more detail. Recall that the Ising partition function
takes the form
ZIsing(yl) =
∑
Ssl,tl=±1
e
∑
l ylSslStl
where a spin variable S = ±1 is associated to every node of the graph and the yl are the
coupling constants associated to the links of the graph.
In the last chapter of this thesis, we will also consider the generating function of spin
network as boundary state. However, no duality with existing statistical model will (yet)
be proposed in the case of the torus topology.
Even though the Ponzano-Regge model is formulated as a completely background
independent model, we expect to recover the conventional perturbative expansion at low-
energy described in terms of graviton. The study of this emergence was started in [174,
175, 176] where analytic and numerical computation of the two-point correlations function
were performed. In the usual quantum field theory approach, correlation functions are
computed from the path integral formulation by introducing fields to the path integral
at some given position of space-time. Then they can be computed either by Feynman
perturbative approach or by introducing a lattice. The problematic point of this definition
is that space-time is then equipped with a background metric. The computation of the
equivalent correlation functions is then not straightforward in the spin foam formalism,
which is a background independent theory. To solve this problem, in the spin foam
model, correlations functions are constructed by means of the propagation kernel [177].
This provides an amplitude for the value of the field on a boundary of the space-time.
In [174, 175, 176], the computation of the graviton of the theory, the two-point cor-
relation function was performed in a toy model consisting of a single tetrahedron and
the quantum amplitude defined by the Ponzano-Regge model. Even though the theory
is topological, it is possible to compute the correlation function in a gauge where it does
not vanish. Of course, gravitons are then pure gauge effect. From these computations,
it is already possible to recover the expecting behaviour of the correlation function: it
decreases as one over the distance. The advantage of this approach is that it allows to see
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the implication of the non-perturbative correction naturally arising from the definition
of a non-perturbative model. In this thesis, we did not look at such computations. We
restricted ourselves to the computation of the partition function. It is, however, a natural
follow-up of the work presented here.
It is now time to look at the Ponzano-Regge model with a more complicated topology,
the three-dimensional cylinder with boundary the two-dimensional torus.

Part II
Discrete Quantum Gravity and
Partition Function

Chapter 4
The Ponzano-Regge model on a torus
In the previous chapter, we presented the Ponzano-Regge model in its most general
form. The present chapter serves as a prelude to the explicit computation of the ampli-
tude of the last two chapters. Similarly to the previous chapter, we start with the case of
quantum Regge calculus following [76], where the partition function for three-dimensional
discrete gravity in flat space was computed. Then, we focus on introducing the necessary
knowledge for the definition of our boundary states, before describing the cellular decom-
position of the torus considered in this thesis. Finally, in the last section, we perform a
first computation of the Ponzano-Regge amplitude in a simple case. As simple as this
case is, it will allow us to have a basic understanding of the property of the partition
function on top of showing a link with a statistical model, the 6-vertex model. The end
of this chapter is mainly based on [77].
4.1 Quantum Regge calculus and the BMS character
In [76], Dittrich and Bonzom applied perturbative quantum Regge calculus to compute
the thermal partition function of flat gravity. It is a first step toward the direction of
the exact quasi-local computation. Indeed, while it allows to work on a finite region of
space-time, it is still a perturbative approach. It is also worth noting that the amplitude
computed here is again a statistical one obtained after a Wick rotation. The beauty of
this computation is to be found in the fact that it allows to recover a BMS-like structure
for the amplitude of three-dimensional gravity on a torus, however for a finite region! We
will not dwell upon the presentation of the computation and refer the reader to [76] for
the details.
The setup of the computation is as follows: consider a solid flat cylinder of height (time
extension) β, and radius a, regularly divided into Nt time slices each in turn subdivided
into Nx cake-slice-like prisms. This gives a discretization of the cylinder, see the left figure
of 4.1. Recall however that Regge calculus is only defined on a simplicial decomposition.
To make the discretization of the cylinder simplicial, it is enough to subsequently divide
each prism into three tetrahedra (see the right figure of 4.1). Consequently, the boundary
triangulation consists of a regular rectangular lattice subdivided into triangles along the
rectangle’s diagonals. To obtain the torus, the top and the bottom of the cylinder are
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identified, up to a twist parametrized by Nγ ∈ N. The lengths of the background edges are
then fixed in terms of a and β by the flatness requirement and the fact that the cylinder
is embeddable into R3. We will detail more the chose of discretization in the next section
while discussing the Ponzano-Regge case.
A1
A2 A3
A4
A5
A6
C1
C2 C3
C4
C5C6
β
a
Figure 4.1: Example of the background triangulation with Nx = 6 and Nt = 2. The effect
of the twist Nγ appears when we identified Ai and Ci through Ai = Ci+Nγ . Each prism
is triangulated with three tetrahedra, that can be constructed by considering a diagonal
per vertical face of the prism. In the right panel we draw a prism triangulated with three
tetrahedra, draw in red, blue and white.
Now that the background structure for the length parameters is fixed, we can focus
on the partition function. First, the classical contribution of the Regge action happens to
match the classical contribution from the continuum
SclR = −
β
8G
. (4.1.1)
This is not a surprising result since the on-shell action is defined in terms of β and the
Newton constant, which are left untouched by the discretization process.
The one-loop contribution is computed by performing a Gaussian integral over the
fluctuating bulk edges. This is done via the formula (3.1.7) at fixed boundary edges. For
Nx odd, the result of this computation is
Zone−loopR (β, γ) = N e
β
8G
1
2
(Nx−1)∏
k=2
1∣∣1− eiγ·k∣∣2 , (4.1.2)
where
γ = 2pi
Nγ
Nx
(4.1.3)
is the discrete twist angle. The factor N = N (β, a,Nx, Nt) is a complicated normalization
factor. Contrary to the classical on-shell contribution it does not contain any exponential
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dependence on neither β nor a. More importantly, it also features no dependence on the
twist Nγ. Such dependence is limited to the now familiar product of (4.1.2).
This result shows that the perturbative Regge calculation displays a discrete regu-
larization of the one presented in chapter 2 and formula (2.1.2). The regularization is
however different compared to the flat case limit leading to the formula (2.2.2). In the
continuum case, it was necessary to keep track of a complex part to the modular param-
eter due to the product over the modes going to infinity. Here, on the other hand, it is
the discrete lattice used to describe the finite-resolution boundary state which naturally
provides a cut-off for the product.
The important point of the formula (4.1.2) is that the product starts again at the
mode k = 2. The computation of the partition function is done via Fourier Transform,
and the modes k labels the Fourier modes in the spatial direction for the fluctuations of
the bulk radial edges. At the end of the day, the disappearance of the first mode is again
related to the diffeomorphism invariance also in perturbative quantum Regge calculus.
To understand this, we focus on the geometrical meaning of the missing modes k = 0, 1.
Given a constant time hyper-surface, theses modes correspond to the rigid translation of
the unique internal vertex of the slice. There are two contributions to this translation. It
can either be in the same hyper-surface, or in the orthogonal direction. These directions
are represented by blue and red arrows respectively in figure 4.1. This interpretation
readily comes from the Fourier transform. Recall that in order to obtain a finite result,
most of the gauge was fixed. The symmetry described here is the residual symmetry after
gauge fixing and hence must be dropped from the mode expansion to reach convergence.
All the other modes however involve a change of the boundary shape, and contribute
to the one-loop amplitude. This geometrical interpretation of the one-loop contribution is
in agreement with Carlip picture of boundary modes as would be normal to the boundary
diffeomorphisms whose action is broken by the presence of the boundary itself [44].
Another interesting feature of the one-loop result is that it diverges whenever there is
a k ∈ {0, . . . , 1
2
(Nx − 1)} such that γk ∈ 2piZ. This can only happen when the greatest
common divisor between Nx and Nγ is strictly larger than one
K = GCD(Nγ, Nx) > 1 . (4.1.4)
This condition is equivalent to γ ∈ 2piQ in the continuum. This condition will again arise
in the Ponzano-Regge computation describes in the next chapters. For the moment, we
can say that, geometrically, if K > 1 then the homogeneous boundary structure is not
rigid enough to provide a unique solution for the lengths of the bulk edges of the linearized
equation of motions. These ambiguities show up as null modes of the (bulk) Hessian, lead-
ing to poles for the inverse of its determinant, which determines the one-loop correction.
On the other hand, one finds that for a certain class of inhomogeneous perturbations of
the boundary data one does not find any solution to the linearized equations of motion.
Therefore, this situation rather describes the emergence of an accidental symmetry of the
linearized theory due to the (homogeneous) boundary conditions, rather than the emer-
gence of a new gauge symmetry. This indicates a breakdown of the linear approximation
and thus the cases with K > 1 need in principle a more refined analysis.
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4.2 Boundary Hilbert space and spin network
We consider a manifoldM with boundary, and the group formulation of the Ponzano-
Regge model introduced previously, encoding the space of flat connection. The space of
boundary connection can be endowed with a Hilbert space structure [167, 168, 169] using
standard loop quantum gravity techniques. Consider now a particular orientated graph
Γ on the boundary1. The Hilbert space is simply the space of gauge-invariant square
integrable with respect to the Ashtekar-Lewandowski measure [169]
H = L2(SU(2)|Γ1|)/SU(2)|Γ0| , (4.2.1)
where |Γi| is the number of i-cells in Γ. That is, elements of this Hilbert space are
functions whose parameters are SU(2) elements living on the links, and with a SU(2)
gauge invariance at each node. Considering a element Ψ of H, it respects the property
Ψ({gl}) = Ψ
(
GtlglG
−1
sl
)
∈ L2(SU(2)|Γ1|) ∀Gn ∈ SU(2), (4.2.2)
with, as previously tl and sl hold for the target and source nodes of l respectively. The
inner product associated to the Hilbert space is simply
〈Ψ|Φ〉 =
∏
l∈Γ
∫
SU(2)
dgl
Ψ(gl) Φ(gl). (4.2.3)
A basis of such Hilbert space is given by the spin network functions [178]. Spin-
networks were first introduced by Penrose [179] as abstract graphs to describe discrete
space-time. Considering a group G, they are defined as such [14]
Definition 4.1. A spin network Ψ is given by the data of a triplet (Γ, j, ι). Γ is a two-
dimensional orientated graph. We called l the links of Γ and n its nodes. To each link l
of Γ, we associate an irreducible representation of G, Vl and to each vertex we associate
an intertwiner ιv, which is a map
ιv : Vl1 ⊗ Vl2 ⊗ ... ⊗ Vln → Vl′1 ⊗ Vl′2 ⊗ ... ⊗ Vl′m
where n (resp. m) is the number of incoming (resp. outgoing) links to (resp. from) v
Using the Peter-Weyl theorem, one can understood spin network define in the previous
definition as SU(2) function as introduced in the beginning of this section.
In the case of interest here, the gauge group is SU(2), and the irreducible representa-
tions are labelled by a spin j ∈ N
2
. A SU(2) spin network function based on a graph Γ
takes the form
Ψj,ι(gl) =
⊗
v∈Γ
ιv
 •Γ
⊗
l∈Γ
√
djlD
jl(gl)
 , (4.2.4)
1When working with the Ponzano-Regge model, we will require that the graph Γ is compatible with
the dual cellular decomposition of the boundary manifold, namely, ∂K∗ = Γ.
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where •Γ stands for the contraction of all the magnetic indices as prescribed by the graph
Γ. Note again that a spin network function naturally comes with a choice of orientation.
In fact, changing the orientation of one given link l contributes with a factor (−1)2jl to
the spin network function. Such a property is the reason why spin networks are often said
to be unitary up to a sign. Intertwiners implement the state’s gauge invariance thanks to
their defining property(
Dj1(G)⊗ · · · ⊗Djk(G)⊗Djk+1(G−1)⊗ · · · ⊗Djm(G−1)
)
. ιn = ιn ∀G ∈ SU(2).
Considering a manifold M with a boundary, the spin network function provides us
with an admissible boundary state, that is a kinematical state. The transition amplitude
for the Ponzano-Regge model given the boundary state Ψ supported on Γ = ∂K∗ is just
its evaluation on the partition function of the model as defined previously
〈ZKPR|Ψ〉 =
∏
l∂∈Γ
∫
SU(2)
dgl∂
ZKPR(gl∈K∗)Ψ(gl∈K∗). (4.2.5)
This amplitude is the integral of the boundary state Ψ projected by the Ponzano-Regge
amplitude, in accordance to the previous interpretation of the Ponzano-Regge model being
a projector on the space of physical solution. The interpretation of this amplitude is as
follows: if the boundary of K has two disconnected components corresponding to ∂K1 and
∂K1, then the previous formula calculates the transition amplitude between two states
across the history represented by K with weight provided by the Ponzano-Regge partition
function. This is exactly the case described previously with the cylinder topology. On
the other hand, if K has a single boundary component, the amplitude can be interpreted
as in the Hartle-Hawking no-boundary proposal [142]: as the probability of nucleation of
a given state from nothing.
Geometric interpretation of higher valent spin network states
For a three-valent node, the intertwiner is uniquely given by the Clebsch-Gordan coef-
ficient associated to the three adjacent representations j1, j2, j3. They are non-vanishing
if and only if the three representations satisfy the triangle inequalities
j1 ≤ j2 + j3 and cyclic permutations, (4.2.6)
together with the extra integrability condition
j1 + j2 + j3 ∈ N . (4.2.7)
This hints at the fact that the spins jl can be interpreted as the lengths of the edges e
dual to the links l. This is confirmed by the construction of length-measuring operators
associated to the edges of the boundary triangulation, which is indeed diagonalized by
the spin network basis [178].
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This interpretation can be generalized to higher valent nodes: anm-valent intertwiner2
can be used to define a quantum m-sided polygon with fixed edge lengths determined by
the spins (j1, . . . , jm) [185]. The intertwiner space is not unique anymore, but still finite
dimensional. Let us underline an issue with this polygonal interpretation of intertwiners,
which is due to the possibility of different orderings of the edges around the polygon. As
explained in [185], there are two possibilities. If we do not specify any ordering for the
legs of the intertwiner, we can reconstruct multiple possible polygons. It is possible to
recover a unique convex polygon, at least in the planar case, in which case the intertwiner
contains enough data to deduce an ordering. The problem is however automatically cured
by considering graphs embedded in a surface, as we do here.
The non-uniqueness of the higher-valent intertwiners fits nicely with the fact that
the geometry of non simplexes polygons with fixed edge length is also not unique. The
intertwiner space describes also a possible bending of polygons: that is if we introduce
diagonals in the polygon, there might be non-trivial dihedral angle hinging on such diag-
onals, see figure 4.2.
This space of (possibly bent) polygons admits a canonical symplectic structure named
after Kapovich and Millson [187, 188] which allows its quantization [185, 189]. The
Kapovich-Millson symplectic structure sets the length of each diagonal and the corre-
sponding dihedral angle to be canonically conjugate variables. Thus, these two variables
cannot be determined at the same time by a given intertwiner. This is compatible with the
fact that in a boundary polygon the dihedral angle associated to a diagonal encodes some
extrinsic curvature of the manifold, dual to the intrinsic metric determined by the length
of the diagonal itself. We see that higher-valent nodes can encode quantum geometry,
which features non-commutative aspects [149, 190, 191].
In this thesis, we are mainly interested in boundary states which are four-valent. A
4-valent intertwiner can be decomposed into two 3-valent ones glued by a recoupling spin.
Interpreting it as a quadrilateral, the decomposition into 3-valent intertwiners corresponds
to cutting the quadrilateral into two triangles along one of its diagonals, see figure 4.2. The
ι4
j3
j1
j4
j2
→ •ι
1
3
•
ι23
j3
j2
j
θ
j1
j4
Figure 4.2: Decomposition of a 4-valent intertwiner into two 3-valent ones along one of
the diagonals. The recoupling spin associated to the length of the diagonal is denoted by
j. θ is the dihedral angle between the two triangles.
2Spin-networks are also the boundary states of four-dimensional quantum gravity and can thus de-
scribe quantum states of 3d geometry. From this perspective, intertwiners are naturally interpreted as
polyhedra embedded in the flat 3d Euclidean space R3 [180, 181, 182, 183, 184, 185]. Quantum de-
forming su(2) allows to extend this geometrical interpretation to polyhedra in homogeneous curvature
[120, 121, 186].
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recoupling spin associated to this diagonal corresponds to the length of the diagonal. The
conjugate variable to this length according to the Kapovich-Millson symplectic structure
is the dihedral angle between the two triangles hinged by the diagonal itself, as illustrated
in figure 4.2. We refer to this angle as the extrinsic curvature of the quadrilateral. Since
the length and the angle are canonically conjugate variables, a 4-valent intertwiner with
fixed recoupling spin is totally spread in the extrinsic curvature. Once the edge lengths
of the quadrilateral are fixed, notice that the length of one diagonal together with the
related dihedral angle determine the length of the other diagonal. It follows that the two
diagonals do have a non-trivial commutation relation, both in phase space and as quantum
observables. Emerging from this arises the question of defining coherent intertwiners,
that is intertwiners peaked on a given polygons. We will develop this notion later in this
chapter.
4.3 Coherent spin network
Coherent spin network states are a particular representation of spin networks where
the intertwiners are chosen to be the so-called coherent intertwiners. These coherent
intertwiners describe, in the semi-classical limit, states that are peaked on a particular
geometry. They were introduced in [192] in a three-dimensional context for loop quantum
gravity. They are interpreted as quantum polyhedra [180, 181, 183, 185]. In particu-
lar, a four-valent coherent intertwiner is understood as a quantum tetrahedron3. In the
context of three-dimensional gravity, where the boundary is two-dimensional, coherent
intertwiners are understood as polygons. Three-valent intertwiners are thus triangles and
four-valent, the case of interest here, quadrilateral. Coherent intertwiners are defined
using SU(2) coherent states, which in turn have a nice formulation in terms of spinors.
We will start this section by a short presentation of the spinor formalism before fo-
cusing on the construction of coherent spin network. The coherent spin network will be
used as boundary state in chapter 6.
4.3.1 Spinors and coherent state
Consider the representation space Vj of a given spin j, and choose a basis {|j,m〉 , m =
−j, . . . ,+j}, which diagonalizes the angular momentum operator Jz, in addition to the
SU(2) Casimir J2 = J2x + J2y + J2z . As usual, we can think of a basis element |j,m〉 ∈ Vj
as a quantum vector of length j and z-projection m, the eigenvalue of Jz. On the other
hand, the azimuthal direction of these quantum vectors is totally uncertain.
The case of |j, j〉 is particularly interesting: it has maximal z-projection and is there-
fore peaked along this direction. In other words, |j, j〉 is a coherent state in Vj representing
a vector of length j pointing in the z-direction. This is the starting point of the Perelo-
mov coherent states. The (relative) uncertainty about the direction in which the vector
is pointing decreases with j. Indeed, computing the expectation values of the su(2) gen-
erators on the state |j, j〉, we get 〈 ~J〉 = (0, 0, j). We can also compute the variance
3See also [186, 193] for a discussion on polyhedra in homogeneously curved space.
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〈 ~J2〉 = j(j + 1), which is simply given by the su(2) Casimir. The state |j, j〉 corresponds
to a semi-classical vector of length j in the z-direction, peaked on (0, 0, j) with spread
1
〈 ~J〉
√
〈 ~J2〉 − 〈 ~J〉2 ∼ 1√
j
. (4.3.1)
The corresponding polar angle θ can be estimated to be θ ≈ 1√
j
which goes to 0 with the
spin increasing.
To obtain coherent states à la Perelomov representing unit three-vectors pointing in
an arbitrary direction nˆ ∈ S2, we rotate |j, j〉 appropriately. Consider the state
|j, nˆ〉 = Dj(Gnˆ)|j, j〉 (4.3.2)
where Gnˆ is some element of SU(2) which in the vectorial (spin 1) representation corre-
sponds to a rotation Rnˆ, taking the z-axis to the nˆ direction. Of course, the element Gnˆ
is not uniquely defined, and admissible group elements only differ by a rotation around zˆ.
This freedom on the choice of element Gnˆ translates into a choice of phase for the vectors
|j, nˆ〉. We can keep track of this phase by going to the spinorial representation. First
focus on the case j = 1
2
.
Since V 1
2
∼= C2, it is natural to introduce spinors
|w〉 =
(
w0
w1
)
= w0| ↑〉+ w1| ↓〉 ∈ V 1
2
, (4.3.3)
where | ↑〉 (| ↓〉) is the V 1
2
basis element with m = +1
2
(−1
2
)
. Denote by
〈w| =
(
w¯0 w¯1
)
=
(
w0
w1
)†
and |w] = ς|w〉 =
(
−w¯1
w¯0
)
(4.3.4)
where ς is the SU(2) structure map, which is anti-unitary
ς2 = −1 and Gς|w〉 = ςG|w〉 ∀G ∈ SU(2), w ∈ C2. (4.3.5)
We can associate a vector ~n ∈ R3 to a spinor |w〉 by evaluating it on the Pauli matrices
~n = 〈w|~σ|w〉 , (4.3.6)
where ~σ = (σ1, σ2, σ3). It is immediate to see that if |w〉 is associated to the vector ~n
then |w] is associated to −~n using the property of anti-linearity for the structure map. If
the spinor is normalized, then the associated vector nˆ is also normalized and we denote
normalized spinor by |ξ〉. The spinor |ξ〉 corresponds to a coherent state along the direction
nˆ. This time, the definition is not up to a phase, since the phase is entirely captured by
the spinorial representation.
Generalization to higher spins is immediate using the property that Vj can be decom-
posed into the tensor product of 2j times the fundamental representation V 1
2
|j, j〉 = | ↑ 〉⊗2j .
This leads to the definition of a coherent state in the spin j representation
|j, ξ〉 = |ξ〉⊗2j . (4.3.7)
These states are the building blocks of the coherent intertwiners.
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4.3.2 From coherent state to coherent spin network
We can now proceed to the construction of the coherent intertwiner which will encode
polygons embedded in R3. Polygons with m edges can be described by a set of m ≥ 3
vectors {~vi}mi=1 under the closure constraint
m∑
i=1
~vi = ~0 .
These vectors are interpreted as edge vectors. Assuming the flatness of the polygon, these
vectors span in general the plane R2 and their set is of course an over-complete basis of
the plane. Note that this construction allows the polygon to be degenerate. In that case,
the edge vectors only span R. This construction also naturally comes with a choice of
orientation. It is immediate to see that taking the set of vectors to be defined modulo
global rotations is enough to lose track of the orientation. Similarly, a polygon can be
defined by the data of its normal vector up to the same closure constraint.
This classical construction is really similar to the construction of the coherent state
previously presented. In fact, coherent intertwiners are defined in a similar way [192].
Consider a set of m coherent states described by a spin ji and a spinor ξi. We define the
m-valent coherent intertwiner with only outgoing links by
ιcoh =
∫
SU(2)
dG G .
(|j1, ξ1〉 ⊗ ... ⊗ |jm, ξm〉) (4.3.8)
The SU(2) integration is similar in spirit to taking the set of classical vectors up to
rotations. Interestingly enough, it turns out that coherent intertwiners built out of a set
of closing vectors are enough to provide an (over-)complete basis of the intertwiner space
[189, 182, 185]. Hence, we can safely restrict the definition of the spin network state to
coherent spin network state without loss of generality.
They described a quantum polygon with normal edge vectors nˆi = 〈ξi|~σ|ξi〉 and edge
length ji under the closure constraint
m∑
i=1
jinˆi = 0 (4.3.9)
which is equivalent to the classical condition for a polygon defined by its normal vectors.
This closure constraint is necessary in the semi-classical limit for the intertwiners not to
be exponentially suppressed [192].
Having introduced coherent intertwiners, we can now construct the associated coherent
spin network state [194], which is a spin network where all the intertwiners are coherent.
When doing so, the question of orientation of the links arises. Indeed, spin networks are
defined on an orientated graph, and the definition of a coherent intertwiner given above
is for a node with only outgoing links. Clearly, if the link is outgoing at a node, namely
its source node, it will be ingoing for the node at its other extremity, namely the target
node. We again denote by sl (resp. tl) the ingoing (resp. outgoing) node n with respect
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to the link l. For every ingoing link l to the node n, the associated coherent state of the
intertwiner at the node n is
(ς|ξtl〉)† = [ξtl | .
The action of the structure map ς on the coherent state produces a rotation of pi with
direction orthogonal to the vector associated to the spinor. This corresponds to the
geometrical picture of seeing the link from the opposite direction. Finally, we point out
that the action of G ∈ SU(2) on [ξtl | is
G . [ξt(l)| = [ξtl |G−1 .
We are now ready to write equation (4.2.4) in an explicit form given that it is a coherent
spin network function. Consider a particular link l, with spin jl and SU(2) element gl.
The target and source nodes of l are described by coherent intertwiners. Called Gsl , ξsl
and Gtl , ξtl the associated SU(2) element and spinor of the intertwiners. The contribution
of the source node to the spin network function is (forgetting about the SU(2) integration
temporarily)
Gsl |jl, ξsl〉
whereas it is
[jl, ξtl |G−1tl
for the target node. Gluing everything together taken into account the parallel transport
between the nodes encoding by the group element gl, we obtain the link contribution to
the spin network function
[ξtl |G−1tl glGsl |ξsl〉2jl , (4.3.10)
where we used property (4.3.7) to express it in terms of spinor in the fundamental repre-
sentation.
That is, a coherent spin network takes the form4
Ψ(j,ξ)(gl) =
[∏
n
∫
SU(2)
dGn
]∏
l
[ξtl |G−1tl glGsl |ξsl〉2jl . (4.3.11)
For the record, coherent states play an important role in four-dimensional spin foam
models, where they are known to impose boundary conditions reproducing the GHY
boundary term in a large spin limit [195, 196, 197, 198, 199, 200].
In this form, it is immediate to check the previous claim about the dependency on
the orientation of the spin network. Indeed, consider the switch of the orientation of one
link l. This modification is local, and only affects the link l. In that case, the role of the
source and target node is reverse and the link contribution is
[ξsl |G−1sl glGtl |ξtl〉2jl = [ξsl |G−1sl glGtl ξtl〉2jl
= (−1)2j[ξtl |G−1tl g−1l Gsl |ξsl〉2jl
4These states are not normalized. This could be corrected by inserting factors of
√
dj for every link
as well as a normalization factor for the coherent intertwiners ι(ja,ξa). Such normalization is not needed
for our purpose, and we will ignore it in the following.
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where we used the property [w, η〉 = −[η, w〉. That is, changing the orientation of a given
link l does not leave the spin network invariant, but contributes with a factor (−1)2jl as
previously claimed. This is the reason why spin network functions are sometime called
unitary "up to a sign". We will see in the following that for the boundary state we
consider, this sign uncertainty does not produce any complication in the well-definiteness
of our amplitude.
Geometrical meaning of the link contribution
Let us focus more on the contribution of each link for the coherent spin network
[ξtl |G−1tl glGsl |ξsl〉2jl ≡ [jl, ξtl |G−1tl glGsl |jl, ξsl〉 . (4.3.12)
As we explained previously, the spinors encode the normal vectors and the length of
the quantum polygon. The action of the SU(2) element Gn at each node is to rotate these
vectors in space. This rotation has two important features: it is common to all the spinors
at one node, thus corresponding to a rotation of the whole quantum polygon, and it is
finally integrated over in the state. The integration over Gn has the role of implementing
gauge invariance of Ψ by removing any reference to the standard frame mentioned above.
The remaining element we need to discuss is the SU(2) element gl associated to the
link. This is given by the definition of the boundary state in the Ponzano-Regge model.
Recall that gl encodes the discrete connection between two nodes of the graph. That
is, it represents the parallel transport from one node to another. To be more precise, in
the coherent spin network state, gl parallel transports spinors, i.e. edges of the quan-
tum polyhedron, to another spinor. The link contribution (4.3.12) calculates how much
“superposition” there is between the quantum edgesGsl |jl, ξsl〉 andGtl |jl, ξtl〉 once parallel-
transported by gl.
From the point of view of the Ponzano-Regge model, recall that both Gn and gl are
integrated over under the flatness constraint. One can then ask at which value these
integrals happen to concentrate. Intuitively, one expects these integrals to concentrate
precisely where the superposition is maximal, that is at the values of the group variables
which would induce (provided it exists) a consistent gluing among all the edges of all the
polygons in the discretization. Here, maximal does not mean a perfect superposition. We
will see in the next chapter that indeed, this superposition is not perfect and involves
a phase. Geoemtrically, this phase encodes the dihedral angle between the quantum
polyhedron. In other words, the left-over phase encodes the extrinsic curvature.
Symmetry of the integrand
The integrand of (4.3.11) has a interesting symmetry with respect to the Gn. Consider
the local transformation at the node n
Gn → −Gn . (4.3.13)
Under this transformation, the integrand becomes∏
l
[ξ
t(l)
l |G−1t(l)glGs(l)|ξs(l)l 〉2jl → (−1)2
∑
jl
∏
l
[ξ
t(l)
l |G−1t(l)glGs(l)|ξs(l)l 〉2jl (4.3.14)
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where the sums are over all the links connecting to the node n. Indeed, the SU(2) element
Gn appears as many times as the number of links connected to the node n. Now, recall
that a necessary condition for a non-trivial intertwiner to exist at a given node n is that
the sums of the spins of the links around it is an integer. That implies that the integrand
is actually invariant under the transformation given by (4.3.13). This symmetry will be
of the utmost importance for the well-definiteness of our boundary state in the following.
4.4 Torus topology and discretization
From the first chapter, we have learned that the torus topology is of interest for gravity,
since it corresponds to the geometry of Euclidean AdS and BTZ. Moreover, we already
discussed the case of the ball in chapter 3 for the Ponzano-Regge model. In this section,
we start considering the next topology after the trivial one: the torus topology. In this
section, we will introduce the considered discretization of the torus and perform a first
computation of the partition function in a very simple case. The starting point of the
computation is given by the definition of the Ponzano-Regge amplitude for a boundary
state Ψ (4.2.5)
〈ZKPR|Ψ〉 =
∏
l∂∈Γ
∫
SU(2)
dgl∂
ZKPR(gl∈K∗)Ψ(gl∈K∗). (4.4.1)
We recall that K is the cellular decomposition of the manifold, and ZKPR the partition
function of the Ponzano-Regge model, imposing the flatness of the bulk, given by the
definition 3.3.
4.4.1 Torus, cellular decomposition and gauge fixing
We start our investigation of the torus topology by considering the three-dimensional
cylinder with a two-dimensional torus as boundary. To apply the Ponzano-Regge model
on such manifold, we need to introduce a cellular decomposition. Consider a cylinder
with Nt verticals slices and Nx horizontal pie slices, see figure 4.3. Comparing to the
triangulation introduced for Regge calculus from the previous chapter, the only difference
comes from the fact that we did not sub-divide the resulting prism into three tetrahedra.
To recover the boundary torus, we need to identify the top and the bottom of the
cylinder. Before such identification, as we previously mentioned, we have the freedom to
consider a twist. For example, in figure 4.3, we identify A1 to C1 + 2, for a shift of 2. In
general, this shift is parametrized by a parameter Nγ. From the continuum point of view,
i.e. in thermal AdS, Euclidean BTZ or Euclidean flat space, this corresponds to a twist
γ in the identification of the Euclidean time parametrized by
γ = 2pi
Nγ
Nx
. (4.4.2)
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Figure 4.3: Example of discretization of the torus with Nx = 6 and Nt = 2. The twist
parameter Nγ is recovered by identifying the A’s with the B’s to obtain the torus through
Ai = Ci+Nγ .
For future utility, we introduced the parameter K to be the greatest common divisor of
Nγ and Nx and W
K = GCD(Nγ, Nx) , W =
Nx
K
. (4.4.3)
The parameter K basically counts the number of independent vertical loops. Indeed, if
K = 1 it is immediate to see that, for a loop to close, it must go through every vertical
link, giving only one vertical loop. This logic can easily be applied for any K (bounded
by Nx). The case K = 0 is equivalent to the case K = Nx, giving as expected Nx closed
vertical loops. On the other hand, W is the winding number of the closed loop, that is
the number of times each closed loop winds around the torus before closing.
Such a choice of cellular decomposition naturally induces a particular boundary cellular
decomposition ∂K. It is immediate to see that the boundary discretization is that of a
square lattice with periodic conditions. Denoting the vertices of the discretization by their
positions (t, x) with t ∈ [0, Nt − 1] and x ∈ [0, Nx − 1] the periodic conditions are given
by
(t, x+Nx) ∼ (t, x) ∼ (t+Nt, x+Nγ). (4.4.4)
The spin network graph Γ dual to the previous square lattice is also a square lattice.
Since we are mainly working on Γ, we also denote the nodes of the dual boundary graph
by (t, x). The vertical and horizontal links of the dual graph, labelled by subscripts v
and h, are dual to the space and time edges respectively. To fix the notation for the
discretization and the dual graph, we consider the top-left node of the boundary square
lattice as the origin (t, x) = (0, 0). Vertical links between nodes (t, x) and (t + 1, x) are
labelled by (t, x) and similarly for the horizontal ones. Vertical and horizontal links are
oriented in the direction of growing time and space coordinates. See figure 4.4 for the
details.
To obtain a spin network state on this graph, we associate to each link a SU(2) element
gh,vt,x and a spin j
h,v
t,x where (h, v) holds for either a horizontal or a vertical link. To each
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ght,x
Tt,x−1
gvt,x
Lt−1,x
Figure 4.4: Oriented square lattice on the twisted torus. The twist angle is γ = 2piNγ
Nx
.
Starting from the vertex (t, x), the edge on the right is associated to ght,x and the edge
below to gvt,x. The horizontal periodic condition is without twist.
vertex we associate a coherent intertwiner. A generic spin network on such a discretization
is denoted by
Ψ = Ψ(ght,x, g
v
t,x). (4.4.5)
To make the notation lighter, we keep silent about the presence of the spins and inter-
twiners as parameters in the definition of the spin network state.
In this whole thesis, we are interested in a homogeneous choice of intertwiners on the
whole boundary lattice. That is, we assign to each node the exact same intertwiner. To
construct a generic intertwiner respecting this property, the choice of orientation of the
boundary graph is really constrained: we need all the vertical and horizontal links to have
the same orientation. This constraint implies that there are only four possible orientations
for the boundary graph, see figure 4.5. The key point is that the intertwiners defined on
these four different orientations are in fact the same, hence the spin networks on these
four orientations are the same. This can be seen by applying the SU(2) invariance of the
integrand under Gn → −Gn of the coherent spin network to absorb all the (−1)2jl coming
from the switch of the orientation. We will not detail the actual construction of such an
intertwiner here, and leave this task for the next chapter.
In fact, the rational reason behind the use of a quadrangulation rather than a trian-
gulation (as in [197]) is that it allows us to perform calculations explicitly. We will be
able to explicitly evaluate the one loop amplitude considering coherent spin network state
on the boundary (see next section for a definition). Moreover, thanks to the use of a
quadrangulation, considering a slightly more general boundary state, constructed as the
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Figure 4.5: Four possible orientations to have a homogeneous choice of intertwiners on
the whole boundary square lattice. One vertical (resp. horizontal) link must be ingoing
(red) while the other one must be outgoing (blue).
superposition of coherent spin network state, we will be able to exactly compute, for the
first time, a quasi-local amplitude for three-dimensional gravity on the torus.
Gauge fixing of the Ponzano-Regge amplitude on the torus
From this cellular decomposition, it is straightforward to write the formal Ponzano-
Regge amplitude in the group representation as given by the definition 3.1. As we ex-
plained previously however, it is necessary to gauge-fix to obtain a finite expression. This
is the object of this paragraph.
Recall that the gauge-fixing procedure require two trees. The first one is an internal
maximal tree T of the cellular decomposition K touching the boundary at one vertex.
Say, start at (t, x) = (0, 0) then follow a radial vertical edge toward the bulk. By doing
so, we are at the "centre" of the cylinder. Then follows the (Nt − 1) central edges in the
horizontal direction, see figure 4.6. The regularization proceeds by removing for every
edge e ∈ T the corresponding delta function on the dual face f .
(0, 0)
Figure 4.6: Internal maximal tree T in red for Nx = 6 and Nt = 2. It starts at the
boundary vertex (0, 0) then follows the unique radial edge at (0, 0) toward the bulk. It
then moves to the next temporal slice Nt = 1 through the dashed red edge. The tree T
stops here in this example since it will produce a loop otherwise.
For the maximal tree T ∗ of K∗ ∪ ∂K∗ we also start at the initial node (t, x) = (0, 0).
Then, we go along all the links of the boundary discretization on the slice t = 0, except
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the one between the nodes (0, 0) and (0, Nx − 1). Then, we move to the slice t = 1, and
do the same. Once arriving at the slice (t = Nt− 1), we move along the radial link in the
bulk, and repeat the same operation in the reverse order, ensuring that T ∗ is maximal.
Considering these two trees, it is immediate to see that the Ponzano-Regge amplitude
defined in 3.3 becomes
〈ZKPR|Ψ〉 =
∫
SU(2)
dg Φ(ght,x = I, gvt6=Nt−1,x = I, g
v
Nt−1,x = g) . (4.4.6)
There is still one non trivial integration over SU(2). This was to be expected. Contrary
to the ball, the case of the torus is not topological trivial, and it exists one class of non-
contractible cycle, represented by this remaining integration. This is basically the last,
and only information coming from the bulk. This expression can be further simplified by
using the remaining global SU(2) invariance to fix g along a specific direction. Consider
the following parametrization for g in SU(2)
g = eiϕuˆ.~σ , (4.4.7)
with ϕ ∈ [0, 2pi] and ~σ the Pauli matrices vector. The corresponding SO(3) angle is 2ϕ.
As usual, the previous integral can be expressed in terms of the class angle of g using the
remaining global SU(2) invariance
〈ZKPR|Ψ〉 =
1
pi
∫ 2pi
0
sin2(ϕ)dϕ Φ(ght,x = I, gvt 6=Nt−1,x = I, g
v
Nt−1, x = e
iϕσ3) (4.4.8)
where σ3 is the Pauli matrix along the z direction. Even then, there is still a global U(1)
gauge invariance corresponding to a global SU(2) transformation along the z direction.
This is not necessarily the end of the story. For computational reason5, it is needed
to recast the amplitude in a more symmetrical form, where the dependency on ϕ is
homogeneous on the boundary lattice. Recall that the Haar measure is left and right
invariant by definition. First, consider the change of variable ϕ → Ntϕ. The amplitude
becomes
〈ZKPR|Ψ〉 =
Nt
pi
∫ 2pi
Nt
0
dϕ sin2(Ntϕ) Φ({ght,x = I, gt6=Nt−1,x=I, gNt−1,x = eiNtϕσz = gNt}) .
(4.4.9)
Now, apply this series of gauge transformation
gv,ht,x → g−tgv,ht,x . (4.4.10)
starting from t = Nt − 1 to t = 1. These transformations are constant in each time
slice, so the condition ght,x = I is left untouched. After this chain of transformations, the
amplitude becomes
〈ZKPR|Ψ〉 =
Nt
pi
∫ 2pi
Nt
0
dϕ sin2(Ntϕ) Φ({ght,x = I, gt,x = eiϕσz}) . (4.4.11)
5We are going to make use of Fourier transform to compute the amplitude.
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Finally, we can express the integration over the usual [0, 2pi] interval again
〈ZKPR|Ψ〉 =
1
pi
∫ 2pi
0
dϕ sin2(ϕ) Ψ({ght,x = I, gt,x = ei
ϕ
Nt
σz}) . (4.4.12)
Note that doing the transformation ϕ→ Ntϕ seems rather unnecessary. Clearly, we would
have obtained the same result without doing this change of variable. The only use of this
change of variable is to avoid the discussion about taking the roots of unity for eiϕσz , since
they are not unique. The result of this tedious procedure could have been guessed on the
basis of triangulation invariance as well as from the fact that the flatness of the model
requires all contractible loops to be flat, and integrates over all possible values for the
non-contractible cycle.
The main goal of this thesis is to compute the amplitude (4.4.12) given some class
of boundary state Ψ. By looking at two classes of boundary state, we will see that the
Ponzano-Regge model allows to recover the BMS character as the partition function in the
asymptotic limit on top of providing quantum correction and regularization for quasi-local
region.
4.5 A first computation of the Ponzano-Regge ampli-
tude
This section is dedicated to a first computation of 4.4.12 with a very simple choice of
boundary states. Going through the standard intertwiners expressions, we focus on the
spin-0 recoupling intertwiner in the s-channel. The advantage of this simple choice is that
it allows for an exact computation of the Ponzano-Regge amplitude. This simple and even
naive case will allow us to illustrate the dependence of the asymptotic partition function
on the twist angle γ, and especially the distinction that arises between its rational vs.
irrational values: in the appropriate limit, we will get poles for all rational angles. Hence,
we recover the basic feature of the BMS character.
4.5.1 Intertwiner basis and spin network evaluation
Before focusing on the actual computation, it is necessary to introduce the boundary
state we consider. In this section, we decide to fix all the spins of the boundary lattice at
some given values. Then we need to choose a corresponding for 4-valent intertwiner per
node. We already explained previously that 4-valent intertwiners are not unique. A basis
of the intertwiner Hilbert (vector) space can however be easily constructed. See appendix
A for the details of the construction.
In short, we need to choose a pairing of the spins, (12) − (34), or (13) − (24), or
(14) − (23), and to split the 4-valent intertwiner into two 3-valent ones linked by an
intermediate spin. Basis states are then defined by the spin J carried by that intermediate
link, as shown on figure 4.7. Similarly to the terminology used in particle scattering, we
refer to the three possible pairings as the channels s, t or u. The t and u choices correspond
geometrically to fixing the lengths of a diagonal in the quadrilateral picture we discussed
with figure 4.2.
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Figure 4.7: The three channels for splitting a 4-valent intertwiner into two 3-valents ones
linked by an intermediate link carrying a spin J .
Let us explicitly consider the s-channel, corresponding to the (12) − (34) pairing. In
this case, the 4-valent intertwiner basis state with intermediate spin J reads
|ιs|J〉 = 1
dJ
∑
{mi},M
(−1)J+M | ⊗4i=1 (jimi)〉 〈(j1m1)(j2m2)|J,M〉〈(j3m3)(j4m4)|J,−M〉 .
Here, we have taken the two sets of Clebsh-Gordan coefficients, recoupling j1 and j2 into
J on one side and recoupling j3 and j4 into J on the other, and glued them using the su(2)
structure map ς along the intermediate link. This map identifies the spin j representation
with its conjugate, according to
Dj(ς) |j,m〉 = (−1)(j+m) |j,−m〉
(see appendix A for further details).
By convention, the above formula describes an intertwiner for four links outgoing from
a node n. Thus for gluing the intertwiners along auxiliary two-valent nodes positioned
between two half-links, we need to insert again the su(2) structure map at each such node,
possibly together with the insertion of a group element associated to this link.
We can know evaluate the Ponzano-Regge amplitude specializing equation (4.4.12)
to our choice of boundary state. In other words, we glue and contract the intertwiners
together along the lattice links, with a group element insertion along the links of the last
slice of the torus:
〈ZKPR|Ψjl,ιJn〉 =
∫
SU(2)
dg
⊗
n
ιn •∂K∗
[ ⊗
l 6=(Nt,x)
Djl(ς)
⊗
l=(Nt,x)
Djl(gς)
]
(4.5.1)
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where •∂K∗ again stands for a trace over the magnetic indices following the connectivity of
the boundary square lattice. For fixed spins jl and intertwiners ιn, this is the integral of
a polynomial over SU(2). Indeed the Wigner matrix elements Dj(g)m′m are polynomials
of degree 2j in the SU(2) group element g (defined as a 2×2 matrix). We recover the fact
that the Ponzano-Regge amplitude always gives a finite result. In the rest of this section,
we focus on the computation of the amplitude for a simple case.
4.5.2 The homogeneous J = 0 s-channel intertwiner case
Consider the spin network basis state on the square lattice defined by a homogeneous
assignation of spins jl = j to all links and a homogeneous 4-valent intertwiner with
spin J = 0 in the s-channel at all nodes. This choice of intertwiner not only allows to
completely decouple the horizontal and vertical links, allowing us to explicitly evaluate
the partition function and its asymptotic limit, but it also comes with a clear geometrical
interpretation.
Geometric interpretation of the J = 0 s-channel intertwiner
This intertwiner is given by
|ιs|0〉 = 1
dj
∑
{ma}a=1,...,4
(−1)2j+m1+m3δm1+m2,0δm3+m4,0|(j,m1)(j,m2)(j,m3)(j,m4)〉
=
1
dj
∑
m,m˜
(−1)2j+m+m˜|(j,m)(j,−m)〉(12) ⊗ |(j, m˜)(j,−m˜)〉(34) .
Notice that all four edge vectors of the quadrilateral plaquette have equal norm, 〈 ~J2a〉 =
j(j + 1), for a = 1, 2, 3, 4. Moreover, the J = 0 on the intermediate link implies that the
edge 2 is exactly opposite to the edge 1, while the edge 3 is exactly opposite to the edge
4. Indeed, one can check the following expectation values from the intertwiner formula
above:
〈 ~J1 · ~J2〉 = 〈 ~J3 · ~J4〉 = −j(j + 1) , (4.5.2)
Moreover, one can further compute the expectation values of the angles between the other
pairs of vectors:
〈 ~J1 · ~J3〉 = 〈 ~J1 · ~J4〉 = 〈 ~J2 · ~J3〉 = 〈 ~J2 · ~J4〉 = 0 . (4.5.3)
This means that, in average, the edge 1 (and thus also the edge 2) is orthogonal to the
edges 3 and 4, and therefore the intertwiner seems to be dual to a geometrical square.
However, this is only true in average. Computing the variance of the scalar products
between the would-be orthogonal edges,
〈( ~J1 · ~J3)2〉 = 1
3
j2(j + 1)2 , (4.5.4)
one realizes that it takes its maximal value.
Thus, the J = 0 s-channel intertwiner is the furthest possible from a semi-classical
state with a good geometrical interpretation. More precisely, while the spin-0 intertwiner
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in the s channel defines a maximal entanglement between the opposite edges (1 and 2 on
the one hand, and 3 and 4 on the other), the other pairings are left to be independent
random vectors.6 More correctly, this intertwiner can be said to represent a superposition
of all possible parallelograms centred on the rectangular one.
Even if the J = 0 s-channel intertwiner is not fully peaked on the intrinsic geometric
data encoded at a node, it nevertheless defines a legitimate quantum state, yielding a
well-defined Ponzano-Regge amplitude and offering interesting insight in its structure
and potential asymptotic limit. In the next chapter, we will consider coherent intertwiner
states which have semi-classical properties in the intertwiner degree of freedom, defining
coherent rectangular plaquettes from coherent intertwiners.
Evaluation of the Ponzano-Regge amplitude
Inserting the J = 0 s-channel intertwiner in the Ponzano-Regge amplitude results in
the complete decoupling of the horizontal from the vertical links. Absorbing the su(2)
structure maps ς in the intertwiners, they become(
ιs|0 ⊗Dj(ς)⊗Dj(ς)
)m′,m˜′
m,m˜ ∝ δm′m δm˜
′
m˜ , (4.5.5)
where (m′,m) are the magnetic indices associated to the two vertical links, and (m˜′, m˜)
the magnetic indices associated to the two horizontal ones. This formula is evident from
the graphical representation of the s-channel given in figure 4.7: since a 0-spin link is
mathematically the same as no link at all, the 0-spin intertwiner means that the two links
go through the node without interacting with each other. As illustrated in figure 4.8, this
result is Nt horizontal loops of spin j, completely decoupled from a number of vertical
loops carrying the group element g and winding around the torus with twist Nγ.
Whereas horizontal loops simply factor out, with the number of time slices Nt only
contributing with an overall volume factor, vertical loops acquire a non-trivial structure
due to the interplay between the spatial size Nx and the shift number Nγ. Putting these
two ingredients together, we obtain the Ponzano-Regge amplitude in the form
〈ZKPR|Ψjl,ιs|0〉 =
dNtj
dNtNxj
∫
SU(2)
dg χj(g
W )K =
1
d
Nt(Nx−1)
j
2
pi
∫ pi
0
dθ sin2(θ) χj(Wθ)K , (4.5.6)
where we recall that χj is the character in the spin-j representation, which in terms of
the (half) class angle θ of g reads
χj(g) ≡ χj(θ) = sin djθ
sin θ
, (4.5.7)
6In fact, considering two random vectors uˆ and vˆ on the 2-sphere of radius r, S2r, one can easily
compute: ∫
(S2r)×2
d2uˆ
4pi
d2vˆ
4pi
(
uˆ · vˆ) = 0 , ∫
(S2r)×2
d2uˆ
4pi
d2vˆ
4pi
(
uˆ · vˆ)2 = 1
3
r4 ,
which are the corresponding classical calculations for the expectation values (4.5.3) and for the variances
(4.5.4).
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Figure 4.8: The figure indicates the loops that arise with the choice of s-channel J = 0
intertwiner. Due to this choice of intertwiner, the loops decouple into vertical and Nt
horizontal ones. The winding number W and total number K of the vertical loops on the
cylinder is determined by the shift Nγ in the periodic identification of the cylinder and
the spatial size Nx of the cylinder.
and where we recall that K = GCD(Nx, Nγ) is the number of independent close vertical
loops and W = Nx/K their winding numbers. In (4.5.6), the volume factor d−NtNxj comes
from the normalization of the intertwiner ιs|0. The factor dNtj , on the other hand, comes
from the contribution of χj(I) given by each time slice.
We have two ways to evaluate this integral. We can either express it in terms of
random walks and compute it exactly, or we can extract its asymptotic behaviour at
large K by a saddle point approximation. Before proceeding, it is useful to notice that
the integral vanishes for odd values of 2jNx, since χj(W (pi − θ))K = χj(W (θ − pi))K =
(−1)2jKWχj(Wθ)K and Nx ≡ WK. For the same reason, whenever the integral does
not vanish, the integrand is periodic of period pi, and the integration domain can be
compactified to a circle ∼= S1.
Exact evaluation First aiming for an exact evaluation, we expand the character into
a sum over exponentials by expressing the trace of the group element g in the |j,m〉 basis
of the Hilbert space of the spin-j representation,
χj(θ) =
sin djθ
sin θ
=
+j∑
m=−j
e2imθ ,
from which
〈ZKPR|Ψjl,ιs|0〉 =
1
4pid
Nt(Nx−1)
j
∫ 2pi
0
dθ (2− e2iθ − e−2iθ)
∑
m1,..,mK
e2i
∑K
k=1mkWθ . (4.5.8)
This integral has a straightforward combinatorial interpretation: we are counting the
number of returns after K steps to either the origin or to the positions ±2, of a random
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walk characterized by steps of arbitrary size between −2Wj and +2Wj. One must always
distinguish the case of a half-integer spin j ∈ (N+ 1
2
) for which each step is an odd multiple
of W , from the case of integer spin j ∈ N for which each step is an even multiple of W .
Due to the measure factor (2 − e2iθ − e−2iθ), one must also distinguish the special cases
W = 1 and W = 2 from the generic case W ≥ 3. We also notice that the case W = 1
corresponds to computing the dimension of the intertwiner space between K = Nx copies
of the spin j.
The computation is simple when considering the case K = 1. For W = Nx ≥ 3, we
do not have to take into account the terms in e±2iθ, and
〈ZKPR|Ψjl,ιs|0〉 K=1Nx≥3 =
1
2pid
Nt(Nx−1)
j
∫ 2pi
0
dθ
+j∑
m=−j
e2imNxθ =
{
1/d
Nt(Nx−1)
j if j ∈ N
0 if j ∈ N+ 1
2
.
(4.5.9)
When W = Nx = 1, the integral always vanishes (as soon as the spin is non-zero, j 6= 0).
When W = Nx = 2, one gets half of the volume factor d
−Nt(Nx−1)
j when the spin j is an
integer and minus half of this volume factor when j is a half-integer. The exact expression
for arbitrary K as a rational function in the spin j is given in appendix B and is related
to the Fourier series expansion of the cardinal sine function sinc θ ≡ sin θ/θ and to the
Duflo map coefficients for SU(2).
Asymptotic limit Here, we are mainly interested in the asymptotic limit. We define
it as a double scaling limit where both Nx and Nγ are sent to infinity while their ratio
2piNγ
Nx
→ γ ∈ R is kept finite. Although similar in spirit to a lattice refinement limit, this
should be more correctly considered as an asymptotic limit: since the spin j is fixed, the
spatial size ∼ jNx diverges. At this point, it becomes clear that we need to distinguish
the cases where γ is rational or not:
• Irrational twist angle γ ∈ 2pi(R \Q)
In this case we approximate γ via a sequence of pairs of integers
(
N
(n)
γ , N
(n)
x
)
n∈N
which are always prime with each other (e.g. taking the continued fraction approx-
imation):
2pi
N
(n)
γ
N
(n)
x
−→
n→∞
γ , N (n)γ,x −→
n→∞
∞ , K(n) := GCD
(
N (n)γ , N
(n)
x
)
= 1 ,
and W (n) = N (n)x →∞. (4.5.10)
This is exactly the case computed above in equation (4.5.9). For half-integer spins,
the amplitude always vanishes. For integer spins, putting aside the volume factor
d
−Nt(Nx−1)
j , the amplitude remains finite, always equal to 1.
• Rational twist angle γ ∈ 2piQ
In this case, the twist angle can be implemented exactly on a whole sequence of
discrete lattices, at least provided one chooses N (n)x appropriately. To do this, one
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first identifies the corresponding minimal fraction and then considers multiples of
its numerator and denominator:
γ = 2pi
P
Q
with GCD(P,Q) = 1 and hence
(
N (n)γ , N
(n)
x
)
= (nP, nQ).
This case is combinatorially the reverse situation compared to the case of an irra-
tional angle, since the number of loopsK grows to infinity while the winding number
remains constant:
N (n)γ,x −→
n→∞
∞ , K(n) := GCD
(
N (n)γ , N
(n)
x
)
= n→∞ , and W (n) := N
(n)
x
K(n)
≡ Q .
In this case, the simplest way to evaluate the Ponzano–Regge partition function is
to compute its saddle point approximation at large n. We rewrite the integral as
〈ZKPR|Ψjl,ιs|0〉 =
2
pid
Nt(Nx−1)
j
∫ pi
0
dθ sin2(θ) e
Nx
W
ln(χj(Wθ)). (4.5.11)
As noticed above, whenever non-vanishing, the integral can be considered defined
on a circle with the points θ = 0 and θ = pi identified. On this circle, the exponent
ln(χj(Wθ)) reaches its maximal value of ln(dj) exactly W times at the locations
θl =
pil
W
, with l = 0, .., (W − 1). The second derivative at those points is given by
the SU(2) Casimir:
1
2
∂2 lnχj(Wθ)
∂θ2
∣∣∣∣∣
θ=θl
= −1
6
(d2j − 1)W 2 = −
4
6
W 2j(j + 1) .
In the special case W = 1, we have a unique stationary point at θ = 0, which gives
the asymptotics (recall that for W = 1, Nx = K):
〈ZKPR|Ψjl,ιs|0〉W=1 ∼Nx→∞
√
3
2pi
12dNxj Nx
− 3
2
d
Nt(Nx−1)
j (d
2
j − 1)
3
2
(4.5.12)
Here, the N−
3
2
x decrease is due to the measure factor, sin2 θ ∼ θ2 around the saddle7.
In the generic case W ≥ 2, we sum over all the maxima and get (recall Nx = WK):
W−1∑
l=1
sin2
pil
W
=
W
2
which implies that
〈ZKPR|Ψjl,ιs|0〉W≥2 ∼Nx→∞ =
√
3
2pi
2d
Nx
W
j
(
Nx
W
)− 1
2
d
Nt(Nx−W )
W
j
(
d2j − 1
) 1
2
. (4.5.13)
7This is analogous to a standard log-correction to the black hole entropy computed from the dimen-
sions of the intertwiner spaces [201, 202, 203].
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Figure 4.9: This shows a plot of the ratio R of the exact partition function divided by
its asymptotic form (4.5.13) as a function of K for several choices of integer spins. The
asymptotic gives a good approximation already for K ∼ 10. The case of half spins shows
a similar structure, the only difference is that the partition function vanishes for all odd
K.)
Notice the usual decrease in (Nx/W )−
1
2 ≡ K− 12 expected for a random walk. The
same can be said for volume factor dKj , since it corresponds to K steps with
dj possibilities. Figure 4.9 compares this asymptotics to the exact value of the
partition function, and shows that a good approximation is already obtained for
K = Nx/W ∼ 10.
We conclude the discussion of a rational twist angle, by observing that in this case,
aside for the volume factor d−Nt(Nx−1)j , the partition function exponentially diverges
in the asymptotic limit n→∞, where N (n)x = WK(n) →∞.
To summarize, we focussed on the asymptotics of the renormalized Ponzano-Regge
amplitude dNt(Nx−1)j 〈PR|Ψj,ιs|0〉, where the volume factor dNt(Nx−1)j stabilizes the limiting
process (similarly to a wave-function renormalization in quantum field theory). In the
continuum limit, irrational angles correspond to a trivial renormalized Ponzano-Regge
amplitude, always equal to 1, while rational twists lead to divergent amplitudes and thus
signify a pole in the asymptotic partition function.
This difference between rational and irrational twist angles is a crucial feature of the
BMS character formula for the three-dimensional quantum gravity partition function as
we explained previously. We do not however obtain the exact formula. This is due
to the fact that we are not working with a semi-classical boundary state (even in the
asymptotical limit) since, as previously discussed, the J = 0 s-channel intertwiner is as
far as classicality as possible.
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Nonetheless, we see that even for such a deeply quantum spin network state, we obtain
the correct pole structure for the asymptotic partition function. And this happens despite
the fact that the partition function is finite for a finite-sized boundary. There is, however,
a key remark that must be done here. It is not possible to look at a true continuum limit
in this context. We are considering a limit where the spin j is fixed. Hence, intrinsically,
the boundary is still discrete. Even considering the deep quantum case where the spin is
in its fundamental representation, the continuum limit is not reached. Thus the question
remains: how much can the previous result can be compared to the continuum result? In
the last chapter, we will provide a formulation of the Ponzano-Regge amplitude with a
boundary state that will allow to take a true continuum limit.
4.5.3 Spin 12 chain and integrable model
In the previous section, we have explicitly computed the Ponzano-Regge partition
function for a boundary spin network state with fixed (but arbitrary) spin j and the
special choice of a J = 0 s-channel intertwiner. Considering small spins, the Hilbert
spaces have low dimensionality and the characterization of the intertwiners is therefore
simple. In this section, we will consider such a regime, where the spin network state
features a uniform choice of the smallest possible spin j = 1
2
. The low dimensionality
of the space on intertwiners allows us to consider an arbitrary, but homogeneous on the
lattice, intertwiner.
Geometrically, this boundary state corresponds to a lattice with all edge lengths set
at the shortest possible allowed distance. In a sense, we are probing the deep quantum
regime of the boundary geometry. For what concerns the dual theory, we will find that this
boundary state maps exactly onto the 6-vertex (or “ice-type”) model of statistical physics,
with couplings defined by the choice of intertwiner. This will provide the archetype of
the mapping of spin network evaluations and quantum gravity amplitudes onto condensed
matter models as it was started for the trivial topology in [171, 172].
Henceforth, we will suppose that all spins have been set to j = 1
2
. The space of 4-
valent intertwiners with all spins 1/2 has dimension two. Choosing a channel, s, t or u, an
orthonormal basis is provided by the two states with intermediate spins J = 0 and J = 1.
Explicit formulas for those intertwiner states are given in details in appendix A. Instead
of considering such a basis |0〉s, |1〉s, it is more convenient to consider the over-complete
basis span by the 0-spin intertwiners in each of the possible three channels. Namely,
the elements of the over-complete basis are {|0〉s, |0〉t, |0〉u}, corresponding to the three
pairings (12)− (34), (13)− (24) and (14)− (23), see figure 4.7. By making use of the low
dimensionality of the space of intertwiner, we still get a basis by restricting us to the 0
recoupling spins.
An arbitrary interwiner in this basis is defined considering three couplings (λ, µ, ρ) by
|ι〉 = λ|0〉s + µ|0〉t + ρ|0〉u . (4.5.14)
Since the basis is over-complete, the three elements are not independent. We have the
relation |0〉s − |0〉t + |0〉u = 0. Using this equality, we get that the intertwiner
|ι〉 = (λ+ η)|0〉s + (µ− η)|0〉t + (ρ+ η)|0〉u (4.5.15)
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does not actually depend on η and any choice can be done. In the following, we consider
the case where η = µ, such that the intertwiner reads |ι〉 = λ|0〉s + ρ|0〉u. The intertwiner
can be graphically represented, see figure 4.10, allowing us to get a nice interpretation of
its action on the lattice. Recall that, geometrically, the s-channel intertwiner represents a
(maximally fuzzy) square. Mixing it with a u-channel intertwiner corresponds to turning
the square into (maximally fuzzy) parallelograms with the angle between adjacent edges
depending on the ratio ρ/λ.
|ι[λ, ρ]〉 :=λ
2
1
3 4 + ρ
1
4
2
3
Figure 4.10: An arbitrary 4-valent intertwiner between four spins 1
2
decomposes onto the
non-orthogonal basis of 0-spin intertwiners in the s and u channel, |0〉s and |0〉u, which
can be represented as the lines crossing or bending by the vertex without interacting.
We focus now on a given time slice. We can expand the product of intertwiners over
all nodes into a sum of configurations with each node coming equipped with either a |0〉s
or a |0〉u intertwiner. The s-channel goes straight through the time slice, while the u
channel bends the line which propagates along the time slice until it reaches the next u
channel intertwiner to exit the time slice. This is illustrated in figure 4.11.
Figure 4.11: One time slice: at every node, we insert either a s-channel intertwiner, in
which case the horizontal and vertical links decouple, or a u-channel intertwiner in which
case the incoming link bends and propagates along the time slice until it reaches the next
u-channel intertwiner, where it bends again and propagates to the next time slice. To
build the whole partition function, we need to compose such time slices together, insert
the group element g ∈ SU(2) on all the lines going through the last time slice, take into
account the twist when gluing back the final time slice with the initial one, and finally
sum over all possible assignments of s− and u-channel intertwiners at all the nodes.
To compute the full partition function, we have to stack time slices together. For the
last time slice, we need to insert the remaining SU(2) holonomy and then perform the
gluing while taking into account the twist parameter. At this point, pretty much as in
the previous section, we have to follow the lines across the nodes and time slices to see
the loops that they form. The computation largely reduces to a purely combinatorial
problem. Notice that, whereas the choice of a purely J = 0 s-channel intertwiner (ρ = 0)
lead to a factorization of the time slices, this is not the case anymore for an arbitrary
intertwiner. The time slices are now non-trivially coupled to each other.
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The simplest case: Nγ = 0 and Nt = 1
We solve this combinatorial problem in the simple case of a vanishing twist, Nγ = 0
and Nt = 1, that is only one time slice. Then, with a look at figure 4.11, the Ponzano-
Regge partition function is readily decomposed according to the number p of u-channel
intertwiners on the slice. The partition function sums over all possible u-channel inter-
twiner insertions along the time slice. For p insertions, we are left with Nx − p closed
loop containing only one link, hence one g element. The p other links are all on the same
closed loop, therefore containing p times the element g. That is, the contribution of the
p insertion to the partition function is∫
SU(2)
dg χ 1
2
(g)Nx−pχ 1
2
(gp) .
Of course, there is more than one choice of p nodes. At the end of the day, the full
partition function reads
〈ZKPR|Ψj= 1
2
,ι[λ,ρ]〉 =
Nx∑
p=0
(
Nx
k
)
λNx−pρk
∫
SU(2)
dg χ 1
2
(g)Nx−pχ 1
2
(gp) ,
where the sum is over all possible choices of p and the binomial factor counts the possibility
of p nodes. The integral can again be exaclty computed by expanding the character into
its exponential form. Since the amplitude clearly vanishes for an odd number of nodes in
the spatial direction, we fix
Nx = 2M with M ∈ N . (4.5.16)
Focusing first on the integral, we get∫
SU(2)
dg χ 1
2
(g)Nx−kχ 1
2
(gk)
=
1
2pi
∫ 2pi
0
dθ
(
1− e
2iθ + e−2iθ
2
)
(eikθ + e−ikθ)
2M−k∑
n=0
(
2M − k
n
)
ei(2M−k−2n)θ
=
(
2M − k
M
) [
2(M + 1)− k(k + 1)]
(M + 1)(M − k + 1) .
Plugging this back into the sum, we get the explicit expression for the Ponzano-Regge
amplitude
〈ZKPR|Ψj= 1
2
,ι[λ,ρ]〉 =
M+1∑
k=0
λ2M−kρk
(2M)!
k!(M + 1)!(M − k + 1)!
[
2(M + 1)− k(k + 1)
]
=
2
M + 1
(
2M
M
)
λM−1(λ+ ρ)M−1
[
λ2 + λρ− M
2
ρ2
]
. (4.5.17)
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The general case
The case of a non-vanishing twist Nγ 6= 0 and Nt > 1 leads to a considerable combi-
natorial problem and is best formalized using transfer matrix techniques.
On one time slice, each set of u-channel insertions, at the positions 0 ≤ x1 < · · · < xk ≤
Nx − 1, defines a permutation of Nx elements given by the cycle C{xn} ≡ (x1, x2, .., xk).
The sum over all such cyclic permutations over subsets of nodes defines our transfer
matrix. Now, we have to choose arbitrary u-channel insertions on each time slice {x(t)n }
for t = 0, . . . , (Nt − 1) and compose with a twist, i.e. the cyclic permutation CNγ sending
every position i to (i+Nγ) modNx:
CNγ ◦ C{x(Nt−1)n } ◦ · · · ◦ C{x(0)n } .
The last ingredient before the identification of the first and last time slices, is the
introduction of the twist and the integration over the holonomy g ∈ SU(2). This sits
on all the vertical edges belonging to the final time slice. This means that we have to
evaluate the integral ∫
SU(2)
dg
Nx−1∏
i=0
D
1
2
aibi
(g) . (4.5.18)
This integral, also known as the Haar intertwiner, is non-vanishing if and only ifNx is even,
that is Nx = 2M as above. It can also be expressed purely in terms of permutations ω’s,
which match the incoming magnetic indices ai with permuted outgoing magnetic indices
bω(i). The Haar intertwiner is given in terms of the characters s[M,M ] of the symmetric
group of Nx elements SNx in the representation associated to the partition of the integer
Nx = 2M as M +M . That is∫
SU(2)
dg
2M−1∏
i=0
D
1
2
aibi
(g) =
M !
(2M)!
∑
ω∈S2M
s[M,M ][ω]
2M−1∏
i=0
δaibω(i) . (4.5.19)
Taking the trace of this expression, we recover the dimension of the intertwiner spaces
between 2M spins 1
2
, given by the Catalan numbers:∫
SU(2)
dg
(
χ 1
2
(g)
)2M
=
1
M + 1
(
2M
M
)
. (4.5.20)
The character for arbitrary permutations s[M,M ](ω) can be computed using Young tableaux.
Putting all these ingredients together, the Ponzano-Regge amplitude for Nt time slices
and a twist Nγ is expressed as:
〈PR|Ψj= 1
2
,ι[λ,ρ]〉 =
∑
{x(t)n }
λNxNt−#xρ#xs[M,M ]
[(
CNγ ◦C{x(Nt−1)n } ◦ · · · ◦C{x(0)n }
)−1]
, (4.5.21)
where #x is the total number of u-channel intertwiner insertions on the whole lattice, i.e.
the sum over all time slices of the cardinal of the sets {x(t)n }.
Studying the statistics of the composition of cycles is definitely a non-trivial combina-
torial problem. Since we are mostly interested in the thermodynamical limit Nx, Nt →∞,
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the most efficient approach is to look for a mapping of our spin evaluation onto known
statistical models. This spin network evaluation for spin 1
2
maps onto the 6-vertex model,
which is integrable and for which the transfer matrix is known (and actually expressed
and solved in terms of sums over permutations, see e.g. [204]).
Mapping onto the 6-vertex model
The 6-vertex model is defined on a regular square lattice. The variables of this model
are a sign assigned to each edge of the lattice, which can be thought of as the orientation
of the edges as represented on figure 4.12. Each node is required to have the same number
of ingoing and outgoing edges. In other words, at each node there are two incoming and
two outgoing arrows. The partition function is defined as a sum over all admissible arrow
configurations. As drawn on figure 4.12, this gives six allowed vertex configurations. At
each node, the simultaneous reversal of all four arrows is considered to be a symmetry of
the model. This leaves us with three pairs of node configurations to which one associates
three weights a, b and c. Finally the partition function is given as
Z6-vertex =
∑
arrows
a(#I+#II) b(#III+#IV) c(#V+#VI) (4.5.22)
where #i with i = I, . . . ,VI represents the number of vertices in configuration i.
2
−
− 1
3
+
+
4
ω(I) = a
s
+
+
−
−
ω(II) = a
s
−
−
−
−
ω(III) = b
s and u
+
+
+
+
ω(IV) = b
s and u
+
−
+
−
ω(V) = c
u
−
+
−
+
ω(VI) = c
u
Figure 4.12: The 6 arrow configurations around a node in the 6-vertex model and the
0-spin intertwiner channel that they correspond to, with the magnetic moment m on each
link.
Let us compare this to the Ponzano-Regge partition function. Ignoring for the moment
the group element g attached to the last time slice, in the Ponzano-Regge partition func-
tion one sums over magnetic indices m = ±1
2
on each link and the weights are determined
by the choice of intertwiners. To map the spin-1
2
Ponzano-Regge model to the 6-vertex
model, we match magnetic index configurations with arrow configurations. Specifically,
we identify m = +1
2
with arrows that point to the right or downwards (along the time
direction) and m = −1
2
to arrows that point to the left or upwards (opposite to the time
direction).
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We furthermore choose to expand the general spin 1
2
intertwiner on the spin-0 inter-
twiners in the s-channel and u-channel, leaving the t-channel aside, as explained above.8
This general intertwiner can be parametrized in such a way that the Ponzano-Regge par-
tition function amounts to contracting the following four-valent tensors associated to the
nodes of the graph ( we keep the notation ι, although it already accounts for the presence
of su(2) structure map on each link):
ι[λ, ρ]m1m2m2m4 = λ δm1m2δm3m4 + ρ δm1m4δm2m3 . (4.5.23)
Notice that this tensor only gives non-vanishing weights for the six configurations allowed
by the 6-vertex model (after translating arrows into magnetic indices in the way just de-
scribed). Evaluating this tensor for each of the six allowed node configurations, we obtain
the following weights for the 6-vertex models in terms of our intertwiner parametrization
a = λ , b = λ+ ρ , c = ρ . (4.5.24)
The expression of the b-coupling is actually reminiscent of the factors (λ + ρ) of the
no-twist formula 4.5.17 derived earlier.
We can then use all the results obtained for the 6-vertex model to study our spin-
1
2
Ponzano-Regge amplitude, especially the diagonalization and thermodynamic limit of
its transfer matrix [204]. Of particular interest will be the gravitational interpretation
of phase transitions in the model. However, we defer its study to future work. Before
moving on, let us stress a key point. The Ponzano–Regge partition function on the twisted
solid torus does not get mapped onto the 6-vertex partition function on a twisted torus,
for it requires the insertion of the Haar intertwiner on the last time slice. This should
correspond to the insertion of a specific (non-local) operator in the 6-vertex model. If
we call F the 6-vertex transfer matrix, this means that we should not only look at the
6-vertex partition function Tr
(FNt), but rather study Tr (FNtTγG) where Tγ and G are
the operators implementing the torus twist and the Haar intertwiner, respectively. This
step is crucial, since it is precisely how the integration over all possible non-trivial (bulk)
monodromies is taken into account.
8 In order to include the t-channel in the mapping by considering a generic intertwiner as:
ιm1m2m2m4 = λ δm1m2δm3m4 + µ δm1m3δm2m4 + ρ δm1m4δm2m3 ,
we would need to introduce a new pair of node configurations corresponding to four incoming (or outgoing)
arrows. This readily leads to a mapping onto an 8-vertex model. This is however not necessary in our
spin- 12 case, but might turn out to be useful for higher spin evaluations.
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In this chapter we started a systematic investigation of quasi-local three-dimensional
non-perturbative gravity by looking at the partition function of the Ponzano-Regge model
for a simple class of boundary state. Contrary to the quantum Regge calculus approach,
the bulk theory is exactly solved, and we are left with a simple theory living at the
boundary of the space-time. As such, it is a perfect ground to start looking at quasi-local
holography.
As a first test, we considered the question of whether our setting can reproduce the
structure of the partition function on the twisted solid torus as computed by a range
of other methods, see the first section of this chapter and chapter 2. We found that
already a very simple, and somewhat non-geometric, choice of boundary state can, in an
appropriate limit, reproduce the characteristic pole structure of the one-loop partition
function of three-dimensional gravity, seen as a function of the (Dehn) twist angle. The
state involves a specific choice of intertwiner, representing a discretization of the toroidal
boundary by “fuzzy squares”, and of a homogeneous spin. The appropriate limit, on the
other hand, consists in taking an infinitely refine lattice. As a consequence of keeping a
fixed value of the spin, this limit corresponds to an asymptotic, infinite radius, limit but
not to a continuum limit. The result is that in the limit, the renormalized amplitude,
develops poles at every rational value of the twist angle.
We also analysed in some detail the partition function for a spin network state featuring
only minimal spins j = 1
2
. In this case we keep the choice of intertwiner completely
arbitrary, albeit uniform. What we showed is that the resulting partition function can
be mapped to an interesting combinatorial problem, which can also be mapped onto a
version of the 6-vertex model. To take into account the possibility of monodromies around
the single (bulk) non-contractible cycle, the model has to be augmented by the insertion
of specific non-local operators, which winds around the opposite cycle of the twisted
boundary torus. This operator is essentially a rewriting of the so-called Haar intertwiner,
and can be expressed in terms of combinatorial objects. The details of such insertions is
still something that need to be work out.
In the next chapter, we will focus on a more geometrical approach, and we will relate
the Ponzano-Regge amplitude with coherent boundary state with the exact formula of
the BMS character.

Chapter 5
One-loop evaluation of the
Ponzano-Regge Amplitude for
Coherent Boundary State
In this chapter, we focus on the computation of the Ponzano-Regge amplitude given
a coherent spin network state as boundary state. The advantage of such a state is that
it has a good behaviour in the asymptotic limit, since it is then peaked on a particular
polygon as explained in the previous chapter. Even though we are not able to perform
an exact computation of the amplitude in that case, we can easily do a saddle point
approximation. This computation allows to recover the BMS character, on top of non-
perturbative quantum corrections. The starting point of the computation is given by
equation (4.4.12). Note that it is not one-loop in the sense of quantum field theory. It
corresponds to a WKB approximation of the path integral, leading to the first correction
at the classical action contribution for the evaluation of the path integral. This result can,
and will, however, be compared with the quantum field theory like one-loop computation,
as those detailed in the chapter 2 and to the quantum Regge calculus detailed in the
chapter 4. This chapter is based on [78, 205]
5.1 Coherent spin network boundary state on a square
lattice
The discretization of the torus considered here is the one introduced in the last chapter.
Recall that the boundary is therefore described by a square lattice, as depicted in figure
4.4. As we introduced in the last chapter, to define a coherent spin network in the
boundary, we assign to each node of the dual discretization a coherent intertwiner. Instead
of the general framework presented previously, we want to keep in mind now a particular
geometrical picture: the square lattice is built as the superposition of a given rectangle.
Hence, the coherent intertwiners is given by only two spinors and two spins, encoding
the quantum rectangle, instead of four of each. The reason for this choice will make
more sense later when we will make use of a Fourier Transform to compute the one-loop
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amplitude. If the spins are kept depending on the lattice position, the Fourier Transform
will not be adapted for the computation. In the next chapter however, we will look at a
boundary state built as a spin superposition, i.e. we will sum over the spins associated to
the links.
More particularly, we consider the vertical edges of the rectangle to be along the
direction zˆ with spin T and the horizontal edges to be along the direction xˆ with spin L.
Thus, the coherent intertwiner is
ιt,x =
∫
SU(2)
dGt,x Gt,x .
(|L,+〉 ⊗ |T, ↑ ]⊗ |L,+]⊗ |T, ↑ 〉) . (5.1.1)
In these notations, | ↑〉 = (1, 0)t and |+〉 = 1√
2
(1, 1)t encode the direction zˆ and xˆ
respectively. Due to the orientation of the rectangle, it is evident to see that the opposite
edges are then associated to the spinors | ↑] = (0, 1)t, |+] = 1√
2
(−1, 1)t associated to −zˆ,
−xˆ, see figure 5.1. Note that the previous intertwiner is defined for all links outgoing.
On the other hand, the spinors are defined with respect to the orientation of the edges
of the rectangle. The main difference with the dressed boundary discretization depicted
zˆ
xˆ
•
L
L
T
T
|+〉
|+]
| ↑〉| ↑]
Figure 5.1: Representation of a rectangle, in black, acting as the building block of the
discretization of the boundary of the torus. The vertical edges are associated to the spin
T and are in the direction ±zˆ while the horizontal edges are associated to the spin L and
the direction ±xˆ. In red is the dual of the rectangle. At the bullet lives an intertwiner
associated with the spinor |+〉, |+], | ↑〉 and | ↑] and the spins L and T respectively.
figure 4.4 is that the spins do not depend on the lattice position anymore. We consider an
anisotropic distribution for the spins, with the spin L associated to the vertical links, dual
to spatial edges and the spin T associated to horizontal links, dual to temporal edges.
The boundary state then associated to such a choice of coherent intertwiners for each
node of the dual discretization coming from the general definition 4.3.11 is then
Definition 5.1. The coherent spin network state of an anisotropic spins square lattice
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with homogeneous coherent intertwiners defined by (5.1.1) is1
Ψcoh(g
h
t,x, g
v
t,x) =
∏
(t,x)
∫
SU(2)
dGt,x
 ∏
t,x
〈 ↑ |G−1t,x+1ght,xGt,x| ↑ 〉2T 〈+|G−1t+1,xgvt,xGt,x|+〉2L .
Recall that the gh,vt,x correspond to the SU(2) holonomies associated to the horizontal
(resp. vertical) edges of the square lattice, see figure 4.4. One might note that the state
does not depend on the SU(2) structure map anymore. The reason is to be found in its
use for ingoing links as previously explained. Taking into account the orientation of the
boundary graph, the spinors | ↑] and |+] are then associated to ingoing links. In the
definition of the intertwiner (5.1.1), they must be replaced by
[↑ |ς = 〈↑ |ς2 = 〈↑ |(−I) and 〈+|(−I) . (5.1.2)
After this replacement, the intertwiner (5.1.1) becomes
ιt,x =
∫
SU(2)
dGt,x Gt,x .
(|L,+〉 ⊗ 〈T, ↑ |(−I)⊗ 〈L,+|(−I)⊗ |T, ↑ 〉) .
Therefore, the contribution per horizontal link is
(−1)2T 〈↑ |G−1t,x+1ght,xGt,x| ↑〉 (5.1.3)
and per vertical link
(−1)2L〈+|G−1t+1,xgvt,xGt,x|+〉 . (5.1.4)
The sign contribution that arises from the structure map then corresponds to a switch
of the link orientation. However, as we previously explained, due to the invariance of
the integrand of the spin network state, all four possible orientation for a homogeneous
definition of the intertwiner on the lattice are equivalents. Hence, the signs can be safely
removed without loss of generality and the boundary state we consider is truly given by
the definition 5.1.
5.1.1 Ponzano-Regge amplitude on a homogeneous square lattice
Now that we have the definition of the boundary state, we can focus on the computa-
tion of the Ponzano-Regge amplitude for this class of boundary condition. Inserting the
definition of the boundary state 5.1 into the definition of the gauge-fixed Ponzano-Regge
amplitude for a given boundary state (4.4.12) on the torus, we get
〈ZKPR|Ψcoh〉 =
1
pi
∫ 2pi
0
dϕ sin2(ϕ)
∏
(t,x)
∫
SU(2)
dGt,x 〈 ↑ |G−1t,x+1Gt,x| ↑ 〉2T
〈+|G−1t+1,xeiϕσzGt,x|+〉2L .
(5.1.5)
1For simplicity of the notation, we do not make explicit the dependency on ι and the spins of the
boundary state.
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For the purpose of the computation, it is convenient to rewrite the amplitude making
the appearance of an "action" explicit.
〈ZKPR|Ψcoh〉 =
 1
pi
∫ 2pi
0
dϕ sin2 (ϕ)
∏
(t,x)
∫
SU(2)
dGt,x
 e−S(Gt,x,ϕ), (5.1.6a)
where the action is defined by
S(Gt,x, ϕ) = −
∑
t,x
2T ln〈 ↑ |G−1t,x+1Gt,x| ↑ 〉+ 2L ln〈+|G−1t+1,xe
ϕ
Nt
σzGt,x|+〉. (5.1.6b)
The intervention of the logarithm function is a mathematical shortcut and an abuse of
notation. We do not actually require a choice of branch cuts for the complex logarithm.
The exponential exp(−S) is well-defined and that is all that actually matters. Looking
for stationary points of the action S is exactly equivalent to looking for the saddle points
of exp(−S). This notation however clarifies the role of the spins T and L as parameters
assumed to be large in the logic of a saddle point approximation of the integral.
We recall that the amplitude is different compared to the case of the three dimen-
sional ball in the sense that it is not a spin network evaluation. Due to the non-trivial
topology of the bulk manifold, it remains one integration over SU(2), containing all the
bulk information.
5.2 Computation of the Ponzano-Regge amplitude
We have everything we need to actually compute the amplitude now. This section
is sub-divided six sub-section. The two first focus on the saddle points approximation
equation of motions. The next one focuses on the geometrical reconstruction of the
torus from the equations of motions while the next two sections are about the one-loop
contribution. Finally, we end this section and the chapter by the discussion of the one-loop
expansion of the Ponzano-Regge amplitude.
5.2.1 Saddle point approximation: critical point equations
The dominant classical contribution is given by a critical configuration o where the
real part of the action is an absolute minimum and its first derivative vanishes
Re(S)|o ≤ Re(S) and S ′|o = 0. (5.2.1)
To resolve the first condition of the critical configuration, we make use of the Cauchy-
Schwarz inequality. First, recall that the real part of the complex logarithm is the loga-
rithm of the module of the argument Re(ln(z)) = ln(|z|) for all complex z. In our case,
we consider two normalized spinors |ξ〉 and |η〉. The real part of such logarithm is
Re(ln〈ξ|η〉) = ln |〈ξ|η〉| . (5.2.2)
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Considering now the Cauchy-Schwarz inequality and the monotony of the logarithm, we
get the relation
Re(ln〈ξ|η〉) = ln |〈ξ|η〉| ≤ 0 (5.2.3)
since |〈ξ|η〉| ≤ 1. In particular, the inequality can only be saturated if the spinors are
proportional. That is, if it exist some phase ψ ∈ [0, 2pi] such that
〈ξ|η〉 = eiψ .
Applying this result on the action (5.1.6b) returns that the critical action as vanishing
real part and is determined by the gluing equation
〈 ↑ |G−1t,x+1Gt,x| ↑ 〉 = e−iψ
T
t,x (5.2.4a)
〈+|G−1t+1,xe
ϕ
Nt
σzGt,x|+〉 = e−iψLt,x (5.2.4b)
for some phases ψT,Lt,x ∈ [0, 2pi] representing the proportionality conditions between
spinors. This is, however, not the end of the story in our case. Indeed, recall that
the integrand is symmetric under the transformation Gn → −Gn. It is immediate to see
that this corresponds to the freedom of adding pi to the phases ψT,Lt,x . Hence, taking into
account this symmetry, we can safely defined the phases in a range of pi: ψT,Lt,x ∈ [0, pi].
On-shell of these equations, the action S takes the particular form
S|o = −i
∑
t,x
T (2ψTt,x) + L(2ψ
L
t,x). (5.2.5)
We see that from the gravitational perspective it is appealing to interpret these angles as
(demi) dihedral angles so that the on-shell action above reproduces a discrete version of
the Gibbons-Hawking-York boundary term, see figure 5.2. This interpretation will be con-
firmed in the following when we will focus on the geometrical analysis and reconstruction
of the critical point equations. Note also that, due to our parametrization of SU(2), the
associated true SO(3) angles are 2ψL,Tt,x , corresponding to the dihedral angles. Thanks to
the symmetry of the integrand, these angles are defined in [0, 2pi] as expected of dihedral
angles.
It is useful to make explicit the parallel transport between the spinors in the gluing
equations. We have
G−1t,x+1Gt,x| ↑ 〉 = e−iψ
T
t,x | ↑ 〉 (5.2.6a)
G−1t+1,xe
ϕ
Nt
σzGt,x|+〉 = e−iψLt,x |+〉 (5.2.6b)
It is clear then that the gluing equations tell us that the spinor | ↑ 〉 (resp. |+〉) is left
invariant, up to a phase, by its parallel transport by G−1t,x+1Gt,x (resp. G
−1
t+1,xe
ϕ
Nt
σzGt,x). In
the following, we will see that the phases are constrained due to the periodicity conditions
on the lattice.
The stationary condition S ′|o = 0 is most easily studied introducing right derivatives
(left-invariant vector fields) of functions on SU(2). Schematically, for a function on SU(2)
f , we have
∇kf(G) = ∂
∂ak
∣∣∣
~a=0
f(Gei~a.~σ) =
d
dt
∣∣∣
t=0
f
(
Geitσk
)
=
d
dt |t=0
f
(
G(I+ itσk)
)
.
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Gt,x•
Gt+1,x
•
Gt,x+1
•
2ψLt,x
2ψTt,x
Figure 5.2: Three rectangles of the boundary discretization dual to 3 nodes. The dotted
lines are the links of the dual lattice. In red, the dihedral angle 2ψLt,x between the rectangle
dual to the vertices (t, x) and (t + 1, x) and in blue the dihedral angle 2ψTt,x between the
rectangle dual to the vertices (t, x) and (t, x+ 1).
Denoting by ∇t,xk the derivative with respect to Gt,x in the direction k, the first derivatives
are then
∇t,xk S = 2iT
〈 ↑ |σkG−1t,xGt,x−1| ↑ 〉
〈 ↑ |G−1t,xGt,x−1| ↑ 〉
− 2iT 〈 ↑ |G
−1
t,x+1Gt,xσk| ↑ 〉
〈 ↑ |G−1t,x+1Gt,x| ↑ 〉
2iL
〈+|σkG−1t,xei
ϕ
Nt
σ3Gt−1,x|+〉
〈+|G−1t,xei
ϕ
Nt
σ3Gt−1,x|+〉
− 2iL〈+|G
−1
t+1,xe
ϕ
Nt
σ3Gt,xσk|+〉
〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,x|+〉
, (5.2.7a)
∂ϕS =− 2iL
Nt
∑
t,x
〈+|G−1t+1,xe
ϕ
Nt
σ3σ3Gt,x|+〉
〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,x|+〉
. (5.2.7b)
Evaluated on-shell of the gluing equations (5.2.4), the stationary conditions simplify
greatly and we obtain
∇kt,xS|o =− 2i
(
T 〈 ↑ |σk| ↑ 〉 − T 〈 ↑ |σk| ↑ 〉+ L〈+|σk|+〉 − L〈+|σk|+〉
)
≡ 0 , (5.2.8a)
∂ϕS|o =2iL
Nt
∑
t,x
〈+|G−1t,xσ3Gt,x|+〉 =
2iL
Nt
zˆ.
∑
t,x
Gt,x . xˆ = 0 . (5.2.8b)
On the one hand, the first equation just gives us the closure for the intertwiner at the node
(t, x). This corresponds to the closure constraint we consider previously when defining
quantum polygons. The fact that we recover this result in the saddle approximation is
more of a safety check than anything else. It only confirms that the geometrical conditions
in the saddle points correspond geometrically to a quantum polygons.
The second equation, on the other hand, gives a global constraint on the solutions for
the critical points. In order to obtain this expression, we used the fact that the projection
of a spinor along the Pauli matrices σi returns its component along the direction i.
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To ease the following analysis, let us define the rotate element
G˜t,x = e
− t
Nt
ϕσ3Gt,x.
In terms of these new variables, the gluing and saddle point equations read:
G˜−1t,x+1G˜t,x| ↑ 〉 = e−iψ
T
t,x | ↑ 〉 , (5.2.9a)
G˜−1t+1,xG˜t,x|+〉 = e−iψ
L
t,x |+〉 , (5.2.9b)
zˆ.
∑
t,x
G˜t,x . xˆ = 0 . (5.2.9c)
It is immediate to see that, thanks to the change of variables, the gluing condition in
the temporal and spatial direction are now symmetric. Hence, a unique treatment will
take care of both equations. The key to solve the gluing equations is to be found in the
periodic conditions of the square lattice given by (4.4.4)
(t, x+Nx) ∼ (t, x) ∼ (t+Nt, x+Nγ) .
For the Gt,x they imply
Gt+Nt,x = ±Gt,x+Nγ and Gt,x+Nx = ±Gt,x ., (5.2.10)
while, for the G˜t,x, they return
G˜t+Nt,x = ±e−iϕσ3G˜t,x+Nγ and G˜t,x+Nx = ±G˜t,x . (5.2.11)
The presence of the sign ± in the periodicity condition for the Gt,x and G˜t,x is of course
due to the invariance of the action under the local transformation Gt,x → −Gt,x.
5.2.2 Saddle point approximation: the equations of motion
We now focus on solving the gluing equations to find the critical solutions. As we
said before, the gluing equations (5.2.9a) and (5.2.9b) tell us that G˜−1t,x+1G˜t,x is leaving
the spinor | ↑ 〉 invariant whereas G˜−1t+1,xG˜t,x is leaving |+〉 invariant. Therefore, these
SU(2) elements must be along the direction given by the spinor, namely along zˆ and xˆ
respectively. The gluing equations also give us the value of the class angle. In formula,
we have
G˜−1t,xG˜t,x+1 = e
iψTt,xσ3 and G˜−1t,xG˜t+1,x = e
iψLt,xσ1 . (5.2.12)
The key to solve the equations consistently is to focus on a given dual rectangle.
Indeed, the previous constraints linked the four phases together in an interesting way.
The basic idea is to construct the link between Gt+1,x+1 and Gt,x either going through
Gt,x+1 or Gt+1,x, see figure 5.3
Indeed, the relation between (t+ 1, x) and (t+ 1, x+ 1) returns
G˜t+1,x+1 = G˜t+1,xe
iψTt+1,xσ3
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ψLt,x+1
ψTt,x
ψTt+1,x
ψLt,x
•
(t+ 1, x+ 1)
•(t, x+ 1)•(t, x)
•
(t+ 1, x)
Figure 5.3: The two ways, in red and in blue, between (t, x) and (t + 1, x + 1). The
consistency between these two ways impose a constraint on the dihedral angle ψTt,x,ψLt,x+1,
ψLt,x and ψTt,x+1.
while the relation between (t, x+ 1) and (t+ 1, x+ 1) is
G˜t+1,x+1 = G˜t,x+1e
iψLt,x+1σ1 .
In turn, the group elements on the right hand side can both be expressed with G˜t,x. At
the end of the day, we get
G˜t+1,x+1 = G˜t,xe
iψLt,xσ1eiψ
T
t+1,xσ3 (5.2.13a)
G˜t+1,x+1 = G˜t,xe
iψTt,xσ3eiψ
L
t,x+1σ1 . (5.2.13b)
Comparing these two relations between G˜t+1,x+1 and G˜t,x, we get the constraint
eiψ
T
t+1,xσ3 = e−ψ
L
t,xσ1eiψ
T
t,xσ3eiψ
L
t,x+1σ1 . (5.2.14)
This is the Euler decomposition for the SU(2) group element eiψ
T
t+1,xσ3 . Thanks to the
uniqueness of the Euler decomposition, we are able to explicitly write the three differ-
ent families of solutions. We name the first two the X and Z families and they are
parametrized by
X :
(
ψLt,x = ψ
L
t , ψ
T
t,x = 0
)
and Z :
(
ψLt,x = 0, ψ
T
t,x = ψ
T
x
)
. (5.2.15)
Recall that the angles are defined modulo pi by the symmetry on Gt,x. The remaining
family is the folding family At a given time slice (t, x), this family is parametrized by
ψLt,x = ψ
L
t,x+1 =
pi
2
and ψTt+1,x = −ψTt,x . (5.2.16)
The analogue solution ψTt,x = ψTt,x+1 =
pi
2
is however contained in the Z family solution.
For now, we will ignore this particular solution and come back to it later on, while dis-
cussing the geometry of the boundary.
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Focusing on the X and Z families, it is straightforward to see that (5.2.12) can be
solved recursively. Once this is done, we find for solutions
X : G˜t,x = G˜ e
i
t−1∑
k=0
ψLk σ1 and Z : G˜t,x = G˜ e
i
x−1∑
k=0
ψTk σ3
, (5.2.17)
where G˜ = G˜0,0 is the starting point of the recursion process.
When expressed in terms of the variables G˜t,x, the gluing equations are totally sym-
metric in the directions xˆ and zˆ. The asymmetry between the two directions arises in the
boundary periodic conditions and is related to the presence of the angle ϕ. This makes
sense considering the very origin of the variable ϕ as encoding the holonomy around the
non-trivial cycle of the solid torus.
The next step to the study of the solutions is to make use of the periodicity condition
of the lattice. Indeed, a "true" solution must respect the periodicity conditions. We
analyse the two families with respect to this aspect, starting with the X family.
X-family The X-family is a family of solutions that does not depend on the spatial
lattice position x. Therefore, the periodic condition in the x direction is trivially satisfied,
since
G˜t,x = G˜t,x+1 ∀x .
The periodic condition in the temporal direction however returns the constraint
G˜t+Nt,x = ±e−iϕσ3G˜t,x =⇒ eiϕσ3 = ±G˜−1 e
−i
Nt−1∑
k=0
ψLk σ1
G˜ . (5.2.18)
From this constraint, we deduce that the value of ϕ is determined by the phase and
that the action of G˜ on the vector xˆ is constrained to be
ϕ = −
Nt−1∑
k=0
ψLk [pi] and G˜ . xˆ = zˆ . (5.2.19)
The constraint on G˜ only exists however if ϕ 6= 0 [pi]. If the sum vanishes, the periodic
condition is trivially satisfied for any G˜ and it is therefore unconstrained.
The last point is to check that this family satisfies the condition (5.2.9c). However, it
is i immediate to see that if
∑
t,x G˜t,x . xˆ is not the zero vector on its own, this condition
can never be satisfied for G˜t,x along xˆ. Indeed, the action of G˜t,x on xˆ is the action of G˜
on xˆ, which is constrained to return zˆ. However, if the sum is the zero vector on its own,
it implies that the ψTt must sum to 0 modulo pi. Therefore, the angle ϕ is also 0 modulo
pi, and we recover the unconstrained case.
The unconstrained case corresponds to a continuous space of solutions for the saddle
point equation parametrized by the unconstrained group element G˜. We will get back to
this case later on while studying the Hessian of the action. Here, we just point out an
argument explaining why it does not contribute to the saddle point. The reason is to be
found in the measure factor sin2(ϕ). It is immediate to see that the case ϕ = 0 corresponds
to the conjugacy classes of vanishing volume, and hence is killed by the measure factor.
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Z-family For the Z-family, both periodicity conditions give rise to a constraint. The
periodicity in the x direction gives
G˜t,x+Nx = ±G˜t,x =⇒ G˜e
i
Nx−1∑
k=0
ψTk σ3
G˜−1 = ±I , (5.2.20)
while the periodicity condition in the t direction returns
G˜t+Nt,x = ±e−iϕσ3G˜t,x+Nγ =⇒ eiϕσ3 = ±G˜e
i
Nγ−1+x∑
k=x
ψTk σ3
G˜ ∀ x (5.2.21)
From these two constraints, we deduce that
Nx−1∑
k=0
ψTk = 0 [pi] and ϕ =
Nγ−1∑
k=0
ψTk [pi] (5.2.22a)
with the periodicity condition on ψTx
ψTx+Nγ = ψ
T
x ∀ x , (5.2.22b)
and that G˜ is such that it leaves the direction zˆ invariant. That is, it exists ϕ¯ such that
G˜ = eiϕ¯σ3 . (5.2.22c)
The explicit form of the Z family solution is therefore
G˜t,x = e
i
(
ϕ¯+
x−1∑
k=0
ψTk
)
σ3
or equivalently Gt,x = e
i
(
ϕ¯+ t
Nt
ϕ+
x−1∑
k=0
ψTk
)
σ3
, (5.2.23)
parametrized by the ψTx and ϕ¯.
This solution, being along the direction zˆ, trivially satisfies the critical equation
(5.2.9c). Indeed, the rotation of xˆ along zˆ necessary produces a vector orthogonal to
zˆ. Also, the constraint on the initial element G˜ could have been easily guessed. Indeed,
recall that, at the end of the day, there is still a remaining global gauge symmetry along
zˆ, which exactly coincide with the choice of parameter ϕ¯.
Another remark can be made here. It is the constraint on ϕ that select the solutions.
And it is also ϕ that tells us which cycle of the torus is non contractible. The two families
of solutions X and Z corresponds to the two possible directions of the non-contractible
cycle. That fact that it is the Z family that matter at the end is in accordance with our
choice of periodic condition. From the torus perspective, it corresponds to a choice of a
given modular parameter. Therefore, this selection of families of solutions corresponds to
the choice of either the Euclidean AdS or the BTZ torus as we explained previously.
It is necessary to make further assumption to actually compute the saddle. Recall
that K is the greatest common divisor between Nx and Nγ. The periodicity condition
(5.2.22b) tells us that there are as many different angles that the number of close vertical
loops. Considering K = 1, hence one close loop, we have
K = 1 =⇒ ψTx = ψTx+1 = ψT [pi] ∀x . (5.2.24)
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Using equation (5.2.22a), we deduce that in that case
ψT =
pi
Nx
n [pi] and ϕ = −γ
2
n [pi] (5.2.25)
for some n ∈ Z, |n| ≤ bNx
2
c, where b.c is the floor function.
There are two cases which stand out, the case n = 0 and, if Nx is even, the case
n = Nx
2
. It is not complicated to see that the status of the n = 0 solution is somewhat
different. It imposes ψT = 0 and ϕ = 0. Thus, it coincides to the allowed ϕ = 0 case of
the X-family solution and hence it belongs to a continuum set of solutions. We already
argued why this configuration is suppressed in the saddle approximation. The case of
n = Nx
2
corresponds however to ψTt,x = pi. For such value, we also have a continuum set
of solutions for which ψLt,x+1 = −ψLt,x with the constraint
∑
k
ψLk,x = 0 [pi]. The origin of
this continuum set of solutions is similar to the n = 0 case. But the situation is much
more complicated, since this time this contribution is not killed by any measure terms.
We will come back to this particular case in the following. For now on, unless explicitly
stated otherwise, we will restrict to the case where Nx is odd. Some arguments about this
situation will be given while discussing the Hessian of the action.
If K > 1 however, the space of solutions is again a continuum one. This is easily
understood by looking at the number of different ψTx unconstrained. There are K − 1
unconstrained angles. For example, for K = 2, it exists two angles, related by
ψT2 = pi − ψT1 [pi] . (5.2.26)
Therefore, the space of solutions is one-dimensional. This is easily generalizable for every
K.
In summary, if Nx is odd and K = GCD(Nγ, Nx) = 1, there is a finite number of
(relevant) solutions labelled by parameter n ∈ N, such that 1 ≤ |n| ≤ Nx−1
2
. If K > 1,
each of the solutions above is part of a continuum (K−1)-dimensional family of solutions.
5.2.3 Geometry reconstruction
The solutions to the saddle point equations encode a twisted torus locally embedded
in R3 as a quadrangulated cylinder of height β = NtT and “circumference” 2pia = NxL.
Recall that we refer to the horizontal direction of the torus as its spatial direction, and to
the vertical one as its time direction. The details of the geometry can be read from the data
above by juxtaposing neighbouring quadrilateral cells identifying their respective sides
according to the gluing equations and orienting them in the embedding space according
to the action of the Gt,x.
For n = 1, this allows to build a prism whose base is a Nx-sided polygon embedded
in R3. The twisted torus is finally obtained by identifying the first and the last time
slice after application of the twist encoded in the periodicity condition (4.4.4). The
resulting spatial cycle is contractible in the bulk, while the time cycle is not due to the
topological identification. This is in agreement with the non-triviality of the holonomy g =
e
i ϕ
Nt
σ3 along the time cycle of the Z family solution. Between two spatially neighbouring
rectangular cells, there is a dihedral angle equal to 2ψT = 2pi/Nx, while the dihedral angle
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g = e
iσ3
ϕ
Nt
ϕ
2ψLt,x 2ψ
T
t,x
n = 1
Figure 5.4: The reconstructed toroidal geometry, for n = 1, represented as a cylinder with
ends identified up to a twist of an angle ϕ. The definition of the dihedral angles ψT,Lt,x
have also been highlighted. On each vertical links of the boundary lives a group element
g = e
iσ3
ϕ
Nt .
ψL between two temporally neighbouring cells vanishes, implying the flatness of the time
direction, see figure 5.4.
For a generic n 6= 0, the surface of the cylinder wraps around itself exactly n times
before closing. Indeed, in that case, the sum over the dihedral angles is not 2pi but 2pin
and each local dihedral angle is n time bigger that in the case n = 1. Schematically, for
n = 2, this corresponds to a cylinder wrapping one time around itself before closing, see
figure 5.5. This surface cannot be embedded in R3. It can, however, be immersed, see
[197]. As we anticipated, the case n = 0 is peculiar. In that case, the torus is completely
Figure 5.5: A sketch of the surface reconstructed for n = 2.
flat in the x direction, while the curvature in the time direction switch from one angle to
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Figure 5.6: A sketch of the bending along constant time slices which is at the origin of
the continuous set of solutions from which the n = 0 solution is part.
its opposite, see figure 5.6. The identification in the x direction is then not recovered from
the geometrical perspective, but is more a compactification of a two-dimensional plane.
If K = 1, the operation of moving from one cell to the temporally following one takes
the initial cell to visit all the other cells before coming back to the initial one. This fact
is what gives the rigidity to the structure, and enforces all the ψTx to be constant. Hence,
for K = 1, the prism described above has a regular polygon for a basis.
If K > 1, on the other hand, this procedure produces exactly K independent closed
cycles of cells. The extrinsic geometry structure needs to be periodic only moduloK. Con-
sidering groups ofK spatially consecutive cells as a single unit, we find again the same reg-
ular structure as the one discussed above for the regularly quadrangulated torus, the only
difference being that the fundamental cells are now not necessarily planar polygons. As a
consequence, one expects that a regular solution, G˜t,x = eiαt,xσz with αt,x = (ϕ¯+ ϕNt t+ψ
Tx),
can be deformed to another neighbouring solution by adding first-order perturbations of
the type
αt,x 7→ αt,x + 
k−1∑
m=1
αm sin
(
2pi
k
mx
)
. (5.2.27)
where   1. We can check that, at first order in , these are still solutions of the
equation of motion, at least if Nx is even and K is odd, showing the existence of a
continuous space of solutions. In full generality, this fact is imprinted in the zeros of the
one-loop determinant 2. A constant-time section is sketched in figure 5.7.
Finally, we comment on the interpretation of negative values of n. Under the change
n 7→ −n, there are no major changes in the geometric interpretation apart from ψT 7→
−ψT , globally. The presence of two sectors of solutions for the dihedral angles is well-
known in the Ponzano-Regge model, and is in general attributed to the contribution of
two oppositely oriented geometries. Indeed, fixing the boundary metric of a manifold,
the saddle point analysis is supposed to determine the corresponding classical conjugated
momentum (provided the chosen intrinsic metric admits one). The sign of the momen-
tum cannot, however, be determined by this analysis due to time-reversal invariance. In
gravity, such momentum is precisely the extrinsic curvature here encoded in the ψT .
2Similar redundancies arise in the Regge calculus treatment of [76].
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Figure 5.7: The reconstruction of a single time slice for K = 1 and K > 1. In the second
case, two infinitesimally close solutions of the saddle point equations are shown.
Foldings
In this paragraph, we focus on the remaining solution we did not consider. Recall that
this solution is parametrized by the choice
ψLt,x = ψ
L
t,x+1 =
pi
2
and ψTt+1,x = −ψTt,x . (5.2.28)
We have already seen that the analogue solution ψTt,x = pi (which is only possible if
Nx is even) contains a continuum of solutions, which falls outside the X and Z-family
classification and that we chose to ignore by considering Nx odd.
These equations imply
G˜t,x+1 = G˜t,xe
iψT σ3 and G˜t+1,x = G˜t,xei
pi
2
σ1 , (5.2.29)
as well as
G˜t,x+1e
ipi
2
σ1 = G˜t+1,x+1 = G˜t+1,xe
−iψT σ3 . (5.2.30)
Extending these solutions homogeneously on a spacial slice, we see that the geometry
encoded is that of a folding, i.e. a dihedral angle of 2pi
2
= pi along a line of equal-time
spatial edges of the quadrangulation. In particular, the difference in sign of ψTt,x from one
time-slice to the next across the folding, means that the “inside” and the “outside” of the
cylinder get swapped across the folding itself. Of course, periodicity in time enforces an
even number 2m < Nt of such foldings. The case m = 1 is depicted in figure 5.8.
The on-shell value of the LS action of such configurations, for ψT = 2pi
Nx
n, is given by
S|o = −2ipiT (N+t −N−t )n− 2ipiLNxm, (5.2.31)
where N±t are the number of time slices with positive and negative values of ψTt,x, respec-
tively. E.g., if m = 0, N+t = Nt and N
−
t = 0. Thus, we find that the on-shell action
effectively “sees” a shorter cylinder of inverse temperature
β = (N+t −N−t )T . (5.2.32)
The second term in the action simply counts the number of foldings.
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Figure 5.8: A schematic representation of the folding for m = 1.
It is interesting to note that the foldings happen in the temporal direction. That is,
the case with Nt foldings corresponds to no temporal evolution at all. This, in a sense,
breaks the unitarity of the temporal evolution and it is a case that must be studied in
more detailed.
5.2.4 Hessian of the action
We now come back to the actual computation of the amplitude. In order to obtain
the one-loop determinant, we need to develop the action to quadratic order around the
solution of interest and calculate the associated Hessian.
First, fix a solution o of the saddle point equations (Got,x, ϕo) by
Got,x = e
i
(
ϕ¯+ϕ
o
Nt
t+ψTo x
)
σ3 , with ψTo =
pi
Nx
n and ϕo = −NγψTo + pin′,
(5.2.33)
and where ϕ¯ is an arbitrary global rotation parameter due to the remaining gauge sym-
metry.
This solution is valid for any n and K. If Nx is odd, n 6= 0, and K = 1, this solution is
isolated, modulo the gauge parameter ϕ¯, and the Hessian of the action is non degenerate.
As we will prove in a following section this is not the case for n = 0 or K > 1, confirming
the claims of the previous sections
Consider the following parametrization of the linear perturbations around (Got,x, ϕo):
~at,x ∈ R3 and φ ∈ R, such that
Gt,x = G
o
t,xe
~at,x.~σ and ϕ = ϕo + φ. (5.2.34)
The expansion of the action to second order reads
S = So +
1
2
∂2S
∂ajs,y∂akt,x
∣∣∣∣∣
o
ajs,ya
k
t,x +
∂2S
∂φ∂akt,x
∣∣∣∣∣
o
akt,xφ+
1
2
∂2S
∂φ2
∣∣∣∣∣
o
φ2
+ o(a2, φ2, aφ)
= So +
1
2
(
Hj;ks,y;t,xa
j
s,ya
k
t,x + (H
k
φ;t,x +H
k
t,x;φ)a
k
t,xφ+Hφ;φφ
2
)
+ o(a2, φ2, aφ), (5.2.35)
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where in the last line we have introduced the following notation Hα,β for the Hessian
matrix:
Hj;ks,y;t,x =
1
2
(∇s,yj ∇t,xk +∇t,xk ∇s,yj )S
∣∣∣
o
(5.2.36a)
Hkt,x;φ = ∇t,xk ∂φS
∣∣∣
o
(5.2.36b)
Hkφ;t,x = ∂φ∇t,xk S
∣∣∣
o
= Hkt,x;φ (5.2.36c)
Hφ;φ = y ∂
2
φS
∣∣∣
o
(5.2.36d)
where ∇t,xk |o = ∂/∂akt,x and j, k = 1, 2, 3 are indices for the su(2) Lie algebra components.
Repeated indices are summed over. Since the action only involves correlations between the
nearest neighbours, the only contribution to Hessian term Hj;ks,y;t,x is for (s, y) = (t± 1, x)
and (s, y) = (t, x± 1).
The explicit form of the Hessian can be worked out by further deriving the first order
derivation of the action. Organizing the (1 + Nt × Nx)-dimensional perturbation vector
as
aT =
(
φ, (~at=1,x=1,~at=1,x=2, · · · ), · · · , (~at=Nt,x=1,~at=Nt,x=2, · · · )
)T
, (5.2.37)
the Hessian matrix of second derivatives of the action can be put into the form (empty
entries are vanishing entries)
H =

F D D D · · · D
DT G C CTγ
DT CT G C
DT CT G
. . .
... . . . . . . C
DT Cγ C
T G

. (5.2.38)
This is a matrix made of (1 + Nt) × (1 + Nt) blocks built as follows. The details of the
computation can be found in appendix C. Here, we only recapitulate the results.
In the top left corner there is a 1 × 1-dimensional block (remember that L and T
denote the values of the spins associated to the edges along the space and time direction,
respectively),
F = Hφφ = 2LNx . (5.2.39)
The first row and the first column are occupied by the element D and its transpose
respectively, with D the (3Nx)-dimensional covector
D =
Nx−times︷ ︸︸ ︷
D ⊗ · · · ⊗D . (5.2.40)
The three components, k = 1, 2, 3, of D are
Dk = H
k
t,x;φ =
4iL
Nt
δk2 . (5.2.41)
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Similarly, the blocks G are 3Nx × 3Nx blocks. They encode the spatial coupling of
perturbations on a given time-slice. They are defined by
G =

A B BT
BT A B
BT A
. . .
. . . . . . B
B BT A
 (5.2.42)
with A and B given by the following 3× 3 matrices
Ajk = Hj;kt,x;t,x = 4T
(
δjk − δk3δj3
)
+ 4L
(
δjk − δk1δj1
)
, (5.2.43)
Bjk = Hj;kt,x−1;t,x = −2T
(
Rz(−2ψTo )kj + iRz(−2ψTo )kiij3 − δk3δj3
)
. (5.2.44)
(Rz(α) denotes the matrix describing the rotation around the z–axis by an angle α.).
Explicitly in terms of a 3× 3 matrices, we have
A = 4
T 0 00 T + L 0
0 0 L
 (5.2.45)
and
B = −2T e−2iψTo
1 −i 0i 1 0
0 0 0
 . (5.2.46)
The blocks C are also 3Nx × 3Nx blocks. They encode the coupling between subse-
quent time slices,
C =

C
C
C
. . .
 , (5.2.47)
with C given by the 3× 3 matrix
Cjk = Hj;kt−1,x;t,x = −2L
(
δkj + ikj1 − δk1δj1
)
. (5.2.48)
Explicitly
C = −2L
0 0 00 1 −i
0 i 1
 . (5.2.49)
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The first and last time-slices of the cylinder, however, couple under a twist of Nγ units.
This is encoded in the shifted C block we named Cγ:
Cγ =
1
2
...
Nγ − 1
Nγ
Nγ + 1
...
Nx

C
C
. . .
C
C
C
. . .
C

. (5.2.50)
Developed at second order around the solution, the action can now be written as
S = So +
1
2
a.Ha+ O(a2)
= So +
1
2
φFφ+
1
2
Nt−1,Nx−1∑
t,x=0
2φD.~at,x + ~at,x.A.~at,x + ~at,x−1.B.~at,x + ~at−1,x.C.~at,x
The one-loop determinant is therefore simply given by the determinant of H.
Notice that H is essentially a band matrix, but that its entries (almost) do not depend
on the (t, x) labels. Such matrices can be diagonalized via a Fourier transform in (t, x).
We have however to introduce a ‘twist’ due to the shifts appearing in the blocks Cγ. This
will enable us to compute det(H).
5.2.5 Twisted Fourier transform
The determinant of the Hessian is readily computed by performing a Fourier Trans-
form. However, for it to respect the peculiar boundary conditions we imposed on the
lattice, we have to consider a particular twisted definition. For α = 1, 2, 3 we consider the
Fourier component aˆαω,k defined by
aαω,k =
1√
NtNx
Nt−1,Nx−1∑
t,x=0
ei
2pi
Nx
kxe
i 2pi
Nt
(ω− γ2pi k)taαt,x ,
where ω ∈ [0, Nt − 1] denotes the time modes and k ∈ [0, Nx − 1] the spatial modes.
Introducing the notation
ψ =
2pi
Nx
, and χω,k =
2pi
Nt
(
ω − γ
2pi
k
)
(5.2.51)
we have
aαω,k =
1√
NtNx
Nt−1,Nx−1∑
t,x=0
eiψkxeiχω,ktaαt,x . (5.2.52)
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Note that in these notation, ψ = 2ψTo . To keep the notation a bit light, we use the same
letter for the Fourier component and the direct component. The name of the indices
always allow us to know which object is considered without any problem.
The consequence of such a twist is that the Brillouin zone is reciprocally twisted, but
in the spacial direction only
aαω+Nγ ,k+Nx = a
α
ω,k = a
α
ω+Nt,k . (5.2.53)
The main difference with the untwisted Fourier Transform is that the periodic conditions
do not involve any phase. Without considering the twist, the time direction periodic
condition reads aαNt,k = e
iγkω0,k. Since this phase depends on k, we would not have been
able to diagonalize the Hessian with this transformation.
Now, recall that by definition of the perturbation, aαt,x is real. Therefore, we can, as
usual, introduce the complex conjugate of aαω,k by considering negative modes
a¯αω,k = a
α
−ω,−k . (5.2.54)
In term of modes in the Brillouin zone, this relations reads
aαNγ−ω+NtΘ(ω−Nγ),Nx−k = a¯
α
E,p (5.2.55)
where Θ is the Heaviside function with the choice Θ(0) = 0. Excluded the zeroth modes,
the above equation always relates modes at two different momenta, unless(
k = Nx/2 and ω = Nγ/2
)
,
or (
k = Nx/2 and ω = (Nγ +Nt)/2
)
.
Both these cases are excluded with the requirement of having Nx odd. Note also that the
first case implies at least K = 2.
Restricting ourselves to the case where Nx is odd, we can then always consider aˆαω,k as
independent complex variables by doubling each degree of freedom. The only exception
is for the zeroth mode, which is real, as always. We will make use of this property to
explicitly compute the determinant of the Hessian. At the end of the day, the Hessian will
be diagonal by block. All blocks but one are 3× 3 blocks. The remaining block is 4× 4,
and corresponds to the coupling between the zeroth Fourier mode and the remaining bulk
information and their self-interactions.
We now quickly derive the expression of the Hessian in Fourier modes. From its
expression, it is immediate to see that the space-time independent perturbation φ is simple
in the sense that the Hessian expression in the Fourier basis is exactly the same as in the
direct basis. This is obvious since these terms do not involve any coupling with the lattice
direction. The same can be said for the terms only involving a given lattice position. At
the end of the day, we really need to explicitly compute two contributions to the Hessian
in Fourier modes. That is the one coming from the coupling of spatial and temporal slices,
i.e. the terms of the form ∆s =
∑
t,x~at,x−1.B.~at,x and ∆t =
∑
t,x
~at−1,x.C.~at,x.
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Starting with ∆s, we explicitly expand the action of the matrix B
~at,x−1.B.~at,x = −2T e−iψn(a1t,x−1a1t,x + a2t,x−1a2t,x + i(a2t,x−1a1t,x − a1t,x−1a2t,x))
Going to the Fourier components, the expression becomes
~at,x−1.B.~at,x =
−2T e−iψn
NtNx
∑
ω1,k1
∑
ω2,k2
(
a¯1ω1,k1a
1
ω2,k2
+ a¯2ω1,k1a
2
ω2,k2
+ i(a¯2ω1,k1a
1
ω2,k2
− a¯1ω1,k1a2ω2,k2)
)
eiψk1eiψ(k2−k1)xeiχω2−ω1,k2−k1 t .
Taking into account the sums over x and t, we get that k2 = k1 and that ω2 = ω1. In
Fourier mode, ∆s becomes
∆s = −2T e−iψn
Nt−1,Nx−1∑
ω,k=0
(
a¯1ω,ka
1
ω,k + a¯
2
ω,ka
2
ω2,k
+ i(a¯2ω,ka
1
ω,k − a¯1ω,ka2ω,k)
)
eiψk (5.2.57)
It is possible to simplify this expression using the symmetry
∆s =
Nt−1,Nx−1∑
t,x=0
1
2
(
~at,x−1.B.~at,x + ~at,x.B.~at,x−1
)
.
At the end of the day, we obtain
∆s = 4
Nt−1,Nx−1∑
ω,k=0
a∗ω,k
−T e−iψn cos(ψk) −T e−iψn sin(ψk) 0T e−iψn sin(ψk) −T e−iψn cos(ψk) 0
0 0 0
 aω,k (5.2.58)
where a∗ω,k is the complex transpose of aω,k.
A similar computation can be done for ∆t and returns
∆t = 4
Nt−1,Nx−1∑
ω,k=0
a∗ω,k
0 0 00 −Le−iψn cos(χω,k) −Le−iψn sin(χω,k)
0 Le−iψn sin(χω,k) −Le−iψn cos(χω,k)
 aω,k . (5.2.59)
Adding these two terms plus the one depending on only one lattice site returns
Hω,k = 4
T
[
1− e−iψn cos(ψk)] −T e−iψn sin(ψk) 0
T e−iψn sin(ψk) T
[
1− e−iψn cos(ψk)]+ L [1− cos (χω,k)] −L sin (χω,k)
0 L sin
(
χω,k
)
L
[
1− cos (χω,k)]
 ,
(5.2.60)
where we recall that
ψ =
2pi
Nx
, χω,k =
2pi
Nt
(
ω − γ
2pi
k
)
and γ =
2piNγ
Nx
.
The remaining elements we did not compute in Fourier mode are the one coming from
the perturbation φ. It is immediate to see that the self-interacting term does not change
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in Fourier mode whereas the coupling of the field ϕ with the lattice site translates into a
coupling with the zeroth Fourier mode. At the end of the day, we get
S = So +
1
2
(
φ2F + 2φD.a0,0 + a¯0,0H0,0a0,0
)
+
1
2
Nt−1,Nx−1∑
t,x6=0,0
a¯ω,kHω,kaω,k , (5.2.61)
where a0,0 is the zeroth Fourier mode. As such, this perturbation computation is not well-
defined. Indeed, looking at Hω,k carefully, we see that for (ω, k) = (0, 0) the third row
and third column of the matrix are identically zero. That is not surprising at all. Recall
that our system is still globally invariant by a gauge transformation along the direction z.
For the following computation, we introduce the matrix H ′0,0 corresponding to H0,0 but
where the last row and column are removed.
5.2.6 One-loop expansion of the Ponzano-Regge amplitude
We are now ready to compute the one-loop expansion of the Ponzano-Regge amplitude.
Recall that the amplitude reads
〈ZKPR|Ψcoh〉 =
 1
pi
∫ 2pi
0
dϕ sin2 (ϕ)
∏
(t,x)
∫
SU(2)
dGt,x
 e−S(Gt,x,ϕ) . (5.2.62)
We will focus on the contribution of the n-th term of the saddle point without any
possible folding. The contribution is given by
〈ZKPR|Ψcoh〉1-loopo,n = 2pi ×
1
pi
sin2
(
γn
2
)
× e−So
(∫
R
dφ
∫
R2
da0,0 e
1
2
Fφ2+φD.a0,0+
1
2
a∗0,0H
′
0,0a0,0
)
×
×
∏
(ω,k)6=(0,0)
(∫
C3
daω,k e
1
2
a∗ω,kHˆω,kaˆω,k
)1/2
.
(5.2.63)
As we said previously, we have introduced the matrix Hˆ ′0,0 due to the residual global gauge
symmetry by a transformation along any element along the z direction. This corresponds
to the choice of ϕ¯ previously introduced. This exact symmetry of the action produces the
2pi volume factor coming from an integral over it.
The second factor in the one-loop expression corresponds to the evaluation of the mea-
sure term at the critical solution, given by ϕo = γ2n while the exponential e
iSo corresponds
to the evaluation of the action at the critical solution. Recall that the on-shell action is
given by equation (5.2.5). In our case, the critical solution imposes the (demi) dihedral
angles ψT = pi
Nx
n and ψL = 0. The on-shell action is then
So = i
Nt−1,Nx−1∑
t,x=0
T
2pi
Nx
n = i2pinNt .
Hence, the corresponding term of the one-loop amplitude is just a sign factor (−1)2TNtn.
Therefore, although the on-shell action takes formally the expected form of an on-shell
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discretized GBY action, the consequence of the discreteness of the lengths, the contri-
bution is just a sign factor. Note that the on-shell action can really be interpreted as
a discretized GBY term only in the case n = 1. Indeed, as we previously mentioned,
this is the only case that is embeddable in R3 and therefore providing us with the usual
geometrical picture.
Finally, the remaining factors are the Gaussian integrals on the linear perturbations,
which have been approximated, as usual, to be integrals over the full real line, rather than
over their original compact spaces. Note that we have used the trick previously mentioned
of doubling the degrees of freedom in the first Brillouin zone and hence we have taken the
square root in the second series of integrals. We are now left the computation of these
integrals. Both are computed using the usual expression of a Gaussian integral in terms
of the determinant ∫ ∞
−∞
e−
1
2
xt.A.xdnx =
√
(2pi)n
det(A)
, (5.2.64)
where xt = (x1, ..., xn) and A and n square matrix.
Computation of the first Gaussian integral
We focus first on the integration over φ and aˆ0,0
N(0,0),φ ≡
∫
R
dφ
∫
R2
da0,0 e
1
2
Fφ2+φD.a0,0+
1
2
a∗0,0Hˆ
′
0,0a0,0
To compute this integral, it is easier to rewrite everything in only one matrix. Consider
the vector a′ = (φ, a10,0, a20,0). The previous integral becomes
N(0,0),φ =
∫
R3
d3a′e
1
2
(a′)∗.A.a′
where the matrix A is
A = 4
LNx2 0 iLNt0 T (1− eiψn) 0
iL
Nt
0 T (1− eiψn)
 .
Therefore, the Gaussian integral is
N(0,0),φ =
 (2pi)3
64LT (1− e−iψn)
(
L
N2t
+ TNx
2
(1− e−iψn)
)

1/2
, (5.2.65)
a result which is independent of γ.
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Computation of the second Gaussian integral
Each (ω, k) term gives
Nω,k ≡
(∫
C3
daω,k e
1
2
a∗ω,kHω,kaω,k
)1/2
=
(
(2pi)3
detHω,k
)1/2
=
 (2pi)3
64LT e−iψn(2− 2 cosχω,k)
(
(L+ T )(cos(nψ)− cos(pψ)) + iL sin(nψ)
)

1/2
.
As expected, the result is even in (ω, k) 7→ (−ω,−k).
The last step is to perform the multiplication over the (ω, k) 6= (0, 0). To do so, we
first reorganize the product as follows
∏
(ω,k)6=(0,0)
Nω,k =
Nt−1∏
ω=1
Nω,0
Nx−1∏
k=1
Nt−1∏
ω=0
Nω,k
 .
This product can be computed using the following lemma (see appendix D for the
proof)
Lemma 5.2. We consider two integers N andM . We denote the greatest common divisor
(GCD) between N and M by K. We define two integers n and m such that
N = K n and M = Km .
The following relation holds for all x and z complex numbers
N−1∏
k=0
(
2z + 2 cos
(
2piM
N
k + x
))
=
(
2
(
Tn(z)− (−1)n cos(nx)
))K
where Tn is the n-Chebyshev polynomial of the first kind.
Applying this lemma for z = 1, x = γk
Nt
M = 1 and N = Nt returns
Nt−1∏
ω=0
(2− 2 cosχω,k) = 2− 2 cos(γk).
From this, one finds
Nt−1∏
ω=1
(2− 2 cosχω,0) = lim
k→0
∏Nt−1
ω=0 (2− 2 cosχω,k)
2− 2 cosχ0,k = limk→0
2− 2 cos(γk)
2− 2 cosχ0,k = N
2
t .
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Finally, putting everything together, we find that the products over (ω, k) give
∏
(ω,k)6=(0,0)
Nω,k =
(
(2pi)3
64LT e−iψn
)NxNt−1
2 (
1
(L+ T )(cos(nψ)− 1) + iL sin(nψ)
)Nt−1
2 1
Nt
×
Nx−1∏
k=1
 1(
2− 2 cos(γk)
)(
(L+ T )(cos(nψ)− cos(kψ)) + iL sin(nψ)
)Nt

1
2
.
(5.2.66)
This formula holds whenever (Nx/2, Nγ/2) and (Nx/2, (Nγ+Nt)/2) are not in N×N, since
in these cases we would be overcounting one real mode. In other words, these conditions
ensure that the only real Fourier mode in the first Brillouin zone is (ω, k) = 0. In our
case of Nx odd, a simple rearrangement of the terms return
∏
(ω,k) 6=(0,0)
Nω,k Nx odd=
(
(2pi)3
64LT e−iψn
)NxNt−1
2 (
1
(L+ T )(cos(nψ)− 1) + iL sin(nψ)
)Nt−1
2 1
Nt
×
Nx−1
2∏
k=1
1
2− 2 cos(γk)
×
Nx−1
2∏
k=1
(
1
(L+ T )(cos(nψ)− cos(kψ)) + iL sin(nψ)
)Nt
.
One-loop-amplitude and interpretation
Finally, the total one-loop amplitude is
〈ZKPR|Ψcoh〉1-loopo =
Nx−1∑
n=1
(−1)2TNtn ×A(n)×D(γ, n)
=
Nx−1∑
n=1
(−1)2TNtnA(n)(2− 2 cos(γn))× Nx−12∏
k=1
1
2− 2 cos(γk) . (5.2.67)
In this expression, the first factor is the contribution of the on-shell LS action S|o.
The factor ALS(n), does not depend on the twisting angle γ but carries the dependence
on the winding number. It is obtained by combining all the expressions of the one-loop
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computation that do not depend on the twist. Explicitly we have
A(n) =1
2
 (2pi)3
64LT (1− e−iψn)
(
L
N2t
+ TNx
2
(1− e−iψn)
)

1/2
×
(
(2pi)3
64LT e−iψn
)NxNt−1
2 (
1
(L+ T )(cos(nψ)− 1) + iL sin(nψ)
)Nt−1
2 1
Nt
×
Nx−1
2∏
p=1
(
1
(L+ T )(cos(nψ)− cos(pψ)) + iL sin(nψ)
)Nt
, (5.2.68)
As we see, it is a rather intricate function of the spins L and T , the lattice sizes Nx and
Nt and of the label n. By explicitly performing the summation over the Fourier modes
k using lemma 5.2, this expression can be greatly simplified. Introducing the simple
trigonometric function
cn = cosnψ +
iL
T + L
sinnψ (5.2.69)
the factor A(n) becomes
A(n) = 1
64
[
iL− (L+ T ) tan ψn
2
iL− (L+ 4TN3t ) tan ψn2
] 1
2
(5.2.70)
×
[
2(2pi)3einψ
LT (L+ T )
]NxNt
2 [
2TNx(an)− 2
]−Nt
2
.
From this expression one can first check the reality condition
A(−n) = A(n) . (5.2.71)
This is consistent with a Hamilton-Jacobi functional, which cannot distinguish a momen-
tum from its opposite, and more specifically with a first-order Einstein-Cartan formulation
of General Relativity, of which the Ponzano-Regge model is a quantization.
Moreover, A(n) is, in the large Nx, Nt limit (but already true when they are larger
than 5), overwhelmingly peaked in modulus at the minimal and maximal values of n, that
is at n = 1 and n = bNx−1
2
c as illustrated by the plots on figure 5.9. This behaviour is
entirely due to the factor with the Chebyshev polynomial,
(
2TNx(cn) − 2)
)−Nt
2 . We can
actually plot this at fixed Nx, Nt as a function of the continuous variable x = nψ ∈ [0, pi],
as in figure 5.10.
In order to better understand the asymptotic behaviour at large Nx, let us focus on
this factor. The function
(
2TNx(cn) − 2)
)
is well-behaved, both in modulus and phase,
as one can see on figure 5.11. The moot point is that the first winding number n = 1
corresponds to the angle x = ψ = 2pi
Nx
which goes to x→ 0 as Nx grows large but not fast
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Figure 5.9: Plots of log(|A(1)|)
log(|A(n)|) for n running from 1 to
Nx−1
2
with the parameters Nt = 20,
L = 8, T = 8. The four plots correspond to Nx = 50, 100, 200, 400 (red, blue, green,
orange). The x-axis corresponds to 2n
Nx−1 , which runs from 0 to 1.
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Figure 5.10: Plot of −Nt
2
log
∣∣2TNx(an) − 2)∣∣ in terms of the continuous angle variable
x = nψ ∈
[
2pi
Nx
, pi − pi
Nx
]
⊂ [0, pi] for the odd lattice size Nx = 41 and Nt = 1 and for spins
T = 5 and L = 5, 10, 20, 100. As L increases and thus the ratio T
L
goes to 0, the curves
get more and more curved and goes to the limit function (lowest curve).
enough so that the asymptotic of
(
2TNx(a1)− 2)
)
be simply
(
2TNx(0)− 2)
)
= 0. Indeed,
the two appearances of the lattice size Nx conspire to give a non-trivial asymptotic[
2TNx(cn)− 2)
] 1
2 ∼ e(1+i)
√
piλNxn
2 , ∀n Nx . (5.2.72)
This also gives the behaviour for large winding numbers n . bNx−1
2
c since the function(
2TNx(x)− 2)
)
is (almost) symmetric under reflections x↔ pi− x. In fact, the symmetry
of
(
2TNx(a(x)) − 2)
)
depends on the sign of (−1)Nx . Under the reflection x → pi − x, it
changes to its complex conjugate for even Nx while it further gets an extra minus sign
for odd Nx. This means that the modulus
∣∣2TNx(an) − 2)∣∣ is exactly symmetric under
n↔ Nx
2
− n for even Nx while it is slightly skewed under the exchange n↔ Nx−12 − n for
odd Nx due to the 12 shift. This explains the peakedness of the amplitude pre-factor A(n)
on the two limiting winding numbers n = 1 and n = bNx−1
2
c.
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Figure 5.11: Plots of the modulus (on the left) and argument (on the right) of
(
2TNx(an)−
2)
)
for Nx = 100 with n running from 1 to 50, for spin parameters L = T = 1.
The intuition behind the peakedness at the minimal and maximal winding numbers,
n = 1 and n = bNx−1
2
c, is that these solutions reconstruct locally almost-flat geometries
(although one can be visualized as being folded onto itself), and at flat geometries the
Hessian degenerates. This mechanism is analogous to Ditt-invariance [146, 206]. This
peakedness can be used to argue that the slightest (semiclassical) knowledge of the ex-
trinsic curvature, such as the fact that it is non-Planckian as in the maximal n case,
collapses the result onto the desired classical solution at n = 1.3
To summarize, the role of the amplitude pre-factor A(n) is to select the first winding
number n = 1 in the asymptotic limit, which corresponds to the semi-classical embedding
of the torus surface in flat R3 space. The higher winding modes n ≥ 2 however only
allow for local embeddings (immersions) and seem to represent non-perturbative modes
(instantons). We will see next that it also allows to reproduce the expected semi-classical
partition function for three-dimensional quantum gravity as a function of the twist angle
γ, namely the BMS character.
The last term is certainly the most interesting contribution to the amplitude
D(γ, n) = 4 sin2
(
γn
2
)
×
Nx−1
2∏
k=1
1
2− 2 cos(γk) =
(
2− 2 cos(γn))× Nx−12∏
k=1
1
2− 2 cos(γk) .
(5.2.73)
This term is the only one depending on the twist angle. There are two contributions to
this term. The first one comes from the measure factor from the integration over the
remaining bulk information, and the last one is directly the Hessian contribution. As we
see, the measure factor cancels exactly the contribution of the Fourier mode k = n. For
the first winding mode n = 1, we get a truncated product starting at n = 2,
D(γ, n = 1) =
Nx−1
2∏
k=2
1
2− 2 cos(γk) . (5.2.74)
This reproduces the results derived in [76] obtained from the path integral of Regge calcu-
lus, and fitting the 1-loop quantum General Relativity and he BMS character calculations
3The very same physical argument allows to discard the folded solutions mentioned above.
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of [52, 49, 51].
This beautiful interpretation needs to be put in balance against the fact that the
product over k = 1, . . . , 1
2
(Nx − 1) is actually computable exactly, and gives4
Nx−1
2∏
k=1
(
2− 2 cos(γk)) = Nx−12∏
k=1
4 sin2
(
piNγk
Nx
)
=
{
Nx if K = GCD(Nγ, Nx) = 1
0 if K = GCD(Nγ, Nx) > 1
.
(5.2.75)
Note, however, that the the derivation is only valid for K = 1. It is interesting however
that this derivation give rise to a divergence if we consider K > 1, which is a case where
the number of saddle is infinite, and hence the full analysis might provides a divergence.
At this point two remarks are necessary.
First, it seems that the closed formula for the product over the Fourier modes kills
the dependence of the Ponzano–Regge partition function in the twist angle γ. However,
one key point is the tremendous difference in behaviour between the case K = 1 and the
case K > 1. Taking K = 1 gives a constant finite result (simply Nx) for the product over
Fourier modes k, leaving us simply with the measure factor sin2
(
γn
2
)
, while having K > 1
leads formally to a divergent amplitude. This divergence is actually due to a continuum
of stationary points, which requires a finer analysis. As seen previously, in the asymptotic
limit (Nγ, Nx) → ∞, the case K = 1 corresponds to an irrational value γ ∈ 2pi(R \ Q),
while K > 1 corresponds to rational values γ ∈ 2piQ. This, again, corresponds to the
behaviour obtained via computation in the continuum.
Secondly, even if the product over the spatial modes simplifies, giving the final re-
sult for the Ponzano-Regge partition function as a simple number, what is truly impor-
tant is its explicit mode decomposition. Indeed the product formula (5.2.67) for D(γ, n)
promises an interesting limit Nx → ∞ in terms of the inverse squared Dedekind η func-
tion, which would establish explicitly the bridge between the Ponzano-Regge model for
three-dimensional quantum gravity and the AdS3/CFT2 correspondence. However, the
Dedekind function is only well-defined for γ on the upper complex half-plane. As we recall
previously, the perturbative one-loop calculations also need to introduce a regularization
γ 7→ γ + i+ to obtain meaningful amplitudes [54, 52]. In the present framework, the
angle γ is hardcoded into the calculation as a geometrical property of the lattice, as a
ratio γ = 2piNγ
Nx
, which seems to make it unfeasible to extend to complex values. We will
see in the next chapter that a natural complex regularization arises when considering a
slightly more general boundary state.
Finally, we conclude this chapter with a important remark. In true, the result obtain in
(5.2.67) is, in a sense, beautiful. This result basically tells us two things. First, by pushing
the boundary to infinity, we do recover exactly the BMS character. It is interesting to
point out that this is, again, not a true continuum limit, since we computed the amplitude
in a large spins regime. Hence, the BMS structure seems also present for a intrinsically
discrete boundary. Secondly, if the boundary is not at infinity, then non perturbative
quantum corrections naturally arise. It is rather appealing to see the sum as taking into
4It comes from evaluating the polynomial (XNx − 1)/(X − 1) at X = 1.
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account all the possible geometries and possibly, topologies compatible with the boundary
condition.

Chapter 6
Exact evaluation of the Ponzano-Regge
Amplitude for a Superposition of
Coherent States
In the previous chapter, we computed the Ponzano-Regge amplitude in the WKB
approximation for a coherent boundary state. In this chapter, we want to go one step
further, and try to exactly compute the amplitude of three-dimensional quantum gravity.
To do so, we will consider boundary states construct as the generating function of spin-
network. These states were first introduced in [207], where they were shown to allow
an exact evaluation of the spin-network function on the sphere. Similar state where
used in [172] for the Ponzano-Regge model on the sphere to show the duality between
quantum gravity on the 3-ball and two copies of the Ising model. In this chapter, we
want to use the same type of state in the torus topology to do an exact computation
of the amplitude. This will allow us to define a completely generalized and regularized
version of the BMS character. As in the previous chapter, it will feature non perturbative
quantum corrections to the classic BMS character, on top of providing an expression valid
for any twist parameter. This is to be compared with the previous computation where
twist parameters leading to irrational angles were excluded from the computation. It is
also worth noting that it is only in the following case that a true continuum limit can be
taken. We will not, however study it presently. Instead, we focus on deriving the exact
amplitude for quantum gravity on the torus.
6.1 Generating function of spin-network state
The generating function with weight ω is straightforwardly defined from the coherent
spin-network state Ψcoh defined in (4.3.11) by
Ψ{yl}({gl}) =
∑
{jl}
ω({jl})
∏
l
y2jll
Ψcoh({gl}) . (6.1.1)
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As usual, the definition of the generating function is done by introducing dual variables
for the spins. It is the generating function of coherent intertwiners at fixed spins Tt,x
and Lt,x. The dual parameters are coupling constants {yl} living on the links of the
dual cellular decomposition. Since the sums over the spins are infinite, the weight ω,
which is a combinatorial factor depending on the spins must be carefully chosen to ensure
convergence. It was shown in [207] that the choice
ω =
∏
n
(Jn + 1)!∏
l(2jl)!
, Jn =
∑
l,n∈l
jl (6.1.2)
leads to a non-vanishing radius of convergence with respect to the coupling constants
for the generating function. Up to the node factorial contribution (Jn + 1)!n this weight
defines a Poisson distribution on the spins. More particularly, such a choice for the weight
reproduces a Gaussian as generating function for the spin-network [207, 208, 194].
The boundary state is defined outside of the radius of convergence as the analytic
continuation of the series. Such a coherent state is interpreted as a superposition of
discrete geometries on the 2D boundary with different edge lengths [172]. The probability
distribution of those edge lengths is given by the weight ω
({jl}), the couplings ∏l y2jll
and the norm of the LS spin networks. Indeed, we can compute the expectation value of
any observable O of the spins on a state Ψ{yl,ξnl },
〈O[{jl}]〉{yl,ξnl } =
〈Ψ{yl,ξnl }|O[{jl}]|Ψ{yl,ξnl }〉
〈Ψ{yl,ξnl }|Ψ{yl,ξnl }〉
=
∑
{jl}O[{jl}]P{yl,ξnl }[{jl}]∑
{jl}P{yl,ξnl }[{jl}]
, (6.1.3)
where the probability distribution for the spins is computed directly in terms of the norm
of the coherent intertwiners:
P{yl,ξnl }({jl}) = ω
[{jl}]2
∏
l
y4jll
 ∏
l
1
(2jl + 1)
∏
n
〈
ιn[{ξl}l3n]
∣∣ ιn[{ξl}l3n]〉 . (6.1.4)
The norm of a coherent intertwiner was computed in [184, 208] from its generating func-
tion, here keeping the node index n implicit:〈
ι[{ξl}]
∣∣ ι[{ξl}]〉 = ∫
SU(2)
dg
∏
l
〈ξl|g|ξl〉2jl , (6.1.5)
∫
SU(2)
dg e
∑
l〈ξl|g|ξl〉 =
∑
J∈N
1
J !(J + 1)!
1
2
∑
l,l˜
∣∣[ξl|ξl˜〉∣∣2

J
, (6.1.6)
from which we can extract the term of power 2jl in each spinor ξl to get the norm of a
coherent intertwiner. Aside the exact expression, it is actually straightforward to derive
its behaviour at large spins by computing the saddle point approximation of the integral
over SU(2) as one rescales homogeneously the spins by a large factor, jl 7→ λjl with
λ → +∞. As shown in [192], the maximum of the integrand ∏l〈ξl|g|ξl〉2jl is necessarily
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reached at g = I and this is a stationary point if and only if the spinors satisfy the closure
condition
~C =
∑
l
jl
〈ξl|~σ|ξl〉
〈ξl|ξl〉 =
∑
l
jl
~uξl
|~uξl |
= 0 . (6.1.7)
Let us stress that the closure conditions are invariant under homogeneous rescaling of
the spins jl 7→ λjl. Thus, as confirmed by numerics, the behaviour is very different
whether the closure condition is satisfied or not. On the one hand, when the closure
vector vanishes, ~C = 0, it means geometrically that the edge vectors around the node
actually close and form a polygon. In that case, the norm
〈
ι[{ξl}]
∣∣ ι[{ξl}]〉 generically
behaves as λ−
3
2
∏
l〈ξl|ξl〉2jl . On the other hand, the case when the closure vector does
not vanish, the integral is exponentially suppressed and the coherent intertwiner norm
decreases as exp[−λ2|~C|2].
This means that the effect of the coherent intertwiner norm in the spin probability
distribution is two-fold. First, it selects the spins configuration such that the closure
conditions are satisfied around every node n. Second, putting aside the algebraic term
and focusing on the leading order exponential behaviour, it produces spinor norm factors
〈ξl|ξl〉2jl that can be reabsorbed in the couplings yl → Yl =
√〈ξnl |ξnl 〉 yl upon normalizing
all the spinors ξnl →
√〈ξnl |ξnl 〉 ξˆnl .
Putting all the contributing factors together, combinatorial weight, couplings and
intertwiner norms, using the Stirling formula approximating the factorials in the com-
binatorial weight at large spins, assuming that the spins satisfy the closure conditions
around every node, and finally focusing on the exponential factors and considering the
algebraic factors as sub-leading, the spin probability distribution behaves at large spins
as:
P{yl,ξnl }[{jl}] ∼ e2Φ[{jl}] with Φ[{jl}] =
∑
l
2jl(lnYl − ln jl) +
∑
n
Jn ln Jn . (6.1.8)
The extrema of this probability distribution is given by a vanishing derivative with respect
to each spin jl:
∀l ∈ Γ , ∂jlΦ = 0 ⇐⇒ ln
Y 2l Js(l)Jt(l)
4j2l
= 0 ⇐⇒ j
2
l
Js(l)Jt(l)
=
Y 2l
4
. (6.1.9)
This equation for the peaks of the spin probability distribution has the crucial property of
being invariant homogeneous rescaling of the spins jl 7→ λjl. This scale-invariance of the
extrema of the probability distribution defined by this class of coherent spin networks was
put forward in [172]. The fixed point equations for the spins induce non-trivial constraints
on the couplings Yl. But, once the couplings allow for a solution for the spins {jl}, then
there exist a whole line of solution obtained by arbitrary global rescalings of the spins.
In the case of a planar 3-valent graph, these constraints determine a triangulation whose
angles are fixed in terms of the couplings Yl and whose edge lengths give the spins [172].
Furthermore, in that case, it is understood that such fixed point couplings are related to
the critical couplings of the Ising model on the considered graph [172, 209].
So we have three types of behaviour for the probability distribution. Either, the
couplings Yl are within the convergence radius of the series defining the coherent spin
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network and the spin probability distribution is peaked on low spins. Or the couplings
Yl make the series diverge in which case the spin probability distribution favors large
spins. And finally, in between, there is a critical regime, where the couplings Yl lead to a
line of maxima of the spin probability distributions where the spins are the edge lengths,
up to arbitrary global rescaling, of a planar 2D cellular decomposition whose angles are
determined by the critical couplings. Such a line of stationary points corresponds to a
pole for the coherent spin network wave-function [184, 208, 172, 209].
We will explicitly show this property in the following while focusing on the case of
interest, the torus. It is the same state that was used in [172] to show that the Ponzano-
Regge model on the sphere with a triangulation is related to two copies of the Ising model
on the same triangulation.
It is easy to write the generating function in a more explicit form using the discretiza-
tion of the torus introduced in chapter 4. Recall that we discretize the torus with Nt
horizontal slices and Nx vertical ones such that the boundary lattice is a square lattice.
With this choice of discretization, the weight takes the particular form
ω =
Nt−1,Nx−1∏
t,x=0
λ
2Lt,x
t,x τ
2Tt,x
t,x
(2Lt,x)!(2Tt,x)!
(Jt,x + 1)! where Jt,x := Tt,x + Lt,x + Tt,x−1 + Lt−1,x .
To differentiate vertical and horizontal links, we introduced two different names for the
coupling, namely λt,x and τt,x respectively instead of yl. The generating function of
coherent spin networks then trivially takes the form
Ψ{λ,τ}({gvt,x, ght,x}) =
∑
Tt,x
∑
Lt,x
∏
t,x
(
λ
2Lt,x
t,x τ
2Tt,x
t,x
(2Lt,x)!(2Tt,x)!
(Jt,x + 1)!
)
×
∫
SU(2)
Nt−1,Nx−1∏
t,x=0
dGt,x 〈↑ |G−1t,x+1ght,xGt,x| ↑〉2Tt,x〈+|G−1t+1,xgvt,xGt,x|+〉2Lt,x ,
(6.1.10)
with the explicit expression of the coherent spin-network state Ψcoh.
In the next section, we will focus on the large spins behaviour for the boundary state
to have a better understanding of its geometry. To do so, the previous expression will
be useful. However, for the actual computation of the Ponzano-Regge amplitude, it is
more practical to rewrite the state making the Gaussian integral explicit. To do so, we
rewrite (6.1.10) in terms of integrations over spinors instead of group elements. This
transformation is based on the following lemma, see [207] for the proof
Lemma 6.1. Consider a spinor |w〉. From |w〉, construct the group element
g(w) = | ↑〉〈w|+ |0][w| , with g†(w)g(w) = 〈w|w〉 .
Consider a function F such that F (g(w)) is homogeneous of degree 2J in |w〉
F (g(cw)) = c2JF (g(w)) for c ∈ R .
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Then the following equality holds
(J + 1)!
∫
SU(2)
dgF (g) =
∫
C2
d4w
pi2
e−〈w|w〉F (g(w)) (6.1.11)
where dg is the Haar measure on SU(2).
This lemma can be applied to the generating function of the spin-network. We denote
by F the integrand of the SU(2) integration
F ({Gt,x}) = 〈↑ |G−1t,x+1ght,xGt,x| ↑〉2Tt,x〈+|G−1t+1,xgvt,xGt,x|+〉2Lt,x . (6.1.12)
The gh,vt,x are parameters of the function, and we do not need to look at them any further
for now. This function can easily be extended to be over U(2) and not SU(2) defining its
extension to U(2) by
F ({Gt,x}) = 〈↑ |G†t,x+1ght,xGt,x| ↑〉2Tt,x〈+|G†t+1,xgvt,xGt,x|+〉2Lt,x , (6.1.13)
since G−1 = G† for an SU(2) element. It is clear that F is a polynomial in Gt,x of degree
2Jt,x = 2(Tt,x+Lt,x+Tt,x−1 +Lt−1,x) for all pairs (t, x). Hence, the lemma can be applied.
Conveniently, the weight ω comes with the necessary (Jt,x + 1)! factor. Taking it into
account, the integration over SU(2) is replaced by an integration over C2 applying the
previous lemma. We get∫
C2
Nt−1,Nx−1∏
t,x=0
d4wt,x
pi2
e−〈wt,x|wt,x〉〈↑ |G†(wt,x+1)ght,xG(wt,x)| ↑〉2Tt,x
〈+|G†(wt+1,x)gvt,xGt,x(wt,x)|+〉2Lt,x .
The last step to obtain the Gaussian integration is to consider the sum over the spins.
Considering for example a given spin Lt,x, the remaining factor we need to take into
account is
∑
Lt,x
λ
2Lt,x
t,x
(2Lt,x)
such that the sum can be done explicitly and return an exponential.
At the end of the day, all the sums can be taken care of in the same way, and we obtain
a purely Gaussian state for the generating function of spin-network
Ψ({gvt,x, ght,x}) =
∫
C2
Nt−1,Nx−1∏
t,x=0
d4wt,x
pi2
exp
(
− 〈wt,x|wt,x〉+τt,x〈↑ |G†(wt,x+1)ght,xG(wt,x)| ↑〉
+λt,x〈+|G†(wt+1,x)gvt,xGt,x(wt,x)|+〉
)
.
Note that while the integration over the spinorial variables in a Gaussian, it is not
straightfoward to have an explicit evaluation for it in the general case. Indeed, the de-
pendency on the lattice site of the group elements gh,vt,x makes the Hessian of the Gaussian
integration complicated. However, when evaluating the boundary state on the Ponzano-
Regge partition function, most of these parameters are fixed to the identity. Recall that
it only remains one integration over SU(2) that can be made homogeneous on the whole
lattice. Before moving on to the actual computation, we focus in the next section on the
geometry of the boundary state at the saddle point.
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6.1.1 Critical Regime and Scale Invariance of the Boundary State
In this section, we look at a saddle point approximation of the generating function
starting from equation (6.1.10). More particularly, we look at saddle point approximation
on the arguments of the sums in (6.1.10) on a large spins limit. Calling the arguments of
the sums I, we have
Iλ,τ,gh,v({Tt,x}, {Lt,x}, {Gt,x}) =
∏
t,x
(
λ
2Lt,x
t,x τ
2Tt,x
t,x
(2Lt,x)!(2Tt,x)!
(Jt,x + 1)!
)
∫
SU(2)
Nt−1,Nx−1∏
t,x=0
dGt,x〈↑ |G−1t,x+1ght,xGt,x| ↑〉2Tt,x
〈+|G−1t+1,xgvt,xGt,x|+〉2Lt,x .
It is a function of Gt,x and of the spins Lt,x and Tt,x while the coupling constants and the
discrete connection group elements are parameters.
In the large spins limit, we can make use of the Stirling formula n! ∼ √2pin en
nn
to
greatly simplified the previous expression. Only keeping the exponential contribution to
the Stirling formula, we get
I ∼
T,L>>1
eI1
∫
SU(2)
∏
t,x
dGt,x
 e−I2
where
I1({Tt,x, Lt,x}) =
Nt−1,Nx−1∑
t,x=0
2Lt,x ln(λt,x) + 2Tt,x ln(τt,x) + Jt,x ln(Jt,x)
− 2Lt,x ln(2Lt,x)− 2Tt,x ln(2Tt,x)
and
I2({Tt,x, Lt,x, Gt,x}) = −
Nt−1,Nx−1∑
t,x=0
2Tt,x ln(〈↑ |G−1t,x+1ght,xGt,x| ↑〉)
+2Lt,x ln(〈+|G−1t+1,xgvt,xGt,x|+〉) .
The saddle point approximation is done on the group variables Gt,x and for the spins
variables Tt,x and Lt,x and not on the parameters ght,x and gvt,x or on the complex coupling
constants λt,x and τt,x.
The factor I2 is the action that was used in the previous chapter 5 and is the con-
tribution coming from the coherent state. Therefore, we already studied its the saddle
point approximation in details in chapter 5. We know that it is peaked on the geomet-
rical contribution given by the dihedral angles between the square of the discretization.
See equation (5.2.4). The remaining part that we need to study here is the contribution
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coming from the weight on the spin variables. This study was already partially done
in [172], where the geometrical meaning of the weight was understood. Considering a
triangulation of the sphere, it was shown that, at the saddle point, the weight relates the
spins to the coupling parameter in such a way that they encode the 2D inner angles of
the triangles. Recall that we have three dual links for a triangle, hence three couplings
parameters, corresponding to the tree angles of the triangle. At the saddle point the cou-
pling parameters were naturally scale invariant. Here, we want to consider at the same
time the contribution from the weight and from the coherent states. We will recover the
scale invariance property, but not the relation with in terms of angles.
Note however, that we do not really perform a saddle point approximation, but only
a stationary point. That is, we only consider real spins here, coming from the SU(2)
recoupling theory. Nothing, however, stops us from looking at the analytical continuation
of such an object. In that case, it was shown to lead to complex geometry [209] when con-
sidering the sphere. Here, we consider only real geometry, which is easier to understand.
The stationary point equations read
∂Lt,x(I1 + I2) = 0 =⇒ 2 ln(λt,x) = ln
(
(2Lt,x)
2
Jt,xJt+1,x
)
− 2 ln
(
〈+|G−1t+1,xgvt,xGt,x|+〉
)
,
and
∂Tt,x(I1 + I2) = 0 =⇒ 2 ln(τt,x) = ln
(
(2Tt,x)
2
Jt,xJt,x+1
)
− 2 ln
(
〈+|G−1t+1,xgvt,xGt,x|+〉
)
.
On shell of the saddle point equations for Gt,x, that is, given the relation (5.2.4), these
equations can be easily solved and return a relation between spins, dihedral angles and
coupling parameters
λ2t,x =
(2Lt,x)
2
Jt,xJt+1,x
e−i2ψ
L
t,x , (6.1.14)
τ 2t,x =
(2Tt,x)
2
Jt,xJt,x+1
e−i2ψ
T
t,x . (6.1.15)
From (6.1.14) and (6.1.15) we see that, on-shell and in the asymptotic limit, the
couplings are left unchanged under global rescaling of the spins. Since the spins are
related to the length of the discretization, we recover the interpretation that the saddle
point contribution is scale-invariant. That is, we can freely rescale all the spins, i.e. all
the lengths by the same global parameter without changing the value of the coupling
constants. Note that the phase of the coupling constants are related to the dihedral
angles between two neighbourhood squares of the discretization. That is, the coupling
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constants readily encode at the same time the information about the extrinsic curvature
and the scale of the torus. It is not possible however, to interpret the module of the
coupling constant at the saddle point as also being related to the angles of the square as
it was done in [172].
Note that we have also used the fact that the spins Tt,x determining the time intervals
are constant in space Tt,x = Tt and the spins Lt,x determining the space intervals are
constant in time Lt,x = Lx, as resulting from the closure constraints induced by the
saddle point equations in gt,x.
We must not forget that the couplings λt,x and τt,x are given a priori and that the
stationary point equations determine extremal spin configurations {Lx, Tt} in terms of
those couplings. A first important point is that such stationary point do not always
exist. Indeed, the existence of a solution to the stationary point equations requires the
couplings to satisfy some constraints. We will refer to couplings that fulfil those conditions
as critical couplings. The second important point is that, once a set of critical couplings
has been chosen and one solution for the spin configuration {Lx, Tt} has been identified,
then any arbitrary global rescaling of these spins still gives a solution to the stationary
point equations. This means that we actually a whole line of stationary points. This
induced scale invariance for critical couplings then leads to a divergence of the series
defining the coherent spin network wave-function. For non-critical couplings, there is no
finite real stationary points, we lose the scale-invariant line of stationary points in the
spins and the dominant contributions are given either by low spins or or by spins growing
to infinity, respectively corresponding to an absolutely convergent or totally divergent
series.
So let us start by highlighting necessary constraints satisfied by the critical couplings.
Since the phases of the couplings give the dihedral angles determined by the stationary
points in gt,x, the stationary point equations in the spins will give conditions on the
modulus of the couplings.
Let us focus on the stationary point equations involving Tt, Tt+1, Lx, Lx+1:
|λt,x| = 2Lx√
Jt,xJt+1,x
, |τt,x| = 2Tt√
Jt,xJt,x+1
,
|λt,x+1| = 2Lx+1√
Jt,xJt+1,x+1
, |τt+1,x| = 2Tt+1√
Jt+1,xJt+1,x+1
.
We can re-write these equations directly in terms of the ratios of L’s over T ’s:
|τt,x| = 1√
(1 + A)(1 + C)
, |τt+1,x| = 1√
(1 +B)(1 +D)
,
|λt,x| =
√
AB√
(1 + A)(1 +B)
, |λt,x+1| =
√
CD√
(1 + C)(1 +D)
,
with the notation:
A :=
Lx
Tt
, B :=
Lx
Tt+1
, C :=
Lx+1
Tt
, D :=
Lx+1
Tt+1
,
satisfying the relation AD = BC .
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These expressions directly imply that the couplings satisfy a polynomial equation:
1+|λt,x|2|λt,x+1|2+|τt,x|2|τt+1,x|2 = 2|λt,x||λt,x+1||τt,x||τt+1,x|+|λt,x|2+|λt,x+1|2+|τt,x|2+|τt+1,x|2 .
(6.1.16)
This looks similar to the equation for the zeroes of the 2D Ising model. In light of
the recently uncovered relation between the geometrical stationary point of coherent spin
networks on triangulations and the critical couplings of the 2D Ising model on dual graphs
[172, 209], it would probably be enlightening to investigate this similarity further and
understand if there is indeed a straightforward mapping between critical couplings of
coherent spin networks and 2D Ising model on the square lattice.
Then, once the couplings satisfy such a condition, it is possible to compute the spin
ratios A,B,C,D in terms of the couplings. Extending this from node to node and enforcing
the periodicity conditions of the twisted torus, we finally get a spin configuration solution
on the whole square lattice.
The rest of this chapter focuses on the explicit and exact computation for the amplitude
of the Ponzano-Regge model. In this context, it will be complicated to keep all the
couplings independent: we will again perform a Fourier Transform to compute the integral.
To do so, we require that the couplings parameters do not depend on the lattice position.
In the following we consider the homogeneous but anisotropic case where
τt,x = τ and λt,x = λ ∀(t, x) .
From the point of view of the continuum limit, this choice also makes sense. If the
couplings are kept depending on the lattice position, they will become field. Hence, they
cannot really be considered coupling anymore. However, this choice completely destroys
the interpretation of being the generating function of the coherent spin networks. Further
studies keeping the coupling arbitrary are left for the future.
6.2 Three-dimensional Quantum Gravity Amplitude with
Boundary
Now that we have a better understanding of the boundary state geometry at the
saddle point, it is time to look at the actual computation of the Ponzano-Regge amplitude.
Taking into account the necessary gauge-fixing of the model, the amplitude reads, making
the dependencies on λ and τ explicit
〈ZKPR|Ψ〉λ,τ =
1
pi
∫ 2pi
0
dϕ sin2(ϕ)
∫
C2
Nt−1,Nx−1∏
t,x=0
d4wt,x
pi2
e−Sλ,τ [{wt,x},ϕ] . (6.2.1)
with
Sλ,τ [{wt,x}, ϕ] =
∑
t,x
〈ωt,x|ωt,x〉−τ〈↑ |ωt,x+1〉〈ωt,x| ↑〉 − τ〈↑ |ωt,x+1][ωt,x| ↑〉
− λei ϕNt 〈+|ωt+1,x〉〈ωt,x|+〉 − λe−i
ϕ
Nt 〈+|ωt+1,x][ωt,x|+〉 .
(6.2.2)
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In the action, λ and τ are parameters, whereas they are the variables of the amplitude.
We begin this section with the computation of the Gaussian integral. Then, we look at
a particular case, allowing us to recover the result of the previous chapter in the right
limit. Finally, we exactly compute, for the first time, the amplitude of quantum gravity
with finite boundary on the torus. The computation are fairly technical, hence, most of
the section starts with a proposition containing the result.
6.2.1 Gaussian Integral and Interpretation
The first step of the computation is to perform the Gaussian integration on the spinors.
This can be done without any complication. To do so, we again consider a twisted Fourier
Transform. We denote the Fourier component by w˜ω,k, defined by
w˜aω,k =
1√
NtNx
Nt−1,Nx−1∑
t,x=0
wat,xe
i 2pi
Nx
ke
i
(
2pi
Nt
ω− 1
Nt
γk
)
, (6.2.3)
where a = 0, 1. As previously, we denote by ω the time modes, running from 0 to Nt − 1
and by k the spatial modes, running from 0 to Nx − 1. We recall that γ = 2piNγNx is the
discrete twist angle.
With this transformation, the action takes a simple form
Sλ,τ [{w˜ω,k}, ϕ] =
Nt−1,Nx−1∑
ω,k=0
〈w˜ω,k|Qω,k(ϕ)|w˜ω,k〉 (6.2.4)
where
Qω,k(ϕ) = I− τei
2pi
Nx
kσz − λei
(
ϕ
Nt
+ 2pi
Nt
ω− 1
Nt
γk
)
σx
.
For the sake of keeping the notations simple, we did not make the dependency of Qω,k on
the coupling constants λ and τ explicit.
In this form, the Gaussian integration is apparent and can be done exactly.
Proposition 6.2. The Gaussian integration over the spinors wt,x in equation (6.2.1) gives
〈ZKPR|Ψ〉λ,τ =
1
pi
∫ 2pi
0
dϕ sin2(ϕ)
Nt−1,Nx−1∏
ω,k=0
1
det(Qω,k(ϕ))
(6.2.5)
with
det(Qω,k(ϕ)) = 1+λ
2 + τ 2 − 2τ cos
(
2pi
Nx
k
)
− 2λ cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
+2λτ cos
(
2pi
Nx
k
)
cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
.
The proof is straightforward given the expression of the arguments of the exponential
in formula (6.2.4).
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In this chapter, we are computing the amplitude of the Ponzano-Regge model exactly
given the considered boundary conditions. Basically, we are computing the partition
function integrated on a specified class of boundary data. This is just a number that does
not, usually, give a lot of information. It is however possible to extract a lot from this
number if the partition function is written in a correct form, that is with a apparent pole
structure. We want to look at the poles of the amplitude as if they were the dispersion
relation of the theory, therefore characterizing the theory we are working on. This is
the whole point of this chapter, to compute the Ponzano-Regge amplitude, which is by
definition finite, in such a form that it has apparent poles.
Now working from the expression of the Ponzano-Regge amplitude as a trigonometric
integral, the next step is to identify the poles in ϕ and calculate their residue in order
to compute this integral as a contour integral in the complex plane. The class angle ϕ
encodes the holonomy along the non-contractible cycle of the solid torus and describes
the curvature of the geometry. Poles in ϕ, corresponding to zeros of the determinants,
det(Qω,k(ϕ)) = 0, can be loosely thought as resonances in the connection.
From the perspective of standard (free) quantum field theory, zeroes of the determi-
nants det[Qω,k(ϕ)] = 0 would correspond to the classical dispersion relation between the
frequency ω and the momentum k. Here, not only this relation depends on the curvature
angle ϕ, but we further have to integrate over that angle. Before computing that integral,
it is nevertheless enlightening to investigate the physical meaning of those ϕ-dependant
dispersion relations. Let us start with the case of a trivial connection in the solid torus,
ϕ = 0. In that case, the determinant simply reads
det(Qω,k) = 1 + λ
2 + τ 2−2τ cos
(
2pi
Nx
k
)
− 2λ cos
(
2pi
Nt
ω − 1
Nt
γk
)
+2λτ cos
(
2pi
Nx
k
)
cos
(
2pi
Nt
ω − 1
Nt
γk
)
.
In the spirit of viewing the zeroth of the determinant as the dispersion relation, we
first look at the zeroth mode configuration (ω, k) = (0, 0), returning the square mass term.
Here we have
M20 = 1 + λ
2 + τ 2 − 2τ − 2λ+ 2λτ = (1− τ − λ)2 . (6.2.6)
Once we have the mass term, we can easily rewrite the determinant such that the mass
term is explicit
det(Qω,k) = M
2
0 +τ
(
2− 2 cos
(
2pi
Nx
k
))
+ λ
(
2− 2 cos
(
2pi
Nt
ω − 1
Nt
γk
))
−2λτ
(
2− 2 cos
(
2pi
Nx
k
)
cos
(
2pi
Nt
ω − 1
Nt
γk
))
We recognize here the discrete Laplacians ∆k and ∆ω in the spatial and time direction
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respectively
∆k = 2− 2 cos
(
2pi
Nx
k
)
,
∆ω = 2− 2 cos
(
2pi
Nt
ω − 1
Nt
γk
)
.
Note that the Laplacian in the time direction is twisted with a term γk. This is completely
natural due to the Fourier Transform we are considering because of the periodic conditions
of the lattice. Besides the mass term, we also recognize a coupling term between the
Laplacian making the dispersion relation non trivial.
Let us remember that the critical coupling equation was simply |τ | + |λ| = 1. This
means that the case of real positive critical couplings1, λ+τ = 1 with λ, τ ≥ 0, corresponds
to a vanishing mass M0 = 0 for the boundary modes propagating on the background
defined by a bulk curvature ϕ = 0. This remarkable fact extends in the complex plane
to possible phases between τ and λ. Indeed, looking at the (complex) mass term for an
arbitrary class angle ϕ, we get:
M2ϕ = det[Qω,k(ϕ)]
∣∣∣
ω=k=0
=
(
1− τ − λei ϕNt )(1− τ − λe−i ϕNt ) . (6.2.7)
Thus any critical couplings with τ ∈ R satisfy τ + |λ| = 1 and thus correspond to a
vanishing mass for some value of the angle ϕ depending on the relative phase of τ and
λ. This provides a neat interpretation of criticality of the boundary state as massless
0-modes on the boundary leading to a divergence of the partition function.
To do the actual computation, it is easier to rewrite the determinant in a semi-factorize
form
det(Qω,k(ϕ)) = (τ
2+λ2−1)+
(
−2 + 2τ cos
(
2pi
Nx
k
))(
−1 + λ cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
))
.
(6.2.8)
In the previous expression, we have factorized as much as possible the contribution of the
spatial direction, coming with the parameters τ and of the temporal direction, coming
with the parameters λ.
From this expression we see that a really peculiar condition arises. Consider the sub-
space of the parameters λ and τ defined by the condition
τ 2 + λ2 = 1 .
The question of how, and if, this condition is related to the mass term remains a mystery.
It is clear that they coincide in the limit where one of the parameters is 1 whereas the
other one is 0, but in general this is not the case. The point is that this condition
1 Real critical couplings naturally occur in the asymptotic limit, as Nx, Nt grows to ∞, since the
dihedral angles between the faces of the cylinder go to 0 in this continuum limit.
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completely decouples the temporal and spatial direction on the torus, in the sense that
they factorized. Indeed, under this condition, the determinant clearly becomes
det(Qω,k(ϕ)) =
(
−2 + τ cos
(
2pi
Nx
k
))(
−1 + λ cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
))
. (6.2.9)
The condition τ 2 +λ2 = 1 effectively decouples the spatial modes from the (twisted) tem-
poral modes. Although this happens in momentum space and not directly in coordinate
space on the original lattice, we can consider it as similar to the zero-spin recoupling
channel for boundary spin network states at fixed spins considered in [78]. Indeed it plays
the same role of decoupling the spatial and temporal structures of the boundary state,
trivializing in some sense the role of the number of time slices Nt and thereby allow-
ing allowing to focus solely on the effect of the twisted periodic conditions and how the
Ponzano-Regge amplitude depends on the twisted angle γ.
It is crucial to stress that this decoupling condition is not related to the criticality
condition |τ | + |λ| = 1. In fact, criticality corresponds to extremal couplings satisfying
τ 2 + λ2 = 1. For instance, considering real couplings τ, λ ∈ [0, 1] satisfying τ 2 = 1 − λ2,
critical couplings are λ = 0 and λ = 1. Thus, assuming τ 2 +λ2 = 1 for complex couplings
does not restrict to specific behaviour of the partition functions and allow to study the
transition from a convergent boundary state to the critical regime. We will actually show
that we recover in that critical regime the asymptotic BMS character formula for the 3D
quantum gravity path integral.
We also discuss in the following the general calculation of the Ponzano-Regge ampli-
tude when τ 2 + λ2 6= 1. Evaluating the partition function as a contour integral over the
class angle ϕ in the complex plane, the poles and residues are not regularly spaced as
in the decoupled case, but we can still write it as a finite sum over poles, which can be
interpreted as a regularized and deformed BMS character.
In order to compute the Ponzano-Regge amplitude, we will use the same lemma 6.3
as in the previous section. We recall it
Lemma 6.3. Consider two integers N and M and denote the greatest common divisor
(GCD) between N and M by K. Define then two integers n and m such that
N = K n and M = Km .
The following relation holds for all x and a complex numbers
N−1∏
k=0
(
2a+ 2 cos
(
2piM
N
k + x
))
=
(
2
(
Tn(a)− (−1)n cos(nx)
))K
where Tn is the n-Chebyshev polynomial of the first kind.
Using the explicit expression of the Chebyshev polynomial in terms of the analytic
continuation of hyperbolic functions makes the notations simpler. That is, we denote
Tn(x) = cosh(nXx) with Xx = arccosh(x) .
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We recall that under a parity transformation, the Chebyshev polynomial transforms fol-
lowing
Tn(−x) = (−1)nTn(x) .
As usual we denote by K the GCD between Nx and Nγ. We also introduce nx and nγ
such that
Nx = Knx and Nγ = Knγ .
6.2.2 Ponzano-Regge determinant and multi-variate Chebytchev
polynomial
Before going deeper into the interpretation of the determinant formula and the com-
putation, we are making a brief remark. The formula of the determinant has a nice
expression in terms of trace of SU(2) elements, allowing a possible link with multi-variate
Chebytchev polynomials. We consider pairs of SU(2) element hτk and hλω,k defined by
hτk = cos
(
2pi
Nx
k
)
I+ iσz sin
(
2pi
Nx
k
)
= ei
2pi
Nx
kσz
hλω,k = cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
I+ iσx sin
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
= e
i ϕ
Nt
+ 2pi
Nt
ω− 1
Nt
γkσx .
The trace of hτk, hλω,k and hτkhλω,k is
Tr(hτk) = 2 cos
(
2pi
Nx
k
)
,
Tr(hλω,k) = 2 cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
,
Tr(hτkh
λ
ω,k) = 2 cos
(
2pi
Nx
k
)
cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
.
In terms of the traces, the determinant is
det(Qω,k(ϕ)) = 1 + λ
2 + τ 2 − 2τTr(hτk)− 2λTr(hλω,k) + 2λτTr(hτkhλω,k) . (6.2.10)
Using this expression of the determinant, we can easily look for a generalization of
our boundary state. Instead of considering a rectangular lattice, we can consider a tilted
lattice. Let’s introduce the spinor |θ〉 associated to the vector ~uθ = (cos(θ), 0, sin(θ)). The
case θ = 0 corresponds to the rectangular case we have been working on in this thesis.
Replacing |+〉 by |θ〉 corresponds to replacing hλω,k by
hλω,k(θ) = cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
I+ iσθ sin
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)
.
where σθ = ~σ.~uθ.
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With these notations, it is possible to relate our determinant to a generalization of
the Chebyshev polynomial to multi-variate polynomial.
Indeed, the generating function of the Chebyshev polynomial of the second kind Un is
F(u, v) =
∞∑
n=0
Un(u)v
n =
1
1− 2vu+ v2 . (6.2.11)
Consider now the case where either λ or τ is equal to 0. Say λ = 0. The determinant
becomes
det(Qω,k(ϕ))|λ=0 = 1− 2τTr(hτk) + τ 2 , (6.2.12)
which is clearly related to the generating function F at u = Tr(hτk) and v = τ
F(Tr(hτk), τ) =
1
det(Qω,k(ϕ))|λ=0 (6.2.13)
and the same holds for τ = 0 and any λ.
It seems therefore appealing to define 2-variate Chebytchev polynomials by defining
their generating function to be equal to the inverse of formula (6.2.10). In the same way,
n-variate Chebytchev polynomial can be defined. We leave the study of such polynomial
to future work.
6.2.3 Free Ponzano-Regge amplitude: pole and exact formula
Proposition 6.4. The sub-space span by the constraint
λ2 + τ 2 = 1 (6.2.14)
is the sub-space where the spatial and temporal directions are decoupled and the dispersion
relation, given by
ϕ±k = γk ± iNtXλ−1 , γ =
2piNγ
Nx
(6.2.15)
is linear in k.
The mode expansion of the Ponzano-Regge model reads
Zλ2+τ2=1 = 〈ZKPR|Ψ〉λ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
)
 nx
sh(NtX 1
λ
)
nx−1∏
k=1
1
2(ch(NtX 1
λ
)− cos(γk + iNtX 1
λ
))
K
LK−1
chK(nxNtX 1λ )
shK(nxNtX 1
λ
)
 ,
where K = GCD(Nx, Nγ) and nx = NxK . Ln is the Legendre polynomial of degree n.
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Note that the critical condition τ = 0, λ = 1 is pathologic. On top of the divergence
of the amplitude, the argument of the Legendre polynomial becomes infinite and as such
the previous formula does not capture all the poles of the amplitude. This case will be
studied in the next section and related to the previous results and the BMS character.
In spirit, this subspace of trivial dispersion relation should correspond to the J = 0-
intertwiner in the s-channel introduced in chapter 4. Recall that with such a choice, the
intertwiner completely decoupled the links in the vertical and in the horizontal direction,
hence corresponding to this particular sub-space.
Under the constraint (6.2.14), the Ponzano-Regge amplitude becomes
Zλ2+τ2=1 =
1
pi
∫ 2pi
0
dϕ sin2(ϕ)
Nt−1,Nx−1∏
ω,k=0
1(
− 2 + 2τ cos
(
2pi
Nx
k
))(
− 1 + λ cos
(
ϕ
Nt
+ 2pi
Nt
ω − 1
Nt
γk
)) .
The product over the Fourier modes can easily be computed using the proposition 6.3.
The product over −2 + 2τ cos
(
2pi
Nx
k
)
gives
Nt−1,Nx−1∏
ω,k=0
(
−2+2τ cos
(
2pi
Nx
k
))
= 2NtτNxNt
(
ch(NxX 1
τ
)− 1
)Nt
= 22NtτNxNtsh2Nt
(
1
2
NxX 1
τ
)
.
For the product over −1+λ cos
(
ϕ
Nt
+ 2pi
Nt
ω − 1
Nt
γk
)
, the product over the temporal modes
returns
Nt−1∏
ω=0
(
− 1 + λ cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
))
=
λNt
2Nt
(
2
(
ch(NtX 1
λ
)− cos (ϕ− γk)
))
.
Combining these two results, the Ponzano-Regge amplitude is then
Zλ2+τ2=1 =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
) 1
pi
∫ 2pi
0
dϕ sin2(ϕ)
Nx−1∏
k=0
1
2(ch(NtX 1
λ
)− cos(ϕ− γk)) .
(6.2.16)
As expected, we end up with an expression that does not explicitly depend on the temporal
modes. The remaining product can also be dealt with in the same way using proposition
6.3. Recall however that we are interested in getting a mode expansion of the amplitude
relating the spatial model and the continuous parameter ϕ. Note that the same argument
is not true for the temporal mode. Indeed, it is immediate to see from the initial amplitude
that the temporal modes ω only contribute with a translation of 2pi to the poles. Hence,
they do not matter as previously claimed.
Instead, we will compute the integral over ϕ using the residue theorem. For the residue
theorem to be easily applied, we will restrict the computation to the case where K = 1,
since all the poles are then simple. For general K, the poles will be of order K, and find-
ing a general expression with the residue theorem, if possible, is much harder. However,
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once the computation for K = 1 is found, we will compare it with the computation of the
amplitude using the usual proposition 6.3. This will allow us to recover the exact pole
structure of the any K case up to a particular limit for the coupling parameters. This
case will be discussed in more details in the next section.
We start with the case K = 1 and the residue computation. Note that the condition
K = 1 is, as always, the one corresponding to the irrational angles in the continuum, like
in chapter 2 under the double scaling limit
Nx →∞ , Nγ →∞ with 2piNγ
Nx
→ γ ∈ [0, 2pi] . (6.2.17)
It is the exact same condition forK that already appear in the computation of the previous
chapter, and for the quantum Regge calculus approach. Here, we will see that we can go
beyond this case without loosing the convergence of the amplitude.
The residue theorem is easily applied since the poles are apparent from equation
(6.2.16). They number to 2Nx, at the positions
ϕ±k = γk ± iNtX 1λ . (6.2.18)
Assuming K > 1, it is immediate to see that
ϕ±k = ϕ
±
k+nx
∀ k , (6.2.19)
and the poles will not be simple anymore, but of order K. It is interesting to note that
this feature is due to the sub-space of the coupling constant we are considering and hence
it will not be necessary to restrict the residue theorem to the sole case K = 1 in the
general case. Indeed, the non triviality of the dispersion relation will imply that the poles
are not linear in k anymore, and therefore that they are always distinct. Note that the
case λ = 1 is again peculiar. Indeed, in that case, we have X1 = 0 and the poles are thus
real and are not simple anymore but of order two. Moreover, in that case, the spatial
mode k = 0 is also not present due to the sine square in the integral that will cancel it.
It corresponds to the vanishing winding number of the previous chapter.
To compute the integral by residue, we introduce the complex variable z defined by
z = eiϕ , dz = izdϕ .
Under this change of variable, the integration contour becomes the whole U(1). In the
complex variable the poles are2
z±k = e
iγke
±NtX 1
λ ,
and we are only interested in the poles whose norms are smaller than 1 (since the inte-
gration contour is U(1)).
Under the condition that we consider the principal value for the inverse cosine hyper-
bolic function, the following inequalities hold for all k
|z+k | ≥ 1 and |z−k | ≤ 1 , (6.2.20)
2Sadly, with these notations, z+k (resp. z
−
k ) corresponds to ϕ
−
k (resp. ϕ
+
k ).
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and the inequalities can only saturate if and only if |λ| ≤ 1. The values for λ that saturate
the inequalities are particular points where the analytic continuation of the generating
function we consider is not defined anymore. Thus, we will exclude all those configuration
in the rest of this chapter.
To compute the integral by residue, we rewrite the amplitude in terms of the complex
variables. It takes the factorized form
ZK=1λ2+τ2=1 =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
) 1
pi
∫
U(1)
dz
i
−1
4
(z2 − 1)2
z2
zNx−1
Nx−1∏
k=0
−eiγk
(z − z+k )(z − z−k )
.
(6.2.21)
Due to the integration contour, only the poles z−k matter for the integration since the
norms of the z+l are all bigger than one. If Nx > 2, z = 0 is not a pole. We will assume
Nx > 2 in the following. Applying the residue theorem to the integral leads to
ZK=1λ2+τ2=1 =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
)2
Nx−1∑
n=0
−1
4
((z−n )
2 − 1)2
(z−n )2
(z−n )
Nx−1 −eiγn
z−n − z+n
Nx−1∏
k=0
k 6=n
−eiγk
(z−n − z+k )(z−n − z−k )
,
where we used the well-known expression of the residue for simple poles Res(f, c) =
limit
z→c
(z − c)f(z) with c a simple pole of the function f .
We are now ready to go back to our geometrical variable ϕ. The amplitude reads in
the geometrical variable
ZK=1λ2+τ2=1 =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
) 1
sh(NtX 1
λ
)
Nx−1∑
n=0
sin2 (γn+ iNtXλ)
Nx−1∏
k=1
1
2(ch(NtX 1
λ
)− cos(γk + iNtX 1
λ
))
.
(6.2.22)
Note that we used the periodicity condition of the cosine function to absorb the depen-
dency of n from the argument of the product. Again, this is only possible because the
dispersion relation is trivial, i.e. linear. Hence, this will not apply to the generalized case.
This formula should be familiar. It is indeed really similar to the one obtained in the
previous chapter (5.2.67). However, we see that there is a natural shift in the complex
plane in the cosine. Hence, if K is not one, the previous formula does not give rise to a
divergence. In that sense, it regularized the equation obtain (5.2.67).
We can go one step further and explicitly compute the sum over n which return a
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factor Nx/2.3 After doing this sum, the amplitude is simply
ZK=1λ2+τ2=1 =
2Nt(Nx−2)−1
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
) Nx
sh(NtX 1
λ
)
Nx−1∏
k=1
1
2(ch(NtX 1
λ
)− cos(γk + iNtX 1
λ
))
.
(6.2.23)
Next section is dedicated to the study of (6.2.22) and (6.2.23) in the spirit of its
comparison with the computation done in the previous chapter.
The expression of the amplitude is in accordance with the geometrical interpretation
of having decoupled spatial and temporal direction. Indeed, the amplitude can be seen
coming from Nt circle carrying the coupling τ and one closed loop carrying the coupling
λ. Note that even though the directions are decoupled, each part of the amplitude still
knows about the other direction of discretization. Indeed, looking at the amplitude, both
couplings always comes with the weight Nt or Nx. As expected, τ comes with Nx since
each circle is in fact constitute of Nx links, each one carrying the coupling τ . The same
happens for λ. If we define the amplitude of a circle construct from Nx links each one
carrying τ by
Zτ,Nxcircle =
2Nx−2
τNx
1
sh2
(
1
2
NxX 1
τ
) (6.2.24)
and the amplitude coming from one closed loop construct from Nx times Nt links carrying
λ by
Zλ,Nt,Nxclosed−loop =
Nx
2λNtNxsh(NtX 1
λ
)
Nx−1∏
k=1
1
2(ch(NtX 1
λ
)− cos(γk + iNtX 1
λ
))
(6.2.25)
With these notations, ZK=1λ2+τ2=1 becomes simply
ZK=1λ2+τ2=1 =
(
Zτ,Nxcircle
)Nt × Zλ,Nt,Nxclosed−loop . (6.2.26)
These notations will come in handy to understand the geometrical picture of the any K
case. This viewpoint on the amplitude is really similar to the graphical decomposition
of the amplitude provided in figure 4.8 for the J = 0 s-channel intertwiner in the case
K = 1. We will see next that this viewpoint can even be extended to the any K case.
To obtain the mode decomposition for the any K case, it is needed to compute the
amplitude using proposition 6.3 until the end. The product over the spatial and temporal
modes previously computed return, making the dependency on K explicit∏
ω,k
(
−2+2τ cos
(
2pi
Nx
k
))
= 2NtτNxNt
(
ch(NxX 1
τ
)− 1
)Nt
= 22NtτNxNtsh2Nt
(
1
2
NxX 1
τ
)
.
3This result holds only if Nγ 6= Nx/2 In that case, the sine does not depend on n explicitly, and the
sum returns −Nxsh2(NtXλ).
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and∏
ω,k
(
− 1 + λ cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
))
=
λNtNx
2NtNx
(
2
(
ch(NtnxX 1
λ
)− cos (nxϕ)
))K
.
The amplitude is then
Zλ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
) 1
pi
∫ 2pi
0
dϕ sin2(ϕ)
(
1
ch(NtX 1
λ
)− cos(ϕ− γk)
)K
.
The integral can then be exactly computed expanding the fraction into an infinite
sum. We get∫ 2pi
0
dϕ sin2(ϕ)
1
(ch(nxNtXλ)− cos(nxϕ))K =
∞∑
n=0
(−1)n
(
K + n− 1
n
)
1
chK+n(nxNtXλ)
∫ 2pi
0
dϕ sin2(ϕ) cosn(nxϕ) .
This is a well-defined operation for nx and Nt big enough for the hyperbolic cosine to be
bigger than one if λ 6= 1. The latest being a case that we ignore for now.
The integral over the cosine and sine can then easily be done. To do so, we write the
trigonometric functions in their exponential counterparts. We have∫ 2pi
0
dϕ sin2(ϕ) cosn(nxϕ) =
∫ 2pi
0
dϕ
−1
4
(e2iϕ + e−2iϕ − 2)
n∑
k=0
(
n
k
)
ei(n−2k)nxϕ
Assuming nx > 2, the computation of the integral is immediate and only the terms 2k = n
contribute. We find, substituting n by 2n∫ 2pi
0
dϕ sin2(ϕ) cos2n(nxϕ) =
pi
22n
(
2n
n
)
∫ 2pi
0
dϕ sin2(ϕ) cos2n+1(nxϕ) = 0
Putting everything together, the Ponzano-Regge amplitude reads
Zλ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
)
chK(nxNtXλ)
∞∑
n=0
(K + 2n− 1)!
(n!)2(K − 1)!
1
22nTNtnx(λ
−1)2n
The sum happens to be exactly computable and returns the hypergeometric function
2F1
(
K
2
, K+1
2
; 1; 1
TNtnx (λ
−1)2
)
Zλ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
)
chK(nxNtXλ)
2F1(
K
2
,
K − 1
2
; 1;
1
ch2(nxNtXλ)
)
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which in turn can be expressed with the help of the Legendre polynomials
Zλ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
) 1
shK(nxNtX 1
λ
)
LK−1
chK(nxNtX 1λ )
shK(nxNtX 1
λ
)

(6.2.27)
where LK−1 is the Legendre polynomial of order K − 1. We can now compare this
expression for K = 1 with (6.2.23) to get the relation
sh(NtX 1
λ
)
sh(NxNtX 1
λ
)
= Nx
Nx−1∏
k=1
1
2(ch(NtX 1
λ
)− cos(γk + iNtX 1
λ
))
. (6.2.28)
This formula can be directly proven using the relation between the Chebytchev polynomial
of the first kind and the analytic continuation of the SU(2) character function for complex
class angle.
The key point is that this relation is true for any Nx ∈ N. In particular, it is then
true for nx = NxK . We can therefore express the factor
1
shK(nxNtXλ)
from formula (6.2.27)
in terms of a mode decomposition. This implies that the amplitude in the any K case
can be written in the form
Zλ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxX 1
τ
)
 nx
sh(NtX 1
λ
)
nx−1∏
k=1
1
2(ch(NtX 1
λ
)− cos(γk + iNtX 1
λ
))
K LK−1
chK(nxNtX 1λ )
shK(nxNtX 1
λ
)
 .
This formula is a straightforward, simplistic even, generalization of the K = 1 case, up
to the Legendre polynomial renormalization. The key point here is that, in general, the
Legendre polynomial is just a non-vanishing complex number. It does not cause any
divergence to the amplitude, and thus does not provide us with any poles. Excluding
the particular case λ = 1, where the argument of the Legendre polynomial diverges, the
previous formula is the mode decomposition for the amplitude for the any K case. When
λ = 1, the mode decomposition is not complete and we will discuss this case in more
details later on this chapter.
The role of K = GCD(Nγ, Nx) is crucial in considering the flow under refinement of
boundary lattice and the continuum limit. As underlined previously, the case K = 1
corresponds to an irrational twist angle while the case K →∞ corresponds to a rational
twist angle. More precisely, the twist angle is defined in the discrete setting from the shift
as γ = 2piNγ/Nx. Then we consider the two cases, at fixed number of time slices Nt:
• the limit towards γ /∈ 2piQ:
We construct a sequence of pairs of coprime integers (N (p)γ , N (p)x )p∈N such that the
limit of the ratios 2piN (p)γ /N (p)x converge towards γ when p goes to infinity. Then
we define the Ponzano-Regge amplitude for a twisted torus with irrational twist as
the limit of the partition function Zλ2+τ2=1 for the square lattice with N
(p)
x spatial
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nodes and a gluing shift N (p)γ . Since their two numbers are coprime by definition,
their GCD is always 1, so the partition function is always given by ZK=1λ2+τ2=1 and
does not depend on the twist angle γ at the end of the day:
ZK=1λ2+τ2=1 =
2Nt(Nx−2)−1
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ−1
) 1
sh(NxNtXλ−1)
= A zPR ,
where we have distinguished the pre-factor A from a reduced Ponzano-Regge am-
plitude zPR, with the following asymptotics as Nx is sent to infinity:
A = 2
Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ−1
) ∼
Nx→∞
1
22Nt
[
2
(1 + λ)λ
]NxNt
, (6.2.29)
zPR =
1
2 sh(NxNtXλ−1)
∼
Nx→∞
1
2
[
1 + τ
λ
]NxNt
. (6.2.30)
• the limit towards γ ∈ 2piQ:
We choose the fundamental representation of the twist angle as a fraction γ =
2pinγ/nx with nγ and nx coprime. Then the infinite refinement limit is taken by
considering the sequence of lattices with (Nγ, Nx) = (Knγ, Knx) as the integer K
grows to infinity. The partition function is given by ZKλ2+τ2=1 where we factorize out
the same pre-factor A as in the previous case:
ZKλ2+τ2=1 =
2Nt(Nx−2)−K
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ−1
)
shK(nxNtXλ−1)
LK−1
(
ch(nxNtXλ−1)
sh(nxNtXλ−1)
)
(6.2.31)
= AzPRK .
The reduced Ponzano-Regge amplitude now has a different behaviour as K is sent
to infinity while keeping nx fixed and finite:
zPRK =
[
1
2 sh(nxNtXλ−1)
]K
LK−1
(
ch(nxNtXλ−1)
sh(nxNtXλ−1)
)
(6.2.32)
∼
K→∞
1√
piK
ch
(
nxNtXλ−1
2
) [
1
2 shnxNtXλ−1
2
]2K
.
We see that this reduced Ponzano-Regge amplitude has a different scaling than the
irrational case with K = 1. The power K is natural from a geometric perspec-
tive: the vertical lines on the twisted torus form K large loops (of length nxNt) as
illustrated in figure 6.1.
6.2.4 General Residue Formula for the Ponzano-Regge Amplitude
In this section, we focus on computing the Ponzano-Regge amplitude in the most
general case, without assuming the condition λ2 + τ 2 = 1 decoupling the temporal and
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Figure 6.1: Vertical lines of the lattice for Nγ = 2, Nx = 6 and any Nt. There is K = 2
large loops on the twisted torus, represented in red and blue
spatial modes. The computation is again done using the residue theorem, that allows us
to obtain the mode expansion of the amplitude. The starting point is equation (6.2.5),
〈ZKPR|Ψ〉λ,τ =
1
pi
∫ 2pi
0
dϕ sin2(ϕ)
∏
ω,k
1
det
(
Qω,k(ϕ)
)
where we recall that the mode determinants are
det
(
Qω,k(ϕ)
)
= (τ 2 + λ2 − 1) +
[
2− 2τ cos
(
2pi
Nx
k
)][
1− λ cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)]
.
(6.2.33)
We assume that λ2 + τ 2 6= 1, so that the determinants are not straightforwardly factoriz-
able. We can nevertheless write them as:
det
[
Qω,k(ϕ)
]
=
τλ
2
[
2τ−1 − 2 cos
(
2pi
Nx
k
)][
2Ck − 2 cos
(
ϕ
Nt
+
2pi
Nt
ω − 1
Nt
γk
)]
.
(6.2.34)
where the coefficients Ck are (to keep the notation a bit lighter, we keep the dependency
on λ and τ implicit)
Ck = λ
−1
1 + τ 2 + λ2 − 1
2− 2τ cos
(
2pi
Nx
k
)
 . (6.2.35)
In the decoupled case when assuming τ 2 +λ2 = 1, the second term of those coefficients
drop out and the Ck become all equal to λ−1. Now, in the general case with τ 2 + λ2 6= 1,
the coefficients Ck remain all different. We can nevertheless still perform the products
and get the pole decomposition in the class angle ϕ. The product over spatial modes
remains unchanged,∏
ω,k
[
2τ−1 − 2 cos
(
2pi
Nx
k
)]
= 2Nt
[
ch(nxXτ−1)−1
]Nt
= 22Ntsh2Nt
(
1
2
nxXτ−1
)
. (6.2.36)
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The product over the temporal modes is slightly modified,∏
ω,k
[
2Ck − 2 cos
(
ϕ+ 2piω − γk
Nt
)]
=
∏
k
2
[
ch(NtXCk)− cos (ϕ− γk)
]
. (6.2.37)
The full Ponzano-Regge amplitude thus reads as a trigonometric integral,
〈ZKPR|Ψ〉λ,τ =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
) 1
pi
∫ 2pi
0
dϕ sin2(ϕ)
Nx−1∏
k=0
1
2
[
ch(NtXCk)− cos (ϕ− γk)
] .
(6.2.38)
The poles can be directly read from this expression:
ϕ±k = γk ∓ iNtXCk . (6.2.39)
As illustrated in figure 6.2, these are not linear anymore as in the decoupled case with
τ 2+λ2 = 1. Moreover the dependency on k through the coefficients Ck lifts the degeneracy
of the poles due to the GCD K. Now, whatever the GCD between the shift Nγ and the
number of spatial nodes Nx, the poles in ϕ remain simple and there is no degeneracy.
This allows for a direct evaluation of the integral by residue, summarized in the following
proposition.
Proposition 6.5. The Ponzano-Regge partition function on the twisted solid torus for
a coherent spin network boundary state on the square lattice, with couplings satisfying
λ2 + τ 2 6= 1, can be written as a finite sum with a clear pole structure in the twist angle γ:
〈ZKPR|Ψ〉λ,τ =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ−1
) Nx−1∑
n=0
sin2
(
γn+ iNtXCk
)
sh(NtXCn)
Nx−1∏
k=0
k 6=n
1
2
[
ch(NtXCk)− cos(γ(n− k) + iNtXCn
] . (6.2.40)
Proof. To compute the integral by residue, we perform the change of variable z = eiϕ as
before. The poles in the complex plane are then z±k = e
iγke±NtXCk , with
eXCk = Ck +
√
C2k − 1 . (6.2.41)
The factorized form of the amplitude is exactly the same as before and the integration
over the unit circle U(1) gets contributions only from the poles z−k whose norm is lesser
than 1:
〈ZKPR|Ψ〉λ,τ =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
) 1
pi
∫
U(1)
dz
i
−1
4
(z2 − 1)2
z2
zNx−1
Nx−1∏
k=0
−eiγk
(z − z+k )(z − z−k )
=
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
)2Nx−1∑
n=0
−1
4
((z−n )
2 − 1)2
(z−n )2
−eiγn
z−n − z+n
Nx−1∏
k=0
k 6=n
−z−n eiγk
(z−n − z+k )(z−n − z−k )
,
which gives the announced result.
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Figure 6.2: Plot of the poles in the complex planes, z±k = e
iγke±NtXCk , for a square lattice
on the twisted torus determined by the numbers of nodes Nt = 1 and Nx = 111, for, in
order Nγ = 1 and critical couplings (λ, τ) = (0.6, 0.4), Nγ = 11 and critical couplings
(λ, τ) = (0.6, 0.4), Nγ = 1 and non-critical couplings (λ, τ) = (1.6, 0.4), Nγ = 11 and
non-critical couplings (λ, τ) = (1.6, 0.4). The red dots represent z+k while the blue ones
z−k . They are related by inversion with respect to the unit circle (in black), since they
have inverse modulus for equal phases. For critical couplings, on the top plots, z = 1 is
a pole, which leads to a divergent integral, while there is no pole on the unit circle for
non-critical couplings as shown on the bottom plots.
We do not know how to re-sum over the pole label n due to non-linearity of the poles
in the complex plane, but the expression (6.2.40) has a clear physical interpretation as an
expansion over the poles in the twist angle γ of the Ponzano-Regge partition function. This
allows a clear comparison with other formulas for the partition function of 3D quantum
gravity, such as the BMS character formula which we discuss below in the next section.
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6.2.5 The Continuum Limit: Recovering the BMS character from
the Ponzano-Regge model
We would like to compare the continuum limit of our Ponzano-Regge partition function
formulas with the computation of the partition function of asymptotic flat 3D gravity for
a solid twisted torus as a BMS character as derived in [52]:
Zasympt3D flat gravity[γ] = χBMS[γ] , with χ
BMS[γ] = eS0
∞∏
k=2
1
2− 2 cos(γk) , (6.2.42)
where the character χBMS of the Bondi-Metzner-Sachs (BMS) group in the “vaccuum”
representation is evaluated on a super-rotation of (Poincaré) angle γ. Here, S0 is the
on-shell action. For a real twist angle γ ∈ R, the infinite product above is just a formal
definition. It actually has poles at every rational twist angle, γ ∈ 2piQ. The BMS
character is in fact well-defined on the upper complex plane, and can be identified as the
Dedekind η-function up to a factor.
This formula was also re-derived as an asymptotic limit of Regge calculus for dis-
cretized 3D gravity in [76]. It was further recovered as leading order of a WKB approxi-
mation of the Ponzano-Regge model with LS spin network boundary states in [78]. These
LS spin networks consist in coherent intertwiners with fixed spins and allowed the study
of the Ponzano-Regge amplitude by a saddle point approximation in the large spin regime
(i.e. large edge lengths), which gives:
Z1-loop PR = eiS0
Nx−1∑
n=1
An 4 sin
2 γn
2
 Nx−12∏
k=1
1
2− 2 cos(γk) . (6.2.43)
We refer to this leading order behaviour of the Ponzano-Regge amplitude as 1-loop by
similarity with quantum field theory calculations. The twist angle γ is defined from the
discrete shift as 2piNγ/Nx. The integer n labels the saddle point and describes geomet-
rically the winding number of the embedding of the boundary 2-torus (in the spatial
direction). The coefficient An is a rather complicated pre-factor which depends on the
winding number but is independent from the twist parameter. There are two main dif-
ferences with the original BMS formula derived in [52]:
• There is a sum over winding numbers n for the spatial geometry of the torus. This
is a non-perturbative effect.
• The product over modes start at k = 1 instead of k = 2. As explained in [48], this
corresponds to a massive mode, i.e. working with a massive BMS representation4.
This is also a non-perturbative effect.
4 The massive BMS representation with mass M > 0 and spin J is constructed as the induced
representation based on the co-adjoint orbit of constant supermomentum P = M − c/24, where c is the
BMS central charge. It represents a BMS particle with rest mass M > 0. Its character evaluated on a
group element (f, v) ∈ BMS3 = Diff+(S1) n Vect(S1), with the superrotation f and supertranslation v
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It is nevertheless possible to recover the BMS character formula as a truncation of
Z1-loop PR in the asymptotic limit Nx →∞. In fact, the factor sin2 γn/2 for each winding
number n kills a factor in the product determinant, leading to
Z1-loop PR =
Nx−1∑
n=1
An
Nx−1
2∏
k=1
k 6=n
1
2− 2 cos(γk) . (6.2.44)
If we truncate the sum to a trivial winding number n = 1, which is the only allowed
embedding of the “spacetime” cylinder in Euclidean 3D space, then this leads back as
wanted to a finite version of the character for the vaccuum representation of the BMS
group, which can be considered as the massless limit case of the massive representation
(see [50, 48, 51] for the classification of the BMS co-adjoint orbits and their corresponding
induced representation). We can then take the asymptotic limit Nx →∞ corresponding
to a torus whose radius grows to infinity. The difficulty in making sense of this limit is
that, in the Ponzano-Regge context, we necessarily deal with a real twist angle defined
by the combinatorics of the boundary lattice and that the infinite product is ill-defined
in that case.
The present work considerably improves on this previous 1-loop approximation of the
Ponzano-Regge partition function. First, we compute the exact partition function for a
quantum boundary state, with no saddle point approximation or large spin limit. Second,
we naturally get an imaginary shift, which regularizes the amplitude. Let us look into
this exact Ponzano-Regge amplitude in more details.
Starting with the decoupling ansatz, with couplings satisfying λ2 + τ 2 = 1, it is
convenient to write the Ponzano-Regge amplitude in a factorized form distinguishing the
amplitude pre-factor and the sum over poles as previously,
〈ZKPR|Ψ〉λ,τ = A zPR with A =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ−1
) , (6.2.45)
and the reduced Ponzano-Regge amplitude:
zPR =
Nx−1∑
n=0
sin2 (γn+ iNtXλ−1)
sh(NtXλ−1)
Nx−1∏
k=1
1
2(ch(NtXλ−1)− cos(kγ + iNtXλ−1)) (6.2.46)
are both given by functions over the circle S1, can be computed [48] and depends only on the Poincaré
rotation angle γ of f and the 0-mode of v:
χBMSM,J [(f, v)] = e
iJγeiv0(M−c/24
1∏
k≥1 2− 2 cos k(γ + i)
,
where → 0+ is a regulator and the angle γ is assumed to be non-vanishing. The vaccuum representation
is the induced representation with vanishing spin based on the co-adjoint orbit with supermomentum
P = −c/24, i.e. with vanishing mass. Its character is similarly computed in [48]:
χBMSvaccuum[(f, v)] = e
−iv0c/24 1∏
k≥2 2− 2 cos k(γ + i)
.
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The pre-factor A plays the role of the exponential of the on-shell action, while the reduced
Ponzano-Regge zPR encodes the whole pole structure of the amplitude. It is clear that
we would like to take the critical limit λ → 1, and thus τ → 0, to recover the BMS
character formula. Geometrically, this corresponds to keeping the time span of the cylinder
fixed while sending its radius to ∞, thus looking at the asymptotic limit in space while
remaining at finite time. In this limit, Xλ−1 → 0, the amplitude pre-factor diverges due to
the factor τ−NxNt , while the only divergent term in the reduced Ponzano-Regge amplitude
is the factor sh(NtXλ−1):
sh(NtXλ−1) zPR ∼
λ→1
τ→0
Nx−1∑
n=1
sin2 γn
 Nx−1∏
k=1
1
2− 2 cos(γk) =
Nx−1∑
n=1
cos2
γn
2
Nx−1
2∏
k=1
k 6=n
1
2− 2 cos(γk) ,
(6.2.47)
where we recognize once again the term with trivial winding number n = 1 as the BMS
character for the vaccuum representation5. From this perspective, it is intriguing that
the non-perturbative sum over winding numbers creates the equivalent of a mode k = 1,
which would otherwise be absent from the semi-classical calculation, leading to a BMS
character for a massive representation.
To be more precise, we should take the infinite refinement limit Nt →∞ and describe
the relative scaling of the coupling λ to ensure this limit. If λ = 1 −  with  → 0, then
Xλ−1 ∼
√
2. So if λ goes to 1 faster than N−2t , i.e. if 1− λ ∝ 1/N2+σt with σ > 0, then
we are clearly in the case described above.
However, there is a critical regime of the scaling limit, considering λ = 1−α2/2N2t for
σ = 0, in which case the couplings still converge to their critical value, but then we keep
a finite imaginary shift in the poles:
zPR
λ=1− α2
2N2t∼
Nt→∞
Nx−1∑
n=1
sin2(γn+ iα)
shα
Nx−1∏
k=1
1
2(chα− cos(γk + iα)) . (6.2.48)
Ignoring the sum over winding modes, and taking the limit Nx →∞, we obtain a defor-
mation of the BMS character regularized by this complex shift:
χreg[γ, α] =
Nx−1∏
k=1
1
2(chα− cos(γk + iα)) . (6.2.49)
Interestingly, comparing to the derivation of the BMS character presented in [48], this
amounts to the usual BMS character evaluated on the super-rotation defined by the twist
angle γ composed with a Bogoliubov transformation6 mixing the negative mode −k
with the positive mode +k. Indeed, the superrotation Rγ acts on supermomenta vk as
5 Let us nevertheless point out that the pre-factor cos2 γn2 depends on the rotation angle γ. Although
it seems possible re-absorb it as a superposition of massive, vaccuum and massless BMS characters, it
does not have a direct natural interpretation in terms of BMS representation theory.
6The interpretation in terms of Bogoliubov transformations begets the question of unitarity. In fact,
the 2D boundary state that we are considering does not correspond to an initial or final canonical state,
but describes the geometry of the “time-like” boundary and thereby determines the flow of time and the
evolution of the bulk geometry. The natural question in that context is which boundary states ensures a
unitary evolution for the geometry of the disk.
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vk 7→ eiγk, while we define a Bogoliubov transformation pairing the modes propagating in
opposite directions:
Bα =
(
e−α 2ishα
2
2ishα
2
e+α
)
acting on 2-vectors
(
vk
v−k
)
. (6.2.50)
The resulting character χBMS(RγBα) is the inverse determinant of I − RγBα acting on
the vector space of supermomenta:
χBMS(RγBα) =
∏
k≥1
1
detk(I2 −RγBα) =
∏
k≥1
1
2(chα− cos(γk + iα)) . (6.2.51)
Now, although the details of the previous limits and calculations do not go through
in the general case beyond the decoupled ansatz, when λ2 + τ 2 6= 1, the logic of going
to critical couplings to recover the BMS character formula still applies. Indeed, in the
general case, the amplitude pre-factor does not change at all, but the reduced Ponzano-
Regge amplitude acquires a less regular pole structure:
zPR[λ, τ ] =
Nx−1∑
n=0
sin2
(
γn+ iNtXCk
)
sh(NtXCn)
Nx−1∏
k=0
k 6=n
1
2
[
ch(NtXCk)− cos(γ(n− k) + iNtXCn
] ,
(6.2.52)
with the coefficients
Ck = λ
−1
1 + τ 2 + λ2 − 1
2− 2τ cos
(
2pi
Nx
k
)
 .
Choosing critical real positive couplings, with λ + τ = 1, it appears that the coefficients
Ck go to 1 for very low momenta k  Nx. Thus the coefficients XCk go to 0, and the
general formula above once more reduces to a BMS character. By periodicity, for very
large momenta, for k very close to Nx, the coefficient Ck also approaches 1. The situation
is however different for large momenta in the intermediate range, with k/Nx kept fixed in
]0, 1[, for example for k ∼ Nx/2. In this case, this approximation fails and we have to deal
with the more complicated structure of the roots. Since the product over modes involves
all the modes from k = 1 to k = Nx − 1, one can not ignore the effects of large momenta
on the partition function, but could consider them as deep quantum gravity effects.
Overall, we have discussed how to take the continuum limit of the boundary lattice.
For critical couplings, the exact Ponzano-Regge amplitude reads as a finitely truncated
BMS character, which leads back to the BMS character—possibly with a complex shift
regularizing it—in the infinite refinement limit Nx, Nt →∞. Since the exact formulas and
poles can be written explicitly, it is natural to wonder if the Ponzano-Regge amplitude
can be identified as the character of a modified BMS group for finite boundary. Such a
deformed BMS group would be identified as the symmetry group of the Ponzano-Regge
model with the 2D discrete boundary geometry, and would probably be the reason behind
the simplification of the Ponzano-Regge partition function. This will be investigated in
future work.
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We conclude this chapter by mentioning that the result we obtained also motivates us
to look at the symmetry group at the boundary of a quasi-local region. This fits with the
abundance of recent work on edge modes for gravity. The first step towards this study
is to consider a given spatial slice, and to study the symmetry of its boundary, i.e. the
symmetry of a circle with handles. This is a work in progress!

Conclusion
The study of three-dimensional Euclidean flat gravity was at the centre of my work.
A tremendous amount of work and progress have been made in the last decades on the
study of quantum gravity.. We are still far, however, from understanding everything.
Nevertheless, one case is much more understood at least in absence of matter: the three-
dimensional one. In that case, it is at least possible to write an explicit quantum theory
for gravity. In this thesis, we considered a discrete approach of three-dimensional quantum
gravity formulated via the Ponzano-Regge model [2]. Even though the model is fairly old,
there is still a lot to explore. Especially so on the study of the Ponzano-Regge amplitude
for a quasi-local region. While it is not something completely new, most of the previous
studies focused on the trivial case: the three-dimensional ball with boundary given by
the two-dimensional sphere. In that case, it has been shown that quantum gravity can be
understood as dual to two copies of the Ising model [171, 172]. This duality is a perfect
example of quasi-local holography. What still needs to be studied is more complicated
topology. A first step towards a more complicated one, the torus topology, was made by
Bonzom and Dittrich in [76]. Using the (quantum) Regge calculus approach for General
Relativity, they computed the partition function of three-dimensional flat gravity in a
finite region of space-time with the torus topology. They obtained a beautiful result:
they recovered the structure of the BMS character, i.e. the character of the asymptotic
symmetry group of flat gravity [49, 50, 48, 51]. Recall that the partition function in the
continuum was computed both in the AdS case [107] and in the flat case [54, 52]. Hence,
the computation of [76] showed that the BMS group might be extended, in an undefined
way, to also be fully part of the symmetry group of flat gravity for a quasi-local region.The
caveat of this computation being that it is still a perturbative one.
The main goal of my work was to try to go one step further, and focus on the compu-
tation of the quasi-local and fully exact amplitude for three-dimensional quantum gravity
on the torus topology. To do so, we considered the Ponzano-Regge model. This model
can be seen as a quantization of the Regge calculus based on a first order formulation of
General Relativity. As a completely discrete model for quantum gravity formulated as a
state sum, the Ponzano-Regge model is a spin foam model. It is, in fact, the first example
of what will be called spin foam model a few decades later.
The Ponzano-Regge model is perfect to study quasi-local regions for gravity. It pro-
vides us with an exact definition of the bulk theory, and its divergence has long been
understood, see chapter 3. In presence of boundaries, its partition function is naturally a
functional of the boundary data. We must emphasize that, compared to the Regge calcu-
lus approach, the theory is always exactly solved in the bulk. There are no approximations
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whatsoever for the bulk theory. In the case of the 3-ball with a 2-sphere as boundary,
this results in the fact that the Ponzano-Regge amplitude is just the spin network eval-
uation of the boundary state. In the case of the torus however, since the topology is
non-trivial, one integration over the non-contractible cycle remains. The Ponzano-Regge
model thus allows to solve exactly the bulk theory while projecting all of the non-trivial
bulk information on the boundary. We truly obtain a theory that is entirely defined by
its choice of boundary condition without any background parameters on top of it. As we
have explained in the main text, the boundary conditions of the Ponzano-Regge model
are encoded in the spin network states and, in this work, we have considered two classes
of boundary state.
The first one, presented in chapter 5, was chosen because of its suitable geometrical
interpretation in the asymptotic limit: it is peaked on a given geometry. That is, the
boundary state is chosen in the class of states that diagonalizes the geometry of the
intrinsic metric on the boundary and intrinsically depends on the twist of the torus.
This boundary state is supposed to be the closest analogue of the Gibbons-Hawking-York
boundary action term in the continuum. This is indeed confirmed by the saddle points
analysis, returning an on-shell action of the form length times extrinsic curvatures (5.2.5).
Hence, this choice of boundary state is perfect to see the link between our computation,
the Regge calculus computation and the computation in the continuum. Due to the
complicated structure of the boundary conditions, it is not possible however to exactly
compute the amplitude. What we can do is a saddle points approximation. We again
emphasize that the approximation is only at the level of the boundary. The bulk theory
is exactly solved. At the end of the day, we recover at one-loop the beautiful formula
(5.2.67)
〈ZKPR|Ψcoh〉1-loopo =
Nx−1∑
n=1
(−1)2TNtnA(n)(2− 2 cos(γn))× Nx−12∏
k=1
1
2− 2 cos(γk) .
Recall that the parameter n is the winding number around the cylinder. Each part of
this formula is of primordial importance. First, it is clear that, compared to the Regge
approach, we obtain much more than just the BMS character. What we would like
however, is to recover it when the boundary is pushed at infinity. And this is indeed the
case. The factor A(n) is such that the main contribution when the boundary is pushed at
infinity is given by n = 1. Thanks to the measure term, this case corresponds to the BMS
character. Recall that the on-shell action is just the sign factor in the above formula.
Hence, while we do recover the BMS character in the asymptotic limit for the boundary,
the structure for a finite region is much more complicated and richer. On top of the usual
BMS character, we see that non-perturbative quantum corrections arise with the winding
number. It is however unclear what kind of corrections the winding number holds for. We
saw that only the case n = 1 is embeddable in R3. Hence, it might be that the winding
number carries unwanted contributions. Or that it carries truly important information,
such as a sum over all possible geometrical configurations compatible with the choice of
boundary data, or the sum over (a subset of) admissible topologies. Indeed, only the
case n = 1 is embeddable in R3, hence one might see the others contributions as more
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complicated topology in R3. This question still remains open. This computation shows
that the BMS structure is conserved for a quasi-local region, but as part of a larger set.
The symmetry group for a finite region for flat gravity should thus be some extension of
the BMS group, which we recovered in the asymptotic limit. It is interesting to note that
the main difference between each contribution is basically that of which pole is suppressed
by the measure factor.
It is complicated however to truly understand these other contributions in the saddle
approximation due to the complicated factor A(n). It is first interesting to see if these
quantum corrections are also present for an exact computation and that they are not only
an artefact coming from the perturbative approach at the boundary.
After establishing the link between the Ponzano-Regge model and other approaches to
the partition function of three-dimensional flat gravity, we performed an exact computa-
tion. To do so, it is natural to consider the generating function of the spin network state.
Even though it is rather a mathematical reason, it was shown that, by carefully choosing
the weight of the generating function, the Ponzano-Regge amplitude in the sphere can be
written as a Gaussian. As a side note, it is through the use of this particular state that
the duality with the Ising model was proven in the case of the sphere. It gives us another
reason to try and see if some dualities can also be recovered for the torus (unfortunately,
at this stage of my work, I have not yet succeeded in finding them). In practice, we
did not consider the actual generating function in chapter 6. Indeed, due to the method
of computation, we had to restrict the analysis to the anisotropic case. A study of the
full generating function still needs to be performed. The result of this last chapter is,
in a sense, the culmination of (most of) my work from the last three years. It can be
synthesized in the following formula
〈ZKPR|Ψλ,τ 〉 =
2Nt(Nx−2)
(λτ)NtNx
1
sh2Nt
(
1
2
NxXτ
)×
Nx−1∑
n=0
sin2
(
γn+ iNtX(Cn)
)
sh(NtX(Cn))
Nx−1∏
k=0
k 6=n
1
2(ch(NtX(Ck))− cos(γ(n− k) + iNtX(Cn)) .
with
Ck =
1
λ
1 + λ2 + τ 2 − 1
2− 2τ cos
(
2pi
Nx
k
)
 .
The beauty of this result is to be found in its sheer generality. We computed the amplitude
of three-dimensional gravity for a finite region of a torus-like space-time valid for arbitrary
Nt, Nx and twist Nγ. Recall that one of the key problems of all the previous approaches
is that it was truly only defined for an irrational twist angle. In the continuum case, it
was necessary to keep track of the complex part of the modular parameter of the torus
to regularize the amplitude. In the discrete approach however, while the discreteness of
the lattice provides a natural regularization of the amplitude, it was also restricted to
the case K = 1, corresponding to an irrational angle in the suitable double scaling limit.
Here, we went beyond this restriction and the amplitude is truly defined for any K. In
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exchange, we introduced coupling parameters. Depending on the value of the coupling
parameters, the amplitude may or not converge. The key difference is that the divergence
of the amplitude is restricted to isolated values of the coupling parameters. Hence, this
computation provides us with a perfect starting point to look at the emergence of modular
invariance in three-dimensional flat gravity and thus of conformal field theory. There is,
however, a (big?) caveat. It is not the twist angle that acquires a complex part to recover
the modular parameter; but rather, it is a global shift (by NtX(Cn)) into the complex
plane that made the amplitude defined for any twist.
As we explained in the main text, it is possible to recover the vacuum BMS character
from the limit λ → 0 and τ → 1 as the n = 1 contribution as in chapter 5. It is,
however, much more natural and appealing to identify a massive BMS character. Indeed,
we saw that this limit is part of a bigger family of solutions where the sums over n can
be performed explicitly. In the limit λ→ 0 and τ → 1, this returns an amplitude whose
mode structure is closer to the massive BMS character than to the massless one. The
biggest downside to this identification comes from the fact that we have not been able, at
least for know, to make apparent the classical contribution of the action in the amplitude.
Hence, we still miss this part from the character. However, recall that this contribution
might just be a sign due to discreetness of the lattice. It is still unclear why we naturally
see the massive character appear in this approach.
The global structure of the result, however, answers the previous question about the
non-perturbative quantum corrections: it is not an artefact due to the perturbative ap-
proach at the boundary. There are true consequences of working on a quasi-local region.
However, the interpretation of the corrections gets spoiled. The interpretation of the pa-
rameter n as a winding number is not straightforward at all from the viewpoint of the
residue computation and it is not clear how to get a geometrical interpretation of this
parameter and of the corrections in this general case.
We conclude by pointing out that this result is also interesting from the viewpoint of
quasi-local holographic dualities. The fact that we were able to do an exact computation
suggests the existence of powerful hidden symmetry and possibly quasi-integrable struc-
ture. In fact, we already knew since chapter 4 that integrable structures naturally arise
even on the torus. Indeed, we related the Ponzano-Regge model on the torus with the
6-vertex model. It is appealing to look at the full generating function and see if some
dualities with statistical models can be recovered, like the duality between the Ponzano-
Regge model on the sphere and the Ising model.
Although we have reached the end of my thesis, there is still plenty to be done regarding
the work I have presented here. I have come to realise that what has been achieved in the
last three years opens a lot of new leads that I hope to follow on my post-doctorate: the
duality with different statistical models, the impact of the boundary state and the choice
of polarization from the topological invariance perspective, the structure of the quasi-
local symmetry group for gravity on the torus, related to the edge modes for gravity,
going beyond the partition function and looking for general observables by adding matter
and defects to the theory...
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To be continued ...

Appendix A
Spin Recoupling and 4-valent
Intertwiner Basis
The irreducible unitary representations of the SU(2) Lie group are labeled by half-
integers, called spins, j ∈ 1
2
N. The corresponding representation space V j is (2j + 1)-
dimensional and spanned by basis vectors |j,m〉 diagonalising the Casimir operator and
the generator Jz:
~J2 |j,m〉 =
[
J2z +
1
2
(
J−J+ + J+J−
)] |j,m〉 = j(j + 1) |j,m〉 , Jz |j,m〉 = m |j,m〉 .
(A.1)
These states can be interpreted geometrically as quantized 3-vectors of length j. One can
actually define coherent states, à la Perelomov, peaked on classical vectors wth minimal
spread (e.g. [192]).
The spin j representation is unitarily equivalent to its conjugate representation and
the map is:
ς : V j → V j
|j,m〉 7→ Dj(ς)|j,m〉 = (−1)j+m |j,−m〉 (A.2)
such that ς2 = (−1)2j I. This maps applies to the representation of the SU(2) group
elements:
〈j, n|Dj(g)|j,m〉 = 〈j, n|Dj(ς−1)gς)|j,m〉 (A.3)
which is the expression for arbitrary spins of the matrix identity in the fundamental
representation, for 2×2 matrices:
−1g = g ,  = ς(j= 1
2
) =
(
0 1
−1 0
)
, ∀g =
(
a b
−b¯ a¯
)
∈ SU(2) . (A.4)
This map allows to define the bivalent intertwiners. This is equivalent to identifying the
SU(2)-invariant states in tensor products V j1⊗V j2 of two spins. For such a state to exist,
the two spins must be equal, j1 = j2 = j:
|ωj〉 = 1√
2j + 1
∑
m
ς|j,m〉⊗ |j,m〉 = 1√
2j + 1
∑
m
(−1)j−m |j,m〉⊗ |j,−m〉 ∈ V j ⊗ V j ,
(A.5)
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ι2 : V
j ⊗ V j → C
|j,m〉 ⊗ |j, n〉 7→ 〈ωj | (j,m)(j, n)〉 = 〈j,m|Dj(ς)|j, n〉 (A.6)
The action of the su(2) generators vanishes on those states, ~J |ωj〉 = 0.
Trivalent intertwiners correspond to SU(2)-invariant states in the tensor products of
three spins, V j1 ⊗ V j2 ⊗ V j3 . These only exist is the three spins satisfy triangular in-
equalities, |j2 − j3| ≤ j1 ≤ j2 + j3 or equivalently any of the other two circular sets
of inequalities, and are then unique once the spins are given. The coefficients of those
3-valent intertwiners are the Wigner 3j-symbols, which are defined in terms of the Clebsh-
Gordan coefficients or expicitly given as a sum of factorial factors by the Racah formula.
These 3-valent intertwiners can be geometrically interpreted as quantized triangles, with
the spins giving the three edge lengths.
Next, 4-valent intertwiners, or equivalently SU(2)-invariant states in the tensor prod-
ucts of four spins, V j1 ⊗ V j2 ⊗ V j3 ⊗ V j4 , can be constructed from 3-valent intertwiners.
One first chooses a pairing between the spins, say (12) − (34) or we could have chosen
(13)− (24) or (14)− (23). Then one recouples the two spins j1 and j2 to an intermediate
spin J , also recouples the two other spins j3 and j4 to the same spin J and finally glues
the two 3-valent intertwiners together using the ς map, as illustrated on fig.A.1. This
j1
j2
j3
j4
•
j1
j2
J
j3
j4
Figure A.1: We specify an intertwiner between the four spins j1, .., j4 by pairing them two
by two, say j1 with j2 and j3 with j4, and recoupling each pair of spins to an intermediate
spin J . This defines a basis of 4-valent intertwiner states.
provides us with the spin basis for 4-valent invariant states:
|ιJ(12)(34)〉 =
∑
mi,M
(−1)J+m|(j1m1)(j2m2)(j3m3)(j4m4)〉〈(j1m1)(j2m2)|J,M〉〈(j3m3)(j4m4)|J,−M〉 ,
(A.7)
where the intermediate spin J ranges from max(|j1− j2|, j3− j4) to min(j1 + j2, j3 + j4), in
order to satisfy the triangular inequalities. One can extend this construction to n-valent
intertwiners, defining a basis for SU(2)-invariant states living in arbitrary tensor products
of irreducible representations. Finally one can define coherent intertwiner states, with the
semi-classical interpretation as quantized polygons or polyhedra [192, 183, 210, 185].
A.1 Intertwiners between spin 1/2 representations
Let us write explicitly the basis of 4-valent intertwiners between four fundamental rep-
resentations, that is between four spins j1 = j2 = j3 = j4 = 12 . Considering the triangular
inequalities, the Hilbert space H(4)1
2
of SU(2)-invariant states in the tensor product
(
V
1
2
)⊗4
is two-dimensional.
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We will use the notations of spin up and spin down for the two states in V
1
2 ,
| ↑ 〉 = ∣∣j = 1
2
,m = 1
2
〉
and | ↓ 〉 = ∣∣j = 1
2
,m = −1
2
〉
.
First, two spins 1
2
can recouple to either a spin 0 (scalar) or a spin 1 (vector). The spin
0 state is given by the ς map, while the spin 1 states are given by the corresponding
Clebsch-Gordan coefficients:
|0〉 = 1√
2
(| ↑ ↓ 〉−| ↓ ↑ 〉) , |1,+〉 = | ↑ ↑ 〉 , |1, 0〉 = 1√
2
(| ↑ ↓ 〉+| ↓ ↑ 〉) , |1,−〉 = | ↓ ↓ 〉 .
(A.1)
Now we choose one pairing, between (12) − (34) or (13) − (24) or (14) − (23), which we
can respectively identify as the channels s, t or u. Choosing one pairing, say starting with
(12)− (34), we define a basis for the 4-valent intertwiners:
|0〉s ≡ |0〉(12)−(34) ≡ |0〉12 ⊗ |0〉34 ≡ 1
2
[
| ↑ ↓ ↑ ↓ 〉 − | ↑ ↓ ↓ ↑ 〉 − | ↓ ↑ ↑ ↓ 〉+ | ↓ ↑ ↓ ↑ 〉
]
,
(A.2)
|1〉(12)−(34) = 1√
3
[
|1,+〉12|1,−〉34 − |1, 0〉12|1, 0〉34 + |1,−〉12|1,+〉34
]
(A.3)
=
1√
3
[
| ↑ ↑ ↓ ↓ 〉+ | ↓ ↓ ↑ ↑ 〉 − 1
2
[| ↑ ↓ ↑ ↓ 〉+ | ↑ ↓ ↓ ↑ 〉+ | ↓ ↑ ↑ ↓ 〉+ | ↓ ↑ ↓ ↑ 〉]]
One can similarly define the intertwiner basis corresponding to the other two channels:
|0〉t ≡ |0〉(13)−(24) = 1
2
[
| ↑ ↑ ↓ ↓ 〉 − | ↑ ↓ ↓ ↑ 〉 − | ↓ ↑ ↑ ↓ 〉+ | ↓ ↓ ↑ ↑ 〉
]
, (A.4)
|1〉(13)−(24) = 1√
3
[
|1,+〉13|1,−〉24 − |1, 0〉13|1, 0〉24 + |1,−〉13|1,+〉24
]
(A.5)
=
1√
3
[
| ↑ ↓ ↑ ↓ 〉+ | ↓ ↑ ↓ ↑ 〉 − 1
2
[| ↑ ↑ ↓ ↓ 〉+ | ↑ ↓ ↓ ↑ 〉+ | ↓ ↑ ↑ ↓ 〉+ | ↓ ↓ ↑ ↑ 〉]]
|0〉u ≡ |0〉(14)−(23) = 1
2
[
| ↑ ↑ ↓ ↓ 〉 − | ↑ ↓ ↑ ↓ 〉 − | ↓ ↑ ↓ ↑ 〉+ | ↓ ↓ ↑ ↑ 〉
]
, (A.6)
|1〉(14)−(23) = 1√
3
[
|1,+〉14|1,−〉23 − |1, 0〉14|1, 0〉23 + |1,−〉14|1,+〉23
]
(A.7)
=
1√
3
[
| ↑ ↓ ↓ ↑ 〉+ | ↓ ↑ ↑ ↓ 〉 − 1
2
[| ↑ ↑ ↓ ↓ 〉+ | ↑ ↓ ↑ ↓ 〉+ | ↓ ↑ ↓ ↑ 〉+ | ↓ ↓ ↑ ↑ 〉]]
From these explicit formulae, one can easily compute the unitary matrices mapping one
channel onto another. This is especially useful when looking at the volume operator [211].
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In the present work, in order to analyze the twisted torus partition function for spins 1
2
on the boundary, we are more interested in the decomposition of the identity on the
intertwiner space H(4)1
2
by the 0-states in the three channels:
I =
2
3
[|0〉ss〈0|+ |0〉tt〈0|+ |0〉uu〈0|] (A.8)
To prove this decomposition of the identity, it is enough to apply it to the orthonormal
basis |0〉s, |1〉s. Let us nevertheless not forget that the three states |0〉s, |0〉t, |0〉u are not
independent and form an over-complete basis:
|0〉u = |0〉t − |0〉s . (A.9)
Appendix B
Exact computation of the partition
function for the 0-spin intertwiner in
the s-channel
In this appendix, we focus on the exact computation of the Ponzano-Regge partition
function given in (4.5.8) for a boundary spin network state on the square lattice, with a
homogeneous spin j and the 0-spin intertwiner in the s-channel at every vertex:
〈PR|Ψj,ιs|0〉 =
dNtj
dNtNxj
∫
SU(2)
dg χj(g
p)K =
1
d
Nt(Nx−1)
j
2
pi
∫ pi
0
dθ sin2(θ) χj(pθ)
K ,
Expanding the character in the m-basis, we express this integral over a random walk
counting:
〈PR|Ψj,ιs|0〉 =
1
4pid
Nt(Nx−1)
j
∫ 2pi
0
dθ (2− e2iθ − e−2iθ)
∑
m1,..,mK
e2i
∑K
k=1mkpθ , (B.1)
with the m’s running in integer steps from −j to +j. We focus on the generic case for
p ≥ 3. In that case, among the three terms coming from the measure factor sin2 θ, only
the constant term contributes to a non-trivial random walk counting while the other two
terms, in e2iθ and e−2iθ, give vanishing integrals. Thus, assuming p ≥ 3, we see that
the dependance on p actually drops out and the renormalized Ponzano-Regge amplitude
d
Nt(Nx−1)
j 〈PR|Ψj,ιs|0〉 is always equal to the following integral:
IK = 1
pi
∫ pi
0
dθχj (θ)K =
1
pi
∫ pi
0
dθ
(
sin(djθ)
sin θ
)K
. (B.2)
Using the binomial formula and the following series expansion
1
(1− x)K =
∞∑
n=0
(
n+K − 1
K − 1
)
xn, (B.3)
170
Appendix B. Exact computation of the partition function for the 0-spin intertwiner in
the s-channel 171
we expand the both sine in the numerator and in the denominator:
IK = 1
pi
K∑
k=0
∞∑
n=0
(−1)k
(
K
k
)(
n+K − 1
K − 1
)∫ pi
0
dθ e
i
[
(K−2k)dj−K+2n
]
θ
. (B.4)
where the two binomial coefficients are given by(
K
k
)(
n+K − 1
K − 1
)
=
K
k!(K − k)!(n+ 1)(n+ 2)....(n+K − 1)
=
K
2K−1k!(K − k)!(2n+ 2)(2n+ 4)....(2n+ 2K − 2).
(B.5)
The integration over the exponential is straightforward and gives a Kronecker delta:∫ pi
0
dθ e
i
[
(K−2k)dj−K+2n
]
θ
= piδ0,(K−2k)dj−K−2n, (B.6)
which translates into the constraint for n:
2n = (K − 2k)dj −K. (B.7)
Plugging this into equation (B.4) leads to an expression of the integral IK as a sum:
IK = K
2K−1
[K/2]∑
k=0
(−1)k
k!(K − k)!
K−1∏
m=1
[
(K − 2k)dj + (2m−K)
]
. (B.8)
It is natural to write this formula as a polynomial in dj of the form
IK = K
2K−1
K−1∑
m=0
Amd
m
j , (B.9)
where Am are polynomials in K. This coefficients can be computed for m < K − 1 as:
Am =
K−1∑
k=0
(−1)k
k!(K − k)!(K − 2k)
m
∑
n1<n2<...<nK−1−m
K−1−m∏
i=1
(2ni −K) . (B.10)
The highest order coefficient AK−1 is
1
2K−1
AK−1 =
1
2K−1
K∑
k=0
(−1)k (K − 2k)
K−1
k!(K − k)! . (B.11)
These are in fact known numbers, appearing in the Fourier series of powers of the
cardinal sine 1
n!
(
sin(θ)
θ
)n
. They can be identified as the value of the integral 1
pi
∫∞
0
x.
(
sin(x)
x
)k
in [212] or as the coefficients of the Duflo map for SU(2) in [213]. We will refer to them
as the Freidel-Majid numbers Cn,s after this latter work, defined by:
Cn,s =
1
2n
n∑
k=0
(−1)k (n− 2k)
s
k!(n− k)! . (B.12)
Appendix B. Exact computation of the partition function for the 0-spin intertwiner in
the s-channel 172
All the coefficients AK−2n, for n ∈ N vanish and we can focus on the terms AK−(2n+1).
They are expressed in terms of the Freidel-Majid numbers:
1
2K−1
AK−(2n+1) = 2CK,K−(2n+1) ×
∑
n1<n2<...<nK−1−m
K−1−m∏
i=1
(2ni −K) (B.13)
We do not have an explicit closed formula for the remaining sums. An order by order
investigation shows that they are proportional to a Pochhammer coefficient (defined as
(N)(n) = N(N − 1)...(N − n+ 1)) times a polynomial of degree (n− 1), for instance:
1
2K−1
AK−1 = 2CK,K−1 ,
1
2K−1
AK−3 = −1
6
(K)(3)2CK,K−3 ,
1
2K−1
AK−5 =
1
360
(K)(5)(5K + 2)2CK,K−5 .
(B.14)

Appendix C
Explicit computation of the Hessian
φφ-term This is the simplest term.
Hφ;φ = −2L
Nt
∑
t,x
〈+|G−1t+1,xei ϕNt σ3σ23Gt,x|+〉
〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,x|+〉
− 〈+|G
−1
t+1,xe
ϕ
Nt
τzσ3Gt,x|+〉2
〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,x|+〉2
∣∣∣∣∣∣
o
=
2L
Nt
∑
t,x
(
1− (zˆ.Got,x . xˆ)2
)
= 2LNx ≡ F. (C.1)
The topological ϕ-field has no kinetic term and a (positive) mass equal to one-half of the
cylinder (spatial) circumference.
φa-term The mixed term is
Hkt,x;φ =
= −2L
Nt
〈+|G−1t+1,xe ϕNt σ3σ3Gt,xσk|+〉
〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,x|+〉
− 〈+|G
−1
t+1,xe
ϕ
Nt
σ3σ3Gt,x|+〉〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,xσ
k|+〉
〈+|G−1t+1,xe
ϕ
Nt
σ3Gt,x|+〉2
∣∣∣∣∣∣
o
+
+ 1 term from other link
= −2L
Nt
(
〈+|(Got,x)−1σzGot,xσk|+〉 − (zˆ.Got,x . xˆ)δk1 − 〈+|σk(Got,x)−1σzGot,x|+〉+ (zˆ.Got,x . xˆ)δk1
)
= −2L
Nt
(
〈+|σzσk|+〉 − 〈+|σkσz|+〉
)
= −4iL
Nt
3kj〈+|σj|+〉
=
4iL
Nt
δk2 ≡ Dk (C.2)
Notice the independence from the position (t, x).
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aa-term Because of the near-neighbour interactions, this is the most complicated term.
We start from the ultralocal term (notice the symmetrization of the indices)
Hj;kt,x;t,x = 2T
(
−〈 ↑ |σ
(jσk)G−1t,xGt,x−1| ↑ 〉
〈 ↑ |G−1t,xGt,x−1| ↑ 〉
+
〈 ↑ |σkG−1t,xGt,x−1| ↑ 〉〈 ↑ |σjG−1t,xGt,x−1| ↑ 〉
〈 ↑ |G−1t,xGt,x−1| ↑ 〉2
)∣∣∣∣∣∣
o
+
+ 3 other terms from other links
= 2T
(
〈 ↑ |σ(jσk)| ↑ 〉 − 〈 ↑ |σk| ↑ 〉〈 ↑ |σj| ↑ 〉
)
+ 3 other terms from other links
= 2T
(
δjk − δk3δj3
)
+ 3 other terms from other links
= 4T
(
δjk − δk3δj3
)
+ L
(
δjk − δk1δj1
)
≡ Ajk. (C.3)
This term does not depend on the position (t, x), either.
Then, we move on to the term which couples spatially separated cells. In this case
the two derivative commutes and one needs only to compute one of the two terms (we
compute the second one). The result is
Hj;kt,x−1;t,x = 2T
(
〈 ↑ |σkG−1t,xGt,x−1σj| ↑ 〉
〈 ↑ |G−1t,xGt,x−1| ↑ 〉
− 〈 ↑ |σ
kG−1t,xGt,x−1| ↑ 〉〈 ↑ |G−1t,xGt,x−1σj| ↑ 〉
〈 ↑ |G−1t,xGt,x−1| ↑ 〉2
)∣∣∣∣∣∣
o
= −2T
(
〈 ↑ |eψTo τzσke−ψTo τzσj| ↑ 〉 − 〈 ↑ |σk| ↑ 〉〈 ↑ |σj| ↑ 〉
)
= −2T
(
Rz(−ψTo )ki〈 ↑ |σiσj| ↑ 〉 − 〈 ↑ |σk| ↑ 〉〈 ↑ |σj| ↑ 〉
)
= −2T
(
Rz(−ψTo )kj + iRz(−ψTo )kiij3 − δk3δj3
)
≡ Bjk, (C.4)
where a rapid computation shows
B = −2T e−iψTo
 1 −i 0i 1 0
0 0 0
 . (C.5)
Similarly, one finds that
Hj;kt,x+1;t,x = B
kj, (C.6)
which is just the transpose of the above matrix. Notice that this could have been deduced
from Hj;kt,x−1;t,x = H
k;j
t,x;t,x−1 and the independence of these matrices from the position (t, x).
Finally, for timely separated neighbouring cells, one obtains
Hj;kt−1,x;t,x = 2L
〈+|τ kG−1t,xe ϕNt σ3Gt−1,xσj|+〉
〈+|G−1t,xe
ϕ
Nt
σ3Gt−1,x|+〉
− 〈+|τ
kG−1t,xe
ϕ
Nt
σ3Gt−1,x|+〉〈+|G−1t,xe
ϕ
Nt
σ3Gt−1,xσj|+〉
〈+|G−1t,xe
ϕ
Nt
σ3Gt−1,x|+〉2
∣∣∣∣∣∣
o
= −2L
(
〈+|σkσj|+〉 − 〈+|σk|+〉〈+|σj|+〉
)
= −2L
(
δkj + ikj1 − δk1δj1
)
≡ Cjk, (C.7)
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where
C = −2L
 0 0 00 1 −i
0 i 1
 . (C.8)
And similarly
Hj;kt+1,x;t,x = C
kj. (C.9)

Appendix D
Proof of the lemma 5.2
We consider two integers N and M and two complexes a and x. We define by K the
greatest common divisor of N and M . From K we define two integers n and m such that
N = Kn ,
M = Km .
The following equality holds for all N,M and all a, x
N−1∏
k=0
(
2a+ 2 cos
(
2piM
N
k + x
))
=
(
2
(
Tn(a)− (−1)n cos(nx)
))K
. (D.1)
In the case where the K 6= 1, we see that only n terms are different in the product, and
so the product can be written asn−1∏
k=0
(
2a+ 2 cos
(
2pim
n
k + x
))K ,
and the value of the product does not depend on m anymore. Indeed, for m and n
coprime, we can use the periodicity of the cosine to absorb the factor m.
Therefore, showing the equality
n−1∏
k=0
(
2a+ 2 cos
(
2pi
n
k + x
))
= 2
(
Tn(a)− (−1)n cos(nx)
)
(D.2)
is enough to show the formula in the general case. The proof is done using the usual
method of showing that the left hand side and the right hand side of D.2 are polynomials
in a with the same roots. This will show that the two sides are proportional.
We introduce two functions of a complex variable a, with x as a parameter
f(a) =
n−1∏
k=0
(
2a+ 2 cos
(
2pi
n
k + x
))
and g(a) = 2
(
Tn(a)− cos(nx+ npi)
)
.
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Finding the roots of f is straightforward. There are N roots, parametrized by an
integer k ∈ [0, N − 1]
afk = − cos
(
2pi
n
k + x
)
For the roots of g, we use the expression of the Chebyshev polynomial in terms of the
analytic continuation of cosine
Tn(a) = cos(n arccos(a)) .
The equation g(a) = 0 is then equivalent to an equality between cosine, with solutions
n arccos(agk) = ±(nx+ npi + 2pik) for k ∈ N ,
that is
agk = cos
(
2pik
n
+ x+ pi
)
= − cos
(
2pik
n
+ x
)
, (D.3)
where we see that k can be taken between 0 and n− 1.
This is enough to show that f and g are proportionals. Evaluating f and g at a = 1
allows to show that the proportionality coefficient is 1.
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