Prognostic algorithms for condition based maintenance of critical machine components are presenting major challenges to software designers and control engineers. Predicting time-to-failure accurately and reliably is absolutely essential if such maintenance practices are to find their way into the industrial floor. Moreover, means are required to assess the performance and effectiveness of these algorithms. This paper introduces a prognostic framework based upon concepts from dynamic wavelet neural networks and virtual sensors and demonstrates its feasibility via a bearing failure example. Statistical methods to assess the performance of prognostic routines are suggested that are intended to assist the user in comparing candidate algorithms. The prognostic and assessment methodology proposed here may be combined with diagnostic and maintenance scheduling methods and implemented on a conventional computing platform to serve the needs of industrial and other critical processes.
INTRODUCTION
The manufacturing and industrial sectors of our economy are increasingly called to produce at higher throughput and better quality while operating their processes at maximum yield. As manufacturing facilities become more complex and highly sophisticated, the quality of the production phase has become more crucial. Machine breakdowns are common limiting uptime in critical situations. Failure conditions are difficult and, in certain cases, almost impossible to identify and localize in a timely manner. Scheduled maintenance practices tend to reduce machine lifetime and increase down-time, resulting in loss of productivity. Recent advances in instrumentation, telecommunications and computing are making available to manufacturing companies new sensors and sensing strategies, plant-wide networking and information technologies that are assisting to improve substantially the production cycle. Machine diagnostics/prognostics for Condition-Based Maintenance (CBM) involves an integrated system architecture with a diagnostic module -the diagnostician -which assesses through on-line sensor measurements the current state of critical machine components, a prognostics modulethe prognosticator -which takes into account input from the diagnostician and decides upon the need to maintain certain machine components on the basis of historical failure rate data and appropriate fault models, and a maintenance scheduler whose task is to schedule maintenance operations without affecting adversely the overall system functionalities of which the machine in question is only one of its constituent elements. This paper addresses issues relating to the prognostic module -the Achilles heel of the CBM architecture. In the industrial and manufacturing arenas, prognosis is used primarily to answer the question: what is the remaining useful lifetime of a machine or a component once an impending failure condition is detected and identified? Effective and efficient prognostication of equipment, devices, processes, and systems can provide the user with insights on how to increase system productivity, improve product quality and decrease operation cost.
Prognostic algorithms for CBM have only recently been introduced into the technical literature.
Stochastic autoregressive integrated moving average (ARIMA) models were used in a computerized numerical control (CNC) monitoring and prognosis system [9] . Based on fuzzy pattern recognition, a prognostic adaptive system was designed [7] . CASSANDRA, an on-line expert system for fault prognosis, was built to continuously monitor the conditionhealth of industrial equipment [lo] . A nonlinear stochastic model of fatigue crack dynamics was established to estimate the current damage status and predict the remaining service life [15] . NII, a distributed system architecture for on-line equipment monitoring, diagnostics and prognostics services, was constructed for predicting remaining life and for constraining operational parameters for life extension of operating machines [ 131. Polynomial neural networks were used for a generic fault detection, isolation, and estimation scheme for analyses of normal and defective vibration signatures in helicopter transmissions [ 121. A prognostic maintenance system using the Hough transform was studied, which uses the extracted trend features to diagnose incipient fault conditions and predict the time for the system to reach a critical fault condition [SI. Based on measurement of operating characteristics and frequency responses of transformers, a number of prognostic methods were investigated for estimation of their coupled overvoltages [17] . An Integrated Diagnostic Support System (IDSS) was initiated by the US Navy, which included adaptive diagnostics, feedback analysis-precursors and fault prognostic capability [ 161. It is essential that credible means for measuring the effectiveness and performance of CBM systems be defined that may be eventually employed to compare different methods and to assist in demonstrating their overall performance characteristics. In time series prediction, conventional performance measures monitor the error between the output of the model and the actual target. This group of error measures includes, for example, the Mean Absolute Error (MAE), the Root Mean Squared Error (RMSE), the Normalized Mean Squared Error (NRMSE), among others. They express the similarity of the predicted and the actual time series in the sense of absolute closeness of fit. Caution is required when using such error measures since they may perform differently over different ranges.
Ensley recently suggested using the cumulative extrapolation error curve, which allows easier comparison of different predictors [3] . At each point, the cumulative extrapolation error curve displays the sum of the errors up to and including that particular point. Therefore, one can easily visualize over what range a particular model has a better accuracy. The approximation of quality of the model can also be measured by the statistical coefficient of determination [ 1 1,141. Akaike proposed AIC (An Information Criterion) which represents the goodness of fit of a model [l] . AIC is a combination of two conflicting factors, the mean squared error for training data and the number of estimated parameters of a model. When two models have the same mean squared error for training data, a smaller sized model is better from the viewpoint of AIC. Thus, AIC can be used for model selection [6, 8] .
Techniques for evaluating the performance and effectiveness of a CBM system have recently been proposed [4] . The authors focus on system level qualities as well as on component or subsystem level performance. Several measures, such as failure rate, time delay, reliability, etc. are defined and universal measures of effectiveness and performance are suggested without detailing how these metrics are applied to prognostic algorithms.
In this paper, we will introduce a new prognostic algorithm for CBM based on a dynamic wavelet neural network architecture and suggest a methodology for assessing the technoeconomic performance of CBM systems. The latter part focuses on algorithmics but also reviews a conceptual framework for cost-benefit analysis of a CBM system.
THE PROGNOSTICATOR
The prognosticator performs the vital function of linking the diagnostic information with the maintenance scheduler, It is probably the least understood but most crucial component of the diagnostic/prognostic/CBM hierarchical architecture. It is viewed as a dynamic predictor which receives fault data from the diagnostic module and determines the allowable time window during which machine maintenance must be performed if the integrity of the process is to be kept as high as possible. The term "dynamic predictor" implies also the functional requirement that the target output, i.e. remaining useful lifetime or time-to-failure, is dynamically updated as more information becomes available from the diagnostician. Figure 1 depicts the overall architecture of the prognostic system. The diagnostician monitors continuously critical sensor data and decides upon the existence of impending or incipient failure conditions. The detection and identification of an impending failure triggers the prognosticator. The latter reports to the CBM module the remaining useful lifetime of the failing machine or component. The prognostic architecture is based on two constructs: a static "virtual sensor" that relates known measurements to fault data and a predictor which attempts to project the current state of the faulted component into the future thus revealing the time evolution of the failure mode and allowing the estimation of the component's remaining useful lifetime. Both constructs rely upon a wavelet neural network model acting as the mapping tool.
The Wavelet Neural Network
The Wavelet Neural Network belongs to a new class of neural networks with unique capabilities in addressing identification and classification problems. Wavelets are a class of basic elements with oscillations of effectively finite-duration that makes them look like "little waves". The selfsimilar, multiple resolution nature of wavelets offers a natural framework for the analysis of physical signals and images. On the other hand, artificial neural networks constitute a powerful class of nonlinear function approximants for model-free estimation. A common ground between these two technologies may be coherently exploited by introducing a WNN.
A MIMO WNN architecture was introduced in [2] . Composed of localized basis functions, the WNN is suitable for capturing the local nature of the data patterns and thus is an efficient tool for both classification and approximation problems. A dynamic version of the basic WNN is required to model the time evolution of dynamic systems. Dynamic Wavelet Neural Nets have recently been proposed to address the predictiodclassification issues. A multi-resolution dynamic predictor that utilizes the discrete wavelet transform and recurrent neural networks forming nonlinear models for prediction was designed and employed for multi-step prediction of the intra-cranial pressure signal [ 181.
The basic structure of a DWNN is shown in Figure 2 . Delayed versions of the input and output augment now the input feature vector and the resulting construct can be formulated as:
where U is the external input; Y is the output; M is the number of outputs; N is the number of external inputs; and WNN stands for the static WNN. The DWNN described by (1) can be trained in a time-dependent way, using either a gradient-descent technique like the LevenbergMarquardt algorithm or an evolutionary one such as the genetic algorithm.
The Virtual Sensor
It is often true that machine or component faults are not directly accessible for monitoring their growth behavioral patterns. Consider, for example, the case of a bearing fault. No direct measurement of the crack dimensions is possible when the bearing is in an operational state. That is, there is no such device as a "fault meter" capable of providing direct measurements of the fault evolution. In our study, a WNN is employed as a virtual sensor which takes as inputs measurable quantities or features and outputs the time evolution of a fault pattern.
The Predictor
Prediction of the course in which a fault could develop can be looked into from two different viewpoints: one view is to locate the fault value at a certain time moment and the other is to find the time moment when the fault reaches a given value, i.e. the fault dimensions reach a prespecified threshold. The latter appears to be more meaningful because it concentrates on revealing the critical time without requiring estimation of the whole time interval, thus resulting in a more efficient algorithm. The notion of Time-To-Failure (TTF) is the most important measure in prognosis.
A fault predictor based on the DWNN is illustrated in Figure 3 . The process is monitored realtime using appropriate sensors. Here, virtual sensors can also be employed to measure signals or their derivatives that are difficult to record on-line and on-site. Data obtained from measurements are continuously processed and features extracted on a time scale. The features are organized into a time-stamped feature vector that serves as the input to the DWNN. Consequently, the DWNN performs as a dynamic classifier or identifier.
MEASURES OF PERFORMANCE

Prognostic Algorithms
Essentially, we distinguish two fundamental categories to the prognostic assessment problem: the first one is concerned only with the final outcome (or target point) of an algorithm. It responds to the question of how close the output of the algorithm is to the target value. From a practical standpoint, it provides a measure of the deviation of the predicted time-to-failure from the measured value. The second though gauges if an algorithm can approach the target within specified bounds. Depending on complexities of prognostic problems, more performance measure categories may have to be identified.
Comparison of various prognostic algorithms can be carried out by exploiting measurable factors influencing the prediction performance. In the algorithmic category, accuracy, speed, complexity, etc. are typical concerns. It is assumed that a sufficient database is available that characterizes significant process failure modes; historical data is essential for evaluating the performance of diagnostic and prognostic algorithms. Consider the graphical comparison of two output curves depicted in (2) Behavior Measure (dynamic) This measure is employed to gauge if an algorithm can approach the target in an appropriate manner. In the following, Case (1) considers a normal difference operation while Case (2) takes into account the fact that the closer to the target, the more important the accuracy requirement becomes. Obviously, this kind of performance comparison should be based on well-calculated statistics when a large amount of data is available or on heuristics when data is lacking but some human intuition is available.
PM = aIlv,(nf)-yp(nf))I+BIly,(n,)-y,(n,)ll
where the expected average or standard deviation are computed in order to accommodate statistical information. Apparently, the variables involved here are random variables.
where the variables involved are fuzzy variables, which should have some kind of membership function distributions.
Mean and variance of prediction-to-failure times
If a fault is detected at td and the prediction of the time-to-faulure occurs at t, , i.e. with a delay of At = t, -t, due to the computational burden, while the component or subsystem fails at tf , the prediction-to-failure time can be defined as t,, = t, -t, The mean of the detection-to-failure time is calculated as:
where tpf (i) denotes the prediction-to-failure time for the ith experiment and N is the number of experiments. The total variance of the prediction-to-failure time is given as: i=l The standard deviation of the prediction-to-failure time is calculated as:
These measures can be used for assessing various prognostic algorithms in terms of shortest reaction time, etc.
Error Rates
If a failure occurs a time T with an acceptable range on error of T f r, then the Wrong Output Rate (WOR), i.e. the number of predictions outside the acceptable range [T-r, T+ r] over the total number of predicted outcomes may be expressed as: N with a confidence distribution DC.
Multi-step prediction measurement
Certain applications may only be concerned with the final future output value or final even instead of the accuracies at intermediate predicted values. Here, the output of various prediction algorithms are assumed to be in a form of a distribution in a range between two values. The width of this range, Ri , is therefore, the confidence interval of the algorithm. Statistically, when testing an algorithm N times, the accuracy of this algorithm can be computed as 1 " N ;=I accuracy = -C Cie-Ri where 0 I Ci I 1 is the certainty at the interested time point
Similarity Measure
Similarity is a measure of accuracy. There are many forms of similarity measures ranging from taking absolute value of the differences, mean square error (MSE), etc. The similarity measure presented below is used when comparing more than one predicted time series against the real series from a starting point to a certain future point in time. This measurement can be computed as 
Specificity
This term generally relates to scalability, i.e. how well a particular model performs for different applications. It may be defined in terms of error rates as:
where SP designates the specificity measure.
Sensitivity
This term measures how sensitive the prognostic algorithm is to input changes or external disturbances. Let Aout = distance measure of two successive outputs 
Complexitv Measure
The time required to compute the prognostic algorithm is a typical measure of complexity. It may be defined as: complexity = E computation time to failure time }=E{-} where td is detection time, t, is prediction time and tpf is duration from prediction time to failure time.
CostlBenefit Analysis
It is, of course, more meaningful to qualify costhenefit criteria for the CBM system as a whole rather than on an individual component basis such as the diagnostic on prognostic modules. A possible methodology that is applicable to a variety of systems for which baseline data is available, i.e., data on the cost of breakdown or scheduled maintenance, entails the following steps: Frequency of maintenance, downtime for maintenance, dollar cost, etc. should be available from maintenance logs. A percentage of breakdown maintenance costs may be counted as CBM benefits. If time-based planned maintenance is practiced, we can estimate how many of these maintenance events may be avoided by thresholding failure probabilities of critical components and computing approximate times to failure; the cost of such avoided maintenance events is counted as benefit to CBM. The projected cost of CBM or its major components, i.e., $ cost of instrumentation, computing, sensing, installation, maintenance, etc. can be estimated. Such intangible benefits as the impact of breakdown maintenance or extensive downtime on critical process operations can only be assessed via interviewing of affected personnel and an index assigned to the impact (severe, moderate, etc.). Life-cycle costs and benefits can, finally, be aggregated from the above information. It should be noted that CBM costhenefit results will vary mildly depending upon the system under consideration.
Overall Performance
An overall performance metric can be formulated by aggregating appropriately key performance measures in a linear weighted sum:
Overall Performance = wlaccuracy + wzcomplexity + wscost + . . .. Where the terms accuracy, complexity and cost are derived from the measures suggested in the previous sections.
On Adaptive Learning
It is important to note that performance measures, may be used to design an adaptive learning scheme where the cost function or performance index is a suitable combination of performance measures and the underlying prognostic algorithms are tuned on-line to generate better results. Such as adaptive learning mechanism is bound to improve the predictive accuracy considerably. The optimizing tool could be a Genetic Algorithm (GA) that has shown to be applicable for discrete event processes or systems. Given a group of performance measures, a performance matrix can be designed as shown in table 1.
Based on the performance matrix, a total cost for an individual performance measure can be calculated; a fitness value for this measure can be obtained as well. With those fitness values, the GA Based optimizer finds better structural or function parameters for the prognostic algorithm(s) so that the best algorithm or the best structure can be called upon for the given on-line operation.
AN EXAMPLE
Rolling-element bearings are widely used in industry and bearing defects typically cause a machine to vibrate abnormally. Such vibrations are monitored by accelerometers comprising the sensing elements in a hardware/software measuring system. Time segments of vibration signals for good and defective bearings are depicted in Figure 5 , while their corresponding power spectrum densities are shown in Figure 6 . As the defect evolves in time, so does the magnitude of the vibration signal. A growth-type PSD signal, derived by windowing the original vibration signal, computing the PSD in such window and connecting the PSD peaks, is shown in Figure 7 . Small variations are added to the curve of Figure 7 resulting in a cluster of curves as shown in Figure 8 simulating a series of similar experiments with the objective to test and compare different prognostic algorithms. A wavelet neural network and an Auto-Regression (AR) model were employed to predict the failure growth beyond the 87th time window. A hazard level or threshold was set at a value of 5 for the PSD and five historical points were used to predict the next data point. The prediction results are depicted in Figures 9 and 10 . Five performance measures, discussed previously, are estimated and the results summarized in Table 2 . It can be observed that the total error for the AR predictor is 2.0197 compared with a total error of 1.6096 for the WNN predictor. In this case, the WNN algorithm performs better than its AR counterpart.
CONCLUSIONS
It is, of course, more meaningful to qualify costhenefit criteria for the CBM system as a whole rather than on an individual component basis such as the diagnostic on prognostic modules. A possible methodology that is applicable to a variety of systems for which baseline data is available, i.e., data on the cost of breakdown or scheduled maintenance, entails the following steps: Frequency of maintenance, downtime for maintenance, dollar cost, etc. should be available from maintenance logs. A percentage of breakdown maintenance costs may be counted as CBM benefits. If time-based planned maintenance is practiced, we can estimate how many of these maintenance events may be avoided by thresholding failure probabilities of critical components and computing approximate times to failure; the cost of such avoided maintenance events is counted as benefit to CBM. The projected cost of CBM or its major components, i.e., $ cost of instrumentation, computing, sensing, installation, maintenance, etc. can be estimated. Such intangible benefits as the impact of breakdown maintenance or extensive downtime on critical process operations can only be assessed via interviewing of affected personnel and an index assigned to the impact (severe, moderate, etc.). Life-cycle costs and benefits can, finally, be aggregated from the above information. It should be noted that CBM costhenefit results will vary depending upon the system under consideration.
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