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Abstract
In this paper, we investigate the equilibrium statistical properties of both the force and poten-
tial interpolations of adaptive resolution simulation (AdResS) under the theoretical framework of
grand-canonical like AdResS (GC-AdResS). The thermodynamic relations between the higher and
lower resolutions are derived by considering the absence of fundamental conservation laws in me-
chanics for both branches of AdResS. In order to investigate the applicability of AdResS method
in studying the properties beyond the equilibrium, we demonstrate the accuracy of AdResS in
computing the dynamical properties in two numerical examples: The velocity auto-correlation of
pure water and the conformational relaxation of alanine dipeptide dissolved in water. Theoretical
and technical open questions of the AdResS method are discussed in the end of the paper.
∗ wang han@iapcm.ac.cn
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I. INTRODUCTION
Adaptive resolution simulation (AdResS) [1–9] is a concurrent multiscale simulation
method for molecular system. The terminology “concurrent multiscale simulation” means
that part of the system is simulated with higher resolution molecular models for the purpose
of accuracy, and in the meanwhile the rest of the system is simulated with lower resolution
models for the purpose of saving computational cost. AdResS is, therefore, suitable for
the systems where different physical phenomena is happening concurrently at different time
and length scales. For example, the structure of a protein and its solvation shell should
be resolved at the atomistic level, while far away form the protein, only the hydrodynamic
properties of the solvent are of interest, which can be studied with satisfactory accuracy
with very coarse-grained or even continuum models [10–12]. Similar techniques sharing the
concurrent idea of multiscale simulation can be found, for example in Ref. [13–17].
The time evolution of a classical molecular systems is modeled with Newtonian dynamics,
and fundamental conservation laws are satisfied, i.e. the momentum and energy conserva-
tion. However, in the AdResS system, due to the spacial change of molecular resolution,
the two conservation laws cannot be satisfied in the same system [18, 19]. Traditionally, the
AdResS scheme follows the force interpolation approaches that preserves the momentum
conservation while breaks the energy conservation. Recently, alternative approaches based
on potential interpolation, which preserve energy conservation while break the momentum
conservation, were designed [20, 21]. The choice between the two AdResS branches there-
fore depends on the application. For example, in the cases of studying hydrodynamics,
the momentum conservation is preferred to the energy conservation. However, if only the
equilibrium properties are of interest, the question should be asked on the ensemble that
AdResS samples, rather than directly on the mechanical conservation laws. In this context,
it is worth noting that energy conservation is not a must for theoretical analyses on the
equilibrium statistical properties, although out of the energy conservation one can define
an auxiliary Hamiltonian [20, 22] (not a physical one [23]), which reduces the mathematical
difficulties. In Sec. III the force and potential interpolations are investigated under the same
theoretical framework GC-AdResS (GC stands for “Grand-Canonical like”) [20] that raises
necessary conditions for a grand-canonical sampling with AdResS scheme. In Sec. IV the
equilibrium thermodynamic relations between the resolutions are provided for both branches
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of the AdResS. From these relations, it is noticed that the absence of mechanical conservation
laws modifies the way of thermodynamic equilibrium between the resolutions.
The GC-AdResS framework answers how to accurately compute the equilibrium prop-
erties. However, although the system is in equilibrium, some properties, which are called
dynamical properties, cannot be simply computed from the equilibrium ensemble averages.
A typical example is the velocity auto-correlation. Moreover, the time-scales of conforma-
tional transformations of bio-macromolecules (e.g. protein and DNA) are, again, not equi-
librium averages. The investigation of these dynamical properties are out of the scope of the
GC-AdResS framework, and to the best of our knowledge, there is no theoretical answers on
how accurately AdResS reproduces the dynamical properties of a system. Therefore, it is of
practical significance to provide numerical evidence on the performance of AdResS in com-
puting the dynamical properties. In Sec. V, we investigate the velocity auto-correlation in an
AdResS water system, and the leading relaxation time-scales and corresponding conforma-
tional dynamics of a model dipeptide system. The importance of designing the thermostat in
these simulations is also discussed. The paper is closed by a concluding section that mainly
discusses the open problems in AdResS from both theoretical and practical perspectives.
II. THE HYBRID RESOLUTION: BRIDGING THE MOLECULAR MODELS OF
DIFFERENT RESOLUTIONS
In most cases discussed in this work, we refer to higher resolution as the classical atomistic
model, while the lower resolution as the coarse-grained molecular model. However, one
should keep in mind that the “atomistic” and “coarse-grained” resolutions may refer to more
general molecular models, e.g. the higher resolution can be path-integral representation [5],
and lower resolution can be continuous hydrodynamic description [12].
In AdResS scheme, the simulation region Ω is decomposed without overlapping into three
regions: the atomistic region ΩAT, the coarse-grained region ΩCG, and a hybrid region ΩHY
bridging the former two regions. That means the atomistic region is always connected to the
coarse-grained region via a hybrid region. The names of the atomistic and coarse-grained
regions are self-explanatory, while in the hybrid region each molecule has both the atomistic
and coarse-grained resolutions. A schematic plot of an AdResS simulation is presented in
Fig. 1. The AdResS uses a scalar weighting function w(r), r ∈ Ω to denote the resolution
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FIG. 1. A schematic plot of an AdResS simulation. In side the red circle is the atomistic region.
Between the red and blue circles is the hybrid region. Outside the blue circle is the coarse-grained
region.
of the molecule at position r . The definition of the weighting function is not unique, one
possible and perhaps the most popular choice is
w(r) =

1 r ∈ ΩAT
cos2
[pi
2
· dist(r ,ΩAT)
dHY
]
r ∈ ΩHY
0 r ∈ ΩCG
(1)
where dist(r ,ΩAT) is the distance between the position r and the atomistic region, which is
defined by dist(r ,ΩAT) = mins∈ΩAT |r − s|. dHY is the thickness of the hybrid region. We
always assume the thickness of the hybrid region is uniform, which indicates that the weight-
ing function smoothly vanishes at the boundary between the hybrid and the coarse-grained
regions. AdResS requires all interactions[24] being treated by the cut-off method, and the
thickness of the hybrid region being at least one cut-off radius (denoted by rc). Moreover,
owing to the double-resolution of hybrid molecules, an atomistic molecule only interacts with
the atomistic resolution of a hybrid molecule, while a coarse-grained molecule only interacts
with the coarse-grained resolution of a hybrid molecule. The atomistic molecules are thus
not directly interacting with the coarse-grained molecules. The benefit of these settings is
that there is no extra work for modeling the cross-scale interactions.
The intermolecular interactions are well defined in the atomistic and coarse-grained re-
gions by the corresponding models. To setup an AdResS simulation, one only needs to
define the interactions in the hybrid region. There are in general two possibilities: force
interpolation and the potential interpolation. The force interpolation approach defines the
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hybrid force between two molecules (indexed by i and j) by a linear interpolation between
the atomistic (denoted by FATij ) and coarse-grained (denoted by F
CG
ij ) forces.
F ij = wiwjF
AT
ij + (1− wiwj)FCGij (2)
where wi = w(r i) is the weighting function measured at the center-of-mass (COM) position
of molecule i. It should be noted that the AdResS force interpolation is not conservative,
i.e. there does not exist a potential so that the force interpolation is derived by taking the
negative gradient of the potential, unless the coarse-grained interaction is identical to the
atomistic interaction [18, 19]. It is easy to show that the force interpolation satisfies the
momentum conservation: Since both the atomistic and coarse-grained forces are subject to
the Newton’s third law, i.e. FATij = −FATji and FCGij = −FCGji . From the definition Eq. (2)
we have F ij = −F ji.
The potential interpolation approach defines the hybrid energy by
Vij = wiwjV
AT
ij + (1− wiwj)V CGij . (3)
The intermolecular force is therefore calculated by taking the negative gradient on the po-
tential F Vij = −∇iVij, which is explicitly written as
F Vij = wiwjF
AT
ij + (1− wiwj)FCGij −∇wi · wj(V ATij − V CGij ) (4)
Where ∇wi is the gradient of the weighting function measured at position r i, and the super-
script “V ” denotes that the force is defined by the potential interpolation. By definition (4),
the force of potential interpolation is conservative. The difference between the force and po-
tential interpolations lies in the last term of Eq. (4), which is a force acting along the direction
of decreasing weighting function. It should be noted that this force breaks the Newton’s
third law, therefore the force of potential interpolation does not conserve the momentum.
We define the accumulative effect of this term by the force of changing representation:
F repi =
∑
j
∇wi · wj(V ATij − V CGij ) (5)
The fundamental conservation laws satisfied by both the force and potential interpolations
are summarized in Tab. I. Unlike normal molecular systems, in which both the momentum
and energy are conserved, neither of the AdResS systems conserves both laws. The breaks of
these mechanics conservations have substantial influence on the thermodynamic properties
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TABLE I. A summary of the fundamental conservation laws in mechanics satisfied by the normal
molecular system and AdResS systems defined by force and potential interpolations.
Momentum Consv. Energy Consv.
Normal molecular System Yes Yes
AdResS force interpol. Yes No
AdResS potential interpol. No Yes
of the AdResS systems (see the discussions in Sec. IV). Regarding the equilibrium statistical
properties, we will show later in Sec. III that both approaches approximately sample the
grand-canonical ensemble.
When the intermolecular force is defined by either Eq. (2) or (4), the total force exerts
on one molecule is the sum of all pairwise forces:
F i =
∑
j
F ij, F
V
i =
∑
j
F Vij (6)
The force on the atomistic degrees of freedom (DOFs) of a hybrid molecules is distributed
by,
Fα =
mα
Mi
F i, F
V
α =
mα
Mi
F Vi (7)
where α is the indexes of atoms in molecule i. mα is the mass of atom, and Mi is the total
mass of molecule i, i.e. Mi =
∑
α∈imα.
Before discussing the statistical and thermodynamic properties of AdResS, a remark on
the choice of the weighting function should be added. In Ref. [25] the authors introduced a
modified weighing function with a buffer region so that the atomistic region interacts with
the hybrid region only via the atomistic intermolecular interaction:
w(r) =

1 r ∈ ΩAT
1 r ∈ ΩHY, dist(r ,ΩAT) < rc
cos2
[pi
2
· dist(r ,ΩAT)− rc
dHY − rc
]
r ∈ ΩHY, dist(r ,ΩAT) ≥ rc
0 r ∈ ΩCG
(8)
The minimum thickness of the hybrid region is therefore 2rc. It worth noting that the coarse-
grained region does not require a buffer in the hybrid region, because by definition the coarse-
grained region interacts with the hybrid region only via the coarse-grained intermolecular
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FIG. 2. A schematic plot of the comparison between an AdResS system (left) and the full atomistic
reference system (right).
interaction. The new definition (8) is crucial for the equilibrium statistical properties of
the AdResS, however, the extra cost is spent in the buffer {r |r ∈ ΩHY, dist(r ,ΩAT) < rc},
which is treated in atomistic resolution. This cost is relatively small for systems with a large
atomistic region.
III. EQUILIBRIUM STATISTICAL PROPERTIES OF ADAPTIVE RESOLU-
TION SIMULATION
In order to consider the accuracy of the AdResS from statistical perspective, we always
compare it with a full atomistic reference system, which is of the same size as the AdResS
system, and contains the same number of molecules. If the configuration of the atomistic
region in the AdResS is same as the corresponding subregion in the atomistic reference,
then the AdResS is of good accuracy (see the comparison indicated by the red arrow in
Fig. 2). A well-known conclusion of the standard statistical mechanics is that when the
reference system approximates the thermodynamic limit, the subsystem is subject to the
grand-canonical ensemble. Therefore, it is natural to investigate if the atomistic region of
AdResS is also subject to the grand-canonical ensemble in the same thermodynamic limit.
The theoretical framework presented in this section works for both the force and potential
interpolations.
We denote the number of molecules, volume and temperature of the system by N , V
and T , respectively. The atomistic reference system has exactly the same set of variables,
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and its equilibrium state is the desired equilibrium of AdResS. The thermodynamic variables
of the subregions are specified by the subscript, for example, those of the atomistic region
are NAT, VAT and TAT. Those of the hybrid and coarse-grained regions are denoted by
adding subscripts “HY” and “CG”, respectively. Identities N = NAT + NHY + NCG and
V = VAT +VHY +VCG obviously hold in the AdResS system. In equilibrium, the temperature
is uniform across the system: T = TAT = THY = TCG. This is achieved in practice by
coupling the whole system to a Langevin thermostat. The pressure and chemical potential
of the atomistic and coarse-grained regions are denoted by {pAT, µAT} and {pCG, µCG},
respectively. The DOFs of molecules indexed i are x i = {r i,p i}, where r i denotes the
generalized coordinates and p i denotes the corresponding momenta. All the DOFs of the
system are denoted by x = {x 1, · · · ,xN}. Without lost of generality, we consider that
molecules index by {1, · · · , NAT} are in the atomistic region, then {NAT+1, · · · , NAT+NHY}
are in the hybrid region, and the last NCG molecules {N−NCG +1, · · · , N} are in the coarse-
grained region. The corresponding DOFs are denoted by xAT, xHY and xCG. It should be
noted that for simplicity, we do not explicitly consider that the number of DOFs are different
for an atomistic and a coarse-grained molecule, and uniformly encode them by the vector x .
The thermodynamic limit is taken in the sense that both the atomistic and the coarse-
grained regions are infinitely large, and at the same time, the atomistic region is much
smaller than the coarse-grained region. The hybrid region is much smaller than both the
atomistic and coarse-grained regions. Therefore, the volumes of the three regions satisfies
VCG  VAT  VHY. The coarse-grained region can be treated as an infinitely large particle
and energy reservoir for the atomistic region, and the hybrid region is an infinitely thin filter
that changes molecular resolution when a molecule passes by. In the thermodynamic limit,
if there were no change of resolution (or considering the full atomistic reference system),
it is obvious that the subregion corresponding to the atomistic region samples the grand-
canonical ensemble. The question regarding the accuracy of AdResS can be asked by: How
accurately the atomistic region samples the grand-canonical ensemble in the thermodynamic
limit? More specifically, we want to prove the probability density of the atomistic region
satisfies
p(xAT, NAT) ≈ 1Z exp
{
βµ∗ATNAT − βHAT(xAT)
}
(9)
where µ∗AT is the chemical potential of reference system in the desired equilibrium, Z is the
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partition function normalizing the probability density, andHAT is the atomistic Hamiltonian.
Instead of directly proving Eq. (9), Ref. [20] suggest investigating the following equivalent
equations:
p(xAT|NAT) ≈ 1
ZNAT
exp
{
−βHAT(xAT)
}
(10)
p(NAT) ≈ ZNATZ exp
{
βµ∗ATNAT
}
(11)
where ZNAT is the canonical partition function for an atomistic system with NAT molecules
ZNAT =
∫
dxAT exp
{
−βHAT(xAT)
}
. (12)
The identity of the conditional probability holds: p(xAT, NAT) = p(xAT|NAT) p(NAT).
A. The accuracy of the configurational probability density
The configurational probability density (10) is further split as
p(xAT|NAT) =
∑
NHY
∫
dxHY p(xAT|NAT;xHY, NHY) · p(xHY, NHY|NAT) (13)
The first probability density in the integral is the probability density of atomistic DOFs
conditioned on the number of atomistic molecules and all hybrid DOFs. It can be shown
that if (1) All interactions in the system are cut-offed; (2) The atomistic region interacts
with the hybrid region only in an atomistic way; (3) The system is short-range correlated,
and the correlation between the atomistic and the coarse-grained regions is negligible, then
the probability density p(xAT|NAT;xHY, NHY) is approximated by
p(xAT|NAT;xHY, NHY) ∝ exp
{
− βHAT(xAT;xHY, NHY)
}
, (14)
where
HAT(xAT;xHY, NHY) =
NAT∑
i=1
1
2
miv
2
i +
NAT∑
i,j=1
1
2
V AT(r ij) +
NAT∑
i=1
NAT+NHY∑
j=NAT+1
V AT(r ij) (15)
is the atomistic Hamiltonian with parameters xHY, NHY. It should be noted that the prob-
ability density (14) is identical to that of the reference system. The probability density and
local Hamiltonian can be written down for the coarse-grained region analogically.
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In general, the second probability density p(xHY, NHY|NAT) in Eq. (13) is not the same
as the reference system. For example, it has been shown that the density distribution in the
hybrid region deviates from the desired one, even if the coarse-grained side is modeled to
reproduce the atomistic pressure [6]. However, it is possible to raise necessary conditions for
the AdResS system, with which the accuracy can be improved systematically (see the cyan
arrow in Fig. 2). The first necessary condition is that the density profile of the hybrid region
should be a constant that is identical to the density of the atomistic reference at desired
equilibrium:
ρHY(r) = ρ
∗
AT =
N
V
(16)
The second necessary condition is that the two body probability density in the hybrid
region is the same as the full atomistic reference, In homogeneous and isotropic system, it
is equivalent to ask that the hybrid radial distribution function (RDF) should be the same
as that of the reference system:
gHY(r) = g
∗
AT(r). (17)
It is fully justified to systematically raise the necessary conditions up to m-th multibody
probability density, for example the third necessary condition would be
C
(3)
HY = C
(3)∗
AT (18)
where C(3) is the three-body correlation. Since the system is homogeneous and isotropic,
the three-body probability density is equivalent to three-body correlation function.
In practice, the density in the hybrid region is corrected by the thermodynamic force [8],
which is applied on top of the AdResS intermolecular interactions:
F i =
∑
j
F ij + F
th
i , (19)
F Vi =
∑
j
F Vij + F
th,V
i , (20)
where the thermodynamic forces is a one-body force defined over space, i.e. F thi = F
th(r i)
and F th,Vi = F
th,V (r i), for force and potential interpolations, respectively. The thermody-
namic force is applied only in the hybrid region, and is calculated by the following iterative
scheme:
F
th(,V )
k+1 (r) = F
th(,V )
k (r)−
M
κ(ρ∗AT)2
∇ρk(r) (21)
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where k denotes the step of iteration and κ is the isothermal-compressibility. In equilibrium
the density profile ρ(r) in the atomistic and coarse-grained regions are constants, so the
thermodynamic force is updated only in the hybrid region. When the hybrid density is flat,
the thermodynamic force converges. An important consequence is that
ρAT(r) = ρHY(r) = ρCG(r) = ρ
∗
AT, (22)
because the density profiles match at the atomistic-hybrid and hybrid-coarse-grained bound-
aries.
By using a numerical example of SPC/E water [26] system, it has been shown in Ref. [20]
that when the thermodynamic force is applied, the AdResS atomistic region reproduces
(with satisfactory accuracy) multi-body configurational probability densities of the refer-
ence system up to the three-body correlation. A surprising numerical observation is that
although only the thermodynamic force is applied, the second order necessary condition (17)
is automatically fulfilled, because the RDF is identical to the reference system in the buffer
hybrid region {r : r ∈ ΩHY, dist(r ,ΩAT) < rc} that is interacting with the atomistic region.
The third necessary condition is not satisfied because there is deviation in the three-body
correlation in the buffer hybrid region. It should be noted that there is no theoretical back-
ground why the second necessary condition is satisfied by only using the thermodynamic
force, so one cannot expect the same benefit in other systems.
The second necessary condition (17) is fulfilled by the RDF correction F rdf [25], which
is a conservative two-body force added to the force interpolation (2) as an extra term that
applies only in the hybrid region:
F ij = wiwjF
AT
ij + (1− wiwj)FCGij + wiwj(1− wiwj)F rdfij . (23)
The RDF correction force is constructed from a RDF correction potential V rdf by
F rdfij = F
rdf(r ij) = −∇rV rdf(rij), (24)
which is calculated by the iterative Boltzmann inversion:
V rdfk+1(r) = V
rdf
k (r) + kBT ln
[ gk(r)
g∗AT(r)
]
(25)
where k is the step of iteration. When the RDF of kth iteration is identical to that of the
full atomistic reference g∗AT(r), the iteration converges. It has been shown that the iterative
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scheme of thermodynamic force (21) coupled with the iterative Boltzmann inversion (25) is
effective in correcting the density profile gHY(r) and RDF gHY(r) simultaneously [25]. For
SPC/E water system when the RDF correction is applied, the third necessary condition is
automatically satisfied [20]. Again, there is no theoretical prove behind this phenomenon,
and one cannot expect the same benefit for other systems.
Remark: The RDF correction is developed only for the force interpolation scheme, and a
natural extension to the potential interpolation seems to be
Vij = wiwjV
AT
ij + (1− wiwj)V CGij + wiwj(1− wiwj)V rdfij . (26)
The effectiveness of this proposal has never been tested, and is still an open problem.
B. The accuracy of the number probability
The accuracy of number probability p(NAT) is investigated by a Taylor expansion
w.r.t. the relative size of the atomistic region to the whole system, which vanishes in
the thermodynamic limit. The sufficient condition for the first order accuracy asks for a
balance of the chemical potential [20]:
µCG − µAT = ω0, (27)
where ω0 corresponds to the work from the filter on each molecule that leaves the coarse-
grained region and enters the atomistic region. An important conclusion form Ref. [20]
is that the relation (27) holds automatically when the thermodynamic force is applied so
that the atomistic and coarse-grained densities match. The conclusion is derived under
the assumption of thermodynamic limit and the decorrelation between the atomistic and
coarse-grained regions.
The second order accuracy is achieved if the isothermal-compressibility of the atomistic
and coarse-grained resolutions match:
κAT = κCG (28)
This is achieved by coarse-grained modeling, for example, the structure based coarse-grained
models that reproduce the atomistic RDF [27].
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C. The WCA potential as a generic energy and particle reservoir
From the analysis on statistical mechanics, one surprising fact is that if the requirement
for the accuracy is not very high (only applying the thermodynamic force is acceptable),
then there is actually no restriction on the coarse-grained model. One can even use ideal gas
as a coarse-grained model. The computational difficulty lies in the sudden switching-on of
the atomistic interactions when a coarse-grained molecule enters the hybrid region. If two
molecules enter at the same time and the same location, then the atomistic contribution
to the intermolecular interaction is infinity, which drives the simulation unstable. This
numerical difficulty can be avoided by using capped atomistic interaction [1], or by using
a gradually switching-on core-softened atomistic interaction [14]. In Ref. [20], the authors
instead tested with Weeks-Chandler-Andersen (WCA) potential [28] as the coarse-grained
model, which is a short-ranged and pure repulsive interaction. For an SPC/E water system,
the cut-off radius of WCA potential can be 2.4 time smaller than the cut-off radius used
in the atomistic region. Since the computational cost of cut-off scheme is of order O(r3c ),
the pair interaction of WCA is 19 times cheaper. Moreover, for each pair of molecules
the atomistic model computes 10 pairwise interactions (9 electrostatic + 1 van der Waals),
while the WCA model computes only one. Therefore the WCA model in total costs only
1/190 on force computation than the SPC/E atomistic model. The WCA approach has
been successfully used in calculating the chemical potential of various complex fluids and
mixtures [22].
IV. THERMODYNAMIC PROPERTIES OF ADAPTIVE RESOLUTION SIMU-
LATION
In the reference system (full atomistic), if the equilibrium state is achieved, then the
temperature, pressure and chemical potential of different regions are identical. In AdResS
system, the global uniform temperature distribution in equilibrium is equilibrated by the
Langevin thermostat. However, extra terms appear in the pressure or chemical potential
relations when the momentum or energy conservation is absent (see Tab. I), respectively.
The chemical potential balance can be investigated from the fact that when the uniform
density distribution is guaranteed, the chemical potential difference between the resolutions
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is compensated by ω0, which is the work per molecule from the filter when a molecule
leaves the coarse-grained region and enters the atomistic region (see relation (27)). Now the
question turns out to be what contributes to the work ω0. For the potential interpolation,
the work of the filter is nothing but the work of the thermodynamic force plus the extra
kinetic energy corresponding to the extra DOFs that a molecule obtains in higher resolution
region:
ω0 = ω
th,V + ωDOF, (29)
where ωth,V denotes the work of the thermodynamic force of the potential interpolation. This
work is path independent if the thermodynamic force is defined as a function of the distance
to the atomistic region, and applies along the gradient of the weighting function. We always
use the thermodynamic force that satisfies these conditions. For the force interpolation, we
denote the extra contribution due to the absence of the energy conservation by ωextra, then
ω0 = ω
th + ωextra + ωDOF, (30)
where ωth is the work of the thermodynamic force of the force interpolation. The magnitude
of the extra term ωextra is unclear up to now.
For the force interpolation, the pressure of different resolutions is related by [8]
pCG − pAT = ρ0 ωth, (31)
in which the work of the thermodynamic force again plays an important role. For the po-
tential interpolation, the pressure relation can be investigated by an imaginary infinitesimal
volume increment of the atomistic region, and the same amount of volume decrement of the
coarse-grained region. Following this idea, Ref. [22] proves that in equilibrium the pressure
is related by
pCG − pAT = ρ0(ωth,V − ωrep) (32)
where ωrep is the work done by the average force of changing representation:
ωrep =
∫
〈F rep(r)〉V ◦ dr (33)
where “◦” means that the integral should be understood as along the path. The force of
changing representation acts always along the gradient of the weighting function, and the
14
TABLE II. A summary of the thermodynamic relations satisfied in force and potential interpolation
AdResS.
Force interpol. AdResS Potential interpol. AdResS
Temperature TAT = TCG TAT = TCG
Pressure pCG − pAT = ρ0 ωth pCG − pAT = ρ0(ωth,V − ωrep)
Chemical pot. µCG − µAT = (ωth + ωDOF + ωrep) µCG − µAT = ωth,V + ωDOF
weighting function is a function of the distance to the atomistic region, therefore, if the
system is homogeneous in the hybrid region, then the integral (33) is path independent.
The ensemble average can be estimated by sampling. The force of changing representation
stems from the last term of potential interpolation (4), and contributes to the pressure
relation (32) because it does not satisfy the Newton’s action-reaction law [22].
Using Eq. (29) and (30) one has ωth,V − ωth = ωextra, while using (31) and (32) one has
ωth,V − ωth = ωrep. Therefore, we have
ωextra = ωrep (34)
It should be noted that the ensemble average in the work of changing representation (33)
is defined for the potential interpolation, however, the estimate of the term ωrep does not
depend on the ensemble, at least up to the “first order approximation” [22], because the
hybrid region of the potential and force interpolation have the same density. In Ref. [20] an
even stronger conclusion is shown numerically in the SPC/E water system: The average force
of changing representation estimated from potential interpolation is pointwisly identical to
that estimated from the force interpolation. The thermodynamic relations discovered in
force and potential interpolation AdResS schemes are summarized in Tab. II.
V. DYNAMICAL PROPERTIES: ADAPTIVE RESOLUTION SIMULATION BE-
YOND EQUILIBRIUM
In principle, all quantities that can be written down in terms of equilibrium ensemble
averages should be computed with high accuracy when using an AdResS simulation that
approximately samples the grand-canonical ensemble. However, under this framework one
has little knowledge regarding the quantities that are not ensemble averages. For example,
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the non-equilibrium response of the system with respect to an external perturbation, which
is either computed by brute force non-equilibrium simulations [29], or by equilibrium time-
correlation function via the Green-Kubo relation [30, 31] if the perturbation is small. The
time-correlation function, although measured in equilibrium simulations, depends on how
the dynamics of the system is implemented. The quantities of this type are called dynamical
properties of the system. In principle, the Hamiltonian dynamics should be used to compute
the dynamical properties, however, due to the truncation error in computer simulations, it
is technically difficult to conserve the energy in very long MD simulations. To this end
thermostats are sometimes coupled to keep the system at desired thermodynamic state.
It is worth noting that the thermostats are designed to sample equilibrium distributions,
and disturb the Hamiltonian dynamics in an artificial way. Therefore, when applying the
thermostats in computing the dynamical properties, the potential artifacts should be checked
carefully. In the context of AdResS, we propose an alternative way of thermostating the
system, the local thermostat method [29], which is proved to be free of the artifacts in
computing the dynamical properties, in the following section.
A. Velocity auto-correlation of water
In this section we take the normalized velocity auto-correlation function for example:
Cv(t) =
〈v(0) · v(t)〉
〈v(0) · v(0)〉 (35)
where the averages 〈·〉 are still taken with respect to the equilibrium ensemble, and the term
〈v(0) · v(t)〉 computes the correlation between the velocity at time 0 and t, which depends
on the dynamics of the system. An illustrative example of the thermostating artifact is the
oxygen velocity auto-correlation in a TIP3P [32] water system presented in Fig. 3: If the
system is coupled to a Langevin thermostat, the result is qualitatively different from that
without any thermostat coupling, i.e. Hamiltonian dynamics. Although by using milder
thermostats (increased time-scales) will improve the result, it is in general difficult to know
a priori the strength of the thermostat coupling. The standard AdResS simulations, since
the Langevin thermostat is globally coupled to the system, is not suitable for reproducing
the dynamical properties of the system.
The solution is to adopt the local thermostat method that was initially developed for non-
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FIG. 3. The oxygen velocity auto-correlation by atomistic simulation compared with AdResS
simulation. The solid cyan and red lines compares the atomistic simulation with and without
Langevin thermostat, respectively. In the simulation of Hamiltonian dynamics, the energy drift is
only 0.01%. The square and cross points represent the potential and force interpolation AdResS
with local thermostat, respectively. The time-scales of the global and local Langevin thermostat
are both τT = 0.1 ps.
equilibrium MD simulations [29]. This method divides the system into two regions. The
dynamical region, out of which the dynamical properties are calculated, is not coupled to any
thermostat, so the dynamics there is preserved as Hamiltonian dynamics. The thermostated
region is coupled to the Langevin thermostat in order to keep the system at the desired
thermodynamic state. In the context of AdResS, we let the dynamical region identical to
the atomistic region, and the hybrid and coarse-grained regions, which serve as particle and
energy reservoir, coupled to the thermostat.
This local thermostat method is validated by an AdResS simulation of pure TIP3P water
system. The simulation is performed by the Gromacs [33] version 4.6.5. The system contains
5000 water molecules. The dimension of the periodic simulation region is 14.7×3.2×3.2 nm3,
in which the resolution changes only in x-direction. The atomistic region is of size 1.5 ×
3.2× 3.2 nm3, and the width of the hybrid region is dHY = 2.85 nm. The rest of the system
is coarse-grained region modeled by the WCA interaction. The weighting function of form
Eq. (8) is used to couple different resolutions. The Langevin thermostat coupled to the
hybrid and coarse-grained regions is of time-scale τT = 0.1 ps. The thermodynamic forces
of force and potential interpolations are iteratively computed by Eq. (21). The electrostatic
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FIG. 4. (a): A schematic plot of the alanine dipeptide molecule, and the two dihedral angles φ
and ψ that are used to represent the conformations of the molecule. (b) and (c): The free energy
landscape plotted using variables φ and ψ. (b) is for full atomistic reference simulation, while (c)
is for AdResS. The metastable conformations coded by αR, C7eq, αL and C7ax are noted on plot
(b).
interaction is treated by the Reaction-Field method [34, 35], with dielectric constant εrf =
+∞, which conserves the energy, and is proved to be a special case of the Zero-multiple
method [36, 37]. The cut-off radius is 1.2 nm, and the van der Waals interaction is smoothed
by the “switch” method provided by Gromacs.
The Fig. 3 presents the velocity auto-correlation functions computed by fully equilibrated
MD trajectories of length 1 ns, with the velocities recorded every 0.04 ps. Here full equilibra-
tion means uniform temperature and density distributions in the system. In the Figure, both
the force and potential interpolations are in almost perfect agreement with the atomistic
simulation under Hamiltonian dynamics. This indicates that AdResS with local thermostat
is a promising method to investigate the dynamical properties in the concurrent multiscale
simulation.
B. Alanine dipeptide dissolved in water: equilibrium and dynamical properties
The alanine dipeptide molecule (see Fig. 4 (a)) is usually used as a testing case for evaluat-
ing the new computational method in simulating biomolecular system (see e.g. Ref. [38–41]).
We investigate a system composed of 7235 TIP3P water molecules, and one alanine dipep-
tide described by the CHARMM27 force field [42] with grid-based energy correction map
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(CMAP) [43]. The dimension of the simulation region is 6.1×6.1×6.1 nm3, which is divided
into a spherical atomistic region of radius 0.5 nm centered at the α-carbon and a shell-shaped
hybrid region of width 2.0 nm. The rest of the system is treated coarse-grainly by the WCA
interaction. The dynamical region is also centered at the α-carbon, and is of radius 1.2 nm.
It has been proved that the conformational dynamics of alanine dipeptide is not sensitive
to the size of the dynamical region when the radius is larger than 1.0 nm [29]. In this case,
part of the hybrid region is not thermostated, so when using force interpolation, the extra
energy production might not be effectively equilibriated. To this end, we only investigate
the potential interpolation. The corresponding thermodynamic force is iteratively computed
by Eq. (21). The electrostatic interaction is computed by the Reaction-Field method with
dielectric constant εrf = +∞. Both the electrostatic and the van der Waals interactions
(smoothed by “switch” method in Gromacs) are cut-offed at 1.0 nm.
The system presents a very clear time-scale separation: There are fast motions like bond
and angle vibrations that happen in tens of femtoseconds, while there are slow conforma-
tional transitions that happen in hundreds of picoseconds. The dihedral angles φ and ψ (see
Fig. 4 (a)) are usually chosen as collective variables that describe the molecular conformation
and its transitions.
The free energy is defined as the logarithm of the projected equilibrium probability density
on the φ–ψ space:
F (φ, ψ) = −kBT ln peq(φ, ψ). (36)
The free energy of the full atomistic reference system is showed in Fig. 4 (b), which clearly
presents the metastability in the system: several highly populated regions that correspond
to metastable conformations are separated by lowly populated regions that are identified
as transition regions. The AdResS free energy (Fig. 4 (c)) is in good consistency with
the full atomistic reference system, and reproduces the metastable conformations and their
populations with satisfactory accuracy. This is expected in equilibrium, because as discussed
in Sec. III, the AdResS sampling approximates the atomistic grand-canonical ensemble.
In practice, not only the equilibrium properties like the free energy are of interest, but
also the dynamical properties like the conformational transitions and the corresponding re-
laxation time-scales are of highly biological importance. When the system presents metasta-
bility, one powerful tool for this purpose is the Markov state model (MSM) [44–46], which
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approximates the original high-dimensional dynamics by a finite-state reduced Markov pro-
cess. The accuracy analysis regarding this approximation is well-established [47, 48]. The
MSM has found successfully applications in various fields, for example studying complex
protein systems (two of the hundreds of examples are Ref. [49, 50]).
In a standard MSM approach, the full phase space is firstly decomposed into a non-
overlapping union of finite number of states (not necessarily identical to the metastable
conformations), then the original time-dependent probability density define on the phase
space (pt(x )) is approximated by a temporal discrete probability pkτ defined on the finite-
state space. The step of the temporal discretization τ is called the lag-time. The reduced
dynamics is assumed to be Markovian. Under the assumption of Markovianity, the original
continuous dynamics is approximated by the Markov processes governed by
p>kτ = p
>
0 ·T k(τ), (37)
where T (τ) is the transition matrix that associates to the reduced dynamics of p>kτ . The
matrix element, for example Tij is defined as the probability of the system being in state j at
τ , provided the system being in state i at time 0. In equilibrium, the transition matrix T (τ)
does not depend on time when the state i is investigated, and only the lag-time τ matters.
If the transition matrix is irreducible and aperiodic, then according to Perron-Frobenius
theorem, the maximum eigenvalue is reached and single. Due to the stochasticity of the
matrix, this eigenvalue is equal to 1. If the dynamics is further assumed to be reversible,
then all eigenvalues of the transition matrix are real valued. The first m largest eigenvalues
are denoted by 1 = λ1 > λ2 ≥ λ3 ≥ · · · ≥ λm, and the corresponding left eigenvectors
are denoted by Φ1,Φ2, · · · ,Φm. The leading eigenvector is non-negative, and satisfies Φ>1 =
Φ>1 · T (τ). With proper normalization (integrate to 1) the leading eigenvector is identical
to the equilibrium probability density. At infinitely long time, the probability density pkτ
converges to the equilibrium probability. The speed of the convergence is characterized
by the leading relaxation time-scales that are determined by the leading eigenvalues: ti =
−τ/log λi, i = 2, · · · ,m. Since the eigenvectors are orthogonal and the first eigenvector is
non-negative, the reset of the eigenvectors have a vanished sum over all elements: Their
value is positive at some states and negative at some other states. The different signs in the
eigenvectors denote the conformational transition corresponding to the time-scale ti.
In the example of alanine dipeptide dissolved in water, the states in the MSM is defined
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FIG. 5. The non-trivial leading time-scale calculated from the Markov state modeling for the
system of alanine dipeptide dissolved in water. In this figure, t2 t3 and t4 correspond to the first,
second and third non-trivial leading time-scale, respectively. The horizontal axis τ is the lag-time
used to build the Markov state model. For a sufficient large τ the values of the time-scales should
be independent on the lag-time. The shadowing regions around the lines indicate the statistical
uncertainty of the result.
by uniformly dividing the φ-ψ space in to 20 × 20 bins. Each bin presents a state in
MSM, and the transition matrix is sampled by equilibrium MD simulations with the local
thermostating scheme [29]. The MSM is built and analyzed by the software EMMA [51].
The resulting eigenvalues and eigenvectors of AdResS are compared with the full atomistic
reference under the same local thermostat in Fig. 5 and 6. The eigenvalues should be
independent for sufficiently large τ if the MSM is of good accuracy, and from Fig. 5 they are
so for τ ≥ 20 ps. Also from the Fig. 5, the full atomistic reference and the AdResS eigenvalues
are consistent within the statistical uncertainty. From Fig. 6, the conformational transitions
correspond to t2, t3 and t4 are {αR} ↔ {αL,C7ax}, {αR, αL} ↔ {C7eq} and {αL} ↔
{C7ax}, respectively. The eigenvectors and the indicated conformational transitions of the
AdResS are also consistent with those of the full atomistic reference. Although calculated
from the equilibrium MD simulations, it should be noted that the leading time-scales and
the corresponding eigenvectors are not the equilibrium properties, because the transition
probabilities (elements of the transition matrix) are actually auto-correlation functions of
the characteristic functions that are not equilibrium ensemble averages.
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FIG. 6. The eigenvectors corresponding to the first three leading time-scales computed using lag-
time 20 ps. The first row represents the eigenvectors of the full atomistic reference, while the
second row represents those of the AdResS. From left to right Φ2, Φ3 and Φ4 that correspond to
time-scales t2, t3 and t4 are given (see also Fig. 5). The magnitude of the eigenvectors are denoted
by the color. The conformational changes indicated by the eigenvectors are noted on the plots.
VI. CONCLUDING REMARKS AND OPEN QUESTIONS
In this paper, we investigated both the potential and force interpolations under a uni-
form theoretical framework of GC-AdResS. The necessary conditions for the grand-canonical
like equilibrium simulations are provided. However, it should be noticed that these condi-
tions are not sufficient, and the high accuracy in the numerical simulations indicates that
these conditions tend to be too “strong”. Take the AdResS water simulation for example,
when only the thermodynamic force is applied to impose the first necessary condition (den-
sity consistency), the configuration of the atomistic region is almost identical to the full
atomistic reference up to the three-body correlation[52], and the second necessary condition
(RDF consistency) is automatically fulfilled. It might also be possible that the errors in
the numerical simulations are too small to be observed. In this context, it would be helpful
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to provide error estimates on the ensemble sampled by AdResS with respect to the full
atomistic grand-canonical ensemble. To the knowledge of the authors, neither the sufficient
condition nor the error estimate has ever been investigated.
If one were able to answer the questions regarding the accuracy of the equilibrium ensem-
ble of AdResS, the accuracy of quantities that are equilibrium ensemble averages would be
automatically answered. However, the dynamical properties, which are not equilibrium en-
semble averages, are out of the scope of the GC-AdResS framework. In order to numerically
check the accuracy of AdResS in computing the dynamical properties, we investigated the
velocity auto-correlation function of pure water and the leading relaxation time-scales of ala-
nine dipeptide dissolved in water. The significant time-scale of the time-correlations ranges
from 1 ps in the case of velocity auto-correlation to almost 600 ps in the case of conforma-
tional relaxation of alanine dipeptide. In both systems the AdResS reproduces the atomistic
result with a satisfactory agreement. Although these positive numerically evidences cannot
answer the open questions on the reason behind the high accuracy, nor the error estimates
of the dynamical properties, they are strong evidence on the applicability of AdResS beyond
equilibrium simulations, and suggests a direction for theoretical investigations.
Currently the AdResS method has only been applied to model systems and small scale
applications. The advantage in the efficiency is not very obvious in these studies. One
important reason that prevents the AdResS method from large scale applications is the
software implementation [22]. The software we used in the simulations is Gromacs[53].
Currently the force computation kernel for the hybrid region is written in C language [54].
Comparing to the highly optimized assembly force computation kernels in Gromacs, the
AdResS kernel is not competitive. Moreover, the current AdResS implementation keeps
double resolution everywhere in the system[55]. Since in the coarse-grained region the force
computation is very cheap, the majority of the computational cost is actually spent on
keeping and integrating the atomistic DOFs. On straightforward solution is to remove
the atomistic DOFs in the coarse-grained region, which was actually proposed by the very
original paper of AdResS [1]. Owing to the fact that the coarse-grained interactions are
usually “softer” than the atomistic interactions, one way of further boost the performance is
to integrate the coarse-grained molecules with larger time-steps. If possible, the theoretical
analyses on the consistency and the corresponding error estimates should be developed
along the application of this adaptive time-step idea. All these technical difficulties would
23
hopefully be solved in the near future.
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