We present two matched sets of five simulations each, covering five presently favored simple modifications to the standard cold dark matter (CDM) scenario. One simulation suite, with a linear box size of 75 h −1 Mpc, is designed for high resolution and good statistics on the group/poor cluster scale, and the other, with a box size of 300 h −1 Mpc, is designed for good rich cluster statistics. All runs had 57 million cold particles, and models with massive neutrinos had an additional 113 million hot particles. We consider separately models with massive neutrinos, tilt, curvature, and a nonzero cosmological constant (Λ ≡ 3H 2 0 Ω Λ ) in addition to the standard CDM model. We find that our tilted Ω 0 + Ω Λ = 1 (TΛCDM) model produces too much small-scale power by a factor of ∼ 3, and our open Λ = 0 (OCDM) model also exceeds observed small-scale power by a factor of 2. In addition, we take advantage of the large dynamic range in detectable halo masses our simulations allow to check the shape of the Press-Schechter approximation. We find good fits at cluster masses for δ c,g = 1.27-1.35 for a Gaussian filter and δ c,t = 1.57-1.73 for a tophat filter. However, Press-Schechter overpredicts the number density of halos compared to the simulations in the high resolution suite by a weakly cosmology-dependent factor of 1.5-2 at galaxy and group masses, which cannot be fixed by adjusting δ c within reasonable bounds. An appendix generalizes the spherical collapse model to any isotropic cosmology.
INTRODUCTION
The COBE DMR detection of anisotropies in the cosmic microwave background (Smoot et al. 1992 ) made it very clear that the 'standard' structure formation scenario of cold dark matter (Blumenthal et al. 1984; Davis et al. 1985) cannot simultaneously account for fluctuations on very large and very small scales. That model made several very restrictive assumptions about cosmological parameters -that spacetime is homogenous, isotropic and globally flat; that there is no cosmological constant; that fluctuations from homogeneity are Gaussian-distributed and nearly scale-independent ⋆ E-mail: gross@fozzie.gsfc.nasa.gov (MAKG); rachels@alf.fiz.huji.ac.il (RSS); joel@ucolick.org (JRP); holtz@nmsu.edu (JH); aklypin@nmsu.edu (AK) at horizon crossing; that the Hubble parameter h ≡ H0 / (100 km s −1 Mpc −1 ) is 0.5; and that the number of free parameters is minimized. The obvious fixes to the problem of excess small-scale power (when normalizing power spectra to the COBE anisotropy) are to make one of the following modifications to the model: (i) tilt the primordial spectrum, (ii) allow a nonzero cosmological constant but retain globally flat geometry, (iii) allow the universe to be open, (iv) add hot dark matter (i.e., neutrinos with masses of a few eV), or (v) lower the Hubble parameter much further (h ∼ 0.3-0.4).
Each of these modifications adds only one free parameter to the cosmology. In this paper, we consider the most viable models from each class above except the last, and simulate them with an N -body code in two suites, with equivalent initial conditions across all the models. We do not consider a 'low-H0' model (Bartlett et al. 1995) because of increasingly solid observational evidence that h ∼ > 0.5.
Deciding on cosmological parameters is to some extent an iterative process. Much can be done using the PressSchechter (1974) approximation, but the assumptions that go into it are not necessarily realistic (for example, spherical symmetry -see Jain & Monaco 1995) . Therefore, it is useful as a first approximation to calculating the mass functions, and we use it to perform an approximate cluster normalization, using guesses about other cosmological parameters. We run a set of simulations and use them to verify the Press-Schechter approximation, and make several preliminary comparisons to observational data. In a companion paper , we recalibrate the Press-Schechter approximation and use it to derive refined estimates of model normalization and Ω0 from several different data sets, and make more careful comparisons to cluster abundance. Subsequent papers will use simulations based on the refined normalizations.
In section 2.1, we describe the specific models from each class of CDM-variant models and explain why we chose the parameters as we did. In section 2.2, we briefly describe the modifications to the particle-mesh algorithm we made for this study. We explain our halo finding algorithm and the effect of mass resolution upon it in section 3 and report the simulation results in section 4. Finally, in section 5, we give our conclusions.
SIMULATIONS

Models
Given the long list of modifications to the cold dark matter scenario in the previous section, we could construct a model that tweaked every parameter, to try to make a best-fit universe to all the observational data available. But, such an 'epicycle' model would be ugly. So, we try to minimize the number of modifications to the relatively simple standard cold dark matter scenario, considered at one time, except that we allow a small tilt to n = 0.9 in each model in addition to modifications (ii)-(iv), in order to be consistent with both COBE and cluster abundances. Larger tilts are not allowed because they tend to cause disagreements with high-multipole cosmic microwave background data.
We constrain models by running a large suite of linear calculations and comparing the output to appropriate observational constraints. Constraints that we consider in choosing model parameters for more detailed nonlinear analysis are:
(i) the abundance of Abell clusters, as measured by X-ray temperature profiles (White, Efstathiou, & Frenk 1993; Biviano et al. 1993, hereafter WEF93 and BGGMM93, respectively) . We allow for cluster masses to be underestimated by up to a factor of two due to results from cluster density mapping with gravitational lensing (Squires et al. 1996; Squires et al. 1997; Miralda-Escudé & Babul 1995; Wu & Fang 1996; Wu & Fang 1997 ; figure 1),
(ii) microwave background anisotropies for ℓ ∼ < 800 (figure 2) as measured by several recent CMB detection experiments (Tegmark 1996; Netterfield et al. 1997; Scott et al. 1996; Platt et al. 1997; figure 2) (iii) 'bulk flow' peculiar velocity measurements and resulting constraints on the power spectrum Kolatt & Dekel 1997 ; figure 4). The linear estimates of these parameters are shown in table 1 and in figures 1, 2, and 4 for the models we consider.
For most models, we presume a baryon abundance of Ω b = 0.025h −2 , consistent with the Tytler, Fan, & Burles (1996) cosmic deuterium abundance measurement. Normalization is accomplished by calculating low multipoles using an enhanced version of the linear code from Holtzman (1989) and comparing to the four-year COBE DMR anisotropy measurements (Górski et al. 1996; Górski, private communication) .
For comparison to other studies, we also simulated the standard cold dark matter (SCDM) model with bias b = σ −1 8 = 1.5.
1 That model is intended to approximately match observed cluster abundances on small scales at the cost of being inconsistent with the COBE anisotropy measurements. For this model, we presumed there were no baryons in the Universe, and used the BBKS transfer function (Bardeen et al. 1986 ) used in previous studies, that is,
with q = kh −2 and A adjusted so that the rms fractional variance in mass in spheres of radius 8 h −1 Mpc estimated using linear theory is σ8 = 0.667.
The simplest method to fix the standard model's problems at small scales is by 'tilting' the spectrum, that is, by changing the Ak factor in equation (1) to Ak n , with n < 1. We find, using Press-Schechter estimates of the cluster abundance (table 1) , that with h = 0.45, a tilt of n = 0.9 with COBE normalization matches the cluster abundance reasonably at M = 6 × 10 14 h −1 M⊙, so we use these parameters for the tilted case (TCDM).
Another fix is to add a little hot dark matter. The traditional approach for this class of models is to postulate that there is one species of neutrino with significant mass. We find a good match to observed cluster abundances with tilt n = 0.9, h = 0.55, and Ων = 0.2. However, if we allow Nν = 2 species of equal-mass neutrinos, the power on cluster scales is reduced by 20 per cent without affecting smaller or larger scales, which lowers cluster abundances without worsening potential early structure formation problems (smallscale power) or COBE normalization  for Ω Λ + Ω 0 = 1 models. Eke, Cole, & Frenk (1996) calculate σ 8 = 0.52±0.04 in order to fit cluster temperatures assuming β ≡ < KE > dm /< KE >gas = 1. g rms velocity in a sphere of radius 50 h −1 Mpc . h Estimated number density of clusters of mass 6 × 10 14 h −1 M ⊙ , in h 3 Mpc −3 , from Press-Schechter theory with a Gaussian window function. δc,g is 1.5 for CHDM models (Walter & Klypin 1996; Borgani et al. 1997b ) and 1.3 for all other models (Liddle et al. 1996, KPH96) . Masses near the center of the allowable range for cluster data (WEF93, BGGMM93) are used. Note that uncertainties in the masses of measured clusters mean that the masses for which densities were measured could shift coherently up to a factor of two above the reported value of 4.2 × 10 14 h −1 M ⊙ . This is a naive approach which we use only for our first iteration of model parameters. We use more sophisticated methods in Gross et al. (1997) . Pogosyan & Starobinsky 1995) . A reasonable model can be constructed either without any tilt (n = 1) or with higher h. We choose the former, based on concerns about the age of the Universe.
2
We also consider a flat model with a cosmological constant (TΛCDM), which requires a modest tilt (n = 0.9) to get the cluster abundance approximately correct. This particular model is our best candidate model in this class, and we have studied it and many other ΛCDM models previously with smaller simulations (Klypin, Primack, & Holtzman 1996, hereafter KPH96; Smith et al. 1997 ). As we consider even small simulations to be a more reliable indicator of model efficacy than linear estimates, we choose our candidate model from the simulation pool rather than the linear tables. As a better match to the observed baryon fraction (Ω b /Ω0 if the baryon fraction is universal) in clusters in low-Ω0 models, we use a smaller Ω b for TΛCDM than we do in the larger-Ω0 models.
Many observers favor an open cosmology and a high Hubble parameter, consistent with local density estimates and the Hubble Key Project. The lowest reasonable value of Ω0, given initial Gaussian fluctuations as assumed in all CDM-variant models considered here, is constrained to be above 0.3 at ∼ > 4σ confidence (Nusser & Dekel 1993; cf. also Dekel & Rees 1994; Bernardeau et al. 1995) . We adopt Ω0 = 0.5 as a 'reasonable' value for OCDM, noting that even this relatively high Ω0 leads to a power spectrum lower than that indicated by the potent analysis (Kolatt & Dekel 1997 ; see also figure 4). Our choice of Ω0 for this model and 2 We ran the simulations before the Hipparcos recalibration of the age of globular clusters (Reid 1997; Gratton et al. 1997; Chaboyer et al. 1997 ). This constraint has disappeared, and h = 0.6 or even 0.65 is perfectly reasonable today.
for TΛCDM is somewhat higher than that used by the Virgo collaboration (Jenkins et al. 1996) for this reason. Our linear code is not capable of determining low multipole cosmic microwave background fluctuations for OCDM, as it uses a plane wave expansion that is only appropriate for flat cosmologies. Instead, we use fitting functions for the normalization δH(Ω0) and the transfer function T (k) given by Liddle et al. (1996, hereafter LLRV96) .
3 Figure 1 summarizes the expected mass functions on the group and cluster mass scales, as estimated from the PressSchechter approximation, with a Gaussian filter. Consistent with results from Borgani et al. (1997b) , we use δc,g = 1.5 for models with massive neutrinos and δc,g = 1.3 for all other models, in this figure. The observational cluster abundance estimates plotted are in reasonable agreement with these mass functions, especially if the mass estimates are low as indicated by some gravitational lensing estimates.
In figure 2 , we compare each model to several recent CMB measurements, using the cmbfast program of Seljak & Zaldarriaga (1996) . We also show the four most recently 3 After we ran this model, LLRV96 was superseded by Bunn & White (1997) and Hu & White (1997) . Those papers' σ 8 values agree to high precision with LLRV96 if one lowers Ω b from 0.025 h −2 to 0.015 h −2 , which Bunn & White (1997) favor anyway. However, the transfer function shapes are somewhat different, and the LLRV96 normalization is to the COBE 2-year data, so the power on scales of a few hundred h −1 kpc may be up to 20 per cent low compared to Bunn & White (1997) and Hu & White (1997) . Using a BBKS-style fit as all three papers do, rather than integrating the Boltzmann equation directly, introduces an error of similar magnitude, even with the improved shape parameter described in Hu & Sugiyama (1996, equation D-29) . We therefore neglect the difference between the Bunn & White (1997) and LLRV96 spectra. Expected mass functions for all models estimated from the Press-Schechter approximation with a Gaussian filter, using δc,g = 1.5 for models with massive neutrinos and δc,g = 1.3 for all other models. The two data points shown correspond to observational estimates of cluster abundance (WEF93, BG-GMM93). Note that cluster density mapping via gravitational lensing (Squires et al. 1996; Squires et al. 1997; Miralda-Escudé & Babul 1995; Wu & Fang 1997 ) may indicate that X-ray masses are systematically low, and the masses can plausibly be raised by a factor of two, which corresponds to the horizontal line on the right of each cluster data point.
announced CMB results on the figure. Not shown are systematic calibration errors, so all the Saskatoon points could move up or down coherently by up to 14 per cent, and both the Python III points could move by up to 20 per cent in either direction. Figure 3 shows all of the power spectra we used, projected forward to the present epoch using linear theory. As one might expect, all the spectra nearly cross at a wavenumber of a few tenths h Mpc −1 , corresponding to cluster scales. Also, we show some of the window functions used in the normalization procedure described above.
In figure 4 , we compare our models to the matter power spectrum recently measured from bulk flows by Kolatt & Dekel (1997) . We only use the three data points that Kolatt & Dekel use for their own statistical analysis, because for larger wavenumbers smoothing lowers the power significantly. SCDM disagrees at about the 2.5σ level, also reflected in its low value of V50 in table 1. OCDM and TΛCDM disagree because the value of P (∼ 0.1 h Mpc −1 ) is fixed by comparing the observed density of clusters (WEF93, BG-GMM93, Borgani et al. 1997a ) to the Press-Schechter prediction, and they have low values of f (Ω0, Λ) ≡Ḋa/Dȧ ≈ Ω 0.6 0 , where D(Ω0, Λ, t) is the linear growth factor and a(t) is the expansion parameter. The combination of cluster abundances and bulk-flow power spectrum measurements favors f ∼ 1, for the currently favored classes of CDM-variant models.
There is currently significant controversy over the proper normalization of models, and our OCDM and TΛCDM normalizations are higher than the recent fits reported in Eke, Cole, & Frenk (1996) , based on cluster X-ray temperature distributions (Henry & Arnaud 1991) , 4 though they are consistent with the older analyses of WEF93 and the newer cluster velocity dispersion measurements of Borgani et al. (1997a) . Pen (1996) has pointed out that powerlaw approximations used in Eke, Cole, & Frenk (1996) and WEF93 are good approximations only for Ω0 ≈ 1, and has calculated the correction for an Ω0 = 0.35 ΛCDM model to be 17 per cent above the Eke, Cole, & Frenk (1996) fit. The conclusions of Pen (1996) have been substantiated by at least two relevant ΛCDM N -body simulations: his own Ω0 = 0.35 simulation and an Ω0 = 0.3 simulation from Borgani et al. (1997a) . Pen (1996) yields cluster normalizations for our TΛCDM and OCDM models of σ8 = 0.92 and 0.74, respectively. These normalizations are consistent with those we have chosen (table 1).
Algorithm
A classic problem with gravitational simulations is the 'overmerging' problem, where small scale structure in highly overdense regions is not resolved. Part of the problem is physical -real galaxies form much denser cores than dissipationless halos can, because the baryons can dissipate energy (but cf. Klypin, Gottlöber, & Kravtsov 1997) . Aside from that, numerical limitations can make the problem vastly worse. There are two numerical effects to consider: force resolution and sampling of initial conditions and bound structures. Improving either of these requires vast amounts of memory and processing time, so there is an inherent tradeoff.
Recently, the more popular approach has been to improve the forces by using hybrid (Hockney & Eastwood 1988; Couchman 1991; Xu 1995 , for example) or adaptive-mesh (Kravtsov, Klypin, & Khokhlov 1997, for example) force solvers, at the expense of either poor sampling of initial fluctuations or small box sizes. We choose a complementary approach, where we try to balance the sampling of density in a large box with the force resolution. We still require a large dynamic range in order to sample small scales well and simultaneously simulate a large volume for comparison to redshift surveys. Since the two requirements imply an enormous number of particles, computer time limitations force us to use the fastest code available. We choose a standard particlemesh (Hockney & Eastwood 1988) algorithm, parallelized to run on a distributed-memory message-passing system.
5 This type of code produces adequate forces at about 1.5 grid cells (KNP97, Appendix A), but we double this distance to be conservative. So, we require that we have 3 3 times as many grid cells as particles. We choose a grid cell size of 65 h (Górski et al. 1996; Górski, private communication) . Circles, solid squares, open squares and asterisks are the COBE four year power spectrum (Tegmark 1996) , Saskatoon 1995 results (Netterfield et al. 1997) , CAT detection (Scott et al. 1996) and Python III results (Platt et al. 1997) , respectively Not shown are systematic normalization errors of 14 and 20 per cent, for Saskatoon and Python III, respectively. The curves are all calculated using the cmbfast program of Seljak & Zaldarriaga (1996) . Cosmological parameters correspond to models considered in this paper, except for SCDM. The normalization is adjusted so that the low harmonics match the output of our linear code. cmbfast is capable of calculating larger multipoles than our linear code is. SCDM is shown here with Ω b = 0.1, since all the high-ℓ features in the CMB spectrum are dependent upon baryon interactions, but was actually simulated with no baryons. Note that the OCDM model is strongly inconsistent with the Saskatoon points, and our choice of Ω 0 = 0.5 is the 95 per cent confidence lower limit for an open model (Lineweaver & Barbosa 1997) .
Linear power spectra Figure 3. Linear power spectra used in our simulation suites. Also shown are two of the window functions used in normalizing the models: k 2 W 2 (rk) with r = 8 h −1 Mpc for σ 2 8 and W 2 (rk) with r = 50 h −1 Mpc for V 2 50 . Here
. Also shown (for illustrative purposes only) is the equivalent window function for approximate COBE normalization using the pure Sachs-Wolfe effect,
where j 10 (x) is the 10th order spherical bessel function and d h is the horizon distance. The version plotted has the amplitude raised by a factor of 100 for visibility and uses d h = 2c/H 0 = 6000 h −1 Mpc, which is appropriate for Ω 0 = 1. For OCDM, the horizon distance is 7490 h −1 Mpc and for TΛCDM, it is 8830 h −1 Mpc, so the window function moves a small distance to smaller k in those cases. A similar window function for cluster abundance doesn't exist because it doesn't have the form of a convolution. In an extremely rough sense, the scales are comparable to those sampled by σ 8 .
'cold' particles. For models with massive neutrinos we also add twice as many 'hot' particles. Initial conditions were calculated using a parallelized Zel'dovich (1970) approximation. For CHDM models, we started with a uniform grid of cold particles, and two neutrinos at the position of every cold particle. Cold particles and neutrinos were offset from the grid using separate cold+baryon and hot power spectra, and consistent velocities were derived from the offsets using scale-dependent linear growth rates calculated by a refinement of the Holtzman (1989) code. In addition, equal and opposite random thermal velocities were chosen for each pair of neutrinos from a redshifted relativistic Fermi-Dirac distribution (Klypin et al. 1993) .
Such massive simulations could not be run on any single-processor or even shared-memory computer available at the time these simulations were run, as in single precision the particles take 1.3 Gb (4.0 Gb for models with massive neutrinos) and the density grid takes 6.1 Gb of memory for the high resolution suite. That doesn't take into account auxiliary storage needed for finding halos, for example. Also, long running times require large-scale parallelism, as a Kolatt et al. 1997 
Linear power spectrum comparision to bulk flow measurements Kolatt & Dekel (1997) . f (Ω 0 , Ω Λ ) was calculated exactly, using equation (A34) and its analytic derivative.
full-scale run with neutrinos from our high-resolution suite would take about three months on a single-processor IBM RS-6000 model 390, if enough memory could be put into it (it can't). Shared memory machines are better, but not by enough, as coherency and contention problems limited their size to a few dozen processors until very recently, 6 and they don't quite have enough shared memory. So, we run in about 18 hours on 128 nodes of a distributed memory SP2, with a total available memory of 16 Gb.
The parallelization of a particle-mesh code is much less trivial than one would suppose. Communication is required in every step, and communication optimization must always be done by hand for very large numbers of processors or the speedup will be far less than linear for nontrivial parallelizations.
7 Since memory is distributed among a very 6 There is at present only one shared-memory supercomputer that is large enough to run the simulations described here. The SGI Origin 2000 is really a distributed-memory computer, but that fact is hidden inside the operating system and one can write correct code that ignores that fact. It still has problems with coherency (when two processors write to the same memory at the same time) and contention (when two processors use the same shared resources at the same time). The methods for optimizing for that are very similar to coding for a distributed-memory computer.
7 Automatic parallelizers such as Forge can often be beaten by a very large factor of 10 or more since they must necessarily make conservative assumptions about data dependencies and function calls to make correct code. This often results in serializing loops unnecessarily, which can be quite expensive. The very first attempt made with the serial version of our code under Forge was completely unacceptable for this reason. HPF can in principle large number of processors, and each processor is far too small to hold the entire density grid or all the particles, one must formulate a scheme for distributing density and particles among the processors. The simplest approach is to give each processor some region of space to compute on and pass particles that leave a given processor's region to 'neighboring' processors. The approach is susceptible to crashing because one processor can use up all its memory, especially at late times when clustering is highly significant. In practice, this severely limits the size of the case that one can run on a given size computer, and no computer in the world is presently large enough to run our suite without crashing given this parallelization, if every processor were responsible for a fixed interval in the z-coordinate, and all values of x and y. A far less crash-prone scheme is to distribute density according to space, as before, but distribute particles according to rank in the z-coordinate, instead of the value. This has the advantage that all processors have exactly the same number of particles, so the sizes of the particle buffers are strictly limited. However, the correspondence between density and particles becomes more complicated because the two quantities may live on different processors in the same region of space. The rank distribution requires sorting the particles, but, with a quicksort followed by interchanging particles in regions where multiple processors have particles, the total time spent in this phase in each timestep is only several per cent of a timestep. The implied search over processors in density and force interpolation is limited in scope because each processor can estimate which others it needs to query before any communication takes place. This is the scheme we use in the simulation suites we report here. Further details are given in Gross (1997) .
We adopted the form of the equations of motion used in Kates, Kotok, & Klypin (1991) generalized to arbitrary cosmology:
and
whereȧ is given by the Friedmann equation with time variable H0t,ȧ
Time discretization was a standard 'leapfrog' scheme (cf. Hockney & Eastwood 1988) , with even steps in the expansion parameter a. To reduce the expense of the simulations, the timestep was chosen only to stabilize bound structures at the final timestep, rather than keep all structures on the scale of the grid spacing stable. This is only a problem for the cores of clusters, which have the highest velocities. For clusters, we presume an upper bound of particle velocities of 1200 km s −1 today and a minimum diameter of any do much better, but that would require extensive specification of data and loop characteristics, which is as much work as messagepassing parallelization.
given bound structure equal to the linear cell size. Stability for such an object requires that particles take at least one timestep to traverse the object. So, the required condition is ∆a ≡ȧ∆t ∼ < H0L
independent of cosmology because the condition is evaluated at the present epoch and H0L is chosen to be the same for all models. Plugging in vmax = 1200 km s −1 , H0L = 7500 km s −1 and Ng = 1152 3 gives ∆a ∼ < 0.005, or 200 timesteps for the high resolution suite. Such a low vmax will not model the interiors of clusters well, since they are observed to have velocity dispersions larger than that, but to remain bound to the cluster, particles have the much looser requirement that they not traverse the whole cluster in one timestep. As large cluster radii are up to about 50 grid cells, the effective stability limit is 20 per cent the speed of light inside a large cluster, for the high resolution suite, presuming that the cluster is adequately modeled by an isothermal sphere. We checked that the choice of timestep was adequate by running a 25 h −1 Mpc box CHDM-2ν simulation with 384 3 grid cells (which has the same 65 h −1 kpc cell size as the high resolution suite) for 200 timesteps and for 300 timesteps. The resulting mass functions were not significantly different. For the large volume suite, clusters do not cover nearly as many cells as in the high resolution suite, and so the velocity limit is much higher. Our choice of 150 timesteps corresponds to a limiting speed of 5000 km s −1 if particles are not to cross one cell in a timestep. The suite parameters are summarized in table 2 The Zel'dovich (1970) approximation is only valid when the rms fluctuations are much less than 1. In practice, one picks a starting time early enough so that linear theory brings the rms fluctuations well below 1. The initial time was chosen so that the rms overdensity on the grid scale was δrms ∼ < 0.2. This was z = 30-60, depending on the model. Particle data and halo catalogs were stored at four equally spaced intervals in a during execution. The large volume simulation suite used the same starting times as the high resolution suite even though they could have been started somewhat later due to the poorer resolution. The extra computation involved is about one timestep and is therefore negligible.
Random numbers are necessary to model inflationgenerated Gaussian fluctuations and random phases in the density field. Such randomness introduces highly significant variation from simulation to simulation, commonly referred to as 'cosmic variance.' Because we can only observe one universe, quantifying the effect of cosmic variance is very important and is a separate issue from variations between models due to different physics. In these suites, we have separated the effects by picking a single random number seed for each suite, checking that the largest 26 waves do not have any fluctuations larger than a factor of 2, and rerunning one model with a different seed. That is, within each suite, the random numbers for each model within a suite are all the same, and large wavelength fluctuations are restricted to a smaller range than Gaussian statistics would permit, in an attempt to prevent rare statistical flukes from compromising expensive simulations (as happened in Klypin et al. 1993 ). This means the structures are approximately in the same place, and when one also considers the cluster abundance criterion discussed in section 2.1 there is roughly the same number, distribution and positions of 5 × 10 14 h −1 M⊙ clusters in all the models in a given suite. Note that the models do have different power spectra and fluctuation growth rates, so distributions can differ for objects with different masses.
DARK MATTER HALOS
Halo finding algorithm
Most comparisons of dissipationless simulations with observational data require identification of dark matter halos. We locate halos in a similar manner to the spherical overdensity algorithm of KNP97, with some of the limits removed: (i) We define candidate halos as the centers of all density maxima containing an overdensity greater than δ ≡ δρ/Ω0ρc = 50. A density maximum is defined as a cell whose density is greater than its six Cartesian neighbors. Just in case there are other halos hiding in those six neighbors, we also consider each of them to be candidates. Note that the finite grid size (as in all other grid-based halo finders, such as denmax, Gelb & Bertschinger 1994) will introduce a minimum separation between halos, which may cause small halos to be missed, which in turn will require a mass cut.
(ii) Each candidate halo then has the location of its center set iteratively to the center of mass of all the particles inside a sphere of diameter equal to the resolution (65 h −1 kpc in our high resolution case). Halos are expected to have a minimum size of the order of the grid size, so this procedure moves the candidate halo to the peak of the density maximum. Of course, since we have defined more than one candidate for each detected maximum, some candidates will converge on the same halo. The smaller mass object in a given pair is removed if the distance between the centers of mass is less than half the grid spacing.
(iii) We perform a central overdensity cut. All halos that don't enclose a mean overdensity sufficient for virialization according to the spherical collapse model at the end of the center-of-mass detection phase are presumed not to be virialized objects and are discarded. Typically, this reduces the number of halos by a factor of 2-3, though the number is model dependent.
(iv) We now estimate at what radius the mean enclosed overdensity δ ≡ δρ/Ωρc falls to δvir, the virial radius of the halo in spherical infall models.
8 For each halo, we count the number of particles within five radii up to five grid cells (325 8 Note that our definition of δ vir is related to Eke, Cole, & Frenk h −1 kpc in this case) away from the center, convert that to density, and interpolate the radius at which δ = δvir (rvir) using power-law cubic splines. If five radii is not large enough to enclose rvir, we search five more radii, each twice as long as the original radii. This is repeated until we enclose rvir.
(v) We define the mass of the halo as the mass enclosed in rvir. The velocity is the mean velocity of all the particles within rvir.
(vi) In general, the largest halos in a high resolution run contain much resolved but bound substructure. Because we search for the δ = δvir radius, we detect the same regions of space dozens of times for the largest halos. This is unphysical, and the mass function is severely skewed. To fix this problem, the halos are searched in reverse order by mass to see if they enclose the centers of any smaller halos. If so, the smaller halo is thrown away. Note that the ordering is important because three-body intersections would be nondeterministic otherwise, and throwing away halos that only intersect is too stringent.
One limitation of this algorithm is that it presumes all halos are spherically symmetric, which is demonstrably untrue. But the effect on the mass function is random, rather than systematic, and finding the halos with an algorithm generalized to ellipsoidal distributions does not change the mass function significantly, even though it changes the parameters of individual halos. Because the halos have finite size, one cannot perform mass-weighted correlation function analyses, for distances less than the largest halo radius (about 2-3 h −1 Mpc in radius, typically). The other limitation is the use of the density grid to identify halo candidates. If one considers a worst-case identification where a large number of particles all collect in one corner of a grid cell, in order to guarantee that all nearby halos are identified, one must draw a sphere which encloses the entire cell, of radius
where L is the length of one side of the computational volume and Ng is the number of grid cells. If halos happen to be bigger than that, then the last step of the halo catalog generator makes it unimportant that we couldn't see nearby structure. Fortunately, halo extent is trivially related to halo mass because we have defined both where the mean overdensity is δ = δvir. The most numerically sound way around the grid effect would be to estimate local density by finding the distance (1996) by 1 + δ vir = ∆ ECF /Ω. Our choice is appropriate for the density field calculations in an N -body code.
r to the N th nearest neighbor and setting the density to 3N/4πr 3 . On a distributed-memory supercomputer, this is exceedingly expensive, because the N th nearest particle may be on another processor (and it is not possible to guarantee it is on a neighboring processor), requiring a vast amount of communication to search. But, even with our nonoptimal density determined from the density grid (and hence, very noisy in low-density regions), we still have over three orders of magnitude dynamic range in mass for the high-resolution runs, which is sufficient for our purposes.
The effect of mass resolution
To what extent should you, the reader, trust the mass functions presented in this paper? To answer that, one must consider several effects. A typical feature in a mass function is that the large-mass end becomes 'wiggly,' usually blamed on the scarcity of high mass halos combined with cosmic variance. There is a related effect at somewhat smaller masses, since very large halos tend to have somewhat massive companions. For example, in most models in our high resolution suite, 5 × 10 13 h −1 M⊙ objects are fairly rare, but it is common to see them as companions for 10 15 h −1 M⊙ objects. So, the wiggles may propagate down the mass function, and cosmic variance may have a significant effect on more than just the highest mass scales.
Cosmic variance fortunately leaves a signature, in that the mass function is not smooth at high masses. But, it is quite important to figure out the limiting factors at low mass, where typical mass functions are quite smooth. What limits accuracy here are the effects of finite sized grids and finite numbers of particles.
The effect of the finite sized grid was discussed above, and one must merely translate the minimum radius of a halo rmin to a minimum mass. Since the halo radius and mass are defined as enclosing a mean overdensity of δvir, the mass Mvir of a halo of radius rvir is
So, a very conservative mass cut is
Plugging in values for the high resolution suite, the mass cut is 3.4 × 10 11 Ω0 h −1 M⊙. For simplicity, we make the same mass cut on all models, corresponding to Ω0 = 1.
The effect of a finite number of particles is expressed in the significance of the dectection of a halo. Because halo boundaries are defined where the mean overdensity δ is δvir and the mass of a particle is
where Np is the number of particles in the simulation, the number of particles inside a halo of mass Mvir in a simulation box of size L is
For counting N particles within r, the random variation in number is σ = √ N . Let us suppose there are N h halos above a given mass, and we wish to detect them all. We presume that counting halos is a Gaussian process and state that the n-sigma uncertainty in the detection of the halos corresponds to incorrectly detecting or missing a fraction erfc(n/ √ 2) of the halos. We require detection of all halos, so the fraction missed should be less than 1/ρL 3 , where ρ is the number density of halos above the mass cutoff, and L 3 is the volume of the simulation box where halos are identified. Inverting, we need detections of √ 2 erfc −1 1/ρL 3 sigma. Presuming a high density estimate for masses of 10 11 h −1 M⊙ of 1 h 3 Mpc −3 , we need to have at least 4.7σ detections of all halos. This means every halo must contain at least 23 particles, or more generally,
for the rather liberal restriction that we only require detection of the halo. Requiring a 10 per cent or less 1-σ error in mass is a more stringent requirement, and every halo must have at least 100 particles, since mass is determined by counting particles within several radii. So, if one requires a fractional error of f for a minimum halo mass of Mmin, one needs at least
particles in the simulation. The parameters used, and the effective f they allow, are shown in table 2. Figure 5 shows that, with grid sizes and mean interparticle spacings of the order of those used in our suite, the effect of lowering either the grid size or the mean interparticle spacing by a factor of two does not significantly affect the mass function. For this Press-Schechter, Gaussian δc = 1.273 Figure 6. Effect of grid size on mass functions. The curves represent very small simulations of various sizes. Press-Schechter was tuned only to the largest box run, to get the clusters right. Note that the envelope mirrors the Press-Schechter curve reasonably well, but each individual mass function has a power-law index that is too shallow. Mass functions are limited at the large-mass end by statistics -one simply runs out of enough space to create objects in -and on the small-mass end by some fraction of the halos becoming as small as two grid cells, which means it is not guaranteed that the halo can be resolved from its neighbors, particularly if they are also small halos. The vertical lines represent the lower limit in mass for each run, above which all halos can be detected.
test, we raised the threshold for halo candidate identification from δ = 50 in one cell to δ = 70 because one isolated cold particle in the high Ng case can give δ = 51.2. To explicitly test the effect of grid sizes on our mass functions, we ran five small simulations of the CHDM-2ν model with Ng = 192 3 grid cells and Np = 3 × 64 3 particles, with various-sized boxes. Though these simulations are too small to generate meaningful mass functions on their own, collectively, their upper envelope does match the PressSchechter formula reasonably well, for δc,g = 1.2 with a Gaussian filter. Figure 6 shows the five different mass functions. Also shown are lower mass cuts, determined for every model using equation (9). Above the mass cutoffs, every mass function agrees with the one for the next smaller box. Well below, the mass function slopes are not steep enough, but they agree with the neighboring curves for significant distances below the mass cuts, so it may be reasonable to extrapolate the mass function further. Every halo detected by the halo finder is represented in the figure, and where the lower mass cuts should be is indicated by vertical lines. Note that it is not possible to fit the envelope with a more standard δc,g = 1.5 or δc,t = 1.68 Press-Schechter curve. This test could conceivably overproduce clusters because of the extremely poor force and mass resolutions in the largest volume run -a cell width is about the size of an Abell ra-
Nonlinear power spectra Figure 7 . Nonlinear real-space dark matter power spectra, compared to the APM real-space galaxy power spectrum (Baugh & Efstathiou 1994 ) of galaxy number-count fluctuations. The simulation power spectra shown here are a composite of the high and low resolution suites, where data from a model's high resolution run is used at large k and low resolution data is used at small k. Two different high resolution runs of the SCDM case are shown as a guide to how large cosmic variance is. The power in the second SCDM realization is 20-30 per cent lower than that in the first realization for 0.3 ∼ < k ∼ < 1 h Mpc −1 . The APM data are presumably biased with respect to the matter power spectrum, and yet the OCDM, TCDM, and TΛCDM cases require very large scale-dependent antibiases to be consistent with the APM data, with b 2 ∼ 0.3 for OCDM and TCDM and b 2 ∼ 0.5 for TΛCDM at k ∼ 1 h Mpc −1 . Note that APM is known to miss galaxies in clustered regions, which would give a low power spectrum on scales of k ∼ > 1 h Mpc −1 (Zabludoff, private communication).
dius. This δc result does persist for much larger simulations, as discussed below.
RESULTS
The connection between simulations and observations is still fairly uncertain, and the least well determined portion of it is the galaxy identification procedure. It is therefore helpful to do as much analysis as one can on the matter, rather than the halos. Currently, only bulk flow motions (Kolatt & Dekel 1997) provide a meaningful matter power spectrum, but the large smoothing required means that the comparison is best made to the linear power spectrum (see figure 4) . When looking at galaxies, one can only place bounds, based for example on the expectation that galaxies are more clustered than the dark matter. Figure 7 shows nonlinear real-space dark matter power spectra for all our models, compared to the APM real-space galaxy power spectrum (Baugh & Efstathiou 1994 ). The OCDM model requires significant antibiasing and the ΛCDM model requires even more. There is no evidence for such strong antibiasing, and it is very difficult to explain physically, especially on such large scales (cf. Yepes et al. 1997; Kauffmann, Nusser, & Steinmetz 1997) . Additional arguments against strongly scale-dependent antibiasing are given in KPH96.
The process of galaxy formation is not well understood, so one could argue that perhaps there is some mechanism that would give us strong antibiasing. In order to probe that, we created an extreme model for galaxy formation designed to produce as much antibias as possible (cf. KPH96). Everywhere in the density grid, if there is more than 2.1 × 10 9 h −1 M⊙ in a grid cell, we presume one galaxy forms there. That mass corresponds to slightly more than the mass due to one isolated particle in the high-resolution SCDM and TCDM simulations (which have the most massive particles in the suite). Such a limit is necessary to prevent placing excess power in the voids due to vestiges of the initial grid there.
9 This is a highly unreasonable model for galaxy formation, as it says that the density of ∼ > 2 × 10 11 h −1 M⊙ galaxies in the core of the Coma cluster should be the same as in the local group, and this is clearly ruled out observationally. However, even though there is significant antibias on small scales, it is only visible at scales smaller than about k = 1 h Mpc −1 (see figure 8 ), whereas antibiasing is needed on scales larger than that in order for OCDM or TΛCDM to be consistent with the APM power spectrum. Note that a way out of the antibiasing requirement is to note that the APM survey is incomplete in clustered regions, which will raise the 'true' power spectrum above the APM measurement (Zabludoff, private communication).
The APM power spectrum is not the only power spectrum that has been measured. However, to compare to other measurements, it is usually required to calculate model redshift space power spectra. Going to redshift space significantly reduces power on scales of interest, since typical dispersion velocities of 1000-2000 km s −1 in clusters correspond to a scatter of 10-20 h −1 Mpc in distance. In performing this operation on particles, the power should be viewed as a lower bound, because there may be significant velocity bias (Carlberg, Couchman, & Thomas 1990; Summers, Davis, & Evrard 1995) , meaning the power perhaps shouldn't be supressed quite as much, and galaxy formation will further raise the power. Figure 9 shows the models' redshift space power spectra, compared to the combined CfA2 and SSRS2 redshift space power spectrum (da Costa et al. 1994 ). Given our choices of model normalization and cosmological parameters, the TΛCDM matter power spectrum is nicely consistent with the observed galaxy power spectrum, but that leaves no room for galaxy formation or velocity bias effects. As for the real-space nonlinear power spectrum comparison (figure 7), this requires significant antibiasing
Nonlinear 'biased' power spectra Figure 8 . Nonlinear power spectra, presuming an extreme scaledependent biasing scheme. The density field has been set to 'on' at any cell containing mass exceeding the largest particle mass in the 75 h −1 Mpc suite, 2.1 × 10 9 h −1 M ⊙ , and 'off' everywhere else. That mass cut is most likely lower than anything that could make it into the CfA2 or APM catalogs, except if one assumes an impossibly small mass-to-light ratio. The result of such a bizarre galaxy identification scheme is a bias on large scales, due to clearing out the void regions, and an antibias on small scales, due to removing the high peaks in density. We do comparisons with the high resolution suite because the low resolution suite particle mass is too high.
for TΛCDM on scales of 0.3-1 h Mpc −1 . Note that undersampling the velocity field will miss the large velocities by making the halos physically larger, so it does not make sense to perform redshift space comparisons on the large volume suite.
Most observational programs measure halo dependent quantities, such as number counts of galaxies, correlation studies, and so forth. So, we report results that are dependent upon halo identification, with the caveat that a physically based galaxy identifcation algorithm does not yet exist, especially for dissipationless simulations.
The simplest measurement we can make on the halos is counting the number density of bound objects as a function of mass. Such 'mass functions' and close relatives such as the X-ray temperature function (as in Eke, Cole, & Frenk 1996 , for example) are often estimated from the Press-Schechter approximation instead of from simulations. Though it has been checked against scale-free simulations (Efstathiou et al. 1988; Bond et al. 1991; Lacey & Cole 1994) and against specific SCDM, ΛCDM and CHDM models (Carlberg & Couchman 1989; Jain & Bertschinger 1994; Klypin et al. 1995; Walter & Klypin 1996; Bond & Myers 1996) , previous studies have focused only on a narrow range of masses, typically at the cluster scale. With our large simulations, we can check the approximation over four orders of magnitude in mass. The Press-Schechter formula we use is Klypin et al. (1995) ,
Nonlinear redshift-space power spectra . Redshift space power spectrum, compared to the combined CfA2 and SSRS2 redshift space power spectrum (da Costa et al. 1994) . Notice that, while ΛCDM is a good match to this power spectrum, that leaves no room for galaxy formation or velocity bias.
equations (1-2), evaluated at z = 0:
where
and αm is 4π/3 for a tophat window function, and (2π)
for a Gaussian window function. Figure 10 shows the cumulative mass functions estimated from both suites of simulations, and table 3 shows the Press-Schechter parameters used in that figure. Note that in the overlapping region, the two sets of simulation mass functions are consistent, and the high resolution results are a significant factor of 1.5-2 below the Press-Schechter estimates for all models at the intermediate mass of 10 13 h −1 M⊙ and below. As figure 11 shows, the intermediate and low mass discrepancy cannot be fixed by adjusting the value of δc, particularly at a mass of ∼ 5×10 12 h −1 M⊙, where the curves cross. Our values of δc,t and δc,g are consistent with Borgani et al. (1997b) , and the tophat case is consistent with the spherical collapse model. Figure 11 . Press-Schechter mass functions for TΛCDM. The high and low density TΛCDM mass functions from simulations are shown in the solid curves. From top to bottom at M = 10 15 h −1 M ⊙ , the dashed curves show Press-Schechter mass functions with Gaussian filters for δc,g = 1.0, 1.2, and 1.4, and the dotted curves show tophat filters for δc,t = 1.4, 1.6, and 1.8. Press-Schechter mass functions can be made to agree with our simulations for masses above about 5 × 10 13 h −1 M ⊙ , but not for masses smaller than that.
Our two low-Ω0 models produce fewer clusters in simulations than the other models (figure 10). If X-ray temperature cluster masses are correct, this presents no problem for those models. However, if gravitational lensing cluster masses are correct, they require fixing by using less tilt or a smaller H0. The former is more urgent, because it helps lessen the disagreement with high-multipole cosmic microwave background measurements (figure 2), as a weaker tilt would raise the first Doppler peak. If X-ray temperature masses are correct, TCDM and CHDM-2ν produce too many clusters. This can be fixed most reasonably by raising H0, as both models use values that are on the low side of observations, and Hipparcos has greatly weakened the age constraint.
The statements above all take the normalizations we have assumed as fixed constraints. Alternatively, we could turn the problem around and use the clusters to determine normalizations and tilts, with H0 (and Ω0 and ΩΛ) as a given. This is explored further in Gross et al. (1997) .
It would be desirable to compare halo-dependent results to actual data. One would now like to investigate statistics such as correlation functions, void probability functions (Ghigna et al. 1997) , shape statistics (Davé et al. 1997) , and other sophisticated statistics. However, to compare to observations, we need to know how many galaxies form in each halo. Previous studies (KNP97; Ghigna et al. 1997 , for example) have used ad hoc 'breakup' prescriptions to populate halos with galaxies. We have developed semianalytic models of galaxy formation , based in part on Kauffmann & White 1993) and used them to populate the simulation halos with galaxies. This is the topic of subsequent work, so we do not attempt to identify galaxies here.
For certain statistics, one can partially compensate for the effect of overmerging by mass weighting. That approach is less than ideal because it does not restore the small-scale spatial information lost in the overmerging process. Mass weighting is equivalent to presuming a halo contains a number of galaxies proportional to its mass, and putting all the galaxies at the center of the halo. In effect, this clears out regions of space around the largest halos' centers, equal to their radii, and therefore loses information on scales smaller than the largest halo radius (typically 2-3 h −1 Mpc). Since very massive halos are rare objects for physically interesting cosmological models, all mass weighted statistics must be unduly influenced by small-number statistical noise.
We calculate the mass-weighted autocorrelation function for the high resolution runs, and the results are shown in figure 12 . In this figure, a halo mass cut of M = 3 × 10 11 h −1 M⊙ was used, although the mass weighting makes it insensitive to the mass cut. The mass weighting creates a spread in the correlation values large enough to prevent the test from discriminating among models. To within the spread visible in figure 12 , all models are roughly consistent with the Stromlo-APM autocorrelation function (Loveday et al. 1995) . However, there are a few trends visible in the figure. SCDM and TCDM are systematically lower in amplitude than the other models, but the effect is not very significant given the spread. It is interesting that these models were not the highest normalized models in the suite.
CONCLUSIONS
We have run two suites of simulations with 57 million cold particles in boxes of 75 and 300 h −1 Mpc, with the goal of studying interesting variants of the CDM family of cosmological models. In this paper, we have made preliminary comparisons of the z = 0 simulation outputs to data for all models. More detailed comparisons with observations require assumptions about galaxy formation and will be treated in subsequent work. Subject to the usual caveats about the uncertainty of galaxy formation, we reach the following conclusions:
(i) We generalize the results of KPH96 to a different ΛCDM model. The APM real-space power spectrum (Baugh & Efstathiou 1994) compared to the TΛCDM matter power spectrum requires large antibias of b 2 ≡ P gal /P dm ∼ 0.3 at k = 1 h Mpc −1 . OCDM is only slightly better, and it still requires a strong antibias of b 2 ∼ 0.5. All other models require a weaker antibias at that scale. Designing an excessively antibiased galaxy formation scenario doesn't help at the r ∼ 6 h −1 Mpc scale, as it is bigger than any individual dark matter halo. To get strong antibiasing on such a scale, there would need to be much dark matter where there aren't many galaxies forming.
(ii) The TΛCDM dark matter redshift space power spectrum agrees very well with the redshift space galaxy power spectrum from CfA2+SSRS2 (da Costa et al. 1994 ). This leaves no room for bias expected in normal galaxy formation, or for velocity biases. For comparison, OCDM and TCDM each have room for a modest bias of b 2 ∼ 1.2 at k = 0.5 h Mpc −1 , and CHDM-2ν and SCDM each need b 2 ∼ 1.5. (iii) All models considered here are consistent with the Stromlo-APM real-space correlation function (Loveday et al. 1995) on scales of 2-20 h −1 Mpc, largely due to a large spread in the model estimates of the correlation function because of mass weighting and small-number statistics for large mass objects.
(iv) The Press-Schechter approximation fits the abundance of cluster-mass halos very well, with top-hat δc,t=1.63-1.73 and Gaussian δc,g =1.22-1.36. But, it overpredicts the density of galaxy and small group mass objects by a factor of ∼ 2, only weakly dependent on cosmology, and very weakly dependent on δc. On mass scales of ∼ 5 × 10 12 h −1 M⊙, it is not possible to compensate for the discrepancy by adjusting δc within reasonable bounds. For the purposes of identifying halos in N -body simulations, we need a simple criterion to identify 'virialized' regions of space. The simplest such criterion is based upon the collapse of an isolated spherical overdensity in an otherwise uniform universe. This is not a correct assumption -halos regularly show axial ratios of µ3/µ1 < 0.5 and occasionally exhibit µ3/µ1 < 0.3, both in Abell clusters (Binggeli 1982) and in the simulations reported here. An ellipsoidal component, and especially a background shear field, always reduces the collapse time from the spherically symmetric case (Hoffman 1986; Jain & Bertschinger 1994; Monaco 1995) . Such concerns are surely significant for individual halos, but the processes of collapse and virialization are not easily modelled because of inhomogeneous collapse, and the nonlocality implied by dependence on the shear field creates severe computational difficulties. So, for the purposes of identifying halos, we approximate the collapse as spherical. The spherical overdensity model has been generalized to open ΩΛ = 0 models by Lacey & Cole (1993) and to flat ΩΛ + Ω0 = 1 models by Eke, Cole, & Frenk (1996) . The discussion here generalizes the model to any isotropic 'big bang' cosmology.
A1 From the initial time to maximum expansion
If one presumes an isolated spherical perturbation in an otherwise uniform universe, Birkhoff's Theorem (Misner, Thorne, & Wheeler 1973 , for example) applies, and the evolution of the perturbation is independent of the matter outside the spherical region. In particular, when considering the dynamics of the perturbation, we could pretend the background universe has the same mean density as the perturbtaion. So, if the object is destined to collapse, the evolution must be described by the Friedmann equation for a closed universe with the same cosmological constant, b = ±H0 Ω ta,eff /b + ΩΛb 2 + Ω k,eff ,
where b is an effective scale factor defined so that b = 1 at maximum expansion, not to be confused with the scale factor a of the background universe. In this equation, we have defined the time variable to be the same as the background universe by requiring the same Hubble parameter today. That is encoded within the choice of critical density,
and the cosmological constant,
so the H0 in equation (A4) is the same Hubble parameter as in the background universe. Because we have chosen a time variable determined by the background universe rather than the perturbation, the usual restriction that Ω ta,eff + ΩΛ + Ω k,eff = 1 does not apply. If it did, H0 would be the Hubble parameter at maximum expansion, which is not today for any collapsed object. Meanwhile, the background universe evolves with a different scale factor:
Ωc + Ων + ΩΛa 3 + Ω k a.
Ω ta,eff is in general much higher than the background density parameter Ω0, and Ω k,eff is negative for overdensities destined to collapse.
10
Note that the Friedmann equation (equation A4) gives the derivative of b when b is given. To enforce the requirement that b = 1 at maximum expansion, we fixe a relationship between Ω ta,eff and Ω k,eff . Becauseḃ = 0 at maximum expansion, Ω k,eff = −(Ω ta,eff + ΩΛ).
When this happens, b can get no larger, or its derivative becomes imaginary, so it must turn around and afterward, we must use the negative sign for the derivative. This value of the derivative depends only on the value of b, so it must be the precise negative of the derivative taken when b had this particular value on the rising side of the curve. The time from t = 0 to maximum expansion is therefore
Similarly, the time from maximum expansion to collapse is
Here,ḃ is the negative of the derivative in the previous equation, but the bounds of integration are also opposite. This means the two integrals have exactly the same values. That is, t coll = 2tmax (A8) independent of cosmology.
For an arbitrary cosmological time, we wish to calculate the minimal perturbation that has collapsed (and presumably virialized) by that time. So, first we specify the time we wish to consider by the background universe's expansion parameter a. That is a unique specification even for a closed universe, as long as the background universe has not started to recollapse yet. We convert that to an age by integrating and inverting the Friedmann equation:
Note that we are not requiring a = 1 (z = 0) at this time, though that is a reasonable special case. We require that collapse occur before this time. Since higher overdensities imply quicker collapse, setting the collapse time t coll equal to t gives a lower bound for the overdensity. We divide this time in two to find the time to maximum expansion, and then search for a value for Ω ta,eff that satisfies
where ΩΛ is the same as for the background cosmology, and Ω k,eff = −(Ω ta,eff + ΩΛ).
