Abstract-Although image segmentation technology has achieved rapid development, threshold method is still an indispensable part in many practical applications. The most advanced methods do not perform well in the segmentation of many different types of images. Therefore, it is expected that the optimal segmentation method can be obtained for images with different modalities. In this paper, a robust threshold method is proposed to calibrate the parameters to obtain the best accuracy.
INTRODUCTION
Image segmentation has been extensively studied for decades, and its application is widely used in different visual applications. After a long time, the analysis remains challenging, and the researchers turn their attention to advanced algorithms. Although the research enthusiasm of threshold selection has been greatly reduced, threshold selection as the basic technology of image segmentation is still an important part of image processing application. Over the past several decades, many threshold selection methods have been proposed , which are based on different computational criteria. We divide the most advanced threshold selection methods into the following categories. (1) Histogram based Entropy computation method [2] [3] ; (2) Iteration based method [4] . (3) Histogram based modeling method [5] [6] [7] [8] [9] [10] [11] [12] [13] ; (4) Histogram profile based method [14] ; (5) Fuzzy method [15] [16] [17] [18] [19] [20] [21] . Based on the entropy method, the optimal threshold value is calculated by selecting the maximum entropy information of the segmented histogram distribution. Different researchers [1] have proposed different algorithms to calculate the entropy, and its performance varies according to the shape of the image. For fuzzy images, different membership functions are proposed and the optimal threshold is calculated by combining entropy function [1] . Their performance varies from the mode of the image to be divided [1] . The iterative method can find the threshold by convergence, and its performance is changed by the mode of the segmented image [4] . Based on the modeling method, the criterion to be derived from the proposed model is maximized. For example, Otsu proposed a popular model in 1979, which is still one of the most commonly used threshold selection methods today. Similar to the entropy based approach, the modeling approach also finds the threshold from global optimization. Most models assume that the gray-scale distribution of Gaussian distribution is two classes. For the histogram profile based method, [14] uses convex hull method to find the concave position as a candidate for threshold. However, the threshold is easily trapped in the local valley, not the global valley. In some cases, there is no valley at all in histogram distribution. For the fuzzy method [15] [16] [17] [18] [19] , different membership functions, such as class II fuzzy set [15, 16] and fuzzy C-means [19] are proposed to divide the pixel class. These methods based on fuzzy sets have become very popular with existing technology methods because of their good performance. There is only one common background in these threshold selection methods, which are based on image histogram. In addition, there are other popular segmentation methods that share common ground with threshold selection methods, for example, clustering based methods [20] [21] [22] [23] [24] [25] are very popular in actual image segmentation applications. For example, in MR image segmentation, cell clustering based on fuzzy sets is usually used in [20] [21] [22] , expectation maximization (EM) based clustering [23] , k-means based clustering [24] and non-convex model based clustering [25] and other application specific image. In our experiments, these most advanced methods often make mistakes when providing segmentation solutions.
In this paper, a robust threshold method is proposed based on the slope difference distribution of image histogram. The slope differential (SD) distribution is used to cluster and divide the different pixel classes. The peak value of slope difference distribution corresponds to the average of different pixel categories, and the valley value of slope difference is corresponding to the threshold point between different pixel categories. In order to quantitatively evaluate and compare the existing technical methods, the threshold selection method is tested for different types of composite images with different noise sizes. In addition, we also tested the proposed methods using the actual image of different modalities obtained from different applications, for example, the left ventricle MR images, microscope images and welding laser line images. The experimental results show that the proposed threshold selection method is better than the existing technology in different image segmentation.
The organizational structure of this article is as follows. Firstly, the proposed threshold selection method is described in section 2. In section 3, the advantage of the proposed threshold selection method over the state of the art segmentation method is to test with the actual image and the composite image. Qualitative results show that the proposed method is superior to the existing method in segmentation precision. We conclude in section 4.
II. PROPOSED METHOD
The proposed threshold selection algorithm consists of the following three parts: (1) calculate the slope difference distribution based on normalized image histogram; (2) select the threshold according to the calculated slope distribution peak valley; (3) calibrate parameters to produce optimal segmentation accuracy. This section describes all three sections in detail.
A.

Slope difference distribution
Image histogram is the pixel distribution in the image. We define the slope distribution of the image as the rate of change of the pixel distribution [31] .
First, we rearrange the gray value of the image according to the interval range [1, 255] 
B. Thresholding
According to the segmentation requirement, the proposed threshold selection process is flexible and has some variable manual input. The number fitting N is the first manual input, which is fitting points of the line model and its default value is 15. The number of pixel classes is the second manual input, which is the image contains and its default value is 2. The case C is the third manual input, in which the user wants the image to be segmented. According to attribute 1, the number of pixels is determined by the number of peaks, peak N of the slope difference distribution and the value of peak N should be at least 2. However, not all peaks can be used to segment the image into significant regions. According to the reduction direction to classify the peak, the pixel value of the classification peak is defined as the mean of pixel level, 1, 2, 3, 4, etc. Case C =1 (the default value) is used for segmenting between pixel class 1 and pixel class 2. Case C =2 is used for segmenting between pixel class 2 and pixel class3.
Case C =3 is used for segmenting between pixel class 3 and pixel class 4. The other cases, C =5, 6, 7 and so on are the same definition. The valley value of the maximum absolute value between the two peak values of the two pixel categories to be segmented is found, and we select the pixel value of the valley as the segmentation threshold. 
III. EXPERIMENTAL RESULTS AND DISCUSSION
A. Experimental Results
To verify that the proposed threshold selection method is more advantageous than the existing technology segmentation method, we use the image containing four linear objects as the test pattern. The background gray average is 40, two vertical objects are 90 and 140, the left horizontal object is 180 and the right horizontal object is 230. The variance of Gaussian noise is equal to 30. We compare the proposed threshold selection method with ACNE [26] , RAC [27] , DRLS [28] , NC [30] , TSCE [1] , TEFE [1] , ITS [1] , TSME [1] , Otsu [5] , STS [18] , FCM [19] , GM, EM [23] and KM [24] . Fig. 1 (a) shows the synthesized image and the segmentation results are shown in Fig. 1 (b) -(p). It can be see that only the proposed threshold selection method, K-means method and EM method can completely separate objects from the background. In contrast, the result of EM method is oversegmented and the result of K-means is under-segmented. Please note that we did not calibrate the parameter N in this specific example and the default value 15 is used. In addition to composite images, we also use some actual images in practical applications to evaluate the proposed methods and the performance of existing technical methods [31] [32] [33] [34] [35] [36] . In the following experiments, we no longer compare normalized segmentation methods because they do not produce meaningful boundaries in these particular applications. In Fig. 2 and Fig. 3 , we divided two typical magnetic resonance (MR) ventricular images to demonstrate the superiority of the proposed SD threshold method and the existing method in the segmentation accuracy. Fig. 2 and 3 show the segmentation results of the left ventricle in systole state and diastole state respectively. It can be seen that the SD-threshold method matches the manual segmentation more accurately than all the other state of the art segmentation methods. Please note that the calibrated parameter N for the MR images is 11.
We adopt two synthetic datasets and design four quantitative comparison experiments to compare the segmentation effect of proposed methods and state of the art methods. The Dataset 1 contains 100 images with one bright and dark two types. The mean value of the dark object and the bright object is 100 and 150 respectively. The background average is 50. The noise variance is increased from 1 to 100, and 100 images are generated in the Dataset 1. Fig. 4 (a) shows the image produced in dataset 1 when the variance of noise is 19. Dataset 2 also contains 100 images with two objects. The difference is that the average of the dark object changes to 80 and the other parameters are the same. Fig. 4 (b) shows the image produced in dataset 2 when the variance of noise is 19. Experiment 1 shows segmentation the two objects in Dataset 1 together and the true boundary is shown in Fig. 4 (c) . Experiment 2 shows segmentation the bright object only in Dataset 1 and the true boundary is shown in Fig. 4(d) . Experiment 3 shows segmentation the two objects in Dataset 2 together and the true boundary is shown in Fig. 4 (c) . Experiment 4 shows segmentation the bright object only in Dataset 2 and the true boundary is shown in Fig. 4 (d) The precision, recall and F-measure are used to assess the performances differences between the proposed SD-threshold method and state of the art methods. For each experiment, some state of the art methods are better than others and have similar accuracy to the proposed method. However, as with the proposed SD-threshold selection method, none of these experiments performed very well. We show the F-measures drawn in Figs. 5-8. A more detailed comparison is shown in the table. All these results confirm that the proposed SD-threshold method is more accurate than the state of the art in segmenting the different types of images. 
IV. CONCLUSION AND FUTURE WORK
In this paper, a flexible threshold selection method is proposed to divide the different types of images that are common in practical applications. This threshold selection method is based on the concept of slope differential distribution in this paper. Based on the design of the Fourier transform filter, the slope distribution is calculated from the smooth histogram. Therefore, it can suppress the influence of noise more than state of the art image segmentation method. The method can be calibrated to achieve optimum precision. Therefore, it can meet different segmentation requirements better than state of the art methods in different scenarios. The proposed method can successfully split the object for some failures of the state of the art methods of the evaluation. Use a large number of data sets including composite images and actual images to validate the proposed threshold selection method. The experimental results show that the proposed threshold selection method is much more accurate than the state of the art methods.
