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Abstract
In this paper, we go into the study of the 2-category SΣ of Σ-construc-
tible stacks . We show the 2-equivalence between SΣ and a combinatoric
2-category whose objects are given by a 2-representation of each stratum
plus some gluing data.
A stack is a generalization of a sheaf of categories. The notion of equality
between two categories being too strict, a stack is, roughly speaking, a “sheaf
of categories up to equivalence”. This lax version of sheaves allows to give
a structure to objects that can be glued up to isomorphisms. For example,
Beilinson, Bernstein and Deligne have shown in [2] that if X is a topological
space, the data for all open U of X , of the category of perverse sheaves on U is
a stack.
Most of the notations and properties of sheaves can be extended to stacks.
In this article we focus on the notions of locally constant stack and constructible
stack on a stratified space.
Let us recall some classical facts on sheaf theory. It is well knowns that the
category of locally constant sheaves on a locally 1-connected topological space
X is equivalent to the category of representations of the fundamental groupoid
Π1(X). This result gives a topological description of the category of locally
constant sheaves on X . Constructible sheaves are a natural generalization of
locally constant sheaves. Indeed, a sheaf F is constructible if there exists a
stratification {Σk} of X such that, for every stratum Σk, the restriction of F
to Σk is locally constant on Σk. Another classical construction for sheaves on
a topological space X , is the description of a sheaf through some descent data.
This gives an answer to the natural question of how we can recover a sheaf F
from its restrictions to open or closed subset of X . In particular, F is uniquely
determined by its restrictions to an open set U ⊂ X and its complementary F ,
plus some gluing data given by the morphisms of adjunction
i−1F F → i
−1
F iU∗i
−1
U F ,
where iF and iU are the inclusions of F and U in X . Combining the topological
description of locally constant sheaves given above with the previous gluing
construction, one can obtain a combinatorial description of a constructible sheaf
with respect to a stratification.
In [15], P. Polesello and I. Waschkies generalized to the 2-category of lo-
cally constant staks on a suitable topological space the topological description
of locally constant sheaves cited above. In particular they introduced the 2-
monodromy functor from the 2-category of locally constant stacks to the 2-
category of 2-representations of Π2(X). In the first section of this paper we
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recall the definition of the 2-monodromy functor and defining a quasi-2-inverse
slightly different from the one in [15]. Then, given a locally trivial fiber bun-
dle p : X → B, we consider the 2-functors of direct and inverse image relative
to p between the 2-categories of locally constant stacks and we translate such
functors in the language of 2-representations.
In the second section, we consider a stratified topological space and we
study how to recover a stack from its restrictions to the strata. In particular, we
generalize the gluing construction cited above for sheaves to the case of stacks.
Given a topological space X and a stratification Σ = {Σk}k of X , we define the
2-category SΣ whose objects are given by
• a stack Ck on each stratum Σk →֒
ik
X ,
• a functor of stacks Fkl : Ck −→ i
−1
k il∗Cl, for every couple Σk,Σl of strata
such that Σk ⊂ Σl,
• for every triple Σk,Σl,Σm such that Σk ⊂ Σl ⊂ Σm, some morphisms of
functors.
We show the following
Theorem 1. The 2-category StX of stacks on X is equivalent to the 2-category
SΣ.
Hence we see that, in order to define a stack on a stratified topological space,
it is sufficient to have stacks on each stratum plus some gluing data consisting of
functors of stacks and morphisms of functors. To prove the theorem, we define
a couple of quasi-2-inverse functors : the “restriction functor” RΣ going from
StX to SΣ and the “gluing functor” GΣ. The former is the restriction of a stack
to each stratum, plus some functors and morphisms given by the 2-adjunction
between ik∗ and i
−1
k . The definition of the latter is more technical. For all
object of SΣ we define a 2-functorial 2-limit encoding the gluing data.
In the third section we focus on constructible stacks. The notions of
constructible stack was introduced by D. Treumann in [20]. It is a natural
generalization of constructible sheaf. A stack C is called constructible if there
exists a stratification Σ of X such that C is locally constant along each stratum.
In [20], D. Treumann has also introduced the exit-path 2-category, which is a
stratified version of the fundamental 2-groupoid and he showed that these two
2-categories are equivalent. Let us also cite J. Woolf in [22], he generalize the
work of D. Treumann to homotopically stratified sets.
In what follows we focus on constructible stacks with respect to a fixed
stratification Σ of X . Although we are interested in the same 2-category StcΣ
of Σ-constructible stacks, our approach is different. We show the 2-equivalence
between StcΣ and a 2-category whose objects are combinatoric data of 2-repre-
sentations, functors of 2-representations and isomorphisms of functors. As a con-
structible stack is locally constant along each stratum and as the 2-monodromy
defined by P. Polesello and I. Waschkies is an equivalence of categories, it is
natural to ask if the data for every stratum Σk of a 2-representation of Π2(Σk)
is sufficient to define a unque constructible stack, up to equivalence.
Now, if we want to describe combinatorially the 2-category StcΣ of Σ-cons-
tructible stacks, it remains to understand how the gluing data can be read in the
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language of 2-representations. To have a better understanding we restrict ourself
to the case of Thom-Mather spaces. A Thom-Mather space is a stratified space
plus a tubular neighborhood Tk of each stratum Σk together with a locally
trivial fiber bundle pk : Tk → Σk, (for precise definitions see [14] and [17]).
In this case, we show that the 2-functor i−1k il∗ restricted to the 2-category of
locally constant stacks on Σl is 2-equivalent to the functor pk∗i
−1
kl , where ikl is
the natural inclusion of Σl ∩Tk in Σl. Now, in the first section, we have defined
the equivalent functor in the 2-category of 2-representations. Hence we define
a 2-category StcΣ, 2-equivalent to the 2-category of constructible stacks, whose
objects are given by:
• for every stratum Σk, a 2-representation αk of the fundamental 2-groupoid
Π2(Σk),
• for every couple Σk and Σl of strata such that Σk ⊂ Σl, a functor of
2-representation Fkl :
Fkl : αk −→ pk∗i
−1
kl αl
• some morphisms of functors.
As a 2-representation of a 2-groupoid is equivalent to the data of categories,
functors of categories and isomorphisms of functors, we can conclude our com-
binatorial description of a constructible stack.
As an application , in [19], D. Treumann has used his description of the
2-category of constructible stacks and a description of the category of perverse
sheaves given by MacPherson and Vilonen in [13] to characterize the stack of
perverse sheaves and in the case of Thom-Mather spaces he has showed that
if the stratum are 2-connected the category of perverse sheaves is equivalent
to the category of finite-dimensional modules over a finite-dimensional algebra.
As he has used a non explicit local description he does not obtain an explicit
description. In the same spirit, using the description of the category SΣ, we
glue I glue in [6] descriptions of the category of perverse sheaves on a normal
crossing given by A. Galligo, M. Granger and Ph. Maisonobe in [9], to obtain
explicit descriptions of the category of perverse sheaves on smooth toric varieties
stratified by the torus action. For a presentation of the result see [7].
Conventions. Here we use the term “2-category” for a strict 2-category.
It means that the composition of 1-morphisms is strictly associative. By a
2-functor, we mean a morphism of 2-category preserving the composition of 1-
morphisms up to isomorphism. By a 2-representation of a 2-groupoid G, we
mean a 2-functor from G to the 2-category of categories CAT . If α is a 2-
representation of athe fundamental groupoid Π2(X) of X and F is a subset of
X , with an abusive notation, we also denote α the functor α restricted to F .
We do not recall the definitions of stack, constant stack and locally constant
stack, the reader can find them in [15] or in [20]. We often use the notion of
2-limit and 2-colimit, their definition is given in [1], for an explicit description
see for example the annex of [21] or [8]. The 2-adjunction plays an important
role in this paper, we refer to [10].
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1 Locally constant and constructible stacks
Let X be a locally connected space.
In this section we go into the study of the equivalence between the 2-category
LX of locally constant stacks on X and the 2-category, Rep(Π2(X), CAT ) of
2-representations of the fundamental 2-groupoid Π2(X) of X .
In a first time we shortly recall the definition of the 2-monodromy given
by P. Polesello and I. Waschkies in [15]. This 2-equivalence, denoted µ, is a
generalization of the monodromy going from the category of locally constant
sheaves on X to the category of representation of the fundamental groupoid
of X . They show that µ is an equivalence defining a quasi-2-inverse. Here we
define a quasi-2-inverse ν of µ slightly different from the one given in [15].
Then, we translate in the language of 2-representations some operations on
locally constant stacks. More precisely, let f : Y → X be a continuous map
and p : X → B be a locally trivial fiber bundle. If C is a locally constant
stack, then f−1(C) and p∗C are locally constant. We define two 2-functors, also
denoted f−1 and p∗, going from 2Rep(Π2(X), CAT ) to 2Rep(Π2(Y ), CAT ) and
2Rep(Π2(B), CAT ) respectively, commuting with the 2-monodromy.
Let C be a locally constant stack on X . Let γ : I → X be a path in X .
As I is contractible, the stack γ−1C is a constant stack, thus the following
functors are equivalences :
Cx0 ≃ (γ
−1(C))0
∼
← Γ([0, 1], γ−1(C))
∼
→ (γ−1(C)1 ≃ Cx1 .
Let us denote γ˜ the composition of the previous equivalences.
Let H be a homotopy in X , going from a path γ0 to a path γ1. The following
diagram commutes up to isomorphisms.
Cx0
LL
γ˜0
++
Id

Cx1rr
Id

(H−1C)(0,0) Γ
(
{0} × I,H−1C
)∼oo ∼ // (H−1C)(0,1)
Γ
(
I × {0}, H−1C
)
∼
OO
∼

Γ
(
I × I,H−1C
) ∼ //
∼
OO
∼

∼oo Γ
(
I × {1}, H−1C
)
∼
OO
∼

(H−1C)(1,0) Γ
(
{1} × I,H−1C
)
∼
//
∼
oo (H−1C)(1,1)
Cx0
rr
γ˜1
33 Cx1
LL
The suitable composition of previous isomorphisms of functors gives an isomor-
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phism of functors :
H˜ : γ˜0 −→ γ˜1.
Then, the image of C by the 2-monodromy µ is the 2-functor defined as follow :
Π2(Y ) −→ CAT
x 7−→ Cx
γ : x0 → x1 7−→ γ˜ : Cx0
∼
→ Cx1
H : γ0 → γ1 7−→ H˜ : γ˜0 → γ˜1
As the equivalences, the isomorphisms of functors come from a 2-functor this
application is 2-functorial.
Now, let us define a quasi-2-inverse of the 2-monodromy, denoted ν. Let α be a
2-representation of Π2(X), let us consider :
• for all open U of X , the category ν(α)(U) = 2lim
←−
Π2(U)
α,
• for every pair V ⊂ U of open subsets of X , the functor :
ν(α)(U)2lim
←−
Π2(U)
α −→ 2lim
←−
Π2(V )
α = ν(α)(V )
defined by the projections πx : 2lim←−
Π2(U)
α→ α(x) of the 2-limit.
• for every triple W ⊂ V ⊂ U , the isomorphism of functors defined by the
isomorphisms given by the 2-limit :
2 lim
←−
Π2(U)
α //
##G
GG
GG
GG
GG
2 lim
←−
Π2(V )
α

2 lim
←−
Π2(W )
α
Lemma 2. These data define a locally constant stack in a 2-functorial way.
Proof. The proof is similar to the proof of the theorem 2.2.5 of [15].
Theorem 3. Let X be a relatively 2-connected space, Π2(X) its fundamental
2-groupoid. Then the 2-functors µ and ν are 2-equivalent.
It would be interesting to establish a dictionary between the operations on
locally constant stacks and operations on the 2-representations of Π2.
The inverse image of a locally constant stack by a continuous function is locally
constant.
Proposition 4. Let f : X → Y be a continuous map. Let f−1 denote the
2-functor defined by :
f−1 : Rep
(
Π2(Y ), CAT
)
−→ Rep
(
Π2(X), CAT
)
α 7−→


x ∈ X 7→ α(f(x))
γ : I → X 7→ α(f ◦ γ)
ε : I × I → X 7→ α(f ◦ ε)


Then, the two 2-functors f−1 and µ ◦ f−1 ◦ ν going from Rep
(
Π2(Y ), CAT
)
to
Rep
(
Π2(X), CAT
)
, are equivalent.
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Proof. The proof is straightforward.
Now, we are interested in the direct image of a locally constant stack. Not
all direct images of locally constant stack is a locally constant stack, but D.
Treumann has shown the following proposition :
Proposition 5 ([20]). Let X and B be locally contractible spaces. Let p : X →
B be a locally trivial fiber bundle. Let C be a locally constant stack on X, then
p∗C is locally constant on B .
Let X and B be two locally contractible spaces and p be a locally trivial
fiber bundle :
p : X → B.
In what follows, we define explicitly a functor p∗ going from
2Rep(Π2(X), CAT ) to 2Rep(Π2(B), Cat) such that the following diagram com-
mutes up to isomorphisms :
LX
p∗ //
µ

LB
µ

∼
u} sss
ss
ss
s
ss
ss
ss
ss
2Rep(Π2(X), Cat) p∗
// 2Rep(Π2(B), Cat).
But first we need to fix some data and notations.
In all this section α denotes a 2-representation of the fundamental 2-groupoid
Π2(X). If x ∈ Ob(Π2(X)) we denote by αx the isomorphism of functors :
αx : α(Idx)
∼
−→ Idα(x).
If γ and γ′ are two composable paths in X , we denote by αγ,γ′ the isomorphism :
αγ,γ′ : α(γ) ◦ α(γ
′)
∼
−→ α(γ ∧ γ′).
Let γ : b0 → b1 be a path in B and ε : γ0 → γ1 be a homotopy in B, for t ∈ I
and for t1, t2 ∈ I
2 we set :
Ft := p
−1
(
γ(t)
)
, F(t1,t2) := p
−1
(
ε(t1, t2)
)
.
Because of the contractibility of I and I × I, the fibrations p1γ and p1ε given
by the pullbacks
I ×γ X
p2γ //
p1γ

X
p

I γ
// B
(I × I)×ε X
p2ε //
p1ε

X
p

I × I ε
// B
are trivialisable, and there exist trivializations hγ and hε of I ×γ X and
(I × I)×ε X
I × F0
hγ //
pi
%%KK
KK
KK
KK
KK
K
I ×γ X
p2 //
p1

X
p

I γ
// B
(I × I)× F0
hε //
pi
&&NN
NN
NN
NN
NN
NN
I ×ε X
p2ε //
p1

X
p

I ε
// B
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such that
p2 ◦ hγ |{0}×F0= π2 and p2 ◦ hε |{0}×{0}×F0= π3. (1)
These trivializations are not unique but two such trivializations are homotopic.
Lemma 6. If h and h′ are two trivializations of I×γX satisfying the condition
(1) then hγ and h
′
γ are homotopic and there exists a homotopy H, unique up to
homotopy, between them such that :
(p2 ◦H) |I×{0}×X= π3, p1 ◦H = π2, (2)
and such that, for all t ∈ I H(t, ·, ·) is an isomorphism from I × F0 to I ×γ X.
In the same way, if hε and h
′
ε are two trivializations of (I × I)×ε F0, then they
are homotopic.
Proof. We set h−1 =
(
(h−1)1, (h
−1)2
)
.
Let us remark that, with the above notations (h−11 )1 = p1 and as h and h
′
satisfy the condition 1, for all x ∈ F , we have :
h(0, x) = h′(0, x).
This assures that the application
H : I × I × F0 −→ I ×γ X
(t1, t2, x) 7−→ h
(
t2, (h
−1)2
(
h′(t1t2, x)
))
is a homotopy from h to h′ and moreover that the conditions of the lemma are
satisfied.
Now, let us suppose that H1 and H2 are two such homotopies going from h to
h′, satisfying the conditions (2). Let t ∈ I, let us set :
H1(t, ·, ·)
−1 :=
(
H1(t, ·, ·)
−1
1 , H1(t, ·, ·)
−1
2
)
.
As above, the condition (2) assures that for all (t, x) ∈ I × F0 we have the
equality
H1(t, 0, x) = H2(t, 0, x).
Hence the homotopy
I × I × I × F0 −→ I ×γ X
(t1, t2, t3, x) 7−→ H1
(
t2, t3,
(
H1(t2, ·, ·))
−1
2 ◦H2(t2, t1t3, x)
)
goes from H1 to H2.
If ε is a homotopy in B, we define in the same way the homotopy between two
trivializations of (I × I)×ε X .
These trivializations and their unicity up to homotopy allow us to use the
properties of the product space, in particular the fact that
πn(X × Y ) ≃ πn(X)× πn(Y ).
Let γ : x0 → x1 be a path in B, we set F0 := p
−1(γ(0)) and F1 = p
−1(γ(1)).
In what follows, to each trivialization of I ×γ X satisfying the condition (1), we
associate a functor
2lim
←−
Π2(F0)
α −→ 2lim
←−
Π2(F1)
α,
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and to each homotopy between two such trivializations we define a morphism
of functors between the functors :
2 lim
←−
Π2(F0)
**
44
2 lim
←−
Π2(F1)
.
Let h be a trivialization of I×γX , we denote by Γh the composition Γh = p2◦h.
Hence the following diagram commutes
I × F0
Γh //
p1

X
p

I γ
// B.
(3)
Let us remark that for all t ∈ I, the application
Γh(t, ·) : F0 −→ Ft
x 7−→ Γ(t, x)
is an isomorphism and for all x ∈ F0, the application
Γh(·, x) : I −→ X
t 7−→ Γh(t, x)
is a path from x to Γ(1, x).
Lemma 7. Let h be a trivialization of I ×γ X. With the above notations, the
data of:
• for every y ∈ F1, the functors α
(
Γh(·, x)
)
◦ πx, where y = Γh(1, x),
• for every path δ1 : x1 → y1 in F1, the morphism of functors(
Id • πδ0
)
◦
(
α(Γh ◦Hδ1) • Id
)
visualized by :
α(x0)
α
(
Γh(·,x0)
)
//
α
(
δ0
)

α(x1)
α(δ1)

∼
piδ0
~ 











∼
α
(
Γh(Hδ0 )
)
~ 











2 lim
←−
Π2(F0)
α
piy ..
pix
00
α
(
y0
)
α
(
Γh(·,y0)
) // α(y1
)
where :
– πx, πy and πδ0 are the functors and the isomorphisms of functors
given by the 2-limit,
– the path δ0, is the inverse image of δ1, by Γh(1, ·), i.e. δ1 = Γh(1, δ0),
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– and Hδ0 is a homotopy in I × F0 between the paths (1, δ0) ∧ (Id, x0)
and (Id, y0) ∧ (0, δ0).
define a functor, also denoted Γh,
Γh : 2lim←−
Π2(F0)
α −→ 2lim
←−
Π2(F1)
α.
Proof. We have to show that these data satisfy the commutation conditions.
Let δ1 : x1 → y1 and δ
′
1 : y1 → z1 two composable paths in F1. We denote by
x0, y0 and z0 the points of F0 such that
x1 = Γ(1, x0), y1 = Γ(1, y0), z1 = Γ(1, z0)
and δ0, δ
′
0 the paths in F0 such that :
δ1 = Γ(1, δ0), δ
′
1 = Γ(1, δ
′
0).
In view of the commutation conditions satisfied by the functors πx and the
morphisms of functors πδ, we have to show that :
α(Γh ◦Hδ1∧δ′1) = α
(
((Γh ◦Hδ′
1
) • Id) ◦ (Id • (Γh ◦Hδ1))
)
.
As α in a 2-representation of the 2-groupoid Π2(X) it is sufficient to show that
there exists a homotopy from Γh◦Hδ1∧δ′1 to ((Γh◦Hδ′1)•Id)◦(Id•(Γh◦Hδ1)). Let
us first consider the two homotopies in I×F0, Hδ1∧δ′1 and (Hδ′1•Id)◦(Id•Hδ1), as
π2(I×F0) ≃ π2(I)×π2(F0), there exists an homotopy between them. Applying
Γh we find the homotopy we looked for.
We use the same arguments to show that if ε : δ → δ′ is a homotopy in F1 we
have the equality :
α(ε) ◦ (Id • πδ) ◦ (α(Γh ◦Hδ) • Id) = (Id • πδ′) ◦ (α(Γh ◦Hδ′) • Id).
Hence the data given in the statement of the lemma define a functor from
2lim
←−
Π2(F0)
α to 2lim
←−
Π2(F1)
α.
Now let us consider two trivializations h0 and h1 of I ×γ X satisfying the
conditions (1), and H : h0 → h1 a homotopy between them satisfying the
conditions given in the lemma 6. We define an isomorphism of functors from
Γh0 and Γh1 . In what follows, we set :
Γ0 := Γh0 and Γ1 := Γh1 .
Let x1 ∈ F1. We denote by x0 and y0 the points such that
Γ0(1, x0) = x1 and Γ1(1, y0) = x1.
Let us remark that the application
βx1 : I −→ F0
t 7−→ (Γ1(1, ·))
−1 ◦H(t, 1, x0)
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is a path in F0 going from y0 to x0. Let us consider a map
φ : I × I −→ I × I
(t1, t2) 7−→


(2t2, 0) if 0 ≤ t2 ≤
t1
2
(t1,
2
2− t1
t2 −
t1
2
) if
t1
2
≤ t2 ≤ 1.
Then the composition, denoted Hx1 , of φ with the following map:
I × I −→ X
(t1, t2) 7−→ ((Γ1(t2, ·)
−1 ◦H(t1, t2, x0)
is a homotopy from Γ0(·, x0) ∧ βx1 to Γ1(·, y0).
Lemma 8. With the above notation, the data for every x1 ∈ F1 of the suitable
composition of isomorphisms visualized by the following diagram :
α(x0) α(Γ0(·,x0))

α(βx1)

∼
piβx1
w ww
ww
ww
ww
w
w
ww
∼
α(Hx1 )
w ww
ww
ww
ww
w
w
ww2 lim
←−
Π2(F0)
α
piy0 ..
pix0
00
α(x1)
α(y0)
α(Γ1(·,y0))
@@
define an isomorphism of functors also denoted H :
2 lim
←−
Π2(F0)
α
Γ0
++
Γ1
33H

2 lim
←−
Π2(F1)
α
Proof. The proof uses the same arguments as the proof of lemma 7. Hence if δ
is a path in F1, using the facts that πβ satisfied commutation conditions, there
exists of homotopy of homotopies
I × I × I : −→ X
(t1, t2, t3) 7−→ H
(
t1, Hδ(t2, t3)
)
and the uniqueness up to homotopy of Hδ, we have that the data given in the
lemma satisfy the commutations conditions and define an isomorphism from Γ0
to Γ1.
Let γ0, γ1 : x0 → x1 a be two paths in B, ε : γ0 −→ γ1 a homotopy in B and
hε a trivialization of (I × I)×ε X . As above, we denote by Γε the composition
p2 ◦ hε. For i = 0 or i = 1, we set :
Γεi(t, x) := Γε(i, t, x).
We also denote by Γεi the functor defined as in the lemma 7 :
2lim
←−
Π2(Fi)
α −→ 2 lim
←−
Π2(Fi+1)
α,
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Using the same process as in the lemma 8 we define an isomorphism Γε :
2 lim
←−
Π2(F0)
α
Γε0
++
Γε1
33Γε
2 lim
←−
Π2(F1)
α.
For the rest of this section, for all path γ of B and for all homotopy ε of
paths of B, we fix a trivialization hγ of I×γX and hε of (I× I)×εX satisfying
the condition (1).
Let γ, γ′ be two of composable paths in B, let hγ , hγ′ and hγ∧γ′ the fixed
trivializations of I ×γ X , I ×γ′ X and I ×γ∧γ′ X respectively.
Let us remark that the map hγ ∧hγ′ is also a trivialization of I ×γ∧γ′X . Let us
consider the homotopy from hγ ∧ hγ′ to hγ∧γ′ defined in the lemma 6 and the
isomorphism associated by the lemma 8. We denote by Hγγ′ the composition of
the previous isomorphism with the isomorphism defined by the data of Id◦αγγ′
for all x ∈ F1. Hγγ′ is an isomorphism going from Γhγ ◦ Γhγ′ to Γhγγ′ .
We define the 2-functor p∗ going from Rep(Π2(X), CAT ) to
Rep(Π2(B), CAT ).
Definition 9. Let α ∈ Rep(Π2(X), CAT ), we denote by p∗(α) the 2-functor
from Π2(B) to CAT that associates :
• to every b ∈ B, the category :
p∗(α)(b) = 2lim←−
Π2(Fb)
α,
• to every path γ : b0 → b1 in B, the functor defined in the lemma 7 :
p∗(α)(γ) = Γ : 2lim←−
Π2(F0)
α −→ 2lim
←−
Π2(F1)
α,
• to every couple of composable paths γ, γ′ in B, the isomorphism of functors
Hγ,γ′.
p∗(α)γγ′ :
2lim
←−
Π2(F0)
α ++
33
Hγγ′

2lim
←−
Π2(F1)
α
,
• to every homotopy ε : γ0 → γ1 in B, the composition :
p∗(ε) : Γγ0
Hγ0−→ Γε0
Γε−→ Γε1
Hγ1−→ Γγ1 ,
The unicity, up to homotopy, of the homotopies between two trivializations as-
sures that these data satisfy the commutation conditions and define a 2-functor
from Π2(X) to CAT . And, by the definition of the 2-limit, this map is 2-
functorial. Hence we denote by p∗ the 2-functor from Rep
(
Π2(X), CAT
)
to
Rep
(
Π2(B), CAT
)
defined by these data.
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Theorem 10. The following diagram commutes up to equivalence of 2-functors :
LX
p∗ // LB
µ

2Rep
(
Π2(X), CAT
)
p∗
//
ν
OO
2Rep
(
Π2(B), CAT
)
.
Proof. Let α be a 2-representation of Π2(B) and C the image of α by ν.
• Let b a point of B, we have :
(
p∗(C)
)
b
≃ Γ(Fb,C).
Let us recall that by definition Γ(Fb,C) = Γ(Fb, i
−1
Fb
C), where iFb is the
inclusion of Fb in X . Thus, by the proposition 4, we have the natural
equivalence : (
p∗(C)
)
b
≃ 2lim
←−
Π2(Fb)
α.
• Let γ : b0 → b1 be a path in B.
The proposition 4 assures that, for all x ∈ X , there exists natural isomot-
phism :
Γ(X,CFb)
∼ //

2 lim
←−
Π2(Fb)
α

∼
rz nnn
nnn
nn
nnn
nnn
nn
(CFb)x ∼
// α(x).
Thus, to show that ν(p∗C)(γ) ≃ p∗(α)(γ), it is sufficient to show that the
diagram commutes ut to isomorphism :
Γ(X,CF0)
µ(p∗C)(γ) //

Γ(B × F,CF1)

∼
rz nnn
nnn
nn
nnn
nnn
nn
Cx
µ(C)
(
Γ(·,x)
) // Cy
where the two vertical functors are the natural restrictions.
Using the base-change theorem applied to the first diagram of (3), we show
that, for all y ∈ F1 there exists isomorphisms of functors visualized by :
(
γ−1p∗C
)
0
Γ
(
I, γ−1p∗C
)
1
∼ //∼oo
(
γ−1p∗C
)
Γ
(
{0} × F0,Γ
−1(C)
)

Γ
(
I × F0,Γ
−1(C)
)

∼oo ∼ // Γ
(
{1} × F0,Γ
−1(C)
)

Γ−1(C)x Γ(I × {y},Γ
−1(C)) //oo Γ−1(C)y
12
where y = Γ(1, x).
This shows the existence of the isomorphism we looked for.
2 The 2-category of stacks on stratified spaces
Let (X,Σ) be a stratified space. It is a natural question to ask if a sheaf is
entirely determined by its restrictions on the strata. In other words, if the
category of sheaves on X is equivalent to the category whose objects are given
by a sheaf on each stratum. The answer is no. To define a sheaf we need some
extra data : the gluing data. These are a set of morphisms of sheaves satisfying
commutation conditions.
The following section is a generalization of this problem in the case of stacks.
Hence we define a 2-category whose objects are the data of a stack on each stra-
tum plus some functors of stacks and morphisms of functors of stacks satisfying
some commutation conditions and we show that this category is 2-equivalent to
the 2-category of stacks on X .
Let StX be the 2-category of stacks on X . Let us denote Sk the union of
the strata of dimension k and ik the inclusion of Sk on X . If k < l we denote
by ikl the 2-functor from StΣl to StΣk ,ikl = i
−1
k il∗. Let us denote by ηl the
2-adjunction, ηl : Id −→ il∗i
−1
l .
For source of simplicity, if k < l < m we denote by ηl the 2-functor Id • ηl • Id
going from ikm to iklilm. Let us define the 2-category SΣ.
Definition 11. Let SΣ be the 2-category defined as follows.
• The objects of SΣ are the data :
– for every Sk, a stack Ck on Sk,
– for every pair (k, l) such that 0 ≤ k < l ≤ n (i.e. Sk ⊂ Sl), a functor
of stacks :
Fkl : Ck −→ iklCl,
– for every triple (k, l,m) such that 0 ≤ k < l < m ≤ n (i.e. Sk ⊂
Sl ⊂ Sm), an isomorphism of functors fklm visualized by:
Ck
Flk //
Fmk

iklCl
iklFml

∼
fklm
px iiii
iiiiii
ii
ikmCm ηl
// iklilmCm
such that the two suitable compositions of the morphisms given by the
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faces of the following cube :
Ck
Flk //
Fpk

Fmk
%%KK
KK
KK
KK
KK
iklCl
iklFml
&&NN
NN
NN
NN
NN
N

ikmCm
ηl //


iklilmCm
iklilmFpm

ikpCp
ηl //
ηm %%K
KK
KK
KK
KK
iklilpCp
iklηm
&&MM
MM
MM
MM
MM
ikmimpCp ηl
// iklilmimpCp
going from iklilmFpm ◦ iklFml ◦Flk to i
−1
k ηl ◦ i
−1
k ηmp ◦Fpk are equal.
This means that the following diagram commutes :
iklilmFpm ◦ iklFml ◦ Flk
Id•fklm // iklilmFpm ◦ ηl ◦ Fmk

ikl(ilmFpm ◦ Fml) ◦ Flk
iklflmp•Id

ikl(ηm ◦ Fpk) ◦ Flk ηl ◦ ikmFpm ◦ Fmk
Id•fkmp

iklηm ◦ iklFpl ◦ Flk
Id•fklp

iklηm ◦ ηl ◦ Fpk // ηl ◦ ηm ◦ Fpk
• The 1-morphisms from
(
{Ck}, {Fkl}, {fklm}
)
to
(
{C′k}, {F
′
kl}, {f
′
klm}
)
are
given by :
– for every k ∈ {0, . . . , n}, a functor of stacks : Gk : Ck → C
′
k,
– for every k, l such that 0 ≤ k < l ≤ n, an isomorphism of functors :
gkl : F
′
lk ◦Gk
∼
→ iklGl ◦ Flk,
such that the following diagram commutes :
iklF
′
ml ◦ F
′
lk ◦Gk
Id•glk //
fmlk•Id

iklF
′
ml ◦ iklGl ◦ Flk
iklgml•Id

ηl ◦ F
′
mk ◦Gk
Id•gmk

iklilmGm ◦ iklFml ◦ Flk
Id•fmlk

ηl ◦ ikmGm ◦ Fmk // iklilmGm ◦ ηl ◦ Fmk
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• the 2-morphisms from the 1-morphism
(
{Gk}, {gkl}
)
to the 1-morphism(
{G′k}, {gkl}
)
are the data for all 0 ≤ k ≤ n of a morphism of functors of
stacks φk : Gk → G
′
k, such that the following diagram commutes :
F ′kl ◦Gk
gkl //
Id•φk

iklGl ◦ Flk
iklφl•Id

F ′kl ◦G
′
k
g′kl
// iklG′l ◦ Flk
Hence the objects of this 2-category are the data of a stack on each stra-
tum plus some gluing data : the functors of stacks and isomorphisms of functors.
To show that SΣ is 2-equivalent to StX we define two 2-functors quasi-2-
inverse to each other : RΣ the “restriction functor” going from StX to SΣ, and
GΣ the “gluing functor” from SΣ to StX . The functor RΣ is defined thanks to
the restriction and the 2-adjunction between the 2-functors ik∗ and i
−1
k .
Definition 12. Let RΣ be the 2-functor going from StX to SΣ which associates
to each stack on X the set of its restrictions to each stratum, its adjunction
functors and isomorphisms :
RΣ : StX −→ SΣ
C 7−→ ({C |Sk}k≤n, {i
−1
k ηl}k<l≤n, {λmlk}k<l<m≤n)
G : C→ C′ 7−→ ({G |Sk}k≤n, {glk}k<l≤n)
φ : G→ G′ 7−→ ({φ |Sk}k≤n)
where ηl is the natural functor
ηl : C −→ il∗i
−1
l C,
λmlk are the natural isomorphisms :
C |Sk
//

(il∗i
−1
l C) |Sk

∼
λmlku} sss
ss
ss
s
ss
ss
ss
ss
(im∗i
−1
m C) |Sk
i−1
k
ηl
// (il∗ilmi−1m C) |Sk
and glk are the isomorphisms coming from the fact that ηl is a 2-transformation :
C |Sk
G|Sk //
i−1
k
ηl

C′ |Sk
i−1
k
η′l

∼
glku} sss
ss
ss
s
ss
ss
ss
ss
(il∗i
−1
l C) |Sk
(il∗i
−1
l
G)|Sk
// (il∗i
−1
l C
′) |Sk
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As these data come from the adjunction, the commutation conditions are satis-
fied and the image of RΣ belongs to SΣ.
Let us define GΣ. The definition of GΣ is inspired by the demonstration of
the basic property of gluing stacks on an open covering. Hence the image by
GΣ of an object C of SΣ is a 2-limit of ik∗Ck, where the 2-limit encode the
gluing data. That is why we define a category I and, for all object C of SΣ, a
2-functor from I to StX .
Definition 13. Let I be the category defined as follows.
• Objects of I are the singletons {j} with 0 ≤ j ≤ n, the couples (j, k) such
that 0 ≤ j < k ≤ n and the triple (j, k, l) such that 0 ≤ j < k < l ≤ n.
• Morphisms of I are the data for all objects of I of :
Hom(i, i) = {Idi}
Hom((j, k), j) = {sjjk}
Hom((j, k, l, ), (j, k)) = {sjkjkl}
Hom((j, k, l), j) = {sjjkl}
Hom((j, k, l, ), (j, l)) = {sjljkl}
Let C =
(
{Ck}, {Fkl}, {fklm}
)
be an object of SΣ, we also denote C the
2-functor going from I to StΣ :
C : I −→ StΣ
defined as follows :
• For every objects {k}, {(k, l)} and {(k, l,m)} of I :
C(j) = ij∗Cj
C(j, k) = ij∗ijkCk
C(j, k, l) = ij∗ijkiklCl .
• The images of the morphisms are defined as follows :
– for every sjjk : (j, k)→ {j} such that j < k : C(s
j
jk) = ij∗Fkj ,
– for every sjljkl : (j, k, l)→ (j, l) : C(s
jl
jkl) = ηk : ij∗ijlCl → ij∗ijkiklCl.
– for every sjjkl : (j, k, l)→ j : C(s
j
jkl) = ηk ◦ ij∗Flj .
• If a is an object of I the 2-morphism Ca : IdC(a) → C(Ida) is the identity.
• If s and s′ are two composable morphisms of I , let us define the 2-
morphism Cs,s′ :
Cs,s′ : C(s ◦ s
′)
∼
−→ C(s) ◦ C(s′)
The only two couples of composable morphisms are (sjkjkl, s
j
jk) and (s
jl
jkl, s
j
jl).
We define C
s
jk
jkl
,sl
jl
and C
s
jl
jkl
,sl
jl
as
C
s
jk
jkl
,s
j
jk
= flkj , Csjl
jkl
,sl
jl
= Id
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We define the image of C by GΣ by the 2-limit :
GΣ(C) := 2 lim←−
I
C.
If G =
(
{Gk}, {gkl}
)
: C → C′ is a 1-morphism of SΣ the commutation condi-
tions satisfied by gkl assure that we can define a functor from the 2-functor C
to C′. Taking the 2-limit we define a functor G from 2 lim
←−
I
C to 2 lim
←−
I
C′.
In the same way, if φ = {φk} : G→ G
′ is a 2-morphism of SΣ, we can define a
morphism between the functors G and G′. That is the image of φ by GΣ.
Now let us consider the 2-category 2F(I,StX) of 2-functors from I to StX .
Taking the 2-limit can be view as a 2-functor from F(I,StX) to StX , for a
demonstration see for example [16]. Hence we can define the 2-functor GΣ.
Definition 14. Let GΣ be the 2-functor going from SΣ to StX defined by :
GΣ : SΣ −→ StX
C =
(
{Ck}, {Fkl}, {fklm}
)
7−→ 2 lim
←−
I
C
G : C→ C′ 7−→ 2 lim
←−
I
C
G
→ 2 lim
←−
I
C′
φ : G→ G′ 7−→ 2 lim←−
C
((
66
φ

2 lim
←−
C′
Remarks
- We can define explicitly the stack image of an object of SΣ. If U is an
open of X and C =
(
{Ck}, {Fkl}, {fklm}
)
an object of SΣ is given by :
GΣ(C)(U) =
(
{Sk}, {gkl}
)
where Sk ∈ Ck(U ∩Sk) and gkl is an isomorphism from Flk(Sk) to ηkl(Sl).
- The commutation conditions satisified by the objects, the 1-morphims and
the 2-morphisms of SΣ are not necessary to define the functor GΣ. But
without them GΣ is not an equivalence.
Theorem 15. The categories StX and SΣ are 2-equivalent and the functors
RΣ and GΣ are quasi-2-inverse.
Proof. Let us define two equivalences of 2-functors
RΣGΣ −→ Id
Id −→ GΣRΣ.
We only define the functor on the objects of the 2-category, but, as we only
use 2-functor and projection of the 2-limit to define them, and thanks to the
commutations conditions, it is straightforward to show that these applications
are 2-functorial.
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Let us give some notations. For a morphism s : a→ b of I, we denote by πa
and ps the projections and the equivalence of functors given by the 2-limit :
2 lim
←−
c∈I
C(c)
pia








pib
7
77
77
77
77
77
77
77
ps
∼
3;ooooooo
ooooooo
C(a)
C(s)
// C(b)
Let j be an integer smaller than n. We also denote πa and ps, projections and
equivalence given by the 2-limit 2 lim
←−
a∈I
i−1j C(a).
As ij is an inclusion, the following 2-natural transform is an equivalence :
εj : i
−1
j ij∗ −→ Id
Let us fix, (εj)
−1, a quasi-inverse of εj and ej an isomorphism :
ej : εj ◦ (εj)
−1 −→ Id.
Let Ψj denote the functor defined by
Ψj : 2 lim←−
a∈I
i−1j C(a)
pij
−→ i−1j ij∗Cj
εj
−→ Cj
This functor an its inverse is essential in the definition of the equivalence between
Id and GΣRΣ.
Lemma 16. The functor Ψj : 2 lim←−
i−1j C(a)→ Cj is an equivalence.
Proof. Let us define Φj , an inverse of Ψj .
As we want to define a functor going to a 2-limit, it is sufficient to give for all
a object of I, a functor Φaj : Cj → C(a) and for all s : a → b morphism of I an
equivalence hjs of functors :
Cj
Φaj








Φbj
7
77
77
77
77
77
77
77
7
hsj
∼
3;ooooooo
ooooooo
C(a) // C(b)
satisfying some commutation conditions. Let us first remark that for j > k and
k < l < m we have :
i−1j C(k) = 0
i−1j C(k, l) = 0
i−1j C(k, l,m) = 0.
Hence we need to define a family of functors for all j ≤ k < l < m:
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• let us recall that i−1j C(j) = i
−1
j ij∗Cj , we define Φ
j
j by :
Φjj = (εj)
−1
• for j < k we have C(k) = ijkCk, we define Φ
k
j by
Φkj = Fkj
• for j ≤ k < l we have i−1j C(k, l) = ijkiklCl, we define Φ
(k,l)
j by the compo-
sition :
Φ
(k,l)
j = ηk ◦ Flj
visualized by :
Φ
(k,l)
j : Cj
Flj
−→ ijlCl
ηk
−→ ijkiklCl
• for j ≤ k < l < m, we have i−1j C(k, l,m) = ijkiklilmCm, we define Φ
(k,l,m)
j
by the composition :
Φ
(k,l,m)
j = ηl ◦ ηk ◦ Fmj .
visualized by : Cj
Fmj
−→ ijmCm
ηk
−→ ijkikmCm
ηl
−→ ijkiklilmCm.
Now let us define the isomorphisms hsj ,
• for s = slkl : (k, l)→ l we define h
s
j by : h
s
j = Id
• for s = skkl : (k, l)→ k with j < k we define h
s
j by : h
s
j = θjkl
• let us consider the morphism s = sjkj : (j, k) → j, the morphism h
s
j is
going from i−1j ij∗Fkj ◦ ε
−1
j to ηj ◦ Fkj :
hsj : i
−1
j ij∗Fkj ◦ ε
−1
j
∼
−→ ηj ◦ Fkj
As εj comes from a natural 2-transform, there exists an isomorphism θj :
Fkj ◦ εj
∼
→ εj ◦ (i
−1
j ij∗Fkj) :
Cj
Fkj

i−1j ij∗Cj
εjoo
i−1j ij∗Fkj

∼
θj
s{ ooo
ooooo
oo
ijkCk i
−1
j ij∗ijkCk.εj
oo
Hence we have the isomorphism :
ηj ◦ Fkj ◦ εj ◦ (εj)
−1
Id •θj•Id // ηj ◦ εj ◦ ij∗i
−1
j Fkj ◦ (εj)
−1.
Now, ηj is a left quasi-inverse of εj , let us denote nj the isomorphism :
nj : ηk ◦ εj −→ Id
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In the same way let us recall that the isomorphism ej goes from εj ◦(εj)
−1
to Id. We define hsj by :
hsj = nj ◦ (Ii−1j ηj
• θj • Iε−1j
) ◦ ej
• for s = skmklm, we define h
s
j by the identity,
• let us consider the morphism sklklm : (k, l,m)→ (k, l), the morphism h
s
j is
going from the composition (ijkiklFml) ◦ ηk ◦ Flj to ηl ◦ ηk ◦ Fmj :
hsj : (ijkiklFml) ◦ ηk ◦ Flj
∼
−→ ηl ◦ ηk ◦ Fmj .
But, by definition of θjlm and as ηkl comes from a 2-adjunction, we have
the two following isomorphisms :
ijlCl
ηk //
ijlFml
  B
BB
BB
BB
BB
BB
BB
BB
BB
BB
BB
ijkiklCl
ijkiklFml
  B
BB
BB
BB
BB
BB
BB
BB
BB
BB
BB
∼θjlm

∼i−1j adj

Cj
Flj
>>|||||||||||||||||||||
Fmj
// ijmCm ηl
// ijlilmCm ηk
// ijkiklilmCm.
Then, hsj is defined by a the correct composition of these two isomor-
phisms.
Thanks to the commutation conditions and as the morphisms of adjunction
satisfy good conditions of commutation, these functors and isomorphisms of
functors satisfy the condition to define a functor coming from Cj to 2 lim←−
i−1j C(a),
let us denote this functor Φj :
Φj : Cj −→ 2 lim←−
i−1j C(a)
and for every objects a of I, let us denote ϕaj the isomorphism :
ϕaj : πa ◦ Φj
∼
−→ Φaj .
Moreover, the definition of this functor is 2-functorial. This is comes from the
fact that the conditions to be an 1-morphism in the 2-category SΣ and the fact
that the 2-limit can be viewed as a 2-functor coming from the 2-functor going
from I to StX to StX .
It remains to show that Φj is a quasi-inverse of Ψj . The easiest part is to
show that Ψj ◦ Φj is isomorphic to the identity. We have by definition :
Ψj ◦ Φj = εj ◦ πj ◦ Φj
∼
Iεj •ϕ
j
j
// εj ◦ (εj)−1 ej
∼ // Id.
Hence the composition ej ◦ (Iεj •ϕ
j
j) is an isomorphism between Ψj ◦Φj and Id.
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Let us show that Φj ◦ Ψj is isomorphic to the identity. To show that, it is
sufficient to show that for every object a of I there exists compatible morphisms
laj :
laj : πa ◦ Φj ◦Ψj
∼
−→ πa.
Let {k} be an object of I, by definition of Φj we have the following isomor-
phism :
ϕkj : πk ◦ Φj
∼
−→ Fmj ,
then let us consider the following isomorphism :
ϕkj • IΨj : πk ◦ Φj ◦Ψj
∼
−→ Fmj ◦Ψj (4)
where IΨj is the morphism identity of Ψj .
Then we have the following isomorphisms :
2 lim
←−
i−1j C(a)
pij //
pim

Ψj
%%
i−1j ij∗Cj
i−1j ij∗Fmj

εj // Cj
Fkj

∼
pjk
x  yy
yy
yy
yy
y
∼
x  yy
yy
yy
yy
y
ijkCk
i−1j ηj
//
Id
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i−1j ij∗ijkCk εj
// ijkCk
∼
KS
.
Let us recall that pjk is the isomorphism coming from the 2-limit, the equality
is given by the definition of Ψj and the two others isomorphisms come from
the 2-adjunction. Hence, by composing the morphism above, we can define an
isomorphism between Fmj ◦Ψj and πm :
Fmj ◦Ψj
∼
−→ πm. (5)
We define lkj by the vertical composition of the isomorphisms (4) and (5).
Let (k, l) and (k, l,m) be two objects of I, the 2-limit give us these isomor-
phisms :
2 lim
←−
C(a)
piml

pim
yyrrr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
rr
piklm
%%LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
L
∼
plm
+3 ∼
pklm
+3
ijmCm ηl
// ijlilmCm ηk
// ijkiklilmCm.
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Hence by composing horizontally plm with the identity of Φj and Ψj we obtain :
πlm ◦ Φj ◦Ψj
∼
−→ i−1j ηlm ◦ πm ◦ Φj ◦Ψj . (6)
In the same way, by composing horizontally the identity morphism of ηl and
the isomorphism lmj we obtain the isomorphism :
i−1j ηlm ◦ πm ◦ Φj ◦Ψj
∼
−→ i−1j ηlm ◦ πm (7)
We define lklj as the vertical composition of the isomorphism (3), (4) and the
inverse of plm. The isomorphism l
klm
j is defined in the same way.
The 2-functorial feature of the isomorphisms of adjunction and the compati-
bility of the isomorphisms of projection assure that the commutation conditions
are satisfied. Hence, they define an isomorphisms of functors :
lj : Φj ◦Ψj
∼
−→ Id.
Let us come back to the theorem 15, and let us define an equivalence of
2-functors :
Id
∼
−→ RΣ ◦GΣ.
We are going to define this equivalence only on objects. The natural feature of
the equivalences considered, and the conditions to be an object, a 1-morphism
or a 2-morphism of SΣ, assure that the map that we are going to define can be
extended in a natural 2-transform between the 2-functors Id and RΣ ◦GΣ.
Let C =
(
{Ck}, {Fkl}, {fklm}
)
be an object of SΣ. We need to define, for all
j ≤ n, a natural equivalence
αj : Cj
∼
−→ i−1j 2 lim←−
C(a)
such that there exists for all j < k ≤ n an isomorphism :
Cj

Fkj // ijkCk

∼
qy llll
lll
l
lll
lll
ll
i−1j 2 lim←−
C(a)
ηk
// ijki
−1
k 2 lim←−
C(a).
The finite 2-limits commute up to isomorphism with the inductive 2-colimits.
It is a particular case of a theorem shown in [5], for a immediate proof see [8].
Hence the 2-functors i−1k and ik∗ commute up to equivalence with the finite
2-limits. Hence we have the following natural equivalences :
2 lim
←−
i−1j C(a)
∼
−→ i−1j 2 lim←−
C(a)
2 lim
←−
ijki
−1
k C(a)
∼
−→ ijki
−1
k 2 lim←−
C(a)
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and the isomorphism :
2 lim
←−
i−1j C(a)
2 lim
←−
ηk
//

2 lim
←−
ijki
−1
k C(a)

∼
qy llll
lll
l
lll
lll
ll
i−1j 2 lim←−
C(a)
ηk
// ijki
−1
k 2 lim←−
C(a).
We define αj by the composition :
αj : Cj
Φj
−→ 2 lim
←−
i−1j C(a)
∼
−→ i−1j 2 lim←−
C(a)
It remains to define a natural equivalence :
Cj
Φj

Fkj // ijkCk
ijkΦk

∼
qy llll
lll
l
lll
lll
ll
2 lim
←−
i−1j C(a)
2 lim
←−
i−1j ηk
// 2 lim
←−
ijki
−1
k C(a).
As Ψk is a quasi-inverse of Φk it is sufficient to define an isomorphism between
the functors :
ijkΨj ◦ i
−1
j ηk ◦ Φj
∼
−→ Fkj .
Now, we have the following isomorphisms :
2 lim
←−
i−1j C(a)
//
pik

2 lim
←−
ijki
−1
k C(a)
pik,
 ijkΨk
6
66
66
66
66
66
66
66
66
66
66
66
66
66
6
∼
rz nnnn
nn
nnn
nnn
∼

∼

i−1j C(k)
i−1j ηk
// ijki
−1
k C(k)
ijkεk
%%LL
LL
LL
LL
LL
LL
LL
LL
∼

Cj
Φj
CC
Fkj
//
Fkj
99rrrrrrrrrrrrrrrrr
ijkCk.
The two isomorphisms of triangle are given by the definition of Φj and Ψk. The
isomorphism of the top is given by the 2-limit and the last one is a horizontal
composition of the identity and the isomorphism given by the 2-adjunction :
i−1j ηk ◦ ijkεk ≃ Id.
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The suitable composition of these isomorphisms gives the isomorphism looked
for.
Hence we have defined an isomorphism from C to RΣ◦GΣ(C). This isomorphism
is 2-functorial and this shows that Id is equivalent to RΣ ◦GΣ.
Let us define an isomorphism β from Id to GΣ ◦ RΣ. Let G be a stack on
X . Let us recall that from the definition of RΣ we have :
RΣ(G) = ({i
−1
k G}, {i
−1
k ηl}, {λklm})
where ηl is the natural functor :
ηl : G −→ il∗i
−1
l G
and λklm is the natural isomorphism :
i−1k G
ηl //
ηm

ikli
−1
l G
ikli
−1
l
ηm

∼
λklmu} sss
ss
ss
s
ss
ss
ss
ss
ikmi
−1
m G
i−1
k
ηlm
// iklilmi−1m G.
Let us consider the family of functors {Ξa}a∈I :
• for every k ≤ n, the functor Ξk is defined by :
Ξk = ηk
• for every pair (k, l) with k < l ≤ n let us define Ξ(k,l) by :
Ξ(k,l) : G
ηk
−→ ik∗i
−1
k G
ik∗i
−1
k
ηl
−→ ik∗ikli
−1
l G
• for every triple (k, l,m) such that k < l < m ≤ n, Ξ(k,l,m) is defined by :
G
ηk// ik∗i
−1
k G
ik∗i
−1
k
ηl // ik∗ikli
−1
l G
ik∗iklilηm // ik∗iklilim∗i−1m G
and the family of isomorphisms of functors {ξs}s∈Mor(I) :
• for the morphisms (k, l) → k and (k, l,m) → (k, l) the isomorphism ξs is
the identity.
• for the morphism (k, l)→ l the isomorphism ξs is the morphism λkl :
G //

i−1k G

∼
u} sss
ss
ss
s
ss
ss
ss
ss
il∗i
−1
l G ηkl
// ik∗ikli
−1
l G
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• for the morphism (k, l,m)→ (k,m) the functor ξs is defined by the hori-
zontal composition of the identity, the morphism ηk and the isomorphism
λklm.
These families satisfy the compatibility relations. Hence these data define a
morphism Ξ :
Ξ : G −→ RΣ ◦GΣ(G)
and for all object a of I a unique isomorphism ξa :
ξa : Ξ ◦ πa
∼
−→ Ξa
But the restriction to each stratum is an equivalence. This show that Ξ is an
equivalence of functor.
3 Constructible stacks
In this section we consider the 2-category, StcΣ of constructible stacks relatively
to a fixed stratification Σ. This notion was introduced by D. Treumann in [20].
It is a natural generalization of the notion of constructible sheaf.
Definition 17. A stack on X is called constructible relatively to Σ if its re-
strictions to each stratum is locally constant. We denote by StcΣ the thick sub-
2-category of StX whose objects are locally constant stacks.
An important example of constructible stack is the stack of perverse sheaves.
The aim of this section is to describe the 2-category StcΣ in the language of
2-representations. Here we need to consider more particular stratified spaces :
the Thom-Mather spaces relatively 2-connected. A Thom-Mather space (X,Σ)
is given, for all strata Σk, with a tubular neighborhood Tk, a locally trivial fiber
bundle pk :
pk : Tk −→ Σk.
and a continuous map ρk from Tk to R
+, named distance map, such that
Σk = ρ
−1
k (0).
Let us recall that if Σk ⊂ Σl, then we have the equality :
pk ◦ pl |Tk∩Tl= pk |Tk∩Tl .
Let us denote by ik the natural inclusion of the stratum Σk in X . If Σk ⊂ Σl ⊂
Σm ⊂ Σp and if ik,l, ik,lm and ik,lmp are the inclusions :
il,k : Σl∩Tk →֒ Σl, im,lk : Σm∩Tl∩Tk →֒ Σm, ip,mlk : Σp∩Tm∩Tl∩Tk →֒ Σp,
we denote by pk,l, pk,lm, pk,lmp, the 2-functors :
pk,l = pk∗ ◦ i
−1
l,k : LΣl −→ LΣk
pk,lm = pk∗ ◦ i
−1
m,lk : LΣm −→ LΣk
pk,lmp = pk∗ ◦ i
−1
p,mlk : LΣp −→ LΣk
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If we denote by jm,lk the inclusion of Σm ∩ Tl ∩ Tk in Σm ∩ Tk and ηl the 2-
adjunction from Id to jm,lk∗j
−1
m,lk, we have that Idpk∗ • ηl • Idi−1
l,k
is going from
pk,m to pk,lm, we also denote it ηl.
ηl : pk,m −→ pk,lm
With another harmless abuse of notation we denote by ηl the natural transfor-
mation from pk,mp to pk,lmp defined with the adjunction.
Let C be a constructible stack relatively to Σ, by definition, RΣ(C) is the
data of locally constant stacks on each stratum plus the gluing conditions. As
we have seen in the first section, a locally constant stack is nothing but a 2-
representation. Hence it remains to express the gluing conditions in terms of
2-representations. The first thing to do is to verify that the image of a locally
constant stack through the functor i−1k il∗ is still a locally constant stack. Then
we have to express this functor in term of 2-representations. In order to do this,
we show (corollary 21) the equivalence of the 2-functors ik,l and pk,l restricted to
the 2-category StcΣ. Finally, the translation of the 2-functors i
−1
k and p∗ in the
language of 2-representations that we have done in the first section allows us to
define a combinatoric 2-category 2-equivalent to the 2-category of constructible
stacks.
To do this, the base-change theorem showed by D. Treumann in [20] and the
following lemma are very convenient.
Lemma 18. Let Y be a topological space, V be an open of X and F be a subset
of X. we denote by iV , iF , jV and jF the following inclusions :
V
  iV // Y
V ∩ F
?
jF
OO
 
jV
// F.
?
iF
OO
Then the base-change map :
i−1V iF∗
∼
−→ jF∗j
−1
V
is an equivalence.
Proof. It is sufficient to see that the base-change map is an equivalence on the
stalks.
Lemma 19. Let Σk, Σl, Σm and Σp be four strata such that Σk ⊂ Σl ⊂ Σm ⊂
Σp. There exists natural equivalences of 2-functors :
pk,l ◦ pl,m
∼
−→ pk,lm
pk,l ◦ pl,mp
∼
−→ pk,lmp
pk,lm ◦ pm,p
∼
−→ pk,lmp.
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Proof. Considering the following commutative diagram :
Σp ∩ Tm ∩ Tl ∩ Tk
  //
pm

Σp ∩ Tm ∩ Tl
  //
pm

Σp ∩ Tm
  //
pm

Σp
Σm ∩ Tl ∩ Tk
  //
pl

Σm ∩ Tl
  //
pl

Σm
Σl ∩ Tk

  //
pk

Σl
Σk
and as pk ◦ pl|Tk∩Tl = pk|Tk∩Tl , the lemma is a direct application of the lemma
18.
Proposition 20. Let Σk be a stratum and Tk be the tubular neighborhood, the
2-functor pk∗ restricted to the 2-category, St
c
Σ, of constructible stacks on Tk
goes to the 2-category LΣk . Moreover pk∗ is equivalent to the 2-functor i
−1
k .
Proof. Let us consider the 2-natural functor ηk given by the 2-adjunction :
ηk : pk∗ −→ pk∗ik∗i
−1
k .
By definition of a Thom-Mather space pk ◦ ik = Id, thus pk∗ik∗i
−1
k is naturally
isomorphic to i−1k . Hence, there exists a natural functor from pk∗ to i
−1
k . Let
C be a constructible stack on Tk, let us show that the functor applied to C is
an equivalence on its stalks. Let x ∈ Σk. We denote by Fk the set p
−1
k (x) and
Fkε = Fk ∩ ρ
−1
k ([0, ε[). The family U × Fkε is a base of neighborhoods at x,
hence we have the equivalences :
(pk∗C)x ≃ 2 lim−→
x∈U⊂Σk
Γ(U × Fk,C)
(i−1k C)x ≃ 2 lim−→
x∈U⊂Σk
ε>0
Γ(U × Fkε,C)
≃ 2 lim
−→
x∈U⊂Σk
2 lim
−→
ε>0
Γ(U × Fkε,C)
Now, the inclusion U × Fkε →֒ U × Fk is a stratified homotopy equivalence. As
C is a constructible stack, this is shown, by proposition 3.13 of [20], that the
2-limit 2 lim
−→
ε>0
Γ(U × Fkε,C) is constant an equal to Γ(U × Fx,C).
Corollary 21. Let Σk, Σl, Σm and Σp be four strata such that Σk ⊂ Σl ⊂
Σm ⊂ Σp, the 2-functors pk,l, pk,lm, pk,lmp are respectively equivalent to the
2-functors ikl, iklilm and iklilmimp. Moreover, there exists isomorphisms of
functors :
ikp //
ηl

pk,p
ηl

iklilp //
ηm

pk,lp
ηm

∼
px iiii
iiiii
iii ∼
px iiii
iiiii
iii
iklilp // pk,lp iklilmimp // pk,lmp
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such that the two suitable compositions of the isomorphisms given by the faces
of this cube are equal :
ikp //

%%J
JJ
JJ
JJ
JJ
J
pk,l
##H
HH
HH
HH
HH

ikmimp //


pk,mp

iklilp //
%%J
JJ
JJ
JJ
JJ
pk,lp
##H
HH
HH
HH
HH
iklilmimp // pk,lmp.
Proof. Let us consider the following commutative diagram :
Σk
  // Tk
  // X
Tk ∩ Σl
?
j
OO
 
il,k
// Σl.
?
il
OO
The composition of the base-change map with the equivalence defined in the
proposition 20 is an equivalence from ikl to pk,l.
To define the other equivalences we proceed in the same way.
The existence of the isomorphisms of functors and their commutations is assured
by the fact that the functors ηl : ikm → iklilm and ηl : pk,m → pk,lm are
defined using the 2-adjunction and by the fact that the base-change map is
2-functorial.
Definition 22. Let us denote by ScΣ the 2-category defined as follows.
• The objects are the data :
– for every Σk, a representation, αk, of Π2(Σk),
– for every pair (Σk,Σl) such that Σk ⊂ Σl a functor, Fkl, :
Fkl : αk −→ pk,lαl,
– for every triple (Σk,Σl,Σm) such that Σk ⊂ Σl ⊂ Σm, an isomor-
phism of functor fklm visualized by:
αk
Flk //
Fmk

pk,l(αl)
pk,l(Fml)

∼
fklm
px iiii
iiiiii
ii
pk,m(αm)
i−1
k
ηlm
// pk,lm(αm)
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such that the following diagram commutes :
pk,lm(Fpm) ◦ pk,l(Fml) ◦ Flk
Id•fklm // pk,lm(Fpm) ◦ ηl ◦ Fmk

pk,l
(
pl,m(Fpm
)
◦ Fml) ◦ Flk
(pk,l)flmp•IdFlk

pk,l(ηm ◦ Fpk) ◦ Flk ηl ◦ pk,l(Fpm) ◦ Fmk
Id•fkmp

pk,l(ηm) ◦ pk,l(Fpl) ◦ Flk
Id•fklp

pk,l(ηm) ◦ ηl ◦ Fpk // ηl ◦ ηm ◦ Fpk.
• The 1-morphisms from
(
{αk}, {Fkl}, {fklm}
)
to
(
{α′k}, {F
′
kl}, {f
′
klm}
)
are
the data :
– for every stratum Σk, a functor : Gk : αk → α
′
k,
– for every pair (k, l) such that 0 ≤ k < l ≤ n, an isomorphism of
functors :
gkl : F
′
lk ◦Gk
∼
→ pk,lGl ◦ Flk
such that the following diagram commutes :
pk,lF
′
ml ◦ F
′
lk ◦Gk
Id•glk //
fmlk•Id

pk,lF
′
ml ◦ pk,lGl ◦ Flk
pk,lgml•Id

ηl ◦ F
′
mk ◦Gk
Id•gmk

iklilmGm ◦ pk,lFml ◦ Flk
Id•fmlk

ηl ◦ pk,mGm ◦ Fmk // pk,lmGm ◦ ηl ◦ Fmk
• the 2-morphisms from the 1-morphism
(
{Gk}, {gkl}
)
to the 1-morphism(
{G′k}, {gkl}
)
are the data for every 0 ≤ k ≤ n of a morphism of functors
of stacks φk : Gk → G
′
k, such that the following diagram commutes :
F ′kl ◦Gk
gkl //
Id•φk

pk,lGl ◦ Flk
pk,lφl•Id

F ′kl ◦G
′
k
g′kl
// pk,lG′l ◦ Flk
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Theorem 23. The 2-category, StcΣ of constructible stacks relatively to Σ is
equivalent to the 2-category ScΣ.
Proof. Let us denote by S the image of the 2-category of constructible stacks
relatively to the stratification Σ trough RΣ. Using the corollary ??, and because
of the definition of a constructible stacks relatively to Σ, it is easy to show that
these 2-category, S, is equivalent to the 2-category whose objects are the data
of a family
(
{Lj}, {Ljk}{ljkm}
)
, where Lj is a locally constant stack on Σj ,
Ljk is a morphism of locally constant stacks Ljk : Lj → pj,kLk and ljkm is an
isomorphism of functors :
Lj
Ljk //
Ljm

pj,k(αl)
pj,k(Fmk)

∼
ljkm
px iiii
iiiiii
ii
pj,m(Lm) ηk
// pj,km(Lm)
satisfying the same commutation conditions as in the definition of SΣ and where
the 1-morphisms the 2-morphisms are defined in the same way as in the defini-
tion of SΣ.
Now, applying the 2-monodromy to each locally constant stack, and thank
to the theorem 10, we show that the 2-category S is equivalent to StcΣ.
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