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Abstract
Let G=(X; Y ;E) be a bipartite graph with jX j>jY j. For AX , write (A)= jAj−jN (A)j and
for a6jX j, dene (a) = maxf(A) j AX; jAj= ag. The graph G is said to have the strong
Hall property if (a)+(b)6jX j−jY j for all nonnegative integers a and b with a+b6jX j. We
shall prove that any unimodal and self-dual poset with the strong Hall property is a symmetric
chain order. This result will also be used to show that the inversion poset S5 is a symmetric
chain order. c© 1999 Elsevier Science B.V. All rights reserved.
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1. On the strong Hall property
All graphs in this paper are simple; and all undened terms on graphs can be found
in [2].
For a graph G = (V; E), the neighborhood of AV is dened as NG(A) = fy: xy2
E for some x2Ag. If A= fxg, we simply write NG(x) instead of NG(fxg). When the
graph G is clear from the context, we will omit the subscript and simply write N (A).
Let G = (X; Y ;E) be a simple bipartite graph with jX j>jY j. We dene a function
 on the power set of X as follows. For AX , (A) = jAj − jN (A)j. The value (A)
is called the deciency of A in [6] and elsewhere. For an integer a>0, we write
(a) = maxf(A): AX; jAj= ag.
A bipartite graph G has the strong Hall property if (a)+(b)6jX j−jY j whenever
a + b6jX j. If Y has no isolated vertices, then (X ) = jX j − jY j. In this paper, we
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assume that Y has no isolated vertices. Under this assumption, the strong Hall property
becomes: (A) + (B)6(X ) for all A; BX such that jAj+ jBj6jX j.
Hall characterized when a bipartite graph G=(X; Y ;E) has a matching that covers Y .
This condition, stated below, is commonly called Hall’s condition. We say that a graph
satisfying it has the Hall property.
Theorem 1 (Hall [5]). The bipartite graph G = (X; Y ;E) has a matching of size jY j
if and only if jN (A)j>jAj for all AY .
The deciency function was rst studied by Ore [7], who proved the following result.
Theorem 2 (Ore [7]). The maximum size of a matching in a bipartite graph
G = (X; Y ;E) is jX j −maxf(A) : AX g.
Using Ore’s theorem, we see that the bipartite graph G has a matching of size jY j
if and only if (A)6(X )= jX j− jY j for all AY . We call this Ore’s condition; Ore
proved it equivalent to Hall’s condition. Under our assumption that Y has no isolated
vertices, setting B = ; in the condition for strong Hall property immediately yields
Ore’s condition and thus Hall’s condition. This explains our choice of terminology.
A bipartite graph G = (X; Y ;E) has the normalized matching property if
jN (A)j=jAj>jY j=jX j for all AX . The normalized matching property is stronger than
the Hall property. Since jN (A)j=jAj>jY j=jX j if and only if (jN (A)j − jAj)=jAj>
(jY j − jX j)=jX j, which is true if and only if (A)6((X )=jX j)jAj, we also see that
the strong Hall property is implied by the normalized matching property.
Comparing N (A[B) and N (A)[N (B) and N (A)\N (B) yields the following simple
lemma.
Lemma 1 (Lovasz and Plummer [6, p. 18]). For every two subsets A; BX; we have
(A [ B) + (A \ B)>(A) + (B):
The following theorem characterizes the bipartite graphs which have the Hall prop-
erty but not the strong Hall property.
Theorem 3. Let G = (X; Y ;E) be a bipartite graph with jX j>jY j having no isolated
vertices in Y . If G has the Hall property; then G fails to have the strong Hall property
if and only if there is a pair (A; B) with ABX such that jAj+ jBj6jX j; (A) +
(B)=jX j−jY j+1; (jAj)=(jAj−1)+1 and (jBj)=(jBj−1)+1; and (jBj)>(r)
for all r < jBj.
Proof. The existence of such a pair violates the strong Hall property, since it yields
(jAj) + (jBj)> jX j − jY j. Thus the suciency is obvious.
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To prove the necessity, we need to nd such a pair. Since G does not have the strong
Hall property, there exists a pair (a; b) such that a+b6jX j and (a)+(b)> jX j−jY j.
We choose such a pair with a6b so that
1. a+ b is as small as possible, and
2. subject to this, b is as large as possible.
For the pair (a; b) chosen this way, there exists a pair (A; B) with AX , BX such
that (A)+(B)> jX j−jY j. By the choice of (a; b), we have (a−1)+(b)6jX j−jY j.
Since jX j − jY j+16(a)+(b)6(a− 1)+ 1+(b)6jX j − jY j+1, we must have
that (a)+(b)= jX j−jY j+1 and (a)=(a−1)+1. Similarly, (b)=(b−1)+1.
We claim that AB. If A \ B = ;, then jA [ Bj = a + b. Since G has a matching
that covers Y , Ore’s condition yields (A [ B)6(a + b)6jX j − jY j, but Lemma 1
and our choice of (A; B) yield (A[ B)>(A) +(B)> jX j − jY j, a contradiction. If
; 6= A\B 6= A, then Lemma 1 yields (A[B)+(A\B)>(A)+(B)> jX j−jY j, and
we could improve the choice of (A; B) by using (A\B; A[B) instead. Thus A\B=A,
and AB.
2. Symmetric chain orders
We assume that the reader is acquainted with posets (partially ordered sets). For
undened terms on posets, we follow [1].
Let P=(S;6) be a poset having a unique minimal element 0 and a unique maximal
element 1. When x6y and x 6= y we write x<y. When x<y and there is no z
such that x< z<y we say that y covers x, and write xy. If x1<x2<   <xn we
say that x1; x2; : : : ; xn form a chain. A saturated chain is a chain x1 x2     xn.
An antichain in a poset P is a set of elements of P such that no two are compara-
ble. If all saturated chains from 0 to 1 have the same number of elements, then P
is called a ranked poset. For a ranked poset, the rank r(x) of an element x is the
length of a saturated chain from 0 to x, and r(1) is called the rank of P. Here the
length of a chain is one less than the number of elements in the chain 1. Thus we
have r(0) = 0.
Let P be a ranked poset. The set Li = fx2 S: r(x) = ig is the ith level of P, and
li = jLij is the rank number of level i. The graph Gi = (Li+1; Li;Ei) with Ei = fxy:
x2Li+1; y2Li and y xg is called the ith level graph. A saturated chain x1 x2
    xn is called a symmetric chain if r(x1)+r(xn)=r(1). A ranked poset P is called
a symmetric chain order if it possesses a decomposition into symmetric chains, which
means that there exist pairwise disjoint symmetric chains that cover all the elements
of P. The dual poset of P is the poset Q such that P and Q have the same set of
elements and x6y in Q if and only if y6x in P. A poset P is called a self-dual
poset if P is isomorphic to its dual poset Q. A poset P is a unimodal poset if its rank
number sequence l0; l1; : : : ; lr(1) is unimodal, which means that the sequence is rst
non-decreasing and then non-increasing. The cover graph of P is the graph G=(V; E)
with V = S and E = fxy: xyg.
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Testing whether a poset is a symmetric chain order is not easy as only a few sucient
conditions are known. We list one of them, due to Anderson and Griggs independently,
as follows.
Theorem 4 (Anderson [1] and Griggs [3]). Let P be a ranked poset whose rank num-
bers are unimodal and satisfy li = lr(1)−i. If the level graph Gi has the normalized
matching property for 06i< r(1); then P is a symmetric chain order.
We shall prove the following result in this section.
Theorem 5. Let P be a unimodal and self-dual poset. If the level graph Gi has the
strong Hall property for 06i< r(1)=2; then P is a symmetric chain order.
Note that a necessary condition for symmetric chain orders is that the rank numbers
form a symmetric and unimodal sequence. In Theorem 5, we weaken the matching con-
dition of Theorem 4 to the strong Hall property and strengthen the symmetry condition
which requires that the poset be self-dual.
The rest of this section is devoted to proving Theorem 5.
Let Gi = (Xi; Yi;Ei), i = 1; 2, be two distinct graphs with jX1j = jX2j, jY1j = jY2j
and jX1j>jY1j; and let  (x) be a one-to-one mapping from X1 to X2. We construct a
new bipartite graph H (G1; G2;  ) = (S; T ;E) such that S = X1 [ Y2, T = X2 [ Y1, and
E=E1[E2[fx (x): x2X1g. In other words, H (G1; G2;  ) is obtained from the union
of G1 and G2 by adding a perfect matching between X1 and X2 determined by  .
Lemma 2. Let G = (X; Y ;E) be a bipartite graph with the strong Hall property. If
Gi = (Xi; Yi;Ei) is isomorphic to G for i = 1; 2; and  is a one-to-one mapping from
X1 to X2; then H (G1; G2;  ) has a perfect matching.
Proof. We need the following well-known result of Konig: In a bipartite graph, the
number of edges in a maximum matching equals the number of vertices in a minimum
vertex cover. For reference, see, for example, [2].
Let A[ B [C [D be a minimum vertex cover of H , where AY1, BX1, C X2
and DY2. Since B [ C must cover all the edges between X1 and X2, we have
jBj + jCj>jX1j = jX2j. Let B = X1 − B and C = X2 − C. Then the edges between
B and NH (B) \ Y1 = NG(B) must be covered by A, and the edges between C and
NH (C) \ Y2 = NG(C) must be covered by D. From the structure of H , we thus have
NG(B)A and NG(C)D. Therefore, jAj+jBj+jCj+jDj>jNG(B)j+jBj+jCj+jNG(C)j:
Since G has the strong Hall property, and jBj+ jCj= jX1j − jBj+ jX2j − jCj6jXij, we
have that jNG(B)j+ jNG(C)j= jBj −(jBj) + jCj −(jCj)>jBj+ jCj+ jYij − jXij. We
therefore have jAj+ jBj+ jCj+ jDj>jXij+ jYij= jSj, and thus we conclude that H has
a perfect matching (for an illustration, see Fig. 1).
Note that Lemma 2 is equivalent to the following lemma which will be used in later
proofs.
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Fig. 1. An illustration for the proof of Lemma 2.
Lemma 3. Let G = (X; Y ;E) be a bipartite graph with the strong Hall property. If
Gi=(Xi; Yi;Ei) is isomorphic to G for i=1; 2; and  a one-to-one mapping from X1 to
X2; then there exist jY j pairwise vertex disjoint paths from Y1 to Y2 in H (G1; G2;  ).
Let P be a ranked poset with rank function r(x). For 06i< j6r(1), we write
G[i; j] = (Li; Lj;E[i; j]) where E[i; j] = fxy: x2Li; y2Lj; x<y in Pg, and G[j; i] =
(Lj; Li;E[j; i]) where E[j; i] = fxy: x2Lj; y2Li; x>y in Pg. Note that G[i; j] and G[j; i]
are isomorphic as graphs, and we use a dierent notation just for convenience.
Proof of Theorem 5. Let P be such a poset, we construct a symmetric chain decompo-
sition step by step, starting from the middle one or two levels of the poset, depending
on the parity of the rank of P. The idea is the same as that of the proof of Griggs [3],
but the dierence is the use of Lemma 3 instead of the normalized matching property.
Let r = r(1) be the rank of P.
If r = 2k + 1 is odd, then we start from the middle two levels Lk and Lk+1. In
this case, we have lk = lk+1, the strong Hall property implies that there is a perfect
matching in the graph G[k; k +1], and this perfect matching will be our starting point.
If r = 2k is even, then we start from the middle level Lk .
Now suppose we already have a partial chain decomposition C(a) to cover all the
elements in levels Lt , for a6t6r − a. We intend to extend C(a) to a partial chain
decomposition C(a − 1) to cover all the elements in levels Lt , a − 16t6r − a + 1.
This can be done as follows. If x2La is connected to the element y2Lr−a by a chain
in C(a), then we dene  (x) = y. By Lemma 3, there exist la−1 = lr−a+1 pairwise
vertex disjoint paths from La−1 to Lr−a+1 in H (G[a − 1; a]; G[r − a; r − a + 1];  ).
From this we can easily extend the partial chain decomposition C(a) to C(a − 1)
as follows. Let these l:=la−1 paths be P1; : : : ; Pl, with Pi = aibicidi for i = 1; : : : ; l,
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where ai 2La−1, di 2Lr−a+1, bi 2La and ci 2Lr−a. From our construction, bi and ci
are connected by a chain Ci 2C(a). Replacing Pi with C0i = aiCidi, for 16i6l,
together with C(a)− fC1; : : : ; Clg, we obtain an extended partial chain decomposition
C(a−1)=fC01; : : : ; C0lg[(C(a)−fC1; : : : ; Clg) which satises our requirement. Continue
this process until we have a complete chain decomposition that covers all the elements
of P.
3. An application
Let Sn be the set of all permutations of f1; 2; : : : ; ng. We dene an order on Sn as
follows. Let 2 Sn and 2 Sn, say, =(1; 2; : : : ; n) and =(1; 2; : : : ; n). We say
  if  can be obtained by transposing i and i+1, where i >i+1. Thus, roughly
speaking,  has more disorder than . We call the poset Sn the inversion poset. It is easy
to see that Sn is self-dual, and it is also known that Sn is unimodal (see [8], table on
p. 33). However, it is not known in general whether Sn is a symmetric chain order.
Indeed, it is not even known if it has the Sperner property. A poset has the Sperner
property if the size of the largest antichain is given by maxfjLij: 06i6r(1)g. A sym-
metric chain order trivially has the Sperner property. For a discussion of the inversion
poset, see, for example, [4,8].
It is easy to check that S4 is a symmetric chain order. Using Theorem 5, we will show
that S5 is also a symmetric chain order. Note that, for example, the level graph G4 does
not have the normalized matching property since the set A=L5−f32514; 25143g violates
the normalized property; therefore Theorem 4 cannot be used for our purpose here. To
the best of our knowledge, it was not a known fact that S5 is a symmetric chain order.
For general n, we conjecture that all level graphs in Sn have the strong Hall property.
Theorem 6. The inversion poset S5 is a symmetric chain order.




= 10, we only need
to check that Gi has the strong Hall property for 06i64. See Fig. 2 for half of the
cover graph. It is obvious that G0 has the strong Hall property.
We need the following simple fact: If a spanning subgraph of G has the strong Hall
property, then so has G.
Since Hi is a spanning subgraph of Gi (shown in Figs. 3{6) for 16i64, it suces
to show that Hi has the strong Hall property. The simple structure of Hi makes the
calculation of (k) easy for 16k6li, and one can check that Hi has the strong Hall
property for 16i64. Thus S5 is a symmetric chain order.
Remark. There exists simple polynomial time algorithms to test if a graph has the
Hall property. However, we do not know if there exists any polynomial time algorithm
to test whether a given graph is having the strong Hall property. Such an algorithm
would be highly desirable.
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Fig. 2. Half of the cover graph for the poset S5.
Fig. 3. H1, a spanning subgraph of G1.
Fig. 4. H2, a spanning subgraph of G2.
Fig. 5. H3, a spanning subgraph of G3.
Fig. 6. H4, a spanning subgraph of G4.
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A minimal strong Hall graph is a bipartite graph satisfying the strong Hall property
and having no proper spanning subgraph satisfying the strong Hall property. One prob-
lem of interest is to nd all minimal strong Hall graphs. At present we do not have
any characterization for this class of graphs. One might think that a minimal strong
Hall graph must be a forest, but this is false. In other words, a minimal strong Hall
subgraph can have cycles, and this makes the characterization more complex than we
expected.
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