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Abstract. The first time a searcher finds a target is called a first passage time (FPT). In
many physical, chemical, and biological processes, the searcher is “mortal,” which means that the
searcher might become inactivated (degrade, die, etc.) before finding the target. In the context of
intracellular signaling, an important recent work discovered that fast inactivation can drastically
alter the conditional FPT distribution of a mortal diffusive searcher, if the searcher is conditioned to
find the target before inactivation. In this paper, we prove a general theorem which yields an explicit
formula for all the moments of such conditional FPTs in the fast inactivation limit. This formula
is quite universal, as it holds under very general conditions on the diffusive searcher dynamics, the
target, and the spatial domain. These results prove in significant generality that if inactivation is
fast, then the conditional FPT compared to the FPT without inactivation is (i) much faster, (ii)
much less affected by spatial heterogeneity, and (iii) much less variable. Our results agree with
recent computational and theoretical analysis of a certain discrete intracellular diffusion model and
confirm a conjecture related to the effect of spatial heterogeneity on intracellular signaling.
Key words. mortal random walker, evanescent particle, heterogeneous diffusion, Brownian
motion, intracellular signaling, conditional first passage time
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1. Introduction. A first passage time (FPT) is the first time a “searcher” finds
a “target.” FPTs have been used extensively to understand timescales in a vast array
of physical, chemical, and biological systems [46]. Intracellular signaling processes
provide prototypical examples, as signal propagation can depend on a protein (the
searcher) diffusing from the cell membrane to the nucleus (the target) [36]. Indeed,
questions in cell biology have been especially important in driving FPT research in the
past few decades. For example, the complexity of cellular systems has prompted the
study of how FPTs depend on small targets [17, 28, 45, 52], heterogeneous diffusion
[13, 14, 15, 18, 22, 55], evacuation processes [43], stochastically gated targets [4, 10,
11, 12, 48, 49], moving targets [34, 35], and reversible binding [27, 32].
An especially challenging issue in studying intracellular signaling pathways stems
from the complicated geometry of the cytosolic space [24]. While mathematical models
often depict the cytoplasm as an empty space [21, 41, 42], it is actually crowded,
tortuous, and highly heterogeneous [9, 23]. In fact, several important works have found
that such tortuous and crowded geometries can drastically affect FPTs [8, 29, 57].
More precisely, let τphys > 0 denote the FPT in the physiological case in which
an intracellular searcher diffuses through a crowded, heterogeneous space to reach
the target (see Figure 1a). Further, let τempty > 0 denote the FPT for the same
searcher, except that it diffuses in an empty, homogeneous space to reach the target
(see Figure 1b). These prior works found that τphys and τempty can have vastly different
statistics [8, 29, 57].
It was recently posited that the effects of a crowded geometry can be mitigated
if the system depends on the arrival of the fastest searcher out of many searchers,
since the fastest searcher tends to follow the shortest path to the target [31]. To
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Fig. 1. A crowded domain with many reflecting obstacles (panel (a)) and an idealized empty
domain (panel (b)). In each panel, the green ball labeled x0 is the searcher starting position and the
red region labeled UT is the target. In each panel, the thin black trajectories depict typical searcher
paths, which yield vastly different FPTs to the target (τphys in (a) and τempty in (b)), as a searcher
can get stuck in the maze of obstacles in (a). The thick blue trajectories correspond to searchers
which reach the target very quickly by following the shortest path to the target. The lengths of the
shortest paths (Lphys in (a) and Lempty in (b)) and the corresponding searcher FPTs in the two
panels are similar. Searchers which deviate from a direct path to the target can be filtered out by
either considering the fastest FPT out of many FPTs (1.1) or by conditioning that the searcher
reaches the target before a fast inactivation time.
explain more precisely, let {τphys,n}Nn=1 be the FPTs of N  1 independent and
identically distributed (iid) random searchers diffusing through a crowded space with
obstacles. Similarly, let {τempty,n}Nn=1 be the FPTs of N  1 iid random searchers
diffusing through an empty space. Define the fastest FPTs (also called extreme FPTs
[5, 6, 19, 30, 31, 33, 38, 47, 50, 51, 53, 54]),
Tphys,N := min{τphys,1, . . . , τphys,N},
Tempty,N := min{τempty,1, . . . , τempty,N}.
(1.1)
Under some mild assumptions, the following asymptotic behavior of the mth moment
of the fastest FPTs was proven in the case of many searchers [31],
E[(Tphys,N )m] ∼
( L2phys
4D lnN
)m
, E[(Tempty,N )m] ∼
( L2empty
4D lnN
)m
, as N →∞,
(1.2)
where D > 0 is the searcher diffusivity, Lphys > 0 is the length of the shortest path
from the possible searcher starting locations to the target that avoids obstacles and
Lempty > 0 is the length of the shortest path from the possible searcher starting
locations to the target regardless of obstacles. Even in very tortuous domains, it is
reasonable to expect that Lphys ≈ Lempty, and thus (1.2) implies that Tphys,N and
Tempty,N have similar statistics if there are many searchers (even though τphys and
τempty have vastly different statistics). This is illustrated in Figure 1.
In addition, the results of [31] imply that fastest FPTs decrease variability. In-
deed, it follows from (1.2) that the coefficient of variation of the fastest FPT vanishes
as the number of searchers grows,√
Variance[TN ]
E[TN ]
→ 0 as N →∞,
where TN denotes Tphys,N or Tempty,N . Summarizing, if there are many searchers,
then the fastest FPT compared to a single FPT is (i) much faster, (ii) much less
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affected by obstacles, and (iii) much less variable. These three points ultimately stem
from the fact that considering the fastest FPT filters out searchers which do not take
a direct path to the target.
An important recent work [37] revealed that fast inactivation can have a similar
effect on FPTs by filtering out searchers which deviate from the shortest path to the
target. In [37], the authors reconstructed organelle surfaces within human B cells
from soft X-ray tomographic images and modeled them as reflecting obstacles in the
cytoplasm. They then numerically solved the Fokker-Planck equation describing the
distribution of a diffusive searcher moving through this heterogeneous domain. From
this distribution, they calculated the full distribution of the FPT for the searcher to
reach the target (the nucleus). They also derived several interesting rigorous mathe-
matical results regarding their discretized diffusion model.
In the case that the searcher can diffuse indefinitely before finding the target
(i.e. no inactivation), these authors found that the presence of reflecting organelle
barriers significantly affects FPTs [37]. More precisely, if τphys denotes the FPT for
the physiological case which includes the organelle barriers and τempty denotes the
FPT in the case of an empty cytoplasm, then they found that τphys is typically much
slower and much more variable than τempty.
However, since signaling molecules cannot actually diffuse indefinitely, an expo-
nentially distributed inactivation time was introduced in [37]. Remarkably, these
authors found that if one conditions that the searcher reaches the target before the
inactivation time, then the FPT statistics can be dramatically altered. In particu-
lar, if inactivation is fast, then the conditional FPT compared to the FPT without
inactivation is (i) much faster, (ii) much less affected by obstacles, and (iii) much less
variable [37].
More generally, the finite lifetime of a random searcher characterizes many biolog-
ical and chemical processes. Indeed, the competition between search and inactivation
has been studied in the physics and chemistry literatures, where such searchers are
called “mortal” or “evanescent” [1, 2, 3, 25, 39, 40, 58]. Motivations for this prior work
include (1) sperm cells searching for an egg despite a very high mortality rate, (2)
animals or bacteria foraging for food, (3) extinction of a fluorescent signal in certain
bio-imaging methods, (4) messenger RNA searching for a ribosome, and (5) nuclear
waste storage [25].
In this paper, we investigate how fast inactivation affects FPTs in a general math-
ematical setting. We prove a theorem which gives an explicit asymptotic formula for
every moment of a FPT that is conditioned on being less than a fast inactivation
time. These moments are given in terms of the short time behavior of the uncondi-
tioned FPT distribution on a logarithmic scale. We then combine this theorem with
recent results developed for fastest FPTs to obtain a simple and remarkably universal
formula for these conditional FPT moments. This formula involves a certain geodesic
distance from the possible searcher starting locations to the target. As a corollary
to these results, we confirm a conjecture made in [37] regarding how intracellular
obstacles affect conditional FPT statistics.
The rest of this paper is organized as follows. In section 2, we briefly summarize
our main results. In section 3, we state and prove our main theorem. In section 4, be
apply this theorem to several examples of FPTs for diffusive searchers. We conclude
by discussing relations to prior work and biological implications.
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2. Summary of main results. Let τ be any random variable satisfying
lim
t→0+
t lnP(τ < t) = −C < 0,(2.1)
for some constant C > 0. Suppose σ > 0 is an independent gamma random variable
with rate λ > 0 and shape β > 0. Note that if we take β = 1, then σ reduces to an
exponential random variable with rate λ > 0. Our main theorem (Theorem 1) states
that under these assumptions, the mth moment of τ for any m ≥ 1, conditioned that
τ < σ, has the following asymptotic behavior,
E[τm | τ < σ] ∼
(
C
λ
)m/2
as λ→∞.(2.2)
Throughout this work, “f ∼ g” means f/g → 1. As a corollary to Theorem 1, we
prove that the conditional coefficient of variation vanishes as λ→∞,√
Variance[τ | τ < σ]
E[τ | τ < σ] → 0 as λ→∞.(2.3)
The proof of (2.2)-(2.3) makes no reference to FPTs. That is, (2.2)-(2.3) are
general statements that hold for any random variable τ satisfying (2.1). However, we
have in mind that τ is the FPT of a searcher to find a target, and σ is the inactivation
time. Hence, (2.2) gives the statistics of the FPT in the event that the searcher finds
the target before it is inactivated, in the limit of fast inactivation (large λ). Notice
that (2.2) is independent of the shape parameter β > 0 of the inactivation time (see
Remark 1 for more on this point).
In view of (2.1) and (2.2), two questions immediately arise.
(a) What FPTs satisfy (2.1)?
(b) If a FPT satisfies (2.1), what is C?
We answer both of these questions in section 4 for several very general examples. In-
deed, these examples include d-dimensional diffusion processes (i) with general space-
dependent diffusion coefficients and drift fields, (ii) on Riemannian manifolds, (iii)
with reflecting obstacles, and (iv) with partially absorbing targets.
We find that (a) FPTs of diffusive searchers seem to universally satisfy (2.1) (as
long as the searchers cannot start arbitrarily close to the target) and (b) the constant
C is
C =
L2
4D
> 0,(2.4)
where D > 0 is a characteristic diffusion coefficient and L > 0 is a certain geodesic
distance. Hence, combining (2.4) with (2.2) yields
E[τm | τ < σ] ∼
(
L
2
√
Dλ
)m
as λ→∞.(2.5)
The geodesic distance L > 0 is given precisely in section 4. However, we note here
that L > 0 is a certain geodesic between the possible searcher starting locations and
the target that (i) avoids reflecting obstacles, (ii) includes any spatial variation or
anisotropy in diffusivity, and (iii) includes any geometry in the case of diffusion on
a curved space. In addition, the length L is unaffected by forces (i.e. a drift field)
on the diffusive searcher or a finite absorption rate at the target. The result in (2.4)
relies on recent results developed for fastest FPTs [31].
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3. General analysis of a conditional random variable. In this section, we
prove our main theorem. We begin by collecting some basic definitions.
Definition. A random variable σ > 0 is a gamma random variable with
rate λ > 0 and shape β > 0 if its survival probability and probability density function
are respectively
Sσ(t) := P(σ > t) =
Γ(β, λt)
Γ(β)
, t ≥ 0,
fσ(t) := − d
dt
Sσ(t) =
λβ
Γ(β)
tβ−1e−λt, t > 0,
(3.1)
where Γ(β, λt) and Γ(β) denote the incomplete and complete gamma functions,
Γ(β,Λ) :=
∫ ∞
Λ
xβ−1e−x dx, Γ(β) :=
∫ ∞
0
xβ−1e−x dx.
If σ is a gamma random variable with rate λ > 0 and shape β = 1, then σ is an
exponential random variable with rate λ > 0, and (3.1) simplifies to
Sσ(t) := P(σ > t) = e−λt, t ≥ 0,
fσ(t) := − d
dt
Sσ(t) = λe
−λt, t > 0.
The next result is our main theorem. It gives an asymptotic formula for the
conditional moments of a random variable based on the behavior of its unconditioned
distribution on a logarithmic scale. Throughout this work, “f ∼ g” means f/g → 1.
Theorem 1. Let τ be any random variable satisfying
lim
t→0+
t lnP(τ < t) = −C < 0,(3.2)
for some constant C > 0. Suppose σ > 0 is an independent gamma random variable
with rate λ > 0 and shape β > 0 (if β = 1, then σ is an exponential random variable).
If m ≥ 1, then
E[τm | τ < σ] := E[τ
m1τ<σ]
P(τ < σ)
∼
(
C
λ
)m/2
as λ→∞.(3.3)
Note that (3.2) ensures that τ is positive with probability one. Note also that
the equality in (3.3) is merely the definition of conditional expectation, where 1τ<σ
denotes the indicator function on the event τ < σ. That is,
1τ<σ =
{
1 if τ < σ,
0 if τ ≥ σ.
Remark 1. Notice that (3.3) is independent of the shape parameter β of the
inactivation time σ. Thus, the conditional FPT moments for (i) an exponentially
distributed inactivation time (β = 1) or (ii) any gamma distributed inactivation time
(any β > 0) are identical for fast inactivation. This is counterintuitive since, for
example, the mean of σ grows linearly with β. Moreover, if β is an integer, then σ
is equal in distribution to the sum of β-many independent, exponentially distributed
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random variables, each with rate λ > 0. Therefore, Theorem 1 implies that the FPT
conditioned on being less than a single exponential time with rate λ is identical to
the FPT conditioned on being less than a sum of any fixed number of exponential
times with rate λ, provided λ 1. That is, if σ1, . . . , σβ are iid with σk exponentially
distributed with rate λ > 0 for each k ∈ {1, . . . , β}, then
E[τm | τ < σ1] ∼ E
[
τm | τ <
β∑
k=1
σk
]
as λ→∞.
The following result is an immediate corollary of Theorem 1.
Corollary 2. Let τ and σ be as in Theorem 1. The variance of τ , conditioned
that τ < σ, which is defined as
Variance[τ | τ < σ] := E
[(
τ − E[τ | τ < σ])2 | τ < σ],
vanishes faster than 1/λ as λ→∞. That is,
λVariance[τ | τ < σ]→ 0 as λ→∞.
Moreover, the coefficient of variation of τ , conditioned that τ < σ, vanishes as λ→∞.
That is, √
Variance[τ | τ < σ]
E[τ | τ < σ] → 0 as λ→∞.
In order to prove Theorem 1, the next lemma puts the conditional mth moment,
E[τm | τ < σ], in a form that is convenient for analysis.
Lemma 3. Let τ > 0 be a positive random variable with cumulative distribution
F (t) := P(τ ≤ t).
Let σ > 0 be an independent positive random variable with survival probability and
probability density function denoted respectively by
Sσ(t) := P(σ > t), fσ(t) := − ddtSσ(t).
If E[σm] <∞ for some m > 0, then
E[τm | τ < σ] =
∫∞
0
tmfσ(t)F (t) dt∫∞
0
fσ(t)F (t) dt
−
∫∞
0
mtm−1Sσ(t)F (t) dt∫∞
0
fσ(t)F (t) dt
.(3.4)
We prove Theorem 1, Corollary 2, and Lemma 3 in the subsections below. As
the full proof of Theorem 1 is relatively long, we end this subsection by sketching the
main idea of the proof.
Sketch of proof of Theorem 1. Upon using the formulas for fσ(t) and Sσ(t) in
(3.1), the expression in (3.4) becomes
E[τm | τ < σ] =
∫∞
0
tm+β−1e−λtF (t) dt∫∞
0
tβ−1e−λtF (t) dt
−
∫∞
0
mtm−1Γ(β, λt)F (t) dt
λβ
∫∞
0
tβ−1e−λtF (t) dt
.(3.5)
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It is clear that the large λ behavior of the integrals in (3.5) is determined by the short
time behavior of the integrands. In particular, for any power p > −1, we expect that∫ ∞
0
tpe−λtF (t) dt ≈
∫ ε
0
tpe−λtF (t) dt for ε > 0 and λ 1.
Furthermore, the assumption in (3.2) means very roughly that
F (t) ≈ e−C/t for t 1.
Hence, we expect that∫ ε
0
tpe−λtF (t) dt ≈
∫ ε
0
tpe−λt−C/t dt for ε > 0 and λ 1.(3.6)
To determine the large λ behavior of the integral in the righthand side of (3.6), we first
note that a simple calculus exercise shows that the maximum of the exponential factor
in the integrand occurs at t =
√
C/λ. We therefore make the change of variables,
s = t
√
λ/C,
and obtain ∫ ε
0
tpe−λt−C/t dt =
(
C
λ
)(p+1)/2 ∫ √λ/Cε
0
spe−
√
λC(s+1/s) ds,(3.7)
and the maximum of the exponential factor in the integrand now occurs at s = 1.
Applying Laplace’s method [7] to (3.7) then yields∫ √λ/Cε
0
spe−
√
λC(s+1/s) ds ∼
√
2pi
2
√
λC
e−2
√
λ/C as λ→∞.
If we approximate the incomplete gamma function as
Γ(β, λt) ≈ (λt)β−1e−λt, for λ 1,
then we similarly obtain∫ ∞
0
mtm−1Γ(β, λt)F (t) dt ≈ λβ−1m
∫ ∞
0
tm+β−2e−λtF (t) dt
≈ λβ−1m
(
C
λ
)m+β−1
2
√
2pi
2
√
λC
e−2
√
λ/C for λ 1.
Combining these approximations with (3.5) yields the desired result,
E[τm | τ < σ] ≈
(Cλ )
m+β
2
√
2pi
2
√
λC
e−2
√
λ/C
(Cλ )
β
2
√
2pi
2
√
λC
e−2
√
λ/C
−
λβ−1m(Cλ )
m+β−1
2
√
2pi
2
√
λC
e−2
√
λ/C
λβ(Cλ )
β
2
√
2pi
2
√
λC
e−2
√
λ/C
=
(
C
λ
)m/2
− m
λ
(
C
λ
)m−1
2
≈
(
C
λ
)m/2
for λ 1.
We make this argument rigorous in the subsections below.
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3.1. Three lemmas and the proof of Theorem 1.
Lemma 4. Let τ > 0 be as in Theorem 1 with F (t) := P(τ < t). Define
h(t) := eC/tF (t), t > 0.(3.8)
If p > −1 and ε ∈ (0, 1), then∫ ∞
0
tpe−λtF (t) dt =
(
C
λ
)(p+1)/2 ∫ ∞
0
spe−
√
λC(s+1/s)h(
√
C/λs) ds(3.9)
∼
(
C
λ
)(p+1)/2 ∫ 1+ε
1−ε
spe−
√
λC(s+1/s)h(
√
C/λs) ds as λ→∞.(3.10)
Lemma 5. If p > −1, q > −1, and h is as in (3.8), then∫ ∞
0
spe−
√
λC(s+1/s)h(
√
C/λs) ds ∼
∫ ∞
0
sqe−
√
λC(s+1/s)h(
√
C/λs) ds as λ→∞.
Lemma 6. Under the assumptions of Theorem 1, we have that
lim
λ→∞
λm/2
∫∞
0
mtm−1Sσ(t)F (t) dt∫∞
0
fσ(t)F (t) dt
= 0.
Proof of Theorem 1. By Lemma 3 and Lemma 6, we have that
lim
λ→∞
( λ
C
)m/2
E[τm | τ < σ] = lim
λ→∞
( λ
C
)m/2 ∫∞
0
tmfσ(t)F (t) dt∫∞
0
fσ(t)F (t) dt
.(3.11)
By (3.1) and Lemmas 4 and 5, we have that
lim
λ→∞
( λ
C
)m
2
∫∞
0
tmfσ(t)F (t) dt∫∞
0
fσ(t)F (t) dt
= lim
λ→∞
( λ
C
)m
2
∫∞
0
tm+β−1e−λtF (t) dt∫∞
0
tβ−1e−λtF (t) dt
= 1.(3.12)
Combining (3.11) and (3.12) completes the proof.
3.2. Proofs of Corollary 2 and Lemmas 3-6. We begin this subsection by
proving Corollary 2.
Proof of Corollary 2. By Theorem 1, we have that
λVariance[τ | τ < σ] = λ(E[τ2 | τ < σ]− (E[τ | τ < σ])2)
= C
E[τ2 | τ < σ]
C
λ
− C (E[τ | τ < σ])
2
C
λ
→ 0 as λ→∞.(3.13)
By Theorem 1,
E[τ | τ < σ]√
C/λ
≥ 1
2
, for all sufficiently large λ.(3.14)
Let ε > 0. By (3.13), we have that
√
λ
√
Variance[τ | τ < σ] < ε, for all sufficiently large λ.(3.15)
Therefore, combining (3.14) and (3.15) gives√
Variance[τ | τ < σ]
E[τ | τ < σ] ≤
2ε√
C
, for all sufficiently large λ.
Since ε > 0 is arbitrary, the proof is complete.
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Proof of Lemma 3. The mean of any nonnegative random variable Z ≥ 0 is
E[Z] =
∫ ∞
0
P(Z > z) dz.
Since (i) τm1τ<σ ≥ 0 and (ii) τ < σ if any only if τm < σm, we therefore have that
E[τm1τ<σ] = E[τm1τm<σm ] =
∫ ∞
0
P(τm1τm<σm > t) dt =
∫ ∞
0
P(t1/m < τ < σ) dt.
Denote the survival probability of τ by
S(t) := P(τ > t) = 1− F (t).
Since τ and σ are independent, we condition on the value of σ to obtain
E[τm1τ<σ] =
∫ ∞
0
∫ ∞
0
P(t1/m < τ < s)fσ(s) dsdt
=
∫ ∞
0
∫ ∞
t1/m
(S(t1/m)− S(s))fσ(s) dsdt
=
∫ ∞
0
∫ ∞
t1/m
S(t1/m)fσ(s) dsdt−
∫ ∞
0
∫ sm
0
S(s)fσ(s) dtds.(3.16)
Integrating
∫∞
t1/m
fσ(s) ds = Sσ(t
1/m) and
∫ sm
0
1 dt = sm in (3.16) and changing vari-
ables t = sm then yields
E[τm1τ<σ] =
∫ ∞
0
S(t1/m)Sσ(t
1/m) dt−
∫ ∞
0
smS(s)fσ(s) ds
=
∫ ∞
0
(
Sσ(t
1/m)− (1/m)t1/mfσ(t1/m)
)
S(t1/m) dt.
In terms of F (t) = 1− S(t), we therefore have that
E[τm1τ<σ] =
∫ ∞
0
(
Sσ(t
1/m)− (1/m)t1/mfσ(t1/m)
)
(1− F (t1/m)) dt
=
∫ ∞
0
(1/m)t1/mfσ(t
1/m)F (t1/m) dt−
∫ ∞
0
Sσ(t
1/m)F (t1/m) dt
=
∫ ∞
0
tmfσ(t)F (t) dt−
∫ ∞
0
mtm−1Sσ(t)F (t) dt,(3.17)
where we have used that∫ ∞
0
Sσ(t
1/m) dt =
1
m
∫ ∞
0
t1/mfσ(t
1/m) dt,(3.18)
and changed variables t→ tm in (3.17). The equality in (3.18) can be established by
integration by parts or by noting that each side is equal to E[σm].
Using the independence of τ and σ and conditioning on the value of σ yields
P(τ < σ) =
∫ ∞
0
F (t)fσ(t) dt.(3.19)
Hence, combining the definition E[τm | τ < σ] := E[τm1τ<σ]P(τ<σ) with (3.17) and (3.19)
completes the proof.
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Proof of Lemma 4. Using the definition h(t) := eC/tF (t) and changing of vari-
ables s =
√
λ/Ct yields (3.9).
Fix ε > 0. It remains to show (3.10). Define
g(t) := ln(h(t)) = C/t+ lnF (t), φ(t) := t+ 1/t.
Note that φ(1) = 2 is the minimum of φ(t) for all t > 0 and that φ is strictly decreasing
for t ∈ (0, 1) and strictly increasing for t > 1. To prove (3.10), observe first that∫ ∞
1+ε
spe−
√
λC(s+1/s)h(
√
C/λs) ds
= e−
√
λCδ1
∫ 13/6
1+ε
spe
−√λC[φ(s)−δ1− 1√
λC
g(
√
C/λs)]
ds
+ e−
√
λCδ1
∫ ∞
13/6
spe
−√λC[φ(s)−δ1− 1√
λC
g(
√
C/λs)]
ds,
(3.20)
where
δ1 := φ(1 + ε/2) = 1 + ε/2 +
1
1 + ε/2
∈ (2, 13/6),(3.21)
since ε ∈ (0, 1). To control the righthand side of (3.20), we bound the factor appearing
in the exponent of the integrand. Specifically, to handle the first integral in the
righthand side of (3.20), we claim that we may take λ sufficiently large so that
H1 := φ(s)− δ1 − 1
sC
[√
C/λsg(
√
C/λs)
]
> ν > 0, for all s ∈ [1 + ε, 13/6],(3.22)
for some ν ∈ (0, 1) that depends on ε but is independent of λ. To prove (3.22), note
that (3.2) implies that tg(t) → 0 as t → 0+. Hence, for any η > 0, we may take λ
sufficiently large so that for all s ∈ [1 + ε, 13/6], we have that
H1 ≥ φ(s)− δ1 − η ≥ φ(1 + ε)− δ1 − η.(3.23)
Taking η ∈ (0, ν) ensures that the lower bound in (3.23) is strictly greater than ν if
ν = 12 (φ(1 + ε)− δ1) > 0,
which verifies (3.22). To handle the last integral in (3.20), note that
tg(t) = C + t lnF (t) ≤ C, for all t > 0,
since F (t) ∈ (0, 1] for all t > 0. Hence,
H1 ≥ φ(s)− δ1 − 1/s = s− δ1 ≥ s− 13/6.
Therefore, we conclude from (3.20) that for sufficiently large λ,∫ ∞
1+ε
spe−
√
λC(s+1/s)h(
√
C/λs) ds
≤ e−
√
λCδ1
(∫ 13/6
1+ε
spe−
√
λCν ds+
∫ ∞
13/6
spe−
√
λC[s−13/6] ds
)
≤ e−
√
λCδ1 .
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Next, observe that∫ 1−ε
0
spe−
√
λC(s+1/s)h(
√
C/λs) ds
= e−
√
λCδ2
∫ 1−ε
0
spe
−√λC[φ(s)−δ2− 1√
λC
g(
√
C/λs)]
ds,
(3.24)
where
δ2 := φ(1− ε/2) = 1− ε/2 + 1
1− ε/2 ∈ (2, 5/2),(3.25)
since ε ∈ (0, 1). Similar to (3.22), we now claim that
H2 := φ(s)− δ2 − 1
sC
[√
C/λsg(
√
C/λs)
]
> 0, for all s ∈ (0, 1− ε].(3.26)
Recall that (3.2) implies tg(t)→ 0 as t→ 0+, and let
η = 12 (φ(1− ε)− δ2)(1− ε)C ∈ (0, C(1− (1− ε)2)),(3.27)
which ensures 1− ε <√1− η/C. Hence, we may take λ sufficiently large so that for
all s ∈ (0, 1− ε] ⊂ (0,√1− η/C),
H2 ≥ φ(s)− δ2 − η/(sC) ≥ φ(1− ε)− η/((1− ε)C)− δ2 > 0,
by the choice of δ2 in (3.25), η in (3.27), and the fact that φ(s) − η/(sC) is strictly
decreasing for s ∈ (0,√1− η/C). Hence, (3.26) is verified. Hence, (3.24) implies∫ 1−ε
0
spe−
√
λC(s+1/s)h(
√
C/λs) ds ≤ e−
√
λCδ2
∫ 1−ε
0
sp ds for sufficiently large λ.
In order to verify (3.10), it remains to show that
lim
λ→∞
e−
√
λCmin{δ1,δ2}∫ 1+ε
1−ε s
pe−
√
λC(s+1/s)h(
√
C/λs) ds
= 0(3.28)
First observe that∫ 1+ε
1−ε
spe−
√
λC(s+1/s)h(
√
C/λs) ds ≥ e−
√
λCδ3
∫ 1+ε/4
1−ε/4
speg(
√
C/λs) ds,
where
δ3 := max{φ(1 + ε/4), φ(1− ε/4)}.(3.29)
Recall that tg(t)→ 0 as t→ 0+ by (3.2). Hence, if η > 0, then for large λ,√
C/λsg(
√
C/λs) ≥ −η for all s ∈ [1− ε/4, 1 + ε/4].
Hence, ∫ 1+ε/4
1−ε/4
speg(
√
C/λs) ds =
∫ 1+ε/4
1−ε/4
spe
√
λ/Cs−1[
√
C/λsg(
√
C/λs)] ds
≥
∫ 1+ε/4
1−ε/4
spe−
√
λ/Cs−1η ds
≥ e−
√
λC(1−ε/4)−1η/C
∫ 1+ε/4
1−ε/4
sp ds.
12 SEAN D. LAWLEY
Hence, in order to prove (3.28), it is sufficient to have that
δ3 + (1− ε/4)−1η/C < min{δ1, δ2}.(3.30)
Therefore, we may take
η = 12 (min{δ1, δ2} − δ3)(1− ε/4)C > 0,
by our choice of δ1, δ2, and δ3 in (3.21), (3.25), and (3.29). Hence, (3.28) is verified
and therefore (3.10) is verified.
Proof of Lemma 5. Let ε ∈ (0, 1). By Lemma 4, we have that
∫∞
0
spe−
√
λC(s+1/s)h(
√
C/λs) ds∫∞
0
sqe−
√
λC(s+1/s)h(
√
C/λs) ds
∼
∫ 1+ε
1−ε s
pe−
√
λC(s+1/s)h(
√
C/λs) ds∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds
as λ→∞.
(3.31)
Without loss of generality, assume p ≥ q. Hence, for any value of λ > 0, we have that∫ 1+ε
1−ε s
pe−
√
λC(s+1/s)h(
√
C/λs) ds∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds
≤ (1 + ε)
p−q ∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds
= (1 + ε)p−q,
and similarly, ∫ 1+ε
1−ε s
pe−
√
λC(s+1/s)h(
√
C/λs) ds∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds
≥ (1− ε)p−q.
Therefore,
lim sup
λ→∞
∫ 1+ε
1−ε s
pe−
√
λC(s+1/s)h(
√
C/λs) ds∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds
≤ (1 + ε)p−q,
lim inf
λ→∞
∫ 1+ε
1−ε s
pe−
√
λC(s+1/s)h(
√
C/λs) ds∫ 1+ε
1−ε s
qe−
√
λC(s+1/s)h(
√
C/λs) ds
≥ (1− ε)p−q.
(3.32)
Since ε ∈ (0, 1) was arbitrary, combining (3.32) with (3.31) completes the proof.
Proof of Lemma 6. Using (3.1), changing variables s =
√
λ/Ct, and recalling
h(t) := eC/tF (t) gives∫ ∞
0
mtm−1Sσ(t)F (t) dt =
∫ ∞
0
mtm−1
Γ(β, λt)
Γ(β)
e−C/th(t) dt
=
m
Γ(β)
(C
λ
)m/2 ∫ ∞
0
sm−1Γ(β,
√
λCs)e−
√
λC/sh(
√
C/λs) ds.
Let δ ∈ (0, 1). It is straightforward to show that we have the following upper bound
on the incomplete gamma function,
Γ(β,Λ) ≤ Λβ−1+δe−Λ for Λ sufficiently large.(3.33)
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Fix ε ∈ (0, 1/6). It follows from (3.33) that we may take λ sufficiently large so that∫ ∞
ε
sm−1Γ(β,
√
λCs)e−
√
λC/sh(
√
C/λs) ds
≤ (
√
λC)β−1+δ
∫ ∞
0
sm−1+β−1+δe−
√
λC[s+1/s]h(
√
C/λs) ds.
Recalling that h(t) = eg(t), we have that∫ ε
0
sm−1Γ(β,
√
λCs)e−
√
λC/sh(
√
C/λs) ds
≤ Γ(β)
∫ ε
0
sm−1e−
√
λ/Cs−1[C−
√
C/λsg(
√
C/λs)] ds.
(3.34)
Now, by the assumption in (3.2), we have that tg(t) → 0 as t → 0+. Therefore, we
may take λ sufficiently large so that
C −
√
C/λsg(
√
C/λs) > C/2 > 0 for all s ∈ [0, ε].(3.35)
Therefore, combining (3.34) and (3.35) yields∫ ε
0
sm−1Γ(β,
√
λCs)e−
√
λC/sh(
√
C/λs) ds ≤ Γ(β)
∫ ε
0
sm−1e−
1
2
√
λCs−1 ds
≤ Γ(β)e− 12
√
λCε−1
∫ ε
0
sm−1 ds.
Therefore,∫∞
0
mtm−1Sσ(t)F (t) dt∫∞
0
fσ(t)F (t) dt
≤ m
Γ(β)
(C
λ
)m/2
(
√
λC)β−1+δ
∫∞
0
sm−1+β−1+δe−
√
λC[s+1/s]h(
√
C/λs) ds∫∞
0
fσ(t)F (t) dt
+m
(C
λ
)m/2 e− 12√λCε−1 ∫ ε
0
sm−1 ds∫∞
0
fσ(t)F (t) dt
.
(3.36)
Working on the second term in the righthand side of (3.36), we multiply by λm/2,
change variables s =
√
λ/Ct, and use (3.1) to obtain
mCm/2e−
1
2
√
λCε−1
∫ ε
0
sm−1 ds∫∞
0
fσ(t)F (t) dt
= λ−β
( λ
C
)β/2 mCm/2e− 12√λCε−1 ∫ ε
0
sm−1 ds∫∞
0
sβ−1e−
√
λC[s+1/s]h(
√
C/λs) ds
(3.37)
Since ε ∈ (0, 1/6) and max{δ1, δ2} < 3 < 12ε−1 (recall the definitions of δ1 and δ2 in
(3.21) and (3.25)), it follows from (3.28) and (3.37) that
lim
λ→∞
mCm/2
e−
1
2
√
λCε−1
∫ ε
0
sm−1 ds∫∞
0
fσ(t)F (t) dt
= 0.(3.38)
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Moving to the first term in the righthand side of (3.36), we change variables
s =
√
λ/Ct, recall (3.1), and use Lemma 5 to obtain
m
Γ(β)
(C
λ
)m/2
(
√
λC)β−1+δ
∫∞
0
sm−1+β−1+δe−
√
λC[s+1/s]h(
√
C/λs) ds∫∞
0
fσ(t)F (t) dt
= m
(C
λ
)m/2
(
√
λC)β−1+δλ−β
( λ
C
)β/2 ∫∞
0
sm−1+β−1+δe−
√
λC[s+1/s]h(
√
C/λs) ds∫∞
0
sβ−1e−
√
λC[s+1/s]h(
√
C/λs) ds
∼ m
(C
λ
)m/2
(
√
λC)β−1+δλ−β
( λ
C
)β/2
= mC(m−1+δ)/2λ−(m+1−δ)/2 as λ→∞.
(3.39)
Since δ ∈ (0, 1), combining (3.36) with (3.38) and (3.39) completes the proof.
4. Examples. If the distribution of τ has the following short time behavior,
lim
t→0+
t lnP(τ < t) = −C < 0,(4.1)
then Theorem 1 reveals the behavior of the mth conditional moment for every m ≥ 1,
E[τm | τ < σ] ∼
(
C
λ
)m/2
as λ→∞,
where σ is an independent Gamma random variable with shape β > 0 and rate λ > 0
(if β = 1, then σ is exponential).
In this section, we show that (4.1) is remarkably universal for FPTs of diffusion.
Further, we identify the constant C as
C =
L2
4D
> 0,(4.2)
where D > 0 is a characteristic diffusion coefficient and L > 0 is a certain geodesic
distance between the possible searcher starting locations and the target. Therefore,
Theorem 1 implies that
E[τm | τ < σ] ∼
(
L
2
√
Dλ
)m
as λ→∞.(4.3)
Our approach in this section follows reference [31], in which the short time behavior
in (4.1) was studied in the context of fastest FPTs.
Let {X(t)}t≥0 be a d-dimensional diffusion process (i.e. the “searcher”) on a
manifold M . Let τ > 0 be the FPT to a “target” UT ⊂M ,
τ := inf{t > 0 : X(t) ∈ UT}.(4.4)
Note that UT could consist of multiple regions, and thus includes the case of what
might be considered “multiple targets.” Let σ > 0 be an independent gamma random
variable (i.e. the “inactivation time”) with rate λ > 0 and shape β > 0 (if β = 1, then
σ is exponential).
Suppose the target UT is the closure of its interior, which precludes trivial cases
such as the target being a single point. Suppose the initial distribution of X has
compact support U0 ⊂M that does not intersect the target,
U0 ∩ UT = ∅.(4.5)
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For example, the initial distribution could be a Dirac delta function at a single point,
X(0) = x0 = U0 ∈M, if x0 /∈ UT.
As another example, the initial distribution could be uniform on U0 if the closed set
U0 satisfies (4.5). Note that (4.5) ensures that the searcher cannot start arbitrarily
close to the target.
4.1. Simple d-dimensional diffusion. Consider first the case of pure diffusion
in M = Rd with diffusivity D > 0. In [31], it was shown that the distribution of τ
satisfies (4.1) with C given in (4.2), where L is the shortest distance from the starting
locations, U0, to the target, UT,
L = inf
x0∈U0,x∈UT
Leuc(x0, x) > 0,(4.6)
where Leuc(x0, x) is the standard Euclidean length between two points in Rd,
Leuc(x0, x) := ‖x0 − x‖, x0, x ∈ Rd.(4.7)
Hence, Theorem 1 ensures that the conditional mth moment of τ satisfies (4.3) with
the length L in (4.6).
4.2. Space-dependent drift and diffusivity. Suppose the searcher follows
the Itoˆ stochastic differential equation on M = Rd,
dX = b(X) dt+
√
2DΣ(X) dW.(4.8)
In (4.8), b : Rd → Rd is the space-dependent drift that describes a deterministic
force on the searcher, Σ : Rd → Rd×n is a dimensionless function that describes any
space-dependence or anisotropy in the diffusion, D > 0 is a characteristic diffusion
coefficient, and W (t) ∈ Rn is a standard n-dimensional Brownian motion. Following
[31], assume that Rd\UT is bounded and that b and Σ satisfy some mild assumptions (b
is uniformly bounded and uniformly Holder continuous and ΣΣT is uniformly Holder
continuous and its eigenvalues lie in a finite interval (α1, α2) with α1 > 0).
Given a smooth path ω : [0, 1] → M , define its length in the Riemannian metric
defined by the inverse of the diffusivity matrix a := ΣΣT ,
l(ω) :=
∫ 1
0
√
ω˙T (s)a−1(ω(s))ω˙(s) ds.(4.9)
Define the geodesic distance between any two points in Rd,
Lrie(x0, x) := inf{l(ω) : ω(0) = x0, ω(1) = x}, x0, x ∈ Rd,(4.10)
where the infimum is over all smooth paths ω : [0, 1]→M from ω(0) = x0 to ω(1) = x.
In words, Lrie(x0, x) is the length of the optimal path from x0 to x, where paths incur
a cost for traveling through regions of slow diffusion. Notice that Lrie does not depend
on the drift term in (4.8). Also notice that Lrie reduces to the Euclidean length Leuc
in (4.7) if a is the identity matrix (i.e. for isotropic, spatially constant diffusion).
Using Varadhan’s formula [56], it was shown in [31] that the distribution of τ
satisfies (4.1) with C given in (4.2), where L is
L = inf
x0∈U0,x∈UT
Lrie(x0, x) > 0.(4.11)
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Hence, Theorem 1 ensures that the conditional mth moment of τ satisfies (4.3) with
the length L in (4.11).
Counterintuitively, this reveals that the conditional FPT moments are completely
independent of the drift b in (4.8) in the fast inactivation limit. Furthermore, this
reveals how conditional FPTs depend on heterogeneous diffusion. Indeed, it shows
that searchers which reach the target before a fast inactivation time avoid regions of
slow diffusivity.
4.3. Diffusion on a manifold with reflecting obstacles. Let M be a d-
dimensional smooth Riemannian manifold. We are most interested in the case that
M is a set in R3 with smooth outer and inner boundaries, which could model the
cytosolic space bounded by the cell membrane (the outer boundary) and containing
reflecting organelle obstacles (the inner boundaries). See Figure 1 for a 2-dimensional
illustration. Another example of interest is the case where M is the 2-dimensional
surface of a 3-dimensional spheroid, which could model processes on a membrane.
Let {X(t)}t≥0 be a diffusion process on M described by its generator L, which in
each coordinate chart is a second order differential operator of the form
Lf = D
n∑
i,j=1
∂
∂xi
(
aij(x)
∂f
∂xj
)
,
where the matrix a = {aij}ni,j=1 satisfies mild conditions (in each chart, a is symmetric,
continuous, and its eigenvalues lie in a finite interval (α1, α2) with α1 > 0). Assume
the diffusion reflects from the boundary of M (if M has a boundary) and assume M
is connected and compact.
Using [44], it was shown in [31] that the distribution of τ satisfies (4.1) with
C given in (4.2), where L is given by (4.11). Hence, Theorem 1 ensures that the
conditional mth moment of τ satisfies (4.3) with the length L in (4.11).
Therefore, searchers which reach the target before a fast inactivation time follow
the shortest path to the target while avoiding obstacles. Notice that the infimum in
(4.10) is over paths in M , and thus paths that intersect obstacles are ineligible.
4.4. Partially absorbing targets. In the preceding examples, the FPT of in-
terest was the first time the searcher reached the target (see (4.4)). In the literature,
such targets are called “perfectly absorbing,” because it is envisioned that the searcher
is “absorbed” immediately upon contact with the target.
However, targets are often modeled as partially absorbing [20, 26]. The point of
this subsection is to show that a partially absorbing target has no effect on conditional
FPTs. That is, conditional FPT moments for partially absorbing targets are identical
to conditional FPT moments for perfectly absorbing targets for fast inactivation.
Mathematically, the FPT for a searcher to be absorbed at a partially absorbing
target is defined as
τκ := inf{t > 0 : l(t) > ξκ},(4.12)
where ξκ is an independent exponential random variable with rate κ > 0 and l(t)
is the so-called local time of X(t) on the target UT [26] (note that l(t) has units of
time/length and κ has units of length/time). Equivalently, the backward Kolmogorov
equation that describes the time evolution of the survival probability,
S(x, t) := P(τκ > t |X(0) = x),(4.13)
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for a partially absorbing target has a Robin boundary condition on the target involving
the parameter κ > 0.
To briefly illustrate, suppose the searcher diffuses on the positive real line with a
partially absorbing target at the origin. The survival probability (4.13) satisfies
∂
∂tS = D
∂2
∂x2S, x > 0, t > 0,
D ∂∂xS = κS, x = 0,
(4.14)
with initial condition, S(x, 0) = 1. The solution to (4.14) is
S(x, t) = 1− erfc( L√
4Dt
)
+ e
κ(κt+L)
D erfc
(
2κt+L√
4Dt
)
.(4.15)
If the target was perfectly absorbing, then the boundary condition in (4.14) is pure
Dirichlet (i.e. κ =∞), and the solution reduces to S∞(x, t) := 1− erfc( L√4Dt ). Using
these formulas, a straightforward calculation shows that [31]
lim
t→0+
t ln(1− S(L, t)) = lim
t→0+
t ln(1− S∞(L, t)) = − L
2
4D
< 0, if L > 0.(4.16)
Therefore, the conditional mth moment of τκ satisfies (4.3) where L > 0 is merely
the distance from the starting location to the target. This leading order behavior of
τκ is independent of κ and is, in particular, the same for a partially absorbing target
(κ ∈ (0,∞)) as for a perfectly absorbing target (κ =∞).
The simple one-dimensional result in (4.16) was extended to much more general
situations in [31]. More precisely, consider pure diffusion in a smooth bounded domain
in Rd where the target is any finite disjoint union of hyperspheres. Let τκ be the FPT
for the searcher to be absorbed in the case that the target is partially absorbing (i.e.
τκ as in (4.12)), and let τ be the FPT for the searcher to be absorbed in the case that
the target is perfectly absorbing (i.e. τ as in (4.4)). In this case, Ref. [31] proved that
lim
t→0+
t lnP(τκ < t) = lim
t→0+
t lnP(τ < t).
Therefore, Theorem 1 reveals that the conditional FPT moments are unaffected by a
partially absorbing target (κ <∞) compared to a perfectly absorbing target (κ =∞)
in the fast inactivation limit.
5. Discussion.
5.1. Confirmation of conjecture of Reference [37]. Consider the case of
pure diffusion in a domain in R3 with smooth outer and inner boundaries (obstacles)
as in Figure 1a, which fits into the framework of section 4.3 above. Let τphys denote
the FPT for the searcher to reach the target, where the subscript emphasizes that this
corresponds to the physiological case in which the searcher diffuses in the presence of
reflecting obstacles within the domain. Let τempty denote the FPT for the searcher to
reach the target in the case of no obstacles within the domain. That is, τempty corre-
sponds to the same setup as τphys, except that we delete all the interior boundaries,
see Figure 1b.
In Reference [37], it was conjectured that
E[τphys | τphys < σ]
E[τempty | τempty < σ] ∼
Lphys
Lempty
as λ→∞,(5.1)
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where Lphys > 0 denotes the shortest distance from U0 (the possible searcher starting
locations) to UT (the target) that avoids the interior obstacles, and Lempty ∈ (0, Lphys]
denotes the shortest distance from U0 to UT regardless of interior obstacles. In (5.1),
the inactivation time σ is exponentially distributed with rate λ > 0. Reference [37]
obtained partial results to the effect of (5.1) in the case when there are straight line
paths from U0 to UT and the principal curvatures of ∂UT satisfy certain constraints,
but the general case was put forward as an open problem. We also note that Reference
[37] proved (5.1) in the case of a certain discretized diffusion model.
The results of the present work confirm the conjecture in (5.1). Indeed, combining
Theorem 1 with the setting of section 4.3 above shows that if σ is a gamma random
variable with shape β > 0 and rate λ > 0, then for any moment m ≥ 1,
E[τmphys | τphys < σ] ∼
(
Lphys
2
√
Dλ
)m
as λ→∞,
E[τmempty | τempty < σ] ∼
(
Lempty
2
√
Dλ
)m
as λ→∞.
(5.2)
If we take β = 1 (so that σ is exponential with rate λ) and m = 1, then (5.2) implies
(5.1).
From a biological standpoint, the significance of (5.1) is that if inactivation is
fast (large λ), then the effect of a crowded cytosolic space is reduced compared to an
empty cytosolic space. That is, a diffusive signal which reaches the target before a
fast inactivation time will take a nearly direct route, thereby reducing the effect of
organelle barriers.
Our results show that this basic biological result is robust to how the heterogenous
nature of the intracellular space is modeled. To explain, Reference [37] modeled
the spatial heterogeneity of the cytosolic space by including hard reflecting barriers
inside the domain. However, crowded intracellular geometry has also been modeled
by an effective force field (i.e. a drift) that pushes searchers away from regions of
dense obstacles. For example, Reference [29] used microscopic imaging to study how
volume exclusion by chromatin affects the time it takes regulatory proteins to find
binding sites, and the chromatin was modeled by an effective force field. As a third
alternative, diffusion in the cytosolic space has also been modeled by diffusion with
a space-dependent diffusion coefficient so that diffusion is slower in regions of dense
obstacles [16].
Our results apply to each of these three modeling choices (reflecting obstacles,
effective force field, or space-dependent diffusivity). Indeed, suppose τphys denotes
the FPT to reach the target in the case that the intracellular geometry is modeled by
an effective force-field (rather than by reflecting obstacles). Suppose τempty follows
the same setup as τphys but with zero force-field inside the cell. This scenario fits
into the framework of section 4.2 above (with an appropriate choice of b and Σ in
(4.8) to effectively prevent the searcher from escaping the cell). Hence, we can apply
Theorem 1 to conclude that (5.2) and (5.1) hold with Lphys = Lempty (since the force
does not effect the Riemannian metric used in the length (4.9)).
Alternatively, suppose τphys denotes the FPT to reach the target in the case that
the intracellular geometry is modeled by a space-dependent diffusion coefficient, and
suppose τempty follows the same setup as τphys but with constant diffusion inside the
cell. Again, applying Theorem 1 and the results of section 4.2 imply that (5.2) and
(5.1) hold with Lphys ≥ Lempty, where these two lengths may differ because Lphys
avoids regions of slow diffusion (see (4.9)).
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5.2. Relations to other prior work. As described in the Introduction, the fi-
nite lifetime of diffusing agents characterizes many biological and chemical processes.
In the physics and chemistry literatures, such searchers are called “mortal” or “evanes-
cent” [1, 2, 3, 25, 39, 40, 58].
Motivated by sperm cells searching for an egg, Meerson and Redner studied the
competition between searcher mortality (inactivation), redundancy (many searchers),
and diversity (different searchers) [40]. This prior work derived several asymptotic re-
sults by exploiting some exact formulas that are available for one-dimensional, purely
diffusive searchers with a perfectly absorbing target [40]. In fact, for such a searcher
starting at x = L and diffusing with diffusivity D > 0 on the positive real line with a
perfectly absorbing target at the origin, the authors found that
E[τ | τ < σ] = L
2
√
Dλ
for all λ > 0,
if the inactivation time σ is exponential with rate λ > 0 [40]. That is, the general
asymptotic formula that we derived for λ 1 is exact for any choice of λ > 0 in this
simplified problem.
In another interesting study of purely diffusive searchers with exponential life-
times, Grebenkov and Rupprecht derived upper and lower bounds on certain distri-
butions and statistics [25]. In contrast to the present work, Reference [25] considered
the minimum of the FPT to reach the target and the inactivation time,
min{τ, σ},(5.3)
rather than the conditional FPT. In the limit of fast inactivation, these authors derived
the approximation E[min{τ, σ}] ≈ 1/λ, which is intuitive since E[σ] = 1/λ and P(τ <
σ)→ 0 as λ→∞.
5.3. Conclusion. In this paper, we determined all the moments of the time it
takes a diffusive searcher to find a target, conditioned that the searcher finds the
target before a fast inactivation time. This moment formula holds under very general
conditions on the diffusive searcher dynamics, the target, and the spatial domain.
These results prove in significant generality that if inactivation is fast, then the con-
ditional FPT compared to the unconditioned FPT is much faster, much less affected
by obstacles, and much less variable.
These effects stem from fast inactivation filtering out searchers which do not take
a direct path to the target. Similar effects arise from so-called fastest or extreme
FPTs [5, 6, 19, 30, 31, 33, 38, 47, 50, 51, 53, 54]. In both cases, the complexity of cell
biology is modifying traditional notions of diffusive timescales.
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