Machine learning is becoming a valuable tool for scientific discovery. Particularly attractive is the application of machine learning methods to the field of materials development, which enables innovations by discovering new and better functional materials. To apply machine learning to actual materials development, close collaboration between scientists and machine learning tools is necessary. However, such collaboration has been so far impeded by the black box nature of many machine learning algorithms. It is often difficult for scientists to interpret the data-driven models from the viewpoint of material science and physics. Here, we demonstrate the development of spin-driven thermoelectric materials with anomalous Nernst effect by using an interpretable machine learning method called factorized asymptotic Bayesian inference hierarchical mixture of experts (FAB/HMEs). Based on prior knowledge of material science and physics, we were able to extract from the interpretable machine learning some surprising correlations and new knowledge about spin-driven thermoelectric materials. Guided by this, we carried out an actual material synthesis that led to the identification of a novel spin-driven thermoelectric material. This material shows the largest thermopower to date.
INTRODUCTION
Recent progresses of materials science technologies enable the collection of large volumes of materials data in a short time [1] [2] [3] [4] . Accordingly, the development of tools to process such big data sets is becoming necessary. Machine learning technologies are extremely promising, not only due to their ability to rapidly analyze data [5] [6] [7] [8] , but also for their potential to discover novel knowledge, not rooted in conventional theories.
To apply machine learning for actual materials development, cooperation between scientists and machine learning tools is necessary. Materials scientists often try to understand the rationale behind the data-driven models in order to obtain some actionable information to guide materials development. However, such attempts have been impeded so far by the low interpretability of many machine learning methods. For example, it is difficult for a human to understand the models constructed by a deep neural network 9 , expressed as the connections between large numbers of perceptrons (neurons). Therefore, the notion of interpretable machine learning (explainable or transparent machine learning), which has not only high predictive ability but also high interpretability, has recently seen a resurgence 10, 11 , especially in the field of scientific discovery.
Here, we show an actual material development by using stateof-the-art interpretable machine learning called factorized asymptotic Bayesian inference hierarchical mixture of experts (FAB/ HMEs) 12, 13 . The development demonstrated the synergy between the FAB/HMEs and the materials scientists. In the field of material development, the machine learning algorithm must meet the following three requirements: "sparse modeling"; "prediction accuracy"; and "interpretability", as shown in Fig. 1 . The seizes of materials-related data sets are often quite small compared with the data sets in other scientific fields (e.g., astrophysics or particle physics), due to the time necessary to carry out the experiments and calculations/simulations. This results in a significant data sparsity in a material space; therefore, the sparse modeling approach, which automatically selects only the important descriptors (attributes) and reduces the dimension of the search space, is extremely useful. One of the most popular sparse modeling methods is LASSO, which is a linear model with L 1 regularization 14 . However, such linear models do not always have high prediction accuracy, because material data often includes non-linear relationships (for example, due to proximity to phase transitions). To achieve high prediction accuracy, non-linear models, such as support vector machine (SVM), deep neural network (NN), or random forest (RF), are often required 14 . However, such non-linear models commonly lack interpretability. Although they can tell us which descriptors are important for the machine learning model, they rarely clarify how the descriptors actually contribute to it. Extracting actionable information from such non-linear models is not easy.
Interpretable machine learning FAB/HMEs constructs a piecewise sparse linear modeling 12 that meets the three requirements of "sparse modeling", "prediction accuracy", and "interpretability". Therefore, the actionable information from the data-driven model provided by the FAB/HMEs can leads us to discoveries of novel materials.
For the case study, we applied the interpretable machine learning for the development of a new thermoelectric material. Thermoelectric technologies are becoming indispensable in the quest for a sustainable future 15, 16 . In particular, the emerging spin-driven thermoelectric (STE) materials, which employ spin-Seebeck effect (SSE) 17, 18 and anomalous Nernst effect (ANE) [19] [20] [21] , has garnered much attention as a promising path toward low cost and versatile thermoelectric technology with easily scalable manufacturing. In contrast to the conventional thermoelectric (TE) devices, the STE devices consist of simple layered structures, and can be manufactured with straightforward processes, such as sputtering, coating, and plating, resulting in lower fabrication costs. An added advantage of the STE devices is that they can double their function as heat-flow sensors, owing to their lower thermal resistance 22 . However, STE material development is hampered by the lack of understanding of the fundamental mechanism of STE material. Research on the STE phenomena, studying the complicated relationship between spin, heat and charge currents and called spin caloritronics, is at the cutting edge of materials science and physics 23 . A data-driven approach utilizing machine learning can exhibit its full potential in such rapidly developing scientific field. Figure 2 shows the general configuration of one of the STE devices using the anomalous Nernst effect (ANE). It is composed of a magnetic layer, and a single crystal substrate. When a temperature difference ΔT and a magnetic field H are applied along the z and the x direction, respectively, a heat current is converted into an electric current by ANE due to spin-orbit interaction, then one can detect the thermopower S STE (one of the most important figures of merit for thermoelectric phenomena 24 ) along the y direction. By searching for the STE materials using the ANE with improved thermopower S STE , we have used the interpretable machine learning to discover non-trivial behaviors of material parameters governing the STE phenomena. We have successfully leveraged this machine-learning-informed knowledge to discover a high-performance STE material, whose thermopower is greater than that of the best known STE material to date 25 . Figure 3a -c shows the material data of STE devices using a M 100−x Pt x binary alloy, where M = Fe, Co, and Ni. The thermopower S STE is experimental data on different experimental conditions (different substrates) C ≡ {Si, AlN, GGG}. A temperature difference ΔT was applied between the top and bottom of the STE tips shown in Fig. 2 by sandwiching the tips between copper heat baths at 300 K and 300 + ΔT K. Magnetic field H was applied along the x direction. Under these conditions, the thermopower S STE can be detected along the y direction. The details about the experimental conditions are in Supplementary Methods. The material parameters X ≡ {X 1 , X 2 , X 3 … X 14 }, whose simple descriptions are shown in Fig. 3d , were obtained by density function theory (DFT) calculation based on composition data experimentally obtained from X-ray fluorescence (XRF) measurement. However, it is difficult to simulate disordered (random) phases by using common DFT methods such as projector-augmented wave (PAW) method. For example, to simulate Fe 50.1 Pt 49.9 binary alloy, we have to make a very large unit cell, calculation of which is not feasible. Therefore, a Greens-function-based ab initio method, Korringa-Kohn-Rostoker coherent-potential approximation (KKR-CPA) method 26 , was employed to calculate the disordered M 100−x Pt x binary alloys. The KKR-CPA, where the CPA deal with random (disordered) material systems and allows us to simulate band structures of multicomponent materials with a single unit cell, is known for its good agreement with experimental results, especially in disordered alloy systems [27] [28] [29] . The details about the data, experiments, DFT (KKR-CPA) calculations, data-preprocessing, and the reason we use these material parameters X are shown in Supplementary Methods.
RESULTS

Material data
Machine learning modeling by the interpretable machine learning
We used the interpretable machine learning to construct the following data-driven model
where X are the material parameters (with X ≡ {X 1 ,
More details are provided in Supplementary Methods. The interpretable machine learning can solve data-classification and data-regression problems simultaneously, by maximizing a novel information criterion (factorized information criterion, which is referred to as FIC) with an Expectation-Maximization-like algorithm (factorized asymptotic Bayesian inference, referred to as FAB), thus constructing a piecewise sparse linear model 12, 13 . Figure 4a , b shows the visualization of the model constructed by the interpretable machine learning. The data is classified according to the tree structure, as shown in Fig. 4a . For each data group, regression models (component 1, 2, 3, and 4, as shown in Fig. 4b ) are created. Note that the interpretable machine learning does not sequentially carry out the data classification and data regression. The FAB/HMEs searches for proper regression models while at the same time creating proper data groups, thus selecting a better combination of regression models and data groups from a Fig. 1 Three requirements of machine learning in materials developments. Good collaboration between machine learning tools and scientists in materials developments requires sparse modeling, prediction accuracy, and interpretability. One type of interpretable machine learning called factorized asymptotic Bayesian inference hierarchical mixture of experts (FAB/HMEs) satisfies all three criteria The structure of the model can guide our understanding of the data; we can focus on each group separately (shown by the tree structure in Fig. 4a ), and interpret the regression models (component 1, 2, 3, and 4) for each data group on its own (shown in Fig. 4b ). Therefore, it becomes much easier for materials scientists to connect the data-driven model with the existing body of knowledge of physics and materials science.
For instance, we notice that the data is first classified by average spin moment (X 14 ) at gate 1. The data with small average spin moment X 14 go to component 1, where the thermopower S STE is equal to zero (S STE = 0, as shown in Fig. 4b ). This is natural from the viewpoint of materials science and physics. It is known that STE phenomena are not observed on non-magnetic materials with small average spin moment X 14 20,25 . Only magnetic materials with large average spin moment X 14 can have finite S STE values; accordingly, they go to gate 2. Thus, we see that the interpretable model can confirm relationships that are consistent with existing knowledge (this is discussed in Supplementary Discussion) .
Fortunately, sometimes it is possible to obtain entirely novel knowledge from the data-driven model. We notice that there is a positive correlation between S STE and the product term X 2 X 8 , where X 2 and X 8 are the amount of Pt atoms and the Pt spin polarization, respectively. All regression models of magnetic materials (component 2, 3, and 4) have positive coefficient in front of the X 2 X 8 (see Fig. 4b ). As with the case of the positive X 2 X 8 term, we also notice the existence of negative X 6 X 13 terms, where X 6 and X 13 are the orbital moment of Pt atom and spin-orbit interaction energy, respectively, in component 2, 3, and 4 as shown in Fig. 4b . These correlations, uncovered by the machine learning models, appear to be beyond our current understanding of STE. The details of the physical interpretation underlying these relations are also discussed in Supplementary Discussion. These surprising connections can lead to a more comprehensive theory of the fundamental mechanism of STE phenomena.
Actual material development guided by the interpretable machine learning modeling
A theoretical discussion about the possible physical origins of the newly discovered correlations is provided in Supplementary Discussion. We now focus on demonstrating that this unanticipated result of the interpretable machine learning can indeed help us to develop novel STE materials.
It has been difficult to develop STE materials because the fundamental mechanism of the STE phenomena have not been well understood yet. The materials development in such a novel scientific field can be significantly accelerated by application of the interpretable machine learning modeling. One of the insights of the machine-learning model, which is the positive correlation between S STE and X 2 X 8 on the condition of the magnetic material data (data with large X 14 ), suggests that we have to search for magnetic materials with large X 2 X 8 values to obtain a large S STE . Searching for a material with large X 2 X 8 value is feasible because we can simulate it by using conventional computational methods.
As a result of screening of materials for large X 2 X 8 by the computational tools, we found that Co 50 Pt 50 N 10 has a large X 2 X 8 (the details are shown in Supplementary Discussion). Therefore, as an initial example, we carried out actual material synthesis of Co 50 Pt 50 N x and measured its thermopower S STE . Figure 5 shows the S STE values of Co 50 Pt 50 N x materials with different N concentration. It is clear that S STE increases with increasing X 2 X 8 driven by an increase in N concentration. The S STE of Co 48.9 Pt 51.1 N 7.2 achieves the value of 13.04 μV/K, which is larger than that of the current generation of STE materials (according to Guin et al., S STE of ferromagnetic materials are typically <10 μV/ K 25 ). Details of the actual material synthesis are given in Supplementary Discussion. Since the discovered STE materials have high thermopower as well as high thermal conductivity, they are promising candidates for heat flow sensor components, which can detect a heat flow with little parasitic thermal resistance. Figure 6a shows the fourfold cross-validation root mean square error (CV-RMSE) of the FAB/HMEs and other commonly used machine learning algorithms, including neural network (NN), support vector machine (SVM), random forest (RF), least absolute shrinkage and selection operator (LASSO), and multiple linear regression (MLR). Non-linear models using the FAB/HMEs, NN, SVM, and RF have better prediction accuracy than linear models using LASSO and MLR. The prediction performance of the FAB/ HMEs is comparable to that of other non-linear models.
DISCUSSION
Although the NN and SVM models are highly predictive, they are also difficult to interpret. On the other hand, the highly interpretable FAB/HMEs, LASSO, and MLR models, as well as RF, which is somewhat interpretable, allow us to obtain novel information based on the data. Because it exhibits the smallest CV-RMSE in these interpretable models, the FAB/HMEs was employed in our materials development process. In fact, even using the other interpretable models (RF, LASSO, and MLR) it is difficult to notice the positive correlation between S STE and X 2 X 8 for magnetic materials (X 14 > 0.6325). Figure 6b shows the top 10 importance of descriptors in RF model, and we can see no X 2 X 8 term. This term is also missing from the top 10 regression coefficient of LASSO and MLR shown in Fig. 6c, d , respectively. The difference between the FAB/HMRs and the other interpretable models can be attributed to its hierarchical nature. In the case we are studying, magnetic materials data (X 14 > 0.6325) is completely different from non-magnetic materials data (X 14 < 0.6325) as for the STE phenomena. Therefore, a non-magnetic STE model and magnetic STE model should be constructed individually. The FAB/ HMEs automatically divides the data into magnetic materials data and non-magnetic materials data at gate 1 in Fig. 4a , and constructed different models. On the other hand, the other models try to express the STE phenomena by a single model using both magnetic and non-magnetic materials data. Detailed descriptor dependencies in each magnetic and non-magnetic STE model are averaged and buried in Fig. 6b-d . Such data hierarchies often appears in materials data (because of differences due to, for example, phase transition, experimental conditions, calculation conditions, etc.). Therefore, the FAB/HMEs, which is able to discover and represent this hierarchical structure of the data, can help scientists both better model and understand physical phenomena, as well as accelerate material discoveries.
In summary, we have demonstrated the utility of interpretable machine learning modeling (FAB/HMEs) in the material development process. Because of their high predictive power and interpretability, materials scientists can obtain from such models non-trivial knowledge useful for novel materials development. Guided by the surprising correlation discovered by the interpretable model, we have succeeded in developing a spin-driven thermoelectric material, whose thermopower S STE is larger than that of the current generation of thermoelectric materials. In addition, the novel insight we found from the data-driven model can lead to a more comprehensive understanding of the Fig. 4 Interpretable data-driven model created by FAB/HMEs. One type of interpretable machine learning called factorized asymptotic Bayesian inference hierarchical mixture of experts (FAB/HMEs) creates piecewise sparse linear model, which is visualized with a tree structure and b regression models. Scientists can interpret tree structure and regression models from viewpoint of materials science and physics Fig. 5 Spin-driven thermopower S STE of CoPtN thin films. S STE increases with increasing X 2 X 8 in CoPtN, which was selected by material screening guided by the knowledge obtained from the FAB/HMEs model, namely, the positive correlation between S STE and X 2 X 8 . S STE of Co 48.9 Pt 51.1 N 7.2 thin film reaches 13.04 μV/K, which is larger than all other known STE materials mechanism of emerging STE phenomena. Thus, the interpretable machine learning can help not only in the development of novel materials, but also in guiding the theoretical studies.
METHODS
FAB/HMEs
The factorized asymptotic Bayesian inference hierarchical mixture of experts (FAB/HMEs) constructs a piecewise sparse linear model that assigns sparse linear experts to individual partitions in feature space and expresses whole models as patches of local experts 12, 13 . By maximizing the factorized information criterion including two L 0 -regularizations for partitionstructure determinations and feature selection for individual experts, the FAB/HMEs performs the partition-structure determination and feature selection at the same time. To maximize the FIC, a factorized asymptotic Bayesian inference (FAB), which combines an expectation-maximization (EM) algorithm with an automatic shrinkage of non-effective experts, is used. In this paper, we set the termination condition δ = 10 −5 , shrinkage threshold ε = 0.062, and number of initial experts was 32 (i.e., 5-depth symmetric tree). The fourfold cross-validation root mean square error (CV-RMSE) was 0.188253, as shown in Fig. 6 .
NN
The neural network (NN) models the data by means of a statistical learning algorithm mimicking the brain 14 . Here, we have utilized a simple 3-layer perceptron. The cross-validation with "caret (nnet)" package in the R programming language decides the number r of hidden units N H = 8 and the decay value D = 3.91 × 10 −3 . The CV-RMSE was 0.169454, as shown in Fig. 6 .
SVR
The support vector regression (SVR) constructs a data-driven model with a kernel method 14 . Here, we have used the radial basis function (RBF) kernel. We set the cost value C = 16 and sigma of the RBF σ = 3.125 × 10 −2 , which were decided by the cross-validation with "caret (svmradial)" package in the R programming language. The CV-RMSE was 0.132847, as shown in Fig. 6 .
RF
The random forest (RF) is an ensemble learning method using a multitude of decision trees 14 . The number of trees (ntree) and the number of features (mtry) were set to 1000 and 120, respectively. We have performed the RF by using the "caret (rf)" package in the R programming language. The CV-RMSE was 0.246274, as shown in Fig. 6 .
Lasso
The least absolute shrinkage and selection operator (LASSO) creates a linear regression model with feature selection by using a L 1 -regularization term 14 . The complexity parameter λ was set to 3.052 × 10 −4 , which was decided by the cross-validation with the "caret (glmnet)" package in the R programming language. The CV-RMSE was 0.583379, as shown in Fig. 6 . Fig. 6 Comparison of machine learning models. a Comparison of fourfold cross-validation root mean square error (CV-RMSE) of several major machine learning methods. FAB/HMEs has not only high interpretability but also prediction accuracy that is comparable to black box machine learning such as NN and SVM. b Top 10 importance of descriptors in the RF model. c Top 10 regression coefficients of LASSO model. d Top 10 regression coefficients in the MLR model. The positive X 2 X 8 term was not discovered by the RF, LASSO, and MLR models
