A hot thermal environment is one factor that causes loss of activity, productivity and even death in cows. One reason may be the effect of hair coat (black or white) on body temperature during different activities and environment conditions. In this study, we attempt to characterize the relationship between body temperature over time using activity, physiological and environmental effects with a nonlinear regression model. The fixed and mixed versions of models are examined. We also examine the effect of the measuring device, anchor length (long or short). Environmental effects, such as, air temperature, thermal heat index (THI), relative humidity, solar radiation, and wind speed, For PM Milking activity, differences in hair coat and anchor length tested as treatment effects. We present a detailed approach focusing on the rate of change in animal body temperature using the nonlinear regression model and investigate how the dynamics between the random-effects changes.
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INTRODUCTION
Higher body temperature and hot environment conditions influence the health and productivity of an animal. Heat stress affects animals' growth and behavior during daily activity periods; and, results in decreased feed intake. Heat stress causes economic losses to livestock producers. In dairy operations, summer depression in milk production can be as high as 25%. In extreme cases, heat stress can even result in death of vulnerable animals. Events like the heat waves in Iowa (1995) and Nebraska (1999) resulted in the death loss of more than 3,500 head of cattle and millions of dollars to the beef industry. The July 2006 heat wave in California resulted in over $1 billion losses and higher food prices due to a lower production.
A unique feature of the study is the site of the Mt Kohala dairy. Mt Kohala is located on the northern corner of the Big Island of Hawaii. The dairy is a pasture based operation that provides a unique situation to study cow behavior and physiology in a natural environment. Many dairy producers use fans to cool cows in the summer . This region has wind speeds that constantly exceed 10 mph providing a natural cooling system. In addition, the region has sub-tropical climate with high solar intensity and high air temperature.
Since decrease in milk production is a primary concern, we focus on milking activities. There are two milking activities at the dairy: am (0500h) and pm (1700h). The pm milking is used in the study because it is the most practical. It is difficult to observe cows at 0500h as it is still dark. Moreover, we expect the cows to be cool throughout the night prior to the am milking; hence, they are not thermally stressed from elements of weather.
Coat color is one characteristic of vulnerable animals. The coat color associated with different hair colors may be one of the factors that cause differences in response to a hot environment. Animals with dark color hair are thought to be more heat stressed than light-color animals due to the adsorption of solar radiation. Previous studies from Hawaii (Lee, et.al, 2003) and from the Virgin Islands (Godfrey and Hansen, 1996) show that there are more black cows in a dairy herd in the tropics. Further investigations suggested that these animals had higher dorsal skin temperature facilitating higher sweating rates (Hillman, et. al.,2001) , (Geebremedhin,et.al,2007) . Since black cows absorbed more heat and solar radiation load, it would be informative to compare their behavior to that of white cows in natural setting with thermally challenging conditions.
A secondary issue in this experiment is the length of the anchors on the temperature probes. In previous unpublished work, we modified the short anchor to longer projections/fingers so as to prevent the cows from expelling the instrument out of the vagina. We did notice that the long anchor held the temperature probe inline with the anterior-posterior position of the cow. The direction of short anchor temperature probe rotated inside the cow. Thus, we examine the effect of anchor length.
There are three objectives for this study. First, model the changes in body temperature over time for the activity period, afternoon milking. Second, identify environment effects that influence changes in body temperature and include the most important environmental variable as a second covariate. Third, test for differences in hair color and anchor length of measuring instrument in the presence of mixed effects and an environmental covariate. This paper is organized as follows: In Section 2, we describe the experimental design of the data, the statistical models, model building techniques, and diagnostics. In Section 3, we identify the significant random effects; examine the environmental covariates; discuss the treatment effects and the diagnostics for the final model. In Section 4, we present our conclusions. Finally, in Section 5, we summarize the study.
METHODS AND MATERIALS

2.a Experimental Design
A study of ten Holstein cows was conducted by Drs. Chen Lee and Peter Hilman at Mt. Kohala in Hawaii from Aug 8 th 2006 to Aug 9 th 2006. Five Holstein cows were shaded as eighty percent black and the other five Holstein cows were eighty percent white. Five Holstein cows were measured using the short anchor probe and the other five Holstein cows were measured using long anchor probe. The day was divided into Activity periods. The times for milking and feeding activities are given in the Table 1 and Fig 1. For this paper we focus on the pm milking. Body temperature (Tb) was recorded every minute (as fraction of hr) for up to two days for each activity period as was the environmental variables: Air temperature (Ta), solar radiation, relative humidity (RH), wind speed and thermal heat index (THI).
The experimental design for Tb in each activity period is a completely random design with repeated measures over time and environmental covariates with a 2 x 2 factorial treatment design. The two factors are hair color and anchor length. 
2.b. Statistical Models
When choosing a regression model to characterize how the observed body temperature varies with time, we considered both linear and nonlinear models. We chose the exponential regression as the nonlinear model in part because a similar study, by Huang and Parkhurst (2006) showed models based on the exponential regression were superior to the linear models. Moreover, the nonlinear exponential regression has a realistic interpretation. It is derived from the differential equation which is based on the assumption that the rate of change in Y, the observed body temperature, is proportional to the increase in Y above the animal's baseline body temperature. T im e (h r) Temperature°F 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9
The differential equation leads to the asymptotic (exponential) regression, Y= delta + beta * e -kappa*X Where Y is the observed body temperature, X is time (in hours), delta is minimum (baseline) body temperature, beta is a range parameter, which represents the difference between maximum and baseline body temperature, and kappa is the rate parameter.
We compared both linear and nonlinear models and found the nonlinear regression models provide the best fit, give more precision in treatment differences and offer more interpretable parameters.
2.b.i. Nonlinear Mixed Model
In our study, both cow and day are crossed with each other. The NLME function in R is very powerful for fitting nonlinear mixed models with nested random effects, but it does not fit nonlinear mixed effects with crossed random effects. Zhou and Parkhurst (2006) investigated different computer programs for fitting nonlinear mixed-effect models. They developed a method that enables NLME in R to fit a nonlinear mixed-effects model with crossed random effects based on Goldstein's idea for the linear mixed-effects model (Goldstein, 1999) . We implemented their method. We defined a variable called event, a combination of cow and day. Then we grouped the observations by event, the lowest hierarchical grouping factor.
The model is defined as:
Where, b ~ N(0,ψ) and ε~N(0, σ 2 I) are both independent of each other. Both fixed and random effects are considered for delta, beta, and kappa. The fixed effects, δ, β, and Κ represent population means. Random effects b δ , b β , b Κ represent the deviation from the population means associated with i th Event (i=1, 2, ..20) . Y i represents the body temperature for i th event and X represents the time in hours.
2.b.ii Inclusion of Covariate Effect
After identify the significant random-effects, we include an environmental response as a covariate in the model Both fixed and random effects were depicted as in Eq 1.The parameter γ 0 represents the slope of the air temperature effect and X Ta is the air temperature response (ْ F). Assumptions are the same as described in Eq1.
2.b.iii Inclusion of Treatment Effects
After identify covariate effects, we include treatment factors in model Eq 2 Eq 3
Where α 1 and α 2 represent main effects of color and anchor, while α 3 represents the coloranchor interactions. The covariate effects of air temperature are γ 0 for the intercept and γ 1, γ 2, γ 3 for the slope of color, anchor length and color-anchor interaction, respectively. Assumptions are as stated in Eq1.
c Model Building and Analysis
c.i Random Effects Specification
We begin with Eq 1, the nonlinear mixed effects model with no covariate and no treatments. To examine the random-effects variation, within-event errors, ε i , are initially assumed to be independent N(0,σ 2 I) and all three parameters are initially considered to be mixed with a fixed population mean and random-effects for event. To avoid convergence problems with the optimization algorithm used in NLME (Pinheiro and Bates, 2000) , a diagonal structure is assumed for the between event random-effects variance-covariance matrices . To identify which parameters, if any, require random effects, we fit Eq 1 for several sets of diagonal random-effects structures and check for model equivalency. The random-effects are removed one parameter at a time to produce a reduced model. The reduced model is compared to the full model with all random-effects on the diagonal. If the likelihood ratio test (LRT) is not significant, then the removal of random-effect is justified. In this way, we obtain the significant random effects for the model under the assumptions of diagonal variance-covariance matrices of random effects and independence of error with no covariate and no treatment effects. 
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2.c. ii Inclusion of Covariate Effect
After identifying the significant random-effects, we examine each environmental response as a covariate in a nonlinear mixed effects model, Eq 2. First, air temperature is defined as covariate and the model with the covariate is obtained. We then use the LRT (between the model with and without covariate) to see if the covariate improves model performance. We repeat this process for each of the other environmental variables (THI, RH, solar and wind speed). We use the information criteria (smallest AIC, BIC) to compare the environmental effects. In this way, we identify the single most important environment effect that influence changes in body temperature.
2.c. iii Inclusion of Treatment Effects
After identifying the significant random-effects and environmental covariate, we include the 2 x 2 factorial treatment design for color and anchor length in the nonlinear mixed effects model, Eq 3. To determine the most parsimonious model the highest order fixedeffects with large p-values are removed one at a time. Each time we check model performance with the LRT (between the model with and without the fixed-effect). If the LRT is non-significant, the fixed-effect is removed. In this way, a model is obtained including all significant highest order fixed-effects.
c.iv Model Diagnostics
After the random effects, covariate and fixed-effects are specified, we examine the residuals, random-effects, and nonlinear behavior. For the within-event errors, the normality assumption is investigated by the normal quantile plot of the standardized residuals and the Shapiro-Wilks test. A scatter plot of standardized residuals versus fitted values is used to investigate departure from the homogeneity and independent assumptions. The random-effects are checked for correlation among parameters with matrix of scatter plots of random-effects. The Box plot of residuals by event shows how the random-effects vary about zero.
Two additional assumptions are needed for least squares estimation of parameters in nonlinear regression: planarity and uniformity of coordinates. There are several ways to assess how close a model is to satisfying these asymptotic properties, also called close-tolinear behavior (Ratkowsky 1983, section 1.4). Watts (1980, 1988) proposed relative measures for intrinsic and parameter-effects curvature measures. Parameter-effects curvature, PE, measures the lack of uniformity of the parameter lines on the tangent plane. In linear regression, the parameter contours are parallel and equally-spaced when projected onto the tangent plane. Again the reference value is 0.4. Addition measures of close-to-linear behavior for the parameters and reference values are: percent bias (<0.1), percent excess variance (λ=0.1) and skewness.
Another way to assess nonlinear behavior is to observe the contour (profile) plots. A contour plot is a graphical technique for displaying the likelihood contours of parameter estimates. If the parameter contour is close to elliptical then the parameter estimates have close-to-linear behavior.
A final assessment of the adequacy of the nonlinear mixed-effects model is given by a plot of the augmented predictions. This plot is used to show the population predictions (obtained by random effects by setting zero) and within-group predictions (estimated random effects) are displayed in the same plot. Population prediction and within-group predictions are close to observed values then mixed model fits the data well.
Results and Discussion
i. Selection of Random Effects
Model 1 uses the full diagonal random-effects structure specified in Eq 1. The estimated standard deviations are given in Table 2 . The random-effects are removed one parameter at a time to produce the reduced two random-effects Models 2-4. Table 2 shows the standard deviations of the random-effects and within events residual. The residuals range from 0.1144 to 0.1668. The full Model 1 has the smallest residual suggesting all randomeffects are needed. The likelihood ratios and information criteria are used to compare the models (Table 3) . The likelihood ratio tests are significant (p-value<0.0001) when we compare Model 1 vs. 2, 3 and 4. Model 1 has the smallest AIC, BIC and largest log-likelihood indicating Model 1 with random-effects for delta, beta and kappa explains more of variability than the other models. Thus, we use Model 1 for further analysis. 
ii. Selection of Environmental Covariate
After identifying the significant random-effects, each environmental variable is included in Model 1, one at a time, Models for air temperature (Ta), thermal heat index (THI), relative humidity (RH), solar radiation (Solar), and, wind speed (Wind) are numbered 5-9. Model 1 is nested within Models 5-9, so likelihood ratio test is used to check if the inclusion of covariate effects causes a significant change in model performance. The likelihood ratio tests are significant (p-value<0.0001) for each covariate when we compare the model 5-9 with Model 1 (Table 4) . Each environmental variable significantly improves Model 1. Next we find the single most important environmental variable. The Models 5-9 are non-nested models so we find the best model by looking at the AIC, BIC and log-likelihood values. Information criteria, log likelihood and residual all point to Model 5 suggesting Ta, air temperature, is the most important environment effect needed to reduce the variability associated with environmental variables. 
iii. Inclusion of Treatment effects
After the identifying the random-effects and environmental covariate effect, we incorporate the 2 x 2 factorial treatment design to examine the effects of hair coat color and anchor length on each parameter -Model 10 (Table 5) . We found that all parameters (delta, beta, and kappa) have a significant interaction between color, anchor length and Ta slope, (p-value<0.05). Slope coefficient for each color*anchor combination is given in Table 6 . The interaction plots for delta, beta and kappa, shown in Fig 2, are constructed using the slopes in Table 6 . The pairwise tests of equality slopes are specified in Table 7 . Tables 6 & 7 , we see that delta, the minimum body temperature slope, is significantly different for both black and white animals when anchor length is short (p-value=0.00), but there is no significant difference between slopes when anchor length is long (p-value=0.4555). We also see that the black animals have higher minimum body temperature slope (slope=-0.11841) compared to white animals (slopes=-0.21968) when measuring instrument is short. From Fig 2. , the rate constant slope, kappa, is significantly different for both black and white animals at each anchor length, long or short. Black animals have higher rate constant slope (slope=0.38436) when measuring instrument is long and lower rate constant slope (slope=-0.91063) when measuring is short.
For Beta, the range slope, is significantly different for both black and white animals when anchor length is short (p-value=0.0208), but there is no significant difference (pvalue=0.6262) in slopes when anchor length is long. We also found that there is no significant differences in measuring instruments when animal coat color is black (pvalue=0.6552). White animals have higher range slope (slope=-0.19133) if measuring instrument is short compared to black animals (slope=-0.40985). The 95% confidence intervals (Table 8 ) provide upper and lower estimates for the fixed-effects of hair coat color and anchor length on each parameter. 
iv. Diagnostics
We discuss the diagnostics for Model 10. The assumption of normality for the withinevents residuals appears reasonable as evidenced by the Shapiro-Wilks test (p-value = 0.834) and normal probability plots, Figure 3 . (Table 9 ). From Fig 6 , Parameter contour plots shows elliptical relationships between delta-beta, beta-kappa, although delta-kappa is slightly skewed. Parameter estimates have close-to-linear behavior. The quality of fit is illustrated in the augmented predictions plot, Fig 7, Model 10 provides good fit to the data. Population predictions under-estimate Tb for animal 3238 and over-estimate for animal 128. However, the event specific Tb predictions are close to the observed body temperature. The assumption that during afternoon milking the rate of change in an animal's body temperature is proportional to the distance from baseline (minimum) is plausible. The resulting asymptotic exponential decay equation allows us to model body temperature over time and provides estimates for the minimum body temperature, range and rate constant parameters. The model improves when the data are grouped into cow-day events and random effects are used to account for the random variation in crossed effects. Inclusion of an environmental variable as a covariate significantly reduces variation in the model. The single most advantageous environmental variable is air temperature. In addition the inclusion of hair coat color and anchor length treatment effects further improved the model. The relationship between body and air temperature depends on both coat color and anchor length. There is a significant three-way interaction between color anchor length and air temperature for all parameters: minimum body temperature, range, and rate constant at 5% of alpha level. Black animals have higher range, higher rate constant and lower minimum temperature slopes when the length of the measuring instrument, anchor, is long. When anchor is short, white animals have higher range, higher rate constant and lower minimum temperature slopes. For this afternoon milking data, the asymptotic regression for the 2 x 2 (hair color -anchor length) factorial with Ta covariate and crossed random effects is the model of choice.
Summary
A nonlinear exponential model with an environmental covariate is used to characterize how the body temperature changes over time for afternoon milking of Holstein Cows.
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