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ABSTRACT 
Tlie Gridpoint Statistical I~iterpolatioii (GSI) a~ialysis system is a u~~fified globallregio~ial 
3Dl-AR analysis code that lias beer1 under development for several years at tlie Natiollal Centers 
for Envirorunental Prediction (NCEP)iEilviromnental Modeling Center. It lias receiitly bee11 
i~nple~iielited illto operatiolis at NCEP in both tlie global and Nortli America11 data assimilation 
systems (GDAS and NDAS). ,411 iliiportant aspect of this development has beell improving tlie 
balance of the analysis prod~~ced by GSI. The improved balance between vasiables lias been 
acliievecl tluougli the inclusion of a Tangent Linear Nonnal Mode Cotistraint (TLNMC). Tlie 
TLPih:fC' method lias prove11 to be very robust and effective. Tlie TLNMC as part of tlie global 
GSI systeln lias resultecl in substantial improvement in data assimilation both at NCEP ancl at tlie 
NASA Global Xlocleliag a~icl Assiiifilation Office (GMAO). 
Popular Summary 
Atmospheric wind, temperature, pressure, and moisture content do not behave 
independently. Although some observations of the atmosphere are directly concerned 
with only one or two of those components, the implications of those observations on the 
other components cannot be neglected. Otherwise, the picture of the atmosphere so 
produced would be inconsistent with reality, leading to poor descriptions of climate and 
inaccurate weather forecasts. For this reason, much attention to specifying the 
relationships among the various atmospheric components is required in order to advance 
the science of meteorology and its many social applications. 
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Although the critical importance of these relationships has been known for more than 60 
years, as greater accuracy as been required in their application, their revision has been 
required. In the latest version of the data analysis scheme used to produce input for 
subsequently analyze climate at NASA and produce weather forecasts at NOAA, a better 
description of these relationships is now being utilized. In particular, especially outside 
the tropical region, a more realistic specification of the relationship between pressure at 
the bottom of the atmosphere and vertically averaged winds is specified. The result is 
shown to produce more accurate weather forecasts as indicated by a variety of measures. 
While the small increase in accuracy would be unperceived by the public, it is one of the 
many small steps required in the never-ending pursuit of more accurate atmospheric 
analysis and weather forecasts. 
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ABSTRACT 
The Gridpoint Statistical Interpolation (GSI) analysis system is a unified globaVregiona1 
3DVAR analysis code that has been under development for several years at the National Centers 
for Environmental Prediction (NCEP)/Environmental Modeling Center. It has recently been 
implemented into operations at NCEP in both the global and North American data assimilation 
systems (GDAS and NDAS). An important aspect of this development has been improving the 
balance of the analysis produced by GSI. The improved balance between variables has been 
achieved through the inclusion of a Tangent Linear Normal Mode Constraint (TLNMC). The 
TLNMC method has proven to be very robust and effective. The TLNMC as part of the global 
GSI system has resulted in substantial improvement in data assimilation both at NCEP and at the 
NASA Global Modeling and Assimilation Office (GMAO). 
1. Introduction 
The generation of large amplitude, high frequency oscillations can be problematic for 
numerical weather prediction (NWP) forecasts. Large imbalances between variables in the 
initial conditions can lead to the propagation of unrealistic inertial-gravity waves in an NWP 
forecast. These imbalances can exist through the process of unconstrained variational data 
assimilation, by upsetting the internal dynamic balance of the NWP model even with an 
apparently suitable constraint modeled in the background error covariance matrix. Although 
present noise levels are much less than they were 20-30 years ago, they are still large enough to 
degrade the data assimilation process unless further mitigated. Various initialization methods 
have been developed to counteract this problem, including analysis post-processing procedures 
such as digital filtering (Huang and Lynch 1993) and nonlinear normal mode initialization 
(Machenhauer 1977, Baer and Tribbia 1977). Recently, however, it has been shown to be 
beneficial to improve the balance between analysis variables through methods internal to the 
actual assimilation procedure, such as through the inclusion of a weak constraint in the cost 
function (Wee and Kuo 2004, Liang et al. 2007). 
Though it has been shown that initialization procedures are extremely beneficial to NWP, 
they suffer from the fact that they undo part of the work that the assimilation had completed to fit 
the observational data set (Williamson et al., 1981, Errico et al., 1993). Variational approaches 
have been used to reduce the damage done by initialization after the analysis by taking into 
account analysis uncertainty (Daley, 1978, Williamson and Daley, 1983, Fillion and Temperton, 
1989). However, it is to be expected that the best result can be obtained by including an 
initialization-like operator internal to the analysis itself. This was demonstrated by Gauthier and 
Thkpaut (2001), and Wee and Kuo (2004), through the inclusion of a penalty term in the analysis 
that measured the distance between digitally-filtered and unfiltered model states. Normal mode 
initialization operators have been used with some success as part of a penalty term in a study by 
Courtier and Talagrand (1990). 
Initial testing of the gridpoint statistical interpolation (GSI, Wu et al. 2002), with the 
National Centers for Environmental Prediction (NCEP) global spectral model, showed that 
without additional constraints, the results were inferior to the operational system. The 
operational global data assimilation system (GDAS) at NCEP used then was the spectral 
statistical interpolation (SSI, Parrish and Derber 1992). The multivariate component of the 
unconstrained GSI is not as well balanced as its SSI counterpart, which has the advantage of 
being able to better approximate a balance equation by being formulated in spectral space. As 
such, it was decided to develop and test a procedure for the GSI to overcome this deficit, and to 
improve the balance of the initial conditions and subsequent quality of forecasts, such that GSI 
could replace the SSI as part of the operational GDAS. 
In this paper, we describe the development of a procedure aimed at improving the 
balance of the GSI analysis increment. The motivation that led to the development of the 
Tangent Linear Normal Mode Constraint (TLNMC) will be described in section 2. A derivation 
and description of this analysis constraint then follows. Results from single observation tests, as 
well as single analysis and fully cycled experiments will be described in section 4. Finally, a 
summary and discussion of future plans will be presented. 
2. Motivation 
a. Weak Constraint 
Variational assimilation, such as 3DVAR in GSI, attempts to find the solution that best 
fits observations within a time window to a background (Derber 1989), by minimizing a cost 
function defined as 
where x is the analysis increment, B the background error covariance, y the residual observation 
(difference between the observation yo and background value Wxb]), R the observation error 
covariance, and H the observation operators. Note that an additional generic constraint, Jc, has 
been included. This J, penalty term can take many forms, but can be designed such that it 
measures the amount of noise or imbalance generated by the other two terms. Previous studies 
have incorporated digital filters (Gauthier and Thkpaut, 200 1, Wee and Kuo 2004) or nonlinear 
normal mode initialization (NLNMI) (Courtier and Talagrand, 1990) operators in the design of 
this term. 
A principle problem with various forms of a weak dynamic constraint J, is that the 
minimization problem becomes highly ill-conditioned when the weights for Jc are increased to a 
level which produces reasonable balance. Additionally, prescribing the correct weighting of a 
covariance matrix (analogous to B for the background term) for the constraint term can be quite 
difficult. As a result of these difficulties, the fit of observations to the analysis can become 
unacceptably degraded compared to the result without J,. 
b. Review of Normal Mode Initialization 
Before describing the idea of the tangent linear normal mode constraint (TLNMC) as an 
alternative to a weak-constraint J,, a brief review of normal mode initialization will be presented. 
The underlying principle of linear and nonlinear normal mode initialization is that an 
atmospheric state can be divided into "slow" and "fast" parts, using the normal modes of a 
shallow water approximation to the adiabatic equations of motion linearized about a statelof rest. 
The slow modes correspond closely to traditional geostrophic motion and the fast modes to east- 
and west-ward propagating gravity waves. These slow and fast modes were originally used for 
linear normal mode initialization (LNMI) by Williamson and Dickinson (1972) to project the 
initial atmospheric state onto the gravity modes. These were then subtracted fiom the original 
state, supposedly to remove gravity wave oscillations from the forecast. It was later shown by 
Machenhauer (1977) that LNMI only provided a small reduction in gravity wave noise in the 
forecast. 
Instead of zeroing the gravity mode component of the state, Machenhauer (1977) [and 
independently Baer and Tribbia (1977)l were the first to observe, from empirical and analytic 
methods, that a much more effective balance could be achieved by projecting the tendencies of 
the full nonlinear model to gravity modes, and then deriving a correction to the state which 
makes the gravity mode tendencies small. In the case of the Machenhauer scheme, a simple 
Picard iterative technique was used to obtain a solution. This is what makes the procedure non- 
linear-thus nonlinear normal mode initialization (NLNMI). This original work was highly 
successful and resulted in great activity and many variations/applications of NLNMI during the 
1980's. But this all came to an abrupt end with the advent of digital filtering (Huang and Lynch, 
1993), which was much easier to apply with generally more robust results. 
Before continuing with a description of the current application of NMI methodology, it is 
natural to ask why use a complex procedure when the much simpler digital filter is just as 
effective. There are two main reasons: 1) GSI is currently a 3DVAR system. To compute the 
incremental tendencies in GSI, a simple model following the formulation in Juang 2005 is used. 
This simple model is used only to estimate an incremental tendency for a single time level, and 
not to do time integration, which is.necessary for application of the digital filter. 2) By 
projecting directly onto gravity modes, scale selection is possible-an important consideration, 
since we are primarily interested in removing high frequency small scale oscillations, and also 
some medium fast oscillations with large vertical and horizontal scale. Small scale advected 
Rossby motions can have high frequencies, but these are not changed by altering only gravity 
wave modes. So the scale selection is a complex mixture of small and large space scales and 
medium to high frequency in time. In contrast, the digital filter is strictly time selective, and the 
choice of time periods that are filtered is constrained by the integration period. 
3. Tangent Linear Normal Mode Constraint (TLNMC) 
a. Description of TLNMC 
For those readers interested in details of normal mode initialization, Daley (1991) is an 
excellent resource, with extensive references. Here we introduce the following compact notation 
which is sufficient to communicate the principle behind TLNMC: 
xu: unbalanced control analysis increment state vector of length n 
: TLNMC balanced analysis increment state vector of length n 
y: observation innovation vector of length p 
T: n by n matrix representing the tangent linear tendency model mentioned in section 2. 
F: m by n matrix which projects an n dimensional state vector to m gravity modes (m < n) 
D: n by m Machenhauer-style correction matrix used to reduce gravity mode tendencies 
C = I - DFT: n by n operator equivalent to a single iteration of Machenhauer-type algorithm. 
In terms of the above notation, adding TLNMC yields the following modification of eq. 
(2.1): 
where H, = CX,, is the TLNMC balanced analysis increment and J, has been dropped. ' Note that 
only the analysis increment is balanced via the TLNMC. 
An alternative form for (3. I), expressed entirely in x, is 
where it is assumed that C is formally invertible (like B, the inverse of C is never required in the 
actual minimization algorithm used by GSI). Then the background error covariance for the 
TLNMC balanced increment x, is CBC~.  Thus, while B as currently defined in GSI is fixed 
independent of the background state, C B C ~  is a flow dependent covariance. The addition of a 
1 A similar incremental normal mode balance operator was developed and tested independently by Fillion et al. 
(2007). 
weak-constraint Jc also modifies the effective background error so it is also flow dependent. 
However, the TLNMC operator C restricts the unbalanced vector xu as a contraction to the 
observation term. With this contraction, it might be expected that the condition of (3.2) is 
actually improved over (2.1) with zero weight given to the Jc term (see appendix A for a more 
extensive discussion of these points). 
It is possible to apply C more than once, which would make it truly like the Machenhauer 
NLNMI, except that the procedure is linear because of the dekition of C. However this adds 
significantly to the cost with no apparent benefit over applying C just once. 
b. A practical implementation of TLNMC in GSI 
The current version of GSI still uses a library of spherical harmonic transforms to convert 
the input background state fkom spectral coefficients to grid variables and the inverse for output 
of the analysis variables. It was decided that the easiest way to implement TLNMC was to 
follow precisely the implementation of implicit normal mode initialization for specttal models 
(Temperton, 1989). This version of NLNMI does not require explicit computation of the 
horizontal normal modes. Temperton's purpose was not to actually use this method for 
initialization of spectral models, but to compare implicit methods to standard NLNMI. Implicit 
NMI methods, which do not require explicitly defined normal modes, were originally developed 
for initialization of regional models (Bourke and McGregor, 1983, Briere, 1982), for which 
normal modes are hard to define. However the assumptions made are somewhat more restrictive 
compared to direct use of normal modes. 
The only modification to Temperton's spectral scheme is to replace the full nonlinear 
model with a tangent linear system which is applied to the analysis increment in GSI. It was 
only necessary to check the algebra in the published paper and then implement it in the GSI 
code. Thus the components F and D of the TLNMC operator C were constructed directly from 
the prescriptions in Temperton. 
Because this is a full 3D system, it is necessary to first perform a vertical mode 
decomposition. There has been a long standing controversy about the best way to do this, with 
the problem being that to do the vertical mode transform, the number of degrees of freedom in 
the vertical is reduced by one. It turns out that for small perturbations (true by definition for 
TLNMC) there is a unique method of defining the problem, originally proposed by Machenhauer 
in his extension of NLNMI to full 3D models (see appendix B). 
Using vertical modes transforms the 3D problem into a series of 2D shallow water 
problems, each with an associated vertical structure function and gravity wave phase speed. The 
fvst five vertical modes for a typical case are shown in Figure 1, and the corresponding gravity 
wave phase speeds are presented in Table 1. These five structures are all approximately 
barotropic in the troposphere, as a consequence of the high vertical resolution and model top. 
In the current formulation of TLNMC in GSI, there are several adjustable parameters. 
These are 1) NVMODES-KEEP, the number of vertical modes to include, 2) NTLNMC, the 
number of times to apply the TLNMC operator C, 3) PERIOD-MAX, the maximum period 
cutoff in hours for the gravity wave modes to include within each vertical mode system, and 4) 
PERIOD-WIDTH, also in hours, which specifies the width of a transition zone. This transition 
zone assures that the horizontal modes are not abruptly cut off, but smoothly vary from used to 
not used. Note that we do not really have normal modes, just spectral coefficients. A period is 
assigned to each spectral coefficient based on its two dimensional wave number and vertical 
mode phase speed. A mask is constructed that is a function of this period and goes smoothly 
from 1 to 0 as period increases from PERIOD - MAX - PERIOD-WIDTH to PERIOD-MAX + 
PERIOD-WITDH. The spectral coefficients of tendencies are first multiplied by this mask, 
before applying the operator D. The current settings for operational implementation of TLNMC 
are NVMODES-KEEP = 8, NTLNMC = 1, PERIOD - MAX = 6 hours, and PERIOD-WIDTH = 
1.5 hours. In the Temperton (1989) formulation, there are three approximations tested, of which 
system "B" was chosen for the TLNMC application. This scheme was chosen as it is closest to 
the explicit normal mode formulation. 
4. Experimental Results 
a. Single observation tests 
The assimilation of a single observation is often used to assess the impact of the 
assignment of observation error and background error weights, as well as their covariance 
structures. Due to their simplicity and easy interpretation, such experiments can also be useful 
for diagnosing potential problems as well as in evaluating analysis changes. Fig. 2a shows the 
resultant 500 hPa temperature analysis increment, for a single 500 hPa temperature observation 
at 45% and 90°W with a 1 K innovation and 1 K observation error assimilated with no dynamic 
constraint. The resultant 500 hPa temperature increment run with the TLNMC turned on (Fig. 
2b) is qualitatively and quantitatively similar to the control with no constraint (Fig. 2a). 
However, the temperature increment is forced to be less circular than the control, increasing the 
north-south temperature gradient (Fig. 2b). This is also evident when looking at the difference 
between the TLNMC and control run (Fig. 2c), where a tri-pole pattern is evident in the 
difference field. The magnitude of the impact of including the TLNMC appears to be small 
however, on the order of 5% or less. 
For an analysis with no constraint, the assimilation of a single temperature observation 
results in a wind increment consistent with the definition of the multivariate background error. 
In the case of the global GSI, the relationship between temperature and wind comes from 
statistically derived parameters using the so-called NMC method (Wu et aL, 2002). A vertical 
cross section taken at 90°W (Fig. 3a) shows the zonal wind increment determined by the single 
temperature observation experiment. Through the variable definition and corresponding 
background error structure functions, a warm temperature observation has resulted in an anti- 
cyclonic circulation, with a maximum found near 300 hPa, above the location of the original 
temperature observation. The same experiment run with the TLNMC turned on increases this 
anti-cyclonic circulation substantially (Fig. 3b). The difference between the zonal wind 
increment for the TLNMC and control runs is as large as 35% at 300 hPa (Fig. 3c). 
The fact that the TLNMC increases the induced circulation fiom a single temperature 
observation suggests that perhaps the statistically derived background error structure functions 
are deficient or lacking proper flow-dependence. For the rnid-tropospheric mid-latitudes, it.  
would be expected that a mass-wind relationship for an analysis increment could be well 
described as nearly geostrophic, consistent with a thermal wind balance. Though the background 
error definitions seem to do a reasonable job in capturing a majority of this relationship, the 
TLNMC appears to clean up the deficiencies in the multivariate background error definition. By 
first converting a temperature increment to geopotential height increment, one can derive an 
ageostrophic wind increment by subtracting off the implied geostrophic component from the 
actual wind increment. For the case without the TLNMC, the single temperature observation 
resulted in a fairly strong ageostrophic zonal wind increment, particularly above the height of the 
observation (Fig. 4a). However, the TLNMC seems to be doing what it was designed to do in 
improving the balance between variables, by substantially reducing the ageostrophic component 
of the increment (Figs. 4b and c). 
b. Single analysis diagnosis 
Further evaluation of the impact of running an analysis using the TLNMC is done by 
performing a single analysis, utilizing the full suite of observational data, but starting from the 
same background field. A single analysis was performed for the 12 UTC GDAS cycle on 09 
October 2007, assimilating all operational observations, including conventional and satellite 
brightness temperature data. The background used for the control and TLNMC assimilation 
experiments was the operational six hour forecast from the previous 06 UTC GDAS cycle. 
Similar to the single observation experiment, resultant analysis increments for a control with no 
constraint and an analysis that utilizes the TLNMC are qualitatively and quantitatively similar 
(Fig. 5). 
The differences that result fiam using the TLNMC on a single analysis can be quite large 
however. For the 50Q hPa zonal wind increment for this case, the differences are sometimes ! 
upward of 50% of the$ increment (Fig. 6a). Though not shown, this is consistent with other 
variables and at other levels. Often times, the largest impact of the TLNMC can be found in the 
extratropics, and in particular, in regions of strong background flow, or regions of strong 
horizontal gradients (Fig 6). This has important implications, in that the use of such a constraint 
has in itself the ability to impose some notion of flow dependence. This has also been 
demonstrated by performing a series of single observation experiments, where the single 
observation is moved into different parts of the atmosphere where the background has differing 
characteristics (not shown). 
Despite the differences resulting from the TLNMC appearing to be quite large, it is worth 
noting that the synoptic scale information content derived from the observations remains intact. 
This is demonstrated by comparing the mid-tropospheric meridional wind tendencies in the 
analyses with and without the TLNMC. The differences in these tendencies are small in 
magnitude and no discernable systematic pattern is evident (Fig. 7). The largest changes to the 
analysis increment seem to occur in the correction of the barotropic component, which allows for 
the analysis to fit the observations without removing their synoptic scale signature, while 
improving the incremental balance and removing noise. 
The TLNMC was designed to remove noise from the analysis while improving the mass- 
wind relationship where appropriate. One symptom of some of the problems when running the 
GSI analysis with no constraints is a substantial increase in the amplitude of the zonal mean 
surface pressure tendency over that of the background (Fig. 8). However, by running the same 
analysis but with the TLNMC and utilizing the same background as the control assimilation, the 
problem essentially disappears. The analyzed zonal mean surface pressure tendency from the 
, . TLNMC is nearly identical to that derived fiom the (background. This result is consistent with 
the reduction in the implied (derived) magnitude of the zonal mean RMS of the vertical velocity 
increment (Fig. 9). This suggests that the analysis from the TLNMC is therefore much more in 
sync with the model dynamics and how the atmosphere behaves, and much less likely to suffer 
from spin-up or spin-down. 
One of the more exciting elements of the TLNMC is that the improved balance and noise 
reduction in the analysis increment is achieved without having much of an impact on the 
minimization itself. The reduction of the norm of the gradient of the cost fbnction for the control 
analysis without constraint and the TLNMC analysis is nearly identical, with a final reduction of 
six orders of magnitude (Fig. 10a). However, this does not all happen without cost, as there does 
appear to be some impact on the reduction of the cost fimction (Fig. lob). The impact on the 
final reduction of the cost function for this case is approximately 2%. However, this small 
difference appears to be negligible in the shadows of the positive impact seen from the noise 
reduction and improved balance, and is in fact, much smaller than the impact on convergence 
seen in some weak constraint experiments. 
c. Cycled experiments 
Although the single analysis experiments seem to suggest that the quality of analyses is 
improved through the use of the TLNMC, it is important to evaluate the impact of including such 
a change on subsequent forecasts. To evaluate the impact of the new constraint on forecast skill, 
two experiments were run; one without constraint (CTL), and the other with TLNMC turned on 
(TLNMC). The experiments were designed to mimic NCEP operations, using the operational 
global forecast model (GFS) and complete suite of observations as well as the operational data 
pre-processing codes (as of 01 May 2007). The spectral forecast model was run at T382 
truncation with 64 hybrid (sigma-pressure) vertical levels, and utilized a digital filter centered 
- about 3 hours. The diabatic digital filter was part of all forecast model time integrations, 
including the shorter 9-hr forecasts used for the assimilation as well as the 8-day free forecasts, 
and was applied in both the CTL and TLNMC experiments. This means that the background for 
all analyses in both experiments came from model forecasts that had been altered by the digital 
filter. The GSI analyses were performed on the Gaussian-linear grid that corresponds to the 
T382 spectral truncation (768 x 384 horizontal grid points), and on the model vertical levels, 
using the operational background error statistics. 
Each experiment was fblly cycled, creating four analyses and subsequent 9-hr forecasts 
per day respectively. The forecast used as the background for each analysis comes from its own 
previous cycle. Since the quality control was performed independently for each experiment, 
more data can get into the system as the experiment moves forward in time, if the quality of 
forecasts can somehow be improved. Lastly, unlike in operations, the full medium range 
forecast initialized fiom the early data cut-off time was only run at 00 UTC, and not four times 
per simulated day. The experiments were run for 2 months, each starting fiom the operational 
GDAS analysis at 00 UTC 15 November 2006, but the first 2 weeks of results were disregarded 
for spin-up. 
It is evident that the use of the TLNMC leads to an improvement of the quality of the 
short-term forecasts being used as the background for subsequent analysis. The TLNMC 
experiment shows a consistent reduction in the fit of surface pressure observations to the 
background, a six hour forecast, relative to the CTL (Fig. 11). However, the fit of these very 
same observations to the analysis seems to be slightly degraded relative to the no-constraint CTL 
experiment. This slight degradation is to be expected, as the TLNMC forces the analysis to 
maintain a sufficiently balanced analysis increment, and therefore, not allowing the analysis to 
draw as closely to the individual observations. 
The biggest impact on forecast skill, as expected, can be found in the extratropics. In 
terms of 500 hPa anomaly correlation, the TLNMC is an improvement over the CTL in both 
hemispheres (Fig. 12). In fact, in the southern hemisphere, the use of the TLNMC has increased 
the forecast skill by as much as one quarter to one half day in the medium range. The fact that 
the gain in the Southern Hemisphere is larger than that seen in the Northern Hemisphere may be 
seasonal and case dependent. On a forecast by forecast basis, the 5-day 500 hPa anomaly 
correlation scores fiom the TLNMC run rarely has drop-outs as large as the control, and often 
significantly outperforms the CTL many days in a row (Fig. 13). In addition to the anomaly 
correlation, a consistent reduction in the geopotential height root mean square error is found (not 
shown). Lastly, results are similar when verification is computed for other levels and variables 
(not shown). 
An improvement in the 3-day precipitation forecasts over North America was also found 
for the experiment that utilized the TLNMC (Fig. 14). The improvement in skill is small, but 
consistent, especially for low threshold amounts. However, some degradation in skill is noted 
for some of the higher threshold amounts. The precipitation verification for Day-1 and Day-2 is 
quite similar, though the differences are even smaller. It is noteworthy that for Day-3, there 
exists a substantial high bias for the highest threshold amounts (Fig. 14c). However, there are 
very few cases for this Northern Hemisphere winter period for this to be considered a meaningfbl 
result. The TLNMC has been run for other periods (Northern Hemisphere summer for example), 
and the high bias for high precipitation threshold amounts does not appear to be an issue. 
The analysis differences for the single analysis experiments were quite small in the 
tropics, when comparing a no-constraint analysis with one that had the TLNMC turned on (Fig. 
6b). As such, it is not surprising that the forecast skill in the tropics is very similar between the 
TLNMC and CTL runs. There appears to be a small increase in the tropical wind vector RMS 
error at both 200 hPa (Fig. 15a) and 850 hPa (Fig. 15b). However, this increase is on average 
only about 1.5% for both pressure levels for a 3-day lead time for this forecast period. 
5. Summary and discussion 
Through the inclusion of a constraint based upon the ideas fiom normal mode 
initialization, the quality of analyses produced by the global GSI system has been greatly 
improved. Incremental noise reduction and balance improvement are achieved without having 
much of an impact at all on the minimization performed as part of the variational assimilation 
algorithm. This is a major advantage over analogous weak-constraint formulations, which are 
often ill-conditioned as the weights need to be increased substantially to achieve a reasonably 
balanced increment. Though other studies have shown some success through the inclusion of a 
digital filter-based weak constraint in the context of 4DVAR (Gauthier and Thepaut 2000, Wee 
and Kuo 2003), this is not possible to include in the context of 3DVAR, where no model time 
integration exists. However, the TLNMC is generic enough that it could be included as part of a 
4DVAR scheme and be tested against a digital filter based weak-constraint. 
The TLNMC was evaluated for single observation and individual analysis cases. It was 
shown that for such tests, the TLNMC improved the incremental balance relationship between 
mass and wind relative to analyses run with no constraints at all. Although the variable 
definition and multivariate background error correlations impose an approximate form of balance 
close to that of a linear balance relationship, through statistically derived parameters, the addition , 
of the TLNMC makes corrections that yield a more realistic incremental balance betweein's .C 
variables. In fact,tinitial tests were done to attempt to remove the multivariate component of the -1 % . ' 
background error altogether. Though it appeared that the TLNMC captured a good portion of the 
balancing correctly, the results were not quite as good when compared with control TLNMC 
analyses which used the multivariate background parameters. However, it may still be possible 
to achieve this through the inclusion of more vertical modes or further tuning of other 
parameters. This will llkely be an area of future work, as removing the multivariate component 
would greatly simplify the estimation and application of the background error covariances. 
Once it was demonstrated that the TLNMC resulted in reduced noise as well as a more 
balanced analysis increment, a two month fully-cycled experiment was conducted to assess the 
impact on forecast skill. Utilizing the constraint had an immediate impact on the quality of both 
the short-term forecasts that are used as the background in subsequent analyses as well as the 
medium range forecasts. Consistently, the TLNMC run showed a reduction in the RMS of the 
observation fit to the background, particularly for surface pressure data. Additionally, a 
significant improvement was found in terms of extra-tropical anomaly correlation scores, 
particularly in the Southern Hemisphere for the period evaluated. However, other tests over 
other periods seem to show that the amount of improvement is case dependent. The impact of 
using the TLNMC on the tropical circulation seems minimal, though it is worth noting that there 
was a slight increase in the wind vector RMS error when compared against its own analyses. 
The improvements gained through the inclusion of the TLNMC allowed for the 
operational implementation of the global GSI as part of the GDAS at NCEP on 01 May 2007, 
replacing the old SSI-based 3DVA.R system. The TLNMC was also tested at the NASA 
, Goddard Global Modeling and Assimilation Office, as part of GEOS-5 Data Assimilation 
- System, where very similar improvements were found. Lastly, work is under way to include the- . * 
, TLNMC, or a very similar version, for the regional applications of GSI. . s 
APPENDIX A 
Background error for TLNMC and weak constraint 
It can be shown that the effective background error for a 3DVAR analysis that uses a 
TLNMC or weak constraint contains implicit flow-dependence. However, a further expansion 
shows that the use of a weak constraint instead of the TLNMC can complicate preconditioning 
and therefore lead to convergence problems. 
The cost fbction for generic linear 3DVAR equations involving increments was shown 
in (3.1). The solution xu that minimizes J is 
where 
. * T  > . , 
is the analysis error covariance. The solution (Al) can be represented in the equivalent 
t ,  , 
observation space form 
In GSI, the actual variable solved for is z,, where 
The solution in terms of z, is then defined as 
where 
The GSI uses a conjugate gradient method to obtain the solution 1;. The convergence rate 
depends on the ratio of the smallest to largest eigenvalues of B"A, which is considerably smaller 
than that for A. 
For TLNMC, we use the definition &=Cx,, fiom section 3a, where C is the TLNMC 
balance operator. Solving for equation (3.2), we find that 
x, = A , H ~ R - ' ~  (A7) 
where 
A, = (c-~B-'c-' + H~R-'H)-' (A8) 
The control variable used in this case to improve convergence is z,, such that 
x, =CBCTz, (A9) 
and 
The convergence rate then depends on the ratio of eigenvalues of 
It should be noted that the TLNMC balance operator C reduces (or contracts) the number 
of degrees of freedom of the vector it operates on. Although C-' is not really defined, in practice 
within the GSI algorithm only C needs to be applied. The observation space form of (A9) is 
For the solution x,, the effective background error is then 
B, =CBcT.  (A13) 
In GSI with TLNMC, we precondition by Bc which has a smaller effective dimension than B, so 
the convergence rate to x, should be no worse than that for xu (and possibly better). 
One may ask why the existing multivariate balance included as part of B does not also 
reduce the effective degrees of freedom from B without multivariate balance. The reason is that 
an unbalanced part is also defined as part of B. However, with or without this unbalanced part, 
when C is applied, a new flow-dependent balance is strictly enforced, such that there is no 
unbalanced part. This is why the effective dimension is reduced with TLNMC and explains why 
it is not possible to fit observations as closely as is the case without TLNMC. 
One can also look at a weak noise constraint in this manner, where the cost function 
would be defined as 
J ,  (x) = X ~ B - I X  + (HX -Y)T R-' (HX - Y) + ( G X ) ~  W-~ (GX). (AM) 
In equation (A14), G=FT converts a state vector x into gravity mode tendencies. W is a 
weighting matrix, which as mentioned in section 2, is difficult to determine in practice. This 
second term constitutes what would seem to be the ideal weak constraint term. The solution 
which minimizes Jw would be 
where 
A, =(B-'+G~w-'G+ H~R-'H)-' .  (AM) 
Notice that in this case, the effective background error covariance is now the inverse of a sum, 
B, =(B-' +G~w-'G)-' . (A17) 
It is no longer possible to use the simple preconditioning strategy which involves multiplication 
by the effective background error, and therefore convergence problems result for reasonable 
values of the weighting matrix W, when B is used as the preconditioner. The observation space 
solution is identical to (A4) with B replaced by Bw. 
APPENDIX B 
Vertical mode decomposition 
To apply normal mode initialization to a 3D hydrostatic model, it is first necessary to 
define vertical eigenmodes which then transform the 3D system into a series of 2D shallow water 
models, whose depths are bc t ions  of the eigenvalues of the vertical modes. The problem that 
arises is that, for a sigma coordinate model, there are N+l apparent degrees of freedom defining 
the mass-N levels of temperature T as well as surface pressure p. But only N vertical modes 
can be defined, leaving an apparent ambiguity defining T and p in terms of vertical modes. 
Machenhauer demonstrated an unambiguous way to recover the extra degree of freedom, which 
is valid for small perturbations. But since the linearization is only valid for small perturbations 
anyway, there really is no extra degree of freedom in the limit of infinitesimal perturbations. 
Consider the following highly simplified system which contains the essence of the problem: 
where 6, T are 3D variables of divergence, temperature, and p is surface pressure, and cp is the 
corresponding mass variable. H, A, B, and S are constant matrices, derived from the particular 
vertical discretization of the model. To obtain the vertical modes, we first obtain an equation 




Q = U E V ~  (B7) 
be the eigen-decomposition of Q, where U is the eigenvector matrix, E is the diagonal matrix of 
eigenvalues, and V is the matrix of eigenvectors of QT (wT=l ) .  (Note: for general real 
nonsymmetric matrices, U, E, and V are complex in general, but for 3D hydrostatic models with 
sigma coordinate in the vertical, U, E, and V are always real and E is strictly positive, so that E-' 
exists.) 
Then 
where we have used 
and 8 is the vertical transform of 6. 
Now, we also have that 
But then 
Hp+AT=U@ (B13) 
so it appears that we cannot recover p and T without some extra condition. The following 
argument, pointed out by Machenhauer shows that no extra condition is required for infinitesimal 
perturbations. 
Combining (B3) and (B4) yields 
Solving for S yields 
(Q-' exists, because the eigenvalues of Q are greater than zero) 
Substituting (B 15) back into (B3) and (B4) yields 
We can integrate out the time derivative, yielding unambiguous results for infinitesimal 
perturbations, 
AT=BQ-'~cp ( ~ 1 8 )  
AP=SQ- 'A~  ( ~ 1 9 )  
In terms of vertical mode amplitudes, we have 
AT=BUE-'A@ (B20) 
This is the method used in TLNMC to convert vertical mode balance corrections to increments 
of T and p. 
It should be noted that other methods of resolving this (apparent) problem involve the 
minimization of a variational problem, where the definition of M is introduced using an Euler- 
Lagrange variable. 
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LIST OF FIGURES 
Figure 1. The structure of the first five vertical modes calculated for a global mean temperature 
and pressure profile derived from the 64 level background for an analysis valid at 1200 UTC 
09 October 2007. The first index is associated with the solid line with next four in order 
from two through five with squares, diamonds, triangles and circles respectively. 
Figure 2. Temperature increment (analysis minus background) at 500 hPa (contour interval 0.05 
K) resulting fiom a single 500 hPa temperature at 45%, 90°W with a 1 K residual and 
observation error for a) CTL analysis and b) TLNMC analysis as well as c) the analysis 
difference TLNMC-CTL of temperature (interval 0.005 K, negative values dashed, zero 
contour omitted) valid at 1200 UTC 09 October 2007. 
Figure 3. Cross section taken at 9 0 W  of the zonal wind increment (interval 0.1 ms-', negative 
values dashed, zero contour omitted) resulting from a single 500 hPa temperature at 45%, 
90°W with a 1 K residual and observation error for a) CTL analysis and b) TLNMC analysis 
as well as c) the analysis difference TLNMC-CTL of zonal wind (interval 0.05 ms-', negative 
values dashed, zero contour omitted) valid at 1200 UTC 09 October 2007. 
Figure 4. Same as in Fig. 3 but for the ageostrophic component of the zonal wind. The interval 
for the analysis difference in c) has been increased to 0.1 ms-'. 
Figure 5. Zonal wind increment at 500 hPa (interval 1.5 rns-', negative values dashed, zero 
contour omitted) resulting from the assimilation of all operationally available observations 
w i t h  the six-hour time window for a) CTL and b) TLNMC analyses valid at 1200 UTC 09 
October 2007. 
Figure 6. Zonal wind at 500 hPa for a) the background (interval 10 ms-', negative values dashed, 
zero contour omitted) as well as b) the analysis difference TLNMC-CTL (interval 0.75 ms-I, 
negative values dashed, zero contour omitted) valid at 1200 UTC 09 October 2007. 
Figure 7. Difference TLNMC-CTL in analyzed meridional wind tendency (interval 2.5 x 10" 
xn~'~, negative values dashed, zero contour omitted) valid at 1200 UTC 09 October 2007. 
Figure 8. Zonal mean of the RMS of analyzed surface pressure tendency (mb s") valid at 1200 
UTC 09 October 2007 for the background (grey solid), CTL analysis (black dashed) and 
TLNMC analysis (black solid). 
Figure 9. Difference TLNMC-CTL in the zonal mean of the RMS of the pressure vertical 
velocity increment (Pa s-') for analyses valid at 1200 UTC 09 October 2007. 
Figure 10. The a) norm of the gradient and b) total cost function by iteration number for CTL 
(black) and TLNMC (grey) analyses valid at 1200 UTC 09 October 2007. 
Figure 1 1. The RMS of the fit of surface pressure observations (mb) by cycle for 16 November 
2006 through 14 January 2007 to each background (solid) and analysis (dashed) for the filly- 
cycled CTL (black) and TLNMC (grey) experiments. 
Figure 12. The average 500 hPa geopotential height anomaly correlation scores by forecast day 
for the CTL (black) and TLNMC (grey) experiments verifying daily between 01 December 
2006 though 14 January 2007 in the a) Northern Hemisphere and b) Southern Hemisphere. 
Forecasts for each experiment were initialized at 00 UTC and verified against their own 
analyses. 
Figure 13. Time series of 500 hPa geopotential height anomaly correlation scores for 5-day 
forecasts for the CTL (black) and TLNMC (grey) experiments verifying in the a) Northern 
Hemisphere and b) Southern Hemisphere. Forecasts for each experiment were initialized at 
00 UTC and verified against their own analyses. 
Figure 14. Verification of precipitation relative to observations over North America as a 
Eunction of threshold amounts for 3-day forecasts (average of 60-84 hour forecasts) verifying 
between 01 December 2006 until 12 January 2007 for the CTL (black) and TLNMC (grey) 
experiments. Verification includes the a) equitable threat score and b) bias skill score. The 
grey numbers above panel b) indicate the number of cases that went into the verification of 
each threshold category. 
Figure 15. Time series of RMS vector wind error (Ins-') in the tropics for 3-day forecasts for the 
CTL (black) and TLNMC (grey) experiments at a) 250 mb and b) 850 mb. Forecasts for 




Table 1. The corresponding gravity wave phase speeds for the first five vertical modes. The 
reference temperature and pressure profile was calculated as the global mean at each of the 64 
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Figure 1. The structure of the first five vertical modes calculated for a global mean 
temperature and pressure profile derived from the 64 level background for an analysis 
valid at 1200 UTC 09 October 2007. The fust index is associated with the solid line 
with next four in order from two through five with squares, diamonds, triangles and 
circles respectively. 
a> No Constraint 
b ) 
Figure 2. Temperature increment (analysis minus background) at 500 hPa (contour 
interval 0.05 K) resulting fiom a single 500 hPa temperature at 45W, 9 0 W  with a 1 K 
residual and observation error for a) CTL analysis and b) TLNMC analysis as well as 
c) the analysis difference TLNMC-CTL of temperature (interval 0.005 K, negative 
values dashed, zero contour omitted) valid at 1200 UTC 09 October 2007. 
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Figure 3. Cross section taken at 90°W of the zonal wind increment (interval 0.1 ms-', 
negative values dashed, zero contour omitted) resulting fiom a single 500 hPa 
temperature at 45W, 9 0 W  with a 1 K residual and observation error for a) CTL 
analysis and b) TLNMC analysis as well as c) the analysis difference TLNMC-CTL of 
zonal wind (interval 0.05 ms", negative values dashed, zero contour omitted) valid at 
1200 UTC 09 October 2007. 
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Figure 4. Same as in Fig. 3 but for the ageostrophic component of the zonal wind. The 
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Figure 5. Zonal wind increment at 500 hPa (interval 1.5 ms-', negative values dashed, 
zero contour omitted) resulting from the assimilation of all operationally available 
observations within the six-hour time window for a) CTL and b) TLNMC analyses 
valid at 1200 UTC 09 October 2007. 
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Figure 6 .  Zonal wind at 500 hPa for a) the background (interval 10 ms-', negative values 
dashed, zero contour omitted) as well as b) the analysis difference TLNMC-CTL 
(interval 0.75 ms-', negative values dashed, zero contour omitted) valid at 1200 UTC 
09 October 2007. 
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Figure 7. Difference TLNMC-CTL in analyzed meridional wind tendency (interval 2.5 x 
10" r n ~ - ~ ,  negative values dashed, zero contour omitted) valid at 1200 UTC 09 
October 2007. 
Figure 8. Zonal mean of the RMS of analyzed surface pressure tendency (mb s-') valid at 
1200 UTC 09 October 2007 for the background (grey solid), CTL analysis (black 
dashed) and TLNMC analysis (black solid). 
100 Zonal Mean RMS Difference 
Figure 9. Difference TLNMC-CTL in the zonal mean of the RMS of the pressure vertical 
velocity increment (Pa s-') for analyses valid at 1200 UTC 09 October 2007. 
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Figure 10. The a) norm of the gradient and b) total cost function by iteration number for 
CTL (black) and TLNMC (grey) analyses valid at 1200 UTC 09 October 2007. 
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Figure 11. The RMS of the fit of surface pressure observations (mb) by cycle for 16 
November 2006 through 14 January 2007 to each background (solid) and analysis 
(dashed) for the fully-cycled CTL (black) and TLNMC (grey) experiments. 
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Figure 12. The average 500 hPa geopotential height anomaly correlation scores by 
forecast day for the CTL (black) and TLNMC (grey) experiments verifying daily 
between 01 December 2006 though 14 January 2007 in the a) Northern Hemisphere 
and b) Southern Hemisphere. Forecasts for each experiment were initialized at 00 
UTC and verified against their own analyses. 
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Figure 13. Time series of 500 hPa geopotential height anomaly correlation scores for 5- 
day forecasts for the CTL (black) and TLNMC (grey) experiments verifying in the a) 
Northern Hemisphere and b) Southern Hemisphere. Forecasts for each experiment 
were initialized at 00 UTC and verified against their own analyses. 
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Figure 14. Verification of precipitation relative to observations over North America as a 
h c t i o n  of threshold amounts for 3-day forecasts (average of 60-84 hour forecasts) 
verifying between 01 December 2006 until 12 January 2007 for the CTL (black) and 
TLNMC (grey) experiments. Verification includes the a) equitable threat score and b) 
bias skill score. The grey numbers above panel b) indicate the number of cases that 
went into the verification of each threshold category. 
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Figure 15. Time series of RMS vector wind error (ms") in the tropics for 3-day forecasts 
for the CTL (black) and TLNMC (grey) experiments at a) 250 mb and b) 850 mb. 
Forecasts for each experiment were initialized at 00 UTC and verified against their 
own analyses. 
