§1. Introduction
In [9] Jackowski and McClure gave a homotopy decomposition theorem for the classifying space of a compact Lie group G; their theorem states that for any prime p the space BG can be constructed at p as the homotopy direct limit of a specific diagram involving the classifying spaces of centralizers of elementary abelian p-subgroups of G. In this paper we will prove a parallel algebraic decomposition theorem for certain kinds of unstable algebras over the mod p Steenrod algebra. This algebraic result gives a new proof of the theorem of Jackowski and McClure and has the potential to lead to homotopy decompositon theorems for many spaces which are not of the form BG (see §6).
Before stating our results we will recall some material from [9] . Choose a prime p. Let G be a compact Lie group, and let A G be the category whose objects are the non-trivial elementary abelian p-subgroups of G; a morphism A → A in A G is a homomorphism f : A → A of abelian groups with the property that there exists an element g ∈ G such that f (x) = gxg −1 for all x ∈ A. There is a functor from A op G to the category of topological spaces which sends A to the Borel construction EG × G (G/C(A)), where C(A) denotes the centralizer of A in G.
(Notice that this Borel construction has the homotopy type of the classifying space BC(A).) Jackowski and McClure prove that the natural map from the homotopy direct limit of this functor to EG × G * = BG is an isomorphism on mod p cohomology. They derive this from a spectral sequence argument [2, XII, 5.8] and the following calculation with the inverse limit functor lim ← and its right derived functors lim ← i . Let H * denote mod p cohomology and α G the functor on A G which sends A to H * (EG × G (G/C(A)).
Theorem 1.1 [9, . The natural map H * BG → lim ← α G is an isomorphism and the groups lim ← i α G vanish for i > 0.
The proof of Theorem 1.1 in [9] uses the Feshbach double coset formula and so depends heavily on the presence of a genuine compact Lie group.
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What we do is much more algebraic. Let K be the category of unstable algebras over the mod p Steenrod algebra A p . Given an object R of K we will build an index category A R together with a functor α R : A R → K and natural map R → lim ← α R ; if R = H * BG then A R is equivalent to A G in such a way that α R corresponds to α G . This construction depends heavily on work of Lannes [11] . Using [11] again, we will define what it means for an object R of K to "have a non-trivial center"; if R = H * BG this condition holds if G has a non-trivial central element of order p. Our main result is the following one. Theorem 1.2. Suppose that i : R → S is a map of K such that:
(1) Both R and S are finitely generated as algebras, and the map i makes S into a finitely generated module over R. (2) The map i has an additive left inverse S → R which is both a map of R modules and a map of unstable modules over the Steenrod algebra. (3) The algebra S has a non-trivial center. Then the natural map R → lim ← α R is an isomorphism and the groups lim
Remark: For a functor such as α R which takes values in the category K, we write lim ← i α R (i > 0) for the ordinary higher limits [2, p. 305] of the composite of α R with the forgetful functor from K to the category of graded F p vector spaces.
The connection between Theorem 1.2 and Theorem 1.1 is provided by the following proposition, which lists some standard properties of compact Lie groups. Proposition 1.3. Let G be a compact Lie group, T a maximal torus in G, N (T ) the normalizer of T , N p (T ) the inverse image in N (T ) of a pSylow subgroup of N (T )/T , and i * the natural restriction map H * BG → H * BN p (T ). Then the following assertions hold.
( There is another basic example of the situation described in Theorem 1.2, an example which is purely algebraic. Suppose that τ is either a torus or an elementary abelian p-group. Let W be a finite group of K-automorphisms of H * Bτ and W p a p-Sylow subgroup of W . Then the rings of invariants R = H * (Bτ) W and S = H * (Bτ) Wp are finitely generated as algebras and the natural inclusion R → S has a left inverse given by averaging over the coset space W/W p . It is not hard to see that S has a non-trivial center (cf. 1.4, 3.4 and the definition in §4 of "having a non-trivial center"). This leads to Proposition 1.5. Let τ be either a torus or an elementary abelian pgroup. Suppose that W is a finite group of K-automorphisms of H * Bτ and that R is the ring of invariants H * (Bτ) W . Then the natural map R → lim ← α R is an isomorphism and the groups lim
Organization of the paper: Section 2 constructs the decomposition functor α R and compares it with α G if R = H * BG. Section 3 describes some properties of Lannes's functor T . In §4 there is a definition of what it means for an object R of K to "have a non-trivial center" and a proof of (a slight generalization of) the special case of 1.2 in which R = S. Section 5 completes the proof of 1.2 itself, and §6 concludes the paper with a topological application of 1.5.
Notation and terminology:
The prime p will be fixed for the rest of the paper. If V is an elementary abelian p-group (ie. a finite dimensional F p vector space) then H V will stand for the mod p cohomology algebra H * BV . At several points in the paper we will speak for convenience of inverse limits and related constructions over certain large categories. In each case the large category in question is equivalent to a small subcategory of itself (ie. the category has a small skeleton [13, p. 91] ) and the constructions can be performed in the usual way on these small subcategories.
The authors would like to thank the referee for his suggestions. §2. The decomposition diagram
Given an object R of K, define V R to be the category whose objects consist of pairs (V, f ), where V is an elementary abelian p-group and
We will usually write an object (V, f ) of
in which "commutativity", of course, means h * g = f ; sometimes we will even refer to f as the "composite" of g and h.
The category A R is a subcategory of V R . An object f : V R is in
V into a finitely generated module over R; a map h as above is in A R if the abelian group map h : V → W is a monomorphism.
Recall from [10, 3.4 ] that for any elementary abelian p-group V there is a functor T V : K → K left adjoint to the functor given by tensor product over F p with H V ; moreover [4] , for any fixed f : V R there
We will alter the standard notation slightly and write
Remark 2.1: If R = H * X for some space X, then under mild assumptions [10] T (V, R) is naturally isomorphic to the cohomology of the mapping space Map(BV, X) and T (V, R) f to the cohomology of the subspace Map(BV, X) f consisting of maps which induce f on cohomology. If R = H * BG for a compact Lie group G, then f : V R corresponds to a homomorphismf : V → G (unique up to conjugacy) and T (V, R) f is naturally isomorphic to H * BC(im(f)) (see [11] ). The connection implied here between mapping spaces and centralizers is made explicit in [6] . Note that [15, 2.4 ] a homomorphism V → G is a monomorphism if and only if the induced map V H * BG makes H V into a finitely generated module over H * BG.
Proposition 2.2. If R = H * BG for a compact Lie group G, then there is an equivalence of categories e : A G → A R such that the composite functor α R · e is naturally equivalent to α G .
Proof: Define e to be the functor which sends a non-trivial elementary abelian p-subgroup A of G to the pair (A, j A ), where i A : BA → BG is the map induced by inclusion and j A = i * A ; as above the map j A makes H A into a finitely generated module over H * BG. If h : A → B is a map between two elementary abelian subgroups of G which is realized by conjugation with an element of G, then j A = h * j B because inner automorphisms of G induce the identity map on cohomology. Since homomorphisms between elementary abelian p-groups are detected in cohomology, the functor e is faithful. The fact that e is full and has image intersecting every isomorphism class in A R follows from the result of [11] referred to in 2.1. By [13, p. 91] , then, the functor e is an equivalence of categories.
A map h : A → B in A G can be represented by an element x h ∈ G which conjugates A in a specific way to a subgroup of B. It is clear that x h is unique up to right multiplication by elements of C(A). Conjugation with x −1 h then carries C(B) to C(A) in a way which is well-defined up to inner automorphisms of C(A). Since any inner automorphism of a group induces a self-map of the classifying space which is homotopic to the identity [15, p. 551], we can construct a functor F from A op G to the homotopy category of spaces by setting F (A) = BC(A); it is easy to check that up to homotopy this is the same as the functor [9] which assigns to A the space EG × G (G/C(A)) = EG/C(A). Consequently, the functor α G is naturally equivalent to H * F . The multiplication map
The fact that these isomorphisms combine to give a natural equivalence α R · e → H * F follows from the fact that for any h :
commutes up to homotopy.
It will be convenient below to work with a functor β R which is closely related to α R . Let A denote the category whose objects are non-trivial elementary abelian p-groups and whose morphisms are monic group homomorphisms. For any object R of K, let β R denote the functor A → K which assigns to V the product f T (V, R) f , where f runs through all V R which make H V into a finitely generated R module. If j : V → W is a map of A (ie. a monomorphism), there is for each such
where this latter product is indexed by g : W R such that g makes H W into a finitely generated R module and j * g = f . Combining these maps for all such f gives a map β R (V ) → β R (W ). The natural maps :
Proposition 2.3. There are natural isomorphisms lim
Proof: There is a forgetful functor Φ : A R → A which assigns to an object (V, f ) of A R the underlying vector space V . Associated to this is a composition of functors spectral sequence
in which the functors Φ q (α R ) are defined as follows. For V ∈ A, let V ↓ Φ be the under category [13, p. 46] and α V R the functor obtained by composing α R with the forgetful functor
(For a dual (direct limit) description of this spectral sequence see [7, pp. 155-157] .) To complete the proof it is enough to show that Φ 0 (α R ) is isomorphic to β R and that Φ q (α R ) vanishes for q > 0. For V ∈ A let Φ −1 V denote the subcategory of A R consisting of objects A such that Φ(A) = V ; a morphism in Φ −1 V is a morphism in A R which projects under Φ to the identity map of V . A short calculation shows that the evident inclusion map j :
[2, XI, 7.2 and 9.2]). The desired result now follows from the fact that Φ −1 V is equivalent to a discrete category, that is, a category with no non-identity morphisms Remark: The functor β R is the right Kan extension [13, p. 232] of α R along the forgetful functor Φ which appears in the above proof. Proposition 2.3 can also be deduced from [9, 3.1] . §3. Properties of T In this section we will describe some properties of the functor T which are used in §4 and §5. Most of these properties are algebraic analogs of simple properties of function spaces (cf. 2.1). Throughout the section R will stand for an object of K and V for an elementary abelian p-group.
Lemma 3.1. Let f : V R be an object of V R , and S an object of K with unit inclusion η : F p → S 0 and projection π : S → S/I(S) = S 0 . Then the set Hom K (T (V, R) f , S) is naturally isomorphic to the set of maps g :
Proof: This follows immediately from the tensor product formula for T (V, R) f and the defining adjointness property of T (V, −).
induces via 3.1 the map which assigns to R → H V ⊗ S the composite R → H V ⊗ S → S obtained using the projection H V → F p .
Proof: This follows immediately from [4, §2] and could in fact be used to define . 
Proof: This is a routine application of Yoneda's lemma [13, p. 62, Ex. 2] that involves using 3.1 and 3.2 to identify the functors corepresented by the objects
Recall [12] that a module M over the mod p Steenrod algebra A p is said to be locally finite if every element of M is contained in a finite A p submodule. Let Q(R) denote the quotient I(R)/I(R) 2 .
Proposition 3.4. Let f : V R be an object of V R , and assume that Q(R) is locally finite as a module over A p . Then the natural map R → T (V, R) f is an isomorphism iff (1) R is connected (ie. R 0 ∼ = F p ) and (2) there exists a K-map R → H V ⊗ R which, composed with the evident projections H V ⊗ R → R and H V ⊗ R → H V , gives, respectively, the identity map of R and the map f .
Proof: This follows from [5, 4.7, proof of 4.1]. §4. Centers
In this section we will define what it means for an object R of K to have a non-trivial center and then prove a special case (Proposition 4.10) of Theorem 1.2. Throughout the section R will stand for an object of K and V for an elementary abelian p-group. We will develop a formal analogy (cf. 2.1) between properties of the objects V R for R ∈ K and properties of homomorphisms up to conjugacy V → G for a compact Lie group G. It will become clear below that this analogy works well only if Q(R) is locally finite as a module over A p . Once the analogy is set up, the proof of 4.10 can be carried out by mimicing a group theoretic argument. Definition 4.1: An object f : V R of V R is said to be (1) monic, if f makes H V into a finitely generated module over R, and (2) central, if the natural map R → T (V, R) f is an isomorphism. . The algebra R is said to have a non-trivial center if there exists a monic central map V R with V = {0}.
Recall from 2.1 that if R = H * BG for a compact Lie group G then an object f : V R of V R corresponds to a conjugacy classf of group homomorphisms V → G. The object f is monic in the above sense iff (any representative of)f is a group monomorphism, and central iff the image off lies in the center of G. In particular, the following is true.
Proposition 4.2.
If G is a compact Lie group with a non-trivial central element of order p, then H * BG has a non-trivial center.
In 4.3-4.9 below we will prove in a more general setting statements which are obvious from the above remarks in the special case R = H * BG. 
{0}.
Proof: If ker(f ) is not trivial, there is a surjective map g :
such that the composite gf is trivial above dimension 0; since H Z/p is not of finite rank as an F p vector space, this implies that H V is not finitely generated as an R module, ie. that f is not monic. Conversely, if H V is not finitely generated as an R module then the quotient ring F p ⊗ R H V is not finite-dimensional over F p . This quotient ring is generated as an algebra by exterior generators {y i } of dimension 1 together with their Bockstein images {βy i } in dimension 2. If the quotient ring is not finite dimensional, there must be some y ∈ {y i } such that βy is not nilpotent. 
Lemma 4.5. Suppose that R ∈ K is connected and that Q(R) is locally finite as a module over A p . Then any null object f : V R is central.
If g : C R is central and C is a subgroup of C then the composite object C → C R is also central.
Proof: This is a consequence of the characterization of central objects in Proposition 3.4.
Lemma 4.6. Let f : V R and g : C R be objects of V R , and assume that g is central. Then there is a unique object f ⊕g : V ⊕C R which restricts to f (resp. g) along the summand inclusion V → V ⊕ C (resp. C → V ⊕ C).
Proof: The desired object V ⊕ C R corresponds to a map h :
C which agrees with f when composed with H V ⊗ H C → H V and with g when composed with H V ⊗ H C → H C . According to 3.1 and 3.2, such an h amounts to a maph : T (C, R) g → H V which agrees f when composed with : R → T (C, R) g . The lemma follows from the fact that, since g is central, the map : R → T (C, R) g is an isomorphism.
Lemma 4.7. Suppose that R ∈ K is connected and that Q(R) is locally finite as a module over A p . Let f : V R be an object of V R , v ∈ V an element of ker(f ), and <v> the subgroup of V generated by v. Then f extends to a unique map g : V/<v> R. Proof: Let W ⊂ V be a complement to <v> and h : W R the composite of f with the inclusion W → V . There is an isomorphism V ∼ = W ⊕ <v> and by 4.5 the composite <v> → V R is central; by 4.6, then, f is the unique object V R which is null on <v> and agrees with h on W . Clearly, then, f is the composite of h with the projection map V → V/<v> ∼ = W .
Remark: The following example shows that in Lemma 4.7 some restriction on R is necessary. Let V be an elementary abelian p-group of rank greater than 1, J ⊂ H V the ideal generated by the product y βy as y runs through the non zero one-dimensional elements of H V , R the ring F p ⊕ J, and f : R → H V the evident inclusion. Every element of V is in the kernel of f : V R but f does not extend over V/W for any non-trivial subgroup W of V .
Proposition 4.8. Suppose that R ∈ K is connected and that Q(R) is locally finite as module over A p . Let f : V R be an object of V R .
Then ker(f ) is a subgroup of V , and f extends uniquely to a monic map g : V/ ker(f ) R.
Proof: Let W be a maximal subgroup of V such that f extends to an object g : V/W R. It is clear that W ⊂ ker(f ). However, g must be monic by 4.7, so it follows easily that ker(f ) ⊂ W .
Proposition 4.9. Suppose that R ∈ K is connected and that Q(R)
is locally finite as a module over A p . Let f : V R, g : C R, and h : W R be objects of V R with g central and h monic, and let f ⊕ g : V ⊕ C R be the unique object (4.6) which extends f and g. Then, given a map u : f → h in V R , there is at most one way of extending u to a mapû : f ⊕ g → h.
Proof: The mapû amounts to an abelian group map V ⊕C → W which is prescribed on V ; to show thatû is unique (if it exists) it is enough to treat the special case V = {0} and (see 4.5) C ∼ = Z/p. Suppose thatû 1 andû 2 are two maps Z/p → W which give the same object g : Z/p R when composed with h : W R, and letû 1 +û 2 : Z/p ⊕ Z/p → W be their sum. The composite ofû 1 +û 2 with h is an object Z/p ⊕ Z/p R which by 4.6 agrees with the composite Z/p ⊕ Z/p + → Z/p R and therefore has each element of the form (x, −x) in Z/p⊕Z/p in its kernel. Since h is monic, it follows easily that ker(û 1 +û 2 ) also contains all elements of the form (x, −x). This shows thatû 1 (x) =û 2 (x) for all x ∈ Z/p. Proposition 4.10. Suppose that R is an object of K with the property that Q(R) is locally finite as a module over A p . Assume that R has a non-trivial center. Then the natural map R → lim ← α R is an isomorphism and the groups lim ← i α R vanish for i > 0.
Remark: The proof of 4.10 shows that if R has a non-trivial center then the nerve of the category A R is contractible. In fact, the main argument in this proof is very similar to the argument in Quillen's proof that the poset of elementary abelian subgroups of a finite group is contractible if the group has a non-trivial normal p-subgroup [16, 2.4] .
Proof of 4.10: Observe by 3.4 that R is connected. Choose a monic central object g : C R of V R such that C = {0}, so that g also represents an object of A R . Let g ↓ A R be the under category [13, p. 46] and j : g ↓ A R → A R the forgetful functor. The category g ↓ A R has the identity map of g as an initial object and by assumption the natural map
is an isomorphism; it follows [2, XI, 7.2 and 9.2] that the natural map R → lim ← (α R · j) is an isomorphism and that lim ← i (α R · j) vanishes for i > 0. Given an arbitrary object f : V R of A R there is (4.6) a unique map f ⊕g : V ⊕C R of V R which restricts to f (resp. g) along the summand inclusion V → V ⊕C (resp. C → V ⊕C); let σ(f ) : (V ⊕ C)/ ker(f ⊕ g) R be the corresponding (4.8) object of A R . It is clear that the construction f → σ(f ) produces a functor σ : A R → g ↓ A R and that the natural map V → (V ⊕ C)/ ker(f ⊕ g) induces a natural transformation τ from the identity functor of A R to the composite j · σ. Now the group (V ⊕ C)/ ker(f ⊕ g) can be written as a direct sum V ⊕ C , where C ⊂ C is complementary to the kernel of the composite map C → V ⊕ C → (V ⊕ C)/(V + ker(f ⊕ g)); by (4.5) the composite C → C R is central, and so by (3.3) the map
) is an isomorphism. It follows that the natural transformation from α R to α R · j · σ induced by τ is a natural equivalence.
Now let x = (C → W R) be an object of g ↓ A R , let f : V R be an object of A R , and let h : W R in A R be the image j(x) of x under the forgetful functor. Suppose that σ(f ) → x is a map in g ↓ A R . According to (4.9) and the above remarks there is a unique map w : f → h in A R such that the given map σ(f ) → x is the composite of σ(w) with the evident natural isomorphism σ(j(x)) = σ(h) ∼ = x. This shows that the over category σ ↓ x has a terminal object and therefore a contractible nerve [2, XI, §2]; consequently, the functor σ is left cofinal [2, XI, §9]. The proposition now follows directly from the fact [2, XI, 7.2 and 9.2] that the natural maps lim
In this section we will complete the proof of Theorem 1.2 by showing that the functor β R of 2.3 is a retract of the acyclic (4.10) functor β S .
Note that if R is an object of K which is finitely generated as an algebra and V is an elementary abelian p-group, there are only a finite number of K-maps R → H V (ie. objects V R). In this case T (V, R) splits as a direct product f T (V, R) f indexed by f : V R (see [10, 3.5] ). Recall from §2 that there is a functor β R : A → K which assigns to each elementary abelian p-group V the product f T (V, R) f where f runs through monic ( §4) objects V R, (that is, maps f : R → H V which make H V into a finitely generated module over R).
Lemma 5.1. Suppose that i : R → S is a map of K such that R and S are finitely generated as algebras and i makes S into a finitely generated module over R. Then for any elementary abelian p-group V the quotient β S (V ) of T (V, S) is naturally isomorphic to the tensor product S) is a direct product g T (V, S) g where g runs through all maps S → H V which extend f . The lemma follows from the fact that such a g makes H V into a finitely generated module over S iff f makes H V into a finitely generated module over R.
Remark 5.2: Let U be the category of unstable modules over A p and Φ : K → U the forgetful functor [10, §1] . There is a functor T U (V, −) : U → U defined like T (V, −) such that for R ∈ K the module T U (V, Φ(R)) is naturally isomorphic to Φ(T (V, R)) (see [10, 3.4] ). If M in U is a module over R in such a way that the Cartan formula holds for mod-
Finally, if i : R → S is a map of K which is used to make Φ(S) into a module over R, then the T (V, R) module structure on T U (V, Φ(S)) described above agrees via the natural isomorphism T U (V, Φ(S)) ∼ = Φ(T (V, S)) with the module structure on T (V, S) derived from the induced ring homomorphism T (V, R) → T (V, S).
Proof of 1.2: Let γ R : A → K assign to the elementary abelian pgroup V the ring T (V, R) and let γ S : A → K assign the ring T (V, S). The functors β R , β S and γ S are modules over γ R (ie., for any V in A the object γ R (V ) is a ring and the objects β R (V ), β S (V ) and γ S (V ) are modules over γ R (V ) in a way that varies in an evident functorial way with V ). By 5.1 there is a natural equivalence β S ∼ = β R ⊗ γR γ S . By 5.2 the U(R)-map S → R, left inverse to R → S, induces a map
left inverse to the natural map β R → β S . By 4.10 and 2.3 the natural map S → lim ← β S is an isomorphism and lim ← i β S = 0 for i > 0. It follows easily that R → lim ← β R is an isomorphism (any retract of an isomorphism is an isomorphism) and that lim ← i β R = 0 for i > 0. The conclusion of the theorem results from another application of 2.3. §6. A homotopy decomposition theorem
In this section we will show that our main algebraic results give rise to homotopy-theoretic decompositions in some situations which are not covered by [9] . The first step is to give a topological construction of the decomposition diagram ( §2). Given a space X, define V X to be the category whose objects consist of pairs (V, f ), where V is an elementary abelian p-group and f is a homotopy class of maps from BV to X. A map (V, f ) → (W, g) in V X is an abelian group map h : V → W such that f = g •h, wherē h : BV → BW is the homotopy class of maps induced by h. The category A X is defined to be a subcategory of V X . An object (V, f ) of V X is in A X if V = {0} and the cohomology map f * makes H V into a finitely generated module over H * X; a map h as above is in A X if h : V → W is a monomorphism of abelian groups.
Let Map(BV, X) denote the space of maps BV → X. There is a functorα X from A op X to the category of spaces which assigns to (V, f ) the path component Map(BV, X) f of Map(BV, X) determined by f . (To constructα X it is necessary to settle on some strictly functorial way of constructing BV from V -see, for instance, [14, 23.2, Ch. 3] ). Evaluating at the basepoint of BV gives a mapα X (V, f ) → X; these maps combine to give a natural map holim →α X → X. Define α X : A X → K to be the functor determined by the formula α X (V, f ) = H * (α X (V, f )). Let R denote H * X. Taking mod p cohomology gives a functor H X : A X → A R , and it is clear from the universal property of T (V, -) f (cf. 3.1, [10] ) that there is a natural transformation Γ X : α R • H X → α X . The following proposition is proved by combining the spectral sequence of [2, XII, 5.8] with a naturality argument. Proposition 6.1. Let X be a space and let R = H * X. Suppose that
(1) H X : A X → A R is an equivalence of categories, (2) Γ X : α R • H X → α X is a natural equivalence, and (3) the natural map R → lim ← α R is an isomorphism and the groups lim ← i α R vanish for i > 0.
Then the natural map holim →α X → X induces an isomorphism on mod p cohomology.
Lannes has provided some mild conditions under which assumptions (1) and (2) of Proposition 6.1 are satisfied. Say that an object R of K is of finite type if each R k is finite dimensional as an F p vector space.
Proposition 6.2 [10] . If X is a p-complete [2] space such that H * X is of finite type, then H X is an equivalence of categories. Proposition 6.3 [10] . Let X be a p-complete space such that R = H
