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Abstract
We study the existence of self-similar solutions for the porous medium equation with
reaction and convection
ut = (um−1ux)x + un−1ux + kup in R× [0,∞),
where m,n > 1, 0< p < 1 are parameters withm+p = 2n, and k > 0. We are in particular
interested in compactly supported self-similar solutions satisfying some good equation
at the interface, the same equation appearing in the pure diffusion case. We prove that
there exist such self-similar solutions only if k > 1/4n. An infinity of solutions with bad
behaviour at least at one interface also exist. There exist no self-similar solutions with
support arbitrarily small. We complete the study by considering the case 0 < n 1.
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1. Introduction
In this paper we study the nonlinear parabolic equation
ut = (um−1ux)x + un−1ux + kup for x ∈R, t > 0, (1)
with m,n > 1, 0 < p < 1 and k > 0. In the applications, fluid dynamics,
combustion theory, reaction chemistry or thermal conductivity, the second-order
term describes a diffusion process, the first-order term corresponds to convection
and the zero-order term is associated to reaction (a source) of the measured
magnitude. We refer to the works [13,19], where an extended bibliography is
included.
We are interested in a particular class of solutions to (1), the self-similar
solutions, i.e., solutions of the form
u(x, t)= tαϕ(ξ), ξ = xt−β, (2)
with some nonnegative profile ϕ. The importance of such solutions lies in the
fact that they usually describe the asymptotic behaviour of solutions of the
Cauchy problem associated to parabolic equations like (1) (see, e.g., [3]), the
story beginning with the Gauss kernel for the heat equation ut = uxx .
Equation (1) has a number of interesting features not present in the heat
equation nor, more generally, in uniformly parabolic equations. Perhaps the
most relevant is the property of finite propagation. This phenomenon has been
extensively studied in equations like the above, with or without convective or
reactive terms. For the complete Eq. (1) we remark the exhaustive work [13]. For
instance, in the so-called porous medium equation
ut = (um−1ux)x (3)
this property holds whenever m > 1 (see [24]). Thus, for every initial value
u0(x) with support bounded from one side (e.g., from the right), there exists
a curve x = s(t) called the (right-hand) interface, separating the region where
the solution u(x, t) is positive from the region where it vanishes identically. In
transport problems it represents the propagation front. Among the properties of
this interface we remark the so-called equation of the interface
s′(t)=−vx
(
s(t), t
)
, v = u
m−1
m− 1 , (4)
where the spatial derivative is taken as limit from the positivity set of u and
the time derivative is understood as forward derivative. In the framework of gas
flow through porous media it represents the local velocity of diffusion of the gas
(Darcy’s law [1,2,22]), and identity (4) expresses the fact that the front advances
by the only presence of diffusion.
In fact, in terms of v (the pressure, in the above terminology), Eq. (3) is
vt = (m− 1)vvxx + (vx)2, (5)
A. de Pablo, A. Sánchez / J. Math. Anal. Appl. 276 (2002) 791–814 793
and the formal derivation of (4) can be obtained just by differentiating the identity
v(s(t), t) = 0 whenever vx 
= 0 and using that near x = s(t) the term vvxx
vanishes. Moreover, (4) holds also if vx = 0.
For our Eq. (1) the corresponding pressure equation is
vt = (m− 1)vvxx + (vx)2 +
[
(m− 1)v] n−1m−1 vx + k[(m− 1)v]m+p−2m−1 . (6)
Therefore neither the convective term nor the reactive term should affect the
above formal calculations if n > 1 and m + p > 2. It can be proved that this
is the case if n > 1 and p  1, and the equation of the interface is again (4).
Nevertheless, if m+ p > 2 but p < 1, the strong character of the reaction term
causes nonuniqueness of solutions to the Cauchy problem [27,28], and some
solutions satisfy (4) and some other do not (see also [25]). Actually, we always
have in this case s′(t) > 0 while we can have solutions with vx = 0 at the interface.
Special solutions of travelling wave form to Eq. (1) in the case 2 <m+p  2n are
constructed in [26], the equation of the interface (4) being satisfied only for one
travelling wave for each velocity. All the other travelling waves satisfy another
equation at the interface, reflecting the influence of the reaction term over the
diffusion. It is
s′(t)= k−wx(s(t), t) , w =
u1−p
1− p . (7)
This equation also appeared in some travelling waves for the absorption equation
(no convection and k < 0) with m + p > 2 and p < 1, cf. [17]. In fact these
waves have negative velocity, while all the waves with positive velocity in that
case satisfy (4), see also [11]. Also, since for the reaction equation (no convection
and k > 0) we have that (4) holds always for the minimal solutions, cf. [28], we
say that this is the correct interface equation, not (7). More to the same, in the
case m+ p = 2 both terms diffusion and reaction are of the same order (and also
the convection if n= 1), and the correct equation of the interface is (here v =w)
s′(t)=
{−vx(s(t), t)+ k−vx(s(t),t) if n > 1,
−vx(s(t), t)+ k−vx(s(t),t) + 1 if n= 1,
(8)
with always∣∣vx(s(t), t)∣∣√k, (9)
again satisfied only by some solutions, see [25,26,28] and also [11]. Since self-
similar solutions to our Eq. (1) can only exist for the parameters m+p = 2n (see
below), the expected correct equation of the interface is (4) if n > 1 and (8), (9) if
n= 1.
If on the contrary 0 < n < 1 and m + p < 2, an anomalous third behaviour
at the interface may appear. We recall that finite propagation in this case only
happens for the equation with absorption or in the presence of convection, and in
794 A. de Pablo, A. Sánchez / J. Math. Anal. Appl. 276 (2002) 791–814
the last case only for k  1/4n, see [13,17,26,27]. The travelling wave solutions
obtained in [17] for the absorption equation and in [26] for the complete Eq. (1),
show a behaviour at the interface linear in the power z = u(m−p)/2, with the
front velocity not appearing in the first approximation. Actually, in the absorption
equation the local structure of the solution close to the interface is governed by
a second order differential operator, see [10]. In any case, we will prove that
there is no self-similar solutions with compact support whenever 0 < n < 1. We
concentrate in the case n > 1 and we consider the case 0 < n  1 in the last
section.
As to the existence of self-similar solutions to degenerate diffusion equations
like the above, much work has been done since the Barenblatt solution for
the pure diffusive equation (3) was discovered in the fifties [4,32]. We also
mention the works [12,14,15,18] for the same equation. When a reaction term
is added, we distinguish two completely different behaviours depending on p.
Thus we could have blow-up self-similar solutions if p > 1 (see mainly [9,31]
and their references) or nonuniqueness if p < 1 (see [25,27]). For the absorption
equation the study of self-similar solutions has been done in [6,20,21,29]. It is
worth mentioning the paper [29] from where some ideas are taken to perform
our analysis of Section 3. Lastly, convection–diffusion equations have been
investigated in [8,23].
Our interest is not only to establish the existence of self-similar solutions to
the complete equation (1) in the above range of parameters, but includes the
characterization of those solutions satisfying the interface equation (4) (or (8), (9)
if n= 1), depending on the size of the support. In Section 2 we describe the main
results of the paper, the central result being the existence of self-similar solutions
verifying (4), cf. Theorem 2.5. In Section 3 we introduce a three-dimensional
phase-space to study the trajectories solutions to the equation satisfied by the
similarity profile, the proof of Theorem 2.5 being left to Section 4. Finally
Section 5 is devoted to extend the analysis of the previous sections to the case
0 < n 1.
2. Description of results
If we look for nonnegative self-similar solutions in the form (2) for Eq. (1), we
find that necessarily m+ p = 2n and then the exponents are
α = 1
1− p , β =
m− p
2(1− p) . (10)
We thus have, if n > 1, the relations 0 < p < 1 < n < 2n− 1 < m< 2n, α > 1
and β > 1. In particular we have that the solutions start with zero initial value, an
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effect of the strong reaction. The profile ϕ is a nonnegative continuous function
in R such that ϕm−1ϕ′ is also continuous and it satisfies the equation
αϕ − βξϕ′ = (ϕm−1ϕ′)′ + ϕn−1ϕ′ + kϕp. (11)
We are interested in solutions with compact support [ξ0, ξ1]. Therefore, since
β > 0 the support of u(· , t) expands with time, whenever ξ0 < 0 < ξ1. We also
must have ϕm−1ϕ′(ξ0)= ϕm−1ϕ′(ξ1)= 0. This is called the flux condition, (FC).
From these solutions we distinguish those satisfying the interface equation (4),
which in terms of the profile ϕ is
− (ϕ
m−1)′(ξ)
m− 1 = βξ, (12)
at ξ = ξ0 and ξ = ξ1. We will refer to it as (IE). Also the bad interface behaviour
(7) is characterized here by (BIE),
− (ϕ
1−p)′(ξ)
1− p =
k
βξ
. (13)
We remark that due to the presence of the convection, things are not symmetric,
and self-similar solutions could satisfy (IE) at one interface and (BIE) at the other.
In fact both (IE) and (BIE) are the only possibilities for the behaviour at any
interface (see below).
We collect here the results proved in the sequel.
Theorem 2.1. There exist no self-similar solutions with support arbitrarily small.
Even more, the maximum of the profile of any self-similar solution is bounded
from below by a positive constant.
Any compactly supported profile with support small fail to satisfy (FC) at one
interface. See also [27] for the case without convection, where this phenomenon
is explained from the existence of an absolute minimal solution.
Theorem 2.2. There exist no bounded self-similar solutions with support arbi-
trarily large satisfying (IE) at least at one of the interfaces.
For instance, if the profile satisfies (IE) at the left-hand interface and it is on
the left of some constant, then the support is not bounded from the right and the
solution grows to the right without bound.
Theorem 2.3. If 0 < k  1/4n there exist no self-similar solutions satisfying (IE)
at a moving right-hand interface.
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Any coefficient in Eq. (1) can be scaled out but for the case m+p = 2n, which
is precisely our case. We recall the paper [26] where the number k = 1/4n also
appears as critical for the existence of travelling wave solutions to Eq. (1). In
fact, the range of existence of such solutions is exactly the above nonexistence
range 0 < k  1/4n. See also [13], where this number is critical for the finite
propagation property to hold in the case 0 < n< 1. On the other hand, if we allow
the right-hand interface to be stationary, ξ1 = 0, then there do exist self-similar
solutions satisfying (IE), see [26] and the end of Section 4.
Theorem 2.4. There exist infinite self-similar solutions satisfying (IE) at one
interface and (BIE) at the other.
The main result of the paper is
Theorem 2.5. If k > 1/4n there exists a self-similar solution with compact
support satisfying the equation of the interface (IE).
Uniqueness is still open. In Section 5 we prove
Theorem 2.6. If n = 1 and k > 0 there exists a unique self-similar solution
satisfying the equation of the interface (8), (9). The corresponding profile has
support [−2√k − 1,2√k − 1].
We observe that the support of the solution expands with time if and only if
k > 1/4.
Finally, the case n < 1 has a negative answer.
Theorem 2.7. If 0 < n < 1, k > 0 there exist no self-similar solutions with com-
pact support.
Recall that when k > 1/4n the solutions are positive [13], so this result covers
the case 0 < k  1/4n.
3. The phase-space
We introduce in this section a phase-space associated to Eq. (11) and establish
the preliminary results. Recall that we have here n > 1 and k > 0. We thus define
the variables (see [26,29])
X = ϕn−1, Y = ϕm−2ϕ′, Z = ξ, d
dη
=Xm−1n−1 d
dξ
, (14)
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getting the differential system
dX
dη
= (n− 1)XY,
dY
dη
=−(X+ Y + βZ)Y + g(X),
dZ
dη
=Xm−1n−1 ,
(15)
where g(s)= αs(m−1)/(n−1) − ks2. We observe that the function g is negative in
the interval (0,Λ) and positive in (Λ,∞), where Λ= (k/α)(n−1)/(1−p) = cn−1∗ .
The line X =Λ, Y = 0, corresponds to the plane solution u(x, t)=U(t)= c∗tα .
On the other hand, the equation of the interface (12) is
lim|η|→∞
[
Y (η)+ βZ(η)]= 0. (16)
We look for trajectories Γ (η)= (X(η),Y (η),Z(η)), defined for every η ∈ R,
with Γ (η) in the half space Θ = {X  0} for every η, solutions to system (15),
joining two points (0, Y0,Z0) and (0, Y1,Z1) for |η| →∞, where Y1  0  Y0.
They correspond to profiles defined in the interval [Z0,Z1]. We will also see that
necessarily Z0 < 0 < Z1 (but for one case where we may have Z1 = 0), so we
obtain expanding interfaces. To get a solution defined in the whole line if Z0 or
Z1 are finite, they must satisfy the flux condition (FC), which here reads
lim|η|→∞X
1
n−1 (η)Y (η)= 0. (17)
This in particular implies |Y0|, |Y1|<∞ since the trajectories with
lim|η|→∞|Y (η)| =∞
satisfy |Y | ≈ X−1/(n−1) for X→ 0, thus failing (17). To see this just calculate
dY/dX for X small, |Y | large and |Z| bounded:
(n− 1)X dY
dX
=−Y +O(1).
We first prove a result showing that the trajectories are in some sense ordered.
It will be applied in proving uniqueness results.
Proposition 3.1. Let Γ1 and Γ2 be two trajectories passing, respectively, through
points (X1, Y1,Z1) and (X2, Y2,Z2), with X1 = X2, Y1 < Y2, Z1 > Z2 and
Y1Y2 > 0. Then the projections Ξ1 and Ξ2 of Γ1 and Γ2 onto the plane Z = 0
cannot intersect at any point X >X1 before reaching the line Y = 0.
Proof. We write the projections Ξ1 and Ξ2 as functions of X, Ξ1 = Y1(X),
Ξ2 = Y2(X). Let X0 >X1 be the first point of intersection of theses curves, so we
have Y1(X0) = Y2(X0) = Y0, and (dY1/dX)(X0)  (dY2/dX)(X0). Since from
(15) we may write
dY
dX
= −(X+ Y + βZ)Y + g(X)
(n− 1)XY ,
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we have that the corresponding points on Γ1 and Γ2, i.e., (X0, Y0,Z01) and
(X0, Y0,Z02), satisfy Z01  Z02. Uniqueness implies Z01 <Z02. Therefore there
exists X1 < X∗ < X0 such that the points on Γ1 and Γ2, (X∗, Y∗1,Z∗1) and
(X∗, Y∗2,Z∗2), satisfy Z∗1 = Z∗2 and (dZ/dX)(X∗, Y∗1) < (dZ/dX)(X∗, Y∗2).
Finally, (15) again implies Y∗1 > Y∗2, which is a contradiction on the assumption
on (X0, Y0) being the first point of intersection. ✷
From the sign of Y ′ in the plane Y = 0 (i.e., the sign of g), an easy conclusion
is that the admissible trajectories must satisfy 0X Λ, which implies that the
plane solution U(t) is an absolute upper bound for every bounded self-similar
solution.
Lemma 3.1. Every trajectory passing through points (X,Y,Z) with X > Λ
satisfies
lim
η→−∞X(η)=∞ or limη→∞X(η)=∞. (18)
This can be obtained also from the equation of the profile (11) noting that
there cannot exist maxima of ϕ above ϕ = c∗. For the same reason, ϕ cannot have
positive minima below c∗. Therefore if ϕ is bounded, then it is monotone or first
increasing and then decreasing. Also, if the support is not bounded, for instance
from the right, then ϕ is monotone increasing, growing without bound or until the
critical value c∗.
Lemma 3.2. If X(η) is bounded, e.g., for η > η0, then there exists the limit
limη→∞ Γ (η) = (X∞, Y∞,Z∞), with 0 < Z∞ <∞ if X∞ = 0, and X∞ = Λ
if Z∞ =∞.
Proof. If Y∞ does not exist, i.e., dY/dη oscillates for η→∞, we consider the
set T where dY/dη vanishes, which consists of the two surfaces
T =
{
Y = T±(X,Z)= −(X+ βZ)±
√
(X+ βZ)2 + 4g(X)
2
}
.
But the partial derivatives of T± have constant sign forX small or for Z large, and
this results in a contradiction. The limits of the first and third coordinates exist by
monotonicity. Assume now Z∞ =∞. We thus have Y∞ = 0. Also, from (15) we
have
−βYZ = kX2 + o(X2),
which means
Z
dX
dZ
=−k(n− 1)
β
X
3n−m−2
n−1 + o(X 3n−m−2n−1 ).
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This implies that X cannot go to zero if Z goes to infinity. We thus have the
limit X∞ = a, with 0 < a  Λ. We prove that necessarily a = Λ. The proof is
immediate for monotone increasing profiles, since
dY
dη
=−(X+ Y + βZ)Y + g(X) < g(a) < 0
if a <Λ, which is impossible. In general, assuming a <Λ we have
0= lim
η→∞
Y (η)
Z(η)
= lim
η→∞
1
Z(η)
η∫
η0
[−(X(s)+ Y (s)+ βZ(s))Y (s)+ g(X(s))]ds.
We claim that all the terms in the limit but the last one are zero. Using the first
equation in (15), we get
lim
η→∞
1
Z(η)
η∫
η0
X(s)Y (s) ds = lim
η→∞
X(η)−X(η0)
(n− 1)Z(η) = 0.
Also, using the first and third equations in (15), integration by parts and
L’Hôpital’s rule, we have
lim
η→∞
1
Z(η)
η∫
η0
Y (s)Z(s) ds
= lim
η→∞
1
(n− 1)Z(η)
[
Z(η) logX(η)−Z(η0) logX(η0)
−
η∫
η0
X
m−1
n−1 (s) logX(s) ds
]
= 0.
As to the term containing Y 2, we have that it vanishes if the integral converges,
and, applying again L’Hôpital’s rule if it diverges, we have
lim
η→∞
1
Z(η)
η∫
η0
Y 2(s) ds = lim
η→∞
Y 2(η)
X
m−1
n−1 (η)
= 0.
Having proved the claim we finally arrive at
0= lim
η→∞
1
Z(η)
η∫
η0
g
(
X(s)
)
ds = a 1−mn−1 g(a),
which is impossible to hold if 0 < a <Λ. ✷
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The set of critical points of system (15) in Θ consists of the two lines
L0 = {X = Y = 0, Z 
= 0},
L1 = {X = 0, Y + βZ = 0}. (19)
The admissible trajectories are those with endpoints in these lines, L1 correspond-
ing to trajectories satisfying (IE), L0 corresponding to trajectories satisfying (FC)
but not (IE). We notice also that L0 implies the bad equation of the interface
(BIE), since it can be proved that the trajectories approach L0 satisfying
kX2 ≈−βYZ. (20)
In the previous lemma we have obtained that if lim|η|→∞X(η) = 0, then
|Z(η)| is bounded and also lim|η|→∞ Y (η) exists, finite or infinite. This implies
only three possibilities at each of the end-points of any trajectory approaching
X = 0:
• it ends at L0,
• it ends at L1, or
• limη→±∞ |Y (η)| =∞.
In particular, the only possible behaviours at any interface satisfying (FC) are
(IE) and (BIE). In order to construct solutions satisfying (IE) we shoot from points
of the form Pγ = (0, γ ,−γ /β) ∈ L1. Linearizing system (15) around Pγ we get
the matrix
A= γ
(
n− 1 0 0
−1 −1 −β
0 0 0
)
,
with eigenvalues λ1 = γ (n − 1), λ2 = −γ , λ3 = 0 and eigenvectors e1 =
(n,−1,0), e2 = (0,1,0) and e3 = (0, β,−1). Therefore there exists a unique
trajectory Γγ = Γ (η, γ ) satisfying
lim
η→−∞Γ (η, γ )= Pγ if γ > 0,
lim
η→∞Γ (η, γ )= Pγ if γ < 0,
see, e.g., [16]. Moreover, the trajectory approaches this point along the eigenvec-
tor e1, and the behaviour near Pγ can be described, as a function of X, by
Y = γ − 1
n
X− k
(2n− 1)γ X
2 + o(X2),
Z =−γ
β
+ 1
(m− 1)γ X
m−1
n−1 + o(Xm−1n−1 ). (21)
We now study this trajectory Γγ depending on γ , and we want to characterize
when does this trajectory go back to L1. From the continuous dependence of
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solutions of ordinary differential equations on parameters we deduce that Γγ is
continuous with respect to γ . We follow some ideas from the work [29], where a
three-dimensional phase space is also used to study the existence of special self-
similar solutions for an absorption–diffusion equation. We remark that in our case
the asymmetry of Eq. (1) in x-variable makes absolutely different the cases γ > 0
and γ < 0. Thus we put
L+1 =
{
(0, γ ,−γ /β): γ > 0}, L−1 = {(0, γ ,−γ /β): γ < 0}. (22)
The first negative result is easy:
Lemma 3.3. If γ < 0 and 0 < k  1/4n, the trajectory Γγ goes to infinity,
lim
η→−∞X(η)=∞.
Proof. We first observe that when 0 < k  1/4n there exists two explicit
trajectories solutions to system (15) starting at the origin, namely
Q± =
{
Y =−a±X, Z =−b±Xm−nn−1 , X 0
}
, (23)
with
a± = 12n
(
1±√1− 4kn )> 0, b± = 1
(m− n)a± > 0.
They correspond to the stationary solutions
um−n(x, t)
m− n = (−a±x)+, (24)
see [26]. We observe that they satisfy both (IE) and (BIE) at the right-hand inter-
face. We now consider the set F lying on the left and above the curve Q+,
F = {Y + a+X < 0, Z+ b+Xm−nn−1 > 0}.
The boundary of F consists of two surfaces
F1 =
{
Y + a+X = 0, Z + b+Xm−nn−1 > 0
}
,
F2 =
{
Y + a+X < 0, Z + b+Xm−nn−1 = 0
}
,
whose inward normal vectors are
ν1 = (−a+,−1,0), ν2 =
(
m− n
n− 1 b+X
m−n
n−1 −1,0,1
)
.
Let ν be the vector field of the differential system (15),
ν = ((n− 1)XY,−(X+ Y + βZ)Y + g(X),Xm−1n−1 ). (25)
We have
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ν · ν1 =−X
(
a+βZ+ αXm−nn−1
)
< 0,
ν · ν2 = 1
a+
(Y + a+X) < 0.
Therefore the trajectories Γγ with endpoint at Pγ ∈L−1 ⊂ F cannot exit F as time
runs backwards. We end by observing that in F we have
dX
dη
<−(n− 1)a+X2,
which implies that X must go to infinity (again as time runs backwards). ✷
This proves Theorem 2.3.
Lemma 3.4. If |γ | is large enough, then Γγ goes to infinity, i.e., (18) holds.
Proof. Fix γ > 0, the calculations for γ < 0 being similar (even easier). We
define in Θ the set
E = {(n− 1)Y >Λm−1n−1 , 0 <X <Λ, Z <X− δ},
where δ > 0 is a constant to be determined. Our aim is to prove that every
trajectory passing through points in E must exitE, as η increases, throughX =Λ,
and from Lemma 3.1 it escapes to infinity. We end by observing that the trajectory
starting at Pγ enters E if γ is large.
The boundary ∂E of E consists of four surfaces
E1 =
{
(n− 1)Y =Λm−1n−1 }∩ ∂E,
E2 = {Z =X− δ} ∩ ∂E,
E3 = {X= 0} ∩ ∂E,
E4 = {X=Λ} ∩ ∂E.
On E1 we have
(n− 1)dY
dη
> (n− 1)M + βΛm−nn−1 (δ−Λ)+ Λ
2(m−n)
n−1
n− 1 − (n− 1)Λ> 0,
by choosing δ properly and where M = min{g(X): 0 < X < Λ}. On the other
hand, the inward normal vector of E2 is ν2 = (1,0,−1). Then, with ν as in (25),
we have
ν · ν2 =X
(
(n− 1)Y −Xm−nn−1 )> 0.
This implies that both E1 and E2 are part of the entrance set of the flow, and since
dX/dη > (n− 1)δX, the trajectory leaves E through E4. ✷
This proves Theorem 2.2. We now look at small values of γ .
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Lemma 3.5. If |γ | > 0 is small enough (and k > 1/4n if γ < 0), then X(η) is
bounded and goes back to zero, while Y (η) goes to infinity. Moreover,
lim
γ→0 maxη∈R
X(η)= 0. (26)
We first need to construct a special curve Y =H(X) in order to define some
subset G of Θ containing L1, and then apply the same arguments as above.
Proposition 3.2. For every |ε| > 0 small enough (and k > 1/4n if ε < 0), there
exists a unique trajectory Y =H(X) 0 solution to
dY
dX
= −(X+ Y − ε)Y + g(X)
(n− 1)XY
with Y (0)= ε and Y (Bε)= 0 for some 0 <Bε <Λ. Moreover, limε→0Bε = 0.
Proof. The critical points (Λ,0) and (0, ε) are saddle points. The stable and
unstable trajectories from (Λ,0) go to ±∞ as X→ 0 (it plays a crucial role the
sign of 1− 4kn if ε < 0 in this analysis). Therefore, the unique trajectory starting
at (0, ε) lies between these two curves and therefore it must cross the axis Y = 0
at some point Bε < Λ. The fact that Bε tends to zero as ε→ 0 follows from the
continuity of the the flow on the parameters and the behaviour of the trajectories
for ε = 0. ✷
Proof of Lemma 3.5. Again we perform the proof in detail only for γ > 0. Let
H =Hε(X) be the function obtained in the previous proposition, where ε > 0 will
be adjusted later on. Recall that Hε(X) > 0 for 0<X <Bε , and Hε(Bε)= 0. We
consider the set
G=
{
0 <X <Bε, 0 < Y <H,
1
n
X+ Y + βZ < 0
}
.
It is clear from (21) that the trajectory Γγ enters G if 0 < γ < ε. We claim that
Γγ cannot exit G through the part of the boundary
G1 =
{
0 <X <Xε, Y =H, 1
n
X+ Y + βZ < 0
}
,
G2 =
{
0 <X <Xε, 0 < Y <H,
1
n
X+ Y + βZ = 0
}
.
The inward normal vectors of these surfaces are
ν1 = (H ′,−1,0), ν2 = (−1/n,−1,−β).
We have
ν · ν1 =H(βZ+ ε) > 0,
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in G1, since −ε/β < Z < 0, and
ν · ν2 = kX2 − (α + β)Xm−1n−1 > 0,
in G2, by choosing ε small enough to get
Bε < A=
(
k
α + β
) n−1
1−p
. (27)
Therefore Γγ leaves G through the plane Y = 0, and it does so before reaching
the values Z = 0. Now we use again (21) to see that Γγ cannot approachL−1 from
below the plane (1/n)X+ Y + βZ = 0 and it satisfies limη→∞ Y (η)=−∞. We
also have proved that the X-coordinate of Γγ remains bounded by Bε if ε is small
enough and 0< γ < ε, i.e., X(η) Bγ , thus obtaining (26).
In the case γ < 0 we consider, instead of G, the set
G˜=
{
0<X <Bε, H < Y < 0, Y + βZ+ 1
n
X > 0
}
. ✷
Corollary 3.1.
(i) There exist two constants ξ− < 0 < ξ+ such that there is no self-similar
solution with support [b, ξ1] or [ξ1, b], |b| ∞, 0 < |ξ1| < min{ξ−, ξ+},
satisfying (IE) at ξ1.
(ii) The maximum of the profile of any self-similar solution satisfying (IE) at one
interface is bounded from below by the constant A in (27).
We consider also trajectories Υµ starting at points Qµ = (0,0,µ) ∈ L0.
Assume first µ < 0. Linearizing around Qµ, we have that there exist a one-
dimensional unstable manifold and a two-dimensional center manifold for the
flow, see, e.g., [5,7]. The center manifold Y = h(X,Z) satisfies h(0,µ) =
Dh(0,µ)= 0, and it solves the equation
(n− 1)Xh ∂h
∂X
+Xm−1n−1 ∂h
∂Z
+ (X+ h+ βZ)h− g(X)= 0.
This means, near X = 0, Z = µ,
h(X,Z)=−kX
2
βµ
+ o(X2),
which gives (20), and therefore, from (15) near Qµ we have
dX
dη
=− (n− 1)kX
3
βµ
+ o(X3).
The trajectories on h are unstable and the negative part of L0 behaves as a source.
If µ > 0 a similar analysis gives that the positive part of L0 is a sink. We now
shoot from L0, and study Υµ.
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Lemma 3.6. Lemma 3.5 holds for Υµ, |µ| small enough.
Proof. It is clear that the trajectories Υµ enter the set G, and it must exit this set
through Y = 0 if |µ|< |ε/β|. ✷
This proves Theorem 2.1.
4. The existence proof
We prove here Theorem 2.5. We concentrate first on trajectories starting at L+1 .
We define the sets
B+ = {(X,Y,Z): 0<X <Λ, Y > 0},
F+ = {(X,Y,Z): X =Λ, Y > 0},
H = {(X,Y,Z): 0 <X <Λ, Y = 0},
G+F =
{
γ > 0: Γγ crosses F+
}
,
G+H =
{
γ > 0: Γγ crosses H
}
,
G+Λ =
{
γ > 0: lim
η→∞Γ (η, γ )= (Λ,0,∞)
}
. (28)
Lemma 4.1. The sets G+H and G
+
F are open and connected and
G+H ∪G+Λ ∪G+F = (0,∞).
In particular this implies that G+Λ is closed and nonempty.
Proof. From Lemma 3.5 we know that G+H contains some interval (0, γ ), and
also, from Lemma 3.4 we get that G+F contains some interval (γ,∞). They are
both open by continuity. The property of connection relies on Proposition 3.1. To
end the proof we observe that Lemma 3.2 implies that every trajectory Γγ that
stays in B+ satisfies γ ∈G+Λ. ✷
Lemma 4.2. The setG+Λ consists of a single point, i.e., there exists a unique profile
satisfying (IE) at the left-hand interface and growing up to Λ as ξ →∞.
Proof. Assume there exist two trajectories Γγ1 and Γγ2 , with 0 < γ1 < γ2, such
that
lim
η→∞Γγ1(η)= limη→∞Γγ2(η)= (0,Λ,∞).
We write the trajectories as functions ofX ∈ (0,Λ), i.e., Γγ1 = (X,Y1(X),Z1(X))
and Γγ2 = (X,Y2(X),Z2(X)). We have Y1(0)= γ1 < Y2(0)= γ2, limX→Λ Y1(X)
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= limX→Λ Y2(X) = 0, and also Z1(0) = −γ1/β > Z2(0) = −γ2/β . Therefore
Proposition 3.1 can be applied and the curves Y1 and Y2 do not intersect in the in-
terval (0,Λ), which means Y2(X) > Y1(X). We claim that the difference Y2 − Y1
cannot decrease for X close to Λ.
We first observe that from (15),
dZ1
dX
− dZ2
dX
= X
m−1
n−1
(n− 1)Y1Y2 (Y2 − Y1) > 0,
and then Z1(X)−Z2(X) > (γ2 − γ1)/β > 0. Now, again from (15),
dY2
dX
− dY1
dX
= −Y1Y2[Y2 − Y1 + β(Z2 −Z1)] − g(X)(Y2 − Y1)
(n− 1)XY1Y2
>
1
(n− 1)X
[−(Y2 − Y1)+ (γ2 − γ1)]> 0,
for Y1 and Y2 small, and the claim is proved. This concludes the proof. ✷
We now define the number
γ+0 = sup
{
γ > 0: (0, γ )⊂G+H
}
> 0, (29)
which from the previous result is γ+0 ∈ G+Λ. Then, for γ ∈ (0, γ+0 ) we consider
the time η+(γ ) for which Γγ crosses H , and the curveC+ : (0, γ+0 )→H defined
by
C+(γ )= Γγ ∩H =
(
X
(
γ,η+(γ )
)
,0,Z
(
γ,η+(γ )
))
. (30)
Using Lemma 4.1 and (26) of Lemma 3.5 we obtain
Lemma 4.3. The curve C+ is continuous in (0, γ+0 ), and satisfies
lim
γ↘0C
+(γ )= (0,0,0), lim
γ↗γ+0
C+(γ )= (Λ,0,∞). (31)
We next consider the sets (28) with index − corresponding to γ < 0. With the
same procedure we obtain the curve C− : (γ−0 ,0)→H defined by
C−(γ )= Γγ ∩H =
(
X
(
γ,η−(γ )
)
,0,Z
(
γ,η−(γ )
))
, (32)
where η−(γ ) is the time when Γγ crosses H , and
γ−0 = inf
{
γ < 0: (γ,0)⊂G−H
}
< 0. (33)
Observe that C− does not exist if 0 < k  1/4n, since G−H = ∅ in this case by
Lemma 3.3. The corresponding properties for this curve hold:
Lemma 4.4. The curve C− is continuous in (γ−0 ,0), and satisfies
lim
γ↗0C
−(γ )= (0,0,0), lim
γ↘γ−0
C−(γ )= (Λ,0,−∞). (34)
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With these results we conclude
Lemma 4.5. The curves C+ and C− meet at some point(
X
(
γ+∗ , η+(γ+∗ )
)
,0,Z
(
γ+∗ , η+(γ+∗ )
))
= (X(γ−∗ , η−(γ−∗ )),0,Z(γ−∗ , η−(γ−∗ ))) ∈H,
for some γ+∗ ∈ (0, γ+0 ) and γ−∗ ∈ (γ−0 ,0).
Proof. For every γ small enough, the curves C+ and C− are below and above,
respectively, of the line X+nβZ = 0, Y = 0. Therefore, as a function of X on H ,
we have C+ <C− for X small and C+ >C− for X close to Λ. ✷
The end of the proof of Theorem 2.5 now follows easily. By η-time translation
we may assume η+(γ+∗ )= η−(γ−∗ )= η∗, and thus the desired trajectory is
Γ∗(η)=
{
Γγ+∗ (η) for η η∗,
Γγ−∗ (η) for η η∗.
It satisfies
lim
η→−∞Γ∗(η)= Pγ+∗ , limη→∞Γ∗(η)= Pγ−∗ .
The trajectory Γ∗ as well as the curves C+ and C− obtained numerically are
shown in Fig. 1, where the parameters considered are m= 3.5, p = 0.5, k = 10.
Fig. 1. The trajectory Γ∗ corresponding to the profile satisfying (IE).
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Remark 4.1. The uniqueness of such a self-similar solution remains open. It
would follow from some monotonicity property of the curves C+ and C−, sug-
gested by Fig. 1, which will ensure that they intersect at only one point.
Remark 4.2. From this figure we also see that the point of intersection of C+
and C− satisfies Z < 0. Therefore, the profile is not symmetric and attains its
maximum at a negative value of ξ . This also means that the maximum of the
corresponding self-similar solution moves to the left as time evolves, an effect of
the convection.
Remark 4.3. In the case 0< k  1/4n, the same argument shows that there exists
a connection between L+1 and the origin, thus giving a compactly supported self-
similar solution satisfying (IE) at both interfaces, but with the right-hand interface
stationary.
In order to complete the characterization of the trajectories from L1, we
also describe the sets G±H . This corresponds to the compactly supported profiles
satisfying (IE) at least at one interface. From the results of the previous section
we immediately have
G+H =G+H0 ∪G+H1 ∪G+H∞,
where
G+H0 =
{
γ > 0: lim
η→∞Γ (η, γ ) ∈ L0
}
,
G+H1 =
{
γ > 0: lim
η→∞Γ (η, γ ) ∈ L1
}
,
G+H∞ =
{
γ > 0: lim
η→∞
∣∣Y (η)∣∣=∞}.
Lemma 4.6. G+H0 and G
+
H∞ are open and nonempty.
Proof. G+H0 contains some interval (a, γ
+
0 ), where a > 0 is close to γ
+
0 , since
dY/dη > 0 on the set
{0 <X<Λ, Y = b, Z  c}
for every b < 0 and c=Z(a,η+(a)) > 0 large. Also G+H∞ contains some interval
(0, d), where
d = inf{γ > 0: Z(γ,η+(γ ))<Z(−γ,η−(−γ ))}> 0.
Finally, the set G+H0 is open since L0 is a sink for Z > 0 and also the set G
+
H∞ is
open, since dY/dη < 0 for Y →∞, Z bounded. ✷
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Fig. 2. The trajectories (projected onto the YZ-plane) corresponding to compactly supported profiles
satisfying (IE) at the the left-hand interface. At the right-hand interface: Γ∗ satisfies (IE); Γ2 satisfies
(BIE); Γ1 does not satisfy (FC).
As a consequence G+H1 is closed. The fact that G
+
H0 is nonempty shows the
existence of a continuum of self-similar solutions satisfying (IE) at one interface
and (BIE) at the other, which proves Theorem 2.4. We include in Fig. 2 the graphs
of the different trajectories corresponding to G+H projected onto the plane X = 0,
with the same parameters as for Fig. 1. The same characterization can be done for
the negative part of L1, i.e., for G−H .
5. Some extensions
We consider in this section some results obtained following the same analysis
of the previous two sections. We begin with the case n = 1 (thus m + p = 2).
Here, and following [28], the expected correct equation of the interface (IE) is
(8), (9). The bad equation of the interface (BIE) is (8) with |vx | <
√
k. We will
deduce, using a three-dimensional phase space analogous to (14), the existence of
a self-similar solution satisfying (IE). We recall that such a self-similar solution
can be obtained from the absolute minimal solution of [27] using the translation
below. Also in that paper self-similar solutions satisfying (BIE) are obtained, see
(38), (40).
We now consider, instead of (14), the variables
X= φm−1, Y = φm−2φ′, Z = ξ + 1, d
dη
=X d
dξ
, (35)
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thus obtaining the system
dX
dη
= (m− 1)XY,
dY
dη
=−(Y +Z)Y + g2(X),
dZ
dη
=X,
(36)
where g2(s)= αs − k. Recall that we have here α = 1/(m− 1)= 1/(1− p) and
β = 1. As before the point where g2 vanishes, Λ = k(m− 1), gives an absolute
upper bound for every bounded profile, φ(ξ)  (k(m− 1))1/(m−1). The critical
points of this system are located on the curve L = {(0, γ ,−(γ + k/γ )), γ ∈
R−{0}}. Observe that on L we have |Z| 2√k. This is related with the minimal
velocity of propagation, see [28]. In particular we have that the support of the
profile must contain the interval [−2√k − 1,2√k − 1].
From the previous comment, the good equation of the interface (IE) corre-
sponds to points of L with |γ |√k, the other branch |γ |<√k giving (BIE). We
have the following explicit trajectory
Γ1 =
{
X = m
2 − 1
2m
(k −mY 2), Z =−(m+ 1)Y, |Y |
√
k
m
}
, (37)
which corresponds to the self-similar solution
um−1(x, t)
m− 1 = t
[
(m+ 1)k
2m
−
(
x
2(m+ 1)t + 1
)2]
+
, (38)
see [27]. It joins the points P±γ with |γ | = √k/m <
√
k, and thus it satisfies
(BIE). On the other hand, for every critical point on L there exists the explicit
trajectory
Γ∞,γ =
{
Y = γ, Z = 1
γ (m− 1)X− γ −
k
γ
, X  0
}
, (39)
corresponding to a solution to Eq. (1) in travelling wave form
um−1(x, t)
m− 1 =
[
γ x + (γ 2 − γ + k)t]+, (40)
see [26,28]. They satisfy (IE) or (BIE) depending on γ . The surface where
dY/dη = 0, i.e., the two hyperbolic cylinders consisting of the above travelling
waves
Q= {(Y +Z)Y = g2(X)}= {Γ∞,γ , γ 
= 0} (41)
is invariant for the flow defined by (36). This in particular implies that the trajec-
tories that cross the plane Y = 0 must satisfy dY/dη < 0 for every η ∈R, and also
that the corresponding profiles are concave in its positivity set in the power m−1.
The eigenvalues of the linear approximation of (36) around any point Pγ ∈ L
are λ1 = (m − 1)γ , λ2 = k/γ − γ and λ3 = 0. Therefore, see [30], for every
A. de Pablo, A. Sánchez / J. Math. Anal. Appl. 276 (2002) 791–814 811
|γ |>√k, the point Pγ has a saddle behaviour, and there exists a unique trajectory
Γ (η, γ ) satisfying
lim
η→−∞Γ (η, γ )= Pγ if γ >
√
k,
lim
η→∞Γ (η, γ )= Pγ if γ <−
√
k.
This fact, together with the existence of the above travelling wave solutions means
that in this case |γ | > √k, there cannot exist compactly self-similar solutions
satisfying (IE) at least at one interface. Even more, the profile of any compactly
self-similar solution satisfying (IE) must have support [−2√k − 1,2√k − 1].
If |γ |<√k the point Pγ is a node, and there exists a two-dimensional invariant
manifold containing Pγ , stable if γ < 0, unstable if γ > 0. Finally, if |γ | =
√
k
the point Pγ behaves as a saddle-node, see again [30].
We now pass to the existence proof, and establish the connection between the
critical points P+ = (0,
√
k,−2√k ) and P− = (0,−
√
k,2
√
k ).
Proof of Theorem 2.6. We proceed in several steps, following the arguments
of the previous sections. From the point P+ we have two special trajectories, a
trajectory contained in the plane X = 0, i.e., Γ0 = {(0, Y,−2
√
k ), 0 Y 
√
k },
and the trajectory corresponding to the unstable manifold of the saddle behaviour,
the above travelling wave solution Γ∞,√k of (39). We want to study all the other
trajectories corresponding to the node behaviour. To this end we consider some
sphere S centered at P+ with radius r > 0 small. The trajectories starting at P+
intersect S giving rise to a continuous and simple curve Ω =Ω(λ), parametrized
by λ ∈ (0,∞), its boundary being the points of intersection of Γ0 and Γ∞,√k
with S. The curve Ω will play the role of L+1 in the proof of Theorem 2.5.
We shoot from Ω , i.e., for every λ ∈ (0,∞) we consider the trajectory Γλ
passing through the point Ω(λ). We follow this trajectory until it reaches the
plane H = {Y = 0}. Thus we define the set (see (28))
J = {λ > 0: Γλ crosses H }. (42)
With an argument analogous to Proposition 3.2, we obtain that for every 0 <
X0 < (m− 1)k, there exists Z0 < 0 and a trajectory connecting the points P+ and
(X0,0,Z0). This implies that J contains some interval (0, λ). Let
λ0 = sup
{
λ > 0: (0, λ)⊂ J }∞, (43)
and the curve
C : (0, λ0)→H, C(λ)= Γλ ∩H. (44)
As before it is easy to see that this curve crosses the line Z = 0. Reflecting the
corresponding trajectory by symmetry we obtain the desired connection.
As to the uniqueness, we first prove a result analogous to Proposition 3.1.
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Proposition 5.1. Let Γ1 and Γ2 be two trajectories starting at the point P+. Then
the projections Ξ1 and Ξ2 of Γ1 and Γ2 onto the plane Z = 0 cannot intersect at
any point X > 0 before reaching the line Y = 0.
Proof. We write the projections Ξ1 and Ξ2 as functions of X, Ξ1 = Y1(X),
Ξ2 = Y2(X). Then there exists ε > 0 such that, for instance, Y1(ε) < Y2(ε). Now
the corresponding points (ε,Y1(ε),Z1) and (ε,Y2(ε),Z2) on Γ1 and Γ2 satisfy
the hypotheses of Proposition 3.1, since Z1 > Z2 from (36). We get the desired
conclusion with the same arguments as in that proposition. ✷
With this result we now shoot backwards from two points (X1,0,0) and
(X2,0,0) with X1 <X2 and prove that the corresponding trajectories Γ1 and Γ2
cannot intersect for any Y > 0. This implies that there exists a unique trajectory
starting at P+ which intersect the X-axis.
To this end we consider the projections Σ1 = Z1(Y ) and Σ2 = Z2(Y ) of Γ1
and Γ2 onto the plane X = 0, and assume by contradiction that they intersect
at a first point Z1(Y∗) = Z2(Y∗), with Y∗ > 0. Therefore, from (36) we get that
for every 0 < Y0 < Y∗ there holds Z1(Y0) > Z2(Y0). Now consider the points on
Γ1 and Γ2, (X0,1, Y0,Z1(Y0)) and (X0,2, Y0,Z2(Y0)). From Proposition 5.1 we
obtainX0,1 <X0,2. Finally, again from (36) and using that dY/dη < 0, we deduce
that (dZ1/dY )(Y0) > (dZ2/dY )(Y0), and this holds for every 0< Y0 < Y∗, which
contradicts the assumption Z1(Y∗)=Z2(Y∗). ✷
We now consider the case n < 1.
Proof of Theorem 2.7. Defining here the variables
X = φ1−n, Y = φm−n−1φ′, Z = ξ, d
dη
=Xm−n1−n d
dξ
, (45)
we obtain the system
dX
dη
= (1− n)XY,
dY
dη
=−(1+ nY + βXZ)Y + g3(X),
dZ
dη
=Xm−n1−n ,
(46)
where g3(s) = αs(1−p)/(1−n) − k. The set of critical points consists of the two
lines
L± = {X = 0, Y =−a±}, a± = 12n
(
1±√1− 4kn )> 0, (47)
which exist only if k  1/4n. Since both lines are located on {Y < 0}, there cannot
exist any connection between them. As before the points of infinity (0,±∞,Z)
do not satisfy the flux condition. On the other hand, if k > 1/4n there is no
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finite critical points and therefore every self-similar solution is positive, see also
[13]. ✷
Linearizing around the points on the above lines we observe that L− is a sink
while L+ consists of saddle points. The trajectories (which are not bounded) end-
ing at these lines satisfy the third behaviour commented upon in the introduction.
In fact, the points (0, a±,0) correspond to the stationary solutions (24).
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