Introduction
Throughout the paper k will be a field and S = k[x 1 , x 2 , . . . , x r ] a polynomial ring in r variables. For a monomial ideal I we denote by G(I) the canonical minimal set of monomial generators of I. If a is a monomial we set max(a) = sup{i | x i divides a}. An ideal I in S is 0-Borel fixed if the following two conditions are satisfied:
(i) I is a monomial ideal
(ii) If a is a generator of I and x i divides a, then x j a x i ∈ I for all 1 ≤ j < i .
An ideal is called Borel fixed if it is invariant under the action of the Borel group. The interest in studying 0-Borel fixed ideals comes from a theorem of Bayer, Galligo, and Stillman (cf. [Ei, (15.20) ]), which shows that the generic initial ideal of any homogeneous ideal in S is Borel-fixed, and further if the characteristic of k is 0 then every Borel-fixed ideal is 0-Borel fixed. When char k = 0 there are examples of Borel-fixed ideals which are not 0-Borel fixed. 0-Borel fixed ideals were studied by Eliahou and Kervaire, who described in [EK] the minimal free resolution of S/I.
The existence of a commutative associative DG (= differential graded) algebra structure on a minimal free resolution over a graded or local Noetherian ring is a powerful tool for investigating the properties of the resolution. The best example is the Koszul resolution of S/(y 1 , . . . , y i ) for an S-regular sequence y 1 , . . . , y i . Results of Tate and Gulliksen provide another important example: the minimal resolution of k over S/Q, for any homogeneous ideal Q in S. In both cases the resolution is a free commutative divided power algebra. In general a commutative associative DG algebra structure might be much more complicated or might not exist at all. The latter happens even for finite resolutions as shown in [Av] . However, results of Avramov, Buchsbaum, Gover, Eisenbud, Kustin, Miller, Palmer, and Srinivasan build such a structure in many interesting cases. We extend [Sr, (3.6) ], which shows that such a structure exists on the minimal free resolution of S/Q when Q is a power of the maximal ideal (x 1 , . . . , x r ). The main difference between the resolutions of a 0-Borel fixed ideal and of a power of the maximal ideal is that the resolution of a power of the maximal ideal is linear, whereas the resolution of a 0-Borel fixed ideal is linear only if all the minimal generators of the ideal have the same degree. We prove the following:
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Typeset by A M S-T E X (1.1) Theorem. Let I be a 0-Borel fixed ideal. Then the minimal free resolution F of S/I has a commutative associative differential graded algebra structure. The multiplication on F is multi-graded. The product of any two elements is in (x 1 , . . . , x r )F if I is contained in (x 1 , . . . , x r ) 2 .
A multiplication on F is constructed in Section 2, its associativity is proved in Section 6 and the Leibniz formula is verified by a long computation in Section 5. In Section 7 we prove a similar theorem for square-free 0-Borel fixed ideals.
An immediate consequence of (1.1) is the following:
(1.2) Corollary. If I is a 0-Borel fixed ideal contained in (x 1 , . . . , x r ) 2 , then S/I is a Golod ring.
Golod rings enjoy many nice properties. For example the Poincaré series of k can be expressed in the following form: P S/I (t) =
(1 + t) r 1 − t 2 a∈G(I) (1 + t) max(a)−1 .
This provides information about the Betti numbers of any finitely generated module over S/I, which is commented in (3.2). Macaulay proved in [Mc] that among all homogeneous ideals with a given Hilbert function, the lexicographic segment ideal has the largest number of generators. Moreover, in [Hu] and [Bi] it is shown that if char k = 0, then the lexicographic segment ideal has minimal free resolution over S with the maximum graded Betti numbers. It turns out that the same holds for the resolution of the residue field, namely:
(1.3) Corollary. Suppose that char k = 0. Let Q be a homogeneous ideal and L be the lexicographic segment ideal with the same Hilbert function. Then the graded Betti numbers of k over S/Q are less or equal to the graded Betti numbers of k over S/L. Given a homogeneous ideal I the residue field can be resolved over S/I by a resolution G constructed by Golod. He proved that this resolution is minimal if and only if S/I is a Golod ring. In this case he described in [Go] the differential in terms of the behavior of the cycles in the Koszul complex K(x 1 , . . . , x r ) ⊗ S/I. In general the differential might look quite complicated. In Section 4 for a 0-Borel fixed ideal I contained in (x 1 , . . . , x r ) 2 we find in (4.1) generators for the homology H(K(x 1 , . . . , x r ) ⊗ S/I) which lead to a simple form for G. A different proof of (4.1) and of (1.2) is obtained independently by A. Aramova and J. Herzog in the recent preprint [AH] .
Multiplication on minimal free resolutions
In this section I stands for a 0-Borel fixed ideal. Let A be a resolution of a cyclic module with differential d and let A be a graded algebra with multiplication * . Recall that (A, d, * ) is called a commutative associative differential graded S-algebra if for any elements α, β, γ ∈ A the following properties are satisfied:
In this section we show that the minimal free resolution of a 0-Borel fixed ideal is a commutative associative differential graded S-algebra.
For a finite set U ⊂ N we denote max(U ) = max{i ∈ U } and max(∅) = 0. Let a be a monomial, we set min(a) = min{i | x i divides a} and x a = x max(a) . When a ∈ I by [EK, (1.1) ] it follows that there is a unique decomposition a = bc, such that b is a generator of I and max(b) ≤ min(c); then we call b the generator of a and denote it by
is a monomial because g(x i a) = g(
). We will often use the equality:
Next we describe the minimal free resolution of S/I over S, which is built in [EK, (2.1) ]. Let W be the free abelian group on the symbols {A | a is a generator for I}, and {e j 1 ∧ · · · ∧ e j n | 1 ≤ j 1 < · · · < j n ≤ r, 0 ≤ n ≤ r} be a basis for the exterior algebra E = ∧S r . Let V ⊂ W ⊗ Z E be the S-submodule generated by {A ⊗ e j 1 ∧ · · · ∧ e j n | there is an i such that max(a) ≥ j i }. Set F = (W ⊗ Z E)/V and denote by J a sequence of different natural numbers j 1 , . . . , j n and by A(J) the image of A⊗e j 1 ∧· · ·∧e j n in F. We grade F by setting deg(A(J)) = n+1. Also set J i = (j 1 , . . . ,ĵ i , . . . , j n ), x A = x a , h A,i = h a,i , max(A) =max(a) and denote by A (i) the basis element in W corresponding to a (i) .
By [EK, (2.1) ] the minimal free resolution of S/I over S is (F, d) , where the differential
The different form of the differential in degree 1 causes the proofs (for the multiplication) to split into many cases. In order to avoid this we introduce
Then the differential can be written in the form
For the definition of an associative multiplication on F we construct chains between the generators of I in the following way. For two generators a and b of I we set g = g(a, b) = g(lcm(a, b)) and call it the meet of a and b. If G and B are the basis elements in W corresponding to g and b, then we set g(A, B) = G and call G the meet of A and B. Let x s 1 . . . x s f = g gcd(g,a) and s 1 ≤ · · · ≤ s f , then we define the chain from A to B to be the sequence A 0 = A, A 1 = A (s 1 ) , . . . , A i+1 = (A i ) (s i+1 ) , . . . , A f = G. We call s 1 , . . . , s f the transforming elements from A to B, or AB-transforming elements. In the same way, if x t 1 . . . x t f = g gcd(b,g) and t 1 ≤ · · · ≤ t f , we obtain a chain B 0 = B, B 1 , . . . , B f = G from B to A. For simplicity we set A = A 1 , s = s 1 , B = B 1 , t = t 1 .
Denote by U the sequence of different natural numbers u 1 , . . . , u m . We have two chains starting from A and B, respectively, and ending at the meet G. Using them we define multiplication (denoted by * ) of the basis elements of F by the formulas:
Note that the above formulas imply the vanishing of
The terms of the type
in the product A(J) * B(U ) will be called left-type terms. Respectively, the terms of the type
A(J) * B(U ) will be called right-type terms. The sum of the left-type terms will be denoted by left(A(J) * B(U )) and the sum of the right-type terms will be denoted by right(A(J) * B(U )). We say that the term ab a i a i+1
A i (J) * A i+1 (U ) corresponds to the transforming element s i+1 .
By linearity * extends to a graded commutative multiplication on F.
The coefficients of the basis elements which appear in the product A(J) * B(U ) are of the
. Since the product x s 1 . . . x s i+1 divides b and using (2.1)
Proof. First we consider the case when x
monomial, which divides x e h e,v . So ν = x e h e,v µ is a monomial with min(ν) ≥ max(ē).
Hence we have the equalities
Next we consider the case when
is a monomial which divides x e h e,v . Therefore ν = x e h e,v µ is a monomial such that min(ν ) ≥ max(ē). So
As min(ν ) ≥ max(ē), we get that
(2.4) Corollary.
(1)The meet of A (s i ) and B is G.
(2) The chains from B to A and from B to A coincide.
(3) The chain from A to B consists of A and the chain from A to B. 
Proof.
(1) The proof is by induction on i. The case i = 1 is obvious. Suppose that the statement holds for i. Hence the meet of A and A i is A i . We want to apply (2.3) in order to find the meet of A and A i+1 = (A i ) (s i+1 ) . As s i+1 is a transforming element from A to
does not divide a, and also s i+1 < max(A i ). Then by (2.3) the meet of A and A i+1 is A i+1 . Note that
Since s n ≤ s i+1 for n ≤ i it follows that 
The following property of the multiplication will be very useful:
Proof. Since t i / ∈ U for all i, it follows that only the cases (M2.ii) and (M2.iv) can occur. Then we apply (2.4) to the multiplication formulas.
Proof. Apply (2.6).
Proof. Apply (M3) repeatedly.
We want to remark that if I = (x 1 , . . . , x r ) then the multiplication formulas just give the classical exterior multiplication on the Koszul complex. From the construction of the multiplication we also see the following: (2.11) Theorem. Let I and I be 0-Borel fixed ideals and let I be genrated by the monomials in I and a monomial b, such that b is smaller than any monomial generator of I in the homogeneous lexicographic order. Let F and F be the minimal free resolutions over S of S/I and S/I respectively. Then F is an associative commutative differential graded subalgebra of F .
In particular, if I is a 0-Borel fixed ideal generated by monomials of degree q ≥ 2, and F and H are the minimal free resolutions over S of S/I and S/(x 1 , . . . , x r ) q respectively then F is an associative commutative differential graded subalgebra of H; in this case both resolutions F and H are linear.
We conclude this section with two remarks:
Remark. An ideal I in S is stable if the following two conditions are satisfied:
(ii) If a is a generator of I then x j a x max(a) ∈ I for all 1 ≤ j < max(a).
Stable ideals were introduced in [EK] . Every 0-Borel fixed ideal is stable and most proofs of statements about 0-Borel fixed ideals automatically hold for stable ideals. As explained in the introduction, for char k = 0 on the one hand, the 0-Borel fixed ideals are the ideals invariant under the action of the Borel group, and on the other hand the generic initial ideals are 0-Borel fixed. The class of stable ideals is not known to be related to some nice geometric properties. This is the reason why we concentrated our study on 0-Borel fixed ideals even though our proof of Theorem (1.1) holds for stable ideals as well.
Remark. Let G be the minimal free resolution of I and F be the minimal free resolution of S/I. In [EK] Eliahou and Kervaire define a nice commutative associative differential graded multiplication on G, however with the structure they introduce G does not have a unit element. Their nice multiplication formula can not be used to make F into a commutative associative differential graded algebra either, because this multiplication on F is not graded.
Poincaré series
First we recall some definitions. If R = k ⊕ R 1 ⊕ R 2 ⊕ . . . is a non-negatively graded commutative noetherian k-algebra with R j = R j 1 for j > 0 and M is a finitely generated graded R-module, then the number b
is called the nth Betti number of M over R, and the series P
n is called the Poincaré series of M over R. Usually P R k (t) is denoted by P R (t). There is also a graded version of the Betti numbers and the Poincaré series, namely β
Proof. By (1.2) S/I is a Golod ring. Therefore by [Go] we have that the Poincaré series of k over S/I can be expressed in the form
.
And according to [EK, §3] P
Suppose that S/I is not a hypersurface and M is a finitely generated graded S/Imodule. By [GG] the Poincaré series of M can be expressed in the form
for some polynomial f M (t). Furthermore, from [Pe] it follows (3.2) Corollary. Let I be a 0-Borel fixed ideal contained in (x 1 , . . . , x r ) 2 and M be a finitely generated S/I-module. If I = (x 
Next we give some necessary definitions and proceed with the proof of (1.3).
Monomials y 1 , . . . , y i of degree l are called a lexicographic segment, if y 1 > y 2 > · · · > y i in the lexicographic order and this list is saturated. An ideal L is called a lexicographic segment ideal, if it satisfies the following condition:
Let l 1 and l 2 be respectively the minimal and maximal degrees in which L has a generator. Then for any l satisfying l 1 ≤ l ≤ l 2 , a lexicographic segment beginning with x l 1 forms a basis for L l . Proof of (1.3). From [Hu] it follows that P S Q (t, u) << P S L (t, u), where << means "less or equal coefficientwise". Therefore we have an inequality of power series
Note that L is a 0-Borel fixed ideal. Since (1+tu) r is a polynomial with positive coefficients and by (3.1) we conclude that
On the other hand, an unpublished result of Serre (cf. [Go] or [GL, Corollary 4 
.2.4])
shows that there is an inequality of power series
So we obtain the desired inequality of power series P S/Q (t, u) << P S/L (t, u).
The minimal resolution of the residue field
In this section I stands for a 0-Borel fixed ideal contained in (x 1 , . . . , x r ) 2 , and for short we set m(z) =max(z).
Using a construction of Golod we will describe the minimal free resolution of k over S/I. For this purpose we will first find in (4.1) generators for the Koszul homology. Let
. . , x r ) over S, which can be thought of as the exterior algebra Λ(Se 1 ⊕ Se 2 ⊕ · · · ⊕ Se r ) (where e 1 , e 2 , . . . , e r is a basis) with differential d(e i ) = x i . An element of the form αze i 1 ∧ · · · ∧ e i n (with α ∈ k, z a monomial, and 1 ≤ i 1 < · · · < i n ≤ r) will be called a term of end-index e(αze i 1 ∧ · · · ∧ e i n ) = i n . We introduce a partial order on the set of terms by saying that a term τ is greater than a term σ if e(τ ) > e(σ). For an element f ∈ K n we set e(f ) = min{e(σ) | σ is a term of f }. For an element u ∈ K denote byū its image in K ⊗ S/I. Ifū is a cycle, denote by [ū] its class in H(K ⊗ S/I). 
form a k-basis for the augmented part of the homology
An element of the form z x m(z) e i 1 ∧ · · · ∧ e i n−1 ∧ e m(z) ∈ K n with z ∈ G(I) will be called an admissible element of length n.
Proof. An element of the form ze i 1 ∧· · ·∧e i n ∈ K n with z ∈ (I : x i n ) will be called a semiadmissible element of length n. Note that every admissible element is semi-admissible, but the converse in general is not true. If σ = ze i 1 ∧ · · · ∧ e i n−1 ∧ e i n is a semi-admissible element, then x j z ∈ I for all 1 ≤ j < i n . Therefore d(σ) ∈ IK, i.e.,σ is a cycle. We begin by establishing that the classes of the admissible elements generate the augmented part of the homology. Let f ∈ K n+1 be such that d(f ) = 0. We will show that there is a boundary g ∈ K n+1 such that f − g is a linear combination of admissible elements of length n + 1. First we will prove that there is a boundary g ∈ K n+1 , such that f − g is a linear combination of semi-admissible elements. We may assume that none of the terms of f is semi-admissible. Let b = e(f ) and u = αze i 1 ∧ · · · ∧ e i n ∧ e b (where α ∈ k and z is a monomial) be one of the smallest terms of f . Since u is not semi-admissible, it follows
Hence there is a term w = u in f such that v = βt for some β ∈ k and some term t of d(w). This implies that the term w has the form w = (γye i 1 ∧ · · · ∧ e i n ) ∧ e c , where γ ∈ k and y is a monomial. Since w = u we conclude that c = b. By the inequality e(w) ≥ e(f ) = b, it follows that c > b. Also v = βt implies the equality zx b = yx c , hence z = x c s for some monomial s. Consider in K n+2 the boundary
= u + terms of end-index greater than b.
So either e(f − h) > e(f ), or e(f − h) = e(f ) but f − h has fewer smallest terms than f has, or f − h = 0. Proceeding in this way, after finitely many steps the process will terminate because the end-index of any element is less than r + 1. Next we will show that if f = ze i 1 ∧ · · · ∧ e i n+1 is a semi-admissible element, then there is a boundary g ∈ K n+1 such that f − g is a linear combination of admissible elements.
As z ∈ (I : x i n+1 ), there is an s ∈ G(I) and a monomial p such that
we get the equality ( * )
If i n+1 > m(s), then it follows that x i n+1 cannot divides. In this case
is a monomial in S and z = x m(s)s
∈ I, hencef = 0. If i n+1 = m(s), then ( * ) yields that z =sp and the elementse i 1 ∧ · · · ∧ e i n+1 is admissible, hence f = p·(an admissible element). But then we have that either p = 1 so f itself is admissible, or p = 1 so f ∈ m H + (K ⊗ S/I) = 0. Thus, it remains to consider the case i n+1 < m(s). Then by ( * ) it follows that z = x m(s) q for some monomial q. Choose in K n+2 the boundary
= f + terms with end-index greater than e(f ).
Note that x m(s) x i j q = x i j z ∈ I, because x i n+1 z ∈ I and i j < i n+1 . Therefore the monomial x i j q is in (I : x m(s) ). This means that the boundary h has the form h = f + semi-admissible terms with end-index greater than e(f ).
Since the end-index of any element is less than r + 1, it follows that after repeating the above process finitely many times we will arrive at a linear combination of admissible elements. Thus, we showed that the classes of the admissible elements generate H + (K ⊗ S/I). It remains to prove that they form a basis. The admissible elements of length n + 1 with fixed z appearing in the monomial coefficient as expressed in the form (4.1), are in one-to-one correspondence with the strictly increasing sequences 1
. Therefore the number of all admissible elements of length n + 1 is z∈G(I)
too. So the classes of the admissible elements form a basis for H + (K ⊗ S/I).
Golod rings were introduced by Golod in [Go] , where he also gave the first example:
i is a power of the maximal ideal and i ≥ 2 then S/I is a Golod ring. All Massey operations vanish because one can choose representatives of the homology classes such that the products are not only equal to 0 homologically, but vanish in K⊗S/I. Below we show that this property holds for 0-Borel fixed ideals ideals as well. ∈ I, soστ = 0.
(4.3) Construction. In two different ways (1.2) and (4.2) show that S/I is a Golod ring. The minimal free resolution G of k over S/I is described by a construction of Golod. In general the differential in his resolution might be very complicated. However by (4.2) it follows that the differential has a simple form when we consider 0-Borel fixed ideals. In this case we describe G following [Go] . As shown in (4.1), the classes in H(K ⊗ S/I) of the admissible elements
form a k-space basis for H + (K ⊗ S/I). Following [Go] , let E n+2 be the k-space on basis
. is the tensor algebra of E. By (4.2) we have that the product in K ⊗ S/I of any two admissible elements vanishes so according to [Go] we can define a differential d on the basis elements in G by:
(here t ∈ S/I ⊗K and d(t) is the differential in S/I ⊗K if t / ∈ S/I ⊗K 0 ; in case t ∈ S/I ⊗K 0 we set d(t) = 0). Further extend the differential by linearity.
Then (G, d) is the minimal free resolution of k over S/I.
Leibniz formula
We use the notation introduced in Section 2.
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First part of the proof of (2.2). We will prove in three steps that (F, d, * ) is a differential algebra.
Step 1. If there are y and z, such that s z ∈ J and t y ∈ U , then we will show that
Step 3. We will check that
First note that these steps suffice to conclude that (F, d, * ) is a differential algebra:
If there are y and z, such that s z ∈ J and t y ∈ U , then apply Step 1 and (M2.i). Otherwise, by symmetry we may assume that t i / ∈ U for all i. In this case we apply (repeatedly if necessary) (M4), Step 2, and Step 3.
Bellow we prove the three steps.
Step 1. As A and B play symmetric role, it is sufficient to prove that d(A(J)) * B(U ) = 0 provided that there are y and z, such that s z ∈ J and t y ∈ U . Note that in this case
by the definition of the differential. First we assume that j i is not a transforming element from A to B. Hence by (M2.i) it follows that θ i = 0, and we will see that χ i = 0 as well. Set g j i = g(lcm(a (j i ) , b)). If s z and t y are still transforming elements from A (j i ) to B and from B to A (j i ) , respectively, then again by (M2.i) we conclude that χ i = 0. Suppose that s z is still a transforming element from A (j i ) to B, but t y is not. Hence by (2.5) we get s z ≤ max(g j i ) ≤ t y ∈ U .
Therefore s z ≤ max(U ). By (M2.ii) and (M3) it follows that χ i = 0. The same argument (by symmetry) shows that χ i = 0 if t y is a transforming element, but s z is not. The last case we have to consider is when both s z and t y are not transforming elements from A (j i ) to B and from B to A (j i ) , respectively. On the one hand any transforming element from A (j i ) to B is less or equal to max(g j i ) ≤ t y ≤ max(U ); on the other hand any transforming element from B to A (j i ) is less or equal to max(g j i ) ≤ s z ≤ max(J). Then by (M2) and (M3) it follows that χ i = 0. Thus, when j i is not a AB-transforming element we have that θ i = χ i = 0.
It remains to consider the case when j i is a transforming element from A to B. By (2.4) we see that the meet of A (j i ) and B is the same as the meet of A and B. Hence the transforming elements from B to A (j i ) coincide with the transforming elements from B to A, and t y is one of them. Therefore, by (M2.i) or (M2.iii) it follows that θ i = χ i . So
Step
by the definition of the differential.
First we will prove that L = 0 provided that s ∈ J. The vanishing of ρ i = 0 for all i follows by (M4). Consider η i . Note that (M4) can be applied, because by (2.5) the transforming elements from B (u i ) to A are also transforming elements from B to A. If s ≤ u i then by (2.5) it follows that s is the first transforming element from A to B (u i ) .
Hence by (M4) we obtain that η i = 0. Next assume that s > u i . Since u i is not a BA-transforming element, we have that (A,
Then the first transforming element from A to B (u i ) is u i . Therefore, by (M4) we have the equality
Again by (2.5) we see that either s is the first transforming element from
or A (u i ) is the meet of A (u i ) and B (u i ) . In the former case A (u i ) (J) * B (u i ) (U i ) = 0 by (M4). In the latter case any transforming element from B (u i ) to A (u i ) is less or equal to
iii or iv) and (M3). Thus, the following equality holds
Therefore by (M3) we get that η i = (−1) m−1 δ i,m bA(J, U ) which yields the expression
Next we consider the difference λ i − ζ i . If j i = s then by (M4) and (M3)
Thus, when s = j i we obtain the relation
Now suppose that j i = s. Then by (M4) it follows that λ i = 0 and we will show that ζ i vanishes as well. By (2.5) either s is the first transforming element from A (j 1 ) to B, or A (j 1 ) is the meet of A (j 1 ) and B. In the former case by (M4) we get ζ i = 0. In the latter case, note that all transforming elements from B to A (j i ) are less or equal to max(a (j i ) ) ≤ s ≤ max(J). Hence by (M2 iii or iv) and (M3) we conclude that ζ i = 0. Thus,
Using the fact that δ J = 1, (5.1), and the established expressions for λ i , ζ i , ρ i , and η i we obtain that
So in the case s ∈ J we have that L = 0.
It remains to consider the case when s / ∈ J.
Using the definition of the differential and (5.1) we see that in order to show L = N we have to check that
and the chain from
. Therefore by (M2.ii), (M2.iv), and (M3) we obtain that
We would like to remark here that the above argument and expression hold even if j i ≥ max(A ); then the chain from A to A (j i ) is A , and on the other hand the term A (J, U )
vanishes. In order to compute ω i it remains to compute A (j i ) (J i ) * B(U ). By (2.5) either s is the first transforming element from A (j i ) to B or A (j i ) is the meet of A (j i ) and B.
Applying (M4) we get the equality
therefore j i is an AB-transforming element; so again s ≤ j i ≤ max(U ). By (M3) we see that the product A (j i ) (J i ) * A (j i ) (U ) vanishes and the above equality can be written as
apply (M2.i) or (M2.iii) to obtain the same relation. Thus, we have that
if j i ∈ U . Now we are ready to compute ω i . Using (2.1), (5.3) and the established expressions we conclude that
This gives the equality
Looking at (5.2) we see that it remains to compare η i and ξ i . We consider two cases: when s ≤ u i and when s > u i . Assume that s ≤ u i . By (2.3) we have that g(A,
is A, A , A (u i ) . Applying (M4) to (5.4) we see that ξ i can be expressed as
By (M3) it follows that
A (J, U ). Also (2.5) shows that the first transforming element from A to B (u i ) is s. Hence by (M4) we get
Now consider the other case, namely when s > u i . Again from (2.3) we have that the meet of A and A (u i ) is A (u i ) . Therefore, the chain from
Hence applying (M2,ii) and (M4) we conclude that
Since u i is not a transforming element from B to A, it follows that
; hence u i is the first transforming element from A to B (u i ) and also the transforming elements from B (u i ) to A are transforming elements from B to A. Then (M4) and (M3) imply that
Then we can express
As u i is not a transforming element from B to A we see that x (A, B) ) (u i ) , hence u i and s are the first transforming elements from A to B (u i ) . Also the transforming elements from B (u i ) to A are transforming elements from B to A. Therefore we can apply twice (M4) to get that
From (5.6) and (5.7) we conclude that
This equality combined with (5.5) yields
The above relation is equivalent to the relation (5.2) which we had to prove.
Step 3. We will show that
A(J, s, U ). In the latter case by the definition of the differential we get (5.8)
We want to prove that
. First we will compute X and then at the end of the proof we will compare it to d(Y ). Set
. Next we will compute τ . By (2.3) the meet of A and
, and the chain from A to A (j i ) is A , A (j i ) . Hence by (M1), (M2), and (M3) we get
Therefore, we obtain the following expression for τ :
Next we will compute ψ, so consider
the computation of ψ i splits into the following three cases: when s > u m ,when u m ≥ s > u m−1 , and when u m−1 ≥ s. Let s > u m . Then
and for i = m we have
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In the second case when the inequalities u m ≥ s > u m−1 hold, we get
and ψ i = 0 for i = m. In the third case when u m−1 ≥ s, we obtain
and ψ i = 0 for i = m. These provide an expression for ψ. Finally, we compute σ and ϕ. The expressions for them are as follows:
Using the expressions for σ, τ, ϕ, and ψ we express
and comparing to (5.8) see that X = d(Y ). The different cases are summarized below (We have used (2.1) to simplify the coefficients.): If s > max(U ) and s ∈ J, say s = j l , then
If s > max(U ), s / ∈ J, and J ∩ U = ∅, then
If s > max(U ), s / ∈ J, and J ∩ U = ∅, say j i = u l , then
If u m ≥ s > u m−1 , s / ∈ J, and J ∩ U = ∅, then
If u m ≥ s > u m−1 , s / ∈ J, and J ∩ U = {u m }, then
If u m−1 ≥ s, s / ∈ J, and J ∩ U = ∅, then
If u m−1 ≥ s, s / ∈ J, and J ∩ U = {u m }, then
Associativity
We will use the notation introduced in Sections 2 and 5.
Second part of the proof of (2.2). We will prove that * is an associative multiplication on F. We consider the lexicographic order on the set of monomials in S defined by x r > x r−1 > · · · > x 2 > x 1 . This induces order on the set {A | a is a generator of I} ⊂ F 1 . Note that A (v) < A for any v < max(A). Then, we order the set {{A, B, C} | a, b, c are generators of I} lexicographically, as follows: Let A ≥ B ≥ C and A ≥ B ≥ C . Then {A, B, C} > {A , B , C } if either A > A , or A = A and B > B , or A = A , B = B , and C > C . We will prove that * is associative by induction. Given {A, B, C} assume that * is associative for all products of the type A (J) * B (J) * C (P ), where {A , B , C } < {A, B, C} and J, U, P are finite sequences of different natural numbers. We will show in two steps that (6.1)
Step 1. A(P ) * (A(J) * B(U )) = 0.
Step 2. Let A be not the meet of A and B.
First we will show that the above two steps suffice to prove (6.1): Suppose that A ≥ B ≥ C. If A > B then by Step 2 we have that (A(J) * B(U )) * C(P ) = A(J) * (B(U ) * C(P )). In this case also A > C, so we can apply Step 2 to the triple (A, C, B); this yields (A(J) * C(P )) * B(U ) = A(J) * (C(P ) * B(U )). So we obtained the two equalities in (6.1).
If A = B = C then all the products appearing in (6.1) are zero by (M1). It remains to consider the case when A = B > C. By (M1) the product (A(J) * A(U )) * C(P ) vanishes. Hence (6.1) follows by Step 1.
Bellow we prove the two steps.
Step 1. By (M2) it follows that the terms that may appear in the product A(J) * B(U ) are either of the form
(M3) we see that these are terms either of the form
Thus, in order to show that A(P ) * (A(J) * B(U )) vanishes, it is enough to prove that A(P ) * A i (J, s i+1 , U ) = 0 and A(P ) * B l (U, t l+1 , J) = 0.
First we consider the product κ i = A(P ) * A i (J, s i+1 , U ). By (2.6) the chain from A to A i is A, A 1 , . . . , A i . From (M2) it follows that the terms that may appear in κ i have the form aa i a n a n+1
A n (P ) * A n+1 (J, s i+1 , U ) for n < i. But these products vanish by (M3), because the transforming element from A n to A n+1 is s n+1 , which satisfies the inequality s n+1 < s i+1 ≤ max(J, s i+1 , U ).
Next we consider the product l = A(P ) * B l (U, t l+1 , J). But (2.6) shows that the first transforming element from B l to A is t l+1 . Therefore, applying (M2.i) or (M2.iii) we conclude that l = 0. So Step 1 is established.
The longest part of the proof is Step 2. We will need some more notation. Let H be the meet of B and C, and B =B 0 ,B 1 , . . . ,Bē = H be the chain from B to C, and C = C 0 , C 1 , . . . , Cf = H be the chain from C to B. Let q 1 ≤ · · · ≤ qē be the transforming elements from B to C, and w 1 ≤ · · · ≤ wf be the transforming elements from C to B.
The following lemma will be very useful: (6.2) Lemma. The left type terms in the product A(J) * B i (U, q i+1 , P ), which correspond to transforming elements smaller than s, vanish.
Proof. By (2.5) it follows that any transforming element from A toB i is either in {q 1 , . . . , q i } or a transforming element from A to B. Hence the transforming elements from A toB i , which are less than s are in {q 1 , . . . , q i }. Note that q 1 ≤ · · · ≤ q i+1 and apply (M3).
Step 2. This is the hardest step to prove. We will often use the following fact which is implied by (M2).
The terms which appear in the product B(U ) * C(P ) are either of left-type
or of right-type
C l (P, w l+1 , U ) with w l+1 > max(U ).
The proof splits into considering four cases. Case 1. Let s ∈ J. In this case A(J) * B(U ) = 0 by (M4). So (6.3) shows that it will be sufficient to prove that i = A(J) * B i (U, q i+1 , P ) = 0 and π l = A(J) * C l (P, w l+1 , U ) = 0.
First we consider i . Suppose that s is a transforming element from A toB i . Then applying either (M2.i) or (M2.ii) and (6.2) we conclude that i = 0. Now assume that s is not a transforming element from A toB i . Hence x (A,s)+1 s does not divide the meet of a andb i . By (2.3), it follows that s ≥ max (g(a,b i ) ). Therefore, any transforming element from A toB i , and fromB i to A is less or equal to s. Since s ∈ J, by (M3) it follows that all terms of right type in i vanish. By (6.2) we see that all terms of left type in i vanish. Thus i = 0.
Next we have to show that π l = 0. Note that {A, s} and {C l , w l+1 } play symmetric role since s ∈ J. So without loss of generality, we can assume that w l+1 ≤ s. If w l+1 = s then J ∩ {P ∪ {s} ∪ U } = ∅ so by (M2) and (M3) it follows that π l = 0. Let the inequality w l+1 < s hold. As w l+1 is a transforming element from C l to B we have that x (C l ,w l+1 )+1 w l+1 divides b. But s is the first transforming element from A to B, hence x (C l ,w l+1 )+1 w l+1 divides a. Therefore either w l+1 is a transforming element from C l to A, or all transforming elements from C l to A and from A to C l , are less than w l+1 < s. In the former case, there are only right type terms in π l corresponding to transforming elements ≤ w l+1 < s ≤ max(J), and they vanish by (M3). In the latter case again by (M3) we get π l = 0.
Before considering the rest of the cases, we want to remark that by (2.7) it follows that:
The chains fromB i to A and fromB i to A coincide.
Case 2. Let s / ∈ J, t y+1 ∈ U , and t l / ∈ U for l ≤ y. M2,iii) . By induction hypothesis we have that (A (J) * B(U )) * C(P ) = A (J) * (B(U ) * C(P )). So in this case we have to prove that
, and ϑ l = A (J) * C l (P, w l+1 , U ). By (6.3) we see that it is sufficient to prove that ε i = ε i and ϑ l = ϑ l with l such that w l+1 > max(U ). First we compare ε i and ε i . By (M3) we conclude that either t y+1 is not a BCtransforming element, or B(U ) * C(P ) has only left-type terms corresponding to transforming elements less or equal to t y+1 .
Let s be a transforming element from A toB i . On the other hand by (2.4) the transforming elements from A toB i are s and the transforming elements from A toB i . Hence if U ∪ {q i+1 } ∪ P contains a transforming element fromB i to A then ε i = a a ε i by either (M2.i) or (M2.iii). Suppose that U ∪ {q i+1 } ∪ P does not contain a transforming element fromB i to A. Therefore t y+1 ≥ max (the meet of A andB i ) ≥ s. As t y+1 ∈ U by (M3) it follows the vanishing of all left-type terms in ε i and in ε i , which correspond to transforming elements less or equal to s. Besides, note the coincidence of the left-type terms in ε i and ε i , which correspond to transforming elements greater than s. In view of (6.4) we conclude that ε i = a a ε i . Above we considered the case when s is a transforming element from A toB i , now assume that it is not.Therefore s ≥ max (the meet of A andB i ). Hence every transforming element from A toB i is smaller than s. By (6.2) left(ε i ) = 0. On the other hand by (2.3) the meet of A andB i is the same as the meet of A andB i . Hence the transforming elements from A toB i are the transforming elements from A toB i ; these elements are less or equal to q i+1 , as it is seen in the proof of (6.2). Therefore, (M3) yields left(ε i ) = 0. In view of (6.4) we get the desired equality ε i = a a ε i . Next we compare ϑ l and ϑ l , for l such that w l+1 > max(U ). If x (B,t y+1 )+1 t y+1 divides c l , then either t y+1 is a transforming element from B to C, or all transforming elements from C l to B are less or equal to t y+1 . In the former case, by (M2.ii) there are no right-type terms in the product B(U ) * C(P ). In the latter case, as t y+1 ∈ U we have w l+1 ≤ max(U ). So in both cases ϑ l and ϑ l do not appear as terms in the considered product B(U ) * C(P ).
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We considered above the case when x (B,t y+1 )+1 t y+1 divides c l . Assume further the opposite.
But t y+1 is a transforming element from B to A, so x (B,t y+1 )+1 t y+1 divides a. Hence either t y+1 is a transforming element from C l to A or all transforming elements from C l to A and from A to C l are smaller or equal to t y+1 . In the former case by (M2.iii) and in the latter case by (M3) it follows that all terms appearing in ϑ l are right-type terms corresponding to transforming elements from C l to A smaller or equal to t y+1 . The same argument works also for ϑ l as (A , t y+1 ) = (A, t y+1 ). Note that by (2.3) the C l A-transforming elements smaller than s coincide with the C l A -transforming elements smaller than s. This yields that ϑ l = a a ϑ l provided that either t y+1 ≤ s, or the chains from C l to A and from C l to A coincide. As t y+1 ∈ U and w l+1 > max(U ) it follows that the inequality s ≥ w l+1 implies s > t y+1 and then ϑ l = a a ϑ l . Next consider the case when w l+1 > s. As s is a transforming element from A to B we have that x Case 3. Let s ≤ max(U ), s / ∈ J, and t y / ∈ U for all y. By (M3) and (M4) it follows that A(J) * B(U ) = a a A (J) * B(U ). So as in Case 2 we will prove that ε i = a a ε i and ϑ l = a a ϑ l with l such that w l+1 > max(U ). As before, we first compare ε i and ε i . If s is not a transforming element from A toB i by (2.3) it follows that all transforming elements from A toB i are smaller than s. As s ≤ max(U ) by (M3) we conclude that left(ε i ) = 0. Also by (2.7) we have that the meet of A andB i is the same as the meet of A andB i . Hence all transforming elements from A toB i are smaller than s ≤ max(U ). Therefore left(ε i ) = 0. Applying (6.4) we coincide that ε i = a a ε i . Suppose now that s is a transforming element from A toB i . By (6.4) right(ε i ) = a a right(ε i ). By (M3) we have the vanishing of the left-type terms in ε i and ε i , which correspond to transforming elements less or equal to s ≤ max(U ). Besides, the left-type terms in ε i and ε i , which correspond to transforming elements greater than s, are the same by (2.7). Hence left(ε i ) = a a left(ε i ). Thus, ε i = a a ε i . Next we compare ϑ l and ϑ l for l such that w l+1 > max(U ). As s is a transforming element from A to B it follows that x (A,s)+1 s divides b. But s ≤ max(U ) < w l+1 , so s is not a transforming element from C l to B. Therefore, x (A,s)+1 s divides c l . By (2.3), we see that the meet of A and C l is the same as the meet of A and C l . Hence right(ϑ l ) = a a right(ϑ l ). The left-type terms in ϑ l and ϑ l , which correspond to transforming elements greater than s, are the same. As s < w l+1 by (M3) we obtain the vanishing of the left-type terms in ϑ l and ϑ l , which correspond to transforming elements less or equal to s. Hence left(ϑ l ) = (v) , and l ∈ P . Let one of the following conditions be satisfied:
(1) l is a transforming element from C to A and from C toĀ.
(2) all transforming elements from A to C, from C to A, fromĀ to C, and from C toĀ, are less or equal to l.
Proof. By (2.5) any transforming element from A to C is either v or a transforming element fromĀ to C. As v / ∈ J we conclude that J contains a transforming element from A to C if and only if J contains a transforming element fromĀ to C, and when this happens by (M2) we get that (A(J) − a a (v)Ā (J)) * C(P ) = 0. Further, assume that J contains no transforming elements from A to C. Either condition (2) is satisfied and (M3) can be applied, or condition (1) is satisfied and (M2.iii) can be applied. Thus, we have that the products A(J) * C(P ) and a a A (J) * C(P ) contain only right-type terms corresponding to transforming elements smaller than l. But the transforming elements from C toĀ, and from C to A, which are smaller than l are the same.
Case 4. Let s / ∈ J, s > max(U ), and t y / ∈ U for all y. Then applying (M3) and (M4) we obtain that
By the induction hypothesis (A (J) * B(U )) * C(P ) = A (J) * (B(U ) * C(P )). So in order to prove that (A(J) * B(U )) * C(P ) = A(J) * (B(U ) * C(P )) we will establish the equality
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We consider two cases depending on whether C is the meet of B and C.
Case 4a. Let s / ∈ J, s > max(U ), t y / ∈ U for all y, and C be the meet of B and C. Set m = sup{i | q i < s}. Then by (2.3) it follows that the transforming elements from A to C are either (i) q n 1 ≤ · · · ≤ q nũ for someũ ≤ m, and in this case s ≥ max (g(a, c) ), or (ii) q n 1 ≤ · · · ≤ q nũ ≤ s ≤ . . . for someũ ≤ m. If (i) holds then all transforming elements from C to A are less or equal to s. Set u = max{i | s < max(Ā i ), i < m} + 1 and p = min{i | q n i+1 > max(P )}, then by (M2) and (M3) we get
if there exists at y+1 ∈ P c a zāpĀ p (J, s, U ) * Ā z (P ) if there exists q n z+1 ∈ J ∪ U with z ≤ u, q n l / ∈ J ∪ U for l ≤ z,t i / ∈ P for all i c a nāpĀ p (J, s, U ) * Ā u (P ) otherwise.
And if (ii) holds then by (M2.i) or (M2.ii) we obtain the same formula as above. Note thatĀ l (J, s, U ) * Ā l+1 (P ) =      0 if q n l ≤ max(P ) a l+1 x q+1Ā l (J, s, U, q n l+1 , P ) otherwise.
Thus, A(J, s, U ) * C(P ) is the sum of terms (6.8) ac x q n l+1ā n lĀ l (J, s, U, q n l+1 , P ) for which non of the following conditions hold:
(1) q n l ≤ max(P ), (2) l ≥ u,
there exists a q n z+1 ∈ J ∪ U with z ≤ l, (4) there exists at y+1 ∈ P , (5) q n l ≥ s. By (M2.ii) or (M2.iv), and (M3) we obtain that (6.9) B(U ) * C(P ) = i≤v bc b ibi+1B i (U ) * B i+1 (P ) = i≤v; q i >max(P )
where v is such that q v+1 ∈ U and q l / ∈ U for all l ≤ v (we set v = ∞ if q l / ∈ U for all l). So in order to prove (6.7) we consider i = A(J) * B i (U, q i+1 , P ) and υ i = a a A (J) * B i (U, q i+1 , P ) for i such that q i > max(P ) . We will prove that i − υ i = 0 provided i satisfies any of the conditions in (6.8).
Let i ≥ m, so q i+1 ≥ s. Then by (6.5) we have that i − υ i = 0. For the rest of the argument suppose that i < m.
By (2.4) the meet of B and A is the same as the meet of B and A . As q l < s for l ≤ i we have (A, q l ) = (A , q l ), so by (2.3) we obtain that the meet ofB i and A is the same as the meet ofB i and A . Also recall that by (2.5) any transforming element from A toB i is either s or a transforming element from A toB i ; as s / ∈ J this implies that J contains a transforming element from A toB i if and only if J contains a transforming element from A toB i . Hence right( i ) =right(υ i ). The left-type terms in i and υ i which correspond to transforming elements greater than s coincide. So we need to consider the left-type terms corresponding to transforming elements less or equal to s.
Suppose that q i+1 is not an AC-transforming element, then (A, q i+1 ) = (C, q i+1 ) > (B i , q i+1 ). Therefore either q i+1 ≥ max(g(a,b i )) = max(g(a ,b i )) or q i+1 is a transforming element fromB i to A and fromB i to A . In the latter case i = υ i = 0 by (M2.iii). In the former case all AB i -transforming elements and A B i -transforming elements are smaller or equal to q i+1 , so by (M3) we see that left( i ) =left(υ i ) = 0. Thus, i − υ i vanishes.
If there is aB i A-transforming element in P then i − υ i vanishes. Note that aB i Atransforming element is either a CA-transforming element or is in {q i+1 , . . . , qf } or t y+1 ≥ g(A, C). But q i+1 ≥ q i > max(P ), so if there is aB i A-transforming element in P then either there exists at y+1 ∈ P or max(P ) is greater or equal to any transforming element from A to C. Also we remark that if there exists at y+1 ∈ P thent y+1 is aB i Atransforming element in P : otherwiset y+1 would have been equal to some q l for l > i and then q l ≥ q i > max(P ) would have been a contradiction.
Another important remark is that the AB i -transforming elements less or equal to s are the AC-transforming elements less than q i+1 . Thus, i − υ i vanishes provided i satisfies any of the conditions in (6.8). Otherwise as s > q i+1 and q l < q i+1 for l ≤ i, by (M2) and (M3) we obtain that i − υ i = ab ī a i x sĀ i (J, s, U, q i+1 , P ). Combining this with (6.8) and (6.9) finishes the proof in this case.
Case 4b. Let C be not the meet of C and B. As A is not the meet of A and B we have that A and C play symmetric role. So we can assume that s / ∈ J, w / ∈ P , s > max(U ), w > max(U ), t y / ∈ U for all y, q n / ∈ U for all n; if some of these conditions is not satisfied than one of cases 1-3 holds. Then by (M4) (B(U ) * C(P )) = c c 1 (B(U ) * C (P )) + b x w (−1) (|U |+1)(|P |+1) C(P, w, U ).
By the induction hypothesis we can assume that (6.7) holds for {A, B, C }, that is b x s A(J, s, U ) * C (P ) = (A(J) − a a A (J)) * (B(U ) * C (P )).
Square-free 0-Borel fixed ideals were introduced recently by Aramova, Herzog and Hibi in [AHH] . A minimal free resolution of S/I similar to the Eliahou-Kervaire resolution, is constructed in [AHH, (2.1)] . Using this we prove the following: (7.1) Theorem. Let Q be a square-free 0-Borel fixed ideal. Then the minimal free resolution G of S/Q has a commutative associative differential graded algebra structure. The multiplication on G is multi-graded and the product of any two elements is in (x 1 , . . . , x r )G.
Proof. Let I be the smallest 0-Borel fixed ideal containing Q and F be the minimal free resolution of S/I. By [AHH, (2. 1)] we see that G is the subcomplex of F generated by the square-free basic elements. Furthermore, by (1.1) there is a commutative associative differential graded algebra structure on F. We will show that the product of two squarefree basic elements in F is expressed in terms of square-free basic elements. This means that G is a subalgebra of F.
Let a and b be two generators of Q. First note that the meet of a and b is square-free because lcm(a, b) is square-free. Therefore all elements in the chains between A and B are square-free. By (M2) it follows that it is enough to verify that (M3) preserves the square-free property.
Let A(J) and A (U ) be square-free. We have to check that A(J, s, U ) is square-free if s > max(U ). If either s ∈ J or J ∩ U = ∅ then A(J, s, U ) vanishes. As max(U ) < max(A ) and A (U ) is square-free, we conclude that A(U ) is square-free. Also note that x s does not divide a because a is square-free. Therefore A(J, s, U ) is square-free as desired.
