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ABSTRACT
We study the spectrum of certain discontinuous Galerkin (DG) methods of linear convection-
diffusion PDEs. Specifically, we consider DG methods for a first order advection equation and
for a second-order diffusion equation. Tight upper and lower bounds that we derive for the
spectrum can be used as quantifiers of the dissipation of the numerical solution and have
implications for stability of the numerical scheme.
1CHAPTER 1. INTRODUCTION
1.1 Overview of the thesis
In this work we study the spectrum of discontinuous Galerkin (DG) methods of linear
convection-diffusion equations that belong to a general class of linear partial differential equa-
tions of the form 
ut(x, t) = P (∂/∂x)u(x, t), x ∈ Ω, t > 0
u(x, 0) = f(x) x ∈ Ω,
(1.1)
with appropriate boundary conditions on ∂Ω, and Ω ⊆ Rd. Here P (∂/∂x) is a differential
operator of some order m ≥ 0 defined as
P (∂/∂x) =
∑
|ν|≤m
AνD
ν .
Aν are complex constant coefficients, ν is a multi-index ν = (ν1, ..., νd) with nonnegative integer
components and |ν| = ν1 + ...+ νd, and Dν is defined as
Dν =
∂|ν|
∂xν11 ...∂x
νd
d
.
It is well known that even for well-posed PDEs, numerical dissipation is often a vital factor
to ensure the desired convergence of the numerical method. Such numerical dissipation will
usually decrease when the order of accuracy of the numerical scheme increases. Therefore it is
desirable to quantify the amount of numerical dissipation for higher order schemes. This is the
main objective of this work.
In Chapter 2 we focus on the numerical method for a linear advection equation. In [4]
spectrum of such a method is studied using a different approach. In Chapter 3 we consider a
numerical method developed in [6], where spectrum analysis remains so far unavailable.
2To begin we review well-posedness theory for (1.1) (Section 1.2 below), discuss the concept
of numerical dissipation (Section 1.3), followed by a more precise formulation of our problem
for DG methods (Section 1.4).
1.2 Well-posed problems
For problem (1.1) to be well posed it must have a unique solution that depends continuously
on the problem’s data. In other words, small perturbations of the initial data should not
dramatically change the solution.
One motivation for a definition of well-posedness follows from applying Fourier analysis to
the solution of (1.1). If we assume f(x) to be smooth and to be 2pi periodic, then we can
express f(x) as a convergent Fourier series,
f(x) =
∞∑
ω=−∞
ei〈ω,x〉f̂(ω),
where 〈ω, x〉 = ∑di=1 ωixi is the inner product between ω and x, and ω is a vector with integer
components. Note that
P (∂/∂x)ei〈ω,x〉û(ω, t) = P (iω)ei〈ω,x〉û(ω, t),
where
P (iω) :=
∑
|ν|≤m
Aν
d∏
i=1
(iωi)
νi .
The following definition and theorem can be found in [2].
Definition 1. Problem (1.1) is well posed if there are constants K and α independent from ω
such that
|eP (iω)t| ≤ Keαt ∀t ≥ 0 and ∀ω.
Theorem 1. Problem (1.1) is well posed if and only if
||u(·, t)||2L2 ≤ K2e2αt||u(·, 0)||2L2 .
Suppose that problem (1.1) satisfies Definition 1.1. If we assume u(x, t) =
∑∞
ω=−∞ e
i〈ω,x〉û(ω, t),
inserting u(x, t) into problem (1.1) and solving the resulting ODE for û(ω, t) yields
û(ω, t) = eP (iω)tf̂(ω).
3Since |eP (iω)t| is bounded, u(x, t) can be written as the convergent series
u(x, t) =
∞∑
ω=−∞
ei〈ω,x〉eP (iω)tf̂(ω).
Note that if the problem is well-posed we have a unique solution as defined above.
Recall Parseval’s relation, which gives that the sum of the squares of the Fourier coefficients
of a function is equal to the L2-norm of the function. If we assume that u(x, t) is well-posed,
then
||u(·, t)||2L2 =
∞∑
ω=−∞
|û(ω, t)|2
=
∞∑
ω=−∞
|eP (iω)tf̂(ω)|2
≤
∑
ω
|eP (iω)t|2
∞∑
ω=−∞
|f̂(ω)|2
≤ K2e2αt||u(·, 0)||2L2 .
Conversely, ||u(·, t)||2L2 ≤ K2e2αt||u(·, 0)||2L2 requires that |eP (iω)t| ≤ Keαt.
Well-posedness immediately implies that the problem is continuously dependent on the
initial data. To see this consider a perturbation to the initial data, u˜(x, 0) = f(x) + δg(x)
where 0 < δ << 1, and ||g(·)||L2 = 1. The solution resulting from the perturbed data can be
expressed as
u˜(x, t) =
∞∑
ω=−∞
ei〈ω,x〉eP (iω)t
(
f̂(ω) + δĝ(ω)
)
.
Then
||u˜(x, t)− u(x, t)||2L2 = δ2
∞∑
ω=−∞
|eP (iω)tĝ(ω)|2
≤ δ2K2e2αt
∞∑
ω=−∞
|ĝ(ω)|2
= δ2K2e2αt.
For perturbations δ of the initial data sufficiently small, the change in the solution is of order
δ.
41.3 Numerical dissipation
Recall a numerical method to approximate the solution to a partial differential equation
is consistent if when we take the mesh size to zero, the numerical approximation of the PDE
becomes exact. For a consistent finite difference method for a well-posed linear initial value
problem, the method is convergent if and only if it does not magnify perturbations or errors,
i.e. is stable.
Numerical dissipation can be added to a numerical method to ensure stability of the method,
guaranteeing that computational and other errors do not accumulate, preventing potential
blow-up of the numerical approximation. To illustrate the role of numerical dissipation, we
will consider the application of a naive numerical method to the first order linear advection
equation, and how for certain mesh-sequences, the numerical approximation blows-up. The
method can be made stable for certain meshes with the introduction of a diffusion term, which
introduces numerical dissipation.
In particular consider the linear advection equation
ut = ux,
u(x, 0) = f(x),
for x ∈ Ω, t ≥ 0 (1.2)
assuming that f(x) is smooth and 2pi periodic. Suppose we can express f(x) as one Fourier
waveform,
f(x) = eiωxf̂(ω).
With the aim to find a solution of the form,
u(x, t) = eiωxû(ω, t),
we insert this form into problem (1.2), and solve the resulting ODE, yeilding,
û(ω, t) = eiωtû(ω, 0) = eiωtf̂(ω).
Therefore,
u(x, t) = eiωxû(ω, t) = eiω(x+t)f̂(ω) = f(x+ t).
5Now considering the general case, where
f(x) =
∞∑
ω=−∞
eiωxf̂(ω),
by the superposition principal,
u(x, t) =
∞∑
ω=∞
eiω(x+t)f̂(ω) = f(x+ t).
For a fixed t ≥ 0, Parseval’s relation gives
||u(·, t)||2L2 =
∞∑
ω=−∞
|eiωtf̂(ω)|2
=
∞∑
ω=−∞
|f̂(ω)|2
= ||f(·)||2L2 .
We see for the continuous solution u to problem (1.2), ||u(·, t)||2L2 = ||f(·)||2L2 . At first
glance it would seem reasonable to seek a numerical approximation v to (1.2) such that also
||v(·, t)||2L2 = ||f(·)||2L2 . For such a case we can consider a partial discretization of problem (1.2).
Let the space-step be defined as h = 2piN+1 , and xj = jh, j ∈ Z. Here vj = vj(t) = v(xj , t).
Then using the semi-discrete scheme,
d
dt
vj =
vj+1 − vj−1
2h
.
Multiplying both sides by 2vj and summing over all j yields
d
dt
∑
j∈Z
vj =
∑
j∈Z
vj+1vj − vjvj−1
h
= 0.
Thus we have that
∑
j∈Z
u2j (t) =
∑
j∈Z
v2j (0) =
∑
j∈Z
f2j .
Even though this scheme preserves the non dissipative property of the original problem, such
a scheme allows for a blow-up of the numerical solution, yielding the approximation potentially
useless. To see this we will consider a full discretization of problem (1.2). Let the time-step be
k > 0. Now each grid-point of the mesh can be written as (xj , tn) := (jh, nk). v
n
j denotes the
numerical approximation to the problem at (xj , tn), i,e, v
n
j = v(xj , tn).
6Introducing a forward difference in time to the semi-discrete scheme above, a numerical
approximation to problem (1.2) can be written as
vn+1j = v
n
j +
k
2h(v
n
j+1 + v
n
j−1),
v0j = fj , j ∈ Z.
(1.3)
To analyze the solution analytically, suppose that the initial data fj can be written as a
single Fourier waveform,
fj = e
iωxj f̂(ω), j = 0, 1, 2, ...
Let µ = kh , ξ = ωh, Q̂ = 1 + iµ sin(ξ) and plug v
n
j = e
iωxj v̂n into (1.3) to yeild
eiωxj v̂n+1(ω) =
(
eiωxj +
µ
2
(
eiωxj+1 − eiωxj−1)) v̂n(ω)
= (1 + iµ sin(ξ)) eiωxj v̂n(ω)
= Q̂eiωxj v̂n(ω).
By expanding the above recursion backwards, we find that
v̂n(ω) = Q̂nv̂0(ω) = Q̂nf̂(ω).
Thus our solution to (1.3) has the form
vnj =
(
1 + i
k
h
sin(ωh)
)n
eiωxj f̂(ω).
Unfortunately our naive discretization of the linear advection equation into finite differences
poses problems when we consider perturbations of the initial data. For instance, suppose for
0 <  << 1,
f̂(ω) =

, ω = N+14 ,
0, otherwise.
Then
v̂n
(
N + 1
4
)
=
(
1 + i
k
h
)n
.
7Since n = tnk , setting tn = 1, we get∣∣∣∣v̂1/k (N + 14
)∣∣∣∣2 = (1 + k2h2
)1/k
2.
If we consider any sequences of k and h where kh = µ > 0 remains fixed as k, h go to zero, then
lim
k→0
∣∣∣∣v̂1/k (N + 14
)∣∣∣∣ =∞,
producing blow-up of the numerical approximation.
Here Q is called the amplification factor for the method, and in general, if a numerical
method can be written as vnj = Q
nv0j = Q̂
nf̂(ω)eiωx, the behavior of |Qn| will determine the
stability. This brings us to the following definition, which can be found in [3].
Definition 2. Given a numerical method vnj = Q
nv0j , for such sequences k, h→ 0 such that
sup
0≤tn≤T,k,h
|Qn| ≤ K(T )
the method is called stable.
This blow-up behavior of the method can be remedied if we add a discrete dissipative
term to the numerical method, that is we seek a method such that ||v(·, t)||2L2 ≤ ||f(·)||2L2 . In
particular, consider the method
vn+1j = v
n
j +
k
2h(v
n
j+1 + v
n
j−1) + σ
k
h2
(vnj+1 − 2vnj + vnj−1),
v0j = fj , j ∈ Z,
where σ k
h2
(vnj+1 − 2vnj + vnj−1) approximates σuxx. For small σ our approximation is still
appropriate for our original linear advection equation. We will choose σ, k, h so that |Q̂| ≤ 1,
making the method obviously stable along those sequences of k and h. By the same method
as above, the amplification factor of this method is
Q̂ = 1 + iµ sin(ξ)− 4σ sin2
(
ξ
2
)
.
Using the identities sin2(ξ) = 1− cos2(ξ) and cos2(ξ) = 1− 2 sin2
(
ξ
2
)
,
|Q̂|2 =
(
1− 4σµ sin2
(
ξ
2
))2
+ µ2 sin2(ξ)
= 1− 8σµ sin2
(
ξ
2
)
+ 16σ2µ2 sin4
(
ξ
2
)
+ 4µ2 sin2
(
ξ
2
)(
1− sin2
(
ξ
2
))
= 1− (8σµ− 4µ2) sin2
(
ξ
2
)
+ (16σ2 − 4)µ2 sin4
(
ξ
2
)
.
8If 0 < µ ≤ 2σ ≤ 1, then |Q̂| ≤ 1.
1.4 Discontinuous Galerkin method
The discontinuous Galerkin method is a finite element method used to numerically solve
boundary value problems. The method is formed relative to the weak-formulation of the prob-
lem, and works over a space of piece-wise continuous functions.
Consider the general initial value problem
ut(x, t) = P (∂/∂x)u(x, t),
u(x, 0) = f(x)
for (x, t) ∈ Ω× [0, T ] (1.4)
with appropriate boundary conditions on ∂Ω. First, problem (1.4) is rewritten in its weak
formulation, that is the equation is multiplied by an appropriate test function φ that satisfies
the boundary conditions, and by integration by parts, the derivatives are passed from u onto
the test function.
We then form a discrete version of the weak formulation by first a discretization of the
space-domain, Ω =
⋃
j Ij , where Ij = [xj−1/2, xj+1/2]. Now instead of working within an
appropriate Sobolev space of test functions, we use a discrete analogy,
Vmh := {v ∈ L2(Ω) : v|Ij ∈ Pm(Ij), Ω =
⋃
j
Ij},
where Pm is the space of polynomials up to degree m. Allow our numerical solution, denoted
uh, to be a linear combination of the basis functions of Vmh . Discretizing the weak formulation
of the problem, the problem becomes finding a uh such that∫
Ω
uhtvdx+ L(uh, v) = 0, ∀ v ∈ Vmh ,
where L(uh, v) includes the weak formulation of the spatial derivative portion of the problem
over Ω, and includes a numerical flux term at the boundary and all cell interfaces.
We seek to find some quantification of the dissipation introduced by the method through
finding the method’s spectrum. If we take v = uh, we have
d
dt
∫
u2hdx+ 2L(uh, uh) = 0.
9If we can obtain an estimate
0 < λ ≤ 2L(uh, uh)‖uh‖2L2
≤ Λ, (1.5)
for a pair of positive constants 0 < λ < Λ, then we can conclude that
d
dt
‖uh‖2L2 + λ‖uh‖2L2 ≤ 0 ⇒ ‖uh‖2L2 ≤ ‖u0h‖2L2e−λt (1.6)
and
d
dt
‖uh‖2L2 + Λ‖uh‖2L2 ≥ 0 ⇒ ‖uh‖2L2 ≥ ‖u0h‖2L2e−Λt. (1.7)
In the remainder of this thesis we show how an estimate of the type (1.6) and (1.7) can be
obtained for two specific numerical methods. In Chapter 2 we focus on the numerical method
for a linear advection equation. In Chapter 3 we consider a numerical method developed in [6].
Chapter 4 contains concluding remarks and directions for a future work.
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CHAPTER 2. SPECTRUM OF A DISCONTINUOUS GALERKIN
METHOD FOR A LINEAR ADVECTION EQUATION
2.1 Introduction and statement of the main result
Consider the one dimensional linear advection equation
ut + aux = 0
u(x, 0) = u0(x)
for x ∈ Ω, t > 0 (2.1)
and periodic boundary conditions on ∂Ω, with a > 0. Partitioning the domain Ω into equal
sized intervals of length h = xj+1/2 − xj−1/2, we have that
Ω =
N⋃
j=1
Ij with Ij = [xj−1/2, xj+1/2], j = 1, 2, ...N.
We wish to find a numerical approximation to (2.1), uh ∈ Vmh , such that∫
Ij
uhtvdx−
∫
Ij
auhvxdx+ aûhv|∂Ij = 0 j = 1, 2, ..., N, (2.2)
where,
ûh|xj+1/2 := u−h |xj+1/2
and v ∈ Vmh . Note that u± = lim→0+ u(x± ).
For such an approximation we have the following result.
Theorem 2. Let uh ∈ Vmh be such that (2.2) holds for any v ∈ Vmh and
ûh|xj+1/2 := u−h |xj+1/2 .
Then
‖ u0h ‖L2(Ω) e−
2a
h
(m+1)2t ≤‖ uh ‖L2(Ω)≤‖ u0h ‖L2(Ω) .
11
2.2 Proof of Theorem 2
Setting v = uh, (2.2) becomes
d
dt
∫
Ij
u2h
2
dx+ au−h u
−
h |xj+1/2 − au−h u+h |xj−1/2 −
a
2
u2h|∂Ij = 0. (2.3)
Then by the periodic boundary conditions,
u±h |x1/2 = u±h |xN+1/2 ,
and thus
N∑
j=1
u±h |xj−1/2 =
N∑
j=1
u±h |xj+1/2 . (2.4)
Let
D =
N∑
j=1
(
au−h u
−
h |xj+1/2 − au−h u+h |xj−1/2 −
a
2
u2h|∂Ij
)
.
Then
D =
N∑
j=1
au2
−
h |xj+1/2 −
N∑
j=1
au−h u
+
h |xj−1/2 −
a
2
N∑
j=1
u2
−
h |xj+1/2 +
a
2
N∑
j=1
u2
+
h |xj−1/2
=
a
2
N∑
j=1
au2
−
h |xj+1/2 −
N∑
j=1
au−h u
+
h |xj+1/2 +
a
2
N∑
j=1
u2
+
h |xj+1/2
=
a
2
N∑
j=1
(u−h − u+h )2|xj+1/2 ,
which is necessarily nonnegative.
Summing over all j on (2.3) and inserting the factor of one written as
∑N
j=1‖uh‖2Ij∑N
j=1‖uh‖2Ij
,
d
dt
N∑
j=1
‖ uh ‖2L2(Ij) +β
N∑
j=1
‖ uh ‖2L2(Ij)= 0
where
β =
a
∑N
j=1(u
−
h − u+h )2|xj+1/2∑N
j=1 ‖ uh ‖2L2(Ij)
. (2.5)
Since the set of Legendre polynomials, {pi}mi=0, forms an orthogonal basis for Pm, uh can be
written as
uh =
m∑
i=0
ci,jpi,
12
where j indicates the cell location, and ci,j ∈ R for i = 0, 1, ...,m. Recall that∫ 1
−1
pkpidξ =
2
2k + 1
δki,
where δki is the Kronecker delta function. Using the transformation of [xj−1/2, xj+1/2] to [−1, 1]
via the mapping x = xj +
h
2 ξ,
∑N
j=1 ‖ uh ‖2L2(Ij) becomes
h
2
N∑
j=1
‖ uh ‖2L2(−1,1) =
h
2
N∑
j=1
∫ 1
−1
m∑
i=0
ci,jpi(ξ)
m∑
i=0
ci,jpi(ξ)dξ
= h
N∑
j=1
m∑
i=0
c2i,j
1
2i+ 1
.
Additionally, since pi(1) = 1, pi(−1) = (−1)i, and by virtue of (2.4), quantity 2D becomes
a
N∑
j=1
(u−h − u+h )2|ξ=1 = a
N∑
j=1
(
m∑
i=0
ci,j −
m∑
i=0
(−1)ici,j+1
)2
.
Thus β can be explicitly written in terms of the coefficients of the Legendre polynomials,
β =
a
∑N
j=1
(∑m
i=0 ci,j −
∑m
i=0(−1)ici,j+1
)2
h
∑N
j=1
∑m
i=0 c
2
i,j
1
2i+1
. (2.6)
Recall the weighted Cauchy-Schwarz inequality that states if wk, k = 1, 2, ..., n, are positive
weights, then
( n∑
k=1
wkakbk
)2 ≤ n∑
k=1
wka
2
k
n∑
k=1
wkb
2
k. (2.7)
Let ci,j = ti,j(2i+ 1), for j = 1, 2, ..., N and i = 0, 1, ...,m. Then
β =
a
∑N
j=1
(∑m
i=0 ti,j(2i+ 1)−
∑m
i=0(−1)iti,j+1(2i+ 1)
)2
h
∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
(2.8)
≤
a
(∑N
j=1 2
{
(
∑m
i=0 ti,j(2i+ 1))
2 +
(∑m
i=0(−1)iti,j+1(2i+ 1)
)2})
h
∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
=
2a
(∑N
j=1 (
∑m
i=0 ti,j(2i+ 1))
2 +
∑N
j=1
(∑m
i=0(−1)iti,j+1(2i+ 1)
)2)
h
∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
.
Since
u+h |x1/2 = u+h |xN+1/2 ,
13
then
m∑
i=0
(−1)iti,1(2i+ 1) =
m∑
i=0
(−1)iti,N+1(2i+ 1).
Hence
N∑
j=1
(
m∑
i=0
(−1)iti,j+1(2i+ 1)
)2
=
N+1∑
j=2
(
m∑
i=0
(−1)iti,j(2i+ 1)
)2
=
N∑
j=1
(
m∑
i=0
(−1)iti,j(2i+ 1)
)2
.
Therefore, the right-most expression in (2.8) becomes
2a
(∑N
j=1 (
∑m
i=0 ti,j(2i+ 1))
2 +
∑N
j=1
(∑m
i=0(−1)iti,j(2i+ 1)
)2)
h
∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
. (2.9)
Applying the weighted Cauchy-Schwarz inequality (2.7) to (2.9),
(2.9) ≤
2a
(∑N
j=1
∑m
i=0(2i+ 1)
(∑m
i=0(2i+ 1)t
2
i,j +
∑m
i=0(2i+ 1)t
2
i,j
))
∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
=
4a
∑m
i=1(2i+ 1)
(∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
)
h
∑N
j=1
∑m
i=0 t
2
i,j(2i+ 1)
=
4a
h
m∑
i=0
(2i+ 1) =
4a
h
m(m+ 1) +
4a
h
(m+ 1) =
4a
h
(m+ 1)2.
Note that the parameter β introduced in (2.5) and (2.6) is nonnegative. Hence, by implications
(1.6) and (1.7), the result follows.
2.3 Comparison with the previous work
In [4], Krivodonova and Qin construct the matrix corresponding to the numerical method
(2.2) using the Legendre polynomials as a basis for the numerical approximation uh. In par-
ticular, the authors express uh as uh =
∑m
i=0 cj,ip
∗
i , where p
∗
i are the normalized Legendre
polynomials. Let c = [c0, c1, ..., cm]
T , where cj = [cj,0, cj,1, ..., cj,m]
T . Krivodonova and Qin
reduce the numerical method (2.2) with periodic boundary conditions to
c˙ =
a
h
Lc (2.10)
where L is a block matrix with entries determined by the method (2.2).
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From the characteristic polynomial of L and using the subdiagonal [m/m+1] Pade´ approx-
imation of e−z, Krivodonova and Qin derive estimates for the eigenvalues. It is conjectured
that largest modulus eigenvalue is real. They determine that the growth rates of the real com-
ponent of the eigenvalues is guaranteed to be bounded above by ah(m+ 1)(m+ 2). In addition,
Krivodonova and Qin provide an analytical proof showing that the growth rate of the largest
modulus eigenvalue, call it |λmax|, is less than ah(m+ 1)2, and via numerical simulations reach
to the conjecture that the growth rate is actually closer to an order of (m+ 1)1.75.
Using characterization (2.10) of the method,
d
dt
|c|2 = c˙T c + cT c˙
=
a
h
cTLT c +
a
h
cTLc
=
a
h
cT
(
LT + L
)
c
≥ −2a
h
|λmax||c|2,
where following from the result of Krivodonova and Qin, |λmax| < ah(m+ 1)2.
For comparison, letting cj = [c0,j , ..., cm,j ]
T , we can write uh =
∑m
i=0 ci,jpi = p
T cj. Thus
||uh||2L2(Ω) = cT
(∫ 1
−1
p · pTdξ
)
c
= cTMc
= cT

M1 0 ... 0
0 M2 ... 0
...
...
...
...
0 0 ... MN

c
where for k = 1, 2, ..., N ,
Mk =

1 0 ... 0
0 13 ... 0
...
...
...
...
0 0 ... 12m−1

.
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In this thesis we estimate β = 2L(uh,uh)||uh||2L2
, where β satisfies
d
dt
||uh||2L2(Ω) + β||uh||2L2(Ω) = cT
(
LTM +ML+ βM
)
c.
The question remains what is the precise relationship between our construction of θ and
the eigenvalues of L using L from characterization (2.10) of the method. Note that L is a real
matrix of size (m+ 1)2 × (m+ 1)2. Let c ∈ Cm+1 such that Mc is an eigenvector of LT with
nonzero eigenvalue µ. Consider the matrix equation
cT
(
LTM +ML+ βM
)
c = 0.
Multiplying on the right by c, on the left by cT , and using that cTML = (LTMc)T = (µMc)T =
µcTM , we arrive at
µcTMc + µcTMc + 2θcTMc = 0.
This implies θ = −Re(µ). Note that θ is nonnegative and the real parts of the eigenvalues of L
are non-positive. Hence, provided that the largest modulus eigenvalue is real and the order of
its magnitude is ah(m+ 1)
2, we know that 2ah (m+ 1)
2 ≤ βoptimal ≤ 4ah (m+ 1)2. We remark that
a natural feasible (satisfying periodic boundary conditions) modification of the optimal choice
of the Legendre polynomials suggested by our methods yields the estimate ah(m+ 1)
2.
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CHAPTER 3. SPECTRUM OF A DISCONTINUOUS GALERKIN
METHOD FOR A LINEAR DIFFUSION EQUATION
3.1 Introduction
We turn our attention to the one-dimensional linear diffusion equation
ut − uxx = 0
u(x, 0) = u0(x)
for (x, t) ∈ Ω× [0, T ] (3.1)
with periodic boundary conditions on ∂Ω.
Similarly as before, Ω =
⋃N
j=1 Ij , with mesh [xj−1/2, xj+1/2] of size h = xj+1/2−xj−1/2. We
will find a numerical approximation to (3.1), uh ∈ Vmh for m ≥ 0, such for any v ∈ Vmh ,∫
Ij
uhtvdx− ûhxv|∂Ij +∫
Ij
uhxvxdx+
1
2
[uh](vx)
−
xj+1/2
+
1
2
[uh](vx)
+
xj−1/2 = 0, (3.2)
with ∫
Ij
uh(x, 0)vdx =
∫
Ij
u0h(x)vdx. (3.3)
Here the numerical flux is defined as
ûhx = β0
[uh]
h
+ uhx + β1h[uhxx],
and β0, β1 are some coefficients chosen to guarantee stability of the scheme. Note that
[u] = u+ − u−, u = u
+ + u−
2
. (3.4)
This method is introduced in [6], and called Direct Discontinuous Galerkin (DDG) method
therein. The aim of this chapter is to study the range of the spectrum of this numerical
scheme.
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The rest of the chapter is organized as follows. Our main result (Theorem 3) is stated in
Section 3.2 below. In Section 3.3 we estimate the range of the spectrum by means of a functional
of certain Legendre polynomials. The desired lower and upper bounds for this functional are
obtained in, respectively, Section 3.4 and Section 3.5.
3.2 Spectral analysis
Setting v = uh, (3.2) becomes
d
dt
∫
Ij
u2h
2
dx− ûhxuh|∂Ij +∫
Ij
u2hxdx+
1
2
[uh](uhx)
−
xj+1/2
+
1
2
[uh](uhx)
+
xj−1/2 = 0. (3.5)
By the periodic boundary conditions, (2.4) holds in addition to
N∑
j=1
u±hx|xj−1/2 =
N∑
j=1
u±hx|xj+1/2 ,
N∑
j=1
u±hxx|xj−1/2 =
N∑
j=1
u±hxx|xj+1/2 . (3.6)
Therefore, by using identities (2.4) and (3.6),
N∑
j=1
(
1
2
[uh](uhx)
−
xj+1/2
+
1
2
[uh](uhx)
+
xj−1/2
)
=
N∑
j=1
1
2
[uh](uhx)
−
xj+1/2
+
N∑
j=1
1
2
[uh](uhx)
+
xj+1/2
=
N∑
j=1
1
2
[uh](u
+
hx + u
−
hx)xj+1/2
=
N∑
j=1
1
2
uhx[uh]xj+1/2 .
In addition,
−
N∑
j=1
ûhxuh|xj+1/2xj−1/2 = −
N∑
j=1
ûhxu
−
hxj+1/2
+
N∑
j=1
ûhxu
+
hxj−1/2
=
N∑
j=1
ûhx(u
+
h − u−h )xj+1/2 =
N∑
j=1
ûhx[uh]xj+1/2 .
Summing over all j on (3.5), and inserting a factor of one written as
∑N
j=1‖uh‖2Ij∑N
j=1‖uh‖2Ij
, we obtain
d
dt
N∑
j=1
‖ uh ‖2L2(Ij) +2θ
N∑
j=1
‖ uh ‖2L2(Ij)= 0,
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where
θ :=
∑N
j=1
{∫
Ij
u2hxdx+ (ûhx + uhx)[uh]xj+1/2
}
∑N
j=1 ‖ uh ‖2L2(Ij)
. (3.7)
In view of (1.6) and (1.7), our aim now is to derive a tight lower and upper bound for θ. To
accomplish this goal, we will employ the method similar to that of Chapter 2. Namely, using
Cauchy-Schwartz type inequalities we will express terms in the numerator and denominator
of the above formula for θ as linear combinations of the coefficients c2i,j and then apply the
inequality for the ratio of weighted sums of Lemma 1 given in Section 3.5. The following is the
main result for this chapter.
Theorem 3. Let uh ∈ Vmh be such that (3.2) with initial data (3.3) and numerical flux (3.4)
holds for any v ∈ Vmh . Define
κ(m) :=
1
12
m(m+ 1)(2m+ 1)(4m+ 5) + β0m
2 + |β1|m6
From [5], let β1 ∈ R and
β0 >
m2
2
(
1− β1(m2 − 1) + β
2
1
3
(m2 − 1)2
)
.
Then for some positive constant C,
‖ u0h ‖L2(Ω) e−
C
h2
κ(m)t ≤‖ uh ‖L2(Ω)≤‖ u0h ‖L2(Ω) .
3.3 Formula for θ in terms of the coefficients ci,j
We will next derive a representation of θ in terms of the coefficients ci,j from the Legendre
polynomial expansion of uh. Substituting the definition of ûhx into θ, the numerator of θ is∫
Ij
u2hxdx+ (ûhx + uhx)[uh]xj+1/2
=
∫
Ij
u2hxdx+
{
β0
[uh]
2
h
+ (2uhx + β1h[uhxx])[uh]
}
xj+1/2
. (3.8)
Transforming [xj−1/2, xj+1/2] to [−1, 1] via the mapping x = xj + h2 ξ, we have
ûhx = β0
[uh]
h
+ uhx + β1h[uhxx] = β0
[uh]
h
+
2
h
uhξ +
4β1
h
[uhξξ],
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and (3.8) becomes
2
h
∫ 1
−1
u2hξdξ +
4
h
{
β0
[uh]
2
4
+ (uhξ + β1[uhξξ])[uh]
}
ξ=±1
.
Thus θ can be written as
θ =
8
h2
∑N
j=1
{
1
2
∫ 1
−1 u
2
hξdξ +
{
β0
[uh]
2
4 + (uhξ + β1[uhξξ])[uh]
}
ξ=±1
}
∑N
j=1 ‖ uh ‖2L2(−1,1)
. (3.9)
In order to write θ in terms of the coefficients ci,j from the Legendre polynomial expansion
of uh, we will now carefully consider properties of Legendre polynomials. We can write uh in
terms of the Legendre basis polynomials,
uh(x) =
m∑
i=0
ci,jpi(ξ), x ∈ Ij , ξ = 2(x− xj)
h
,
where j indicates cell position. Recall the following Rodrigues formula for the Legendre poly-
nomial of order n :
pn(ξ) :=
1
2nn!
(
d
dξ
)n
(ξ − 1)n(ξ + 1)n.
Note that ∀k ∈ N such that 1 ≤ k ≤ 2n,
dk
dξk
(ξ − 1)n(ξ + 1)n =
k∑
j=0
(
k
j
)(
d
dξ
)j
(ξ − 1)n
(
d
dξ
)k−j
(ξ + 1)n.
When evaluated at ξ = ±1, all terms
(
d
dξ
)j
(ξ ∓ 1)n vanish for all j 6= n. Thus
pn(1) =
1
2nn!
(
d
dξ
)n
(ξ − 1)n(ξ + 1)n|ξ=1
=
1
2nn!
· n! · 2n = 1,
and
pn(−1) = 1
2nn!
(
d
dξ
)n
(ξ + 1)n(ξ − 1)n|ξ=1
=
(−1)n
2nn!
· n! · 2n = (−1)n.
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d
dξ
pn(1) =
1
2nn!
· (n+ 1)
(
d
dξ
)n
(ξ − 1)n d
dξ
(ξ + 1)n|ξ=1
=
1
2nn!
· (n+ 1) · n! · n · 2n−1 = n(n+ 1)
2
,
and
d
dξ
pn(−1) = 1
2nn!
· (n+ 1)
(
d
dξ
)n
(ξ + 1)n
d
dξ
(ξ − 1)n|ξ=−1
=
(−1)n−1
2nn!
· (n+ 1) · n! · n · 2n−1 = (−1)
n−1n(n+ 1)
2
.
d2
dξ2
pn(1) =
1
2nn!
(
n+ 2
n
)(
d
dξ
)n
(ξ − 1)n
(
d
dξ
)2
(ξ + 1)n|ξ=1
=
1
2nn!
· (n+ 2)(n+ 1)
2
· n! · n · (n− 1) · 2n−2
=
1
8
(n+ 2)(n+ 1)(n)(n− 1),
and
d2
dξ2
pn(−1) = 1
2nn!
(
n+ 2
n
)(
d
dξ
)n
(ξ + 1)n
(
d
dξ
)2
(ξ − 1)n|ξ=−1
=
(−1)n−2
2nn!
· (n+ 2)(n+ 1)
2
· n! · n · (n− 1) · 2n−2
=
(−1)n
8
(n+ 2)(n+ 1)(n)(n− 1).
With ddξpn(±1) and d
2
dξ2
pn(±1) explicitly known, we can now write uhξ(±1) and uhξξ(±1)
in terms of the coefficients ci,j from the Legendre polynomial expansion of uh. We get
uhξ(1) =
m∑
i=0
ci,j
d
dξ
pi(1) =
m∑
i=0
ci,j
i(i+ 1)
2
,
uhξ(−1) =
m∑
i=0
ci,j
d
dξ
pi(−1) =
m∑
i=0
ci,j
(−1)i−1i(i+ 1)
2
,
and
uhξξ(1) =
m∑
i=1
ci,j
d2
dξ2
pi(1) =
1
8
m∑
i=1
ci,j(i+ 2)(i+ 1)(i)(i− 1),
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uhξξ(−1) =
m∑
i=1
ci,j
d2
dξ2
pi(−1) = (−1)
i
8
m∑
i=1
ci,j(i+ 2)(i+ 1)(i)(i− 1).
Additionally, the derivative of the Legendre polynomial of some order n can be written
recursively in terms of the n − 2 order Legendre polynomial and the derivative of the n − 1
order Legendre polynomial,
d
dξ
pn(ξ) = [2(n− 1) + 1]pn−1(ξ) + d
dx
pn−2(ξ).
Expanding this recursive identity backwards,
d
dξ
pn(ξ) = [2(n− 1) + 1]pn−1(ξ) + d
dξ
pn−2(ξ)
= [2(n− 1) + 1]pn−1(ξ) + [2(n− 3) + 1]pn−3 + d
dξ
pn−4
...
=
bn−1
2
c∑
k=0
[2(n− 1− 2k) + 1]pn−1−2k(ξ).
The above formula specifies the representation of the derivative of any Legendre polynomial
pn of order n as a linear combination of lower ordered Legendre polynomials. Notice that only
polynomials whose orders are opposite in parity to n appear in the representation.
We are now in a position to deduce an explicit formula for θ in terms of the coefficients
ci,j . Consider one cell j = 1, . . . , N. First, using the recursive formula for the derivative of a
Legendre polynomial, we have
Kj,1 :=
1
2
∫ 1
−1
u2hξdξ
=
1
2
∫ 1
−1
 m∑
i=0
ci,j
b i−1
2
c∑
k=0
[2(i− 1− 2k) + 1]pi−1−2k
2 dξ.
In the above c0,j vanishes since c0,j is associated with the constant of order zero Legendre
polynomial, whose first derivative is zero. Next notice that for i ≥ 1,
b i− 1
2
c =

s− 1, if i = 2s, s ≥ 1
s− 1, if i = 2s− 1, s ≥ 1.
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Hence i− 1− 2k ranges to i− 1 from
i− 1− 2(s− 1) = i− (2s− 1)
=

1, if i = 2s,
0, if i = 2s− 1.
Setting t = b i−12 c − k and doing a shift of indices for when i is even,
1
2
b i−1
2
c∑
k=0
[2(i− 1− 2k) + 1]pi−1−2k(ξ) =
=

1
2
∑b i−1
2
c
t=0 [4t+ 1]p2t(ξ), i is odd,
1
2
∑b i−1
2
c
t=0 [4t+ 3]p2t+1(ξ), i is even.
Next we will simplify Kj,1 by taking advantage of the orthogonality property of the Legendre
polynomials. In particular, for j∗ = min{i, k} and both i, k odd,
1
2
b i−1
2
c∑
t=0
b k−1
2
c∑
l=0
[4t+ 1][4l + 1]
∫ 1
−1
p2t(ξ)p2l(ξ)dξ =
=
1
2
b j∗−1
2
c∑
t=0
[4t+ 1]2
∫ 1
−1
p22t(ξ)dξ
=
1
2
b j∗−1
2
c∑
t=0
[4t+ 1]2
2
4t+ 1
=
b j∗−1
2
c∑
t=0
[4t+ 1].
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In addition, for j∗ = min{i, k} and both i, k even,
1
2
b i−1
2
c∑
t=0
b k−1
2
c∑
l=0
[4t+ 3][4l + 3]
∫ 1
−1
p2t+1(ξ)p2l+1(ξ)dξ =
=
1
2
b j∗−1
2
c∑
t=0
[4t+ 3]2
∫ 1
−1
p22t+1(ξ)dξ
=
1
2
b j∗−1
2
c∑
t=0
[4t+ 3]2
2
4t+ 3
=
b j∗−1
2
c∑
t=0
[4t+ 3].
When we consider i, k of opposite parity, for instance without loss of generality for i even
and k odd,
1
2
b i−1
2
c∑
t=0
b k−1
2
c∑
l=0
[4t+ 1][4l + 3]
∫ 1
−1
p2t+1(ξ)p2l(ξ)dξ = 0
since 2t+ 1 6= 2l for any integers t, l.
Next, when i, k is even, j∗ = 2j′ and when i, k is odd, j∗ = 2j′ − 1, for some j′ ∈ N. Thus
b j∗−1
2
c∑
t=0
[4t+ 1] =
= 2(j′ − 1)j′ + j′
= (2j′ − 2)j′ + j′
= (j∗ − 1)j′ + j′
=
j∗2
2
+
j∗
2
,
and
b j∗−1
2
c∑
t=0
[4t+ 3] =
= 2(j′ − 1)j′ + 3j′
= (2j′ − 2)j′ + 3j′
= (j∗ − 2)j′ + j∗ + j′
=
j∗2
2
+
j∗
2
.
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Consequently, putting the above computations all together, we achieve an explicit formula
for Kj,1 only in terms of the coefficients from the Legendre polynomial expansion of uh. The
explicit formula is
Kj,1 =
m∑
i=2
i−1∑
k=1
ci,jck,j
(
k2
2
+
k
2
)
+
m∑
k=2
k−1∑
i=1
ci,jck,j
(
i2
2
+
i
2
)
+
m∑
i=1
c2i,j
(
i2
2
+
i
2
)
which simplifies to
Kj,1 = 2
m∑
i=2
i−1∑
k=1
ci,jck,j
(
k2
2
+
k
2
)
+
m∑
i=1
c2i,j
(
i2
2
+
i
2
)
. (3.10)
Remains to find an expression for{
β0
4
[uh]
2 + (uhξ + β1[uhξξ])[uh]
}
ξ=±1
in terms of the coefficients ci,j . Considering factors of the above quantity,
β0
4
[uh]
2
ξ=±1 =
β0
4
[
m∑
i=0
{
ci,j+1(−1)i − ci,j
}]2
,
uhξ[uh]ξ=±1 =
[
1
4
m∑
i=0
{
(−1)i−1ci,j+1 + ci,j
}
(i)(i+ 1)
]
·
[
m∑
i=0
{ci,j+1(−1)i − ci,j}
]
,
and
β1[uhξξ][uh]ξ=±1 =
[
β1
16
m∑
i=0
{
(−1)i−2ci,j+1 − ci,j
}
(i+ 2)(i+ 1)(i)(i− 1)
]
×
×
[
m∑
i=0
{ci,j+1(−1)i − ci,j}
]
.
Define
αi := (i)(i+ 1),
γi := (i+ 2)(i+ 1)(i)(i− 1),
and note that
m∑
i=0
αi =
m∑
i=0
(i+ i2) =
m(m+ 1)(m+ 2)
3
,
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and
m∑
i=0
γi =
m−1∑
i=1
i(i+ 1)(i+ 2)(i+ 3).
We have that
Kj,2 :=
{
β0
4
[uh]
2 + (uhξ + β1[uhξξ])[uh]
}
ξ=±1
=
β0
4
m∑
i=0
m∑
k=0
{
ci,j+1ck,j+1(−1)i+k − 2(−1)ici,j+1ck,j + ci,jck,j
}
+
1
4
m∑
i=0
m∑
k=0
{
ci,j+1ck,j+1(−1)i+k−1αi + ci,j+1ck,j(−1)i(αi + αk)− ci,jck,jαi
}
+
β1
16
m∑
i=0
m∑
k=0
{
ci,j+1ck,j+1(−1)i+kγi − 2ci,j+1ck,j(−1)i(γi + γk) + ci,jck,jγi
}
.
Taking the sum over all j,
N∑
j=1
Kj,2 =
N∑
j=1
m∑
i=0
m∑
k=0
ci,jck,j
{
β0
4
((−1)i+k + 1) + αi
4
((−1)i+k−1 − 1) + β1
16
γi((−1)i+k + 1)
}
+
N∑
j=1
m∑
i=0
m∑
k=0
ci,j+1ck,j
{
(−1)i
4
(αi + αk)− β0
2
(−1)i − β1
8
(−1)i(γi + γk)
}
.
Recall that in this notation
θ =
8
h2
∑N
j=1 {Kj,1 +Kj,2}∑N
j=1
∑m
i=0 c
2
i,j
2
2i+1
. (3.11)
3.4 Lower bound for θ
For (3.2),(3.3) to be well-posed, it is required that θ be nonnegative. Let 0 < γ < 1. Then
|[u](2ux + β1h[uxx])| ≤ β0(1− γ) [u]
2
h
+
h
4β0(1− γ)(2ux + β1h[uxx])
2.
Define the quantity
Γ(β1) := sup
v∈Pm
h
∑N
j=1(2vx + β1h[vxx])
2
4
∑N
j=1
∫
Ij
v2xdx
.
It is shown in [5], [9] that
Γ(β1) =
m2
2
(
1− β1(m2 − 1) + β
2
1
3
(m2 − 1)2
)
,
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where the right hand side achieves its minimum of m
2
8 at β
∗
1 =
3
2(m2−1) . For the original
expression for θ as in equation (3.7), if β0 > Γ(β1), we attain the inequality
N∑
j=1
(3.8) ≥
N∑
j=1
{∫
Ij
u2xdx+
{
β0γ
[u]2
h
− h
4β0(1− γ)(2ux + β1h[uxx])
2
}
xj+1/2
}
≥ γ
N∑
j=1
{∫
Ij
u2xdx+ β0
[u]2
h
}
xj+1/2
.
If we take the numerical solution uh to be a nonzero constant function, it can be written as
uh = c0p0. Since for such a constant uh, uhx = [u] = 0, it must be that infv∈Pm θ = 0.
3.5 Upper bound for θ
We will use the following lemma to estimate from above the ratio in (3.11). We provide its
proof for completeness.
Lemma 1. Let m ∈ N and non-negative numbers xi ≥ 0, i = 1, 2, ...,m, not all zeroes, be
given. Then for any non-negative reals ai ≥ 0 and strictly positive reals bi > 0 we have∑m
i=0 aixi∑m
i=0 bixi
≤ max
i
ai
bi
.
Furthermore, the equality holds if and only if
ai
bi
=
aj
bj
whenever xixj > 0. (3.12)
Proof. Observe that
max
i
ai
bi
<∞
since all the coefficients bi are strictly positive. Let j
∗ be any index such
aj∗
bj∗
= max
i
ai
bi
Then
ai ≤ bi · aj
∗
bj∗
, i = 1, . . . ,m. (3.13)
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Thus ∑m
i=0 aixi∑m
i=0 bixi
≤
∑m
i=0
aj∗
bj∗
bi · xi∑m
i=0 bixi
=
aj∗
bj∗
,
and, furthermore, the equality holds if and only if we have the equality in (3.13) for any index
i such that xi > 0. To complete the proof it remains to notice that the condition
ai ≤ bi · aj
∗
bj∗
whenever xi > 0
is equivalent to (3.12).
Will now take care to apply Cauchy-Schwartz type inequalities to Kj,1 and Kj,2, estimating
both from above by linear combinations of c2i,j , thus satisfying the nonnegativity condition of
the coefficients in the numerator as in Lemma 1. From there we can apply Lemma 1, achieving
an upper bound for θ.
Estimating from above term by term,
Kj,1 ≤
m∑
i=2
i−1∑
k=1
(
c2i,j + c
2
k,j
){k2
2
+
k
2
}
+
m∑
i=1
c2i,j
{
i2
2
+
i
2
}
=
m∑
i=2
c2i,j
i−1∑
k=1
{
k2
2
+
k
2
}
+
m∑
i=2
i−1∑
k=1
c2k,j
{
k2
2
+
k
2
}
+
m∑
i=1
c2i,j
{
i2
2
+
i
2
}
=
m∑
i=2
c2i,j
i−1∑
k=1
{
k2
2
+
k
2
}
+
m−1∑
k=1
c2k,j(m− k)
{
k2
2
+
k
2
}
+
m∑
i=1
c2i,j
{
i2
2
+
i
2
}
.
=
m∑
i=2
c2i,j
i−1∑
k=1
{
k2
2
+
k
2
}
+
m∑
i=1
c2i,j(m− i+ 1)
{
i2
2
+
i
2
}
= mc1,j +
m∑
i=2
c2i,j
{
i−1∑
k=1
{
k2
2
+
k
2
}
+ (m− i+ 1)
{
i2
2
+
i
2
}}
= mc1,j +
m∑
i=2
c2i,j
{
i
12
(i− 1)(2i− 1) + i
4
(i− 1) + i
2
(m− i+ 1)(i+ 1)
}
= mc1,j +
m∑
i=2
c2i,j
{
mi2
2
+
mi
2
− i
3
3
+
i
3
}
=
m∑
i=0
c2i,j
{
mi2
2
+
mi
2
− i
3
3
+
i
3
}
.
According to Lemma 1 ∑N
j=1Kj,1∑N
j=1
∑m
i=0 c
2
i,j
2
2i+1
≤ max
i
{
mi2
2 +
mi
2 − i
3
3 +
i
3
2
2i+1
}
.
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In order to find the maximum ratio of coefficients, will show that
g(x) =
(
mx2
2
+
mx
2
− x
3
3
+
x
3
)(
2x+ 1
2
)
is an increasing function on [0,m]. Taking the derivative,
d
dx
{(
mx2
2
+
mx
2
− x
3
3
+
x
3
)(
2x+ 1
2
)}
=
=
1
12
{
3m(6x2 + 6x+ 1)− 16x3 − 6x2 + 8x+ 2} .
Since 3m(6x2 + 6x + 1) ≥ 16x3 + 6x2 − 8x − 2 for any x ∈ [0,m], the ratio of coefficients is
monotonically increasing on [0,m]. Thus
max
i
{
mi2
2 +
mi
2 − i
3
3 +
i
3
2
2i+1
}
=
1
12
(2m4 + 7m3 + 7m2 + 2m)
=
1
12
m(m+ 1)(m+ 2)(2m+ 1).
Then by Lemma 1, ∑N
j=1Kj,1∑N
j=1
∑m
i=0 c
2
i,j
2
2i+1
≤ 1
12
m(m+ 1)(m+ 2)(2m+ 1).
It remains to find an upper estimate for Kj,2.
N∑
j=1
Kj,2 ≤ 1
2
N∑
j=1
m∑
i,k=0
(c2i,j + c
2
k,j)
{
2β0 +
(
3
4
αi +
1
4
αk
)
+
|β1|
8
(2γi + γk)
}
=
1
8
N∑
j=1
m∑
i=0
c2i,j(8β0 + 4αi +
3
2
|β1|γi)(m+ 1)
+
1
8
N∑
j=1
m∑
i=0
c2i,j
{
4
m∑
k=0
αk +
3
2
|β1|
m∑
k=0
γk
}
.
Define
Hi := β0(m+ 1) +
1
2
αi(m+ 1) +
1
2
m∑
k=0
αk +
3
16
|β1|
(
γi(m+ 1) +
m∑
k=0
γk
)
,
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and
κ(m) :=
1
12
m(m+ 1)(2m+ 1)(4m+ 5) + β0m
2 + |β1|m6.
Since each term of Hi is nonnegative, the maximum ratio of the coefficients
Hi
(2/2i+1) is
max
i
{
Hi
2
2i+1
}
= max
i
1
2
(2i+ 1)Hi
=
1
2
(2m+ 1)Hm.
Then in conclusion for some positive constant C, we achieve the result in Theorem 3,
θ =
8
h2
∑N
j=1 {Kj,1 +Kj,2}∑N
j=1
∑m
i=0 c
2
i,j
2
2i+1
≤ 8
h2
{
1
2
(2m+ 1)Hm +
1
12
m(m+ 1)(m+ 2)(2m+ 1)
}
≤ C
h2
κ(m).
Notice that for nonzero values of β1, the estimate for the largest eigenvalue is of order m
6.
For when β1 is zero, method (3.2), (3.3) reduces to the classical symmetric interior penalty
method, and the largest eigenvalue has an estimate of order m4.
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CHAPTER 4. CONCLUSIONS AND FUTURE WORK
In this thesis we have derived tight upper and lower bounds for the spectrums of two
discontinuous Galerkin methods. These bounds can be used as quantifiers of the numerical
dissipation introduced by the numerical methods and have implications for stability. In both
instances we derived bounds through a direct analysis of the numerical method with regards
to its expression in terms of Legendre polynomials, which form an orthogonal basis for the
numerical solution over the cell intervals. We are able to reduce the numerical method explicitly
in terms of the coefficients from the basis Legendre polynomials, and then find upper and lower
bounds of the spectrum working solely in terms of these coefficients.
We first considered a semi-discrete discontinuous Galerkin method for a linear advection
equation with periodic boundary conditions. We found the spectrum modulus to be contained
in [0, 2ah (m+1)
2], where m is the degree of the largest order Legendre basis polynomial. Hence,
even though the original linear advection equation lacks a dissipative term, the size of the
numerical solution, as measured by the L2 norm, is bounded above by the initial data, and is
bounded below by a term with exponential decay of rate 2ah (m+1)
2. That is, as m is increased,
the size of the spread of numerical dissipation introduced via the numerical method shrinks
at an exponential decay rate of order (m + 1)2. In [4], by more complicated techniques of
constructing a matrix for the method, and applying Pade´ approximants, Krivodonova and Qin
determine that the size of the largest eigenvalue modulus is bounded above by ah(m+ 1)
2. We
have achieved an estimate of the same order via simpler techniques.
We next considered a direct discontinuous Galerkin method for a linear diffusion equation
with periodic boundary conditions developed in [6]. Spectral analysis of this method is so far
unavailable. We showed that the spectrum is bounded above by C
h2
m6 and below by 0, hence
indicating the size of the spread of the numerical dissipation of the method decays exponentially
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at a rate of m6.
As for the possibility of future work, in [4], Krivodonova and Qin by numerical simulations
reach to the conjecture that the largest eigenvalue modulus in fact grows at a rate close to
(m+ 1)1.75. An analytical proof of this conjecture could be both useful and interesting.
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