Following a change in the environment or motor apparatus, human subjects are able to rapidly compensate their movements to recover accurate performance. This ability to adapt is thought to be achieved through multiple, qualitatively distinct learning processes acting in parallel. It is unclear, however, what the relative contributions of these multiple processes are during learning. In particular, long-term memories in such paradigms have been extensively studied through the phenomenon of savings-faster adaptation to a given perturbation the second time it is experienced-but it is unclear which components of learning contribute to this effect. Here we show that distinct components of learning in an adaptation task can be dissociated based on the amount of preparation time they require. During adaptation, we occasionally forced subjects to generate movements at very low preparation times. Early in learning, subjects expressed only a limited amount of their prior learning in these trials, though performance improved gradually with further practice. Following washout, subjects exhibited a strong and persistent aftereffect in trials in which preparation time was limited. When subjects were exposed to the same perturbation twice in successive days, they adapted faster the second time. This savings effect was, however, not seen in movements generated at low preparation times. These results demonstrate that preparation time plays a critical role in the expression of some components of learning but not others. Savings is restricted to those components that require prolonged preparation to be expressed and might therefore reflect a declarative rather than procedural form of memory.
Introduction
Motor learning is commonly studied through adaptation tasks in which subjects must learn to compensate for an imposed perturbation that disrupts their movements (for instance, a distortion of visual feedback; Krakauer et al., 2000) . An important feature of behavior in these paradigms is that subjects readapt faster the second time they are exposed to a perturbation. This phenomenon, referred to as savings, is thought to reflect the formation of a long-term motor memory (Krakauer et al., 2005; Krakauer and Shadmehr, 2006) and thus potentially provides a critical link between learning in adaptation paradigms and other forms of motor skill acquisition.
Learning in adaptation tasks is known to depend on an implicit , cerebellum-dependent (Tseng et al., 2007; Synofzik et al., 2008; Taylor et al., 2010; Izawa and Shadmehr, 2011) learning process that is posited to reflect updating of an internal forward model (Wolpert and Miall, 1996; Bastian, 2006; Izawa et al., 2012) driven by sensory prediction errors Tseng et al., 2007; Synofzik et al., 2008) . In addition to this implicit, error-driven process, multiple additional processes are thought to contribute to learning in adaptation paradigms (Smith et al., 2006; Huang et al., 2011; Haith and Krakauer, 2013; Taylor and Ivry, 2014) . In particular, explicit cognitive strategies can account for a significant amount of learning, particularly during early exposure (Redding and Wallace, 1996; Keisler and Shadmehr, 2010; Benson et al., 2011; Fernandez-Ruiz et al., 2011; Taylor et al., 2014) . Characterizing the properties of individual components of adaptation is challenging, since only the summed contribution of all of these components can typically be observed.
Here, we sought to dissociate components of learning based on their preparation time requirements. Reaction times are known to increase during visuomotor adaptation (Saijo and Gomi, 2010; Fernandez-Ruiz et al., 2011) . Furthermore, this increase is causally related to adaptation rate (Fernandez-Ruiz et al., 2011) and is thought to reflect additional time required for cognitive contributions to influence movement. Previous work has also shown that movements released at low reaction times through startle (Valls-Solé et al., 1999) show reduced expression of prior motor learning (Wright et al., 2009 (Wright et al., , 2011 .
We show how carefully controlling the amount of time available to subjects to prepare their movement on a trial-to-trial basis allows us to decompose their learning into constituent components. We identified one component of learning that is expressible at minimal preparation time and appears to reflect implicit learning driven by sensory prediction errors. A further component of learning could only be expressed given prolonged preparation times. We speculate that this process reflects cognitive contributions to learning. This precise trial-by-trial control over the expression of different components of learning allowed us to directly test which component of learning is responsible for savings upon re-exposure to the same perturbation.
Materials and Methods
A total of 24 human subjects (11 women, 13 men; aged 24.6 Ϯ 7.5 years) participated in this study (10 in Experiment 1 and 14 in Experiment 2). All participants had no known neurological disorder and provided written consent before participation. All procedures were approved by the Johns Hopkins University School of Medicine Institutional Review Board. Participants sat in front of a glass-surfaced table with their right arm supported on an air sled to allow frictionless planar movement. A mirrored display presented targets and a cursor controlled by the hand in the plane of movement. Hand position was tracked at 130 Hz using a Flock of Birds magnetic tracking device (Ascension Technologies). Subjects began each trial by moving to a central start location. A target then appeared in one of two possible locations, Ϯ82.5°from the straightahead direction, at a distance of 8 cm from the start position (Fig. 1A) . A sequence of four tones, each spaced 500 ms apart, was initiated as the target appeared. Subjects were instructed that, synchronously with the fourth tone, they should initiate a rapid movement of the hand to move the cursor through the target. When the cursor passed the target radius, it was extinguished and reappeared when the subject's hand came within a 2 cm radius of the start position when returning to begin the next trial. Subjects were provided feedback about the timing of their movement initiation relative to the fourth tone. Successfully timed movements had to be initiated within Ϯ100 ms of the fourth tone. On-screen text informed subjects if they had initiated their movement "Too Early" or "Too Late." Other than observing the trajectory of the cursor, subjects did not receive any overt feedback about whether their movement successfully hit the target.
Initial training. Before the main experiment, subjects completed 400 trials of training (200 to each target, over two blocks) in the basic task to practice accurate timing of their movement initiation. After this initial training, subjects performed a calibration block. In this block the target occasionally (30% of trials) switched from one location to the other at a random time before the onset of the fourth tone, chosen uniformly between 200 and 500 ms. Subjects were instructed to prioritize the timing of their movement initiation but at the same time to also make an effort to hit the target when possible. Based on subject performance in this block, we estimated the minimum response time each individual subject would require to successfully compensate for the target switch. We used maximum likelihood estimation to fit a sigmoid to the relationship between reaction time (measured as the time between target jump and movement onset) and reach direction. This threshold was rounded up to the nearest 25 ms to obtain a subject-specific switch time for all subsequent trials in which the target switched.
Adaptation task. After completion of initial training, we imposed two trial types on subjects (Fig. 1B) . In 80% of all trials, the target appeared at the time of the first tone and remained in the same place for the duration of the trial. Subjects therefore had 1.5 s to prepare their movement from the time of initial target presentation to the time of movement initiation. We refer to these trials as high preparation time (highPT) trials. In the other 20% of trials, the target switched locations shortly before movement initiation. The purpose of this late target switch was to force subjects to make a movement toward the new target with a minimal amount of preparation time. We refer to these trials as low preparation time (lowPT) trials. The timing of the target switch was determined based on each subject's individual performance in the earlier calibration block, such that subjects would only just be able to react to the target switch.
Experiment 1 examined the effects of preparation time on subjects' ability to compensate for an imposed visuomotor rotation. Ten subjects participated in Experiment 1. Following initial training and calibration, each subject performed three blocks: Baseline, Adaptation, and Washout (Fig. 1C) . Each block consisted of 100 trials to each target. The trial order was organized as a series of 10-trial sub-blocks, with each sub-block containing eight highPT trials (four to each of the two potential target locations) and two lowPT trials (one to each target), arranged in a pseudorandom order. Each subject received a different, randomly generated sequence of trials (using the randperm function in MATLAB). All trial numbers reported henceforth refer to trials to a particular target, rather than to the actual trial number within the block.
During the Adaptation block, a 30°clockwise rotation of the cursor position was imposed on the left half of the workspace at the start of trial 11. The perturbation was switched off at the start of trial 11 of the Washout block and remained off for the rest of the experiment.
Experiment 2 examined whether learning expressed in either highPT or lowPT trials would be faster upon a second exposure to the perturbation (i.e., whether savings would occur). Fourteen subjects participated in Experiment 2. This experiment was conducted over 2 d. On Day 1, subjects performed initial training plus two experimental blocks: Baseline and Adaptation 1. On Day 2, subjects performed two further blocks: Adaptation 2 and Washout ( Fig. 2A) . Each block consisted of 100 trials to each target, and the sequence of trial types was structured in the same way as in Experiment 1. In a preliminary study (data not shown), we found that subjects had persistent aftereffects (ϳ10°) when returning after 24 h. This partial retention of learning across days means that baseline behavior is poorly matched across days, making it difficult to assess changes in the rate of learning across exposures (savings). We therefore introduced a brief period of washout at the end of Day 1 (last 20 trials). On Day 2, the perturbation was switched off during the first 10 trials and was reintroduced at the start of trial 11 of Adaptation 2. As in Experiment 1, the perturbation was on for the first 10 trials of the Washout block, and was then switched off for the remainder of the experiment. The specific sequence of trial types (i.e., left/right, highPT/lowPT) that each subject experienced in Adaptation 2 was identical to Adaptation 1; these blocks differed only in that the cursor rotation was switched off toward the end of Adaptation 1. Finally, to ensure that the effects observed in Experiment 1 were not the result of biomechanical asymmetries, the overall experiment was reflected across the midline such that a 30°counterclock-wise rotation was now introduced in the right half of the workspace.
Data analysis. Position data were filtered using a Savitzky-Golay filter (second order, half-width 54 ms) and differentiated to obtain velocity. We identified the time of movement onset as the first time at which the tangential velocity of the hand exceeded 0.02 m/s. The initial reach direction was calculated as the direction of the smoothed tangential velocity vector 100 ms after movement onset.
We compared behavior between lowPT and highPT trials with paired, two-tailed t tests on the mean reach direction for each trial type across subjects within a particular window of trials. We averaged performance over a window of 15 trials to a specific target (12 highPT, 3 lowPT; with one exception: we considered a window of just 10 trials to assess washout at the end of block Adaptation 1 in Experiment 2). To assess savings in Experiment 2, we quantified the rate of initial learning as the difference between behavior in the last 5-trial bin before the onset of the perturbation and the first 5-trial bin after the onset of the perturbation. We quantified savings as the difference in this learning rate between days. The specific trial windows used for each test, which were determined a priori, are described in Results and are indicated by shaded gray regions in each figure.
In lowPT trials, subjects occasionally failed to move to the correct postswitch target. We deemed a trial to be a "miss" if subjects moved Ͼ2 cm in the direction opposite the target. Such miss trials were an inevitable consequence of switching the target as late as subjects could cope with. These miss trials were excluded from further analysis. One subject in Experiment 1 and two subjects in Experiment 2 missed the target switch in more than half of the lowPT trials. Data from these subjects were excluded from subsequent analysis. In addition, the remaining subjects were excluded from specific statistical comparisons if they missed the target switch on all trials of interest for that particular comparison. At most one subject was excluded from each statistical comparison on these grounds (though not always the same subjects). Of the remaining subjects, 14.1% of pertinent lowPT trials (i.e., those that would have con-tributed to a statistical analysis) were unavailable due to "misses" in Experiment 1. This figure was 11.5% for Experiment 2. Miss trials were uniformly distributed across subjects, trial windows, and locations within each window. Since the learning rate analysis necessarily included a smaller number of trials, a greater number of subjects (four) were excluded from this analysis. The basis for excluding data-that subjects missed the switch in target locations on these trials-is independent of their exact reach direction when they moved toward the correct target. Therefore our analysis is unlikely to be biased by considering only a subset of the data.
Shapiro-Wilk tests on data from 34 subjects across all experiments confirmed that mean reach directions used in statistical tests were normally distributed across subjects in both trial types, during both early learning (trials 1-15) and at asymptote (trials 51:75; p Ͼ 0.2 in all cases). Variability across subjects was similar across trial types at all points during learning, although slightly larger in highPT than lowPT trials during early learning (5.8°vs 3.3°SD). The variances could be equalized through a log-transformation of the data, in which case the outcome of all statistical tests remained similar to the analysis of the untransformed data.
Results
We sought to dissociate components of motor learning based on the amount of time available for subjects to prepare a movement. Subjects made fast reaching movements to guide a cursor through a target that was presented either to the left or right of a central start location (Fig. 1A) . We varied preparation time by using two distinct types of trial (Fig. 1B) . In 80% of trials, subjects were allowed a high preparation time (highPT trials). In these trials, the location of the target was revealed 1.5 s before subjects were required to initiate movement and remained there for the duration of the trial. In the other 20% of trials (lowPT trials), a target was displayed at the start of the trial but the location of the target unexpectedly switched sides shortly (ϳ300 ms) before movement onset (Fig. 1B) .
Selective expression of a distinct component of learning at low preparation times
In Experiment 1, we tested the effects of preparation time on the amount of learning expressed during adaptation and during washout. Ten subjects participated in this experiment. After an initial baseline period, a 30°clockwise rotation of the cursor was introduced in the left half of the workspace so that it only affected movements to one of the two possible targets (Fig. 1 A, C) . Figure 1D illustrates the main features of behavior in this paradigm with a representative subject. This subject showed little difference in performance during the baseline phase given different amounts of time to prepare their movement [red, filled circles (highPT) vs orange, open circles (lowPT)]. After 110 baseline trials, a rotation of the visual cursor position was introduced. This subject was able to successfully counter the perturbation within three trials of its onset (Fig. 1D , gray shaded region ϩ inset). In the fourth trial, a lowPT trial, the subject was unable to maintain this compensatory behavior and their reach direction reverted back toward baseline. In the fifth, highPT trial, the subject was again able to compensate for the perturbation. This pattern continued through the next 100 trials: the subject was largely able to compensate for the perturbation in highPT trials, but exhibited poorer performance in lowPT trials. Performance in lowPT trials, did, however, gradually improve throughout the course of the block. During washout, the pattern of behavior was reversed: the subject reverted to baseline behavior in highPT trials, but displayed a persistent aftereffect in the lowPT trials.
The key features of this representative subject's behavior were consistent across all subjects who participated in the experiment ( Fig. 2A-C) . The movements subjects made at baseline were not distinguishable between highPT and lowPT conditions: there was no significant difference in initial reach direction between lowPT and highPT trials to either the adapted target (trials 51-100, dif- Subjects heard four tones spaced 500 ms apart. A target appeared with the first tone and subjects were trained to initiate movement toward it synchronously with the fourth tone. In 80% of trials (highPT trials), the target remained in place throughout the trial. In 20% of trials (lowPT trials), the target was switched shortly (ϳ300 ms) before movement onset. C, Perturbation schedule. Subjects performed one block of trials with no perturbation and one block in which a 30°clockwise visuomotor rotation was imposed on the leftward target, followed by one block in which the perturbation was switched off. D, Trial-by-trial reach direction for a representative subject. Filled, red circles indicate highPT trials, and open, orange circles indicate lowPT trials. Inset shows the first 15 trials after perturbation onset (gray shaded region) in greater detail. Note that this subject failed to make an accurate movement on several trials, including the 11th trial after perturbation onset.
ference ϭ 1. When a 30°clockwise rotation of the cursor was introduced in the left half of the workspace, subjects rapidly adapted their initial movement direction to compensate (Fig. 2C) . Average behavior in highPT trials reached an asymptote after ϳ30 trials. Behavior in lowPT trials, by the same subjects in the same block, changed much more gradually. Subjects exhibited significantly greater error in lowPT compared with highPT trials during early learning (trials 11-25, t (8) ϭ 2.548; p Ͻ 0.05). Performance in this period was uncorrelated between lowPT and highPT trials (r ϭ 0.097; p ϭ 0.80; Fig. 2D ), suggesting that poorer performance in lowPT trials was not simply due to a fixed fraction of overall learning being expressed in those trials. Notably, performance in highPT trials during this window appeared to be considerably more variable across subjects than behavior in lowPT trials (highPT SD ϭ 13.4°; lowPT SD ϭ 6.2°). Although performance in highPT trials quickly reached an asymptote, behavior in lowPT trials continued to improve gradually and was comparable to highPT trials at the end of the Adaptation block (trials 86 -100, t (8) ϭ 1.35; p ϭ 0.22; Fig. 2E ). The perturbation was removed early in the next block (Washout). In highPT trials, subjects' reach directions rapidly returned to baseline. Behavior in lowPT trials, however, revealed a significant aftereffect (trials 86 -100, t (7) ϭ Ϫ5.92; p ϭ 0.001), which persisted until the end of the experiment 90 trials later (Fig. 2F ) .
Critically, the overall pattern of behavior we observed, across initial learning and washout, cannot be explained in terms of a single component of learning expressed to differing degrees. Although a single-component model could plausibly explain the pattern of behavior during initial learning (e.g., if subjects gradually become better at expressing this component at low preparation times), such a model, however, necessarily predicts that a return to baseline in highPT trials during washout would generalize fully to lowPT trials. Instead, we found that subjects exhibited a clear and persistent aftereffect in lowPT trials.
This overall pattern of data is instead better explained in terms of two components of learning acting in parallel: one that can be expressed regardless of preparation time, and one that can be expressed only at high preparation times. These processes act in the same direction during initial learning, but in opposing directions during washout. We estimated the influence of the component of learning that was expressible only at long preparation times by subtracting performance on lowPT trials from the average performance on adjacent highPT trials (Fig. 2G) . The contribution of this process was large early in learning but slowly declined to near zero with practice. It was re-engaged during washout and remained in effect throughout the remainder of the experiment, apparently compensating for a persistent aftereffect in the component of learning expressed in lowPT trials.
Savings for adaptation can only be expressed at high preparation time
In Experiment 2, we sought to determine which of the two components of learning identified in Experiment 1 is responsible for savings, i.e., faster relearning upon re-exposure to the same perturbation at a later time. We recruited 14 new subjects for Experiment 2. Experiment 2 followed a design similar to Experiment 1, except that subjects were exposed to the perturbation twice on successive days (Fig. 3A) . The perturbation was applied to the rightward target, rather than the leftward target, to rule out any potential effects of limb biomechanics in the results of Experiment 1. Behavior on Day 1 of Experiment 2 reproduced the results of Experiment 1 (Fig. 3 B, C) : we found significantly greater compensation for the rotation in highPT trials than in lowPT trials during early learning(trials 11-25, t (13) ϭ 4.131; p ϭ 0.001). This difference became negligible later in learning (trials 66 -80, t (13) ϭ 1.44; p ϭ 0.16). During washout at the end of Day 1, lowPT trials exhibited a greater aftereffect than highPT trials (trials 91-100, t (13) ϭ Ϫ2.26; p Ͻ 0.05).
On the second day, subjects exhibited a small aftereffect from the previous day's learning in lowPT trials (Adaptation 1, trials 1-10 vs Adaptation 2, trials 1-10; t (12) ϭ Ϫ2.290; p Ͻ 0.05). This aftereffect was, however, very small in size (2.9 Ϯ 4.7°, ϳ14%) relative to the overall change in behavior on Day 1. During adaptation, behavior on Day 2 was qualitatively similar to that on Day 1 (Fig. 2C) . After onset of the perturbation, subjects exhibited rapid adaptation in highPT trials but only expressed a limited amount of this learning in lowPT trials (Adaptation 2 trials 11-25, highPT vs lowPT, t (13) ϭ 4.34; p ϭ 0.001). Late in learning on Day 2, performance became comparable across trial types (Adaptation 2 trials 85-100, t (13) ϭ 0.18; p ϭ 0.86). At the end of washout on Day 2, a clear difference in reach direction remained between highPT and lowPT trials (Washout trials 85-100, t (11) ϭ Ϫ2.209; p Ͻ 0.05).
The critical question, however, is how learning compared across days within each trial type. We analyzed savings in terms of learning rate, taking into account the potential biases present at baseline, particularly in lowPT trials. We quantified the learning rate based on the change in behavior immediately before and after the perturbation was introduced (trials 11-15 and trials 6 -10). We found that learning rate in highPT trials was significantly greater on Day 2 compared with Day 1 (highPT, Adaptation 1 learning rate vs Adaptation 2 learning rate, t (12) ϭ Ϫ4.398; p ϭ 0.001; Fig. 4A,B) . This saving effect was, however, absent in lowPT trials (lowPT, Adaptation 1 learning rate vs Adaptation 2 learning rate, t (9) ϭ Ϫ0.260; p ϭ 0.801; Fig. 4C,D) . Power calculations (assuming an effect size of 6°, approximately half that seen in highPT trials, and variability estimated based on data in Experiment 1) suggested that 8 subjects would be a sufficient sample size to achieve a power of 0.8 at a significance level of 0.05, whereas our sample contained 10 subjects after exclusions for missing switch trials. The difference in the extent of savings between lowPT and highPT trials was further supported by a significant Learning Rate ϫ Trial Type interaction (Adaptation 1 learning rate vs Adaptation 2 learning rate, highPT vs lowPT, t (8) ϭ 3.503; p Ͻ 0.01). Savings, therefore, could only be expressed when sufficient preparation time was available.
The results of all of our analyses did not change substantially if we log-transformed the data to control for differences in variability across subjects between lowPT and highPT trials. In particular, reach direction during early learning was closer to baseline in lowPT than highPT trials (Experiment 1: trials 11-25, t (8) ϭ 2.232, pϭ0.056; Experiment 2: trials 11-25, t (13) ϭ 4.073, p ϭ 0.001). This analysis also confirmed that savings was stronger in lowPT than highPT trials (trial window (6 -10 vs 11-15) ϫ type (lowPT vs highPT) interaction; t (8) ϭ 2.315; p Ͻ 0.05).
In summary, savings was found only in components of learning expressed at high preparation times. Behavior at low preparation did not show any change in learning rate across days. The only evidence for long-term memory in this component was a small (ϳ3°) directional bias that persisted throughout the second session.
Discussion
We have demonstrated the existence of two qualitatively distinct components of motor learning that can be dissociated from one another based on the amount of preparation time that they re- quire. One component of learning failed to be expressed on trials in which subjects were forced to move following a very short preparation time, while a second component could be expressed regardless of the amount of preparation time available. Our findings corroborate and extend previous work showing a relationship between preparation time and adaptation (Fernandez-Ruiz et al., 2011) . However, a key novelty of our approach was to vary preparation time on a trial-by-trial basis, enabling us to assess the contribution of both components of learning in parallel in the same subject during a single exposure. Similar reduced expression of learning occurs if movements are elicited through startle (Wright et al., 2011) . Our results suggest that this effect is attributable to the fact that startle shortens reaction times (Valls-Solé et al., 1999) , rather than to any qualitative differences in how startle-elicited responses are generated. Importantly, startle is also known to affect behavior in a similar way following force field adaptation (Wright et al., 2009) , showing that the effects of preparation time on expression of learning are not specific to visuomotor adaptation.
A potential alternative explanation for our results is that there is only a single learning process (rather than two), but that the target switch in lowPT trials served as a contextual label (Howard et al., 2012) , which allowed learning to occur independently in the two different types of trials. The slow time course of learning in lowPT trials may therefore simply be because of the lower frequency of those trials. Inconsistent with such a theory, however, we saw clear evidence of learning on the very first lowPT trial following movement onset (Figs. 2C,3C ). Furthermore, previous work has observed similar effects of preparation time on expression of adaptation despite using either far more (Fernandez-Ruiz et al., 2011) or fewer (Wright et al., 2011) trials in which preparation time was limited. Added to the fact that characteristics of learning (aftereffects and savings) were qualitatively different in each trial type, we believe that our results cannot be adequately explained by a contextual effect, and are most parsimoniously explained in terms of selective expression of distinct underlying components.
We exploited this effect to better characterize the nature of savings. We found that prior experience with a perturbation only affected the rate of subsequent learning in components that require a high preparation time to be expressed. We also observed a small but persistent aftereffect of prior learning in the lowPT trials on Day 2, similar to effects that have been reported before (Joiner and Smith, 2008; Villalta et al., 2013) . Our results clearly dissociate this aftereffect from savings. Although the aftereffect could be construed as a form of long-term memory, it was of limited utility to subjects; the magnitude of the aftereffect (ϳ3°) is too small to account for the savings seen in highPT trials (ϳ10°). This bias effect therefore appears to reflect a more limited form of long-term memory than the more flexible memory associated with savings.
Characterizing preparation time-dependent components of learning Learning behavior in highPT trials varied significantly across subjects and across learning sessions. In contrast, behavior in lowPT trials was relatively stereotyped across subjects (Fig. 1D ) and across exposures (Experiment 2; Fig. 4C ). Subjects who could compensate well for the perturbation early on in highPT trials did not necessarily exhibit faster learning in lowPT trials. Importantly, this implies that the component of learning expressed in lowPT trials is insensitive to task success. Such insensitivity to success is characteristic of a well characterized implicit learning process driven by sensory prediction errors Taylor et al., 2014) . This learning is cerebellum dependent (Taylor et al., 2010) and is thought to reflect updating of an internal forward model (Wolpert and Miall, 1996; Bastian, 2006; Izawa et al., 2012) . We suggest that this process corresponds to the component of learning seen at low preparation time.
The second component we identified, which could be expressed in highPT trials but not lowPT trials, may reflect explicit cognitive contributions to learning (Keisler and Shadmehr, 2010; Benson et al., 2011; Fernandez-Ruiz et al., 2011; Taylor et al., 2014) . This component could be based on a cognitive model of the perturbation (Fernandez-Ruiz et al., 2011) , or might reflect a search for actions that can cancel the effects of the perturbation. The nature of learning in this component may be qualitatively different from that expressed at low preparation time. Variability appears to play a critical role in this component of learning: lengthening preparation time increases variability as well as learning rate (Fernandez-Ruiz et al., 2011) . Variability is also greater in explicit contributions to learning compared with implicit contributions (Taylor et al., 2014) . This variability may be indicative of exploration by a learning system that relies on scalar outcomes rather than vector error (Stafford et al., 2012; Wu et al., 2014) .
Motor learning and rapid motor responses
Our timed-response target-switch paradigm, inspired by the work of Ghez et al. (1997) , was devised as a means to elicit movements at minimal preparation time. Low-latency motor responses can also be elicited through perturbations to the arm (Pruszynski et al., 2008) , to a controlled cursor (Day and Lyon, 2000; Franklin and Wolpert, 2008) , or to a target (van Sonderen et al., 1988; Prablanc et al., 2003) during or immediately before movement. Goal-directed responses following such perturbations emerge within 100 -150 ms (Franklin and Wolpert, 2008; Pruszynski et al., 2008; Yang et al., 2011) .
Close examination of such rapid motor responses has found that behavior guided by explicit knowledge occurs at relatively long latency. When a cursor representing the hand location is displaced during movement, an implicit compensatory response is initiated in ϳ150 ms (Prablanc et al., 2003; Franklin and Wolpert, 2008) . If subjects are instructed to override this natural response and instead move their hand in the same direction that they see the cursor move, they are able to do so only at much longer latencies (ϳ350 ms). The low-latency compensation for the initial cursor displacement still occurs and therefore seems to be involuntary. A similar pattern of behavior is seen in object interception, where overriding the natural choice of hand incurs a reaction time penalty (Perfiliev et al., 2010) and in saccades, where generating an antisaccade (away from a stimulus) requires a longer reaction time than a prosaccade (Unsworth et al., 2011) . In general, therefore, it appears that motor behavior is supported by a combination of implicit (perhaps procedural; see below) responses that can be executed at short latency, together with more explicit contributions that can only be expressed at longer delays, consistent with our interpretation that behavior at long preparation times reflects explicit contributions to learning.
Declarative versus procedural memory
A fundamental distinction in long-term memory is between declarative and procedural forms of memory. Although exact definitions vary, declarative memory is typically associated with knowledge that can be consciously recalled (though not necessarily verbalized; Stanley, 2011), while procedural memory relates to knowledge that can only be expressed by doing something (Squire, 1992) . The distinction between these types of memory rests largely on dissociations in amnesic subjects, who can acquire new perceptual (Cohen and Squire, 1980) and motor (Corkin, 1968; Milner et al., 1998) skills without having any conscious recollection of doing so. More concrete definitions of procedural memory appeal to the computational idea that procedural memory corresponds to a cached mapping or control policy relating stimuli to actions (Dayan, 2009 ). According to this theory, procedural memories should be expressible at minimal preparation times. Indeed, formation of a procedural memory is generally established through reductions in reaction time (Nissen and Bullemer, 1987; Knopman and Nissen, 1991; Pascual-Leone et al., 1993; Jackson et al., 1995; Grol et al., 2006; Robertson, 2007) . The fact that savings could not be expressed at low preparation times suggests, at least according to this definition, that it does not depend on recall of a procedural memory. Instead, the memory associated with savings might be better characterized as declarative.
The component of adaptation expressed at low preparation times appears to resemble implicit, error-driven learning of the kind that appears to be supported by the cerebellum (Medina et al., 2001; Tseng et al., 2007; Taylor et al., 2014; Yang and Lisberger, 2014) . Although this component of learning could be expressed at low preparation time, the only long-term memory it exhibited was a weak overall bias of reach direction on Day 2. We question the degree to which this bias effect can be considered a procedural memory of the kind that supports more complex and dynamic motor skills such as driving, juggling, or tying a shoelace. Therefore, contrary to widely held beliefs (Hikosaka et al., 2002; Doyon et al., 2003; Nguyen-Vu et al., 2013) , cerebellumdependent learning (at least as it is currently understood) may play a fairly limited role in the acquisition of complex skills and instead might primarily serve to maintain calibration of existing skills (Telgen et al., 2014) .
