Studying the behaviour of cells using time-lapse microscopic imaging requires automated processing pipelines that enable quantitative analysis of a large number of cells. We propose a pipeline based on state-of-the-art methods for background motion compensation, cell detection, and tracking which are integrated into a novel semi-automated, learning based analysis tool. Motion compensation is performed by employing an efficient nonlinear registration method based on powerful discrete graph optimisation. Robust detection and tracking of cells is based on classifier learning which only requires a small number of manual annotations. Cell motion trajectories are generated using a recent global data association method and linear programming. Our approach is robust to the presence of significant motion and imaging artifacts. Promising results are presented on different sets of in-vivo fluorescent microscopic image sequences.
INTRODUCTION
To contribute to homeostasis, protective immunity and pathology, leukocytes (white blood cells) have to be able to move between organs and within tissues. Recent advances in fluorescent reporter technology and light microscopy have provided better images than ever before of the location and behaviour of leukocytes in complex 3D environments and also within different tissues in intact living organisms [1] . However, a significant bottleneck in converting these images into interpretable data is their reliable analysis. Fluorescently labelled cells must be tracked through time-lapse image-series data of varying contrast [2] . Often the most effective way to do this is by labour intensive and manual annotation, however, this seriously limits the number of cells that can be analysed (and thus the conclusions that may be drawn).
In order to enable quantitative analysis of a large number of cells, we propose a semi-automated processing pipeline based on state-of-the-art methods for background motion compensation, cell detection, and tracking. Figure 1 illustrates the pipeline components and their order of execution. Before describing each component in detail in Section 2, we first discuss related work in the area of timelapse microscopic image processing. In Section 3, we demonstrate the performance of our approach on a set of challenging microscopic image sequences. We conclude the paper in Section 4 with a discussion about limitations and future work. Our processing pipeline for analysing time-lapse microscopic image sequences. First, we compensate for background motion induced by in-vivo laser scanning techniques and cardiac and respiratory activity. Then, cells are detected and tracked over time to obtain motion trajectories which enable the analysis of cell behaviour.
Related work
There is a substantial body of research into methods for cell detection and tracking, and a detailed survey is beyond the scope of this paper. An introduction to the topic and an overview of different methods and successes is provided by Meijering et al. [3] . Many approaches are tailored towards a particular imaging technique, and not directly applicable to novel sequences. To this end, we utilise two recently proposed approaches for detection [4] and tracking [5] which have been shown to generalise well and are applicable to data with varying characteristics. We modify and extend those methods and integrate them into our processing pipeline that has a motion compensation component as the first pre-processing step. A recently proposed motion compensation method [6] divides the image frames into segments and allows to compensate for translational motion between segments based on maximising correlation. While this method can effectively remove motion artifacts it necessitates the presence of a motion free period which might require modifications to the imaging protocol in terms of setting proper acquisition times [6] . In contrast, our method based on image registration can handle arbitrary, nonlinear background motion and does not impose particular constraints on the image acquisition. The details of the different processing components are described in the following.
METHOD
Our processing pipeline consists of three main components, motion compensation, cell detection, and tracking which are described the following subsections. The overall pipeline and how the components are connected is shown in Figure 1 . In (c) and (d) close-ups of overlays of the reference frame and its adjacent frame before and after motion compensation. In (e)-(h) close-ups of overlays of the fluorescent image channels with leukocytes before and after motion compensation. Note, how the apparent motion of non-moving cells is compensated (i,iii), while actual cell motion is preserved (ii) and even corrected (iv). These observations are confirmed by visually inspecting subsequent frames and the corresponding locations of moving and non-moving cells.
Background motion compensation
The first component of the processing pipeline is a fully-automatic background motion compensation which makes use of an efficient nonlinear registration method based on graph optimisation [7] . This component aims at removing non-cell related motion caused by cardiac and respiratory activity and the imaging procedure itself, e.g. from "line-by-line" techniques such as laser scanning microscopy.
It is important to compensate for this "background motion", which might be otherwise mistakenly accounted for actual cell motion and could cause wrong conclusions about cell behaviour. An illustration of the effect of our motion compensation is shown in Figure 2 . We define a temporal sequence of microscopic images as I = {It} with It being the tth frame. Fluorescent imaging allows to simultaneously capture multi-channel images, where one of the image channels is explicitly used to capture background structure only (i.e, non-fluorescent tissue). We denote this background channel of frame t by I b t . For estimating the nonlinear motion between frames, we employ an intensity-based registration method using correlation coefficient (CC) as the similarity measure. The registration is performed on the background channels. Thus, we avoid the compensation of actual cell motion. We randomly select one frame of the sequence as the reference frame, denoted as I b r . For all other frames t, we then solve the optimisation problem
where
is a nonlinear spatial transformation of image coordinates x with a dense displacement field D. The energy function consists of the similarity measure and a regularisation term that favours smooth displacement fields: where λ influences the amount of regularisation. The employed registration method makes use of free-form deformations as compact representation of the dense displacement field. The optimisation itself is performed using iterative multi-label graph-cuts, and for a pair of images of size 512×512 the registration takes only about 2 seconds. The estimated transformation is then used to warp the other (fluorescent) channels of the image frames. This results in a motion compensated multi-channel image sequence which is then passed to the next component of the processing pipeline.
Cell detection
Our cell detection component is a modified version of the recently proposed method by Arteta et al. [4] . The detector operates in three steps. First, a larger number of cell candidate regions is extracted from a fluorescent image using the Maximally Stable Extremal Region (MSER) detector [8] . This leads to a high recall, but relatively low precision. Figure 3 shows an example output of the MSER detector. In the second step, each of these regions Ri is assigned a probability P (Ri) of being a cell obtained from a learned structured SVM classifier. The SVM can be trained on a relatively small number of training images (e.g., using the first few frames of a sequence) in which cells are annotated with single dots. In order to find the best set of features, we have evaluated the performance of the classifier on several combinations of features, namely the area of a region, intensity features, spatial locations, and shape. Overall best performance was obtained using the histogram of pixel intensities within the region, a shape descriptor of the boundary of the region, and a histogram of differences of intensities between the region border and a dilation of it. Based on the classifier output, the third step aims for selecting an optimal non-overlapping subset of candidates by maximising the sum of probabilities defined aŝ
where yi are indicator variables with yi = 1 implying that region Ri is part of the subset, and thus, a detected cell. Here, Y is the space of non-overlapping subsets. In order to solve this problem efficiently via dynamic programming, the regions are organised in a tree structure according to a nestedness property. The exact details of this step can be found in [4] .
Cell tracking
The last component of the pipeline takes the cell detections on every frame as input, and generates cell motion trajectories by linking de- Fig. 4 . The cell tracking works in two steps. First, detections that are very similar are linked into robust tracklets, which are then combined into longer trajectories. Gaps of several frames can be bridged.
tections between frames. It is important that the cell tracking component can deal with false positive and negative detections. Similar to the work by Bise et al. [5] , our cell tracking method consists of two steps. First, cell detections are linked into robust tracklets, which are (shorter) sequences of cell detections between adjacent frames that can be linked with high confidence where no gaps are allowed. The second step then combines robust tracklets into (longer) sequences, or trajectories, using a linking model that allows to bridge between frames with missing detections. Figure 4 illustrates the two steps. Linking detections into robust tracklets is based on evaluating the similarity between cell regions. To this end, we learn a naive Bayes classifier from example pairs annotated on the training frames. Negative examples are generated automatically by randomly sampling non-corresponding pairs. Only if the classifier predicts high similarity between two detections, a link is created. The similarity is based on the same set of features as used for the cell detector.
The process of linking robust tracklets into trajectories is then performed using a global data association approach which has been shown to perform favourably compared to alternatives [5] . The solution to the underlying maximum-a-posteriori (MAP) problem, which selects an optimal hypothesis of linking robust tracklets into trajectories, is computed using linear programming. Using Bayes' rule, the MAP problem can be rewritten as a product of probabilities
Here, T is a set of trajectories generated from the robust tracklets X. Similar to [5] , the likelihood of a robust tracklet Xi is defined as
is the probability of being a true positive, |Xi| is the number of detections, α corresponds to the miss detection rate, and β is a tuning parameter. The probability of false positives is then PF P (Xi) = 1−PT P (Xi). The prior probability of a trajectory
tracklets is defined as a Markov chain
(6) Here, Pinit and Pterm are the probabilities of tracklets being the first and the last elements of a trajectory, and P link is the probability of linking two tracklets having distance ∆(Xi, Xj), defined as
The similarity V (Xi, Xj) is learned using a binary neural net with Bayesian regularisation. To this end, a set of spatio-temporal and visual features are computed for pairs of tracklets. The features include the cell region descriptor used in the detection component, spatial information such as location and orientation of tracklets, and temporal distance (such as gap size and velocity) between start and end points of tracklets. The parameter δmax limits the gap size that is considered for bridging over frames with missing detections. Based on P link , we define Pinit and Pterm as
(8) which is equal to the probability of a tracklet Xi not being linked to its most similar tracklet. This allows trajectories to be initialised and terminate anywhere and at anytime in the sequence.
The advantage of the global data association approach is that all hypotheses over all frames of the sequence are considered simultaneously, rather than propagating the results from frame to frame. This makes the method robust to errors of the frame-by-frame cell detection component.
EXPERIMENTAL EVALUATION
We have tested our processing pipeline on five different microscopic image sequences with different imaging characteristics. Details about the number of frames, tissue type and annotation statistics per dataset are summarised in Table 1 . In the following, we will present quantitative and qualitative results for different datasets.
Detection accuracy
In order to evaluate the accuracy of the cell detector, we used 70% of the annotations for training, and 30% for testing. Accuracy is quantified via precision, recall, and F1-score. Besides training and testing on frames from the same sequence, we were also interested in the generalisation performance when training and testing sequences do not overlap. This would enable a fully-automatic system where training is done only once. The quantitative results are summarised in Table 2 case when training and testing sequences do not overlap are 0.53, 0.74, 0.60, 0.58, 0.87. The poor performance on dataset A is explained by a sudden contrast change within the sequence, and training on frames from other sequences improves the detection accuracy.
Tracking performance
To quantify the performance of the tracking component, we employ two metrics (also used in [5] ), namely the target effectiveness (TE) and track purity (TP). TE corresponds to the percentage of frames in which a target (i.e., an annotation) is followed by a trajectory compared to the total number of target frames. Equivalently, TP corresponds to the percentage of frames in which a trajectory is followed by a target compared to the total number of trajectory frames. No tracking results were obtained for dataset A due to the poor detection performance. For datasets B-E the corresponding TE and TP values are 0.91/1.00, 0.93/0.88, 0.98/0.77, 0.94/0.93. A visual comparison between computed trajectories and manual annotations for dataset B is shown in Figure 5 . The method can effectively bridge gaps between frames with false negative detection responses.
DISCUSSION
Our proposed processing pipeline combines state-of-the-art components for motion compensation, cell detection and tracking which achieves promising results on a set of different microscopic image sequences. An advantage of this modular approach is that individual components can be easily exchanged with either application-specific components (if needed) or with "updates" according to future advances in registration, detection and tracking methodology. Limitations such as the non-overlapping constraint, for example, could be addressed using a different detection procedure [9] . Next steps include an evaluation on longer sequences. We are currently acquiring in-vivo sequences over periods of up to 30 minutes with several thousand frames. This poses new challenges in terms of robustness and efficiency for the employed processing methods. In order to facilitate future research and comparison with other approaches, the source code of our methods will be made publicly available.
