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Abstract
In this paper we develop a Fefferman-Stein theorem, a Hardy-Littlewood theorem and sharp
function estimations in weighted Sobolev spaces. We also provide uniqueness and existence
results for second-order elliptic and parabolic partial differential systems in weighed Sobolev
spaces.
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1 Introduction
In this article we consider the elliptic system
d∑
i,j=1
d1∑
r=1
aijkru
r
xixj (x) = f
k(x), (k = 1, 2, · · · , d1) (1.1)
and the parabolic system
ukt (t, x) =
d∑
i,j=1
d1∑
r=1
aijkr(t)u
r
xixj (t, x) + f
k(t, x), (k = 1, 2, · · · , d1) (1.2)
defined for t > 0 and x ∈ Rd+.
In the study of partial differential equations (PDEs) or of partial differential systems (PDSs)
regularity theory play the key role of describing essential relations between input data and the
unknown solutions; the sharper the theory is, the more understanding of the relations we get.
The primary goals of this article are to introduce some new mathematical tools and ideas which
are useful in the study of systems in Lp-spaces involving weights and to provide another nice regu-
larity theory for these systems.
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In this article we use weighted Sobolev spaces for the unknown function u = (u1, · · · , ud1) and
the inputs fk. The need to introduce weights comes from, for instance, the theory of stochastic
partial differential equations (SPDEs) or stochastic partial differential systems (SPDSs), where a
Ho¨lder space approach does not allow us to obtain results of reasonable generality and Sobolev spaces
without weights are trivially inappropriate (see [14] for details). To study such stochastic systems one
has to develop a nice regularity theory for the corresponding deterministic systems in advance. Also
Sobolev spaces with weights are very useful in treating degenerate elliptic and parabolic equations
(see, for instance, [16]) and in studying equations defined on non-smooth domains such as domains
with wedges (see, for instance, [5, 16, 18]).
In principle there are three main methods for Lp-theory: multiplier theory, Caldero´n-Zygmund
theory and the pointwise estimate using sharp functions. Multiplier theory fits well when the princi-
pal operator is almost Laplacian and the equation under consideration is defined on the entire space,
and Caldero´n-Zygmund theory works well when there exists an integral representation of solutions
and the integral is taken over Rn for some n. However, these two methods do not fit our case since
we are dealing with weighted Lp-theories for systems (1.1) and (1.1) defined on a half space. Thus we
use an approach based on pointwise estimates of the sharp function of second order derivatives, but
unlike the standard theory (for instance, [13]) we need to use the weighted version. The elaboration
of this approach is one of our main results.
We also mention that if d1 = 1 then weighted Lp-theories for single equations defined on a half
space can be constructed based on integration by parts without relying on sharp function estimations
(see the proof of Lemma 4.8 and Lemma 6.3 of [10]). However it seems that the arguments in the
proof of Lemma 4.8 and Lemma 6.3 of [10] cannot be reproduced for Lp-theory of systems unless
p = 2 and some stronger algebraic conditions on Aij are additionally assumed.
Interestingly, we discovered some very useful tools in the perspective of linear Partial differential
equations/systems theory. Even though, in this article, we only consider the systems with coefficients
independent of x, the sharp function estimates and the tools used to derive them will naturally lead
to many subsequent works studying, for instance, elliptic and parabolic equations and systems with
discontinuous coefficients defined in an arbitrary domain U of Rd. In this context, we refer the
readers to very extensive literature [13] and recent articles [1, 2, 3, 7, 6] (also see the references
therein), where (standard) Lp-theories are constructed for single equations with VMO (or small
BMO)-coefficients.
The article is organized as follows. In section 2 we prove the Fefferman-Stein theorem and Hardy
Littiewood theorem with our special weights; the proofs are quite elementary. In section 3 we
introduce weighted Sobolve spaces and formulate our regularity results for the systems, Theorem
3.10 and Theorem 3.13. The useful tools and ideas for proving Theorem 3.10 and Theorem 3.13 are
in section 4 and 5; the local estimations and the sharp function estimations. Finally Theorem 3.10
and Theorem 3.13 are proved in section 6.
As usual Rd stands for the Euclidean space of points x = (x1, ..., xd) and Rd+ = {x ∈ Rd : x1 > 0}.
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For i = 1, ..., d, multi-indices α = (α1, ..., αd), αi ∈ {0, 1, 2, ...}, and functions u(x) we set
uxi =
∂u
∂xi
= Diu, D
αu = Dα11 · ... ·Dαdd u, |α| = α1 + ...+ αd.
By δkr we denote the Kronecker delta on the indices k, r. If we write N = N(· · · ), this means that
the constant N depends only on what are in parenthesis.
The authors are sincerely grateful to Ildoo Kim for finding few errors in the earlier version of
this article.
2 F-S and H-L theorems in weighted Lp-spaces
Denote
Ω = R× Rd+ := {(t, x) = (t, x1, x2, . . . , xd) : x1 > 0}.
Also, by B(Rd+) and B(Ω) we denote the Borel σ-algebra on Rd+ and Ω respectively. Fix α ∈ (−1,∞)
and define the weighted measures
ν(dx) = να(dx) = (x
1)αdx, dµ = µα(dtdx) := να(dx)dt.
Then (Rd+,B(Rd+), ν) and (Ω,B(Ω), µ) are measure spaces with ν(Rd+) = µ(Ω) =∞. Let p ∈ [1,∞)
and Lp(Ω, µ) = Lp(Ω, µ;R
d1) (Lp(R
d
+, ν) resp.) be the collection of Borel-measurable functions
u = (u1, . . . , ud1) defined on Ω (on Rd+ resp.) satisfying
‖u‖pLp(Ω,µ) :=
∫
Ω
|u|pdµ <∞,
(
‖u‖p
Lp(Rd+,ν)
:=
∫
Rd+
|u|pν(dx) <∞, respectively
)
.
Denote
B0(Ω) := {C ∈ B(Ω) : |C| := µ(C) <∞}, B0(Rd+) := {D ∈ B(Rd+) : |D| := ν(D) <∞}.
We say f ∈ L1,loc(Ω, µ;Rd1) if fIC ∈ L1(Ω, µ) for any C ∈ B0(Ω), where IC is the indicator function
of C. For f = (f1, . . . , fd1) ∈ L1(Ω, µ;Rd1) and C ∈ B0(Ω) we define
fC :=
1
|C|
∫
C
fdµ = −
∫
C
fdµ =
(
−
∫
C
f1dµ, . . . ,−
∫
C
fd1dµ
)
.
Similarly write h ∈ L1,loc(Rd+, ν;Rd1) if hID ∈ L1(Rd+, ν) for any D ∈ B0(Rd+), and define
hD :=
1
|D|
∫
D
hν(dx) = −
∫
D
hν(dx) =
(
−
∫
D
h1ν(dx), . . . ,−
∫
D
hd1ν(dx)
)
.
Let (Cn, n ∈ Z) denote the filtration of the partitions of Ω¯ defined by
Cn =
{[ i0
4n
,
i0 + 1
4n
)
×
[ i1
2n
,
i1 + 1
2n
)
× · · · ×
[ id
2n
,
id + 1
2n
)
: i0, i2, . . . , id ∈ Z, i1 ∈ {0} ∪ N
}
,
and (Dn, n ∈ Z) be the corresponding filtration of the partitions of R¯d+, that is,
Dn :=
{[ i1
2n
,
i1 + 1
2n
)
× · · · ×
[ id
2n
,
id + 1
2n
)
: i0, i2, . . . , id ∈ Z, i1 ∈ {0} ∪ N
}
.
3
For any (t, x) ∈ Ω, by Cn(t, x) (Dn(x) resp.) we denote the unique cube in Cn (in Dn resp.) contain-
ing (t, x) (x respectively). Let L = L(Ω) (resp. L(Rd+)) denote the set of R
d1-valued continuous
functions with compact support in Ω ( in Rd+ respectively).
Lemma 2.1. (i) We have infC∈Cn |C| → ∞ as n→ −∞ and, for any f ∈ L(Ω), limn→∞ fCn(t,x) =
f(t, x) holds for any (t, x) ∈ Ω.
(ii) We have infD∈Dn |D| → ∞ as n → −∞ and, for any f ∈ L(Rd+), limn→∞ fDn(x) = f(x)
holds for any x ∈ Rd+.
Proof. It is obvious since f is continuous.
Lemma 2.2. (i) For any C ∈ Cn there exists a unique C′ ∈ Cn−1 such that C ⊂ C′ and
|C′|
|C| ≤ N(α) <∞.
(ii) For any D ∈ Dn there exists a unique D′ ∈ Dn−1 such that D ⊂ D′ and
|D′|
|D| ≤ N(α) <∞.
Proof. We only prove (i). Since Cn−1 is a partition of Ω, only one member of it contains C; we call
it C′. Let
C′ =
[ i0
4n−1
,
i0 + 1
4n−1
)
×
[ i1
2n−1
,
i1 + 1
2n−1
)
× · · · ×
[ id
2n−1
,
id + 1
2n−1
)
.
Then we have
|C′| = µ(C′) = 1
2(d+1)(n−1)
∫ i1+1
2n−1
i1
2n−1
(x1)αdx1
=
1
2(d+1)(n−1)
· 1
α+ 1
[(
i1 + 1
2n−1
)α+1
−
(
i1
2n−1
)α+1 ]
.
Note that C is one of 4 · 2d cubes belonging to Cn inside C′ and by the location of C we have either
|C| = 1
2(d+1)n
· 1
α+ 1
[(
i1 + 1
2n−1
)α+1
−
(
i1 + 1
2n−1
− 1
2n
)α+1 ]
(2.1)
or
|C| = 1
2(d+1)n
· 1
α+ 1
[(
i1 + 1
2n−1
− 1
2n
)α+1
−
(
i1
2n−1
)α+1 ]
. (2.2)
Case 1: Let i1 ≥ 1 and α ≥ 0. Denoting
a =
i1 + 1
2n−1
, b =
i1
2n−1
, c =
i1 + 1
2n−1
− 1
2n
, φ(x) = xα+1,
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we get
|C′|
|C| = 2
d+1 · φ(a) − φ(b)
φ(a) − φ(c) or 2
d+1 · φ(a)− φ(b)
φ(c)− φ(b)
= 2d+1
(
1 +
φ(c) − φ(b)
φ(a) − φ(c)
)
or 2d+1
(
1 +
φ(a)− φ(c)
φ(c)− φ(b)
)
= 2d+1
(
1 +
φ′(β)
φ′(α)
)
or 2d+1
(
1 +
φ′(α)
φ′(β)
)
, (2.3)
where α, β are some numbers satisfying b < β < c < α < a; we used mean value theorem. Since
α+ 1 > 1, the function φ is convex and increasing on (0,∞). Hence, we have
φ′(β)
φ′(α)
≤ 1, φ
′(α)
φ′(β)
≤ φ
′(a)
φ′(b)
=
aα
bα
=
(
i1 + 1
i1
)α
≤ 2α,
and therefore
|C′|
|C| ≤ 2
d+1(1 + 2α) ≤ 2α+d+2.
Case 2: Assume i1 = 0 and α ≥ 0. By similar but simpler calculation we obtain
|C′|
|C| ≤ 2
α+d+2.
Case 3: Assume α ∈ (−1, 0). If |C| is given as in (2.2), then since φ(x) is concave,
(
i1+1
2n−1
)α+1 − ( i12n−1 )α+1(
i1+1
2n−1 − 12n
)α+1 − ( i12n−1 )α+1 ≤ 2.
Let |C| be given as in (2.1). If i1 = 0, then
(
i1+1
2n−1
)α+1 − ( i12n−1 )α+1(
i1+1
2n−1
)α+1 − ( i1+12n−1 − 12n )α+1 =
2α+1
2α+1 − 1 ,
and if i1 ≥ 1 then since φ is concave and φ′ is positive on (0,∞)
(
i1+1
2n−1
)α+1 − ( i12n−1 )α+1(
i1+1
2n−1
)α+1 − ( i1+12n−1 − 12n )α+1 ≤
2−n+1φ′( i12n−1 )
2−nφ′( i1+12n−1 )
≤ 21−α.
The lemma is proved.
Remark 2.3. (i) By Lemma 2.1, Lemma 2.2 and the outline of Section 3.1, 3.2 of [13] we get Lemma
2.5, Theorem 2.7 and Theorem 2.8 below for free.
(ii) if Cn ∈ Cn and Cm ∈ Cm with n ≤ m, then Cn ∩ Cm = Cm or ∅.
Definition 2.4. We call τ = τ(x) ∈ Z ∪ {∞} a stopping time if {x : τ(x) = n} = ∅ or union of
some elements in Cn for each n ∈ Z.
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For f ∈ L1,loc(Ω, µ;Rd1), h ∈ L1,loc(Rd+, ν,Rd1) and n ∈ Z we define
f|n(t, x) :=
1
µ(Cn(t, x))
∫
Cn(t,x)
f(s, y)µ(dsdy) = −
∫
Cn(t,x)
f(s, y)µ(dsdy),
h|n(x) :=
1
ν(Dn(t, x))
∫
Dn(t,x)
h(y)ν(dy) = −
∫
Dn(x)
h(y)ν(dy),
and
f|τ (t, x) := f|τ(t,x)(t, x) if τ(t, x) 6=∞; f|τ (t, x) := f(t, x) if τ(t, x) =∞.
Lemma 2.5. Let {Cn : n ∈ Z} be a filtration of partitions of Ω¯.
(i) Let g ∈ L1,loc(Ω, µ;R1), g ≥ 0 and let τ be a stopping time. Then∫
Ω
g|τ (t, x)Iτ<∞(t, x)µ(dtdx) =
∫
Ω
g(t, x)Iτ<∞(t, x)µ(dtdx),∫
Ω
g|τ (t, x)µ(dtdx) =
∫
Ω
g(t, x)µ(dtdx).
(ii) Let g ∈ L1(Ω, µ;R1), g ≥ 0 and let λ > 0 be a constant. Then
τ(t, x) := inf{n : g|n(t, x) > λ} (inf ∅ :=∞)
is a stopping time. Furthermore, we have
0 ≤ g|τ(t, x)Iτ<∞ ≤ N0λ, |{(t, x) : τ(t, x) <∞}| ≤ λ−1
∫
Ω
g(t, x)Iτ<∞µ(dtdx).
Remark 2.6. (Riesz-Caldero´n-Zygmund decomposition) Any g ∈ L1(Ω, µ;R1) is decomposed by
g = ξ + η,
where ξ = g − g|τ , η = g|τ = g|τ Iτ<∞ + g|τ Iτ=∞. Moreover, we have (i) η ≤ N0λ a.e. (ii)
|{(t, x) : ξ(t, x) 6= 0}| ≤ λ−1‖g‖L1(Ω,µ) (iii) ξ|τ = 0.
Now, for f ∈ L1,loc(Ω, µ;Rd1) we define the maximal function
Mf(t, x) :=
(
sup
n<∞
|f1||n(t, x), . . . , sup
n<∞
|fd1 ||n(t, x)
)
and the sharp function
f#(t, x) =
(
sup
n<∞
−
∫
Cn(t,x)
|f1(s, y)− f1|n(s, y)|µ(dsdy), . . . , sup
n<∞
−
∫
Cn(t,x)
|fd1(s, y)− fd1|n (s, y)|µ(dsdy)
)
.
We define Mh(x) and h#(x) similarly for functions h = h(x) ∈ L1,loc(Rd+, ν;Rd1).
Theorem 2.7. Let p ∈ (1,∞). Then for any f ∈ Lp(Ω, µ;Rd1) and h ∈ Lp(Rd+, ν;Rd1), we have
‖Mf‖Lp(Ω,µ;Rd1 ) ≤ N‖f‖Lp(Ω,µ;Rd1 ), ‖Mh‖Lp(Rd+,ν;Rd1) ≤ N‖h‖Lp(Rd+,ν;Rd1)
where N = N(θ, p, d, d1).
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Theorem 2.8. Let p ∈ (1,∞). Then for any f ∈ Lp(Ω, µ;Rd1) and h ∈ Lp(Rd+, ν;Rd1) we have
‖f‖Lp(Ω,µ;Rd1 ) ≤ N‖f#‖Lp(Ω,µ;Rd1 ), ‖h‖Lp(Rd+,ν;Rd1) ≤ N‖h
#‖Lp(Rd+,ν;Rd1)
where N = N(θ, p, d, d1).
We investigate the relation between our maximal and sharp functions and more general ones.
Let B′r(x
′) denote the open ball in Rd−1 of radius r with center x′. For x = (x1, x′) ∈ Rd+ and t ∈ R,
denote
Br(x) = Br(x
1, x′) = (x1 − r, x1 + r)×B′r(x′), Qr(t, x) := (t, t+ r2)×Br(x)
and Q be the collection of all such open sets Qr(t, x) ⊂ Ω. For f ∈ L1,loc(Ω, µ : Rd1) we define
f iQ = −
∫
Q
f i dµ, Mf i(t, x) = sup
(t,x)∈Q
−
∫
Q
f idµ, (f i)♯(t, x) = sup
(t,x)∈Q
−
∫
Q
|f i − f iQ|dµ, i = 1, . . . , d1,
where the supremum is taken for all Q ∈ Q containing (t, x). Denote
Mf := (Mf1, . . . ,Mfd1), f ♯ := ((f1)♯, . . . , (fd1)♯).
For functions h ∈ L1,loc(Rd+, ν,Rd1), the functions Mh(x) and (h)♯(x) are defined similarly.
Lemma 2.9. For a scalar function g = g(t, x) and h = h(x) we have
g#(t, x) ≤ N g♯(t, x), h#(x) ≤ N h♯(x)
where N = N(θ, p, d).
Proof. We only prove the first assertion. For (t, x) ∈ Ω, denote the corresponding unique cube
Cn(t, x) ∈ Cn by [ i0
4n
,
i0 + 1
4n
)
×
[ i1
2n
,
i1 + 1
2n
)
× · · · ×
[ id
2n
,
id + 1
2n
)
where i0, i2, . . . , id ∈ Z and i1 ∈ {0} ∪ N. We define Q(n)(t, x) := Q d
2n
(t∗, x∗) with t∗ = i04n and
x∗ = ( i1+d2n ,
i2
2n , . . . ,
id
2n ). We have (t, x) ∈ Cn(t, x) ⊂ Q(n)(t, x) and
|Q(n)(t, x)|
|Cn(t, x)| = N(d) ·
(i1 + 2d)
α+1 − iα+11
(i1 + 1)α+1 − iα+11
(2.4)
by simple calculation. If i1 = 0, (2.4) is N(d)(2d)
α+1; if i1 ≥ 1 and α ≥ 0 then (2.4) is less than or
equal to
N(d) · (2d)
(
i1 + 2d
i1
)α
≤ N(d) · (2d) · (1 + 2d)α,
by mean value theorem. If α ∈ (−1, 0) then we use the concavity of xα+1 to prove that (2.4) is less
then N(d)(2d)α+1. The lemma is proved.
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Lemma 2.9 and Theorem 2.8 imply the following version of Fefferman-Stein theorem:
Theorem 2.10. (Fefferman-Stein) Let p ∈ (1,∞). Then for any f ∈ Lp(Ω, µ;Rd1) and h ∈
Lp(R
d
+, ν,R
d1), we have
‖f‖Lp(Ω,µ;Rd1) ≤ N‖f ♯‖Lp(Ω,µ;Rd1), ‖h‖Lp(Rd+,ν;Rd1) ≤ N‖h
♯‖Lp(Rd+,ν;Rd1)
where N = N(θ, p, d, d1).
The following lemma will be used in the proof of Theorem 2.12 below.
Lemma 2.11. Let α > −1 and φ(x) = xα+1 on x > 0. Then for any x > 0 and r > 0 we have
φ(x + 2r)− φ(x + r)
φ(x+ r) − φ(x) ≤ 2
α+1.
Proof. If α ∈ (−1, 0] the claim is obvious since φ is concave.
Assume α > 0, fix r > 0, and define
f(x) :=
φ(x + 2r)− φ(x+ r)
φ(x + r)− φ(x) .
We show that f ′(x) ≤ 0 for x > 0 so that f(x) ≤ f(0) = 2α+1 − 1; note that f(0) does not depend
on r. A simple calculation shows
f ′(x) = r(α + 1) · 2(x+ 2r)
αxα − (x+ 2r)α(x+ r)α − (x+ r)αxα
((x + r)α+1 − xα+1)2 . (2.5)
The numerator in (2.5) is
2 · xα(x+ r)α(x+ 2r)α ·
[
(x+ r)−α − x
−α + (x+ 2r)−α
2
]
. (2.6)
Since the function x−α is convex and x + r is the midpoint of x and x + 2r, the square bracket in
(2.6) is non-positive and so is f ′(x). The lemma is proved.
Theorem 2.12. (Hardy-Littlewood) Let p ∈ (1,∞). Then for f ∈ Lp(Ω, µ;Rd1) and h ∈ Lp(Rd+, ν,Rd1)
we have
‖Mf‖Lp(Ω,µ;Rd1) ≤ N‖f‖Lp(Ω,µ;Rd1), ‖Mh‖Lp(Rd+,ν;Rd1) ≤ N‖h‖Lp(Rd+,ν;Rd1).
Proof. Again we only proof the first assertion. We follow the outline for the proof of Theorem 3.3.2
which does not involve a weight in the norm. Without loss of generality we assume d1 = 1 and
g := f ≥ 0.
For λ > 0, denote A(λ) := {(t, x) : Mg(t, x) > λ}. Then since Mg is lower semi-continuous, A(λ)
is open. To prove the theorem it is enough to show that for any λ > 0 and compact set K ⊂ A(λ)
|K| ≤ N
λ
∫
Ω
IA(λ)(t, x)g(t, x)µ(dtdx),
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where N = N(θ, p, d). For the details see the proof of Theorem 3.3.2 of [13].
For any (t, x) ∈ K there exists Q containing (t, x) such that ∫
Q
gdµ > λ|Q|. Also, we observe
that Q ⊂ A(λ) and there exists a finite cover {Q1, . . . , Qn} of K such that∫
Qi
gdµ > λ|Qi|.
For Q = (t− 12r2, t+ 12r2)× (x1 − r, x1 + r)×B′r(x′) ∈ Q, denote
3Q :=
(
t− 3
2
r2, t+
3
2
r2
)× (x1 − 3r, x1 + 3r)×B′3r(x′).
When Q is close to the boundary of Ω, 3Q may not be in Ω. Hence, we define
Q∗ = 3Q ∩Ω.
Using a Vitali covering argument one can find the disjoint subset {Q˜1, . . . , Q˜k} of {Q1, . . . , Qn}
satisfying K ⊂ ⋃kj=1 Q˜j∗ (see the proof of Theorem 3.3.2 of [13]). To measure |K| we compute the
ratio
|Q˜j
∗
|
|Q˜j |
. For Qj = (t− r22 , t+ r
2
2 )× (x1 − r, x1 + r)×B′r(x′) we have
|Q˜j∗|
|Q˜j|
= 3d · φ(x + 3r)− φ((x − 3r) ∨ 0)
φ(x+ r)− φ(x − r) ,
where φ(x) = xθ−d+p+1 and a ∨ b := max{a, b}. We note
φ(x+ 3r)− φ((x − 3r) ∨ 0)
φ(x + r) − φ(x− r)
=
φ(x− r) − φ((x − 3r) ∨ 0) + φ(x + r)− φ(x − r) + φ(x + 3r)− φ(x + r)
φ(x + r)− φ(x − r)
≤ 2 + φ(x+ 3r)− φ(x + r)
φ(x+ r) − φ(x− r) , (2.7)
where the last inequality is true since φ is increasing and convex. Now, Lemma 2.11 with x− r, 2r
instead of x, r implies (2.7) is less than or equal to 2 + 2α+1. Hence, we have
|Q˜j∗|
|Q˜j |
≤ 3d · (2 + 2α+1), |Q˜j∗| ≤ 3d · (2 + 2α+1)|Q˜j |.
Thus,
|K| ≤
k∑
j=1
|Q˜j∗| ≤ 3d · (2 + 2α+1)
k∑
j=1
|Q˜j |
≤ 3d · (2 + 2α+1)λ−1
k∑
j=1
∫
Q˜j
g dµ ≤ 3d · (2 + 2α+1)λ−1
∫
Ω
gIA(λ) dµ.
The theorem is proved.
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3 A weighted Lp-theory for systems in a half space
Let C∞0 (R
d;Rd1) denote the set of all Rd1-valued infinitely differentiable functions with compact
support in Rd. By D we denote the space of d-dimensional distributions on C∞0 (Rd;Rd1); precisely,
for u ∈ D and φ ∈ C∞0 (Rd;Rd1) we define (u, φ) ∈ Rd1 with components (u, φ)k = (uk, φk),
k = 1, . . . , d1; each u
k is a usual scalar-valued distribution.
For p ∈ (1,∞) we define Lp = Lp(Rd;Rd1) as the space of all Rd1-valued functions u =
(u1, . . . , ud1) satisfying
‖u‖pLp :=
d1∑
k=1
‖uk‖pLp <∞.
Denote x = (x1, . . . , xd). In this paper we define
‖ux‖pLp =
d∑
i=1
‖uxi‖pLp , ‖uxx‖
p
Lp
=
d∑
i,j=1
‖uxixj‖pLp , etc.
For any γ ∈ R, define the space of Bessel potential Hγp = Hγp (R;Rd1) as the space of all distri-
butions u on Rd such that (1−∆)γ/2u ∈ Lp, where each component is defined by
((1−∆)γ/2u)k = (1−∆)γ/2uk
and the norm is given by
‖u‖Hγp := ‖(1−∆)γ/2u‖Lp .
ThenHγp is a Banach space with the given norm and C
∞
0 (R
d;Rd1) is dense inHγp (see [19]). Note that
Hγp are usual Sobolev spaces for γ = 0, 1, 2, . . .. It is well known that the first order differentiation
operator, D : Hγp → Hγ−1p , is bounded. On the other hand, if supp (u) ⊂ (a, b), where −∞ < a <
b <∞, then
‖u‖Hγp ≤ c(d, a, b)‖ux‖Hγ−1p (3.1)
(see, for instance, Remark 1.13 in [10]).
Now we introduce the weighted Sobolev spaces taken from [10] and [17]. Take a nonnegative
real-valued function ζ(x) = ζ(x1) ∈ C∞0 (R+) such that
∞∑
n=−∞
ζ(en+s) > c > 0, ∀s ∈ R, (3.2)
where c is a constant. Note that any nonnegative function ζ with ζ > 0 on [1, e] satisfies (3.2). For
θ ∈ R, let Hγp,θ := Hγp,θ(Rd+;Rd1) denote the set of all d-dimensional distributions u = (u1, u2, · · ·ud1)
on Rd+ such that
‖u‖p
Hγp,θ
:=
∑
n∈Z
enθ‖ζ(·)u(en·)‖p
Hγp
<∞. (3.3)
It is known that for different ζ satisfying (3.2), we get the same spaces Hγp,θ with equivalent norms,
and for any η ∈ C∞0 (R+;R),
∞∑
n=−∞
enθ‖η(·)u(en·)‖p
Hγp
≤ N
∞∑
n=−∞
enθ‖ζ(·)u(en·)‖p
Hγp
, (3.4)
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where N depends only on γ, θ, p, d, d1, η, ζ. Furthermore, if γ is a nonnegative integer, then
‖u‖p
Hγ
p,θ
∼
∑
|β|≤γ
∫
Rd+
|(x1)|β|Dβu(x)|p(x1)θ−d dx. (3.5)
Let Mα be the operator of multiplying by (x1)α and M :=M1. For ν ∈ (0, 1], denote
|u|C = sup
x∈Rd+
|u(x)|, [u]Cν = sup
x 6=y
|u(x)− u(y)|
|x− y|ν .
Below we collect some other important properties of the spaces Hγp,θ.
Lemma 3.1. ([10], [11]) Let γ, θ ∈ R and p ∈ (1,∞).
(i) C∞0 (R
d
+;R
d1) is dense in Hγp,θ.
(ii) Assume that γ = m + ν + d/p for some m = 0, 1, · · · and ν ∈ (0, 1]. Then for any u ∈ Hγp,θ
i ∈ {0, 1, · · · ,m}, we have
|M i+θ/pDiu|C + [Mm+ν+θ/pDmu]Cν ≤ N‖u‖Hγp,θ . (3.6)
(iii) Let α ∈ R. Then MαHγp,θ+αp = Hγp,θ and
‖u‖Hγp,θ ≤ N‖M−αu‖Hγp,θ+αp ≤ N‖u‖Hγp,θ .
(iv) For any MD,DM : Hγp,θ → Hγ−1p,θ are bounded linear operators, and
‖u‖Hγp,θ ≤ N‖u‖Hγ−1p,θ +N‖Mux‖Hγ−1p,θ ≤ N‖u‖Hγp,θ ,
‖u‖Hγp,θ ≤ N‖u‖Hγ−1p,θ +N‖(Mu)x‖Hγ−1p,θ ≤ N‖u‖Hγp,θ .
Furthermore, if θ 6= d− 1, d− 1 + p, then
‖u‖Hγp,θ ≤ N‖Mux‖Hγ−1p,θ , ‖u‖Hγp,θ ≤ N‖(Mu)x‖Hγ−1p,θ . (3.7)
(v) For i = 0, 1 let κ ∈ [0, 1], pi ∈ (1,∞), γi, θi ∈ R and assume the relations
γ = κγ1 + (1− κ)γ0, 1
p
=
κ
p1
+
1− κ
p0
,
θ
p
=
θ1κ
p1
+
θ0(1− κ)
p0
.
Then
‖u‖Hγp,θ ≤ N‖u‖
κ
H
γ1
p1,θ1
‖u‖1−κ
H
γ0
p0,θ0
.
Remark 3.2. Let θ ∈ (d− 1, d− 1 + p) and n be a nonnegative integer. By Lemma 3.1 (iii), (iv)
‖M−nv‖Hγp,θ ≤ N‖D
nv‖Hγ−n
p,θ
(3.8)
for any v ∈ C∞0 (Rd;Rd1). Indeed, since θ +mp 6= d− 1, d− 1 + p for any integer m
‖M−nv‖Hγp,θ ≤ N‖M
−1v‖Hγ
p,θ−(n−1)p
≤ N‖vx‖Hγ−1
p,θ−(n−1)p
≤ N‖M−1vx‖Hγ−1
p,θ−(n−2)p
≤ N‖D2v‖Hγ−2
p,θ−(n−2)p
. . . .
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For −∞ ≤ S < T ≤ ∞, we define the Banach spaces:
H
γ
p,θ(S, T ) := Lp((S, T ), H
γ
p,θ), H
γ
p,θ(T ) := H
γ
p,θ(0, T ), Lp,θ(S, T ) := H
0
p,θ(S, T ), L
γ
p,θ(T ) := L
γ
p,θ(0, T )
with norms given by
‖u‖p
H
γ
p,θ(S,T )
=
∫ T
S
‖u(t)‖p
Hγp,θ
dt.
Lemma 3.3. For φ, ψ ∈ C∞0 ((S, T )×Rd+), define (φ, ψ) =
∫ T
S
∫
Rd+
φ(s, x)ψ(t, x)dtdx. For p ∈ (1,∞)
and γ, θ ∈ R, define γ′, p′, θ′ so that
γ′ = −γ, 1
p
+
1
p′
= 1,
θ
p
+
θ′
p′
= d.
Then for any φ ∈ C∞0 ((S, T )× Rd+)
‖φ‖Hγp,θ(S,T ) ≤ N sup
ψ∈C∞0 ((S,T )×R
d
+)
(φ, ψ)
‖ψ‖
H
γ′
p′,θ′
(S,T )
≤ N‖φ‖Hγp,θ(S,T ),
where N is independent of φ. Moreover the relation (φ, ψ) can be extended by continuity on all
φ ∈ Hγp,θ(S, T ) and ψ ∈ Hγ
′
p′,θ′(S, T ), and then it identifies the dual to H
γ
p,θ(S, T ) with H
γ′
p′,θ′(S, T ).
Proof. See Theorem 2.5 of [11]; this actually proves the duality between Hγp,θ and H
γ′
p′,θ′ , but the
proof of our claim is essentially the same. The only difference is that one has to consider integrations
on the time variable, too.
Finally, we set Uγp,θ := M
1−2/pH
γ−2/p
p,θ , meaning that any u ∈ Uγp,θ has the form u = M1−2/p · v
with v ∈ Hγ−2/pp,θ and ‖u‖Uγp,θ := ‖M−1+2/pu‖Hγ−2/pp,θ = ‖v‖Hγ−2/pp,θ . Using these spaces, we define our
solution spaces.
Definition 3.4. We write u ∈ Hγ+2p,θ (S, T ) if u ∈ MHγ+2p,θ (S, T ), u(S, ·) ∈ Uγ+2p,θ (u(−∞, ·) := 0 if
S = −∞), and for some f˜ ∈ M−1Hγp,θ(T ) it holds ut = f˜ in the sense of distributions, that is for
any φ ∈ C∞0 (Rd;Rd1) the equality
(u(t, ·), φ) = (u(S, ·), φ) +
∫ t
S
(f˜(s, ·), φ)ds (3.9)
holds for all t ∈ (S, T ). In this case we write ut = f˜ . The norm in Hγ+2p,θ (S, T ) is defined by
‖u‖
H
γ+2
p,θ (S,T )
= ‖M−1u‖
H
γ+2
p,θ (S,T )
+ ‖Mut‖Hγp,θ(S,T ) + ‖u(S, ·)‖Uγ+2p,θ .
Define Hγ+2p,θ (T ) := H
γ+2
p,θ (0, T ) and H
γ+2
p,θ := H
γ+2
p,θ (0,∞).
Theorem 3.5. (i) The space Hγ+2p,θ (S, T ) is a Banach space.
(ii) Let 0 < T <∞. Then for any u ∈ Hγ+2p,θ (T ),
sup
t≤T
‖u(t)‖
H
γ+1
p,θ
≤ N(d, p, θ, T )‖u‖
H
γ+2
p,θ (T )
.
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(iii) Let 0 < T <∞. For any nonnegative integer n ≥ γ + 2, the set
H
γ+2
p,θ (T )
⋂ ∞⋃
k=1
C([0, T ], Cn0 (Gk))
where Gk = (1/k, k)× {|x′| < k} is dense in Hγ+2p,θ (T ).
Proof. See Theorem 2.9 and Theorem 2.11 of [14].
Here are some interior Ho¨lder estimates of functions in the space Hγ+2p,θ (T ).
Theorem 3.6. Let p > 2 and assume
2/p < α < β ≤ 1, γ + 2− β − d/p = k + ε,
where k ∈ {0, 1, 2, · · · } and ε ∈ (0, 1]. Denote σ = β − 1 + θ/p. Then for any u ∈ Hγ+2p,θ (T ) and
multi-indices i, j such that |i| ≤ j and |j| = k,
(i) the functions Diu(t, x) are continuous in [0, T ]× Rd+ and
Mσ+|i|Diu(t, ·)−Mσ+|i|Diu(0, ·) ∈ Cα/2−1/p([0, T ], C(Rd+));
(ii) there exists a constant N = N(p, d, α, β) so that
sup
t,s≤T


∣∣Mσ+|i|Di(u(t)− u(s))∣∣
C(Rd+)
|t− s|α/2−1/p +
[
Mσ+|j|+εDj(u(t)− u(s))]
Cε
|t− s|α/2−1/p


≤ NT (β−α)/2‖u‖
H
γ+2
p,θ (T )
. (3.10)
Proof. See Theorem 4.7 of [8].
Remark 3.7. (see Remark 4.8 of [8] for details) For instance, if θ = d, γ ≥ −1 and κ0 = 1− 2p− dp > 0,
then for any κ ∈ (0, κ0) and u ∈ H1p,θ(T ) with u(0) = 0,
sup
t≤T
sup
x,y∈Rd+
|u(t, x)− u(t, y)|
|x− y|κ <∞. (3.11)
sup
x∈Rd+
sup
s,t≤T
|u(t, x)− u(s, x)|
|t− s|κ/2 <∞. (3.12)
Indeed, for (3.11) take j = 0, β = κ0 − κ+ 2/p and ε = 1− β − d/p = κ = −σ, then σ + |j|+ ε = 0
and (3.10) yields (3.11). Also for (3.12), take i = 0, α = κ + 2/p, β = 1 − d/p then σ + |i| = 0,
2/p < α < β < 1 and α/2− 1/p = κ/2.
For any d1 × d1 matrix C = (ckr) we let
|C| :=
√∑
k,r
(ckr)2.
We setAij = (aijkr)k,r=1,...,d1 for each i, j = 1, . . . , d. Throughout the article we assume the followings.
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Assumption 3.8. For each i and j, Aij depends only on t and there exist finite constants δ,K > 0
so that
δ|ξ|2 ≤
d∑
i,j=1
(ξi)∗Aij ξi (3.13)
for all (real valued) d1 × d-matrix ξ, where ξi denotes the i-th column of ξ. Also, there exists a
constant K <∞ such that ∣∣Aij ∣∣ ≤ K, ∀ i, j = 1, . . . , d, (3.14)
where ∗ means matrix transposition.
We recall (1.2) and write it as
ukt = a
ij
kr(t)u
r
xixj + f
k, uk(S) = uk0 , k = 1, 2, · · · , d1, (3.15)
assuming the summation convention on indices i, j, r; such convention will be used throughout the
article. In short, we will write (3.15) as
ut = A
ij(t)uxixj + f, u(S) = u0, (3.16)
where we regard u, u0, f as d1 × 1 matrix-valued functions.
Definition 3.9. A d-dimensional distribution-valued function u defined on (S, T ) is a solution of
(3.16) in Hγ+2p,θ (S, T ) if u ∈MHγ+2p,θ (S, T ), u(S) ∈ Uγ+2p,θ (u(−∞, ·) := 0 if S = −∞) and (3.16) holds
in the sense of distributions, that is (3.9) holds with f˜ = Aijuxixj + f .
The following is our Lp-theory for the parabolic system (3.16). The proof is given in section 6.
Theorem 3.10. Let p ∈ (1,∞) and γ ≥ 0. Assume θ ∈ (d + 1 − p, d + p − 1) if p ∈ (1, 2] and
θ ∈ (d− 1, d+1) if p ∈ (2,∞). Then for any f ∈M−1Hγp,θ(T ) and u0 ∈ Uγ+2p,θ system (3.16) admits
a unique solution u ∈ Hγ+2p,θ (T ), and for this solution we have
‖u‖
H
γ+2
p,θ (T )
≤ N
(
‖Mf‖Hγp,θ(T ) + ‖u0‖Uγ+2p,θ
)
, (3.17)
where N = N(γ, p, θ, δ,K).
Remark 3.11. Various interior Ho¨lder estimates of the solution in Theorem 3.10 can be obtained
according to Theorem 3.6. Also see Lemma 4.11 and Lemma 4.14.
Remark 3.12. (i) The proof of Theorem 3.10 is based on a sharp function estimate (Lemma 5.7). If
d1 = 1, then Lemma 5.7 can be proved for any θ ∈ (d− 1, d− 1 + p) as long as p > 1; we will prove
this in a subsequent article for parabolic equations with (weighted) BMO-coefficients.
(ii) It is known (see Remark 3.6 of [14]) that if θ 6∈ (d − 1, d− 1 + p), then Theorem 3.10 is not
true even for the heat equation ut = ∆u+ f .
Now we present our Lp-theory for the elliptic system (1.1). The proof is given in section 6.
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Theorem 3.13. Let p ∈ (1,∞), γ ≥ 0 and Aij be independent of t. Assume θ ∈ (d+1−p, d+p−1)
if p ∈ (1, 2] and θ ∈ (d− 1, d+ 1) if p ∈ (2,∞). Then for any f = (f1, f2, · · · , fd1) ∈M−1Hγp,θ the
system (1.1) admits a unique solution u ∈MHγ+2p,θ , and for this solution we have
‖M−1u‖Hγ+2p,θ ≤ N‖Mf‖Hγp,θ ,
where N = N(γ, p, θ, δ,K).
Remark 3.14. Theorem 3.10 and Theorem 3.13 hold not only for γ ≥ 0 but also for any γ < 0.
This can be easily proved by using the results for γ ≥ 0 and repeating the arguments used for single
equations (see the proof of Theorem 5.6 of [10]).
4 Preliminary estimates : Some local estimates of solutions
In this section we prove a version of Theorem 3.10 for θ = d. This result is used to derive some local
estimates of Dαu for any multi-index α, where u is a solution of (3.16).
First, we introduce some results for systems defined on the entire space. For −∞ ≤ S < T ≤ ∞
we denote Hγp(S, T ) := Lp((S, T ), H
γ
p ) and H
γ
p(T ) := H
γ
p(0, T ).
Theorem 4.1. Let γ ∈ R and −∞ ≤ S < T ≤ ∞. Let f ∈ Hγp(S, T ) and u ∈ Hγ+2p (S, T ) satisfy
ut = A
ij(t)uxixj + f, t > S, x ∈ Rd.
Additionally assume u(S, ·) = 0 if S > −∞. Then
‖uxx‖pHγp(S,T ) ≤ N(d, p, δ,K)‖f‖
p
H
γ
p(S,T )
. (4.1)
Also if −∞ < S < T <∞, then
‖u‖p
H
γ+2
p (S,T )
≤ N(d, p, δ,K, S, T )‖f‖p
H
γ
p(S,T )
.
Proof. This is a classical result. See, for instance, Theorem 1.1 of [15]. Actually in [15] the theorem
is proved only when γ = 0, but the general case follows by the fact the operator (1 − ∆)µ/2 :
Hγp(S, T )→ Hγ−µp (S, T ) is an isometry.
Theorem 4.1 yields the following result.
Corollary 4.2. Let u ∈ C∞0 (Rd+1;Rd1). Then
‖uxx‖pHγp(−∞,∞) ≤ N(d, p, δ,K) ‖ut −A
ijuxixj‖pHγp(−∞,∞). (4.2)
Corollary 4.3. Let 0 < T <∞, f i ∈ Lp(T ), and u ∈ H1p(T ) satisfies
ut = A
ij(t)uxixj + f
i
xi, t ∈ (0, T ), x ∈ Rd
with zero initial condition u(0) = 0. Then
‖ux‖pLp(T ) ≤ N(d, p, δ,K)‖f i‖
p
Lp(T )
. (4.3)
‖u‖p
H1p(T )
≤ N(d, p, δ,K, T )‖f i‖p
Lp(T )
.
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Proof. Remember
‖f ix‖H−1p ≤ N‖f i‖Lp , ‖ux‖Lp ≤ N(‖uxx‖H−1p + ‖u‖Lp(T )).
By (4.1) with γ = −1,
‖ux‖L(T ) ≤ N(‖f i‖L(T ) + ‖u‖Lp(T )). (4.4)
Notice that, for any constant c > 0, the function uc(t, x) := u(c2t, cx) satisfies
uct = A
ij(c2t)ucxixj + (cf
i(c2t, cx))xi .
Thus for this function (4.4) with c−2T in place of T becomes
‖ux‖L(T ) ≤ N(‖f i‖L(T ) + c−1‖u‖Lp).
Now we get (4.3) by taking c→∞.
Corollary 4.4. Let u ∈ C∞0 (Rd;Rd1) and Aij be independent of t. Then
‖uxx‖pHγp ≤ N(d, p, δ,K) ‖A
ijuxixj‖pHγp . (4.5)
Proof. Take a nonnegative smooth function η(t) ∈ C∞0 (−1, 1) so that
∫
R
ηp(t)dt = 1. For each
n = 1, 2, · · · , define ηn(t) = n−1/pη(t/n). Then applying (4.2) for vn(t, x) := ηn(t)u(x),
‖uxx‖pHγp ≤ N‖A
ijuxixj‖pHγp +N‖u‖
p
Hγp
∫
R
|η′n|pdt
Now it is enough to let n→∞. The corollary is proved.
Remember that for any t ∈ R, (x1, x′) ∈ Rd, we defined
Br(x) = (x
1 − r, x1 + r) ×B′r(x′), Qr(t, x) = (t, t+ r2)×Br(x),
where B′r(x
′) is the open ball in Rd−1 of radius r with center x′. By C∞loc(R
d+1;Rd1) we denote
the set of Rd1-valued functions u defined on Rd+1 and such that ζu ∈ C∞0 (Rd+1;Rd1) for any
ζ ∈ C∞0 (Rd+1;R).
Theorem 4.5. Let q ∈ (1,∞) and (t, x) ∈ Rd+1. Then there exists a constant N , depending only
on q, d, d1, δ and K so that for any λ ≥ 4, r > 0 and u ∈ C∞loc(Rd+1;Rd1), we have
−
∫
Qr(t,x)
−
∫
Qr(t,x)
|uxx(s, y)− uxx(r, z)|q dsdydrdz
≤ Nλ−q −
∫
Qλr(t,x)
|uxx|q dsdy +Nλd+2 −
∫
Qλr(t,x)
|ut +Aijuxixj |q dsdy.
Proof. See Theorem 6.1.2 of [13]. Actually this theorem is proved when d1 = 1, and the proof is
based on Theorem 4.1. Since Theorem 4.1 holds for any d1 = 1, 2, · · · , the theorem can be proved
by repeating the proof of Theorem 6.1.2 of [13] word for word.
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Corollary 4.6. Let u = u(x) ∈ C∞loc(Rd;Rd1) and Aij be independent of t. Then for any x ∈ Rd,
λ ≥ 4 and r > 0,
−
∫
Br(x)
−
∫
Br(x)
|uxx(y)− uxx(z)|qdydz
≤ Nλ−q −
∫
Bλr(x)
|uxx|qdy +Nλd+2 −
∫
Bλr(x)
|Aijuxixj |qdy.
From now on we consider systems defined on a half space. Remember
H
γ
p,θ(S, T ) := Lp((S, T ), H
γ
p,θ), ‖u‖pHγp,θ(S,T ) :=
∫ T
S
‖u(t, ·)‖p
Hγp,θ
dt.
Lemma 4.7. Let γ, θ ∈ R and p ∈ (1,∞).
(i) Let −∞ ≤ S < T ≤ ∞ and suppose u(t, x) ∈ C∞0 (R× Rd+;Rd1) satisfies
ut +A
ij(t)uxixj = f, (t, x) ∈ (S, T )× Rd+
and assume u(T, ·) = 0 if T <∞.
‖M−1u‖p
H
γ+2
p,θ
(S,T )
≤ N(p, d, θ, δ,K)
(
‖M−1u‖p
H
γ+1
p,θ
(S,T )
+ ‖Mf‖p
H
γ
p,θ(S,T )
)
. (4.6)
(ii) If u(x) ∈ C∞0 (Rd+;Rd1) and Aij is independent of t, then
‖M−1u‖p
Hγ+2p,θ
≤ N(p, d, θ, δ,K)
(
‖M−1u‖p
Hγ+1p,θ
+ ‖MAijuxixj‖pHγp,θ
)
. (4.7)
Proof. (i). We proceed as in the proof of Lemma 5.8 of [10]. Denote Sn = e
−2nS and Tn = e
−2nT .
By Lemma 3.1(iii) and (3.3),
‖M−1u‖p
H
γ+2
p,θ (S,T )
≤ N
∞∑
n=−∞
en(θ−p)‖ζ(x)u(t, enx)‖p
H
γ+2
p (S,T )
= N
∞∑
n=−∞
en(2+θ−p)‖ζ(x)u(e2nt, enx)‖p
H
γ+2
p (Sn,Tn)
≤ N
∞∑
n=−∞
en(2+θ−p)‖(ζ(x)u(e2nt, enx))xx‖pHγp(Sn,Tn), (4.8)
where the last inequality is due to (3.1). Denote vn(t, x) = ζ(x)u(e2nt, enx), then it satisfies
vnt +A
ij(e2nt)vnxixj = e
2nζ(x)f(e2nt, enx)+2enA1j(e2nt)ζxuxj(e
2nt, enx)+A11(e2nt)ζxxu(e
2nt, enx)
for (t, x) ∈ (Sn, Tn)× Rd+. By (4.1),
‖vnxx‖pHγp(Sn,Tn) ≤ Ne
2np‖ζ(x)f(e2nt, enx)‖p
H
γ
p (Sn,Tn)
+ Nenp‖ζxiuxj (e2nt, enx)‖pHγp(Sn,Tn) +N‖ζxxu(e
2nt, enx)‖p
H
γ
p (Sn,Tn)
,
17
where N is independent of n. Plugging this into (4.8) one gets
‖M−1u‖p
H
γ+2
p,θ
(S,T )
≤ N
∞∑
n=−∞
en(θ+p)‖ζ(x)f(t, enx)‖p
H
γ
p(S,T )
+ N
∞∑
n=−∞
enθ‖ζxux(t, enx)‖pHγp (S,T ) +N
∞∑
n=−∞
en(θ−p)‖ζxxu(t, enx)‖pHγp (S,T ).
This, (3.4) and Lemma 3.1 easily lead us to (4.6). Indeed, for instance, by (3.4)
∞∑
n=−∞
enθ‖ζxux(t, enx)‖pHγp (S,T ) ≤ N‖ux‖
p
H
γ
p,θ
(S,T )
and by Lemma 3.1(iv) applied to M−1u in place of u,
‖ux‖Hγp,θ(S,T ) = ‖DM(M
−1u)‖Hγp,θ(S,T ) ≤ N‖M
−1u‖
H
γ+1
p,θ (S,T )
.
(ii) This is proved similarly based on (4.5). The lemma is proved.
Remark 4.8. Let γ ≥ 0. By iterating (4.6), one gets
‖M−1u‖p
H
γ+2
p,θ (S,T )
≤ N‖M−1u‖p
Lp,θ(S,T )
+N‖Mf‖p
H
γ
p,θ(S,T )
≤ N‖Muxx‖pLp,θ(S,T ) +N‖Mf‖
p
H
γ
p,θ(S,T )
,
where for the second inequality we use (3.7) twice. We use both inequalities later to estimate
‖M−1u‖p
H
γ+2
p,θ (S,T )
.
Let (w1t , w
2
t , · · · , wdt ) be a d-dimensional Wiener process defined on a probability space (Ω′,F , P ).
Denote
ξt = w
1
t
√
2 + 2t, ηt = (
√
2
∫ t
0
eξsdw2s , · · · ,
√
2
∫ t
0
eξsdwds )
and define d×d matrix-valued process σt so that (σtx)1 = eξtx1 and (σtx)′ = x′+x1ηt. It is easy to
check (see [10], p.1628) that xt(x) := σtx is the unique solution of the stochastic differential equation
dxt =
√
2x1t dwt + 3x
1
t e1dt, x0(x) = x,
where e1 = (1, 0, · · · , 0). For any f ∈ C∞0 (Rd+) and x ∈ Rd, define
Ef(x) = E
∫ ∞
0
f(σtx) dt :=
∫
Ω′
∫ ∞
0
f(σtx) dtdP.
(See below for the convergence of this integral). Note that if x1 ≤ 0 then (σtx)1 ≤ 0 and thus
Ef(x) = 0. Denote
Lu :=M2∆u+ 3MD1u =
d∑
i=1
(MDi)
2 + 2MD1.
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Lemma 4.9. Let f ∈ C∞0 (Rd+).
(i) Ef ∈ Lp(Rd) and f = L(Ef) in the sense of distributions on Rd.
(ii) There exist f1, f2, · · · , fd ∈ Lp(Rd) so that f =MDif i in the sense of distributions on Rd,
and
d∑
i=1
‖f i‖Lp(Rd) ≤ N‖f‖Lp(Rd+).
Proof. By Theorem 2.11 of [10] (with θ = d and b = 3 there), the map L is a bounded one-to-one
operator from H2p,d onto Lp,d, and its inverse (:= L−1) is also bounded. Denote u := L−1f ∈ H2p,d.
By Lemma 3.1(i), there exists a sequence un ∈ C∞0 (Rd+) so that un → u in H2p,d. Denote fn(x) :=
Lun(x) for each x ∈ Rd. Then
Lun → Lu (= f) in Lp,d and ‖un − um‖H2p,d ≤ N‖fn − fm‖Lp,d . (4.9)
Obviously un(x) = fn(σtx) = 0 if x
1 ≤ 0. By Itoˆ’s formula (see (2.10) in [10] for details), we get
un(x) = E
∫ ∞
0
fn(σtx) dt, ∀x ∈ Rd.
The convergence of this improper integral is discussed in the proof of Theorem 2.11 of [10]. Actually
there it is shown that for any h ∈ C∞0 (Rd+) (here, θ = d and b = 3 in our case),
E
∫ ∞
0
‖h(σtx)‖Lp,ddt ≤ N‖h‖Lp,d
∫ ∞
0
e−(θ−d+1)(b−1)t+(θ−d+1)
2tdt = N‖h‖Lp,d, (4.10)
which also implies
‖un − Ef‖Lp,d = ‖E
∫ ∞
0
fn(σtx) dt− E
∫ ∞
0
f(σtx) dt‖Lp,d ≤ N‖fn − f‖Lp,d → 0 as n→∞.
Note Lp,d = Lp(R
d
+). Since un(x), fn(x), f(x) and Ef vanish if x1 ≤ 0, it follows that
‖un − Ef‖Lp(Rd) → 0, ‖fn − f‖Lp(Rd) → 0 (4.11)
as n → ∞. Also (4.9) and fact ‖un‖H2p,d = ‖L−1fn‖H2p,d ≤ N‖fn‖Lp,d show that {MDun : n =
1, 2, · · · } is a Cauchy sequence in Lp(Rd). Indeed, since each un has compact support in Rd+,
‖MDun −MDum‖Lp(Rd) = ‖MDun −MDum‖Lp,d ≤ N‖un − um‖H1p,d ≤ N‖fn − fm‖Lp,d .
Let L∗ denote the adjoint operator of L. For any φ ∈ C∞0 (Rd), by (4.11),
(f, φ) = lim
n→∞
(fn, φ) = lim
n→∞
(Lun, φ) = lim
n→∞
(un,L∗φ) = (Ef,L∗φ) = (L(Ef), φ).
Thus f = L(Ef) in the sense of distributions on Rd. Also since un → Ef in Lp(Rd) and {MDun}
is a Cauchy sequence in Lp(R
d), we have MDEf ∈ Lp(Rd). Consequently,
f = L(Ef) =MD1(MD1Ef + 2Ef) +
d∑
j=2
MDjEf =:
d∑
i=1
MDif
i,
19
and by (4.11),∑
i
‖f i‖Lp(Rd) = limn→∞(‖un‖Lp + ‖MDun‖Lp) ≤ limn→∞ ‖un‖H2p,d ≤ N‖fn‖Lp,d = N‖f‖Lp,d.
The lemma is proved.
Now we prove a version of Theorem 3.10 for θ = d.
Lemma 4.10. Let −∞ < S < T <∞, p ∈ (1,∞) and n = 0, 1, 2 · · · . For any f ∈M−1Hnp,d(S, T ),
the equation
ut +A
ij(t)uxixj = f, (t, x) ∈ (S, T )× Rd+
with the condition u(T ) = 0 has a unique solution u ∈ Hn+2p,d (S, T ), and for this solution
‖M−1u‖
H
n+2
p,d
(S,T ) ≤ N(p, d, δ,K)‖Mf‖Hnp,d(S,T ). (4.12)
Proof. As usual we only need to prove that the estimate (4.12) holds given that a solution u already
exists. Furthermore we may assume u(t, x) ∈ C∞0 (R × Rd+;Rd1). Due to Remark 4.8 and the
inequality ‖M−1u‖Lp,d ≤ N(p, d)‖ux‖Lp,d (see Lemma 3.1(iv)), we only need to prove
‖ux‖Lp,d(S,T ) ≤ N‖Mf‖Lp,d(S,T ). (4.13)
By Lemma 4.9, we can write Mf = MDif
i on Rd (thus f = Dif
i), where f i = (f i1, · · · , f id1), so
that f i ∈ Lp(S, T ) (not only in Lp,d(S, T )) and
d∑
i=1
‖f i‖Lp(S,T ) ≤ N‖Mf‖Lp,d(S,T ).
Thus by Corollary 4.3,
‖ux‖Lp,d(S,T ) = ‖ux‖Lp(S,T ) ≤ N‖f i‖Lp(S,T ) ≤ N‖Mf‖Lp,d(S,T ).
The lemma is proved.
For r, a > 0, denote
Qr(a) = Qr(0, a, 0) = (0, r
2)× (a− r, a+ r)×B′r(0), Ur = (−r2, r2)× (−2r, 2r)×B′r(0).
Lemma 4.11. Let 0 < s < r <∞, u(t, x) ∈ C∞0 (R× Rd+;Rd1) and
ut +A
ij(t)uxixj = 0 for (t, x) ∈ Qr(r).
Then for any multi-index β = (β1, · · · , βd) there exists a constant N = N(p, |β|) so that the inequality∫
Qs(s)
(|M−1Dβu|p + |Dβux|p + |MDβuxx|p) (x1)θ−ddxdt
≤ N(1 + r)|β|p · (1 + (r − s)−2)(|β|+1)p
∫
Qr(r)
|Mu(t, x)|p(x1)θ−ddxdt (4.14)
holds for θ = d.
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Proof. To prove (4.14) we use induction on |β|. Firstly, consider the case |β| = 0. We modify the
proof of Lemma 2.4.4 of [13]. Denote r0 = s and rm = s+(r− s)
∑m
j=1 2
−j for m = 1, 2, · · · . choose
a smooth function ζm so that 0 ≤ ζm ≤ 1,
ζm = 1 on Urm , ζm = 0 on Ω \ Urm+1 ,
|ζmx| ≤ N(r − s)−12m, |ζmxx| ≤ N(r − s)−222m, |ζmt| ≤ N(r − s)−222m.
Note that (uζm)(r
2, x) = 0 on Rd+, and it satisfies
(uζm)t +A
ij(uζm)xixj = ζmtu+ 2A
ij(uζm+1)xiζmxj +A
ijuζmxixj =: fm, (t, x) ∈ (0, r2)× Rd+.
By Lemma 4.10 for γ = 0,
Am := ‖M−1uζm‖H2
p,d
(r2) ≤ N‖Mfm‖Lp,d(r2).
Denote B :=
(∫
Qr(r)
|Mu|pdxdt
)1/p
. Then
‖ζmtMu+AijMuζmxixj‖Lp,d(r2) ≤ N(r − s)−222m(
∫
Qr(r)
|Mu|pdxdt)1/p = N(r − s)−222mB,
‖AζmxM(uζm+1)x‖ Lp,d(r2) ≤ N(r − s)−12m‖M(uζm+1)x‖Lp,d(r2) ≤ N(r − s)−12m‖uζm+1‖H1p,d(r2),
and by Lemma 3.1 (v) (take p0 = p1 = p, γ = 1, γ0 = 0, γ1 = 2, θ = d, θ0 = d + p, θ1 = d − p and
κ = 1/2) for any ε > 0
(r − s)−12m‖uζm+1‖H1p,d(r2) ≤ εAm+1 + ε
−1(r − s)−222mB.
It follows (with ε different from the one above),
Am ≤ εAm+1 +N(1 + ε−1)(r − s)−222mB.
We take ε = 116 and get
εmAm ≤ εm+1Am+1 +Nεm(1 + ε−1)22m(r − s)−2B,
A0 +
∞∑
m=1
εmAm ≤
∞∑
m=1
εmAm +N(r − s)−2B.
Note that the series
∑
m=1 ε
mAm converges because Am ≤ N22m‖M−1u‖H2p,d(r2). By Lemma
3.1(iii), for any M−1w ∈ H2p,θ,
‖M−1w‖H2p,θ ∼ (‖M
−1w‖Lp,θ + ‖wx‖Lp,θ + ‖Mwxx‖Lp,θ). (4.15)
Therefore,∫
Qs(s)
(|M−1u|p + |ux|p + |Muxx|p) dxdt ≤ NAp0 ≤ N(r − s)−2p
∫
Qr(r)
|u(t, x)|p(x1)pdxdt.
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Next assume that (4.14) holds whenever s < r and |β′| = k, that is∫
Qs(s)
(
|M−1Dβ′u|p + |Dβ′ux|p + |MDβ′uxx|p
)
(x1)θ−ddxdt
≤ N(1 + r)kp · (1 + (r − s)−2)(k+1)p
∫
Qr(r)
|Mu(t, x)|p(x1)θ−ddxdt
Let |β| = k + 1 and Dβ = DiDβ′ for some i and β′ with |β′| = k. Fix a smooth function η so that
η = 1 on Us, η = 0 on Ω \ U(r+s)/2, |ηx| ≤ N(r − s)−1, |ηxx| ≤ N(r − s)−2 and |ηt| ≤ N(r − s)−2.
Note that v := ηDβu satisfies v(r2, ·) = 0 and
vt +A
ijvxixj = f := ηtD
βu+ 2AijηxiD
βuxj +A
ijηxixjD
βu, (t, x) ∈ (0, r2)× Rd+.
By Lemma 4.10 for γ = 0 (also note that x1 ≤ r on the support of η and (r− s)−1 ≤ 1+ (r− s)−2),
‖M−1v‖p
H2p,d(r
2)
≤ N‖MηtDβu+ 2AηxMDβux +MAηxxDβu‖pLp,d(r2)
≤ N(1 + r)p(1 + (r − s)−2)p
∫
Q(s+r)/2((s+r)/2)
(|Dβu|p + |MDβux|p) dxdt
≤ N(1 + r)p(1 + (r − s)−2)p
∫
Q(s+r)/2((s+r)/2)
(
|Dβ′ux|p + |MDβ
′
uxx|p
)
dxdt.
This and (4.15) show that the induction goes through, and hence the lemma is proved.
Remark 4.12. The proof of Lemma 4.11 mainly depends on Lemma 4.10 and it can be easily checked
that the assertion of Lemma 4.11 holds for θ = θ0 whenever Lemma 4.10 is true for θ = θ0. Thus due
to Theorem 3.10 (which will be proved in section 6), Lemma 4.11 holds for θ ∈ (d+1− p, d+ p− 1)
if p ∈ (1, 2] and θ ∈ (d− 1, d+ 1) if p ∈ (2,∞).
Lemma 4.13. Let u(t, x) ∈ C∞0 (R× Rd+;Rd1). Then for any T > 0, p > 1 and n = 0, 1, 2, · · · ,
sup
t∈[0,T ]
‖u(t, ·)‖Hn
p,θ
≤ N(‖u‖Hnp,θ(T ) + ‖ut‖Hnp,θ(T )).
Proof. See p. 66 of [13]; actually in this book, weights are not used and hence we give an outline of
the proof. First of all, it is easy to check that for any φ = φ(t) ∈W 1p ((0, T )) (cf. p.32 of [13])
sup
t≤T
|φ(t)|p ≤ N
∫ T
0
(|φ|p + |φ′(t)|p)dt.
Thus it suffices to prove
φ(t) := ‖u(t, ·)‖Hnp,θ ∈W 1p ((0, T )), |φ′(t)| ≤ ‖ut(t, ·)‖Hnp,θ . (4.16)
One can prove (4.16) by repeating the proof of Exercise 2.4.8 on p.71 of [13]. It is enough to replace
Hnp there by H
n
p,θ.
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Lemma 4.14. Let θ ≤ d, p > 1, s ∈ (0, r) and u ∈ C∞loc(Ω;Rd1) satisfies ut + Aij(t)uxixj = 0 for
(t, x) ∈ Qr(r). Then for any multi-index β = (β1, β2, · · · , βd),
max
(t,x)∈Qs(s)
(|Dβuxx|p + |Dβut|p) ≤ N
∫
Qr(r)
|u|p(x1)θ−d+pdxdt,
where N = N(s, r, β, p, δ,K).
Proof. Choose the smallest integer n so that np > d. Let v ∈ C∞0 (Rd+) satisfy v(x) = 0 for x1 ≥ 2r.
The by Lemma 3.1 (ii) with γ = n, i = 0, θ = d and u =M−nv,
sup
x
|v(x)| ≤ N(r) sup
x
|Md/pM−nv(x)| ≤ N‖M−nv‖Hnp,d ≤ N(r, p, n)‖Dnv‖Lp,d , (4.17)
where for the last inequality we use Remark 3.2.
Fix κ ∈ (s, r). Let ψ be a smooth function so that ψ(x) = 1 for (t, x) ∈ Qs(s) and ψ = 0 for
(t, x) 6∈ Uκ. It follows from (4.17) and Lemma 4.13 that
max
Qs(s)
(|Dβuxx|+ |Dβut|) ≤ N max
(t,x)∈Qs(s)
|(Dβψu)xx|
≤ N max
t∈[0,s2]
‖Dn(Dβψu)xx‖Lp,d
≤ N (‖Dn(Dβψu)xx‖Lp,d(s2) + ‖Dn(Dβψut)xx‖Lp,d(s2))
≤ N
∑
|α|≤n+|β|+4
∫
Qκ(κ)
|Dαu|p dxdt
≤ N
∫
Qr(r)
|u|p(x1)pdxdt ≤ N
∫
Qr(r)
|u|p(x1)θ−d+pdxdt,
where the last inequality is due to the fact that 1 ≤ N(r)(x1)θ−d for x1 ≤ 2r. The lemma is
proved.
Remark 4.15. Actually by inspecting the proof of Lemma 4.14 it can be easily shown that if Lemma
4.11 holds for some θ0 ∈ (d− 1, d− 1 + p) then Lemma 4.14 holds for any θ ∈ (d− 1, θ0].
5 Main estimates : Sharp function estimations
Remember that we denote
να(dx) = ν
1
α(dx
1)dx′ := (x1)αdx1dx′.
The following is a weighted version of Poincare´’s inequality.
Lemma 5.1. Let α ≥ 0, p ∈ [1,∞), Dr(a) := (a− r, a+ r)×B′r(0) ⊂ Rd+ , and u ∈ C∞loc(Rd+;Rd1).
Then ∫
Dr(a)
∫
Dr(a)
|u(x)− u(y)|pνα(dx) να(dy) ≤ 2α+2(2r)p|Dr(a)|
∫
Dr(a)
|ux(x)|pνα(dx), (5.1)
where |Dr(a)| := να(Dr(a)) and we define∫
A
|f(x)|pνα(dx) =
d1∑
k=1
∫
A
|fk(x)|pνα(dx)
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for Rd1-valued function f and A ⊂ Ω.
Proof. We use the outline of the proof of Theorem 10.2.5 of [13]. Without loss of generality we may
assume d1 = 1. For x, y ∈ Dr(a) we have
|u(x)− u(y)|p ≤ (2r)p
∫ 1
0
|ux(tx+ (1− t)y)|pdt
and the left-hand side of (5.1) is less than
(2r)p
∫ 1
0
I(t)dt = 2(2r)p
∫ 1
1/2
I(t)dt,
where
I(t) :=
∫
Dr(a)
∫
Dr(a)
|ux(tx+ (1− t)y)|pνα(dx) να(dy)
and I satisfies I(t) = I(1− t). For each t ∈ [1/2, 1] and y, substituting w = tx+(1− t)y and noticing
x1 = (w1 − (1− t)y1)/t ≤ w1/t since y1 ≥ 0, we get
I(t) ≤ t−α−1
∫
Dr(a)
(∫
tDr(a)+(1−t)y
|ux(w)|pνα(dw)
)
να(dy)
≤ 2α+1
∫
Dr(a)
(∫
Dr(a)
|ux(x)|pνα(dx)
)
να(dy)
= 2α+1|Dr(a)|
∫
Dr(a)
|ux(x)|pνα(dx)
with the observation tDr(a)+(1−t)y := {tz+(1−t)y : z ∈ Dr(a)} ⊂ Dr(a). Now, (5.1) follows.
Lemma 5.2. Let α > −1. Recall ν1α(dx1) = (x1)αdx1. For any B1r (a) ⊂ R+ we have a non-negative
function ζ ∈ C∞0 (R+;R) such that
supp(ζ) ∈ B1r/2(a),
∫
B1r(a)
ζ(x1)ν1α(dx
1) = 1, sup ζ · |B1r (a)| ≤ N, sup |ζx1 | · |B1r (a)| ≤
N
r
,(5.2)
where N = N(α) and |B1r (a)| = ν1α(B1r (a)).
Proof. Choose a nonnegative smooth function ψ = ψ(x1) ∈ C∞0 (B11/2(0)) so that
∫
R
ψ(x1)dx1 = 1.
Define
ζ(x1) =
(x1)−α
r
ψ(
x1 − a
r
).
Then the first and the second of (5.2) are obvious.
Case 1: Let α ≥ 0. Since r ≤ a and (a+ r)α+1 − (a− r)α+1 ≤ 2r(α + 1)(2a)α, the third follows:
sup |ζ| · |B1r (a)| ≤ N sup
|x1−a|≤r/2
(x1)−α
r
· ((a+ r)α+1 − (a− r)α+1) (5.3)
≤ N (a/2)
−α
r
· ((a+ r)α+1 − (a− r)α+1) ≤ N.
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Similarly, the last inequality holds by
sup |ζx1 | · |B1r (a)| ≤ N sup
|x1−a|≤r/2
(
(x1)−α
r2
+
(x1)−α−1
r
)
· ((a+ r)α+1 − (a− r)α+1)
≤ N
r
(1 +
(2a)α+1
(a/2)α+1
) ≤ N
r
.
Case 2: Let α ∈ (−1, 0). First assume r ≤ a/2. Then by mean value theorem (a + r)α+1 − (a −
r)α+1 ≤ 2r(α+1)(a/2)α and thus the right term of (5.3) is bounded by a constant N . If r ∈ [a/2, a],
then
sup
|x1−a|≤r/2
(x1)−α
r
· ((a+ r)α+1 − (a− r)α+1) ≤ (2a)
−α
a/2
(2a)α+1 ≤ N.
One can handle sup |ζx1 | · |B1r (a)| similarly. The lemma is proved.
Now we consider the system
ut +A
ijuxixj = f
i
xi + g, (t, x) ∈ Ω = R× Rd+; f i = (f1i, . . . , fd1i), (5.4)
i.e.,
ukt + a
ij
kru
r
xixj = f
ki
xi + g
k, k = 1, 2, . . . , d1.
Recall that for t ∈ R, a ∈ R+ and x′ ∈ Rd−1
Qr(t, a, x
′) := (t, t+ r2)× (a− r, a+ r)×B′r(x′), Qr(a) := Qr(0, a, 0).
By C∞loc(Ω;R
d1) we denote the set of Rd1-valued functions u defined on Ω and such that ζu ∈
C∞0 (Ω;R
d1) for any ζ ∈ C∞0 (Ω;R).
Lemma 5.3. Let α ≥ 0, p ∈ [1,∞), f i, g ∈ C∞loc(Ω;Rd1). Assume that u ∈ C∞loc(Ω;Rd1) satisfies
(5.4) on Qr(a) ⊂ Ω. Then∫
Qr(a)
∣∣u(t, x)− uQr(a)∣∣p µα(dtdx) ≤ Nrp
∫
Qr(a)
(|ux(t, x)|p + |f(t, x)|p + rp|g(t, x)|p)µα(dtdx), (5.5)
where N = N(θ, α, p, d, d1,K).
Proof. We follow the outline of the proof of Theorem 4.2.1 in [13]. We take the scalar function
ζ corresponding to B1r (a) and α from Lemma 5.2 and take a nonnegative function φ = φ(x
′) ∈
C∞0 (B
′
1(0)) with unit integral. Denote η(x
′) = r−d+1φ(x
′
r ), Dr(a) := (a− r, a+ r)×B′r(0) as before,
and for t ∈ (0, r2) set
u¯(t) :=
∫
Dr(a)
ζ(y1)η(y′)u(t, y)να(dy).
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Then by Jensen’s inequality and the weighted version of Poincare´’s inequality (Lemma 5.1),∫
Dr(a)
|u(t, x)− u¯(t)|pνα(dx)
=
∫
Dr(a)
∣∣∣ ∫
Dr(a)
(u(t, x)− u(t, y))ζ(y1)η(y′)να(dy)
∣∣∣pνα(dx)
≤
∫
Dr(a)
(∫
Dr(a)
|u(t, x)− u(t, y)|pζ(y1)η(y′)να(dy)
)
να(dx)
≤ | sup ζ| · | sup η|
∫
Dr(a)
∫
Dr(a)
|u(t, x)− u(t, y)|pνα(dx)να(dy)
≤ Nr−d+1| sup ζ| · να(Dr(a)) rp
∫
Dr(a)
|ux(t, x)|pνα(dx)
≤ Nr−d+1| sup ζ| · ν1α(B1r (a)) rd−1rp
∫
Dr(a)
|ux(t, x)|pνα(dx)
≤ N rp
∫
Dr(a)
|ux(t, x)|pνα(dx). (5.6)
We observe that for any constant vector c ∈ Rd the left-hand side of (5.5) is less than 2 ·2p times
∫
Qr(a)
|u(t, x)− c|pµα(dtdx) ≤ 2p
∫
Qr(a)
|u(t, x)− u¯(t)|pµα(dtdx) + 2p να(Dr(a))
∫ r2
0
|u¯(t)− c|pdt.
By (5.6) the first term is less than (5.5). To estimate the second term, we take
c =
1
r2
∫ r2
0
u¯(t)dt.
Then by Poincare´’s inequality without a weight in variable t we have
να(Dr(a))
∫ r2
0
|u¯(t)− c|pdt
≤ N να(Dr(a)) (r2)p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζ(x1)η(x′)ut(t, x)να(dx)
∣∣∣pdt. (5.7)
Remember ut = −Aij(t)uxixj+f ixi+g. We show that (5.7) is less than (5.5). In fact, for handling
the integral with g, using Jensen’s inequality and taking the supremum out of the integral, we have
να(Dr(a)) r
2p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζ(x1)η(x′)g(t, x)να(dx)
∣∣∣pdt
≤ να(Dr(a)) r2p | sup ζ| | sup η|
∫ r2
0
∫
Dr(a)
|g(t, x)|pνα(dx)dt
≤ Nν1α(B1r (a))rd−1 r2p | sup ζ| r−d+1
∫ r2
0
∫
Dr(a)
|g(t, x)|pνα(dx)dt
≤ N(θ, p, d) r2p
∫
Qr(a)
|g(t, x)|pµα(dtdx),
where we used | sup ζ| ν1α(B1r (a)) ≤ N (Lemma 5.2).
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Next, we handle the integral with −Aijuxixj . Fix i, j. Firstly, assume either i or j is 1; say
j = 1. We use integration by parts and observe
να(Dr(a)) (r
2)p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζ(x1)η(x′)Aij(t)uxixj(t, x)να(dx)
∣∣∣pdt
≤ να(Dr(a)) r2p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζx1(x
1)η(x′)Aij(t)uxi(t, x)να(dx)
∣∣∣pdt
+να(Dr(a)) r
2p|α|p
∫ r2
0
∣∣∣ ∫
Dr(a)
1
x
ζ(x1)η(x′)A(t)uxi(t, x)να(dx)
∣∣∣pdt
=: I1 + I2.
For I2 we use the fact |Aijuxi | ≤ |Aij ||uxi | ≤ K|ux| and 1/x ≤ 2/r on the support of ζ. The
argument handling the case of g easily shows
I2 ≤ N(K, θ, p, d) rp
∫
Qr(a)
|ux(t, x)|pµα(dtdx).
For I1 we use Ho¨lder’s inequality and get
να(Dr(a)) · |
∫
Dr(a)
ζx1ηA
ijuxi να(dx)|p ≤ να(Dr(a))p
∫
Dr(a)
|ζx1ηAijuxi|p να(dx)
≤ N(ν1α(B1r (a))pr(d−1)p · | sup ζx1 |pr(−d+1)p
∫
Dr(a)
|ux|pνα(dx).
Since ν1α(B
1
r (a)) · | sup ζx| ≤ N/r, it easily follows that
I1 ≤ N(K, θ, p, d) rp
∫
Qr(a)
|ux(t, x)|pµα(dtdx).
Secondly, if i, j 6= 1, by integration by parts, Ho¨lder’s inequality and the inequality sup |ηx′ | ≤ Nr−d,
να(Dr(a)) r
2p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζ(x1)η(x′)
[−Aij(t)uxixj (t, x)] να(dx)∣∣∣pdt
= να(Dr(a)) r
2p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζ(x1)ηxj (x
′)Aij(t)uxi(t, x)να(dx)
∣∣∣pdt
≤ να(Dr(a))p r2p
∫ r2
0
∫
Dr(a)
∣∣∣ζ(x1)ηxj (x′)Aij(t)uxi(t, x)∣∣∣pνα(dx) dt
≤ Nνα(Dr(a))p r2p · sup |ζ|p · r−dp
∫ r2
0
∫
Dr(a)
|ux|pνα(dx)dt
≤ Nrp
∫
Qr(a)
|ux|pµα(dxdt).
For the integral with f ixi we use a similar calculation to the one of −Aijuxixj and get for each i
να(Dr(a)) r
2p
∫ r2
0
∣∣∣ ∫
Dr(a)
ζ(x1)η(x′)fxi(t, x)να(dx)
∣∣∣pdt
≤ N(K, θ, p, d) rp
∫
Qr(a)
|f(t, x)|pµα(dtdx).
The lemma is proved.
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Lemma 5.4. Let α ≥ 0, p ∈ [1,∞), 0 < r ≤ a and u ∈ C∞loc(Ω;Rd1).
(i) There is a constant N = N(K, θ, α, p, d, d1) such that for any i = 1, · · · , d we have∫
Qr(a)
∣∣uxi(t, x)− (uxi)Qr(a)∣∣p µα(dtdx) ≤ Nrp
∫
Qr(a)
(|uxx(t, x)|p + |ut(t, x)|p)µα(dtdx) (5.8)
(ii) Denote κ0 = κ0(r, a) := (ν
1
α(B
1
r (a))
−1 · ∫ a+r
a−r
x1ν1α(dx
1). Then
∫
Qr(a)
∣∣∣∣∣u(t, x)− uQr(a) + κ0(ux1)Qr(a) −
d∑
i=1
xi(uxi)Qr(a)
∣∣∣∣∣
p
µα(dtdx)
≤ Nrp
∫
Qr(a)
(|ux(t, x)− (ux)Qr(a)|p + rp|ut(t, x)|p + rp|uxx(t, x)|p)µα(dtdx)
≤ Nr2p
∫
Qr(a)
(|uxx(t, x)|p + |ut(t, x)|p)µα(dtdx) (5.9)
Proof. (i) For (5.8) we use the fact that for v = uxi, vt−Ajmvxjxm = (ut−Ajmuxjxm)xi and apply
Lemma 5.3 with f i = ut −Ajmuxjxm for all i.
(ii) To prove (5.9), denote v(t, x) := u(t, x)− (u)Qr(a) + κ0(ux1)Qr(a) −
∑
i x
i(uxi)Qr(a). Then
vQr(a) = κ0(ux1)Qr(a) −
∑
i
(uxi)Qr(a)
|Qr(a)|
∫
Qr(a)
xiνα(dx)dt = 0,
v − vQr(a) = v, vxi = uxi − (uxi)Qr(a), vt −Aijvxixj = g := ut −Aijuxixj .
Now it is enough to use Lemma 5.3 and (5.8). The lemma is proved.
From this point on we fix α := θ − d+ p (note α > 0) and denote
ν := να, ν
1 := ν1α, µ(dxdt) = ν(dx)dt = (x
1)θ−d+pdxdt.
Theorem 5.5. Let θ ∈ (d− 1, d], 0 < r ≤ a and λr/a ≥ 2.
(i) Assume that u ∈ C∞loc(Ω;Rd1) satisfies ut +Aij(t)uxixj = 0 in Qλr(t0, a, x′0) ∩Ω. Then there
is a constant N = N(K, δ, θ, p, d, d1) so that
−
∫
Qr(t0,a,x′0)
|uxx(t, x)− (uxx)Qr(t0,a,x′0)|pµ(dtdx)
≤ N
(1 + λr/a)p
−
∫
Qλr(t0,a,x′0)∩Ω
|uxx(t, x)|pµ(dtdx). (5.10)
(ii) If u ∈ C∞loc(Rd+;Rd1), Aij is independent of t and Aijuxixj = 0 in Bλr(a, x′0) ∩ Rd+, then
−
∫
Br(a,x′0)
|uxx(x) − (uxx)Br(a,x′0)|pν(dx)
≤ N
(1 + λr/a)p
−
∫
Bλr(a,x′0)∩R
d
+
|uxx(x)|pν(dx). (5.11)
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Proof. (ii) is a consequence of (i). To prove (i), without loss of generality we may assume t0 = 0,
x′0 = 0 and thus Qr(t0, a, x
′
0) = Qr(a).
Step 1. First, we consider the case a = 1. Note that
r ≤ 1, 2 ≤ λr, β := 1 + λr
2
≤ λr, r
β
≤ 1
β
≤ 2
3
, 2β = 1 + λr.
Thus,
Qβ(β) ⊂ Qλr(1) ∩ Ω, Qr/β(β−1) ⊂ Q2/3(2/3).
Denote w(t, x) = u(β2t, βx), then obviously
wt +A
ij(β2t)wxixj = 0, for (t, x) ∈ Q1(1)
and
−
∫
Qr(1)
|uxx(t, x)− (uxx)Qr(1)|p(x1)θ−d+pdxdt ≤ N(d) sup
Qr(1)
(|uxxx|p + |uxxt|p)
≤ N(d)β−3p sup
Qr/β(β−1)
(|wxxx|p + |wxxt|p)
≤ N(d)β−3p sup
Q2/3(2/3)
(|wxxx|p + |wxxt|p).
Applying Lemma 4.14 to v(t, x) = w(t, x) − wQ1(1) + κ0(wx1)Q1(1) −
∑d
i=1 x
i(wxi)Q1(1), and then
using Lemma 5.4
β−3p sup
Q2/3(2/3)
(|wxxx|p + |wxxt|p) ≤ Nβ−3p
∫
Q1(1)
|v|p(x1)θ−d+pdxdt
≤ Nβ−3p
∫
Q1(1)
|wxx|p(x1)θ−d+pdxdt
= Nβ−2p−2−θ
∫
Qβ(β)
|uxx|p(x1)θ−d+pdxdt.
This leads to (5.10) since |Qλr(1) ∩Ω| ∼ βp+θ+2.
Step 2. Let a 6= 1. Define v(t, x) := u(a2t, ax). Then vt + Aij(a2t)vxixj = 0 in Qλr/a(1) ∩ Ω.
As easy to check,
|Qr/a(1)| = a−θ−p−2|Qr(a)|, (vxx)Qr/a(1) = a2(uxx)Qr(a), |Qλr/a(1)∩Ω| = a−θ−p−2|Qλr(a)∩Ω|,
and consequently
−
∫
Qr/a(1)
|vxx(t, x) − (vxx)Qr/a(1)|p(x1)θ−d+pdxdt = a2p −
∫
Qr(a)
|uxx(t, x)− (uxx)Qr(a)|p(x1)θ−d+pdxdt,
−
∫
Qλr/a(1)∩Ω
|vxx(t, x)|p(x1)θ−d+pdxdt = a2p −
∫
Qλr(a)∩Ω
|uxx(t, x)|p(x1)θ−d+pdxdt.
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It follows
−
∫
Qr(a)
|uxx(t, x)− (uxx)Qr(a)|p(x1)θ−d+pdxdt
= a−2p −
∫
Qλr/a(1)∩Ω
|vxx(t, x)|p(x1)θ−d+pdxdt
≤ a−2p · N
(1 + λr/a)p
−
∫
Qλr/a(1)∩Ω
|vxx(t, x)|p(x1)θ−d+pdxdt
=
N
(1 + λr/a)p
−
∫
Qλr(a)∩Ω
|uxx(t, x)|p(x1)θ−d+pdxdt.
The theorem is proved.
Remark 5.6. Note that Theorem 5.5 is based on Lemma 4.14. It follows from Remark 4.12 and
Remark 4.15 that if p ≥ 2 then Theorem 5.5 holds for any θ ∈ (d−1, d+1) (not only for θ ∈ (d−1, d]).
Obviously we cannot use this result yet since Remark 4.12 is valid only after we prove Theorem 3.10.
Lemma 5.7. Assume θ ∈ (d − 1, d] if p ∈ (2,∞) and θ ∈ (d − p + 1, d] if p ∈ (1, 2]. Denote
q := θ − d+ p which is in (1, p].
(i) Let u ∈ C∞0 (R×Rd+) and f := ut+Aij(t)uxixj . Suppose that Aij(t) is infinitely differentiable
and has bounded derivatives. Then for any ε > 0, Qr(t0, a, x
′
0) ⊂ Ω and (t, x) ∈ Qr(t0, a, x′0)
−
∫
Qr(t0,a,x′0)
|uxx − (uxx)Qr(t0,a,x′0)|qµ(dyds) ≤ εM(|uxx|q)(t, x) +NM(|f |q)(t, x), (5.12)
where N = N(ε, θ, q, d, d1, δ,K).
(ii) Furthermore, if u ∈ C∞0 (Rd+) and Aij is independent of t, then for any ε > 0, Br(a, x′0) ⊂ Rd+
and x ∈ Br(a, x′0)
−
∫
Br(a,x′0)
|uxx − (uxx)Br(a,x′0)|qν(dy) ≤ εM(|uxx|q)(x) +NM(|Aijuxixj |q)(x), (5.13)
where N = N(ε, θ, q, d, d1, δ,K).
Proof. (i) Without loss of generality we may take t0 = 0 and x
′
0 = 0; Qr(t0, a, x
′
0) = Qr(a). In
fact, for other cases it is enough to consider the function v(t, x) := u(t0 + t, x
1, x′0 + x
′) in place of
u(t, x1, x′).
Step 1. We prove that there exists κ = κ(ε) ∈ (0, 1) so that (5.12) holds if (r/a) ≤ κ.
Let m denote the Lebesque measure on Rd+1. Assume λ ≥ 4 and λr ≤ a/4. Then (3a/4) ≤ x1 ≤
(5a/4) if x1 ∈ B1λr(a), and therefore
(3/5)p+θ−d
dtdx
m(Qr(a))
≤ µ(dtdx)|Qr(a)| ≤ (5/3)
p+θ−d dtdx
m(Qr(a))
on Qr(a),
(3/5)p+θ−d
dtdx
m(Qλr(a))
≤ µ(dtdx)|Qλr(a)| ≤ (5/3)
p+θ−d dtdx
m(Qλr(a))
on Qλr(a).
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Denote c0 := (5/3)
p+θ−d. By Theorem 4.5,
−
∫
Qr(a)
|uxx − (uxx)Qr(a)|qµ(dsdy)
≤
∫
Qr(a)
∫
Qr(a)
|uxx(s, y)− uxx(τ, ξ)|q µ(dsdy)|Qr(a)|
µ(dτdξ)
|Qr(a)|
≤ c20
∫
Qr(a)
∫
Qr(a)
|uxx(s, y)− uxx(τ, ξ)|q dsdy
m(Qr(a))
dτdξ
m(Qr(a))
≤ Nc20λd+2
∫
Qλr(a)
|f |q dyds
m(Qλr(a))
+Nc20λ
−q
∫
Qλr(a)
|uxx|q dyds
m(Qλr(a))
≤ Nc30λd+2 −
∫
Qλr(a)
|f |qµ(dyds) +Nc30λ−q −
∫
Qλr(a)
|uxx|qµ(dyds)
≤ Nλd+2M(|f |q)(t, x) +Nλ−qM(|uxx|q)(t, x),
where N depends only on d, d1, p, θ, δ,K. Note that the above inequality holds as long as rλ/a ≤ 1/4.
Now we fix λ so that Nλ−q = ε/2, i.e. λ = (2N/ε)1/q and define κ = 1/(4λ) = 1/4 · (2N/ε)−1/q.
Then whenever r/a ≤ κ we have (r/a)λ ≤ 1/4 and thus (5.12) follows.
Step 2. For given ε, take κ = κ(ε) from Step 1. Assume r/a ≥ κ. Choose λ, which will be
specified later, so that rλ > 4a; this λ is different from the one in step 1. Take a ζ ∈ C∞0 (Rd+1) so
that ζ(t, x) = 1 for (t, x) ∈ Qλr/2(a)∩Ω and ζ(t, x) = 0 if (t, x) 6∈ (−λ2r2, λ2r2)×(−a, a+λr)×B′λr .
Denote
g = fζ, h = f(1− ζ).
Take a large T so that u(t, x) = 0 if t ≥ T . By Lemma 4.10 we can define v as the solution of
vt +A
ijvxixj = h, t ∈ (S, T ), v(T, ·) = 0 (5.14)
so that v ∈ Hnp,d(S, T ) for any n and S > −∞. Also let v¯ ∈ Hnp,d(S, T + 1) be the solution of
v¯t +A
ij v¯xixj = h, t ∈ (S, T + 1), v¯(T + 1, ·) = 0.
Then by considering the equation for v¯ on (T, T +1), since h(t) = 0 for t ≥ T , we conclude v¯(t) = 0
for t ∈ [T, T + 1]. Thus v¯ also satisfies (5.14) and v = v¯. It follows from (3.6) that v is infinitely
differentiable in x (and hence in t) in Ω. By applying Theorem 5.5 with p¯ = q, θ¯ = d and λ/2 in
places of p, θ and λ respectively,
−
∫
Qr(a)
|vxx(t, x) − (vxx)Qr(a)|qµ¯(dyds) ≤ N
1
(1 + λr/2a)q
−
∫
Qλr/2(a)∩Ω
|vxx(t, x)|qµ¯(dyds)
≤ N 1
(1 + λr/a)q
−
∫
Qλr(a)∩Ω
|vxx(t, x)|q µ¯(dyds), (5.15)
where µ¯(dsdy) := (y1)θ¯−d+p¯dyds = (y1)qdyds = µ(dyds). On the other hand, w := u − v satisfies
w(T, ·) = 0 and
wt +A
ijwxixj = g, t ∈ (0, T ).
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By Lemma 4.10,∫
Qr(a)
|wyy|q(y1)qdyds ≤
∫
Qλr(a)∩Ω
|wyy|q(y1)qdyds ≤ N
∫
Qλr(a)∩Ω
|f |q(y1)q dyds,
−
∫
Qr(a)
|wyy|qµ(dyds) ≤ N λ
d+1(1 + λr/a)p+θ−d+1
(1 + r/a)p+θ−d+1 − (1− r/a)p+θ−d+1 −
∫
Qλr(a)∩Ω
|f |qµ(dyds)
≤ N(κ)λd+1(1 + λr/a)p+θ−d+1 −
∫
Qλr(a)∩Ω
|f |qµ(dyds), (5.16)
where for the second inequality we use (1 + r/a)p+θ−d+1 − (1− r/a)p+θ−d+1 ≥ (1 + κ)p+θ−d+1 − 1.
Observing that u = v + w,
I : = −
∫
Qr(a)
|uyy(t, x)− (uyy)Qr(a)|qµ(dyds)
≤ N(q)−
∫
Qr(a)
|wyy(t, x)− (wyy)Qr(a)|qµ(dyds) +N(q)−
∫
Qr(a)
|vyy(t, x)− (vyy)Qr(a)|qµ(dyds)
≤ N(q)−
∫
Qr(a)
|wyy(t, x)|qµ(dyds) +N(q)−
∫
Qr(a)
|vyy(t, x)− (vyy)Qr(a)|qµ(dyds)
and thus by (5.15) and (5.16),
I ≤ Nλd+1(1 + λr/a)p+θ−d+1 −
∫
Qλr(a)∩Ω
|f |qµ(dyds)
+N
1
(1 + λr/a)q
−
∫
Qλr(a)∩Ω
|vyy(t, x)|qµ(dyds)
≤ Nλd+1(1 + λr/a)p+θ−d+1 −
∫
(0,λ2r2)×(0,a+λr)
|f |qµ(dyds)
+N
1
(1 + λr/a)q
−
∫
Qλr(a)∩Ω
(|uyy(t, x)|q + |wyy(t, x)|q)µ(dyds)
≤ Nλd+1(1 + λr/a)p+θ−d+1 −
∫
Qλr(a)∩Ω
|f |qµ(dyds)
+N
1
(1 + λr/a)q
−
∫
Qλr(a)∩Ω
|uyy(t, x)|qµ(dyds).
Now to prove the first assertion it is enough to choose λ so large that N 1(1+λr/a)q ≤ ε. Also note
that since r/a ≥ κ, we have
Nλd+1(1 + λr/a)p+θ−d+1 ≤ N(λ, κ).
(ii) The second assertion is proved similarly based on Corollary 4.6 and (5.11) in place Theorem
4.5 and (5.10). The lemma is proved.
6 Proof of Theorem 3.10 and Theorem 3.13
Firstly, we give an Lp-theory for the following backward system defined on R× Rd+.
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Theorem 6.1. Let p ∈ (1,∞). Assume θ ∈ (d− 1, d+1) if p ∈ (2,∞), and θ ∈ (d+1−p, d+p− 1)
if p ∈ (1, 2]. Then for any f ∈ Lp,θ(−∞,∞) the system
ut +A
ij(t)uxixj = f
has a unique solution u in MH2p,θ(−∞,∞) and for this solution we have
‖Mut‖Lp,θ(−∞,∞) + ‖M−1u‖H2p,θ(−∞,∞) ≤ N‖Mf‖Lp,θ(−∞,∞). (6.1)
Proof. If Aijuxixj = ∆u = (∆u
1, . . . ,∆ud1), then the theory of single equations is applied and the
theorem is true for any θ ∈ (d − 1, d − 1 + p); see Theorem 5.6 in [10]. Actually the mentioned
theorem is proved for parabolic equations defined on (0, T )×Rd+, but one can easily check that the
proofs in [10] work for equations defined on R× Rd+.
For λ ∈ [0, 1] and d1 × d1 identity matrix I we define
Aijλ = (a
ij
kr,λ) := (1− λ)Aij + δijλδI.
Then for each λ ∈ [0, 1] the coefficient matrices {Aijλ : i, j = 1, . . . , d} satisfy Assumption 3.8 with
the same δ,K. Thus due to the method of continuity, we only need to prove that a priori estimate
(6.1) holds given that a solution u already exists. Furthermore, since C∞0 (R × Rd+) is dense in
MH2p,θ(−∞,∞), we may assume that u ∈ C∞0 (R×Rd+). By Remark 4.8, we only need to prove the
following: ∫ ∞
−∞
∫
Rd+
|uxx(t, x)|pµ(dtdx) ≤ N
∫ ∞
−∞
∫
Rd+
|f(t, x)|pµ(dtdx). (6.2)
To prove this we certainly may assume that Aij are infinitely differentiable and have bounded
derivatives (remember that the constant N in (5.12) do not depend on the regularity of Aij).
Case 1. Assume that either (i) p ∈ (2,∞) and θ ∈ (d−1, d] or (ii) p ∈ (1, 2] and θ ∈ (d−p+1, d].
Define q := θ − d + p. Recall that the range of q ∈ (1, p]. By Lemma 5.7, if u ∈ C∞0 (R × Rd+),
then for any ε > 0
(uxx)
♯(t, x) ≤ εM1/q(|uxx|q)(t, x) +N(ε)M1/q(|ut +Aijuxixj |q)(t, x).
By Theorem 2.10 (Fefferman-Stein) and Theorem 2.12 (Hardy-Littlewood),
‖Muxx‖Lp,θ(−∞,∞) = ‖uxx‖Lp(Ω,µ)
≤ N‖(uxx)♯‖Lp(Ω,µ)
≤ Nε‖M1/q(|uxx|q)‖Lp(Ω,µ) +N ·N(ε)‖M1/q(|ut +Aijuxixj |q)‖Lp(Ω,µ)
= Nε‖M(|uxx|q)‖1/qLp/q(Ω,µ) +N ·N(ε)‖M(|ut +A
ijuxixj |q)‖1/qLp/q(Ω,µ)
≤ Nε‖|uxx|q‖1/qLp/q(Ω,µ) +N ·N(ε)‖|ut +A
ijuxixj |q‖1/qLp/q(Ω,µ)
= Nε‖uxx‖Lp(Ω,µ) +N ·N(ε)‖ut +Aijuxixj‖Lp(Ω,µ).
This obviously yields (6.2).
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Case 2. Assume that either (i) p ∈ (2,∞) and θ ∈ [d, d+1) or (ii) p ∈ (1, 2] and θ ∈ [d, d+p−1).
By Remark 4.8 we only need to prove the following:∫ ∞
−∞
∫
Rd+
|M−1u(t, x)|p(x1)θ−ddxdt ≤ N
∫ ∞
−∞
∫
Rd+
|Mf(t, x)|p(x1)θ−ddxdt. (6.3)
To prove this, we use a duality (Lemma 3.3). Denote p′ = p/(p−1) and choose θ¯ so that θ/p+ θ¯/p′ =
d. Then θ¯ ∈ (d− 1, d] if p′ ∈ (2,∞) and θ¯ ∈ (d− p′ + 1, d] if p′ ∈ (1, 2].
Changing the variable t → −t shows that the result of case 1 is applicable to the operator
ut − Aijuxixj in place of ut + Aijuxixj . Therefore for any v ∈ MH2p′,θ¯(−∞,∞), by integration by
parts,∫
R
d+1
+
M−1uM(vt −Aijvxixj )dxdt =
∫
R
d+1
+
u(vt −Aijvxixj )dxdt
=
∫
R
d+1
+
M(−ut −Aijuxixj )M−1vdxdt
≤ ‖M(ut +Aijuxixj )‖Lp,θ(−∞,∞)‖M−1v‖Lp′,θ¯(−∞,∞)
≤ N‖M(ut +Aijuxixj )‖Lp,θ(−∞,∞)‖M(vt −Aijvxixj )‖Lp′,θ¯(−∞,∞).
Since, by Case 1, {vt − Aijvxixj : v ∈ MH2p′,θ¯(−∞,∞)} is dense in M−1Lp′,θ¯(−∞,∞), it follows
that
‖M−1u‖Lp,θ(−∞,∞) ≤ N‖M(ut +Aijuxixj )‖Lp,θ(−∞,∞).
The theorem is proved.
Proof of Theorem 3.10 As usual, we assume u0 = 0. For details see the proof of Theorem
5.1 in [9].
Case 1. Let T = ∞. As before we only prove the a priori estimate. Suppose u ∈ Hγ+2p,θ (∞)
satisfies
ut = A
ijuxixj + f, t ∈ (0, T ) ; u(0, ·) = 0. (6.4)
Define v(t, x) = u(t, x)It>0 and f¯ = fIt>0, then v ∈M−1H2p,θ(−∞,∞) and v satisfies (see Definition
3.9)
vt = A
ijuxixj + f¯ , (t, x) ∈ Rd+1+ .
By Theorem 6.1,
‖Muxx‖Lp,θ(∞) ≤ N‖Mf‖Lp,θ(∞).
By Remark 4.8, this certainly proves (3.17).
Case 2. Let T <∞. The existence of the solution in Hγ+2p,θ (T ) is obvious. Now suppose that
u ∈ Hγ+2p,θ (T ) is a solution of (6.4). By the result of Case 1, the system
vt = ∆v + (A
ijuxixj + f −∆u)It≤T , t > 0 ; v(0, ·) = 0 (6.5)
has a unique solution v ∈ Hγ+2p,θ (0,∞). Then v − u satisfies
(v − u)t = ∆(v − u), t ∈ (0, T ) ; (v − u)(0, ·) = 0.
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If follows from the theory of single equations (see, for instance, Theorem 5.6 in [10]), u = v for
t ∈ [0, T ]. For t ≥ 0, define
AijT = (a
ij
T,kr), a
ij
T,kr = a
ij
krIt≤T + δ
ijδkrIt>T .
Then (6.5) and the fact u = v for t ∈ [0, T ] show that v satisfies (replace u by v for t ≤ T in (6.5))
vt = A
ij
T vxixj + fIt<T , t > 0 ; v(0, ·) = 0. (6.6)
By Case 1, v ∈ Hγ+2p,θ (∞) is the unique solution of (6.6), and u = v on [0, T ] whenever u is a solution of
(6.4) on [0, T ]. This obviously yields the uniqueness. The theorem is proved. 
Proof of Theorem 3.13 The proof is very similar to that of the proof of Theorem 3.10 and
is based on (5.13). We leave the details to the readers as an exercise.
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