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Abstract
Nowadays the Heat Pump is one of the best systems to warm a building
with a good performance. Usually, with the aim to increase the efficiency,
a geothermal heat exchanger is added to the installation. This component
shows a disturbing effect on the ground where it is placed. On this research a
bio-inspired system was developed to test the ground temperature behavior
where there is a heat exchanger. The novel approach has been implemented
and tested under a real dataset. One year of temperature measurements
were recorded. The final approach is based on clustering and regression
techniques. Then, the model was validated and tested with a dataset from a
real installation with a good performance.
Keywords: Local models, Clustering, SOM, MLP, SVM, Heat exchanger,
Geothermal energy
1. Introduction
The heat systems in buildings based on a Heat Pump provide heat into
a house by taking it out from a source [1]. The warmth can be obtained
from any source, whether it is cold or hot [2]. If it is the second case,
then it is possible to achieve higher efficiency [3]. Usually, the ground is a
source for the Heat Pump and, the heat exchangers topology can be vertical
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or horizontal [1, 4]. The horizontal exchanger is cheaper than the vertical
configuration [4]; however, this configuration is less effective. Due to this
reason, frequently, installers place the exchanger more deeply in the ground
to increase the efficiency [5].
Both configurations of heat exchangers present certain drawbacks, but the
horizontal is more problematic than the other one, because among others,
regardless of the depth, the exchanger is closer to the ground surface [6, 7].
Due to the proximity to the surface, the meteorological conditions affect the
exchanger and the efficiency could be lower [8, 9].
The horizontal heat exchanger configuration usually is confined to a small
space. Then, it is possible that the exchanger has an influence over the
ground. If this happens, the temperature behavior of the ground could be
different due to the influence of the exchanger [10]. When this phenomena
happens, the heat system could show perceptible changes in behavior, and
the non-linear behavior of the system increases [6]. Due to this fact, in
this research, to determine the ground temperature behavior, a bio-inspired
system has been developed based on local models. The aim of the study is to
obtain a model to predict the ground performance that could allow to create,
modify or improve the control algorithms of the system.
It is possible to divide the design of the prediction models in two methods
[11]:
• Global models: only one model is generated based on all training data.
The main aim is to minimize the error for all input patterns with the
same model. Different techniques can be used to generate the model:
Multi-Layer Perceptron (Artificial Neural Networks, ANN) [12, 13, 14],
or Polynomial Regression [15] for instance.
• Local models: all the dataset is divided into subsets (clusters), de-
pending on the features of the input data. The clustering algorithms
are often used with this purpose like K-means or Self-Organizing Map
(SOM) [16, 17]. The first local models approaches were developed by
[18] and [19], and were considered promising techniques in the field of
time series prediction.
The combination of the local models with different regression techniques
allows to obtain very satisfactory global results. When global models topolo-
gies were used, the results were poorer than with local models. A system of
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unsupervised learning SOM and K-means have been applied for the cluster-
ing phase. This bio-inspired model was created with a real dataset of a year
of operation, then all four seasons, with all weather conditions, were taken
into account.
This paper is organized as follows. It begins with a brief description of the
case of study followed by an explanation of the bio-inspired model approach
to describe the ground temperature behavior, and the dataset conditioning
to obtain the best configuration through local models. In the next section,
results are presented, and finally the conclusions and future works are shown.
2. Case of study
The model has been obtained to study the ground temperature behavior
where a geothermal heat exchanger is placed. The heat exchanger is part of
the Heat Pump installation within a real bioclimatic house. The system is
described in the following sections.
2.1. Sotavento bioclimatic house
Sotavento bioclimatic house is a project of demonstrative bioclimatic
house of Sotavento Galicia Foundation. The Foundation was created to study
renewable energy and energy saving. It is located within the ’Parque eo´lico
experimental de Sotavento’, between the councils of Xermade (Lugo) and
Monfero (A Corun˜a), in the autonomous community of Galicia (Spain). An
external view of the bioclimatic house is shown in figure 1.
Figure 1: External view of the bioclimatic house
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2.2. Installations of the bioclimatic house
The bioclimatic house uses several sources of renewable energy for its
facilities. The distribution of different thermal energy source is shown on
figure 2. The whole thermal system, that includes the Domestic Hot Water
(DHW) and the heating system, is powered by renewable sources, like Solar,
Biomass and Geothermal.
For this research, we focus only on the thermal system, and inside this,
only on a part of the geothermal installation.
Figure 2: Thermal installations of the house
2.3. Description of the thermal installation
The different components of the thermal installation are shown in figure
3. It is possible to see that the installation is divided into 3 functional groups.
Generation. Three renewable energy sources are part of the generation
group:
• Solar thermal system (1): It heats a fluid that flows inside panels,
that capture energy from the solar radiation. The fluid goes to the
accumulation zone, where it heats the water stored inside the solar
accumulator. It is necessary to install this accumulator, because the
fluid inside the panels is not water, it is ethylenglycol to prevent boiling
in panels.
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Figure 3: Block diagram of the thermal systems installed in the bioclimatic house
• Biomass boiler system (2): A biomass boiler, with a yield of pellets of
90%, provides hot water directly to the inertial accumulator to ensure
a temperature inside of around 63◦C.
• Geothermal system (3.1 and 3.2): The system consists in a combina-
tion of a Heat Pump and a horizontal exchanger. The exchanger was
installed at 2 meters deep from the ground surface, and has 5 loops of
100 meters each one. The warm water from the Heat Pump is driven
directly to the inertial accumulator as the biomass boiler.
Accumulation. This group has two accumulators, one specific for the
solar energy (4), and another to supply the consumption equipment in the
house (5). As it is possible that the temperature in this accumulator is less
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than the consumers desire, a preheating component (8) is installed in this
section.
Consumption. The consumption is divided into two different uses: for
warming the house (6.1 and 6.2) and DHW (7). Both uses are supplied
through the inertial accumulator. The heat system is able to maintain the
temperature inside the house between 18◦C and 22◦C, and the DHW system
was designed to supply a maximum of 240 liters per day, according to the
Spanish Technical Building Code [20].
2.4. Geothermal system under study
This section gives a description of the real geothermal system and its
components.
Figure 4: Heat Pump and horizontal exchanger layout
System description. The Heat Pump is a MAMY Genius - 10.3 kW
with a horizontal heat exchanger as is shown in figure 4.
This study is only focused on part of the horizontal exchanger, framed in
figure 4. This is the primary circuit of the Heat Pump, the secondary circuit,
the output, is connected to the inertial accumulator.
Geothermal exchanger. The horizontal exchanger has five different
loops. This configuration allows the isolation, of part of the exchanger, in
case of failures. The exchanger has another four loops with eight temper-
ature sensors each. These sensor loops were installed to study the ground
temperature behavior.
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Under the ground, the exchanger loops are installed in one layer, and the
sensor loops are above, with a similar distribution.
3. Bio-inspired model approach
The bio-inspired model approach is shown in figures 5 and 6. Figure 5
shows the first step where the dataset is conditioned and the clusters are
created. The figure 6 shows, in a graphical way, how the different regression
models are obtained from the clusters achieved above. In the next subsections
the procedure is explained in a detailed form.
Figure 5: Dataset conditioning and cluster creation
3.1. Obtaining and conditioning dataset
The dataset used in this research is a complete set of one year temperature
samples, obtained with a sample rate of 10 minutes. In figure 7 it is possible to
see the ground temperature measured by a sensor placed out of the influence
of the horizontal exchanger. That is the temperature modeling. As can be
shown in this figure, there are some failures on the data acquisition. Then,
the dataset was manually filtered to discard the erroneous data, and finally
samples were reduced from 52705 to 52699.
The dataset are the temperatures measured by eight of the sensors in the
horizontal exchanger. Figure 8 shows the schema of the sensors approximate
distribution along the heat exchanger, and the eight mentioned above are
labeled.
3.2. Techniques considered to create the model
This section describes the techniques used to create the bio-inspired model.
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Figure 6: Obtaining regression models procedure
3.2.1. Self-Organizing Map (SOM)
SOM [21] was developed to visualize the data structure on a low dimen-
sional display. It is also based on the use of unsupervised learning [22, 23]. It
consists of an array of nodes, with all nodes connected to the N inputs by an
N -dimensional weight vector. The self-organization process is implemented
as an iterative on-line algorithm, although a batch version also exists. An
input vector (x ) is presented to the network and the node of the network
in which the weights (Wi) are closest (euclidean distance) to x, is chosen by
equation 1.
c = arg mini (‖x−Wi‖) . (1)
The weights of the winning node and the nodes close to it are then up-
dated to move closer to the input vector. There is also a learning rate pa-
rameter that usually decreases as the training process progresses. The weight
update rule for inputs is defined in equation 2.
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Figure 7: Ground temperature, pure data
∆Wi = η(t)hci [x−Wi] , ∀i ∈ N (c). (2)
where, Wi is the weight vector associated with neuron i, x is the input
vector, h is the neighbourhood function (that depends on a neighbourhood
radious), and η(t) is the learning rate of the algorithm; c represents the
winning node.
After the training process, the SOM is expected to capture the inherent
geometry of the process data. Then, it is possible to display the relationships
between the input samples in 2D map. This information allows to obtain an
initial idea of the number of clusters with a visual inspection of the map.
3.2.2. Data Clustering. The K-means algorithm
Clustering is an unsupervised technique of data grouping where similarity
is measured [24, 25]. Clustering algorithms try to organize unlabeled feature
vectors into clusters or groups, such that, samples within a cluster are similar
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Figure 8: Horizontal exchanger’s sensors layout
to each other [26]. A lot of clustering algorithms have been developed and
new clustering algorithms continue to appear. Nevertheless, most of them are
based on two common clustering methods: iterative square-error partitional
clustering and agglomerative hierarchical clustering [27, 28, 29]. Partitional
clustering algorithms divide a data set into a number of clusters, by trying
to minimize several principles or error function. The quantity of clusters is
typically predefined, but it can also be part of the error function [30, 31]. The
vast majority of partitional clustering algorithms are based on the square-
error criterion. The general objective is to obtain that partition which, for
a fixed number of clusters, reduces the square-error. K-means algorithm is a
commonly used partitional clustering algorithm with square-error criterion,
which minimizes error function 3.
e =
C∑
k=1
∑
xQk
‖x− ck‖2 (3)
The final clustering will depend on the initial cluster centers and on the
value of K. Choosing K value is the most critical thing because it requires
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certain prior knowledge of the number of clusters present in the data, which
is highly doubtful. The K-means partitional clustering algorithm is compu-
tationally effective and works well if the clusters are close, hyperspherical in
shape and well-separated in the hyperspace. The algorithm is able to detect
hyper ellipsoidal-shaped clusters [29].
3.2.3. Artificial Neural Networks (ANN). Multi-Layer Perceptron (MLP)
A multilayer perceptron is a feedforward artificial neural network [32, 33].
It is one of the most typical ANNs due to its robustness and relatively simple
structure. However the ANN architecture must be well selected to obtain
good results. The MLP is composed by one input layer, one or more hidden
layers and one output layer.
Each layer is made of neurons, with a specific activation function. In
a usual configuration, all neurons from a layer have the same activation
function. This function could be: Step, Linear, Log-sigmoid or Tan-sigmoid.
Equation 4 shows the Tan-sigmoid function. All layers in MLP have weighted
connections between neurons of each layer.
F (t) =
et − e−t
et + e−t
(4)
It is possible to define the output of a MLP as shown in equation 5 [34].
fθ(x) = β +
k∑
i=1
aiφ(w
T
i x+ bi) (5)
where:
x = (x(1), ..., x(d))T ∈ <d is the vector of inputs
k is the number of hidden layers
φ is a bounded transfer function
θ = (β, a1, ..., ak, b1, ..., bk, w11, ..., wkd) is the parameter vector of the model
wi = (wi1, ..., wid)
T ∈ <d is the parameter vector for the hidden unit i
3.2.4. Polynomial regression
Generally, a polynomial regression model [35, 36, 37] may also be defined
as a linear summation of basis functions. The number of basis functions
depends on the number of inputs of the model, and the degree of the poly-
nomial used. With a degree 1, the linear summation could be defined as the
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one shown in equation 6. The model becomes more complex as the degree
increases (equation 7 shows a second degree polynomial for a model).
F (x) = a0 + a1x1 + a2x2 (6)
F (x) = a0 + a1x1 + a2x2 + a3x1x2 + a4x
2
1 + a5x
2
2 (7)
3.2.5. Support Vector Regression (SVR), Least Square Support Vector Re-
gression (LS-SVR)
Support Vector Regression is a modification of the algorithm of the Sup-
port Vector Machines (SVM) for classification. In SVR the basic idea is
to map the data into a high-dimensional feature space F via a non linear
mapping and apply linear regression in this space [38, 39].
Least Square formulation of SVM, is called LS-SVM. The approximation
of the solution is obtained by solving a system of linear equations, and it
is comparable to SVM in terms of generalization performance [40, 41]. The
application of LS-SVM to regression is known as LS-SVR (Least Square Sup-
port Vector Regression) [42, 43]. In LS-SVR, the insensitive loss function is
replaced by a classical squared loss function, which constructs the Lagragian
by solving a linear KarushKuhn-Tucker KKT (equation 8).[
0 ITn
In K + γ−1I
] [
b0
b
]
=
[
0
y
]
(8)
where In is a vector of n ones, T means transpose of a matrix or vector, γ
a weight vector, b regression vector and b0 is the model offset. In LS-SVR,
only two parameters (γ, σ) are needed. Where, σ is the width of the used
kernel [44]
3.3. Model Test.
The dataset was split as usual, into two groups of samples (2/3 for training
and 1/3 for testing) and MSE (Mean Square-Error) was calculated for each
model at the testing step.
3.4. Model Selection.
On this step, the best model for each cluster was selected according to
the MSE. The MSE of the selected models is compared to the MSE of each
global regression model.
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4. Results
Different tests were made to choose the best model for the system. At
first, it was necesary to analyze the number of clusters in the dataset. After
the number of clusters was chosen, the dataset was divided in clusters using
K-means algorithm. For each cluster, different regression techniques were
tested to choose the best one.
4.1. SOM analysis
Figure 9 shows the neighbor distance map after an analysis with the SOM
technique. The clusters are defined in the figure among the different sections
of color in it. The neighbor distance defines the different zones of neurons
in the SOM structure. Dark lines are the borders between clusters, while
light area on the map corresponds to cluster. In figure 9 it is possible to
distinguish that there are some clusters, but it is really difficult to decide the
optimal number of them for this dataset.
Figure 10 shows the component planes for each input of the SOM net
(the eight temperature sensors). The different planes represent the reaction
of the SOM net to the specific input. In this research, ’Input 2’ and ’Input
3’ have a similar reaction, and this means that the two inputs are correlated
with one another. It is possible to extract the same conclusion for the ’Input
5’ and ’Input 6’, but in this case, the correlation is not very strong.
In this research, the optimal number of clusters was decided after testing
between 3 to 7 clusters.
The best result has been achieved with the next parameters:
• SOM-net dimension of 20x20 neurons
• Kernel: Gaussian
• Training algorithm: Unsupervised batch training
• Initialization algorithm: Random
• Learning rate: Sequential
• Epoch number: between 200 and 300
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Figure 9: SOM results, Neighbor distance
4.2. Regression analysis
As was presented, the number of clusters was decided after testing differ-
ent numbers of them. In table 1, it is possible to see the number of samples
assigned to each cluster for training and testing the model achieved.
For each cluster, a model was trained following the explained regression
techniques. A summary of the tests made for a 4 cluster division is presented
in table 2. The accuracy for each model is evaluated in MSE values. The best
results were always achieved with ANN-MLPs with only one hidden layer.
Table 3 shows the increase of accuracy achieved by using local models
instead of a global model.
The graphic comparative of MSE against the number of clusters is shown
in figure 11, and it is clear that the results are very similar in all cases, but
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Figure 10: SOM results, Input planes
with 4 clusters is the way to achieve the best results.
Depending on the cluster, the best results were obtained by using a num-
ber of neurons between 8 to 15 with a Tan-sigmoidal transfer function for
the hidden layer, and the output layer transfer function was linear.
By using LS-SVRs, the best approximation is achieved, also depending on
the cluster, on the next ranges: γ =2.9623E7-2.4528E7 σ2 =1.73248-2.20117.
The best approximation has been obtained by using degree 6. The degrees
tested range is from 3 to 9.
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Clusters cluster
Train Test Total
quantity number
No clusters 35133 17566 52699
3 Clusters
1 10244 5077 15321
2 14714 7369 22083
3 10175 5120 15295
4 Clusters
1 9714 4874 14588
2 6507 3257 9764
3 12433 6229 18662
4 6479 3206 9685
5 Clusters
1 3443 1722 5165
2 6441 3184 9625
3 5954 2981 8935
4 12422 6227 18649
5 6873 3452 10325
6 Clusters
1 6870 3450 10320
2 3430 1646 5076
3 4842 2557 7399
4 10536 5286 15822
5 4473 2217 6690
6 4982 2410 7392
7 Clusters
1 4660 2454 7114
2 7066 3548 10614
3 3694 1891 5585
4 4980 2405 7385
5 3430 1646 5076
6 6870 3450 10320
7 4433 2172 6605
Table 1: Number of samples data for training and testing
5. Conclusions and future works
This research shows a bio-inspired model. It has been developed to test
the ground temperature behavior on the horizontal geothermal exchanger of
an installation based on a heat pump. With the aim to obtain a good fitness
the dataset is from an entire year. The model has been presented, analyzed
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Train Test MSE
Samples Samples ANN-MLP Polynomial LS-SVR
Cluster 1 9714 4874 0.00632 0.00882 0.00678
Cluster 2 6507 3257 0.00493 0.00926 0.00513
Cluster 3 12433 6229 0.00613 0.01034 0.00671
Cluster 4 6479 3206 0.00598 0.00974 0.00632
Table 2: MSE for different regression techniques - 4 clusters
MSE
Global model 0.0221
Local models
3 Clusters 0.0076
4 Clusters 0.0059
5 Clusters 0.0069
6 Clusters 0.0063
7 Clusters 0.0121
Table 3: MSE comparation
and compared with others.
The proposal is based on local models combined with intelligent tech-
niques for regression. Taken into account the modeled system, which has
a very non linear component, the main advantages of the achieved model
are two: the high accuracy and the simplicity. The best result has been
obtained with four clusters and, the artificial neural networks offer the best
mean square error on regression. The other regression techniques give ac-
ceptable results.
Future works will be focused on other regression techniques and unsuper-
vised learning to create clusters, with the objective to improve the achieved
model. Also, the present approach will be applied to other models where the
system has a higher non linear component. For the same building, the next
works will be focused on optimization tasks to reduce the energy consumption
without losing comfort.
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Figure 11: MSE against number of clusters
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