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Abstract
In this paper, we develop robust indirect inference for a variety of models in a uni-
ﬁed framework. We investigate the local robustness properties of indirect inference and we
derive the inﬂuence function of the indirect estimator, and the level and power inﬂuence
functions of indirect tests. These tools are then used to design indirect inference procedures
which are stable in the presence of small deviations from the assumed model. In partic-
ular we quantify the trade-oﬀbetween bias correction via simulation and stability in the
estimation of drift and volatility for diﬀusion models. Finally, although indirect inference
was originally proposed for statistical models whose likelihood is diﬃcult or even impossi-
ble to compute and/or to maximize, we use it here as a device to robustify the estimators
and tests for models where this is not possible or diﬃcult with classical techniques such as
M-estimators. Examples from ﬁnancial applications, time series, and spatial statistics are
used for illustration.
Keywords: Correlated observations; Inﬂuence function; Robustness of validity; Robustness
of eﬃciency; Space-time autoregression; Stochastic diﬀerential equations.
1 Introduction
Indirect estimation was proposed by Gouri´ eroux, Monfort, and Renault (1993) as an estimation
and inference procedure for models having complex formulations or untractable likelihood func-
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1tions. Basically, it consists in optimizing an auxiliary criterion that does not directly provide
a consistent estimator of the parameter of interest. A consistent estimator is then obtained
by means of simulations. Indirect inference techniques belong to the class of modern statisti-
cal procedures which exploit Monte Carlo methods to derive powerful estimators and tests for
complex models. This class includes the bootstrap and Monte Carlo Markov chain methods
among others.
Suppose a set of observations y1,...,y n has been collected, and assume they have been
generated from a probability model F(θ), where θ ∈ Θ ⊆ Rp is an unknown parameter.
An indirect estimator of θ can be constructed when it is possible and simple to draw pseudo-
observations from F(θ) and if there is a simple auxiliary model ˜ F(π)o fF(θ), where π ∈ Π ⊆ Rr
is an unknown auxiliary parameter. This auxiliary parameter is chosen such that it is easier
to estimate than θ. For instance, the auxiliary model could be an approximation of the exact
likelihood function, or the exact likelihood function of an approximated model. The auxiliary
parameter is then estimated with the n observed data yielding ˆ π (Step 1), and with m = sn
simulated data (s ≥ 1) from F(θ) (Step 2), yielding π∗ (Step 3), a function of θ by construction.
The indirect estimator (Step 4) is then deﬁned as
ˆ θ =a r gm i n
θ
(ˆ π − π∗)TΩ(ˆ π − π∗), (1)
where the matrix Ω can be chosen in order to maximize eﬃciency. It is essential that the
pseudo-observations drawn from F(θ) are based on the same random generator seed for all θ,
in order to ensure a successful minimization of (1). For the indirect estimator to be consistent
and asymptotically normal, the binding function h(θ)=π needs to be locally injective around
the true value of θ (Gouri´ eroux et al., 1993). A necessary condition for this is r ≥ p.I n
general the binding function h has no known analytical form. Thus an estimate of θ cannot be
constructed as h−1(ˆ π), thereby justifying the use of the simulation step above.
Indirect inference has been applied successfully to several complex models. Examples can
be found in Gouri´ eroux and Monfort (1996). On the other hand, robust statistical procedures
deal with deviations from exact underlying models and have been developed for a variety of
general parametric models; cf. Huber (1981) and Hampel, Ronchetti, Rousseeuw, and Stahel
(1986). In this paper we want to investigate the robustness issue of indirect inference from three
points of view. This will extend the potential applications of robust statistics to very complex
models.
First of all (Section 2) we study the behavior of indirect estimators when the underlying
2model F(θ) does not hold exactly. As a typical (important) example we consider the estima-
tion of stochastic diﬀerential equations, where indirect estimators have been advocated as a
bias reduction technique for estimators derived from a “crude discretization” of the stochastic
diﬀerential equation. The basic conclusion here is that classical indirect estimators lose com-
pletely this property (and their justiﬁcation) if the model holds only approximately. Since in
reality the model is at best an ideal approximation of the underlying data generating process,
robust estimators are needed. In Section 4.1 we show that robust indirect estimators can be
constructed which exhibit a stable and excellent performance in terms of bias and variance in
a neighborhood of the ideal model.
Secondly, in Section 3 we investigate the theoretical properties of indirect estimators and
tests by means of a basic tool in robust statistics, namely the inﬂuence function (Hampel,
1974). In particular, we show how the inﬂuence function of the indirect estimator is related to
the inﬂuence function of the auxiliary estimator. The basic (not too surprising) conclusion here
is that robustness can be integrated in indirect inference by using robust auxiliary estimators.
Third, in Section 4 we present several applications of robust indirect inference covering
ﬁnance, ARMA modeling, and spatial statistics. In particular, in Section 4.2 we use the indirect
procedure as a device to robustify the inference in ARMA models. Finally, Section 5 presents
some open problems.
2 Robustness Properties of Indirect Estimators
In this section we investigate the robustness properties of indirect estimators. We consider an
important ﬁeld of application of this technique, namely the estimation of stochastic diﬀerential
equations from discrete observations. Indirect inference has been suggested for these models
as a technique to reduce the bias of the estimators based on a crude discretization of the
stochastic diﬀerential equation; cf. Gouri´ eroux and Monfort (1996). Here we want to study to
which extent this property is satisﬁed when the model does not hold exactly. We will derive
our results for a particular model, namely a geometric Brownian motion with drift. This is the
model underlying the derivation of the Black-Scholes formula for option pricing and is widely
used in ﬁnance. Moreover, it allows direct analytical computations and we will see that our
conclusions hold also for more complex models.
Assume that the price yt of an asset satisﬁes the stochastic diﬀerential equation (geometric
3Brownian motion with drift)
dyt = µytdt + σytdWt, (2)
where Wt is a Brownian motion and µ and σ are the drift and volatility parameters respectively.
A “crude” discretization of (2) gives the equation
yt = yt−1 + µyt−1 + σyt−1 t
=( 1 + µ)yt−1 + σyt−1 t, (3)
where { t}t=1,...,n are independently identically distributed standard normal variables. The
log-likelihood function is given by


















and the maximum likelihood estimator for (µ,σ2)i ss i m p l y






(rt − ¯ rt)2, (6)
where rt = yt/yt−1.
It is well-known (cf. for instance Gouri´ eroux and Monfort, 1996) that the estimators based
on the crude discretization are biased. Indirect inference is used here to eliminate this bias. In
this case, (3) is used as auxiliary model, (5) and (6) as auxiliary estimators, and the simulation
is carried out from a ﬁner discretization of (2). The resulting estimators (ˆ µI, ˆ σ2
I) are then
unbiased up to order O(n−1). In the next proposition we investigate the bias of the auxiliary
and indirect inference estimators when the underlying model does not hold exactly. We still
consider (2) as an ideal underlying model but we take into account that the observed prices
are only approximately normally distributed. In particular, Proposition 1 gives the eﬀect of
innovation outliers on the bias of the auxiliary and indirect estimators.
Proposition 1 Assume model (3), where { t}t=1,...,n are independently identically distributed
variables with common distribution (1 − ε)N(0,1) + εN(0,τ2), 0 ≤ ε ≤ 1 and τ ≥ 1.L e t˜ µ be
the auxiliary estimator for µ deﬁned by (5), ˆ µI the corresponding indirect estimator, and s the
4number of simulation runs. Then we have:
bias(˜ µ,ε)=E˜ µ − µ
= eµ − (1 + µ)+εeµ(eσ2(τ2−1)/2 − 1) (7)
and










− 1+ε(eσ2(2τ2−1) − 2eσ2(τ2+1)/2 + eσ2
)) (8)
+O(ε2)+O(n−2).
The proof is given in the Appendix.
The result of Proposition 1 clearly shows the two components of the bias for both estimators
˜ µ and ˆ µI. For ˜ µ the bias due to the discretization is eµ − (1 + µ) and the component due to
deviations from the underlying model is εeµ(eσ2(τ2−1)/2 − 1). Both components are positive.
The bias of the indirect estimator is negative and of order O(n−1). Figures 1 and 2 plot the
bias of both estimators as a function of τ and for diﬀerent values of ε.
***********************
Figure 1 about here
***********************
***********************
Figure 2 about here
***********************
Figures 1 and 2 show the bias reduction eﬀect of the indirect estimator when the model
is exact (τ = 1) and when τ is in the interval [1,3.4]. However, when τ ≥ 3.4 the bias for
the indirect estimator becomes important too. Finally, when τ =3 .7 the bias of the auxiliary
estimator and that of the indirect estimator are large and comparable and there is no gain
in performing indirect inference. Note that even in this situation the Kolmogorov distance
between the contaminated distribution and the model is less than or equal to ε and the index
of tail length (cf. Rosenberger and Gasko, 1983, p. 322) of the contaminated distribution is 1.3
as compared to 1 for the normal distribution. Therefore, the level of contamination is very low
and it would be diﬃcult to detect such a deviation from the model on a real sample.
To summarize: even if our investigation is limited to the model of the geometric Brownian
motion, the evidence seems to indicate that small deviations from the stochastic structure of
the model can wipe out the bias improvement obtained with indirect inference. This conclusion
5will carry out in more complex models; cf. Ronchetti and Trojani (2001). Therefore, there is
a need to robustify estimators and tests obtained by indirect inference and in the next section
we discuss this issue.
3 Robust Indirect Estimators and Tests
When the likelihood function of the model F(θ) is tractable, a maximum likelihood estimator
of θ can be computed. However, it is well-known that the latter is generally not robust in the
presence of deviations from the underlying model and robust methods have been developed
for that reason; Huber (1981), Hampel et al. (1986). For instance, when observations are
independently distributed, contamination models (or neighborhoods) of the form (1−ε)F(θ)+
εG, where G is an arbitrary distribution, have been considered. For dependent data more
complex contamination patterns may occur; see Martin and Yohai (1986). The properties of
diﬀerent inferential methods can then be studied under the original assumed model F(θ), and
under the contaminated version. Maximum likelihood is asymptotically optimal under the
former while having often poor performances under the latter. Therefore, robust estimators
and tests have been derived: they exhibit a stable performance in terms of bias and variance
on the whole neighborhood; cf. Hampel et al. (1986). However, for complex situations such
robust inferential methods and their theoretical properties may be intricate if not impossible
to obtain. Indirect estimation may then be a solution as it was ﬁrst suggested in Genton and
de Luna (2000). In Gouri´ eroux et al. (1993), the two estimators ˆ π and π∗ were assumed to
be identical, although this does not need to be the case as long as they are consistent. For
instance, a robust estimator ˆ θ can be obtained with a robust estimator ˆ π. On the other hand,
π∗ is evaluated on outlier-free simulated data and thus is often most conveniently chosen to
be eﬃcient under the uncontaminated model. Note however that the ﬁnite sample bias is not
necessarily negligible in which case a robust estimator on the simulated data as well may be
more appropriate; cf. Section 4.1. A schematic illustration of the robust indirect estimation
algorithm is given in Figure 3. In this section, we study the theoretical properties of robust
indirect estimation, and further extend this approach to robust indirect tests.
***********************
Figure 3 about here
***********************
6The consistency and asymptotic normality of the robust indirect estimator ˆ θ is inherited
from the consistency and asymptotic normality of the auxiliary estimator ˆ π, for a given matrix
Ω and ﬁxed integer s, due to the injectivity of the binding function h. In particular, the
asymptotic variance-covariance matrix Vˆ θ of the robust indirect estimator ˆ θ is given by




where B =( DTΩD)−1DTΩ ∈ Rp×r, the rectangular matrix D ∈ Rr×p is the Jacobian matrix
of the transformation h,a n dVˆ π and Vπ∗ are the asymptotic covariance matrices of ˆ π and
π∗ respectively. In general, Vˆ π ≥ Vπ∗, because we use a robust estimator on the observed
data, thus trading some eﬃciency for some robustness. Result (9) is a direct consequence of
Proposition 4.2 in Gouri´ eroux and Monfort (1996). Note that ˆ θ is consistent for any s ≥ 1 while
its eﬃciency is improved when increasing s.F o rs large enough, we obtain the best eﬃciency
with Ω = V −1
ˆ π . The matrix Vˆ θ simpliﬁes then to Vˆ θ
∼ = (DTV −1
ˆ π D)−1. In practice, Ω = V −1
ˆ π
has to be expressed as a function of θ or need to be estimated. However, choosing Ω = Ir, the
identity matrix in Rr×r, simpliﬁes the computation eﬀort while, from practical experience, the
loss of eﬃciency is often limited. A consistent estimator for Vˆ θ can be obtained by replacing D
by a numerical approximation of ∂π∗(θ)/∂θT|θ=ˆ θ (see Genton and de Luna, 2000), and using
a consistent estimator for Vˆ π,s e eG o u r i ´ eroux et al. (1993, Appendix 2). Note ﬁnally that
the asymptotic properties have been derived for any value of r ≥ p ﬁxed. Increasing r may
improve the eﬃciency although only marginally after a given level. Thus, a heuristic approach
to the choice of r is to use an information criterion such as AIC (Akaike information criterion)
or BIC (Bayesian information criterion). One may then repeat the procedure for a few values
of r to ensure that the estimation is not sensitive to an increase in r. In fact the eﬃciency
performances of the estimator will in general be similar for a fairly wide range of values of r.
The inﬂuence function (Hampel, 1974; Hampel et al., 1986) of the indirect estimator has
been derived by Genton and de Luna (2000). Denote by P and T the statistical functionals
corresponding respectively to the estimators ˆ π and ˆ θ deﬁned previously. Thus, P is such that
ˆ π = P(Fn) for any n and Fn (or ˆ π tends in probability towards P(F)), where Fn is the empirical
distribution of the sample, and F the underlying distribution function. In the sequel, Fisher
consistency is assumed, i.e. P(F(θ)) = h(θ), for all θ ∈ Θ, and T(F(θ)) = θ.L e tIFˆ π be the
vector inﬂuence function of P,a n dIFˆ θ be the vector inﬂuence function of T. Then
IFˆ θ = BI F ˆ π, (10)
7where the rectangular matrix B has been deﬁned above. The inﬂuence function can usually be
used to compute the asymptotic variance as
 
IF IFT dF. However, when using (10), only the
ﬁrst part of (9) is obtained, because it does not contain the variability due to the simulations.
The following result provides the relation between the self-standardized sensitivities of ˆ θ and
ˆ π.
Proposition 2 Let ˆ θ be the indirect estimator based on ˆ π and π∗, the latter a consistent
estimator of h(θ) for all θ ∈ Θ. Assume further that at T(F), the binding function h is locally
injective and the Jacobian matrix D of h exists. Then:
 IFˆ θ 2
V −1
ˆ θ




where  x 2
Σ = xTΣx.
Moreover, equality in (11) holds iﬀ dim(θ)=d i m ( π) (i.e. p = r), and s →∞ .





sp/(s +1 ) .
The proof is given in the Appendix. Proposition 2 shows that the robustness of ˆ θ is inherited
from the robustness of ˆ π:i f IFˆ π V −1
ˆ π
is bounded by a constant, c say, then  IFˆ θ V −1
ˆ θ
is also
bounded by the same constant c, with the lower bound for c given in Proposition 2.
Next we turn to robust indirect inference by deﬁning bounded-inﬂuence tests. The pur-
pose of robust testing procedures is to control the maximal bias on the level and the power
of a test that can arise from slight distributional misspeciﬁcation of a null or an alternative
hypothesis. This is generally referred to as robustness of validity and eﬃciency (Hampel et al.,
1986, p. 405) respectively. In order to study the asymptotic local stability of indirect tests,
we follow the general approach developed by Heritier and Ronchetti (1994). The key idea is to
bound the inﬂuence function of the indirect estimator by bounding the inﬂuence function of the















where G is an arbitrary distribution. Assume that θ is partitioned into θ =( θT
1 θT
2 )T,
where θ1 and θ2 have dimensions p1 and p2 respectively, and consider the null hypothesis
H0 : θ1 = θ10. Indirect tests based on the Wald statistic or score statistic can be derived.
We however restrict our attention to indirect tests based on the optimal value of the objective




(ˆ π − π∗(ˆ θ0))TΩ(ˆ π − π∗(ˆ θ0)) − (ˆ π − π∗(ˆ θ))TΩ(ˆ π − π∗(ˆ θ))
 
, (13)
where ˆ θ0 =( θT
10 (ˆ θ20)T)T is the constrained indirect estimator obtained by minimizing the
objective function (1) under H0 : θ1 = θ10. Despite the use of simulations, the usual asymptotic
equivalence between the indirect tests based on the Wald statistic, score statistic, and (13),
remains valid under the null hypothesis. These tests have a χ2
p1 distribution with p1 degrees of
freedom (see Gouri´ eroux et al., 1993). If we use a bounded-inﬂuence indirect estimator ˆ θ (with
bound c on the inﬂuence function), then ˆ θ is Fr´ echet diﬀerentiable in the neighborhood (12);
cf. Ronchetti and Trojani (2001). In this case we can bound the maximal asymptotic bias of




ε,n,G) − α0|≤Kε2c2 + o(ε2), (14)
where α0 = α(F(θ0)) is the nominal level of the indirect test, and the constant K depends only
on the model and is deﬁned in Ronchetti and Trojani (2001). The asymptotic bound (14) can
be used to choose the constant c according to the maximal amount of contamination ε expected
by the analyst and the maximal bias on the level that he or she can tolerate. Bounds similar
to (14) can be derived for the power.
4 Applications
In this section, we present three applications of robust indirect estimation and testing on various
examples arising from ﬁnance, time series, and spatial statistics.
4.1 Finance: Geometric Brownian Motion with Drift
Let us consider again models (2) and (3). The auxiliary estimators (˜ µ, ˜ σ2) for (µ,σ2)g i v e nb y
(5) and (6) have an unbounded inﬂuence function and according to Proposition 2 the indirect
estimators (ˆ µI,σ2
I) will inherit this property and will not be robust. To robustify the procedure
it is natural to replace (˜ µ, ˜ σ2) by robust versions (˜ µR, ˜ σ2















9where ψc(z)=min{c,max{−c,z}} is the Huber function, χc(z)=ψ2
c(z) − EΦψ2
c,a n dc is a
tuning constant. (15) and (16) deﬁne Huber’s Proposal 2 (Huber, 1981, p. 137) for location-
scale estimators on the data rt −1. We will denote by (ˆ µRI, ˆ σ2
RI) the indirect estimators based
on (˜ µR, ˜ σ2
R). In more complex models such as e.g. Cox, Ingersoll, and Ross (see Chan et
al., 1992), such simple robust estimators are not available. Instead one can use robust GMM
estimators as developed in Ronchetti and Trojani (2001).
Finally, notice that model (2) admits an “exact discretization” given by (28). This model
can be rewritten as
lt = ν + σ t, (17)
where lt = log rt and ν = µ − σ2
2 . Therefore, (17) is a location-scale model which leads to the
maximum likelihood estimators for (µ,σ2)g i v e nb y









(lt − ¯ lt)2. (19)
Similarly, model (17) can be estimated robustly by Huber’s Proposal 2 leading to the estimators
(ˆ µR, ˆ σ2
R).
Figures 4 to 7 show the box plots of 200 simulations for the following estimators of µ and
σ2:
(a) Exact discretization (ˆ µ, ˆ σ2)
(b) Exact discretization robust (ˆ µR, ˆ σ2
R)
(c) Crude discretization (˜ µ, ˜ σ2)
(d) Crude discretization robust (˜ µR, ˜ σ2
R)
(e) Indirect (ˆ µI, ˆ σ2
I)
(f) Indirect robust (ˆ µRI, ˆ σ2
RI)
The simulations in Figures 4 and 6 are performed under the normal model for  t while those
in Figures 5 and 7 are performed under the contaminated model 0.95N(0,1) + 0.05N(0,52).
In all cases we generate realizations of the process {yt} with a ﬁne discretization (µ =0 .2a n d
σ2 =0 .25) and draw samples of size n = 100. The number of simulations s in the indirect
procedure is chosen to be 10. Finally, we choose the tuning constant for the robust estimators
c =1 .345 to achieve 95% eﬃciency at the normal model.
10***********************
Figure 4 about here
***********************
***********************
Figure 5 about here
***********************
***********************
Figure 6 about here
***********************
***********************
Figure 7 about here
***********************
Let us now discuss the results.
Figure 4 shows that the crude estimators (c) and (d) are biased under the model. As
expected, this bias is corrected by their indirect estimators (e) and (f) respectively. The biases
of the classical estimators (c) and (e) can be read from Figure 1 (at τ = 1). A comparison
of (a) with (e) and (b) with (f) shows that the indirect estimators behave like the estimators
obtained by the “exact discretization”. This implies that the former are useful procedures
for many models where such an exact discretization is not available. Further, notice that the
robust estimators are a little more variable than the classical ones: this has to be expected
in view of the small loss of eﬃciency at the normal model. Finally, notice that the robust
indirect estimator is obtained by robust estimation both on the original and simulated data in
the indirect procedure. A classical estimation on the simulated data (not shown here) leads to
a ﬁnite sample biased (although consistent!) indirect estimator.
Figure 6 shows the same situation for the estimation of σ2. The overall picture is the same
except that the gains in bias reduction obtained by indirect estimation are even larger.
Figure 5 shows the diﬀerent estimators of µ under the contaminated model. The crude
estimators (c) and (d) are again biased and especially (c) exhibits large variability. In this case
the classical indirect estimator (e) cannot correct the bias and reduce the variability while the
robust indirect estimator (f) shows overall the best performance. Notice that under contami-
nation the estimators obtained by exact discretization exhibit a worse performance in terms of
bias and variance than the robust indirect estimator.
11Finally, Figure 7 shows the estimator for σ2 under contamination. Here the eﬀects are much
larger than in the case of µ and the conclusions are the same.
To summarize: the robust indirect estimators for µ and σ2 exhibit a good performance
in terms of bias and variance even when the model is not exact and the data are generated
by a distribution in a neighborhood of the model. Moreover, indirect inference is a general
procedure that can be carried out for general models, for instance when an exact discretization
is not available.
4.2 Time Series: ARMA models
Robust estimation for time series models has received considerable attention during the last
two decades, see Martin and Yohai (1985) for a survey. The main issue is that standard robust
procedures become useless for moving average (MA) and mixed autoregressive moving average
(ARMA) models, because a single outlier at a certain time inﬂuences all subsequent terms
in the estimation equations. Several ad hoc methods have been proposed to overcome this
diﬃculty, see for example Bustos and Yohai (1986), Allende and Heiler (1992). Recently, de
Luna and Genton (2001) have suggested the use of robust indirect estimation in the context of
ARMA models estimation. Their proposal compares fairly well with existing procedures, with
the main advantage that asymptotic properties (consistency, asymptotic normality, inﬂuence
function, breakdown point) can be easily derived. In this section, we focus on the robustness
properties of p-values of indirect tests. For illustrative purpose, we consider a simple moving
average model of order one, i.e.
Yt = θ t−1 +  t, (20)
where the sequence { t} is independently and identically distributed with mean zero and vari-
ance σ2. The model is identiﬁable when |θ| < 1. The indirect estimation of this model can be
based on the autoregressive auxiliary parameterization (Gouri´ eroux et al., 1993; de Luna and
Genton, 2001)
Yt = πYt−1 + Ut, (21)
where π is such that E(UtYt−1) = 0, i.e. πYt−1 is the best linear predictor of order 1 for Yt.
Higher order predictors, i.e. π1Yt−1+...+πr−1Yt−r−1 may be used, although here for simplicity
we focus on the use of (21). Note that Ut is a correlated process with mean zero and variance
σ2
U.
12In this experiment, we simulate 200 time series of size n = 100 each from the MA(1)
model (20) with θ =0 .5, σ2 = 1, and Gaussian innovations { t}. In order to test the null
hypothesis H0 : θ =0 .5, we perform indirect tests based on the optimal value of the objective
function as deﬁned in (13) with s = 30. We use a classical least squares auxiliary estimator
ˆ π =( ˆ π,ˆ σ2
U)T, as well as a robust version based on a GM-estimator (ar.gm in Splus,w i t ha
Huber ψ-function and default eﬃciencies effloc=0.96 and effgm=0.87). In Figure 8, we plot
the p-values of the indirect tests based on a χ2
1-distribution under H0 versus the quantiles of a
uniform distribution. Panel (a) of Figure 8 is obtained using the classical indirect test and Panel
(b) using the robust indirect test. Both indirect tests, classical and robust, behave similarly
and under the null hypothesis their p-values have a distribution close to the uniform. Next, we
consider the situation of contaminated time series with 5% additive outliers from a N(0,τ2)
distribution where τ = 5. The classical indirect test becomes now severely aﬀected by the
outliers and consequently often rejects the null hypothesis as can be seen in Panel (c) of Figure
8. In Panel (d), however, the robust indirect test can cope with the outliers. It is interesting to
note that the robust indirect test exhibits already a good performance with a simple low order
auxiliary model.
***********************
Figure 8 about here
***********************
4.3 Spatial Statistics: SAR models
We now turn to the application of our methodology to a real data set of reﬂectance values
extracted from an extensive aerial survey along the south coast of England. The survey was
monitoring pollution levels arising from the pumping of waste material into the English Channel.
High pollution levels generate high reﬂectance values. The original data set can be found in
Haining (1990, p. 217) and it is located on a 9 × 9 regular lattice. The pipe carrying the
waste material exhausts at several point, and the area we consider is close to a discharge point
(North-West corner of the lattice). The original data set shows visual evidence of a trend in the
reﬂectance values from North-West to South-East. Estimation of this trend component provides
a measure of the dispersal of pollutants from the source point. Following Haining (1987), we
ﬁt by least squares a linear trend to the reﬂectance values, yielding 17 − 1.248x1 +3 .759x2.
Figure 9 shows the corresponding residual values. Several possible outliers are noticeable and
13highlighted with boldface fonts. This has also been conﬁrmed (Haining, 1987) by applying a
median polish algorithm to the original data.
***********************
Figure 9 about here
***********************
We next model the residuals by means of a ﬁrst order spatial simultaneous autoregression
(SAR). The inclusion of this autocorrelated component in our model may be necessary for two
reasons. First, the reﬂectance value recorded in any pixel of the lattice is obtained by partial
averaging of reﬂectance values in neighboring pixels. This is a general issue with aerial and
remotely sensed data, and is a characteristic of the recording instrument. Second, pollution in
any small area will be aﬀected by local mixing and local diﬀusion arising from small-scale
turbulence. A ﬁrst order SAR model, accounting for spatial correlation in the East-West
direction with ρ1 and North-South direction with ρ2,i sd e ﬁ n e db y
Z(x1,x 2)=ρ1
 




Z(x1,x 2 − 1) + Z(x1,x 2 +1 )
 
+  (x1,x 2),
(22)
where (x1,x 2) are coordinates on the lattice represented in Figure 9. The process Z is sta-
tionary if |ρ1| + |ρ2| < 1/2. Here   is an i.i.d. process with mean zero and variance σ2, but
is not uncorrelated with the process Z. For this reason, least squares or Yule-Walker type of
estimators for θ =( ρ1 ρ2 σ2)T are not generally consistent for simultaneous models (Whittle,
1954). Gaussian maximum likelihood estimation of θ is consistent (Ali, 1979), but diﬃcult to
implement, partly because ρ1 and ρ2 cannot be simultaneously factored out of the covariance
matrix in the likelihood function. Moreover, maximum likelihood is not robust to the presence
of outliers in the observations. The use of indirect estimation for consistent and robust esti-
mation of the parameters of SAR models (cf. de Luna and Genton, 2000) avoids the direct
estimation of the simultaneous model by considering a unilateral auxiliary model, a so-called
quadrant autoregression (QAR), deﬁned by
Z(x1,x 2)=π1Z(x1 − 1,x 2)+π2Z(x1,x 2 − 1) + ν(x1,x 2), (23)
where ν is a correlated process with mean zero and variance τ2. The parameter π =( π1 π2 τ2)T
can be consistently estimated with Yule-Walker estimators (Tjøstheim, 1978; Ha and Newton,
1993). Robust Yule-Walker estimators are obtained by means of robust autocovariance estima-
tors (Ma and Genton, 2000) and is advocated in de Luna and Genton (2000). The former yield
14indirect estimators of θ based on Yule-Walker (IYW), whereas the latter yield robust indirect
estimators of θ based on robust Yule-Walker (IYWR).
Table 1 presents the estimates of θ by indirect estimation (IYW and IYWR) with s =9 .
The estimates of ρ1 and ρ2 are rather similar, but the estimates of the variance σ2 is larger for
the classical indirect procedure than for the robust one.
Table 1: Indirect estimation of the parameter θ of model (22) for the residuals described in
Figure 9: classical (IYW) and robust (IYWR); unconstrained and constrained (H0 : ρ1 = ρ2).
ˆ ρ1 ˆ ρ2 ˆ σ2 ˆ ρ1 =ˆ ρ2 ˆ σ2
IYW 0.244 0.107 87.5 0.168 90.6
IYWR 0.306 0.100 60.7 0.189 66.1
It is here of interest to test for isotropy of the correlation, i.e. investigate the null hypothesis
H0 : ρ1 = ρ2. This can easily be carried out with the test (13) based on the optimal value
of the objective function of the indirect procedure. The indirect estimates of θ under H0 are
also presented in Table 1. The p-value for the indirect test based on IYW turns out to be 0.09,
but it is 0.01 for the one based on IYWR. Thus, the robust test rejects the null hypothesis
of isotropy at the level 5%, whereas the classical test does not ﬁnd enough evidence against
H0. We perform a sensitivity analysis of both indirect tests by moving one observation, Z(2,2)
say, from -50 to +50 by step 5. The eﬀect on the p-values is depicted in Figure 10. The dots
represent the p-values for the indirect test based on IYW and the pluses for the indirect test
based on IYWR. Even for large outliers, the robust indirect test rejects the null hypothesis. Its
p-value shows a stable behavior. On the other hand, the p-value of the classical indirect test
exhibits large changes by moving one single observation.
***********************
Figure 10 about here
***********************
5 Conclusion
Indirect inference is a useful general procedure which provides estimators and tests for complex
models. The range of its applications includes time series, spatial statistics, and ﬁnance among
15others. We showed that it is necessary to integrate robustness considerations in the procedure in
order to obtain reliable estimators and tests when the model does not hold exactly. Two aspects
need to be further investigated. The ﬁrst one is the choice of the auxiliary model. Although
the use of robust estimators for the auxiliary parameters seems to reduce the dependence of the
ﬁnal estimator on the auxiliary model (cf. the example in Section 4.2), more precise guidelines
on this choice would be welcome. The second point concerns the ﬁnite sample properties of the
ﬁnal estimator. Although any consistent estimator for the auxiliary parameter will lead to a
consistent indirect estimator, the ﬁnite sample properties of the latter are generally unknown.
166 Appendix
Proof of Proposition 1
The auxiliary estimator ˜ µ can be rewritten as follows:





where A(µ)= 1 √
n
 n







))] − 1. (25)
From (2) we have
dyt
yt
= µdt + σdWt, (26)
and by Ito’s Lemma
d(log yt)=( µ −
σ2
2
)dt + σdWt. (27)
This equation provides the “exact” discretization:
log yt =l o g yt−1 + µ −
σ2
2
+ σ t. (28)




+ σ t)] = eµ− σ2
2 M t(σ), (29)
where M t(.) is the moment generating function of  t, i.e.
M t(λ)=E[eλ t]=( 1− ε)eλ2/2 + εeλ2τ2/2, (30)
and ﬁnally
b(µ,ε)=eµ(1 + εD ) − 1, (31)
where D = eσ2(τ2−1)/2 − 1. Since EA(µ) = 0, (24) and (31) give the bias of ˜ µ in (7).
To compute the bias of the indirect estimator ˆ µI, we use Proposition 4.5 in Gouri´ eroux
and Monfort (1996), p. 77-79. Since equation (24) has the form of (4.23) in Gouri´ eroux and
Monfort (1996), p. 77 with B(.;.) = 0, it follows from their (4.26) that




17where Eb∗ is deﬁned in their Proposition 4.5, p. 79. In our case b(µ,ε) is given by (31), A(µ)
is deﬁned in (24), ∂b
∂µ = ∂2b
∂µ2 = b +1 , ∂A
∂µ = −
√







)(b +1 ) −2var rt. (33)
Analogously to (25) and (29) we obtain
var rt = Er2
t − (Ert)2 = E[exp(2 log(
yt
yt−1
))] − (b(µ,ε)+1 ) 2
= e2µ−σ2
M t(2σ) − (b +1 ) 2
= e2µ+σ2
(1 + ε(e2σ2(τ2−1) − 1)) − (b +1 ) 2
= e2µ(eσ2
− 1+εC )+O(ε2), (34)
where C = eσ2(2τ2−1) − eσ2
− 2eσ2(τ2−1)/2 +2 .
















− 1+ε(C − 2D(eσ2
− 1))] + O(ε2)
and substituting the expressions for C and D, from (32) we ﬁnally obtain (8).
Proof of Proposition 2
To prove the ﬁrst two points, we have:
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BVπ∗BT ≥ BVˆ πBT.
18For the second inequality, consider the Choleski decomposition V −1





























































We now prove the lower bound for  IFˆ θ 2
V −1
ˆ θ
.W eh a v e :
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where the inequality follows from Vπ∗ ≤ Vˆ π.T h u s :
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Fig. 1: Bias as a function of tau for the auxiliary estimator (...) and for
the indirect inference estimator (-); mu=0.2,sigma=0.5,n=100,s=10
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Fig. 2: Bias as a function of tau for the auxiliary estimator (...) and for
the indirect inference estimator (-); mu=0.2,sigma=0.5,n=100,s=10
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Figure 3: Schematic illustration of the robust indirect estimation algorithm. A robust estimator
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Figure 7: Estimation of σ2 with 5% contamination
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Figure 8: Plots of p-values from indirect tests versus quantiles of the uniform distribution for
200 simulated times series of size n = 100 each, from the MA(1) model (20) with θ =0 .5a n d
σ2 = 1. Without outliers: (a) classical indirect test; (b) robust indirect test. With 5% additive



























































































Figure 9: The residuals obtained after detrending the reﬂectance values on a 9 × 9 lattice.
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Figure 10: Sensitivity analysis of the p-value of the indirect tests based on IYW (dots) and
IYWR (pluses) when the observation Z(2,2 )i sm o v e df r o m- 5 0t o+ 5 0w i t hs t e p5 .
31