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The distribution of the computational cost of linear-programming (LP) relaxation for vertex cover
problems on Erdo¨s-Re´nyi random graphs is evaluated by using the rare-event sampling method. As
a large-deviation property, differences of the distribution for “easy” and “hard” problems are found
reflecting the hardness of approximation by LP relaxation. In particular, by evaluating the total
variation distance between conditional distributions with respect to the hardness, it is suggested
that those distributions are almost indistinguishable in the replica symmetric (RS) phase while
they asymptotically differ in the replica symmetry breaking (RSB) phase. In addition, we seek
for a relation to graph structure by investigating a similarity to bipartite graphs, which exhibits a
quantitative difference between the RS and RSB phase. These results indicate the nontrivial relation
of the typical computational cost of LP relaxation to the RS-RSB phase transition as present in the
spin-glass theory of models on the corresponding random graph structure.
I. INTRODUCTION
In statistical mechanics, combinatorial optimization
problems have attracted a great deal of attention dur-
ing the past two decades [1–3]. The motivation and hope
is to obtain an understanding of the source of compu-
tational hardness which is inherent to many combinato-
rial optimization problems [4]. The statistical mechan-
ics approaches are based on taking a physics perspective
and applying notions and techniques from the the field of
disordered systems like spin glasses. Actually, from the
computer science point of view, understanding the com-
putational hardness is still lacking. This is visible from
the fact that the famous P–NP problem [5] is still not
solved. Here, P is a class of “easy” problems that can
be solved in the worst case in polynomial time and NP
contains the problems for which the solution can only be
checked in polynomial time. So far, for no problem in
NP, an algorithm is known which finds solutions of the
problems in worst case in polynomial time. On the other
hand, it is not proved that no such algorithm will exist.
In contrast to the worst-case analysis, one is often in-
terested in the typical case running time, in particular
for real-world applications. From a fundamental science
point of view, by studying the properties of given easy
and hard samples, one might be able to understand the
source of computational complexity. For this reason, in
statistical mechanics one started to investigate random
ensembles of NP-hard problems, which are typically con-
trolled by one or several parameters. Examples are sat-
isfiability problems with random formulas, the traveling
salesperson problems for randomly distributed cities, or
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the vertex-cover (VC) problems on random graphs. For
these ensembles phase transitions have been observed at
the boundary between a phase where the random in-
stances are typically easy to solve and another phase
where the random instances are typically hard. [1, 6–
9].
Interestingly, the actually hardest instances are often
found right at the phase transitions. This reminds the
statistical physicist on the critical slowing down which
appears, e.g., for the Monte Carlo simulation of the fer-
romagnetic Ising model. Thus, to understand the source
of computational hardness best, it might be beneficial to
study the hardest instances available, e.g., the problem
instances which are located right at the phase transitions.
As an alternative approach, some attempts have been
performed to construct hard instances guided by physi-
cal insight [10–13]. Examples are instances designed such
that equivalent spin-glass instances exhibit no bias in the
distributions of local fields and exhibit a first order tran-
sition with a backbone [14] or such that, due to the degen-
eracy, many existing solutions of an optimization prob-
lem are isolated [15]. Recently, a heuristic algorithm has
been implemented [16] to automatically construct spin-
glass instances with respect to finding the ground state
as hard as possible (for a given ground-state algorithm).
We extend this approach in the present work by sampling
instances of an optimization problem in equilibrium, the
hardness (i.e., the number of steps of the optimization
algorithm) is interpreted as the “energy” of the instance.
The sampling is controlled by an artificial temperature.
In particular our approach allows us, in addition to ob-
tain very hard instances, to obtain the distribution of
the hardness over the random problem ensemble, even
down to the low-probability tails. One tail will contain
very hard instances, the other tail very easy instances.
Such large-deviation approaches have been applied, e.g.,
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2to study the distribution of scores of random-sequence
alignment [17], the distribution of the size of the largest
components of random graphs [18], the distribution of
endpoints of fractional Brownian motion [19], or the dis-
tribution of non-equilibrium work [20]. This fairly gen-
eral approach enables us to investigate how the shape
of the hardness distribution changes as a function of the
control parameter. In particular we can investigate how
the distribution differs in the phases where the typically
easy and the typically hard instances are found, respec-
tively.
In particular, we study the VC problem on the Erdo˝s-
Re´nyi random graphs [21] with average connectivity c
as a control parameter. Here, the easy-hard transition
was observed [9] at c = e (e is the Euler’s number).
This transition was independent of the algorithm used,
branch-and-bound with leaf removal [22] or linear pro-
gramming (LP) with cutting-plane approach [23]. Ana-
lytically, the replica symmetry (RS) is broken at c = e
as well [9]. These past studies have been performed by
studying typical instances for different values of c. To our
knowledge, nobody has studied full distribution of the
“computational hardness,” measured in a suitable way,
for this problem. Also for the other NP-hard problems
we are not aware of such studies. Here, we use a linear-
programming relaxation to solve VC. Nevertheless, only
obtaining the full distribution of the quantities of interest
allows the full understanding of any random problem. In
particular, the tails of the distribution contain the very
easy and very hard instances. Studying the properties
of those hardest possible instances might allow to get
better understanding of the source of the computational
hardness.
The reminder of the paper is organized as follows:
Next, we define the VC problem formally and state the
linear-programming algorithm which we applied for solv-
ing the VC problem. In the third section, we explain the
large deviation approach used to obtain the distribution
of hardness. In section four we present our results. We
close the paper by a summary and a discussion of our
results.
II. VERTEX COVERS AND LP RELAXATION
In this section, we define minimum vertex-cover (min-
VC) problems and introduce LP relaxation as an approx-
imation scheme.
Let G = (V,E) be an undirected graph with a vertex
set V = {1, . . . , N} and an edge set E ⊂ V 2. It is as-
sumed that G does not have multi-edges nor self-loops.
A set S ⊂ V is called vertex cover of G if any edge con-
nects to at least a vertex in S. A vertex in vertex cover
S is called covered. The (unweighted) min-VC problems
is then defined as a computational problem to search a
vertex cover with the minimum number of covered ver-
tices. For a mathematical formulation, we set a binary
variable xi to each vertex i ∈ V , which takes one if ver-
tex i is covered and zero otherwise. The problem is then
represented as an integer programming (IP) problem as
follows:
Min.
N∑
i=1
xi,
subject to xi + xj ≥ 1 ∀(i, j) ∈ E,
xi ∈ {0, 1} ∀i ∈ V.
(1)
Min-VCs belong to a class of NP-hard [5] indicating
that no exact algorithm is known that can solve the prob-
lem in the worst case in polynomial time as a function of
problem size N . To avoid this computational hardness,
approximation algorithms are commonly used. Espe-
cially, the linear programming relaxation is a fundamen-
tal approximation scheme for the IP problems. For LP
relaxation, constraints on binary variables, xi ∈ {0, 1},
are replaced to continuous constraints with interval [0, 1].
Thus, the LP-relaxed min-VC problem is represented by
Min.
N∑
i=1
xi,
subject to xi + xj ≥ 1 ∀(i, j) ∈ E,
xi ∈ [0, 1] ∀i ∈ V.
(2)
It is a kind of LP problems which can be exactly solved in
polynomial time using an ellipsoid method [24]. However,
since it is computationally costly, other exact algorithms
such as Dantzig’s simplex method and the interior-point
method [25] are often used. Their difference lies in the
strategy to search an optimal solution on a facet of the
simplex defined by constraints in Eq. (2); the former
moves from an extreme point to another extreme point
at each step but the latter can search feasible solutions
inside the simplex. Note that if a solution of the re-
laxed problem contains only integer variables, it is, by
minimality, automatically a solution of the correspond-
ing IP problem. The fact enables us to naively define
the hardness of the min-VC problems for LP relaxation
by counting the number of non-integer values in an LP-
relaxed solution. It is worth noting that VC problems
have a good property called half integrality; consider-
ing extreme-point solutions of the problem, they are rep-
resented by vectors with half integers, {0, 1/2, 1} [26].
Thus, for VC, all non-integer values are 1/2.
One of our goals in this paper is to investigate the re-
lationship between the structure of min-VCs on random
graphs and its statistical-mechanical picture by using LP
relaxation. To achieve the goal, we mainly examine the
computational cost of the simplex method hopefully re-
flecting the structure of the simplex given by Eq. (2).
Since it restricts candidates of optimal solutions to feasi-
ble solutions lying on extreme points of the polytope, the
computational cost, i.e., the number of iterations reach-
ing to the optimal solution, is regarded as a measure of
complexity of the simplex solver and of the problem. For
the simplex method, there are some solvers and a num-
ber of initialization schemes and pivot rules which may
3change the computational cost to treat a given instanced
by the algorithm, respectively. As described later, how-
ever, our main findings are independent of those selec-
tions.
Before closing this section, we describe how the ran-
dom graphs are defined for which we obtain min-VCs. In
this paper, we examine Erdo˝s-Re´nyi (ER) random graphs
as a random ensemble. Each instance of such a random
graph is generated by, starting with an empty graph, cre-
ating an ?undirected edge for each pair of vertices with
probability c/(N − 1), i.e., connecting the two nodes.
Here c = O(1) represents average degree. Then, the de-
gree distribution converges to the Poisson distribution
with mean c as the number of vertices N grows. As de-
scribed in the previous section, it has been revealed that
the randomized problems exhibit a phase transition re-
lated to RS and its breaking (RSB) at c∗ = e [9], which
is also the threshold where LP relaxation fails to approx-
imate the problems with high accuracy [23, 27]. While
the relation is usually observed for other ensembles [28],
the ER random graph is the simplest example to inves-
tigate the graph structure making the problem hard for
LP relaxation.
III. RARE-EVENT SAMPLING
As we consider min-VCs on an ensemble of random
graphs, it is necessary to estimate distributions of ob-
servables over those instances. The rare-event sampling
is useful to estimate distributions over a large range of
the support even into the tails because it significantly
reduces the number of samples needed compared to a
simple sampling. Depending on the application, prob-
abilities as small as 10−20 or smaller are easily accessi-
ble. In computational physics, the task is crucial for var-
ious fields and some sampling schemes such as the Wang-
Landau method [29] and multicanonical method [30, 31]
have been developed, which were originally used to sam-
ple configurations with extreme energies in the Boltz-
mann ensemble. Nevertheless, instead of the energy the
sampling can be with respect to any measurable quan-
tity [17]. This and similar approaches are, e.g., widely
used for estimating large-deviation properties of random
graph structures [32–34].
Now we briefly describe the outline of the estimation.
In this paper, we estimate the distribution of number
of iterations S of an simplex solver for LP-relaxed min-
VCs for ER random graphs. Since S is considered as a
function of a graphG, we need to sample graphs following
the weight of the ER random graphs with the number of
vertices N fixed. For an unbiased sampling, each graph
G = (V,E) follows the distribution given by
q0(G) = (1− p)M−|E|p|E| (G ∈ GN ), (3)
where p = c/(N−1), M = (N2 ), and GN is a set of graphs
with cardinality N . A biased sampling with respect to S
is then executed by sampling graphs with the following
distribution:
qT (G) = Z(T )
−1q0(G)e−S(G)/T (G ∈ GN ), (4)
where T represents a “temperature” of the system, which
can also be negative, and the partition function Z(T ) is
given by
Z(T ) =
∑
G∈GN
q0(G)e
−S(G)/T . (5)
In practical simulations [35], the choice of the tempera-
ture determines the range of the values of S where the
sampling of graphs is concentrated. Please notice that
the unbiased sampling corresponds to the T → ±∞ limit
in Eq. (4).
The reweighting method is used to obtain the distri-
bution of S over a large range of the support. The dis-
tribution reads
P (S) =
∑
G
δS,S(G)q0(G), (6)
where δn,m represents a Kronecker delta. Biased distri-
bution PT (S) with temperature T is represented by
PT (S) ≡ Z(T )−1e−S/T
∑
G∈GN
δS,S(G)q0(G)
= Z(T )
−1
e−S/TP (S). (7)
This indicates that the unbiased distribution P (S) can
be estimated by using the relation,
P (S) = Z(T )eS/TPT (S). (8)
The factor Z(T ) is estimated by comparing sampled
PT (S) to estimated P (S). Naturally, this will work only
if there is an overlap in the actually sampled ranges of
the support for P (S) from unbiased sampling and PT (S).
This allows already to extend the range of the support
where P (S) is known. Therefore, PT (S) can be ob-
tained for additional temperatures by starting at a suf-
ficiently high temperature, allowing to extend the range
of the support even more, again and again, where each
time Z(T ) is calculated with respect to the so-far known
P (S).
Practically, the biased samplings are executed by the
Markov Chain Monte-Carlo (MC) method. A graph G is
represented by a sequence σ with length M which con-
tains random numbers in [0, 1]. For each pair of nodes,
iff the random number is below p = c/(N − 1), an edge
connects the two nodes. S(G) is obtained as the number
of iterations of a simplex solver which solves Eq. (2) for
G. To construct the Markov chain of the sequences, we
used the Metropolis-Hastings algorithm, which is based
on generating trial sequences and accepting them with a
certain probability. To construct a trial sequence σ′ is
copied from the current σ and then 0.5% of randomly
chosen elements in σ′ are changed. The corresponding
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FIG. 1. (Color Online) An example of the number of LP iter-
ations S as a function of the number of MC trials with tem-
perature T = 10 and average degree c = 3. Symbols represent
numerical results with different initial graphs with N = 500
vertices; a null graph (circles), a complete graph (squares),
and an ER random graph generated from simple sampling
(triangles). (Inset) Average degree cg of a sampled graph as
a function of MC trials during in the same simulation.
graph G′ is generated as explained above. Next, S(G′) is
obtained. Finally, σ′ is accepted, i.e., σ′ becomes the
new current sequence in the Markov chain, according
to the Metropolis-Hastings acceptance probability which
reads
Pacc = max
{
1, e−(S(G
′)−S(G))/T
}
. (9)
Otherwise σ′ is rejected, i.e., σ is kept.
For a biased sampling, one should validate whether
the system is equilibrated. It is a simple way to check
sufficient relaxation of observables from different initial
conditions. Fig. 1 shows an example of relaxation of two
observables, the number of LP iterations S and average
degree cg of each sampled graphs. In the simulations,
the number of vertices N = 500 and the average degree
of ER random graphs c = 3.0 is fixed. Graphs are sam-
pled according to Eq. (9) with T = 10 from three different
initial graphs, the null graph, the complete graph, and a
graph simply sampled from ER random graphs. We find
that they merge up to 3500 MC trials and then fluctu-
ate similarly around an equilibrim value indicating that
relaxation is promptly realized [? ].
Fig. 2 shows the estimated distribution of LP iterations
S for ER random graphs with c = 2.0 for N = 250 and
1000. As a simplex LP solver, lp solve is used with de-
fault settings. Note that we here, for the moment, do not
distinguish between instances which are optimally solved,
i.e., all variables are zero or one, and those instances
which are not optimized, i.e., where some variables are
half-integer valued. The distribution is generated from
an unbiased sampling and biased sampling with different
temperatures T = −10,−5, 5, and 10. Those samplings
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FIG. 2. (Color Online) Distribution P (S) of the LP iterations
S used by lp solve for c = 2.0 and two different graph sizes
N = 250 and N = 1000.
are executed for 105 MC trials and the first 2 × 104 ob-
servations are omitted to ignore nonequibilium states for
biased ones. The figure shows that the tails of distribu-
tions are evaluated up to 10−25 in spite of executing 106
trials per a sampling.
IV. RESULTS
In this section, we describe the main results. First, to
evaluate the asymptotic behavior of the distributions of
the number of LP iterations, an empirical rate function
is introduced. Next, to reveal a relation to the RS-RSB
transition, we define hardness of approximation for an
instance and evaluate the distance between conditional
distributions with respect to the hardness. Its asymp-
totic behavior suggests a quantitative difference of the
distance between the RS and RSB phase. Lastly, since
VC on bipartite graphs can be solved in polynomial time,
we investigate a quantity defined as the similarity to bi-
partite graphs and its relation to the hardness.
A. Empirical rate functions
As indicated in Fig. 2, the estimated distributions
themselves are not suitable for comparison. To visual-
ize their finite-size effects, both axes should be rescaled.
For the number of LP iterations S, its average S(N) over
random graphs with N vertices is used for a linear regres-
sion given by
S(N) = S0 + CN
α. (10)
Then, the number S of LP iterations is rescaled by s =
(S − S0)N−α. In our simulations, the order α is close to
one while it has been theoretically unrevealed.
5For the distribution P (S), we introduce an empirical
rate function which reads
Φ(s) = − 1
N
lnP (s), (11)
where s represents the rescaled number of LP iterations.
In the large-deviation theory [36, 37], one says that the
large-deviation principle holds if, loosely speaking, the
empirical rate function converges for N → ∞ to a lim-
iting rate function function φ(s). Thus, in this case it
represents the asymptotic behavior of tails of a distribu-
tion as follows:
P (s) = e−Nφ(s)+o(N). (12)
The empirical rate function thus indicates finite-size ef-
fects including o(N) terms. Due to the logarithm and
taking 1/N to obtain Φ(s), the normalization and the
subleading term of P (s) become for finite values of N
an additive contribution, which converges to zero for
N →∞ if the large-deviation principle holds.
Fig. 3 shows the empirical rate functions for ER ran-
dom graphs with average degree c = 2, i.e., in the RS
phase, whose distributions are displayed in Fig. 2. As N
grows, the position on the s-axis of the minimum and also
the full shape of the function seem to approach to a com-
mon position and a common shape, respectively. This
convergence indicates that the large deviation principle
may hold for the rate function of the number S of LP
iterations. Since these empirical rate functions are not
symmetric with respect to their peaks, the distribution
of LP iterations differs from a simple Gaussian distribu-
tion. In Fig. 4, we show empirical rate functions in the
case where c = 3, i.e., in the RSB phase. Compared to
Fig. 3, a change on the left-hand side of the functions
is clearly observed. This comparison indicates that the
distributions of LP iterations might exhibit a qualitative
difference related to the RS-RSB phase transition.
B. Distance of distributions conditioned by
hardness of problems
As described in the last section, a naive expectation
is that the computational cost of a simplex LP solver is
correlated to the hardness of LP relaxation for a problem.
We introduce conditional distributions of LP iterations
with respect to the hardness of problems to validate the
expectation.
For numerical evaluation in this subsection, an alter-
native LP solver called CPLEX is executed while the re-
sults are qualitatively same as the case of lp solve. The
reason is the scalability of CPLEX; it is more than a hun-
dred times as fast as lp solve, which enables us to set the
large number of MC trials up to 5 × 106 and the large
size of graphs up to 3000. We use the rare-event sam-
pling method in the last section with biased samplings
at temperatures T = −20,−10, 5, 10, and 20 in addition
to unbiased samplings.
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FIG. 3. (Color Online) Empirical rate functions Φ(s) for
rescaled LP iterations s for LP-relaxed min-VCs on Erdo˝s-
Re´nyi random graphs with c = 2 and different cardinalities
N = 250 (cross marks), 500 (squares), 750 (circles) and 1000
(triangles).
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FIG. 4. (Color Online) Empirical rate functions Φ(s) for
rescaled LP iterations s for LP-relaxed min-VCs on Erdo˝s-
Re´nyi random graphs with c = 3 and different cardinalities
N = 250 (cross marks), 500 (squares), 750 (circles) and 1000
(triangles).
As described in the last section, an instance is con-
sidered hard to obtain the optimal solution if the LP-
relaxed solution contains at least a half integer. Cor-
respondingly, conditional distributions Pe(S) and Ph(S)
are respectively defined by distributions of LP iterations
over easy and hard instances, respectively. Fig. 5 shows
an example of these distributions for ER random graphs
with c = 3 and N = 1000. The figure suggests that the
expectation about correlation between the number of LP
iterations and the hardness of problems is correct because
two distributions are separated. The separation is also
observed in the case of lp solve resulting in the difference
of distributions in Fig. 3 and 4.
Using conditional distributions, we specifically exam-
ine the “distance” of those distributions. Since two sam-
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FIG. 5. (Color Online) Conditional distribution Pe(S) over
easy problems (circles) and Ph(S) over hard problems (trian-
gles) of LP iteration S by CPLEX for c = 3.0 and N = 1000.
pled distributions generally have different supports, the
often used Kullback–Leibler distance diverges, for exam-
ple. A total variation distance is an alternative distance
which stays finite even in the case of two distributions
with completely different supports. The total variation
distance between distributions P and Q is defined by
‖P −Q‖TV = 1
2
∑
x∈I
|P (x)−Q(x)|, (13)
where I is the union of supports of two distributions.
Unlike the Kullback–Leibler divergence, the total vari-
ation distance is a kind of metric. Since
∑
x∈I P (x) =∑
x∈I Q(x) = 1, it always lies in the interval [0, 1] and,
especially, takes zero iff P equals to Q as a distribution.
Fig. 6 shows the finite-size dependence of the total vari-
ation distance between conditional distributions Pe(S)
and Ph(S) for ER random graphs with various average
degree c ∈ [2, 3] around the transition value c∗ = e. Note
that for values outside this interval, it turned out to be
hard to obtain sufficient statistics for both easy and hard
instances at the same time, even with the large-deviation
approach. In the RS phase where c < e, it decreases
monotonously and converges nearly to zero. It implies
that here the LP computational cost varies almost inde-
pendently to the hardness of LP-relaxed min-VCs in the
large-N limit. On the other hand, for c > e, the distance
of two distributions remains positive even for large N and
seems even to grow, when looking at the c = 3 data. The
fact suggests that the computational cost of the simplex
method strongly depends on the hardness of instances
in the RSB phase. Asymptotic behaviors of conditional
distributions result in the difference of the empirical rate
functions in Fig. 3 and Fig. 4.
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FIG. 6. (Color Online) Graph size N dependence of total
variation distance between Pe(S) and Ph(S) with different
average connectivity c.
C. Relation to graph structure: bipartiteness
In this subsection, we study a graph invariant and in-
vestigate a possible relation to the computational cost
of a simplex solver. In particular, we introduce “bipar-
titeness” as to which extend a given graph resembles a
bipartite graph. A bipartite graph is a graph for which
the set of nodes can be partitioned into two subsets such
that there are only edges which connect one node from
one subset to a node from the other subset. Therefore,
there are no edges which connect nodes within one subset
alone.
In mathematical optimization, Ko˝nig’s theorem is a
fundamental result that min-VC problems on bipartite
graphs can be solved exactly in polynomial time [38]. In
ER random graphs, the fact suggests that almost every
instances are easy to solve with high accuracy under the
percolation threshold, i.e., c < 1, where a graph consists
in trees which are always bipartite and contain only short
cycles with length O(logN). Note that Ko˝nig’s theorem
relates the min-VC to the maximum perfect matching,
which can be found in polynomial time, but we deal with
LP here. Nevertheless, it therefore does not come as a full
surprise that LP for the relaxed problem finds optimal
solutions for original min-VC for c ≤ 1.
In contrast, the random graphs are typically not bipar-
tite above the percolation threshold because of the emer-
gence of a loopy giant component. However, as we will
see below, the still existing closeness to bipartite graphs
allows even for 1 < c < e to see some correlation between
the bipartiteness and the number S of LP iterations.
Before describing the numerical results, we define bi-
partiteness as the fraction of edges in a maximum cut
(max-cut). A cut of graph G = (V,E) is a partition of
vertex set into T and T = V \T . Then, a cut set C(T ) is
defined as a set of edges connecting to each vertex subset
T and T , i.e., C(T ) = {(u, v) ∈ E;u ∈ T, v ∈ T}. The
maximum cut of G is a cut with the largest number of
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FIG. 7. (Color Online) Scatter plot of the number of LP itera-
tions S and bipartiteness B by unbiased and biased samplings
with different T for c = 2. A solid line represents the result
of a linear regression of unbiased samples.
edges among possible cuts. The fraction B of edges of a
max-cut is then defined as
B = max
T⊂V
|C(T )|
|E| ∈ [0, 1] . (14)
It is an indicator of bipartiteness because it equals one
iff a graph is bipartite. Since solving a max-cut problem
belongs to the class of NP-hard problems, we restricted
ourself to calculate B approximately. In our numerical
simulations, it is approximated by the following greedy
procedure:
(i) add each vertex to either of two sets with probabil-
ity 1/2,
(ii) choose an augmenting vertex named i such that the
number of neighboring vertices in the same subset
is less than that of neighboring vertices in the other
subset,
(iii) move i from the current subset to the other subset,
(iv) if there exists an augmenting vertex, return to (iii)
or stop otherwise.
The algorithm finally finds a locally optimal solution in
that it is the best solution among all cut sets by adding
or by deleting a vertex. We found that in practice, this
algorithm is executed in typically 10|E| iterations for a
sampled graph.
We are interested in the question whether there ex-
ists a correlation between the bipartiteness B and the
number of LP iterations S to find a solution. We first
show scatter plots of S and B sampled from ER random
graphs with N = 500 and with c = 2 (Fig. 7) and c = 3
(Fig. 8). In those plots, biased samplings with different
temperatures T = −20 and 10 are executed in addition
to unbiased samplings. We find that, regardless of RS
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FIG. 8. (Color Online) Scatter plot of the number of LP itera-
tions S and bipartiteness B by unbiased and biased samplings
with different T for c = 3. A solid line represents the result
of a linear regression of unbiased samples.
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resents a numerical estimation of CS,B obtained by unbiased
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300, 500, and 700. The vertical line is the RS–RSB threshold
given by c∗ = e. (Inset) An enlarged plot around the RS–RSB
threshold.
and RSB phases, S and B have a strong negative cor-
relation. However, such a correlation may result almost
trivially from a fluctuation of the number of edges in ER
random graphs: as the number of edges increases, S also
increases because in general graphs with a higher value
of c are harder to solve. On the other hand B should
decrease for a higher number of edges, because for small
values of c almost all graphs are collections of trees, which
are completely bipartite, while densely connected graphs
are not bipartite. To omit such a spurious correlation, it
is necessary to consider an ensemble of random graphs,
where the number of edges is fixed to M = cN/2. In
the thermodynamic limit N →∞, both ensembles agree
[21].
8Now we concentrate on the estimation of correlation
between S and B for ER random graphs with the num-
ber of edges fixed. The correlation is calculated as the
Pearson correlation coefficient defined by
CS,B =
(S − S)(B −B)√
(S − S)2
√
(B −B)2
, (15)
where · · · represents an average over sampled graphs.
Fig. 9 shows the correlation coefficient CS,B estimated
by unbiased samplings with 105 graphs whose number of
edges is fixed to cN/2. CPLEX is used as a simplex solver
again. The standard deviation of CS,B is estimated by
the bootstrap method. Namely, the data are uniformly
resampled and a correspondent CS,B is calculated for 50
times to estimate its standard deviation. As shown in
Fig. 9, it is found that the finite size effect looks small for
N ≥ 300 above the percolation threshold c = 1, since the
data points fall on top of each other for different values of
N . In the case of c = 0.5, the sampled data shapes just a
point in the scatter plot because all sampled graphs are
nearly bipartite. It makes an accurate estimation of CS,B
difficult. Above the percolation threshold, CS,B gradu-
ally decreases and becomes negative above c ∼ 1.7. The
gap of CS,B between c = 1.9 and 2 emerges because of an
intrinsic behavior of the solver. It must be emphasized,
however, that relatively strong negative correlations are
observed below the RS–RSB threshold and the correla-
tion moves nearly to zero above the threshold regardless
of a simplex solver.
In summary, even though a trivial correlation related
to the number of edges is omitted, we find a relatively
weak but characteristic behavior of the correlation coef-
ficient between the number of LP iteration S and bipar-
titeness B. Consequently, the intuition that similarity
to bipartite graphs decreases the computational cost of
a simplex LP solver is (slightly) correct only in the RS
phase where the majority of graphs in the ensemble is
easy to obtain optimal solutions. Note that we have stud-
ied also other graph invariants such as a Becchi number
and degree correlations to seek for a correlation to the
number of LP iterations. So far, we did not find such a
correlation for any value of c.
V. SUMMARY AND DISCUSSIONS
In this paper, we numerically investigate the large-
deviation properties of computational cost for LP relax-
ation and relations to a phase transition in the spin-glass
theory and to random graph structure. The rare-event
sampling is executed to efficiently examine the large-
deviation properties. It enables us to estimate the tails
of the distributions efficiently illustrating its asymmetric
property and finite-size effects. Furthermore, we naively
introduce the hardness of LP relaxation and evaluate the
total variation distance between conditional distributions
with respect to the hardness. Numerical results show
that the distance asymptotically becomes very small for
c < e while it remains larger and seems even to grow with
graph size otherwise. It is indicated that conditional dis-
tributions are asymptotically distinguishable in the RSB
phase, which reflects the hardness of instances for LP re-
laxation. The results are compatible to the differences
observed in the empirical rate functions. Finally, the re-
lation of computational cost of LP relaxation to graph
structure is studied. We specifically examine bipartite-
ness of graphs defined as the fraction of edges in the
maximum cut. It is suggested that it is weakly but neg-
atively correlated to the number of LP iterations in the
RS phase though they are nearly uncorrelated otherwise.
The rare-event sampling based on the reweighting
method helps us to find a valid signature in the distri-
bution P (S) in this paper. To access the further details
of the tail of the distribution, a biased sampling with
lower temperature can be performed in principle. It is
observed, however, that the system with negatively low
temperature, e.g., T = −1, is hard to equilibrate using
the Metropolis-Hastings algorithm. It could be benefi-
cial to use another rare-event sampling scheme such as
the Wang-Landau method or an advanced MC sampling
method like the replica exchange MC method [39].
As for the relation to graph structure, we find a valid
negative correlation to the computational cost of LP re-
laxation in the RS phase though it vanishes in the RSB
phase. A possible reason of the uncorrelated result for
c > e is the hardness of estimating the bipartiteness in
the region. In fact, the max-cut problem on the ER ran-
dom graphs corresponding to finding the ground energy
of the antiferromagnetic spin-glass model [40] also ex-
hibits the RS-RSB transition at average degree c = e. It
suggests that the greedy procedure in the last subsection
fails to find the optimal fraction of max-cut even though
it is executed repeatedly. While the large part of graph
invariants is hard to compute exactly, we have to leave it
to a future work to find even better one to characterize
the complexity of graph structure even in the RSB phase.
In the view of the spin-glass theory, it is considered
that local structures called frustrations evoke the RSB
phase [2]. For Ising spin glasses on a finite dimensional
lattice, for example, there is an attempt to detect the
transition point using frustrated plaquettes, i.e., frus-
trated shortest loops in the lattice [41, 42]. In the case of
a spin-glass model on a sparse random graph, however, it
is not straightforward to define such a local structure be-
cause graph invariants describe rather global structure.
A long range frustration [43] based on the cavity method
is a strong candidate though it is difficult to evaluate
numerically in practice. It is thus an important task to
find another measure of frustrations in random graphs to
predict the hardness of each instance. The result in this
paper suggests that the LP relaxation is possibly useful
to investigate the measure numerically by evaluating the
correlation to the computational cost of a solver.
Evaluating the typical computational cost of a LP
solver over randomized problems by analytical ap-
9proaches is highly challenging though the worst-case com-
putational cost has been a central issue of mathematical
optimization. Our study on the large-deviation proper-
ties shows the existence of the common properties irrele-
vant to the details of solvers and of nontrivial relations to
the phase transition, the spin-glass picture, and random
graph structures. We believe that numerical analyses in
this paper stimulate the further progress in understand-
ing typical behavior of LP relaxation for randomized op-
timization problems and its vast relationships to other
concepts including the spin-glass theory.
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