Abstract. This paper is a contribution to the development of the non associative algebras theory. More precisely, this work deals with the classification of the complex 4-dimensional Leibniz algebras. Note that the classification of 4-dimensional nilpotent complex Leibniz algebras was obtained in [1] . Therefore we will only consider non nilpotent case in this work.
Preliminaries.
Let us introduce some definitions and notations, all of them necessary for the understanding of this work. 
Example 2.2. Any Lie algebra is a Leibniz algebra.
From now on Leibniz algebras L will be considered over the field of complex numbers C, and with finite dimension.
The set R(L) = {x ∈ L : [y, x] = 0, ∀y ∈ L} is called the right annihilator of L. Notice that for any x, y ∈ L the elements [x, x] and [x, y] + [y, x] are always in R(L) and that R(L) is always an ideal of L.
For a given Leibniz algebra (L, [−, −]) the sequences of two-sided ideals defined recursively as follows:
are said to be the lower central and the derived series of L, respectively.
Definition 2.3. A Leibniz algebra L is said to be nilpotent (respectively, solvable), if there exists
n ∈ N (m ∈ N) such that L n = 0 (respectively, L [m] =
0). The minimal number n (respectively, m) with such property is said to be the index of nilpotency (respectively, of solvability) of the algebra L.
Evidently, the index of nilpotency of an n-dimensional algebra is not greater than n + 1. For a given x ∈ L, R x denotes the map R x : L → L such that R x (y) = [y, x], ∀x ∈ L. Note that the map R x is a derivation. We call this kind of derivations as inner derivations. Derivations that are not inner are said to be outer derivations. 
Definition 2.4. The maximal nilpotent ideal of a Leibniz algebra is said to be the nilradical of the algebra.
is not nilpotent for any scalars α 1 , α 2 , . . . , α n ∈ F. In other words, if for any α 1 , α 2 , . . . , α n ∈ F there exists a natural number k such that
Section 3 of this paper is divided into two subsections. In the first one we study the 4-dimensional solvable Leibniz algebras with 2-dimensional nilradical, while in the second subsection we show an analogous study when the nilradical has dimension equals 3.
4-dimensional solvable Leibniz algebras
Let L be a solvable Leibniz algebra. Then it can be decomposed in the form L = N + Q, where N is the nilradical and Q is the complementary vector space. Since the square of a solvable algebra is a nilpotent ideal and the finite sum of nilpotent ideals is a nilpotent too [5] , then we get the nilpotency of the ideal L 2 , i.e, L 2 ⊆ N and consequently, Q 2 ⊆ N. Casas, Ladra, Omirov and Karimjanov proved in [11] the following theorem, that will be very useful in this work. According to Theorem 3.1, we assert that the dimension of the nilradical of 4−dimensional solvable Leibniz algebras are equal to two or three. The classification of the two and three dimensional nilpotent Leibniz algebras was obtained in [14] and [2] , respectively. The following theorems show these classifications. In order to simplify the below calculations, it is worthwhile to consider the following Lemma.
Lemma 3.5. The algebra λ 4 (α) is isomorphic to one of the following algebras:
[e 2 , e 1 ] = e 3 , [e 1 , e 2 ] = βe 3 , with β = 
Proof. Let us distinguish two cases:
• If α = 0, just taking the basis transformation e ′ 2 = e 1 − e 2 , e ′ 1 = e 2 , the algebra λ 4 (0) is obtained.
• If α = 0, taking the basis transformation e ′ 2 = e 2 + βe 1 with β = −
, we obtain the following family of algebras:
It is clear that β = 0. Therefore we can take the basis transformation e 
Proof. The proof is carried out by checking the derivation property on algebras λ i .
3.1. 4-dimensional solvable Leibniz algebras with 2-dimensional nilradical. In this subsection we focus our attention in the algebras whose nilradical has dimension two. The following theorem shows the classification of these algebras. 
Proof. First of all, note that the classification of the 2-dimensional nilpotent Leibniz algebras is showed in Theorem 3.2. Let L be a 4-dimensional solvable Leibniz algebra with 2-dimensional nilradical µ.
Since the number of nil-independent derivations of µ 1 equals 1, then we conclude that µ must to be an abelian algebra. Therefore, by considering the basis {x, y, e 1 , e 2 }, we have the following information about the structural constants of L: As R x and R y are nil-independent derivations of µ, then we can consider a 1 = 0. Let us assume a 1 = 1, without loss of generality, and let us take the basis transformation y ′ = y − b 1 x. Therefore we conclude that b 1 = 0.
It is easy to prove that the matrix of R x has one of the following forms:
Therefore, we consider the following cases:
, then we can write: 
Let us study the remaining products to determinate the law of the algebra L. Let us denote
By taking the basis transformation
we have
By using again the Leibniz identity we get
Let us distinguish the following cases:
3.2. 4-dimensional solvable Leibniz algebras with 3-dimensional nilradical. Note that, as the algebras λ i , for i ∈ {1, 2, 3, 5, 6}, λ ′ 4 and the family λ 4 (β) are 3-dimensional and the goal of this work is to obtain the classification of the 4-dimensional solvable Leibniz algebras, we are only interested in algebras with one nil-independent derivation of its nilradical in this subsection.
Let L be a 4-dimensional solvable Leibniz algebra, with 3-dimensional nilradical N, then there exists a basis {x, e 1 , e 2 , e 3 } of L such that the right multiplication operator R x is a non-nilpotent derivation on N = {e 1 , e 2 , e 3 }. Proposition 3.8. Let L be a 4-dimensional solvable Leibniz algebra, whose nilradical is isomorphic to λ 3 . Then, L is isomorphic to one of the following pairwise non-isomorphic algebras:
Proof. According to Proposition 3.6 and the law of λ 3 , we know the following products of the structure of the algebra L:
Moreover, since e 1 , e 2 / ∈ R(L), applying the properties of the right annihilator we can write:
, we can take, without loss of generality, a 1 = 0. Note that b 1 = 0. Otherwise, we could consider two cases: a 2 = 0 or a 2 = 0. In the first case, by making the change of basis e x to obtain a 1 = 1. Let us to consider the following cases:
, then by means of the following basis transformation:
we obtain a 2 = a 3 = b 3 = 0. 
Therefore we have the following possibilities:
It is enough to make the following basis transformation:
to obtain the algebra L 2 . • If b 2 = 0, once the following basis transformation is done:
we assert a 2 = a 3 = b 3 = 0. Thus we obtain the algebra L 1 (0).
• If b 2 = 1, then making the following change of basis: Finally if a 2 = 0, we obtain the algebra L 1 (1). Otherwise, if a 2 = 0, we assert a 2 = 1 by considering the basis transformation e ′ 2 = a 2 e 2 , e ′ 3 = a 2 e 3 . Therefore, the algebra L 3 is obtained. 
where β =
, with α / ∈ {0, 
Investigating the case N isomorphic to λ ′ 4 (0), analogously to the previous proposition, we have that the obtained 4-dimensional Leibniz algebras are isomorphic to the algebras of the family L 8 (β).
Finally, the study of the case N isomorphic to λ ′ 4 , shows that there is no algebra in this case.
Proposition 3.10. Let L be a 4-dimensional solvable Leibniz algebra, whose nilradical is isomorphic to λ 2 . Then, L is isomorphic to one of the following pairwise non-isomorphic algebras:
L9(γ) :
L12 :
L19 :
where γ, λ, µ ∈ C and δ ∈ C \ {0}.
Proof. The proof is analogously to the above Propositions.
Proposition 3.11. Let L be a 4-dimensional solvable Leibniz algebra, whose nilradical is 3-dimensional abelian algebra. Then L is isomorphic to one of the following pairwise non isomorphic algebras
[e 3 , x] = µ 3 e 3 , µ 3 = 0,
L 25 (µ 2 ) :
L 26 (µ 2 ) :
L 27 :
L 29 (µ 3 ) : 
L 33 :
L 36 :
L 37 :
L 38 (α) :
L 40 :
L 41 :
L 42 : where, if one does not specify, µ i ∈ C.
Proof. Let us consider the basis {x, e 1 , e 2 , e 3 } of L. It is easy to prove that, by using simple change of basis, the matrix of R x has one of the following forms:
, then law of L can be written as follows: 
and by the Leibniz identity [x, [x, x]] we get (3.3)
In order to determine the remaining structural constants, we distinguish the following cases: Case 1. Let µ 1 = µ 2 , µ 1 = µ 3 , µ 2 = µ 3 , thanks to the restrictions (3.1) and (3.2) we have
Case 1.1. Let µ 1 µ 2 µ 3 = 0, then we can assume µ 1 = 1, without loss of generality. Therefore it is worthwhile to consider the following possibilities:
• If α 1 = 0, β 2 = 0, γ 3 = 0, according to the restriction (3.4), we have
Hence we obtain the algebra L 20 (µ 2 , µ 3 ) for µ 2 = 1, µ 3 = 1, µ 2 = µ 3 and µ 2 µ 3 = 0.
• If one of the parameters α 1 , β 2 , γ 3 equals to zero and two of them unequal to zero, then there is no loss of generality in assuming α 1 = 0, β 2 = 0 and γ 3 = 0. Due to the restriction (3.4), we come to
µ3 e 3 , to we get δ 3 = 0 and to obtain the algebra L 21 (µ 2 , µ 3 ) for µ 2 = 1, µ 3 = 1, µ 2 = µ 3 and µ 2 µ 3 = 0.
• If two of the parameters α 1 , β 2 , γ 3 equal zero and one of them unequals zero, then we can suppose α 1 = 0,β 2 = 0 and γ 3 = 0, without loss of generality. By the restriction (3.4), we have
By taking the transformation
µ3 e 3 , we get δ 2 = δ 3 = 0 and come to the algebra L 22 (µ 2 , µ 3 ) for µ 2 = 1, µ 3 = 1, µ 2 = µ 3 and µ 2 µ 3 = 0.
• If α 1 = 0, β 2 = 0 and γ 3 = 0, then, thanks to the linear transformation
µ3 e 3 we get δ 1 = δ 2 = δ 3 = 0. Hence the algebra L 23 (µ 2 , µ 3 ) is obtained for µ 2 = 1, µ 3 = 1, µ 2 = µ 3 and µ 2 µ 3 = 0. Case 1.2. Let one of the parameters µ 1 , µ 2 , µ 3 equal zero then, without loss of generality, we can assume µ 1 = 1, µ 3 = 0. Moreover, thanks to the restriction (3.4), we have γ 3 = 0.
• Let α 1 = 0, β 2 = 0, then due to the restriction (3.4), we have
It is enough to consider the following cases: -If δ 3 = 0, the algebra L 20 (µ 2 , µ 3 ) is obtained for µ 2 / ∈ {0, 1} and µ 3 = 0. -If δ 3 = 0, by taking the basis transformation e ′ 3 = δ 3 e 3 , we get the algebra L 24 (µ 2 ) for µ 2 / ∈ {0, 1}.
• Let only one of the parameters α 1 , β 2 equals zero. Then, without loss of generality, we can assume α 1 = 0 and β 2 = 0. Moreover, by the restriction (3.4) we assert
By making the basis transformation x ′ = x − δ2 µ2 e 2 we get δ 2 = 0. This case is completed by considering the following restrictions:
-If δ 3 = 0, we arrive at the algebra L 22 (µ 2 , µ 3 ) for µ 2 / ∈ {0, 1} and µ 3 = 0. -If δ 3 = 0, by taking the basis transformation e ′ 3 = δ 3 e 3 , we get to the algebra L 25 (µ 2 ) for µ 2 / ∈ {0, 1}.
• Let α 1 = 0, β 2 = 0. By taking the basis transformation
µ2 e 2 , we obtain δ 1 = δ 2 = 0. It is enough to consider the following cases:
-If δ 3 = 0, then we get the algebra L 23 (µ 2 , µ 3 ) for µ 2 / ∈ {0, 1} and µ 3 = 0. -If δ 3 = 0, then taking the basis transformation e ′ 3 = δ 3 e 3 , we get the algebra L 26 (µ 2 ) for µ 2 / ∈ {0, 1}.
Case 2. Let two of the parameters µ 1 , µ 2 , µ 3 be equal. Then, without loss of generality, we can assume µ 1 = µ 2 . It is interesting to distinguish the following cases:
Case 2.1. Let µ 1 = µ 2 = 0. Then it is clear that we can assume µ 1 = µ 2 = 1 and µ 3 = 1. Moreover, due to (3.1), (3.2) and (3.3), we come to the following restrictions:
Note that for any element y ∈ {e 1 , e 2 }, we have [y, x] = y. Thus, by using any change of basis of {e 1 , e 2 }, it is sure that the products [e 1 , x] = e 1 and [e 2 , x] = e 2 stay unchanged.
By means of appropriate basis transformation, the Jordan block of the matrix α 1 α 2 β 1 β 2 can take either this form α 1 0 0 β 2 or this one
We can consider the following possibilities:
, α 2 = β 1 = 0, then thanks to (3.5), we have the following restrictions:
It is clear that this case is similar to Case 1, with µ 1 = µ 2 = 1. Hence, by using similar tools, we get the following algebras:
-the algebra L 20 (µ 2 , µ 3 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0. -the algebra L 21 (µ 2 , µ 3 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0. -the algebra L 21 (µ 2 , µ 3 ) is obtained for µ 3 = 1 and µ 2 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0. -the algebra L 22 (µ 2 , µ 3 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0. -the algebra L 23 (µ 2 , µ 3 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0.
-the algebra L 24 (µ 2 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0 and β 2 = 0.
-the algebra L 25 (µ 2 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0 and β 2 = 0.
-the algebra L 26 (µ 2 ) is obtained for µ 2 = 1 and µ 3 = 1, by considering α 1 = 0 and β 2 = 0.
Due to the restriction (3.5) we obtain the system (1 + α 1 )α 1 = 0, 1 + 2α 1 = 0, which has no solution. Therefore in this case we do not have any algebra. Case 2.2. Let µ 1 = µ 2 = 0, then we can take µ 3 = 1, without loss of generality. It suffices to make some basis transformations to prove that µ 1 = 1, µ 2 = µ 3 = 0.
By the restrictions (3.1,) (3.2) and (3.3), we have α 2 = α 3 = β 1 = γ 1 = 0 and (3.6)
Analogously to Case 2.1, we consider two subcases:
e., β 3 = γ 2 = 0. Thanks to (3.6), we obtain the following restriction β 2 = γ 3 = 0, (1 + α 1 )α 1 = 0 and α 1 δ 1 = 0.
•
, it is enough to make the change e ′ 3 = δ 2 e 2 + δ 3 e 3 , to obtain the algebra L 24 (µ 2 ) for µ 2 = 0.
• If α 1 = 0, then by taking the change x ′ = x − δ 1 e 1 , we get [x, x] = δ 2 e 2 + δ 3 e 3 . If (δ 2 , δ 3 ) = (0, 0), the algebra L 23 (µ 2 , µ 3 ) is obtained for µ 2 = µ 3 = 0. If (δ 2 , δ 3 ) = (0, 0), it is suffices to make the basis transformation e ′ 3 = δ 2 e 2 + δ 3 e 3 , to come to the algebra L 26 (µ 2 ) for µ 2 = 0.
.e., β 3 = 1, γ 2 = 0 and γ 3 = β 2 . Due to (3.6), we have the following restrictions β 2 = 0, (1 + α 1 )α 1 = 0, α 1 δ 1 = 0 and δ 2 = 0.
• If α 1 = −1, hence δ 1 = 0 and the structural constant δ 3 is determined by taking the change
Thus, the algebra L 27 is obtained.
• If α 1 = 0, then making the change of basis x ′ = x − δ 1 e 1 − δ 3 e 2 , the algebra L 28 is obtained. Case 3. Let µ 1 = µ 2 = µ 3 = 1, then we consider the following subcases. Thanks to the restrictions (3.2) and (3.3), we have (1 + α 1 )α 1 = 0, (1 + β 2 )β 2 = 0, (1 + γ 3 )γ 3 = 0, α 1 δ 1 = 0, β 2 δ 2 = 0 and γ 3 δ 3 = 0. It is clear that this case is similar to Case 1, with µ 1 = µ 2 = µ 3 = 1. Hence, by using similar tools, we get the following algebras:
• L 20 (µ 2 , µ 3 ) for µ 2 = µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0.
• L 21 (µ 2 , µ 3 ) for µ 2 = µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0.
• L 22 (µ 2 , µ 3 ) for µ 2 = µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0.
• L 23 (µ 2 , µ 3 ) for µ 2 = µ 3 = 1, by considering α 1 = 0, β 2 = 0 and γ 3 = 0. (1 + α 1 )α 1 = 0, 1 + 2α 1 = 0, which has no solution. Therefore in this case we do not obtain any algebra. Proof. The algebra L 44 is obtained by using similar tools to the above propositions.
Remark 3.14. We have used a computer program, implemented in the software Mathematica, which allows us to check that the obtained algebras in this work are no isomorphic. The algorithmic method of this program can be found in detail in [9] .
