Abstract. The Maximum Diversity Problem (MDP) consists in identifying, in a population, a subset of elements, characterized by a set of attributes, that present the most diverse characteristics between themselves. The identification of such solution is an NP-hard problem. Some heuristics are available to obtain approximate solutions for this problem. In this paper we propose different GRASP heuristics for the MDP, using distinct construction procedures and path-relinking techniques. Performance comparison between related work and the proposed heuristics is provided. Experimental results show that the new GRASP heuristics are quite robust and are able to find high-quality solutions in a feasible computational time.
Introduction
Consider P = {p 1 , . . . , p n } a set of elements, defined over the index set N = {1, 2, ..., n}, and p ik , k ∈ L = {1, . . . , l}, the l attributes associated with each element p i . The maximum diversity problem (MDP) [3, 5, 6] consists in identifying a subset M from the population P , so that the m elements from M present the maximum possible diversity among them. The measure of diversity d ij between a pair of elements (i, j) is calculated by a function applied on their attributes. This problem can be formulated as:
where x i is a binary variable indicating if an element i is selected to be a member of the subset M . Many applications [7] can be solved using the resolution of this problem, such as human resource management, measure of biodiversity, and VLSI design.
Glover et al. [5] presented mixed integer zero-one formulation for this problem, that can be used to solve small instances by exact methods. They also show that this problem belongs to the class of NP-hard problems.
Some heuristics are available to obtain approximate solutions. Weitz and Lakshminarayanan [14] developed five heuristics to find groups of students with the most possible diverse characteristics, such as nationality, age and graduation level. They tested the heuristics using instances based on real data and implemented an exact algorithm for solving them.
Constructive and destructive heuristics were presented by Glover et al. [6] , who created instances with different sizes of population (maximum value was 30) and showed that the proposed heuristics obtained results close (2%) to the ones obtained by the exact algorithm, but much faster.
Ghosh [3] proposed a GRASP (Greedy Randomized Adaptive Search Procedure) that obtained good results for small instances of the problem.
In this work, we initially present two new GRASP heuristics for the MDP, using distinct construction procedures. These proposals are developed using the concept of reactive GRASP introduced by Prais and Ribeiro [9] . The proposed GRASP strategies are compared to previous work based on computational experiments for instances created with maximum population of 500 individuals. Thereafter, motivated by the good results achieved, we also propose an improvement on the GRASP heuristic that obtained the best results. We introduce a path-relinking technique into this best GRASP heuristic as an intensification mechanism.
This paper is organized as follows. In Section 2 we describe the GRASP proposed by Ghosh [3] and present the new GRASP heuristics developed. Based on computational experiments, these strategies are then compared. In Section 3 we create another GRASP heuristic combining a path-relinking technique with the pure GRASP proposed in the previous section which presented the best behavior. The performance comparison of all these strategies is presented in Section 4. Concluding remarks are presented in Section 5.
GRASP Heuristics
GRASP [2] is an iterative process, where each iteration consists of two phases: construction and local search. In the construction phase a feasible solution is built, and its neighborhood is explored by a local search. The result is the best solution found over all iterations.
The construction phase of GRASP is an iterative process where, at each iteration, the elements c ∈ C that do not belong to the solution are evaluated by a greedy function g : C → + , that estimates the gain of including it in the partial solution. They are ordered by their estimated value in a list called restricted candidate list (RCL) and one of them is randomly chosen and included in the solution. The size of the RCL is limited by a parameter α. For a maximization problem, only the elements whose g values are in the range
are placed in RCL. This iterative process stops when a feasible solution is obtained.
The solutions generated by the construction phase are not guaranteed to be locally optimal. So a local search is performed to attempt to improve each constructed solution. It works by successively replacing the current solution by a better one from its neighborhood, until no more better solutions are found.
In Subsection 2.1, we describe the GRASP proposed by Ghosh [3] . In Subsection 2.2, we present two new GRASP procedures with different construction phases for the maximum diversity problem.
Ghosh Algorithm
Ghosh [3] proposed a GRASP heuristic for the MDP and tested it for small instances. The construction phase consists of m iterations. For each iteration k, M k−1 is a partial solution with k − 1(1 ≤ k ≤ m) elements. The element i * to be inserted in each iteration is selected based on its contribution to the overall diversity z(M ). First, a lower bound ∆z L (i) and an upper bound ∆z U (i) are computed for all i ∈ N \ M k−1 . Then a random number u is sampled from a uniform distribution U (0, 1) that is used to compute ∆z
* is the one that presents the larger ∆z and is included in M k−1 to obtain M k . The computations of ∆z L (i) and ∆z U (i) are:
The lower bound ∆z L (i) is computed by adding the distances between i and the elements that are already in the solution to the sum of distances between i and the m− k − 1 elements that are not in solution M k−1 and which have smaller distances to i. The upper bound ∆z U (i) is computed by adding the same first term of ∆z L (i) to the sum of distances between i and the m − k − 1 elements that are not in solution M k−1 and which have larger distances to i.
After a solution is constructed, a local search phase should be executed in trying to improve the initial solution. The neighborhood of a solution defined by Ghosh [3] is the set of all solutions obtained by replacing an element in the solution by another that does not belong to the set of its elements. The incumbent solution M is initialized with the solution obtained by the construction phase. For each i ∈ M and j ∈ N \ M , the improvement due to exchanging i by
If for all i and j, ∆z(i, j) < 0, the local search is terminated, because no exchange will improve z. Otherwise, after the elements of the pair (i, j) that provides the maximum ∆z(i, j) are interchanged, a new incumbent solution M is created and the local search is performed again.
New Algorithms
Usually, the local search phase demands great computational effort and execution time, so the construction phase plays an important role to diminish this effort by supplying good starting solutions for the local search. Next, we propose two construction procedures which are combined with the local search developed by Ghosh, obtaining two new GRASP procedures.
These new construction procedures are based on two existing techniques: the widely used filtering of constructed solutions [10] and reactive GRASP proposed by Prais and Ribeiro [9] .
Filtering of constructed solutions leads to a more greedy construction. For each GRASP iteration, the construction algorithm is executed X times generating X solutions and only the best solution is selected to be used as the initial solution for the local search phase.
Prais and Ribeiro [9] proposed the procedure called reactive GRASP, for which the parameter α used in the construction phase is self adjusted for each iteration. For the first construction iteration, an α value is randomly selected from a discrete set A = {α 1 , . . . , α m }. Each element α i has a probability p i associated and, initially, a uniform distribution is applied, thus we have p i = 1/m, i = 1, . . . , m. Periodically the probability distribution p i , i = 1, . . . , m is updated using information collected during the former iterations. The aim is to associate higher probabilities to values of α that lead to better solutions and lower ones to values of α that guide to worse solutions.
The two new GRASP algorithms described below use both techniques described before.
KLD (K Largest Distances)
This algorithm constructs an initial solution by randomly selecting an element from a RCL of size K at each construction iteration. The RCL is created by selecting, for each element i ∈ N , the K elements j ∈ N \{i} that exhibit larger values of d ij and computing s i by the sum of these K values. Then, a list is created containing all elements i sorted in descending order by their s i values and the K first elements are selected to compose the RCL list.
The procedure developed to implement the reactive GRASP starts considering m it to be the total number of GRASP iterations. In the first block of iterations 
is adopted as shown in Table 2 . In this way, the values K i that provide better solutions are used in a larger number of iterations. Table 2 . K values for block B2
At each GRASP iteration, the filter technique is applied by constructing 400 solutions and only the best solution is sent to the local search procedure.
The pseudo-code, including the description of the procedure for the construction phase using K largest distances heuristic, is given in Fig. 1 .
In line 1, the cost of the best solution found in the execution of max sol f ilter iterations is initialized. The value K to be used to build the Restricted Candidate List (RCL) is calculated by the procedure det K in line 2. This procedure defines the value for K, implementing the reactive GRASP described before. In line 3, the RCL is built. From line 4 to line 15, the construction procedure is executed max sol f ilter times and only the best solution is returned to be used as an initial solution by the local search procedure. From line 6 to line 10, a solution is constructed by the random selection of an element from RCL. In lines 11 to 14, the best solution found by the construction procedure is updated. If the GRASP iteration belongs to B 1 block, the cost of the solution found using the selected K is stored in line 17. When the first block B 1 of iterations ends, the values K i are evaluated and put in the list LK sorted in descending order, in line 20.
The local search strategy employed is the same as the one developed by Ghosh.
KLD2
This algorithm is similar to the previously described algorithm. The difference between them is the way that the Restricted Candidate List is built. In the former algorithm, the RCL is computed before the execution of the construction iterations and, for each iteration, the only modification made in the RCL is the removal of the element that is inserted in the solution.
for j = 1, . . . , max sol filter do 5.
sol ← {}; 6.
for k = 1, . . . , m do 7.
Randomly select an individual e * from RCL; 8.
sol return sol constr.
Fig. 1. Construction procedure used to implement the KLD heuristic
The first element of the constructed solution is selected in the same way performed by KLD heuristic, which means that an element is randomly selected from the RCL built as described in line 3 of Fig. 1 .
In KLD2, the following elements are selected from an RCL built using an adaptive procedure. Let (3), where the first term corresponds to the sum of distances from the candidate i to the elements j ∈ M c , and the second term stands for the sum of distances from element i to the (K − c − 1) elements that are not in the solution M c and present larger distances to i. The initial candidate list is formed by the elements i, sorted in descending order with respect to gf (i), and the first K elements are selected from this list to build the RCL.
The Reactive GRASP and the construction filter are implemented in the same way as in KLD. Once this construction algorithm demands much more execution time than KLD algorithm, only 2 solutions, instead of 400, are generated to be filtered.
Comparing the three strategies
The computational experiments were performed on four sets (A, B, C, and D) of test problems with different characteristics [13] . An instance of a set consists of a population P with size n and a diversity matrix DivM at, which contains the diversity d ij between elements i and j of P . The instances of a specific set are obtained from the same base diversity matrix, differing among themselves by the population size. Different base matrices are used to generate instances for each set. All sets A, B, and C contain instances with population sizes n = 50, 100, 150, 200, 250. The instances for set D have populations sizes n = 100, 200, 300, 400, 500. For all instances, tests were performed to find subsets M of sizes 10%, 20%, 30%, and 40% of the population size. The algorithms were implemented in C and compiled with gcc 3.3.2. The tests were performed on a 1.4 GHz AMD Athlon with 250 Mbytes of RAM.
In Tables 3, 4 , 5, and 6, the results of computing 500 iterations for each GRASP heuristic using instances A, B, C, and D are shown. The first and second columns identify two parameters of each instance: the size n of the population and the number m of elements to be selected. Each procedure was executed three times and for each one the average value of the solutions is presented. When different solutions are found, bold values indicate the best result found and underlined values represent the second best result.
The three strategies found the same result in 39 from 80 tests. In those 41 tests in which different solutions were reached, both KLD and KLD2 heuristics found better solutions than Ghosh algorithm in 30 cases. The KLD2 algorithm found 31 best solutions, while KLD obtained 25 and Ghosh found 7.
Comparing KLD and KLD2, individually to Ghosh heuristic, KLD outperformed Ghosh in 30 tests and KLD2 in 34 tests. Ghosh found better solutions than KLD in 9 tests and than KLD2 in 5 tests.
When evaluating KLD2 against KLD, we can observe that, considering the 80 conducted tests, both strategies found the same result in 58 cases, KLD2 outperformed KLD in 16 tests, and KLD found better solutions in 6 cases. Tables 7, 8 , 9, and 10 report the CPU times observed for the execution of the same sets of instances. The first and second columns identify the two parameters of each instance. For each GRASP heuristic, the average time for three executions is reported. Among the heuristics, algorithm KLD is the most efficient related to execution time. This strategy executed faster than the other two in 71 from 80 tests. Heuristic KLD2, which achieved better quality solutions, demanded more time than the other two heuristics for all instances.
Next, a deeper analysis of the results obtained for the GRASP heuristics is performed. Some tests were executed for two instances from group D: the first one has parameters n = 200 and m = 40, and the second one, n = 300 and m = 90. Each GRASP heuristic was executed until a solution was found with a greater or equal cost compared to a target value. Two target values were used for each instance: the worst value obtained by these heuristics and an average of the values generated by them. Empirical probability distributions for the time to achieve a target value are plotted in Fig(s). 2 and 3 . To plot the empirical distribution for each variant, each GRASP heuristic was executed 100 times using 100 different random seeds. In each execution, the time to achieve a solution whose cost was greater or equal to the target cost was measured. The execution times were sorted in ascending order and a probability p i = (i − 0.5)/100 was associated for each time t i and the points z i = (t i , p i ) were plotted for i = 1, . . . , 100. Each point z i in the graph represents the probability p i of finding the target value in time t i . This kind of analysis was first used by Aiex et al. [1] .
We can observe that KLD behaves better than Ghosh and KLD2. KLD algorithm presented a higher probability of finding a target solution in a given amount of time than the others. Fig. 2 (target=4442) shows that the probability of finding the target value in 10 seconds is approximately 4% for both Ghosh and KLD2, while for KLD is 60%. Considering 100 seconds, we have the probabilities 26%, 50%, and 98% respectively. KLD2 outperformed Ghosh algorithm in these experiments, except in one test (Fig. 3, target=20640 ).
Path-relinking
Path-relinking is a technique proposed by Glover [4] to explore possible trajectories connecting high quality solutions, obtained by heuristics like tabu search and scatter search.
The pure GRASP metaheuristic is a memoryless method, because all iterations are independent and no information about the solutions is passed from one iteration to another. The objective of introducing path-relinking to a pure GRASP algorithm is to retain previous good solutions and use them as guides in the search of new good solutions.
Laguna and Marti [8] were the first to use path-relinking within a GRASP strategy. Several extensions, improvements and successful applications of this technique can be found in the literature [11] .
From the results presented in Subsection 2.3, we can see that the algorithm KLD2 presents some better results than KLD, but demands much more computational time. Besides, KLD presents a higher probability of reaching good solutions in a given amount of time. So we decided to introduce a path-relinking strategy to KLD in order to improve the trade-off between solution quality and computation time.
Path-relinking is applied to a pair of solutions {s i , s g }. First, the set of moves which should be executed to reach s g (the guiding solution) starting from s i (initial solution) is computed. At each step, all moves needed are evaluated, the one which generates the best cost solution is executed and the set of available moves is updated. This procedure terminates when s g is reached. To use path-relinking within a GRASP procedure an elite set E is maintained, in which good solutions found in GRASP iterations are stored. Two basic strategies for introducing path-relinking into GRASP may be used [11] :
-it is performed after each GRASP iteration using a solution from the elite set and a local optimum obtained after the GRASP local search. -it is applied to all pairs of elite solutions, either periodically or after all GRASP iterations terminate.
The first strategy seems to be more effective than the second one [12] , so this strategy was chosen. The elite set E is maintained, in which good solutions found in GRASP iterations are stored to be combined with solutions created by other GRASP iterations. The path-relinking is activated only after the elite set achieves its size.
For each solution Sol generated in a GRASP iteration, one of the solutions e ∈ E is randomly selected and a path-relinking is applied between them. A path-relinking is performed by starting from an initial solution s i and gradually incorporating attributes from a guide solution s g to it, until s i becomes equal to s g . Several ways to select s i and s g are used [11] : Ribeiro et al. [12] observed that using the backward and forward strategy demands almost twice the time used to explore only one of them, and presents very small improvement in solution quality. They have also observed that best solutions are found when the relinking strategy uses the best cost solution as the initial solution s i . The reason for this behavior is that the neighborhood of the initial solution is much more carefully explored than that of the guiding one, so there is a better chance to investigate in more detail the neighborhood of the most promising solution. Therefore, we implemented a backward path relinking strategy. Figure 4 shows the GRASP with path-relinking developed in this work. In line 1, the instance parameters are obtained and the elite set is initialized in line 3. For each GRASP iteration a solution is constructed in line 5 and, in line 6, a local search is executed using the KLD heuristic. If the elite set is full, the path relinking should be performed. In line 8, the element of the elite set is randomly selected according to uniform probability function and, in line 9, the path-relinking is performed. In line 11, the best solution between that generated by the GRASP iteration and the one by path-relinking is evaluated to verify if it should be inserted in the elite set. If the elite set is not full and the solution is not already in the elite set, then it is inserted into it. If the elite set is full and the solution cost is better than the worst-cost elite set solution, then this new solution replaces the worst one. In lines 13 and 14 the best solution and best cost are updated. return Best Sol;
Fig. 4. Algorithm for GRASP with path-relinking
We show in Fig. 5 the details on our implementation of path-relinking for the MDP. In line 1, the solution generated by the GRASP iteration Sol and the solution from the elite size SolElite are compared to determine which has the better cost. BS will contain the best solution and W S the worst. In lines 3 and 4, the initial and guide solutions are set. The initial solution is set as the best-cost solution between Sol and SolElite. From line 5 to 12, the steps of path-relinking are performed until the initial solution reaches the guide solution. In line 6, the elements that are in the guide solution and are not in the initial solution are found. In line 7, a step of the path-relinking is performed. Initial ← IntSol; 12.
end while; 13.
return BestSolP R; The computational experiments implemented to evaluate the performance of this heuristic are presented in next section.
Computational Results
The performance of the new developed GRASP with path-relinking was evaluated using all instances from set D. These instances are larger and, according to the results presented in Subsection 2.3, they are more difficult to solve.
The new algorithm was also implemented in C and compiled with gcc 3.3.2. The tests were performed on a 1.4 GHz AMD Athlon with 250 Mbytes of RAM.
In Table 11 , we show the results of computing 500 iterations for the pure GRASP (KLD) and for KLD with path-relinking (KLD+PR) using instances from set D. The elite set size was 5 and the path-relinking strategy starts to be performed only after this set set is full, i.e., during the first five iterations, pathrelinking is not applied. The first and second columns identify the parameters of each instance: the size n of the population and the number m of elements to be selected. For all instances, each procedure was executed three times. The third and fourth columns show the average values obtained by KLD and KLD+PR strategies. For these average values, when two different results are reached, a bold value indicates the best average found. In order to compare the results obtained by KLD+PR to those reached by other proposed strategies (Ghosh, KLD, KLD2, or any other presented in the related literature [13] ), the last column shows the best known average value for each test.
The two algorithms obtained the same results for population size 100. Considering the other 16 tests, with population size larger or equal to 200, different average diversity values were reached in 12 tests. KLD+PR heuristic found better results than KLD algorithm in all these 12 cases.
We can also observe that the average diversity solutions reached by KLD+PR are equal to the best known average values in almost all cases: in 16 from 20 tests.
Ghosh heuristic obtained only four best known average values, KLD reached 8 values, and KLD2 9 values. Distinct algorithms developed in [13] found 10 best known average values. For seven instances, KLD+PR achieved a new best average which were not previously reached by any other strategy.
In Table 12 , we show the best diversity values achieved by both KLD and KLD+PR strategies in the conducted results. The third and fourth columns show the best values obtained by them. For these best values, when two different results are reached, a bold value indicates the best one. In order to compare the results obtained by KLD+PR to those reached by the other proposed strategies, the last column shows the best known value for each test.
Again, the two algorithms obtained the same results for population size 100. Considering the other 16 tests, different best diversity values were reached in 10 tests. In all of them, KLD+PR heuristic found better results than KLD algorithm.
The KLD+PR heuristic was able to find the best known solution in 15 from 20 tests.
Ghosh heuristic obtained only six best known values, KLD reached 8 values, and KLD2 9 values. The algorithms developed in [13] together found 17 best known average values. However, we observe that, from these strategies, the one with best behavior achieved 12 best results.
In two cases (n = 300, m = 90 and n = 400, m = 160), KLD+PR achieved a new best solution which were not previously found by any other strategy. Table 13 report the CPU times observed for the execution of the same instances. For each GRASP heuristic, the average time for the three executions is reported. Heuristic GRASP with path-relinking, which achieved better quality solutions, demanded more time than the pure GRASP heuristic for all instances.
Next, the same analysis performed in Subsection 2.3 is conducted here to evaluate the empirical probability distributions for the time to achieve a target value.
We choose three instances from set D with parameters: (n = 200,m = 20), (n = 200,m = 80), and (n = 300,m = 120). Each GRASP heuristic was executed until a solution was found with a greater or equal cost compared to a target value. Two target values were used for each instance. Empirical probability distributions for the time to achieve a target value are plotted in Fig(s) . 6, 7, and 8.
We can observe that KLD+PR behaves better than KLD. KLD+PR algorithm presented a higher probability of finding a target solution in a given amount of time than KLD in all tests. Fig. 6 (target=1244) shows that the probability of finding the target value in 1 second is approximately 6% for KLD, while for KLD+PR is 75%. Considering 10 seconds, we have the probabilities 50% and 100% respectively. Also in Fig. 8 (target=35873) , we observe that the probability of finding the target value in 9 seconds is approximately 60% for KLD and for KLD+PR is 80%.
Concluding Remarks
This paper presented some versions of GRASP heuristics to solve the maximum diversity problem (MDP). The main goal of this work was to analyse the influence of inserting the path-relinking technique to a pure GRASP.
Experimental results show that the version which uses path-relinking technique (KLD+PR) significantly improves the average and the best quality of solutions generated by an important pure GRASP approach proposed in the literature (KLD). Our experiments also show that path-relinking speeds up convergence to target values. 
