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Abstract
In this paper, we consider the box constrained nonlinear integer programming problem. We present an auxiliary function, which
has the same discrete global minimizers as the problem. The minimization of the function using a discrete local search method can
escape successfully from previously converged discrete local minimizers by taking increasing values of a parameter. We propose
an algorithm to find a global minimizer of the box constrained nonlinear integer programming problem. The algorithm minimizes
the auxiliary function from random initial points. We prove that the algorithm can converge asymptotically with probability one.
Numerical experiments on a set of test problems show that the algorithm is efficient and robust.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
Integer programming is one of the most interesting and one of the most difficult research areas in mathematical
programming and operations research. During the past years, much work has been devoted to linear integer
programming, linear 0–1 programming and nonlinear 0–1 programming problems [15,25,27,29]. But up until now,
nonlinear integer programming has also received attention.
A nonlinear integer programming problem has the following form,
min f (x)
s.t. gi (x) ≤ 0, i ∈ K
h j (x) = 0, j ∈ J
x ∈ I n,
where K , J are finite indices, I n is the set of integer points in Rn , f (x), gi (x), i ∈ K , h j (x), j ∈ J : Rn → R.
I Research supported by the National Natural Science Foundation of China under Grants 60773126, 10301009, and the Natural Science
Foundation of Fujian Province under Grant 2006J0030.
∗ Corresponding author.
E-mail address: wxzhu@fzu.edu.cn (W. Zhu).
0377-0427/$ - see front matter c© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.01.023
W. Zhu, H. Fan / Journal of Computational and Applied Mathematics 223 (2009) 356–373 357
If f (x) is a concave function, gi (x), i ∈ K , h j (x), j ∈ J are linear functions, then the problem is called a concave
integer programming problem [3]. If f (x) and gi (x), i ∈ K are convex functions, and h j (x), j ∈ J are linear
functions, then the problem is called a convex integer programming problem [13,20]. If f (x) is an indefinite quadratic
function, gi (x), i ∈ K , h j (x), j ∈ J are linear functions, then the problem is called an indefinite integer quadratic
programming problem [7]. Especially, if f (x) is a concave (or convex) quadratic function, gi (x), i ∈ K , h j (x), j ∈ J
are linear functions, then the problem is called a concave (or convex) integer quadratic programming problem [18,19].
Nonlinear integer programming has many applications in real world. Integer programming with a nonlinear
objective function has applications in system reliability design [24], and the procurement problem for a reparable
inventory system [23]. Applications of concave integer programming problems include production planning [5],
capacity expansion of a computer network [37,43], and the interactive fixed charge problem [2]. Integer programming
with a linear fractional objective function and linear constraints has applications in attrition games [16], the cutting
stock problem [11], and portfolio theory [38].
Generally, solution methods of nonlinear integer programming can be categorized into three classes. The first class
of methods transforms a nonlinear integer programming problem into an equivalent continuous global optimization
problem, such that the problem can be solved by the methods of continuous global optimization [9,39]. The second
class of methods has exhaustive characteristics, which include the Branch and Bound method [3,7,13,18,20]. These
methods are only applicable to problems with some analytical properties. The third class of methods is approximate
algorithms.
It is well known that the problem of nonlinear 0–1 programming is NP-hard [27], and nonlinear integer
programming includes nonlinear 0–1 programming as a special case. So the problem of nonlinear integer programming
is also NP-hard, and all exact algorithms for the solution have exponential computational complexities. Especially,
nonlinear integer programming has no polynomial time approximate algorithms with performance guarantees bounded
by a constant, unless P = NP [30]. So approximate algorithms or heuristic methods are particularly important for
nonlinear integer programming problems, especially for high-dimensional cases.
Approximate algorithms or heuristic methods developed for nonlinear integer programming are very limited,
and often have few computational experiments. These algorithms can be divided into two classes. The first class
of methods is stochastic approaches. This kind of algorithms are based on the Monte Carlo method. Conley [6]
applied the Monte Carlo method directly to nonlinear integer programming problems. Bertocchi et al. [4] presented a
two-phase Monte Carlo approach for 0–1 programming problems with separable objective and constraint functions.
Zheng et al. [40] detailed the Monte Carlo implementation of the integral Global optimization method for discrete
minimization problems. Litinetski and Abramzon [21] used a multi-start adaptive random search method for discrete
global constrained optimization in engineering applications.
The other class of approximate algorithms or heuristic methods is based on greedy search or local search methods.
The approximate algorithm in [23] solved problems with an inventory application by minimizing a nonseparable
function defined on integers, which is of greedy type. Greedy type (or local search) method is a very fundamental
approximate approach, which can be applied to almost all discrete optimization problems [12]. Vassilev et al. [36]
presented an approximate algorithm, called the internal feasible directions algorithm, to solve integer convex
polynomial programming problems.
The greedy search or local search methods often get stuck at a local minimizer. The methods by [12,23,36] did
not try to improve the current local minimizer. Mohan and Nguyen [26] used the technique of simulated annealing
in controlled random search to escape from a local minimizer. They tested the algorithm on a small number of test
problems. Based on the idea of the filled function method in [8,10] for continuous global optimization, we presented
in [41,42] a new scheme of approximate algorithms for nonlinear integer programming. These algorithms try to
improve a current best discrete local minimizer by minimizing filled functions in [8,10], and a filled function without
parameters. Some authors [14,28,32,35] gave some new filled functions for nonlinear integer programming.
In this paper, we consider the box constrained nonlinear integer programming problem, and present an approximate
method with good experimental performances. The paper is organized as follows. In Section 2, we give definitions of
discrete local and global minimizers, and present a discrete local search method for the nonlinear integer programming
problem. In Section 3, we construct an auxiliary function. Minimization of the function by the local search method can
bypass previously converged discrete local minimizers if the value of a parameter increases. In Section 4, we design
an algorithm basing on the auxiliary function, and prove its convergence property. In Section 5, we test the algorithm
on a set of test problems. Numerical experiments show that this algorithm is efficient and robust.
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2. Definition of discrete local and global minimizers
Consider the following nonlinear integer programming problem
(P)
{
min f (x)
s.t. x ∈ X ∩ I n,
where X is a bounded closed box, i.e., X = {x ∈ Rn : a ≤ x ≤ b}, and a, b are integer points in Rn , I n is the set of
integer points in Rn .
Definition 1. For any x ∈ I n , a set of integer points N (x) ⊆ I n is called a neighborhood of the integer point x , if
{x, x + ei , x − ei , i = 1, . . . , n} ⊆ N (x),
where ei is an n-dimensional vector with the i th component 1, the other components 0’s.
Definition 2. An integer point x0 ∈ X ∩ I n is called a discrete local minimizer of problem (P), if f (x) ≥ f (x0), for
all x ∈ N (x0) ∩ X .
Definition 3. An integer point x0 ∈ X ∩ I n is called a discrete global minimizer of problem (P), if f (x) ≥ f (x0), for
all x ∈ X ∩ I n .
Obviously, the above definitions imply the following theorem.
Theorem 4. A discrete global minimizer of problem (P) is also a discrete local minimizer of problem (P).
Now we describe an algorithm to find a discrete local minimizer of problem (P), which is the same as the local
search method in combinatorial optimization [31].
Algorithm 1 (Local Search [42]). Step 1. Take an initial integer point x0 ∈ X ∩ I n .
Step 2. If x0 is a discrete local minimizer of problem (P), stop; otherwise take an integer point x ∈ N (x0)∩ X such
that f (x) < f (x0).
Step 3. Let x0 := x , and go to Step 2.
In Step 2 of Algorithm 1, we can search the entire neighborhood N (x0) of x0, and find an integer point in it with
the smallest function value. This is the best-first local search. In this case, N (x0)must not contain too much elements,
otherwise Algorithm 1 would take too much time to search the neighborhood N (x0).
In the other respect, we can search the neighborhood N (x0) of x0 sequentially or randomly, and once find a point
with the objective function value smaller than f (x0), then move to that point. In this case, the neighborhood N (x0)
could be larger.
3. Auxiliary function and its properties
Suppose that x∗1 is the current best discrete local minimizer of problem (P), which can be found by the local search
method presented in Section 2. Moreover, suppose that f ∗ is the global minimal value of problem (P), and x0 ∈ X∩ I n
is a discrete local minimizer of problem (P) such that f (x0) ≥ f (x∗1 ).
Construct the following auxiliary function
T (x, k) =
{
f (x)+ kG(‖x − x0‖), if f (x) ≥ f (x∗1 );
f (x), if f (x) < f (x∗1 ),
(1)
where k is a nonnegative parameter, ‖ · ‖ designates the p-norm, p = 1, 2 or ∞, G(0) = 0, and G(t) is a strictly
monotonically increasing function of t .
Construct the following auxiliary nonlinear integer programming problem
(AP)
{
min T (x, k)
s.t. x ∈ X ∩ I n .
The main step of our method in this paper is solving problem (AP) to find a discrete local minimizer of problem
(P) lower than its current best one x∗1 . Firstly, we analyze properties of the function T (x, k) on X ∩ I n .
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3.1. Discrete local and global minimizers of T (x, k)
Theorem 5. If x0 is a discrete local minimizer of problem (P) with f (x0) ≥ f (x∗1 ), then x0 is a discrete local
minimizer of problem (AP).
Proof. If x0 is a discrete local minimizer of problem (P) with f (x0) ≥ f (x∗1 ), then for the neighborhood N (x0) of
x0, it holds that
f (x) ≥ f (x0), ∀x ∈ N (x0) ∩ X.
Thus by f (x0) ≥ f (x∗1 ), we have f (x) ≥ f (x∗1 ) for all x ∈ N (x0) ∩ X . So by (1) and the assumption that G(t) is
nonnegative for t ≥ 0, for all x ∈ N (x0) ∩ X , we have
T (x, k) = f (x)+ kG(‖x − x0‖) ≥ f (x) ≥ f (x0). (2)
Moreover, since G(0) = 0, we have
T (x0, k) = f (x0)+ kG(‖x0 − x0‖)
= f (x0)+ kG(0)
= f (x0). (3)
Hence, by (2) and (3), for all x ∈ N (x0) ∩ X , T (x, k) ≥ T (x0, k), i.e., x0 is a discrete local minimizer of problem
(AP). 
Theorem 5 does not consider the case that x0 is not a discrete local minimizer of problem (P). In fact, during
solution of problem (P), if x0 is not a discrete local minimizer of problem (P), then starting from x0, we minimize
f (x) on X ∩ I n using Algorithm 1 to get a discrete local minimizer x ′, if f (x ′) ≥ f (x∗1 ), then we set x0 = x ′;
otherwise if f (x ′) < f (x∗1 ), then we set x∗1 = x ′ and x0 = x ′.
Lemma 6. For all x ∈ S = {x ∈ X ∩ I n : f (x) < f (x∗1 )}, and for all y ∈ (X − S) ∩ I n = {x ∈ X ∩ I n : f (x) ≥
f (x∗1 )}, it holds that T (x, k) < T (y, k).
Proof. By (1), for all x ∈ S = {x ∈ X ∩ I n : f (x) < f (x∗1 )}, T (x, k) = f (x), and for all y ∈ (X − S) ∩ I n = {x ∈
X ∩ I n : f (x) ≥ f (x∗1 )}, T (y, k) = f (y)+ kG(‖y − x0‖). Since G(‖y − x0‖) is nonnegative, it holds that
T (y, k) ≥ f (y) ≥ f (x∗1 ), for all y ∈ (X − S) ∩ I n .
Hence, for all x ∈ S = {x ∈ X ∩ I n : f (x) < f (x∗1 )}, for all y ∈ (X − S) ∩ I n , we have
T (x, k) = f (x) < f (x∗1 ) ≤ f (y) ≤ T (y, k),
and Lemma 6 holds. 
By Lemma 6, it is obvious that the following corollary holds.
Corollary 7. If x∗1 is not a discrete global minimizer of problem (P), then {x ∈ X ∩ I n : f (x) < f (x∗1 )} 6= ∅, and all
discrete global minimizers of problem (AP) are in the set {x ∈ X ∩ I n : f (x) < f (x∗1 )}.
Theorem 8. Suppose that x∗1 is not a discrete global minimizer of problem (P). For y ∈ {x ∈ X∩ I n : f (x) < f (x∗1 )},
if y is a discrete local minimizer of problem (AP), then y is a discrete local minimizer of problem (P), and vice versa.
Proof. If x∗1 is not a discrete global minimizer of problem (P), then the set {x ∈ X ∩ I n : f (x) < f (x∗1 )} 6= ∅. Thus
by (1), for y ∈ {x ∈ X ∩ I n : f (x) < f (x∗1 )}, we have T (y, k) = f (y). And if y is a discrete local minimizer of
problem (AP), then for the neighborhood N (y) of y,
T (y, k) = f (y) ≤ T (x, k), for all x ∈ N (y) ∩ X. (4)
Furthermore, for any x ∈ N (y) ∩ X , if f (x) < f (x∗1 ), then by (1), T (x, k) = f (x), and by (4) it holds that
f (y) ≤ f (x); otherwise if f (x) ≥ f (x∗1 ), then by the assumption that y ∈ {x ∈ X ∩ I n : f (x) < f (x∗1 )},
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i.e., f (y) < f (x∗1 ), we have f (y) < f (x). So for all x ∈ N (y)∩ X , f (x) ≥ f (y). That is to say, y is a discrete local
minimizer of problem (P).
Conversely, if y is a discrete local minimizer of problem (P), then for the neighborhood N (y) of y,
f (y) ≤ f (x), for all x ∈ N (y) ∩ X. (5)
For any x ∈ N (y)∩ X , if f (x) < f (x∗1 ), then f (x) = T (x, k); otherwise, since G(‖x − x0‖) is nonnegative, we have
f (x) ≤ f (x)+ kG(‖x − x0‖) = T (x, k). (6)
So by (5) and (6), it holds that
f (y) ≤ T (x, k), for all x ∈ N (y) ∩ X.
Since y ∈ {x ∈ X ∩ I n : f (x) < f (x∗1 )}, and by (1), T (y, k) = f (y), it follows that
T (y, k) ≤ T (x, k), for all x ∈ N (y) ∩ X,
which means that y is a discrete local minimizer of problem (AP). Hence Theorem 8 holds. 
By Corollary 7 and Theorem 8, if x∗1 is not a discrete global minimizer of problem (P), then problems (P) and (AP)
have the same global minimizers and global minimal values.
It must be remarked that the landscape of T (x, k) on {x ∈ X ∩ I n : f (x) < f (x∗1 )} is not dependent on parameter
k, since by (1), for all x ∈ {x ∈ X ∩ I n : f (x) < f (x∗1 )}, T (x, k) = f (x). However, the landscape of T (x, k) on{x ∈ X ∩ I n : f (x) ≥ f (x∗1 )} is dependent on k and G(‖x − x0‖).
3.2. Properties of T (x, k) dependent on k
In this subsection, we analyze properties of T (x, k) relative to parameter k.
Lemma 9. For any x = (x1, . . . , xn)T ∈ X ∩ I n , if x 6= x0 = (x01, . . . , x0n)T ∈ X ∩ I n , then there exists
y = (y1, . . . , yn)T ∈ N (x) ∩ X such that G(‖y − x0‖) < G(‖x − x0‖).
Proof. Firstly, we prove that there exists y ∈ N (x) ∩ X such that ‖y − x0‖ < ‖x − x0‖. Since x 6= x0, there exists
j ∈ {1, . . . , n} such that x j 6= x0 j . Let yi = xi , i = 1, . . . , n, i 6= j ,
y j =
{
x j − 1, if x0 j < x j ;
x j + 1, if x0 j > x j . (7)
Obviously, y ∈ N (x), and by the assumption that X is a bounded closed box with integer vertices, we have y ∈ X∩ I n .
Hence y ∈ N (x) ∩ X .
By (7), if x0 j < x j , then x0 j ≤ x j − 1 = y j , and y j − x0 j = x j − x0 j − 1. So | y j − x0 j |=| x j − x0 j | −1, and
| yi − x0i |=| xi − x0i |, for all i 6= j . Hence ‖y − x0‖ < ‖x − x0‖; otherwise, if x0 j > x j , then x0 j ≥ x j + 1 = y j ,
and x0 j − y j = x0 j − x j − 1. So | x0 j − y j |=| x0 j − x j | −1, and | yi − x0i |=| xi − x0i |, for all i 6= j . Hence
‖y − x0‖ < ‖x − x0‖.
Furthermore, by the assumption that G(t) is a strictly monotonically increasing function of t , we have G(‖y −
x0‖) < G(‖x − x0‖), and Lemma 9 holds. 
Theorem 10. For the function T (x, k), we have the following results.
1. For any x ∈ S1 = {x ∈ X ∩ I n : f (x) ≥ f (x∗1 )}, if there exists y ∈ N (x) ∩ X such that f (y) < f (x∗1 ), then x
is not a discrete local minimizer of problem (AP).
2. For any x ∈ S1 = {x ∈ X ∩ I n : f (x) ≥ f (x∗1 )}, x 6= x0, let
A(x) = max
0, minz∈N (x)∩X‖z−x0‖<‖x−x0‖
f (z)− f (x)
G(‖x − x0‖)− G(‖z − x0‖)
 . (8)
If k > A(x), then x is not a discrete local minimizer of problem (AP).
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3. Especially, if
k > max
x∈X∩I n A(x), (9)
then for all x ∈ S1 = {x ∈ X ∩ I n : f (x) ≥ f (x∗1 )}, x 6= x0, x is not a discrete local minimizer of problem (AP).
Proof. 1. For any x ∈ S1 = {x ∈ X ∩ I n : f (x) ≥ f (x∗1 )}, if there exists y ∈ N (x) ∩ X such that f (y) < f (x∗1 ),
then by (1), we have
T (y, k) = f (y) < f (x∗1 ),
and
T (x, k) = f (x)+ kG(‖x − x0‖) ≥ f (x) ≥ f (x∗1 ).
So T (x, k) > T (y, k), i.e., x is not a discrete local minimizer of problem (AP).
2. For any x ∈ S1 = {x ∈ X ∩ I n : f (x) ≥ f (x∗1 )}, x 6= x0, by the proof of Lemma 9, there exists z ∈ N (x) ∩ X
such that ‖z − x0‖ < ‖x − x0‖. So there exists y ∈ N (x) ∩ X such that ‖y − x0‖ < ‖x − x0‖, and
f (y)− f (x)
G(‖x − x0‖)− G(‖y − x0‖) = minz∈N (x)∩X‖z−x0‖<‖x−x0‖
f (z)− f (x)
G(‖x − x0‖)− G(‖z − x0‖) .
Thus if k > A(x), then
k >
f (y)− f (x)
G(‖x − x0‖)− G(‖y − x0‖) ,
which leads to
f (x)+ kG(‖x − x0‖) > f (y)+ kG(‖y − x0‖) ≥ T (y, k),
i.e., T (x, k) > T (y, k). Hence x is not a discrete local minimizer of problem (AP), and assertion 2 holds.
3. Assertion 3 follows from assertion 2 directly. 
Assertions 2 and 3 of Theorem 10 suggest that if minimization of T (x, k) gets stuck at a discrete local minimizer
in the set {x ∈ X ∩ I n : f (x) ≥ f (x∗1 )}, then by increasing the value of k sufficiently, minimization of T (x, k) can
escape from the discrete local minimizer.
Moreover, by the proof of Theorem 10, it is easy to see that if k satisfies inequality (9), then T (y, k) < T (x, k), for
all y ∈ N (x)∩X such that ‖y−x0‖ < ‖x−x0‖. That means if k satisfies inequality (9), then while minimizing T (x, k)
from any initial point in X ∩ I n , the minimization sequence will converge to the prefixed discrete local minimizer x0,
or converge to a discrete local minimizer in the set {x ∈ X ∩ I n : f (x) < f (x∗1 )}.
Definition 11. Suppose that x is a discrete local minimizer of f (x) over X ∩ I n . R(x) ⊆ X ∩ I n is called a discrete
attraction region of x , if starting from any initial point in R(x) to minimize f (x) on X ∩ I n using the local search
method, i.e., Algorithm 1, will converge to x .
By Theorem 10, if y is a discrete local minimizer of problem (P), then to escape from the discrete attraction region
of y by minimizing T (x, k), the value of k should be large enough. However, if the value of k is too large, then
minimization of T (x, k) will in some cases mislead the search for good points.
Consider the case that x ∈ X ∩ I n , f (x) > f (x∗1 ), and f (y) ≥ f (x∗1 ) for all y ∈ N (x) ∩ X , and there exists
z ∈ N (x) ∩ X such that ‖z − x0‖ > ‖x − x0‖, f (z) < f (x), and z is in the discrete attraction region of a point
lower than x∗1 . In this case, if the value of k is too large such that inequality (9) holds, then by Theorem 10 we have
T (z, k) > T (x, k). And using Algorithm 1 to solve problem (AP) starting from x will leave z to an integer point
nearer to x0, but not into the discrete attraction region.
So we have one question that whether or not minimization of T (x, k) on X ∩ I n starting from x could move to z.
The essence of such a question is how to choose the value of k such that T (z, k) < T (x, k) if f (z) < f (x). In fact,
we have the following result.
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Theorem 12. Suppose that z ∈ N (x) ∩ X, and f (x) > f (z) ≥ f (x∗1 ). Then T (z, k) < T (x, k) if and only if one of
the following conditions holds:
1. k = 0.
2. k > 0 and ‖z − x0‖ ≤ ‖x − x0‖.
3. k > 0, ‖z − x0‖ > ‖x − x0‖, and k < f (x)− f (z)G(‖z−x0‖)−G(‖x−x0‖) .
Proof. By (1) and the assumptions of this theorem, T (z, k) < T (x, k) is equivalent to
f (z)+ kG(‖z − x0‖) < f (x)+ kG(‖x − x0‖).
So T (z, k) < T (x, k) if and only if
k[G(‖z − x0‖)− G(‖x − x0‖)] < f (x)− f (z). (10)
Since k is nonnegative, and f (x) > f (z), it is obvious that inequality (10) holds if and only if k = 0; or k > 0 and
‖z − x0‖ ≤ ‖x − x0‖; or k > 0, ‖z − x0‖ > ‖x − x0‖, and k < f (x)− f (z)G(‖z−x0‖)−G(‖x−x0‖) . 
Theorem 12 implies that in some cases T (x, k) could not keep the descent points of f (x) in the region {x ∈ X∩ I n :
f (x) ≥ f (x∗1 )}, if k is too large. So while minimizing T (x, k) on X ∩ I n from an initial point in the discrete attraction
region of a discrete local minimizer of f (x) lower than x∗1 , for the sake of finding a discrete local minimizer of f (x)
lower than x∗1 , k must not be too large.
But by Theorem 10, to bypass previously converged discrete local minimizers while minimizing T (x, k) on X∩ I n ,
k should be large enough. This contradicts the above conclusion of Theorem 12. So in the algorithm presented in the
next section, while minimizing T (x, k) on X ∩ I n , we take k = 0 initially, and increase the value of k sequentially.
4. Dynamic convexized method
Now we present an algorithm for problem (P) by solving problem (AP). We call it a discrete dynamic convexized
method. The basic idea of the algorithm is as follows.
We take k = 0 initially, and take randomly a starting point in X ∩ I n to minimize T (x, k) on X ∩ I n using
Algorithm 1. If the minimization sequence converges to a point x ′ 6= x0 and f (x ′) ≥ f (x∗1 ), then increase the value
of k, and minimize T (x, k) on X ∩ I n from x ′. If at this time the minimization sequence converges to a point x ′′ 6= x0
and f (x ′′) ≥ f (x∗1 ), then by Theorem 10, the value of k is too small, we increase the value of k and minimize T (x, k)
on X ∩ I n from x ′′ again, till the minimization sequence converges to x0 or to a point in {x ∈ X ∩ I n : f (x) < f (x∗1 )}.
If the minimization sequence converges to x0, then we repeat the above process. If the minimization sequence
converges to a point in {x ∈ X ∩ I n : f (x) < f (x∗1 )}, then by Theorem 8, we have found a discrete local minimizer
of problem (P) lower than x∗1 . We reset x∗1 , and repeat the above process again.
Algorithm 2. Step 1. Select randomly a point x ∈ X ∩ I n , and start from which to minimize f (x) on X ∩ I n using
Algorithm 1 to get a discrete local minimizer x∗1 of problem (P). Let NL be a sufficiently large integer, and let δk be a
positive number. Set N = 0.
Step 2. Select a point x0 ∈ X ∩ I n , such that x0 is a discrete local minimizer of problem (P) and f (x0) ≥ f (x∗1 ).
Construct a function T (x, k) with k, x∗1 and x0.
Step 3. Set k = 0, and N = N + 1. If N ≥ NL , then go to Step 6; otherwise draw randomly an initial point y in
X ∩ I n and go to Step 4.
Step 4. Minimize T (x, k) on X ∩ I n from y using Algorithm 1. Suppose that x ′ is an obtained discrete local
minimizer.
If x ′ 6= x0 and f (x ′) ≥ f (x∗1 ), then set k = k + δk , y = x ′, and repeat Step 4.
If x ′ = x0, then go to Step 3.
If f (x ′) < f (x∗1 ), then go to Step 5.
Step 5. Let x∗1 = x ′, and go to Step 2.
Step 6. Stop the algorithm, output x∗1 and f (x∗1 ) as an approximate global minimal solution and global minimal
value of problem (P) respectively.
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In the above algorithm, NL is the maximal number of random initial points from which to minimize T (x, k) on
X ∩ I n between Steps 3 and 4.
Moreover, it must be remarked that we have only three cases in Step 4 of the above algorithm. If minimization of
T (x, k) on X ∩ I n converges to x ′ 6= x0 with f (x ′) ≥ f (x∗1 ), then by Theorem 10, the value of k is too small, and the
algorithm has not found a point lower than x∗1 . So we increase the value of k by δk , and minimize T (x, k) on X ∩ I n
from x ′ again.
If minimization of T (x, k) on X ∩ I n converges to x0, then by Theorem 10, the value of parameter k is large
enough. So we reset the value of k by taking k = 0 and repeat Steps 3 and 4.
If minimization of T (x, k) on X ∩ I n converges to x ′ such that f (x ′) < f (x∗1 ), then by Theorem 8, we have found
a discrete local minimizer of problem (P) lower than x∗1 .
Next we prove the convergence property of the above algorithm.
Let S∗ be the set of discrete global minimizers of problem (P), and let µ(S∗) and µ(X ∩ I n) be the number of
integer points in S∗ and X ∩ I n respectively.
Without loss of generality, suppose that S∗ 6= X ∩ I n . Thus it is obvious that, µ(S∗) > 0, µ(X ∩ I n) > 0, and
µ(S∗) < µ(X ∩ I n).
Let xi be the i th random point drawn uniformly in X ∩ I n at Step 3, and let x∗i+1 be a discrete local minimizer
of f (x) on X ∩ I n , which is such that if in Algorithm 2, minimization of T (x, k) on X ∩ I n from xi converges
finally to x0, then x∗i+1 = x∗i ; otherwise x∗i+1 is a discrete local minimizer of f (x) on X ∩ I n found at Step
5, which satisfies that f (x∗i+1) < f (x∗i ). Thus we have two sequences xi , x∗i , i = 1, 2, . . . , and obviously,
f (x∗1 ) ≥ · · · ≥ f (x∗i ) ≥ f (x∗i+1) ≥ · · · ≥ f (x∗), where x∗ ∈ S∗.
Lemma 13. The probability that xi 6∈ S∗ satisfies that
0 < P{xi 6∈ S∗} = 1− µ(S
∗)
µ(X ∩ I n) < 1, (11)
and
P{xi 6∈ S∗} = P{xi+1 6∈ S∗}, i = 1, 2, . . . . (12)
Proof. Since µ(S∗) > 0, and xi is a random point drawn uniformly and independently in X ∩ I n , it is obvious that
(11) and (12) hold. 
Lemma 14. Let q = P{xi 6∈ S∗}. For any δ > 0, the probability that f (x∗i )− f (x∗) ≥ δ satisfies that
P{ f (x∗i )− f (x∗) ≥ δ} ≤ q i−1, i = 2, 3, . . . . (13)
Proof. x∗i+1 is a random variable dependent on xi , i = 1, 2, . . . . Let Ei be the event that x∗i 6∈ S∗, i.e., f (x∗i ) > f (x∗),
i = 2, 3, . . . . For any δ > 0, the event that f (x∗i )− f (x∗) ≥ δ implies the event Ei . Hence,
{ f (x∗i )− f (x∗) ≥ δ} ⊆ Ei , i = 2, 3, . . . . (14)
Let Fi be the event that in Algorithm 2, minimization of T (x, k) on X ∩ I n from xi converges finally to a point
x ′ ∈ S∗. Then Ei+1 = Ei ∩ F¯i , i = 1, 2, . . . . Furthermore, by noting that {xi ∈ S∗} ⊆ Fi , and F¯i ⊆ {xi 6∈ S∗}, we
have
P{Ei+1} = P{Ei ∩ F¯i } ≤ P{Ei ∩ {xi 6∈ S∗}}. (15)
Since xi is drawn randomly and independently of Ei , and by equalities (11) and (12), inequality (15) leads to
P{Ei+1} ≤ P{Ei } · P{xi 6∈ S∗}
≤ · · ·
≤ P{E1} ·
i∏
l=1
P{xl 6∈ S∗}
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≤
i∏
l=1
P{xl 6∈ S∗}
=
i∏
l=1
q
= q i .
Hence, by (14), we have
P{ f (x∗i )− f (x∗) ≥ δ} ≤ P{Ei } ≤ q i−1, i = 2, 3, . . . ,
and Lemma 14 holds. 
Theorem 15. x∗i converges to a point in S∗ with probability 1, i.e.,
P{ lim
i→∞{ f (x
∗
i )− f (x∗) = 0}} = 1.
Proof. To prove Theorem 15 is equivalent to proving that
P{∩∞i=1 ∪∞l=i { f (x∗l )− f (x∗) ≥ δ}} = 0, for all δ > 0. (16)
By Lemmas 13 and 14, we have
P{∩∞i=1 ∪∞l=i { f (x∗l )− f (x∗) ≥ δ}} ≤ limi→∞ P{∪
∞
l=i { f (x∗l )− f (x∗) ≥ δ}}
≤ lim
i→∞
∞∑
l=i
P{ f (x∗l )− f (x∗) ≥ δ}
≤ lim
i→∞
∞∑
l=i
ql−1
= lim
i→∞
q i−1
1− q
= 0.
So (16) holds and Theorem 15 is proved. 
5. Numerical experiments
In this section, we test Algorithm 2 on a set of test problems on a personal computer with CPU Pentium 1.7 GHz,
and 128M RAM. The algorithm was programmed using Visual Fortran 6.5. Problems 1–16 are taken from the papers
cited. Problems 17–20 are discrete counterparts of some standard, difficult nonlinear global optimization problems.
These test problems are summarized in the Appendix. For constrained nonlinear integer programming problems, they
are converted firstly into equivalent unconstrained nonlinear integer programming problems using the penalty function
method [33].
For the auxiliary function T (x, k), we take G(t) = t , x0 = x∗1 , and ‖ · ‖1 as the norm in T (x, k). For the
neighborhood N (x) of an integer point x , we take N (x) = {x, x + ei , x − ei , i = 1, 2, . . . , n}.
In the algorithm, we have a parameter δk , which is problem dependent. To understand this, we study how the value
of parameter k affects the performance of our algorithm on Problem 11. We take δk = 0, 2.5 × 10−7, 5.0 × 10−7,
1.0× 10−6, 2.0× 10−6, 4.0× 10−6, 8.0× 10−6, 1.6× 10−5, and 1.0× 10−4 respectively, and run our algorithm 25
times to solve Problem 11. During practical implementations, if our algorithm cannot find a discrete global minimizer
of the problem within 2.0 × 107 function calls, then we stop it. We record the number of function calls to reach a
global minimizer. The test results are given in Table 1.
From the ‘fail’ column of Table 1, it can be seen that, within 2.0 × 107 function calls, our algorithm cannot solve
Problem 11 with δk = 0, and δk = 2.5 × 10−7. But our algorithm can solve Problem 11 with δk from 5.0 × 10−7 to
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Table 1
Performance of our algorithm with different δk on Problem 11
δk min max med fail
0 * * * 25
2.5× 10−7 * * * 25
5.0× 10−7 7 294 684 17 282 624 12 780 839.2 0
1.0× 10−6 7 298 524 16 468 168 11 087 193.2 0
2.0× 10−6 6 375 044 15 429 500 10 410 600.8 0
4.0× 10−6 10 497 680 16 178 904 13 043 927.5 0
8.0× 10−6 13 640 016 19 443 876 16 888 794.6 0
1.6× 10−5 18 300 944 19 887 388 19 289 075 17
1.0× 10−4 * * * 25
∗ An asterisk means that a discrete global minimizer was not found within 2.0× 107 function calls.
8.0 × 10−6 in all 25 runs. Furthermore, if the value of δk is larger than 8.0 × 10−6, then within 2.0 × 107 function
calls, the probability of failing to find a discrete global minimizer of Problem 11 increases.
Moreover, from the ‘med’ column of Table 1, it can be seen that within 2.0×107 function calls, the average number
of function calls decreases if the value of δk increases to δk = 2.0 × 10−6, but the average number of function calls
increases if the value of δk increases from δk = 2.0× 10−6. So during practical implementations, it is better that the
value of δk must not be taken too small or too large. The reason is that too small δk will make Algorithm 2 take more
efforts to escape from a discrete local minimizer, and too large δk will make Algorithm 2 mislead the local search too
often and use more number of function calls. So, it is important to choose a problem dependent value of δk .
Note that during practical implementations, we take G(t) = t , N (x) = {x, x + ei , x − ei , i = 1, 2, . . . , n}, and
‖ · ‖1 as the norm in T (x, k). So in Eq. (8), we have
min
z∈N (x)∩X
‖z−x0‖<‖x−x0‖
f (z)− f (x)
G(‖x − x0‖)− G(‖z − x0‖) = minz∈N (x)∩X‖z−x0‖1<‖x−x0‖1
f (z)− f (x)
‖x − x0‖1 − ‖z − x0‖1 . (17)
Since z ∈ N (x) ∩ X , there exists i ∈ {1, 2, 3, . . . , n}, such that z = x + ei , or z = x − ei , and we have
z − x0 = (x − x0)+ ei , or z − x0 = (x − x0)− ei .
So for z ∈ N (x) ∩ X such that ‖z − x0‖1 < ‖x − x0‖1, it is obvious that
‖x − x0‖1 − ‖z − x0‖1 = 1,
and
min
z∈N (x)∩X
‖z−x0‖1<‖x−x0‖1
f (z)− f (x)
‖x − x0‖1 − ‖z − x0‖1 = minz∈N (x)∩X‖z−x0‖1<‖x−x0‖1
f (z)− f (x). (18)
Thus combining equalities (8), (17) and (18), we have
A(x) = max{0, min
z∈N (x)∩X
‖z−x0‖1<‖x−x0‖1
f (z)− f (x)} ≤ max
z∈N (x)∩X
‖z−x0‖1<‖x−x0‖1
| f (z)− f (x)|
≤ max
z∈N (x)∩X
| f (z)− f (x)| ≤ max
z∈N (x)∩X
L‖z − x‖1 = L , (19)
where L is the Lipschitz constant of f (x) over X .
Hence during implementation of the algorithm, we estimate firstly the Lipschitz constant L for every function to be
minimized, and let δk = L10 . In detail, we take δk = 1000 for Problems 2 and 9, δk = 1 for Problems 4 and 10, δk = 20
for Problem 8, δk = 5.0× 10−7 for Problem 11, δk = 0.01 for Problem 16, and δk = 10 for the other problems.
We run our algorithm 25 times on every test problem. During practical implementations, if our algorithm cannot
find a discrete global minimizer of a problem within 5.0× 107 function calls, then we stop our algorithm.
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Table 2
Performances and comparisons of algorithms on Problems 1–20
Problem Our algorithm’s results Results by [28] Results
by [40]
Results by [26]
min max med Time fail med Time
1 8 757 39 631 24 679.2 0.039 0 4 474 8.35 – 187 794
2 8 792 18 238 13 655.1 0.016 0 621 0.25 – 2 695
3 290 1 060 658.1 0.006 0 104.9 0.17 – 7 887
4 116 1 614 689.7 0.022 0 1 574.2 2.01 – –
5 184 1 800 752.8 0.006 0 2 121.1 2.86 – –
6 9 424 124 616 55 685.9 0.011 0 13 709.9 15.46 291 –
7 1 861 24 382 7 055.2 0.038 0 – – 171 –
8 4 839 265 664 77 122.8 0.049 0 – – 1 486 –
9 1 813 170 893 52 000.9 0.055 0 – – 1 370 –
10 484 780 1 049 636 756 941.2 0.297 0 607 880.7 684.41 – –
11 7 294 684 17 282 624 12 780 839 11.22 0 1 608 067.3 2 074.91 – –
12 (n = 25) 5 350 30 800 14 485 0.022 0 102 883.2 124.65 – –
12 (n = 50) 21 700 136 300 69 510 0.159 0 9 840.7 5.35 – –
12 (n = 100) 87 800 741 600 273 840 2.312 0 6 704 633 8 531.79 – –
12 (n = 150) 195 600 957 300 373 620 7.19 0 – – – –
13 (n = 25) 5 350 9 000 6 530 0.027 0 90 586.1 110.98 – –
13 (n = 50) 22 700 26 800 24 740 0.105 0 727 641.2 924.07 – –
13 (n = 100) 9 400 105 600 88 640 0.769 0 5 861 265.4 7 574.43 – –
13 (n = 150) 201 600 315 600 235 500 2.636 0 – – – –
13 (n = 200) 350 400 581 200 434 400 5.389 0 – – – –
14 (n = 25) 13 500 23 950 19 675 0.109 0 116 765.5 131.68 – –
14 (n = 50) 129 500 171 400 157 900 0.209 0 997 241.3 1 154.35 – –
14 (n = 100) 1 100 000 1 297 200 1 203 480 0.522 0 7 770 218.8 9 438.91 – –
15 (n = 25) 17 505 29 846 28 089.6 0.093 0 45 158.5 61.55 – –
15 (n = 50) 104 570 252 866 180 368.3 1.499 0 323 156.5 449.51 – –
15 (n = 100) 1 102 400 7 826 511 1 559 704 24.31 0 2 734 844.50 4 007.01 – –
15 (n = 200) 8 856 503 17 458 376 10 234 584 284.1 0 22 585 087.67 42 275.21 – –
16 (n = 4) 3 715 344 43 895 656 16 622 286 9.7 0 5 105 399.50 5 670.63 – –
17 (n = 25) 31 400 44 050 36 868 0.27 0 – – – –
17 (n = 50) 131 600 161 600 143 952 1.774 0 – – – –
17 (n = 100) 523 600 606 000 567 984 12.776 0 – – – –
18 (n = 25) 57 200 1 666 800 538 368 5.317 0 – – – –
18 (n = 50) 139 900 3 047 900 873 828 16.386 0 – – – –
18 (n = 100) 525 000 860 600 594 520 18.301 0 – – – –
19 (n = 25) 10 050 34 000 17 878 0.203 0 – – – –
19 (n = 50) 44 700 217 800 72 640 1.593 0 – – – –
19 (n = 100) 174 200 562 600 255 312 11.287 0 – – – –
20 (n = 25) 4 250 6 500 5 146 0.066 0 – – – –
20 (n = 50) 17 400 23 000 19 960 0.225 0 – – – –
20 (n = 100) 70 200 85 200 78 416 1.576 0 – – – –
Since global efficiency is usually defined as the effort the algorithm needs to be successful [1], we record the
number of function calls to reach a global minimizer. The test results are put in Table 2.
In Table 2, every number in the column ‘min’ is the minimal number of function calls to reach a discrete global
minimizer among 25 runs of Algorithm 2; every number in the column ‘max’ is the maximal number of function calls
to reach a discrete global minimizer among successful runs of Algorithm 2; every number in the column ‘med’ is
the average number of function calls of successful runs of Algorithm 2; and every number in the column ‘fail’ is the
number of runs that the optimum has not been reached among 25 runs. Moreover, every number in the column ‘time’
is the average time (in seconds) of Algorithm 2 to reach a global minimizer among 25 runs.
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To compare performances of our algorithm with some other algorithms, we also put in Table 2 the mean number
of function calls, and the average time (in seconds) of the discrete filled function method [28], the integral global
optimization method [40], and the controlled random search method [26]. All these results are taken from the cited
papers.
From the ‘fail’ column of Table 2, it can be seen that our algorithm can find discrete global minimizers of all test
problems successfully in all 25 runs. And from the ‘med’ column of Table 2, it can be seen that our algorithm does
not use large number of function calls to work out every test problem, comparing to the number of feasible solutions
in every solution domain. Moreover, from the ‘med’ column of Problems 12–15, and Problems 17–20, it can be seen
that when the dimension of every test problem increases, the average number of function calls of our algorithm does
not increase too much. Moreover, from the ‘time’ column, it can be seen that our algorithm does not use too much
time to work out all problems, especially for high dimension problems.
Although the discrete filled function method [28] was not tested using randomly generated initial points, we still
compare the average number of function calls, and the average time, of our algorithm with the discrete filled function
method. From Table 2, it can be seen that our algorithm uses less number of function calls than the discrete filled
function method on Problems 4, 5 and 13–15 with all dimensions, and Problem 12 with dimensions 25 and 100. But
the discrete filled function method uses less number of function calls than our algorithm on Problems 1–3, 6 and
10–12 with dimension 50, and Problem 16. Furthermore, comparing the average times to work out these problems,
our algorithm is much better than the discrete filled function method.
The computational experiments of the integral global optimization method [40] and the controlled random search
method [26] are very limited. The integral global optimization method uses less number of function calls than our
algorithm on Problems 6–9. The controlled random search method uses less number of function calls than our
algorithm on Problem 2, but our algorithm uses less number of function calls than the controlled random search
method on Problems 1 and 3.
6. Conclusions
In this paper, we have proposed an auxiliary function T (x, k) for problem (P). The function on X ∩ I n has
the same discrete local minimizers and the same discrete global minimizers as those of problem (P) in the region
{x ∈ X ∩ I n : f (x) < f (x∗1 )}. By taking increasing values of parameter k, minimization of T (x, k) can escape from
previously converged discrete local minimizers successfully. An algorithm has been designed to minimize T (x, k) on
X ∩ I n to find a discrete global minimizer of problem (P). Numerical experiments were conducted on a set of test
problems, and show that the algorithm is robust and efficient.
Appendix. Test problems
Problem 1 ([26]).
min x21 + x22 + 3x23 + 4x24 + 2x25 − 8x1 − 2x2 − 3x3 − x4 − 2x5
s.t. x1 + 2x2 + 2x3 + x4 + 6x5 ≤ 800
2x1 + x2 + 6x3 ≤ 200
x3 + x4 + 5x5 ≤ 200
x1 + x2 + x3 + x4 ≥ 48
x2 + x4 + x5 ≥ 34
6x1 + 7x5 ≥ 104
55 ≤ x1 + x2 + x3 + x4 + x5 ≤ 400
0 ≤ xi ≤ 99, xi : integer, i = 1, 2, 3, 4, 5.
A discrete global minimizer is (16, 22, 5, 5, 7)T, and the global minimal value is 807. We take a penalty p(x) =
max{0, x1+2x2+2x3+ x4+6x5−800, 2x1+ x2+6x3−200, x3+ x4+5x5−200,−x1− x2− x3− x4+48,−x2−
x4− x5+ 34,−6x1− 7x5+ 104, x1+ x2+ x3+ x4+ x5− 400, 55− x1− x2− x3− x4− x5}, and a penalty parameter
c = 1000 to convert this problem to an equivalent box constrained nonlinear integer programming problem.
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Problem 2 ([26]).max x
2
1 + x1x2 − x22 + x1x3 − x23 + 8x24 − 17x25 + 6x36
+x4x5x6x7 + x38 + x49 − x510 − x5x10 + 18x3x6x7
s.t. 0 ≤ xi ≤ 99, xi : integer, i = 1, 2, . . . , 10.
A discrete global minimizer is (99, 49, 99, 99, 99, 99, 99, 99, 99, 0)T, and the global minimal value is 216 300 719.
Problem 3 ([26]).
min 5u1 + 5u2 + 5u3 + 5u4 − 5u21 − 5u22−
5u23 − 5u24 − (v1 + v2 + · · · + v9)
s.t. 2u1 + 2u2 + v6 + v7 ≤ 10
2u1 + 2u3 + v6 + v8 ≤ 10
2u2 + 2u3 + v7 + v8 ≤ 10
−2u4 − v1 + v6 ≤ 10
−2v2 − v3 + v7 ≤ 0
−2v4 − v5 + v8 ≤ 0
−8ui + vi+5 ≤ 0, i = 1, 2, 3
u j , vk ∈ {0, 1}, j = 1, 2, 3, 4, k = 1, 2, 3, 4, 5, 9
vk ∈ {0, 1, 2, 3}, k = 6, 7, 8.
A discrete global minimizer is (u1, u2, u3, u4, 1, 1, 1, 1, 1, 3, 3, 3, 1)T, for all ui ∈ {0, 1}, i = 1, 2, 3, 4, and the
global minimal value is−15. We take a penalty p(x) = max{0, 2u1+2u2+v6+v7−10, 2u1+2u3+v6+v8−10, 2u2+
2u3+v7+v8−10,−2u4−v1+v6−10,−2v2−v3+v7,−2v4−v5+v8,−8u1+v6,−8u2+v7,−8u3+v8}, and a
penalty parameter c = 1000 to convert this problem to an equivalent box constrained nonlinear integer programming
problem.
Problem 4 ([28]).
min
9∑
i=1
(
e
− (ui−x2)x3x1 − i
100
)2
s.t. 1 ≤ x1 ≤ 100, 0 ≤ x2 ≤ 25
xi : integer, i = 1, 2
x3 = j2 , 0 ≤ j ≤ 10, j : integer
ui = 25+
(
−50 · log i
100
) 2
3
.
This problem is a discrete counterpart of Problem 1 in [26]. A discrete global minimizer is (50, 25, 1.5)T, and the
global minimal value is approximately 0.0.
Problem 5 ([28]).min 100(x2 − x
2
1)
2 + (1− x1)2 + 90(x4 − x23)2 + (1− x3)2
+10.1 · [(x2 − 1)2 + (x4 − 1)2] + 19.8 · (x2 − 1)(x4 − 1)
s.t. −10 ≤ xi ≤ 10, xi : integer, i = 1, 2, 3, 4.
A discrete global minimizer is (1, 1, 1, 1)T, and the global minimal value is 0.0.
Problem 6 ([40]).min [1+ (x1 + x2 + 1)
2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]
×[30+ (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)]
s.t. xi = 0.001 j,−2000 ≤ j ≤ 2000, j : integer.
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A discrete global minimizer is (0,−1)T, and the global minimal value is 3.
Problem 7 ([40]).
min
33.7539
x1
+ 1.4430
x2
+ 1.3885
x3
s.t. x1 + x2 + x3 = 24
1 ≤ x1 ≤ 16
1 ≤ x2 ≤ 20
1 ≤ x3 ≤ 28
xi : integer, i = 1, 2, 3.
A discrete global minimizer is (16, 4, 4)T, and the global minimal value of this problem is 2.817494. We take a
penalty p(x) = |x1 + x2 + x3 − 24| and a penalty parameter c = 35 to convert this problem to an equivalent box
constrained nonlinear integer programming problem.
Problem 8 ([40]).
min −x3 − x4 − x5
s.t. 20x1 + 30x2 + x3 + 2x4 + 2x5 ≤ 180
30x1 + 20x2 + 2x3 + x4 + 2x5 ≤ 150
−60x1 + x3 ≤ 0
−75x2 + x4 ≤ 0
0 ≤ xi ≤ 1, i = 1, 2
0 ≤ xi ≤ 75, i = 3, 4, 5
xi : integer, i = 1, 2, 3, 4, 5.
A discrete global minimizer is (1, 1, 24, 52, 0)T, and the global minimal value of this problem is −76. We take a
penalty p(x) = max{0, 20x1+30x2+x3+2x4+2x5−180, 30x1+20x2+2x3+x4+2x5−150,−60x1+x3,−75x2+x4},
and a penalty parameter c = 200 to convert this problem to an equivalent box constrained nonlinear integer
programming problem.
Problem 9 ([40]).
min x1x2x3 + x1x4x5 + x2x4x6 + x6x7x8 + x2x5x7
s.t. 2x1 + 2x4 + 8x8 ≥ 12
11x1 + 7x4 + 13x6 ≥ 41
6x2 + 9x4x6 + 5x7 ≥ 60
3x2 + 5x5 + 7x8 ≥ 42
6x2x7 + 9x3 + 5x5 ≥ 53
4x3x7 + x5 ≥ 13
2x1 + 4x2 + 7x4 + 3x5 + x7 ≤ 69
9x1x8 + 6x3x5 + 4x3x7 ≤ 47
12x2 + 8x2x8 + 2x3x6 ≤ 73
x3 + 4x5 + 2x6 + 9x8 ≤ 31
0 ≤ xi ≤ 7, i = 1, 3, 4, 6, 8
0 ≤ xi ≤ 15, i = 2, 5, 7
xi : integer, i = 1, 2, . . . , 8.
A discrete global minimizer is (5, 4, 1, 1, 6, 3, 2, 0)T, and the global minimal value of this problem is 110. We take
a penalty p(x) = max{0, − 2x1 − 2x4 − 8x8 + 12,−11x1 − 7x4 − 13x6 + 41,−6x2 − 9x4x6 − 5x7 + 60,−3x2 −
5x5 − 7x8 + 42,−6x2x7 − 9x3 − 5x5 + 53,−4x3x7 − x5 + 13, 2x1 + 4x2 + 7x4 + 3x5 + x7 − 69, 9x1x8 + 6x3x5 +
4x3x7 − 47, 12x2 + 8x2x8 + 2x3x6 − 73, x3 + 4x5 + 2x6 + 9x8 − 31}, and a penalty parameter c = 100 to convert
this problem to an equivalent box constrained nonlinear integer programming problem.
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Problem 10 ([28]).{
min [1.5− x1(1− x2)]2 + [2.25− x1(1− x22)]2 + [2.625− x1(1− x32)]2
s.t. xi = 0.001 j,−104 ≤ j ≤ 104, j : integer, i = 1, 2.
A discrete global minimizer is (3, 0.5)T, and the global minimal value is 0.0.
Problem 11 ([28]).
min f (x) = 100(x2 − x21)2 + (1− x1)2
s.t. x21 + x22 ≥ 0.25
−1
3
x1 + x2 ≥ 0.1
xi = ji × 10−4
0 ≤ ji ≤ 105, ji : integer, i = 1, 2.
A discrete global minimizer is (x1, x2) = (1, 1)T, and the global minimal value is 0.0. We take a penalty
p(x) = max{0, 0.25 − x21 − x22 , 0.1 + 13 x1 − x2}, and a penalty parameter c = 1000 to convert this problem to
an equivalent box constrained nonlinear integer programming problem.
Problem 12 ([28]).min (x1 − 1)
2 + (xn − 1)2 + n
n∑
i=1
(n − i)(x2i − xi+1)2
s.t. −5 ≤ xi ≤ 5, xi : integer, i = 1, 2, . . . , n.
A discrete global minimizer is (1, 1, . . . , 1)T, and the global minimal value is 0.0.
Problem 13 ([28]).min
n−1∑
i=1
[100(xi+1 − x2i )2 + (1− xi )2]
s.t. −5 ≤ xi ≤ 5, xi : integer, i = 1, 2, . . . , n.
A discrete global minimizer is (1, 1, . . . , 1)T, and the global minimal value is 0.0.
Problem 14 ([28]).min
n∑
i=1
x4i +
(
n∑
i=1
xi
)2
s.t. −5 ≤ xi ≤ 5, xi : integer, i = 1, 2, . . . , n.
A discrete global minimizer is (0, 0, . . . , 0)T, and the global minimal value is 0.0.
Problem 15 ([28]).
min f (x) = xT Qx
s.t.
n∑
i=1
x2i
9n + i ≤ 1
n∑
i=1
i xi ≥ n2
−5 ≤ xi ≤ 5, xi : integer, i = 1, 2, . . . , n
Q = [Qi j ], Qi i = 2, Qi j = 1 for i 6= j.
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By [28], the global minimal value of this problem is 2. We take a penalty p(x) = max{0,∑ni=1 x2i9n+i − 1, n2 −∑n
i=1 i xi }, and a penalty parameter c = 10 000 to convert this problem to an equivalent box constrained nonlinear
integer programming problem.
Problem 16 ([28]).{
min f (x) = (x1 + 10x2)2 + 5(x3 − x4)2 + (x2 − 2x3)4 + 10(x1 − x4)4
s.t. xi = 0.001 j,−104 ≤ j ≤ 104, j : integer, i = 1, 2, 3, 4.
The only one discrete global minimizer is (0, 0, 0, 0)T, and the global minimal value is 0.0.
Problem 17.min f (x) = −20 exp
−0.02
√√√√n−1 n∑
i=1
x2i
− exp(n−1 n∑
i=1
cos(2pixi )
)
+ 20+ e
s.t. −30 ≤ xi ≤ 30, xi : integer, i = 1, 2, . . . , n.
This problem is a discrete counterpart of Ackley’s problem [34]. The number of discrete local minima is not known.
The global minimum is located at the origin with the global minimal value 0.0.
Problem 18.min f (x) = 1+
1
4000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
s.t. −600 ≤ xi ≤ 600, xi : integer, i = 1, 2, . . . , n.
This problem is a discrete counterpart of Griewank’s problem [17]. The number of discrete local minima is not
known. The global minimum is located at the origin with the global minimal value 0.0.
Problem 19.
min f (x) =
(pi
n
){
10 sin2(piy1)+
n−1∑
i=1
(yi − 1)2[1+ 10 sin2(piyi+1)] + (yn − 1)2
}
s.t. yi = 1+ 14 (xi + 1), i = 1, 2, . . . , n−10 ≤ xi ≤ 10, xi : integer, i = 1, 2, . . . , n.
This problem is a discrete counterpart of Levy and Montalvo’s problem [22]. The number of discrete local minima
is not known. The global minimum is located at (−1,−1,−1, . . . ,−1) with the global minimal value 0.0.
Problem 20.min f (x) = 10n +
n∑
i=1
[x2i − 10 cos(2pixi )]
s.t. −5 ≤ xi ≤ 5, xi : integer, i = 1, 2, . . . , n.
This problem is a discrete counterpart of Rastrigin’s problem [34]. The number of discrete local minima is not known.
The global minimum is located at the origin with the global minimal value 0.0.
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