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1. INTRODUCTION 
1.1 Overview 
Noise cancellation is often an important subject in acoustics. Generally speaking, 
there are two types of noise cancellation, namely, active and passive. The research de­
scribed in this thesis deals with active noise control which cancels the acoustic sound 
wave produced by an arbitrary noise source. This is achieved through the addition 
of an inverted sound wave from well-controlled sources. The acoustic pressure being 
a scalar quantity, the acoustic sound wave can be destructively interfered by another 
properly controlled sound wave. Although active noise control is conceptually easy, 
its application is difficult to implement, because it requires exact match of acoustic 
sound waves at every point along the propagation path. Since, the acoustic pressure 
is a function of time and spatial location, the generation of the proper destructive 
sound wave at the proper location and at the right time becomes the main task in 
active noise control. 
The theory of active noise control, has long been understood. However, it was not 
formally applied until Lueg [1] filed a patent in 1933. Young stated that an acoustical 
propagation wave could be canceled by the addition of an inverse wave. Huygen [2] 
extended the concept to a wider area of noise reduction. Huygen claimed that the 
sound field inside a closed domain produced by a sound source outside the domain 
2 
could be inverted exactly by a properly distributed array of secondary sources over 
the surface of the domain. This principle has a great advantage in that the sound 
field inside the domain of interest can be reduced, regardless of the type of sound 
wave generated by the noise source outside the domain. In spite of the theoreti­
cal progress mentioned above, the implementation of active noise control was rather 
slow, because Huygen's principle suffered from the requirement of an infinite num­
ber of perfect point sources distributed along the boundary of the Huygen's surface. 
It was not until the 1980s that active noise control became more practical. The 
recent advancement in digital computers improved sound measurement techniques, 
fast Fourier transform, data acquisition, and processing systems. Such developments 
provided useful tools for active noise control. Consequently, more practical mod­
els and better noise cancellation techniques in the field of active noise control were 
achievable. 
The complexity of sound wave propagation as well as the uniqueness of radiation 
patterns from an individual sound source have limited the research of active noise 
control in the past. As a brief review of the history of active noise control, the 
application of the technique began with duct noise reduction [3, 4]. Due to the fact 
that the sound wave below the cutoff frequency of a duct can be considered as a 
plane wave, the duct behaves like a one-dimensional waveguide. Consequently, the 
complexity of the system is reduced. Numerous reports on duct noise reduction can 
be found in the literature [5, 6, 7, 8] including various topics, e.g., radiation power, 
energy conservation, adaptive control. 
Active noise control was also applied to the noise reduction of cylinders, aircraft 
fuselages, fans, and transformers [9, 10, 11, 12, 13]. These researches did provide en­
3 
couraging results. However, more complicated analysis and larger costs were required 
as the complexity of the system increased. 
For three-dimensional noise reduction, the implementation becomes even more 
difficult. Adaptive control system [14, 15, 16] and Wiener filters [17, 18] are the 
most commonly used approaches nowadays. Nevertheless, the noise attenuation is 
limited to certain field points. Otherwise very advanced equipment and a large signal 
processing time are required for silencing an area. On the other hand, the filtering 
technique requires a priori information about the noise in order to have satisfactory 
noise reduction over a specified area. In spite of the difficulties mentioned above, ac­
tive noise control is superior to the traditional passive noise control in many respects. 
Therefore, active noise control, especially in three dimension, still remains one of the 
interesting topics of acoustic engineering. 
1.2 Objective 
The objective of this research is to investigate the feasibility of designing an 
inexpensive setup to accomplish active noise cancellation over a desired region in a 
free field half space bounded by an infinite plane of uniform finite impedance. The 
acoustic field within the half space is generated by an arbitrary shaped, stationary, 
and single frequency time-harmonic noise source. A number of well-controlled sec­
ondary sources are introduced to reduce the noise level over a pre-selected region. 
A practical example of the problem considered here might be a noisy machine in­
stalled on the ground in an open space near a residential area. The purpose of this 
research is to provide a technique suitable for noise level reduction over the resi­
dential area. Specifically, this technique provides the location as well as the driving 
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function for each individual secondary source in order to achieve noise reduction in a 
least square sense. Huygen's principle is used to apply the technique of active noise 
control. Speakers are used as practical secondary sources. This technique is shown 
to give satisfactory noise reduction over a prescribed area by a number of experi­
ments performed inside an anechoic chamber for several frequencies. In addition, the 
application of this technique on non-steady as well as band limited frequency noise 
cancellation are discussed. Finally, the feasibility of using this technique to provide 
initial conditions for an adaptive noise control system is also briefly discussed. 
1.3 Application of boundary element method in Acoustics 
Before noise cancellation can be done, the acoustic radiation pattern from any 
arbitrary noise source should be identified. Various analytical and numerical methods 
exist to achieve this goal. The analytical methods can only be applied to problems in­
volving sources with simple geometric shapes, e.g., spherical, cylindrical, etc. Among 
the numerical methods, finite-element and finite-difference methods require the dis­
cretization of the entire domain. However, for problems with domains of infinite 
extent, such discretization leads to a numerical system with a very large degree of 
freedom. In BEM, the boundary value problem of interest is transformed into an 
integral equation involving only surface integrals. As a result, the domain need not 
to be discretized, and the computation time is substantially reduced. 
It will be shown in Chapter 2 that the BEM gives accurate sound radiation pat­
terns for any arbitrary source as long as the location, shape, and boundary condition 
on the source are known. The BEM is also applicable to noise sources with com­
plex shapes and non-accessible surfaces where the boundary conditions are difficult 
5 
to specify. In such cases an imaginary surface (which is called a source monitoring 
surface) enclosing the noise source is created as a substitute for the actual source. 
Based on the sound radiation pattern calculated by BEM, two methods, namely, 
iterative control, and coupled equation methods, are developed in Chapter 3 to 
achieve noise cancellation over a prescribed region in a least square sense. The theory 
and the numerical simulations of these two methods are presented in Chapter 4 where 
BEM is used intensively. The numerical simulations were verified by a set of exper­
iments performed inside an anechoic chamber. A speaker and a ribbed rectangular 
aluminum plate were used to simulate noise sources with different distribution of sur­
face velocities. In addition, a practical and inexpensive model of secondary sources 
consisting of four speakers was developed to achieve noise cancellation in a desired 
region. Experimental results are discussed in detail in Chapter 5. The feasibility 
of using BEM to achieve noise cancellation is discussed in Chapter 6. Furthermore, 
future research on noise reduction of non-stationary as well as band limited frequency 
noise sources is described in Chapter 6. 
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2. BEM APPLIED TO HALF SPACE ACOUSTIC RADIATION 
PROBLEMS 
In this chapter, the time-harmonic acoustic radiation problem, governed by 
Helmholtz equation is transformed into a surface integral formulation by using the 
reciprocal theorem. This surface integral formulation, also known as the boundary 
integral formulation, is applicable for any closed, connected domain. However, for the 
problem of acoustic radiation in half space, a mixed boundary condition is imposed 
over the infinite plane surface. A fundamental solution satisfying this boundary con­
dition is derived. This fundamental solution is used in the integral formulation as 
the kernel function. The validity of the fundamental solution as well as the integral 
formulation are established by comparing the present simulations with published so­
lutions. In addition, experimental results- are used to compare with the results from 
BEM for cases without theoretical solutions. 
2.1 Derivation of Boundary Integral Formulation 
In order to evaluate the acoustic radiation problem, consider an arbitrary, finite 
source with surface 5]^ as shown in Figure 2.1. The sound source radiates acoustic 
sound waves into an arbitrary, source-free space V which is filled with homogeneous, 
inviscid and compressible fluid. The linear acoustic field inside the domain V is 
iiiiMii()|» (]-j: III .».).iii(ts pmios A.iiM |i<|.i\' .).iii!n'j ,| 
zs 
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governed by the wave equation 
'5'^' ^ (s-i) 
where 0 is the velocity potential, c is the speed the the sound propagation, F is the 
external driving function, and t is time. The particle velocity u and acoustic pressure 
p are given as 
% = (1,2) 
dé 
P=-PO-Q^ (2-3) 
where pQ is the density of the medium. 
When time-harmonic functions are considered, that is <^ = and F = 
fe—iu>t^ equation (2.1) reduces to the Helmholtz equation 
( j )  + k ' ^ 4 ) = - f  (2.4) 
where 
w = kc (2.5) 
uj is the angular frequency, and k is the wave number. 
Consider which satisfies 
=  - f l  (2 .6 )  
and 02 which satisfies 
<^2 + = ~ f 2  (2.7) 
Now consider 
= Jy [-01 (v^</'2 + 6^02) + h (v^<^l + 6^<^l)] dV 
= L [<^2 <Ai - <Ai <^2] (2.8) 
9 • 
By Green's second identity which states that 
equation (2.8) becomes 
(2.9) 
J y i h f 2  -  h h )  ^  J s  dn dS (2.10) 
or 
j y  h h  " V + / ^  ^  < ( 5 = ^ 2 / 1  ( 2 . 1 1 )  
where 5' = + 5'2 is the boundary of the domain as shown in Figure 2.1, n is the 
unit outward normal to S. 
Considering a harmonic wave generated by a point source at x = xg. The 
Helmholtz equation reduces to 
(v^ + <?^(x|xo) = -5(x - xo) (2.12) 
The solution of this equation is called the fundamental solution, and is denoted by 
G(x|xo). The Dirac Delta function 6{x — xq) has the following sifting property 
J ^ f { x o ) 6 ( x  -  xo)  d V  (xo)  =  
/(x) x in V 
2/(x) X on S and S is smooth (2.13) 
0 X outside V 
Substituting <^2 = <^(x), 01 = G'(x|xo), % = ^ f'Z = /(%), dn dn ' dn 
a n d  fi = 8{x - XQ) in equation (2.11), it is found 
G  { x \ x o )  f  ( x )  d V  (x) + J^G{x\xo)?^^dS (x 
= ^ </'(x)<!>(x-xo) (fy (x) + j^(/){x)^^-^^^dSix) (2.14) 
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From equation (2.13) 
^(^(x)(5(x-xo) dV (x) = 7/(xo)(^(xo) 
where 
V(xo)  =  < 
1 .TQ in V 
2 ZQ on S and S is smooth 
0 XQ outside V 
Finally, the boundary integral equation becomes 
(2.15) 
7/ (Xo )0(Xo)  
J^G(xlxo)/(x) dV (x) 
dS (x) + 
(2.16) 
Furthermore, if the domain of interest is source-free, the forcing function /(x) var­
nishes, and equation (2.16) becomes 
?(xo)^|xo) = L 
dn dn 
dS (x) (2.17) 
where S is the boundary of the domain, that is 6" = 6"^ + 6'2 in Figure 2.1. It can 
be seen in equation (2.17) that the boundary value problem has been expressed into 
surface integral form in terms of known boundary conditions (0 or ^ ) and the 
kernel functions G and 
Equation (2.17) is applied to the half space domain in this research as shown 
in Figure 2.2. The integration surface S becomes 5 = 5^ Sooi where Soo is the 
surface bounding the domain at infinity. The Sommerfeld radiation condition [19] 
which is applicable on SQQ states 
1 1  
Soo 
OO 
oo oo 
z=0 
I' I M I R C  2.2: Arltillaiy S O M I H I soiircc in luill spare 
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or 
lim 7'—>00 ' If - = 0 (2.18) 
where vr is the radial velocity. That is p and Vr go to zero faster than ^ as r 
approaches infinity. Therefore, equation (2.17) becomes 
7/(xo)0(xo) = / 
J o-^+boo 
" !si 
isrxi 
= 4 
dn dn 
dSXx) 
d S i ( x ) +  
dS'oo (x) 
dS'i (x) (2.19) 
dn 
Equation (2.19) gives great advantage because the integration is to be performed only 
on surface S^. In addition, the velocity potential at any point inside the domain or 
on the boundary of the domain can be evaluated by equation (2.19) for any arbitrary 
source as long as the source location, shape, and boundary conditions are known. 
2.2 Derivation of Half Space Green's Function 
Although boundary integral equation formulation in equation (2.16) is mathe­
matically valid for any arbitrary source in a closed, connected domain, the analytical 
solution is not always achievable. Therefore, the numerical scheme, BEM, is the most 
convenient tool to solve the equation. Nevertheless, BEM requires the discretization 
of the boundary of the domain. In this research the domain of interest is a half space, 
13 
and the boundary of the domain extends to infinity. Even though the Sommerfeld 
radiation condition can be applied to Soo in Figure 2.2, the discretization over 5^, 
which is also extended to infinity, is inevitable. It is impractical to implement an infi­
nite surface by using digital computer. Therefore, a fundamental solution G that not 
only satisfies the governing equation, but also satisfies certain boundary conditions, 
is necessary to reduce the complexity in applying the BEM to equation (2.19) in this 
research. In general, the surface 5"^ in Figure 2.2 is of finite impedance. Therefore, a 
mixed boundary condition 
dé (f) + cç—— 0 (2.20) 
is imposed on 5^. Here is a constant related to the impedance of the surface, 
and uniform impedance over the surface is assumed. The method of image sources 
is used in order to obtain the desired fundamental solution (also known as Green's 
function). 
Consider a time harmonic point source acting at Xq in the half space as shown 
in Figure 2.3. An image source of proper strength and phase angle acting on the 
opposite side of the surface can be found. Due to the linearity of the acoustic field, 
the finite impedance surface is relaxed. Consequently, the problem is equivalent to 
two point sources with different strengths and phase angles acting in the free space 
with the constraint of source locations. However, only the upper half of the free space 
is the domain of interest. The fundamental solution for Helmholtz equation in free 
space is 
J k r  
where k is wave number and r is the distance between source point and point of 
interest. The half space Green's function is then expressed as 
u 
l'igiuT J,:k Mel I K X I  O I ' soiiicc 
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• ikri ikr2 
(x|xo, k) = + Fs • 
Airri 47rrf 
(2.21) 
where 
and 
xo =  (xo,yo,zo)  X =  (x ,y ,z)  
r i  =  s j { x  -  % o ) 2  +  { y  -  +  ( z  -  ZQ) ^  
r2 = \ l{x -  zo)2 + (%, - 9Q)2 + (z +• 
and Fs is a complex quantity related to the strength and phase angle of the image 
source. The half space Green's function is forced to satisfy the mixed boundary 
condition. That is 
+ c. 
dn 
From the chain rule of differentiation 
0 at 2 = 0 (2.22) 
ikr2 
dGj^  (x |xo ,k) _ \ 4nTi  J  Qri  J  dr2  
dn dri dn dn 
_ -14- ikri e'^1 dri ^ —I + z&rg dr2 
Airr^ rj  dn ^ 47rr2 ^2 dn 
That is 
(3/t(x|xo,k) + c 
Âkr 
4%Ti 
4 
1 Fsé^^2 
+ 
dGj^ (x |xo ,k) 
dn 
4%T2 
+c/ — 1 + ikri dri ^ — 1 + ikr2 dr2 
^TTTi dn ^ 4%T2 ^2 dn 
Akr<-, 
(2.23) 
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As the source point approaches the z = 0 plane (finite impedance plane), so does 
the image source. Consequently, r-^ = r2 = t — \J[x — .tq)^ + (^ — '^q)^ + (s)^. 
Equation (2.23) becomes 
ikv^ P Jkro r_i^ikvi ^ ^  -1 + a&rg e'Kri 
+ —: H C 
Airr-y 47rr2 ^ ATCT-^ dn ^2 
— 0 at z = 0 (2.24) 
Moreover, 
5ri drn , drn _ , 
-7-^ = --7-^ and -—^ = cos# atz = 0 
on an on 
where 6 is the angle between r and n. 
Equation (2.24) can be reduced to 
l + Fj-c^cosg| +FsC^'Cos5f^^-^| =0 (2.25) 
Consequently, 
c/cosg - 1 
= J-TTri (2 .26)  
cos#-(-^+^) +1 
Finally, the half space Green's function is expressed as 
J k r i  cos 9 (- 1 ikr-j  
(?/,(x|xo,k)_ 4;rr2 
There are two important limiting cases for equation (2.27). First, if the z = 0 surface 
is rigid which means ^ — 0 and = 00, the half space Green's function reduces to 
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which agrees with the Green's function used in Rayleigh integral. Secondly, if the 
which is also well-known in acoustics. 
With the insertion of the derived Green's function satisfying the boundary con­
dition (2.27), the integration surface in equation (2.19) is reduced to the surface of 
the source only. Consider the integration surface in Figure 2.2. The surface 5]^ 
is broken into the combination of two surfaces, the surface of the source,5^, and the 
surface of the plane boundary,5'p. That is 
0 surface is pressure released, which means ^ = 0 and c 
Green's function reduces to 
— •S'â + Sp 
Equation (2.19) can be expressed as 
7/(xo)( />(xo)  
(2.30) 
However, 
= 0 on 
The second integral term in equation (2.30) becomes 
g/t(x|xo) 
dSp (x)  
18 
= Is G&Wxo) 
d ( f ) { x )  4 ) { x )  
T dn 
dSp[-x.) 
'Sp 
0 (2.31) 
because of the mixed boundary condition 
d(p 
= 0 ^P-
Consequently, equation (2.30) becomes 
, ( x „ ) 0 ( x „ )  =  /  L  d S s { x )  (2.32) 
Equation (2.32) is more practical to be applied to the BIE formulation. Specifically, 
the magnitude of discretization is significantly reduced, and that leads to less equa­
tions and less unknowns. Consequently, computation cost is dramatically reduced. 
Equation (2.32) shows that full knowledge,i.e., both (j) and ^ of every nodal 
point on the surface of the source is required in order to evaluate the velocity potential 
at any point inside the domain. However, (j) and ^ can not be specified indepen­
dently as the boundary condition at the same time. The problem can be circumvented 
by taking the point of interest to the boundary. That is taking x ^ Xq G Sg. This 
limiting process reduces equation (2.32) to a boundary integral equation. The full 
knowledge of any point on the boundary is known when one of them or the linear 
relationship between them is specified. It should be noted that G';j (x|xo) is 0 
and is 0 Consequently, the limiting process will lead to 
singularity due to r approaching zero. However, both (xjxg) and are 
weakly singular. The integration of BIE can be evaluated numerically with the help 
of the regularization technique to both singular terms. 
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In order to numerically evaluate the integral equation shown in equation (2.32), 
BEM starts with discretizing the surface of the source into surface elements. The 
surface elements used in this research are either 8-node curvilinear quadrilateral or 6-
node triangular elements, which map to squares or equilateral triangles respectively. 
The numbering of those nodes in each surface element is chosen such that the con­
nectivity of the surface element gives the desired normal direction (see Figure 2.4). 
Consequently, the surface of the source is discretized into m surface elements with 
n total nodal points on it. The geometry of the surface elements and the unknown 
variables are approximated by using quadratic isoparametric shape functions [20] 
such that the continuous functions of unknown variables can be evaluated at discrete 
nodal points. The variable (j) over each element is approximated by 
Up 
^ Nj{()(j)j (2.33) 
where C,i is the local coordinates of each element, np is the number of nodal points of 
each element, Nj ((") are the quadratic shape functions , and (j>j are the nodal values 
of (f). 
Similarly, the surface geometry of each element is also approximated by the same 
quadratic shape function in a similar manner through each node on the element. 
np 
x=^Nj(C)xj  (2 ,34)  
j=l  
where xj is the coordinates of the node, x is the global cartesian coordinate of 
any point on the element. 
The integral equation in equation (2.32) is now ready to be evaluated numerically. 
2» 
I' i,u,iirc 2.4: Siii liicr cl< iitciils ;m<l coiiiiccl ivily 
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Note that the integral equation has the generic form 
/(%) = y^ V'(xo) A'(x|xo) o^ii'Cxo) (2.35) 
where I is the field variable of interest, is the variable on the boundary, K is the 
integration kernel. 
Equation (2.35) can be approximated as 
m "p 
/ =  E  Z  •P.,  
i=ii=i 
where m is total number of elements, n-p is the number of nodal points on each 
element, J is the Jacobian of transformation, is the discrete value of 0 at the 
node on element, and Se is the area of each element. In terms of local coordinates 
(2 and (2 one can write 
d S e [ C )  =  J  ( ( 1 , ( 2 ) ^ ( 1 ^ ( 2 -
The integration on each element is evaluated by Gaussian quadrature [20] with 
proper choice of Gaussian integration points. It should be noted that the integral 
will be singular when BIE is considered. However, the singular kernel in the integral 
equation is transformed into non-singular integration by dividing the element into 
two or three triangles and corresponding coordinates change from Cartesian to polar 
coordinates. Details of the evaluation of the singular integration are discussed in 
Appendix A. The integral equation is. then approximated by a set of linear algebraic 
equations involving complex quantities. The system of equations is expressed in 
matrix form at n nodal points as follows 
For BIE 
[A- 77l]„.*„{^(x)}„*i + ^ (2.37) 
^ Ary(()/ir(x|()J(()(f^e(() (2.36) 
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where n * n in the subscript indicates that the rank of the matrix is n by n. 
The system of equations can be solved when the boundary conditions are imposed. 
The variable 0 at any point XQ inside the domain is calculated from 
{<^(xo)}i*i  = ^ (2.38) 
Consequently, the boundary value problem is solved numerically. 
2.3 Numerical Test Cases 
A set of numerical simulations for various source conditions are tested here to 
verify the validity of BIE formulation and the half space Green's function. The test 
cases are: 
• point source above a finite impedance plane, 
• baffled piston, 
• baffled beam, 
• baffled plate, 
• pressure released piston, 
• pulsating sphere in a free field, 
• two spheres in a free field. 
In addition, the accuracy of using a source monitoring surface to predict acoustic ra­
diation patterns is investigated. A baffled piston source was used as an actual source. 
Imaginary cylindrical as well as hemi-spherical source monitoring surfaces enclosing 
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the piston were used to predict the acoustic field outside the source monitoring sur­
face. 
The simulation results were compared with analytical solutions to verify the BIE 
formulation and BEM technique. Experimental data were used to compare with BEM 
simulations whenever the analytical solutions were not available. It should be noted 
that the far field acoustic radiation was investigated in most cases. However, it does 
not mean that the BEM technique cannot be applied to near field acoustic radiation. 
In fact, the prediction of near field acoustic radiation by the BEM technique gives 
good accuracy which will be shown in the bafHed piston case. 
2.3.1 Point source above a finite impedance plane 
The half space Green's function was the first to be verified. The acoustic pressure 
from point source above the finite impedance plane [21] is expressed as 
ikr 
(2.39) 
where 
1 E 
Q = R{^)p ' ie2W_i  I  {p)  
(2.40) 
ikr2 (70 + ^ )^ 
2 ( 1  +  7 0 ^ )  
C O S ^ Q - / J  
0 cosgo+/3 
70 = COS ^0 
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C is the impedance of the infinite plane, W is Whittaker function, ri is the distance 
between field point and the actual source, r2 is the distance between field point and 
the imaginary source, is the angle between incident wave from the actual source 
and the normal direction of the finite impedance plane, pQ is the density of the 
medium, and $ is the error function. 
Comparison of the pressure from equation (2.39) with the pressure obtained from 
half space Green's function in equation (2.32) showed very good agreement. Three 
different impedance values for /3 = 10, 1, and 0.1 for k=l were tested when the point 
source was placed on the finite impedance surface. The acoustic pressure pattern for 
these three cases are shown in Figures 2.5 through 2.7. 
In addition, two different impedance values for /3 = 10 and 1 were tested when the 
point source was above the finite impedance plane at a distance kh = .5, where h is the 
distance above the finite impedance plane, and k — 1. Figures 2.8 and 2.9 indicate 
that the match for the pressure distribution is perfect. However, it was not possible 
1 
to evaluate the case for f 3  =  0.1 and k h  = 5 because $ ( p ) ^  in equation (2.39) was 
beyond the tabulated range. From the cases tested above, one can conclude that the 
half space Green's function is valid for the mixed boundary condition in this research. 
2.3.2 Baffled piston 
Consider a flat piston mounted in a rigid baffle as shown in Figure 2.10. The 
theoretical pressure field along the acoustic axis (the z axis) of the baffled piston [22] 
is 
p(r,0) = 2PQCUQ \sin I ^kr - 1  (2.41) 
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Figure 2.5: Pressure magnitude on yz-plane with point source on finite impedance 
plate with (3 = 10. top: published data [21], bottom: half space Green's 
function 
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Figure 2.6: Pressure magnitude on yz-plane with point source on finite impedance 
plate with /5 = 1. top: published data [21], bottom: half space Green's 
function 
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Figure 2.7: Pressure magnitude on yz-plane with point source on finite impedance 
plate with /3 = 0.1. top: published data [21], bottom: half space Green's 
function 
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Figure 2.8: Pressure magnitude on yz-plane with point source above finite 
impedance plate at kh = 5 with jS = 10. top: published data [21], 
bottom: half space Green's function 
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Figure 2.9: Pressure magnitude on yz-plane with point source above finite 
impedance plate at kh = 5 with = I. top: published data [21], 
bottom: half space Green's function 
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where pQ is the density of the medium, c is the wave speed, C /Q  is the uniform velocity 
over the surface of the piston, k is the wave number, a is the radius of the piston, 
and r is the distance from a field point to the center of the piston. 
The surface of the piston was discretized into 97 nodes and 32 elements. The 
on-axis pressure obtained by BEM simulations were compared with the theoretical 
solution in equation (2.41) for ka = 5 (Figure 2.11) and ka = 30 (Figure 2.12). 
The comparison shows that the results from BEM are almost identical to the analyt­
ical solutions in either the near or far acoustic field. In addition, the far field acoustic 
radiation pattern (including points away from the main axis ) for a baffled piston was 
calculated. Consider a baffled piston with the configuration shown in Figure 2.10. 
The analytical far field acoustic pressure was approximated by [22] 
p { r , 0 )  =  i ^ U Q ^ k a e  2 J i  [ k a  sin 0) 
ka sin $ (2.42) 
where is the Bessel function of first kind. 
The numerical result in Figure 2.13 shows excellent comparison with Equation 
(2.42). However, the analytical solution for the near field acoustic radiation pattern 
is not available for the baffled piston source. Therefore, an approximation of near 
field acoustic pressure obtained by Bennink [23] was used to compare with the BEM 
simulations. Figures 2.14 and 2.15 indicated very good agreements between BEM 
and approximated solution for near field acoustic radiation. 
A speaker was mounted in a S' x S' plywood to simulate the baffled piston source 
for experimental verification of the validity of BEM. Two different speakers of 6" and 
10" diameter were tested. The experiments were done inside the anechoic chamber 
at 100 Hz, 1000 Hz and 2000 Hz frequencies. The input voltage to the speaker was 
measured as an estimate of the normalized surface velocity of the speaker with the as-
32 
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Figure 2.12: On axis pressure magnitude of baffled piston at ka = .30 
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sumption of the linear response of the speaker. In addition, the surface of the speaker 
was cone shaped instead of a flat plane which was assumed in theoretical derivations 
for baffled piston source. Despite the discrepancies in assumptions, the experimen­
tal results show satisfactory agreement with the BEM simulations as presented in 
Figures 2.16 and 2.17 when the transfer function between the input voltage and the 
surface velocity of the speaker is accounted for. Therefore, it has been confirmed that 
the BEM technique gives very accurate predictions of the acoustic radiation from a 
baffled piston source in both near and far field. 
2.3.3 Baffled beam 
A 61cm X 5.08cm x 0.317.5cm aluminum beam was chosen to be the noise source 
as shown in Fig. 2.18. The beam was baffled and driven by a shaker with sine 
wave excitation at 21.88 Hz {k = 0.400805m~^), which was the first mode of the 
homogeneous hinged beam. The surface of the beam was discretized into 43 nodes and 
8 elements. The numerical simulation of acoustic radiation over a plane three times 
the length and width of the beam at 2 cm above the baffle surface is shown in Figure 
2.19. In addition, the acoustic pressure over the same plane was experimentally 
measured by a quarter-inch microphone. It is clearly seen that the the radiation 
pattern agrees well with the numerical result from the BEM. In addition, the far field 
directivity of the baffled beam was also tested and compared with approximation 
data. An excellent match can be found in Figure 2.20. 
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experimental pressure 
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Figure 2.17: Theoretical and experimental pressures magnitude from baffled piston 
at / = 100/^2,a = 10", c = 20cm. top: theoretical pressure, bottom: 
experimental pressure 
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Figure 2.18: Baffled beam. top:configuration of baffled beam, bottom: discretiza­
tion of beam 
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Figure 2.19: Pressure from baffle beam over 3Z, x ZW  plane at 2 cm above the beam 
surface 
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Figure 2.20: Far field directivity of baffled beam vibrating in a first mode (Beam 
has L = 0.61m, pr — 0.0508m, A = Im) 
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2.3.4 Baffled plate 
A ribbed aluminum plate with dimensions 71.12cm x 60cm x 0.3175cm was 
used as a noise source as shown in Figure 2.21. The plate was baffled and driven 
by a shaker with time harmonic function at 83 Hz {k = 1.520421m~^). There 
is no analytical solution for acoustic radiation from the ribbed plate so that the 
experimental measurement of acoustic pressure over a 128cm x 128cm plane at 2cm 
above the baffle and the plate was used to compare with the numerical calculations 
from BEM. The acoustic pressure was measured with a quarter-inch microphone 
which was mounted on a 2-D scanner. The scanner was controlled by a micro-vax 
I computer. The measured signal was processed by a FFT frequency analyzer, and 
thus transferred via IEEE 488 interface bus to computer for post-processing. Only 
21 nodes and 4 elements were used for the BEM scheme. The numerical results give 
satisfactory prediction for the acoustic pressure as shown in Figure 2.22. It is clear 
that BEM gives good accuracy in predicting the acoustic radiation for baffled sources 
regardless the type of source being used. 
2.3.5 Pressure released piston 
The pressure released boundary condition, which corresponds to impedance C = 
0, is considered on the surface of the baffle. The analytical solution for acoustic 
radiation along the z-axis for the piston in a pressure released baffle is 
p ( r , 0 )  r p Q  
^ i k y r ^ + a ^  J k r  
7"^ + a 2 
(2.43) 
where r is the distance from a field point to the center of the piston, a is the radius 
of the piston, k is the wave number, and pQ is the uniform pressure over the surface 
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Figure 2.21: Baffled plate, top: geometric configuration, bottom: discretization 
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Figure 2.22: Pressure magnitude from baffled plate over 128cm x 128cm plane at 
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of the piston. The detailed derivation of (2.43) is shown in Appendix B. 
The surface of the piston was discretized into 97 nodes and 32 elements. The same 
configuration as in Figure 2.10 was used except the boundary condition was changed 
to a pressure released case. Figures 2.23 and 2.24 show the comparison between the 
BEM calculations and analytical solutions for ka = .5 and ka = 30, respectively. 
Almost identical results were found in both cases for the near and far field acoustic 
radiation along the z-axis. It is noted that BEM scheme can also be applied to off 
axis acoustic radiation for the pressure released piston. Since the analytical solution 
is not available, the results for off axis acoustic radiation from a pressure released 
piston are not presented here. 
2.3.6 Pulsating sphere in a free field 
Another example investigated here is a pulsating sphere in a free field with 
uniform boundary conditions. However, a hemisphere was used in BEM simulation 
because of the symmetry. The discretization of the hemisphere was shown in Figure 
2.25. The hemisphere of unit radius was discretized into 73 nodes and 24 elements. 
The theoretical solution for acoustic pressure outside the sphere in free field [19] 
is 
JL = 12.44) 
PQC r(l-zfeo) 
where pg is the density of the medium, c is the wave speed, k is the wave number, 
a is the radius of the sphere, vs is the surface velocity of the sphere, and r is the 
distance from point of interest to the center of the sphere. 
Either pressure or velocity on the surface of the sphere were specified as boundary 
conditions to investigate the acoustic pressure along the x-axis at a distance twice 
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-theoretical 
U  
Figure 2.23: On axis pressure magnitude for piston in pressure released baffle at 
ka  =  5 
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Figure 2.24: On axis pressure magnitude from piston in pressure released baffle at 
ha = 30 
Figure 2.25: Discretization of a hemi-sphere of radius a 
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the radius above the center of the sphere. Figure 2.26 shows the pressure with == 1, 
and Figure 2.27 shows the pressure for the same configuration with ka = 5. Both 
cases show good accuracy in predicting the acoustic radiation for a pulsating sphere 
in a free field with either surface pressure or velocity of the sphere specified. 
2.3.7 Two spheres in a free field 
Two small spheres oscillating radially in an unbounded space were included as 
another test case. Due to the symmetry, two hemispheres with unit radius were 
discretized as shown in Figure 2.28 to simulate the spheres. Each hemisphere had 25 
nodes and 8 elements. The distance between the center of the two spheres was three 
times the radius of the sphere. The analytical solution for acoustic pressure at any 
point in the space [19] is 
where A is the amplitude of the surface pressure on both spheres, r is the distance 
from the point of interest to the center between the two spheres, 7 is the phase 
difference between the surface pressure of the two spheres, d is the distance between 
the center of the two spheres, and d is the angle between f and z. 
The pressure at 121 points distributed over a half circle with radius 5 times the radius 
of the spheres was calculated and compared with theoretical solutions. Figure 2.29 
shows both the numerical and theoretical results when the pressure on the surface 
of the two spheres were in phase, while Figure 2.30 shows the same results when the 
surface pressures v/ere out of phase. It can be seen in these figures that the agreement 
between theoretical solutions and BEM calculations were extremely good for both 
(2.45) 
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Figure 2.26: Pressure magnitude along x-axis { z  =  2 a )  for pulsating sphere at 
ka  =  i  
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Figure 2.27: Pressure magnitude along x-axis (- = 2a) for pulsating sphere at 
ka = 5 
Figure 2.28: Two pulsating spheres, top: configuration of two spheres, bottom: 
discretization of two hemi-spheres 
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Figure 2.29: Pressure along half circle of r = 5a on yz-plane from two in-phase 
spheres, top: pressure magnitude distribution, bottom: percentage 
error 
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Figure 2..30: Pressure along half circle of r  = 5a on yz-plane from two out-of-phase 
spheres, top: pressure magnitude distribution, bottom: percentage 
error 
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cases. No more than 3 % of error is observed. Thus, it is concluded that the BEM 
simulation predicts the acoustic radiation accurately in all cases shown above regard­
less of whether the domain of interest is a free or half space. 
2.3.8 Source monitoring surface 
Besides the numerical test cases mentioned above, the validity of using a source 
monitoring surface to substitute for the actual source (e.g., useful for non-accessible 
source surface) was also investigated. A baffled piston was used as the actual source 
because the analytical solution was obtained in the previous section. The configura­
tion of this numerical test was shown in Figure 2.31. The idea behind this test was 
to use a fictitious source in representing the actual source radiation. This approach 
might be useful when a source surface is not easily accessible or boundary conditions 
are difficult to identify. The procedure for this test was as follows: 
1. Use a bafîled piston with uniform surface velocity to predict the acoustic pres­
sure or normal velocity over the surface of the fictitious source which enclosed 
the piston. 
2. Take the fictitious source to be the sound radiating source with the boundary 
condition calculated in previous step. 
3. Calculate the acoustic field at any point outside-the fictitious source surface. 
4. Compare the acoustic field calculated in step (3) with the theoretical solution 
at the same locations. 
Two surfaces, a cylinder and a hemisphere, were used as source monitoring 
surfaces in this numerical test as shown in Figure 2.31. Figures 2.32 and 2.33 show 
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hemispherical fictitious sourc; 
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Figure 2.31: Configuration of actual and fictitious sources 
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Figure 2.32: On axis pressure magnitude from actual and fictitious sources at ka  1 
59 
prtfBirt along z-axis 
ami ri^id àffis 1.8 
from piston 
from cylinder r=0.5 1.6 
1.4 
1 . 2  
1 
0.8 
0.6 
0.4 
0.2 
0 
10 8 9 7 5 3 4 i  2 1 
distanoi <r/a> 
Figure 2.33: On axis pressure magnitude from actual and fictitious sources at k a  = 5 
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the theoretical results along the z-axis for cylindrical and hemi-spherical fictitious 
sources for ka = 1 and ka = 5 ,respectively. Almost identical results were found for 
the three sources for both cases. Figures 2.34 and 2.35 present the acoustic pressure 
for the same configuration along the x-axis. Excellent agreement is observed among 
the results for the theoretical and fictitious sources except a few minor discrepancies 
occur when a hemi-spherical surface is used. It can then be concluded that the source 
monitoring surface performs satisfactorily in predicting the acoustic radiation from 
the actual source regardless the geometry of the fictitious source being used. 
The effect of the size of the fictitious source was investigated as v/ell. The baffled 
piston was used again as the actual source. The cylinders enclosed the piston with 
various height from z = 0.2 to z = 2.0 being tested. Figure 2.36 indicates the 
acoustic pressure magnitude along the z-axis for various configurations. It was found 
in Figure 2.37 that the error is no more than ±1.5% for different sizes of cylinders 
when compared with theoretical solution. 
According to the results shown above, an inspiring conclusion can be drawn 
that the fictitious source can be used with confidence when either the surface of the 
actual source is not accessible or the boundary conditions on the source surface are 
diiRcult to determine. In addition, the fictitious source predicts the acoustic radiation 
accurately regardless the geometry and size of the fictitious source being used. 
2.4 Discussion 
The BIE formulation as well as BEM numerical scheme were developed and 
tested in this Chapter for various acoustic radiation problems. In addition, a half 
space Green's function satisfying mixed boundary condition of finite impedance was 
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Figure 2.34: Off axis pressure magnitude from actual and. fictitious sources at k a  
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Figure 2.35: Off axis pressure magnitude for actual and fictitious sources at ka  
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Figure 2.36: On axis pressure magnitude from fictitious sources with various sizes 
of cylinders 
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Figure 2.37; Percentage error for on axis pressure magnitude from fictitious sources 
with various sizes of cylinders 
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derived and implemented in BEM calculations of acoustic problems of interest. The 
surface integral was transformed into a set of complex algebraic equations via dis-
cretizing the surface of the source into surface elements. The matrix form of the set 
of the equations was solved by LINPACK [24] routines. 
A set of numerical test cases were performed to verify the BIE formulation as 
well as the half space Green's function. It is proven that the BEM scheme gave 
accurate predictions for acoustic radiation patterns for various source geometries and 
boundary conditions in both free and half space. The validity of fictitious source was 
also justified for hard-to-reach surface of sound source. Therefore, the application of 
BIE/BEM formulation to acoustic radiation problems is verified. 
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3. NOISE CANCELLATION BY BEM IN HALF SPACE 
Noise cancellation in a region of interest is attempted after the acoustic radiation 
pattern from the noise source inside the domain is identified. A number of secondary 
sources are added inside the domain such that the inverse of the sound wave from the 
primary source is produced. Consequently, the acoustic field will ideally be silenced 
inside the region. However, according to Huygen's principle, an infinite number of 
perfect point sources have to be used along Huygen's surface. This ideal assumption is 
not only impractical to implement on a digital computer but also impossible to apply 
in the real world. Therefore, a compromise has to be made. The best approach is to 
use the minimum number of practical secondary sources placed at the best locations 
such that optimal noise cancellation over a pre-selected region can be obtained. In 
this chapter, one must also calculate proper excitation functions of the secondary 
sources. 
The BEM technique is applied to accomplish this goal. The addition of secondary 
sources results in a multi-connected domain, but that does not cause any potential 
difficulty for BEM. However, there are too many parameters involved in active noise 
cancellation. For example, the acoustic field inside the domain depends on the number 
of secondary sources being added, the locations and sizes of the secondary sources, the 
excitation functions for each individual secondary source, the size and location of the 
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region where noise reduction is required, and the maximum noise reduction required 
over the region. Some of the parameters will lead to solving nonlinear equations 
which is beyond the scope of this research. Therefore, the effort is focused on the 
relationship among these parameters without going into the nonlinear- nature of the 
boundary value problems when BEM is applied. In order to achieve this goal, the 
surface velocity of the secondary sources are kept uniform and their size is specified. 
Directivity tests were performed to determine the minimum number of secondary 
sources required for optimal noise reduction over a specified area. The locations of 
the secondary sources and the region of noise cancellation serve as variables for each 
numerical simulation. Consequently, the BEM scheme gives the driving functions, 
which is the uniform surface velocity, for each secondary sources, the best region of 
noise cancellation and the maximum noise cancellation for the configuration specified. 
A data bank is thus established for quick reference when noise reduction is required 
in certain areas. It should be noted that the noise cancellation technique is based 
on single frequency excitation. The data bank will have to be set up for different 
frequencies if it is desired. 
3.1 Iterative Control Method 
The secondary sources are placed inside the domain of interest to achieve noise 
reduction over a prescribed region. The number, size and locations of secondary 
sources are fixed. The integration surface now includes both the surfaces of primary 
and secondary sources and all of these surfaces are discretized. The BEM scheme 
described in the previous chapter is then applied to achieve noise reduction over a 
desired region. 
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Suppose that the primary source is ciiscretized into np  nodes and r r ip  surface 
elements, and the secondary sources are discretized into ns nodes and rris surface 
elements. Following the numerical approximation for BEM scheme, a set of complex 
algebraic equations are obtained. The matrix form of the BIE becomes 
[^]n*n ^ ~ (3-1) 
where n  =  np  ng .  
In addition, suppose that the region of noise cancellation is represented by ny 
points outside the sources. The BIE formulation for these field points will be 
[•^]nyr*n *n I ^  I (^•2) 
where {y} are the acoustic velocity potential at the field points. 
Ideally, should be a null vector if perfect noise cancellation is achieved. However, 
it is impossible to obtain ideal cancellation when a finite number of secondary sources 
are used. Therefore, it is desired that {^} be minimized. It is noted that matrices 
[a], [b], [A] and [B] remain unchanged as long as the discretization and numerical ap­
proximation of both primary and secondary sources are kept unchanged. In addition, 
part of {(f)} and/or |^| ^^ e known from the boundary condition of the primary 
source. Therefore, the task of noise cancellation becomes the determination of {^} 
and 1^1 for secondary sources which will minimize {y}. 
As an example, suppose that is specified over the primary source. Conse­
quently, the first Up terms in |^| ^ are known. However, the remaining part of 
namely, ^ and are still unknown. It is known from equation 
(3.1) that 
n*l 
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or 
(3.3) 
Furthermore, the four geometry matrices [a], [6], [yl] and [5], and the vectors {<^} 
manner. and 1^1 partitioned in the following 
[ a ]  n*n  [®2ln> 
*n j:*np [-^2 In f*ns  
\B] nf*n  7 j : *np  i^2 \n  j :*ns  
I # =< '  np* l  
n s* l  '  9^ 
Therefore, the BIE becomes 
[ki] [02]] 
{</>!} 
+ [[&i] ih ] ]  {%} = {0} 
or 
{<^2} 
= -[(<•11 i<'2rM[6ii feM 
2éi 
dn  
For simplicity, equation (3.4) is expressed in matrix form as follows. 
{^1} [G2] iffiii 
{<^2} CO 
5^ 
"
—
\
 
(3.4) 
(3.5) 
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Similarly, the field equation is expressed into sub-matrix form which separates the 
variables corresponding to the field points on primary and secondary sources. 
[[•Ill [^2]H ^''^M + [[5i1 [%l] I ^ ^ 
ih )  
=  { y }  (3.6) 
The expression of { ^ from equation (3.5) is substituted into equation (3.6). 
{4>2}  
Therefore, the field velocity potential { y }  is expressed in terms of 
{%/} = [[^U] [^2]] [Gi] [G2I < ( Bfhn 1 • + [[^1] %]] ' 
03
 
C
O
 
. { dm } , 
1 1 % )  
% 
as 
- +^2^3 + -®i] [^1(^2 + ^2^4 + -^2]] (3.7) 
That is to say 
{ y }n j :* l  - [^1^1 + ^ 2^3  + ^ l ]n j*np  ^ 
+ [^1^2  + ^2^4 + ^ 2]n j*ns  \  ~tn^  ^  
It is noted that &re known boundary conditions from the primary source. 
Therefore, it is desired to choose properly such that the field velocity potential 
{(/} is minimized. 
The iterative control block diagram for the minimization process is shown in 
71 
Figure 3.1. It is noticed that the substitution of 
- K ]  W  =  
[Gi] [(32] 
[G3] [(34] 
is used in the diagram. The transfer functions G2,  Gg, G'4, A2,  B i ,  and 
B2 are geometry dependent and remain unaffected. In addition, are known. 
Therefore, the output {i/} is fed back through the feed-back transfer function S to 
modify the variable in order to minimize {?/}. From the block diagram, the 
iterative representation of < > is 
% % 
dn  L+i (3.9) 
It is clear in the diagram that 
and 
Vk ^  +  ^ 1 )  1^ }  ^ +  (^1^2  +  ^ 2<^4  +  ^ 2 )4 -
Therefore, 
-
k \  
{A1G2  + ^ 2^4 + ^ 2)  
and 
{%} = [A iGi  + A2G2,  + -^l) [d( i> l  ]  
1 + 5(426*2 4- -^2^4 + -®2) I /A; 
{A1G2  +  A2G^ +B2)  (d4>2  \  
'^l + 5(/ll(32 + A2G4 + B2) I 
Consequently, if the feed-back transfer function S is so chosen that 
(3.10) 
S = [A1G2 + ^ 2^^ + -82] 
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Figure 3.1: Closed loop feed back diagram for iterative control method 
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The output of each iteration will be 
From the above equation it is obvious that the output from this iterative control 
system will be cut to half of its original value after each iteration. That is, after n 
iterations 
1 
Vn+l  =  -^Vl-
It should be noted that { y }  is an ny * 1 complex array. Therefore, the norm of 
points are minimized all together instead of considering one field point at a time. 
Ideally, even though the output {y \  can be mathematically minimized to an in-
finitesimally small value after a sufficiently large number of iterations, the numerical 
and truncation errors from the digital computer interfere with the process. Conse­
quently, an absolute silence inside the designated region cannot be achieved, and an 
error bound should be set beforehand such that the feed back mechanism will not 
step into an infinite loop operation in the numerical simulations,, 
3.2 Coupled Equation Method 
Following the procedures described in previous section, the BEM scheme comes 
up with two system of equations: BIE (equation (3.1))and field equation (equation 
(3.2)). It is clearly that the field velocity potential {?/} depends totally on nodal 
two system of equations are coupled to each other. In addition, the field velocity 
potentials in equation (3.2) are forced to be zero over the specified field points (which 
calculated and minimized. That is the velocity potentials at the nj field 
values which are determined by BIE equation. Therefore, the 
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indicates perfect noise cancellation everywhere). Those two system of equations are 
thus combined into a single set of complex algebraic equations which corresponds to 
perfect noise cancellation within the region of interest. 
It is again assumed that the normal derivative of velocity potential is 
specified over the surface of the primary source. The four coefficient matrices ob­
tained from the geometry of both primary and secondary sources in BIE and field 
equations are partitioned with the same manner described in the previous section. 
C o n s e q u e n t l y ,  e q u a t i o n s  ( 3 . 5 )  a n d  ( 3 . 6 )  a r e  o b t a i n e d .  I t  s h o u l d  b e  n o t e d  t h a t  { y }  
is forced to be zero in this case. Upon imposing the boundary condition, on 
the primary source is a known array. Nevertheless, there exist three unknown arrays 
secondary sources and {<;6} on both primary and secondary sources. It 
is shown in equation (3.5) that the unknowns {0} on both primary and secondary 
dc  
sources can be expressed in terms of the sources via BIE. Consequently, the 
field equation is simplified into one unknown array oii the secondary sources 
with a set of complex algebraic equations when the field velocity potential {j/} is 
forced to be zero. That is 
{ y }n f* l  =  
[A iGi  + ^2^3 + 
[A1G2  +  ^ 2(^4  +  ^ 2]n j :*ns  
I 1 dn 
[^2]% y 
Therefore, the field equation becomes 
dh  ]  
m 
5èl1 _ 
p.  
I n o * 1 
(3.11) 
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or 
(3.12) 
It is noticed that and [£'2] are determined from the geometry of primary and 
secondary sources which remain unchanged as long as the discretization and approxi-
from the boundary condition on the primary source. Therefore, the field equation 
is further simplified to a set of linear complex algebraic equations in the well-known 
a known array. 
A number of routines exist for the solution of the simultaneous linear equations. 
However, LINPACK [24] routines are used to complete the work. Ideally, the solution 
of the above equation should return zero field velocity potentials at the field points 
specified in field equation. However, it should be realized that complete cancellation 
at discrete nodal points in a zone does not necessarily imply complete silence in the 
zone. Furthermore, ideal noise cancellation is impossible to achieve due to numerical 
as well as truncation errors in the computation of the solution when a digital computer 
is used. Therefore, minimization of the errors in the solution is necessary. 
Suppose the true solution for the system of equation is x, and the solution 
returned by the digital computer is x. Therefore 
mation of nodal coordinates in BEM are accomplished. In addition, | j is known 
form of Ax — b .  In this case A = [E2]i  x  =  I  j, and 6 = - [E^} which is 
X =  X +  e .  (3.13) 
where s  is the error array. 
Consequently, the field equation becomes 
A{x + e)  =  b (3.14) 
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and 
As = b — Ax  = R (3.15) 
where R is the residue array. A closed loop feedback system is set up as shown in 
the block diagram of Figure 3.2. It is clear that the residue array can be minimized 
mathematically if the feed back transfer function is properly chosen. A choice of the 
This equation indicates that the residue array will become half of its original value 
after each iteration. Therefore, the error array e will become negligibly small after a 
sufficiently large number of iterations. 
3.3 Numerical Evaluation of Noise Cancellation Technique 
Although the noise cancellation techniques described in the previous two sec­
tions perform well mathematically, two major difficulties appear when numerical 
simulation of the technique is implemented. First of all, ill-conditioned matrices are 
encountered due to the specification of field points. Secondly, both techniques are 
almost impossible to apply to real world situations without proper modifications. 
These difficulties are discussed in detail in this section. Numerical implementations 
to avoid these difficulties are described as well. 
3.3.1 Ill-conditioned matrices 
The condition number of a matrix is an index to indicate whether the matrix is 
a well-conditioned matrix or not. In fact, the condition number is a quantity which 
feed back transfer function S will be 5 = >1 The residue array then becomes 
(3.16) 
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Figure 3.2: Closed loop feed back diagram for coupled equation method 
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measures the sensitivity of the solution x to errors in the elements of matrix A and 
the array b on the right hand side of the equation Ax = b. If the relative error in A 
is of size e, the resulting relative error in solution x can be as large as K ( A) e, where 
K(>1) is the condition number of matrix A . If the condition number of matrix A is 
approximately on the order of 10*^, the elements of solution x is expected to have d 
fewer significant figures of accuracy than the elements of matrix A . Consequently, if 
the condition number is too large, the solution may have no significant figure at all. 
That is to say that the solution is not reliable. Therefore, the condition number of 
matrix A is desired to be as small as possible. The definition of condition number 
[2.5] is 
||/l||||.4-l|| (3.17) 
where ||/1|| denotes the Euclidean matrix norm of A. Therefore, the minimum value 
of K (A) is 1. 
The ill-conditioned matrices usually occur in the field equation [a] + | ^ | = 
Each field point in the noise cancellation region contributes one equation to this 
system of linear algebraic equations. The kernel of the integral.equation shown in 
equation (2.32) depends on the distance between field points and nodal points on the 
surface of the sources r. Consequently, the matrices in equations (3.8) and (3.12) be­
come ill-conditioned when the field points are specified too close to each other. Any 
two closely specified field points will lead to two equations in the system of equations 
which are almost linearly dependent. This results in a very large condition number. 
However, a few numerical experiments with the present algorithm suggest that 
it is possible to avoid situations involving severely ill-conditioned matrices without 
sacrificing too much in our goal of noise cancellation. When the cancellation of noise 
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is demanded at a field point, by setting the corresponding element of {y} to zero, 
significant reduction in noise is achieved not just at a point but over a finite sized 
region in the neighborhood of the point. Therefore, the field points need not be 
very closely specified. The suitable spacing between the field points can be obtained 
through a senses of lengthy numerical experiments. Such numerical experiments 
are performed with the goal of arriving at a compromise between two undesirable 
situations. On one hand, too sparsely placed field points give a matrix with good 
condition number, but non-uniform and insignificant noise reduction. On the other 
hand, too closely placed field points will probably give excellent noise reduction, but 
the problem is unsolvable due to the severe ill-conditioning of the matrix. Since, 
we do not want to sacrifice much in our goal of noise reduction, we will place the 
field points at the "minimum" level of sparsity. In such a situation, the condition 
number will be somewhat reduced but still remains significantly large. This problem 
involving a matrix with large condition number is solved by using two well known 
numerical techniques, namely, the regularization method [26] and the singular-value-
decomposition (SVD) method [26]. 
3.3.1.1 Regularization method The now familiar matrix form of the sys­
tem of equations Ax = b is considered. The matrix A is usually not a square matrix. 
Hence, for the solution of the equation, the equation is multiplied by transpose of 
matrix A as 
A^Ax = A^b. (3.18) 
The coefficient matrix A is now a symmetric square matrix. The normal Gaussian 
elimination can then be applied to solve the system of equations. It should be noted 
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that the procedure described above tends to square the condition number of the 
original matrix which makes the problem even worse. The near singularity of the 
coefficient matrix is removed in the regularization method by modifying the equation 
to 
where a is a pre-selected small quantity, and I is the identity matrix. Theoretically, 
it is desirable that a be as small as possible such that the solution will not be affected 
too much. Nevertheless, too small a added to the diagonal terms of an ill-conditioned 
matrix is not sufficient to obtain a well-conditioned matrix. Therefore, the size of 
a must be determined by a trial-and-error process. The regularized matrix is then 
decomposed by standard routines such as Gaussian elimination. The solution of the 
system of linear equations is then achieved accordingly. 
3.3.1.2 SVD method The SVD method applies the technique of singular 
value decomposition to the original non-square matrix. A set of singular values as 
well as two orthogonal square matrices are determined by SVD. The solution is then 
calculated directly from those matrices and the singular values. For example, the non-
square matrix is considered. Theoretically, there exists an n x n orthogonal 
matrix U and a ,  p  xp  orthogonal matrix V such that U AV has one of the following 
(3.19) 
two forms: 
=  a  n  >  p  
0 
U'^AV = ['S 0]ifn<p 
where S = d iag  { (T i , c r2 ,  , c rm) ,  
m  =  min  {n ,p } ,  and 
(3.20) 
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0"! > 0-2 > > (Tm > 0. 
The scalars are called the singular values of matrix A. The columns 
of U are the left singular vectors of A and the columns of V are the right singular 
vectors of matrix A. The non-square matrix A is first reduced to a bidiagonal form 
by means of Household transformation. The bidiagonal matrix is then iteratively 
reduced to a diagonal form by a variant of the QR algorithm. Consequently, the 
arrays U,V and the singular values S are obtained. 
Suppose the non-square matrix is judged to be of rank k, it is natural to 
solve least square problems involving A by setting the last p — k  singular values to 
zero. It is necessary to investigate the sensitivity of the solution calculated by SVD 
when matrix A is perturbed. The sensitivity of the solution can be identified by the 
condition number. The condition number for singular value decomposition is defined 
as follows. 
«(/I) = ^ (3.21) 
The relative error [25] for Ax •= b is bounded by 
FO -^Oll < q 
Nil -
K (A) 4- « (>1)^ 
Mlllkollj 
where E is the perturbation of A and E satisfies 
M 
PII 
(3.22) 
(3.23) 
ll^ll is the Euclidean vector norm of E, .TQ is the true solution, AQ is the solution for 
A+E,  and r  i s  the  res idue  r  =  b — Ax .  
It is clear that SVD can be used to calculate solutions to the least square problem 
in the form of Ax = h. It is equally well applied to calculate the pseudo-inverse of a 
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non-square matrix A. Finally, the solution of Ax = 6 is determined by 
= (3.24) 
It is noted that the solution obtained by SVD is automatically in the least square 
sense [24]. 
3.3.1.3 Comparison of regularization and SVD methods The two meth­
ods for solving non-square matrix forms of systems of equations were investigated to 
test their performance. Two dimensional potential problems were used as test cases 
for simplicity. It was assumed that a number of point sources were distributed over 
a half circle in a 2-D plane as primary sources. A set of secondary point sources 
were used over another half circle outside the primary sources to cancel the noise 
at selected field points. The configuration of the test is shown in Figure 3.3. The 
condition numbers and residues from each method are listed in Table 3.1 for various 
numbers of primary sources, secondary sources, and field points, It should be noted 
that the residue shown in Table 3.1 is in the power of 10. In addition, the number 
of secondary sources always exceeded that of the primary sources to guarantee noise 
cancellation at specified field points. It is also noted in Table 3.1 that the condi­
tion number for the regularization method increased rapidly with increased number 
of primary sources. In addition, the residue from regularization increased with the 
increase of field points when a = 10~^ was used. On the other hand, the solution 
from the SVD method was not affected by the variation of the number of sources 
and field points being used. The most important part is that the residue from SVD 
method was always as good as that from regularization method if not better. 
It is shown that the SVD method returned more accurate solution in comparison 
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Figure 3.3: Configuration for 2-D potential problems 
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to the regularization method. However, the SVD method suffered from longer com­
putation time than the regularization method because more matrix operations were 
involved and iterative reduction of a bidiagonal matrix was used in the QR algorithm. 
However, the SVD method was chosen in the proceeding numerical work due to the 
higher accuracy. 
Table 3.1: Comparison of regularization and SVD methods by 2-D potential prob­
lem 
Case Np Ns Nf A^ ' A COND. NO. A^'A RES. SVD SVD RES. 
1 1 2 3 2*2 • 31.84 -1 3*2 -1 
2 1 3 3 3*3 736 -6 3*3 -7 
3 1 3 11 3*3 163 -2 11*3 -2 
4 3 7 21 7*7 90056 -3 21*7 -3 
5 5 11 15 11*11 1.64E+7 -3 15*11 -5 
6 5 21 21 21*21 3E+8 +3 21*21 -6 
7 49 117 121 117*117 lE+32 +6 121*117 -5 
Np: number of primary sources 
Ns: number of secondary sources 
Nf: number of field points 
A: matrix dimension of regularization technique 
SVD: matrix dimension of singular value decomposition technique 
RES: residue in the order of power 10 
COND. NO.: condition number, COND. N0.= l.E+32 indicates singular matrix. 
3.3.2 Uniform driving function for practical application 
The noise cancellation techniques by the iterative control method and the cou­
pled equation method were investigated numerically to justify their applicability to 
real world situations. A hemi-sphere which was assumed to oscillate radially with 
uniform normal velocity specified over the surface of the source was used as primary 
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source. A number of secondary sources were used to cancel the noise level outside 
the secondary sources. It was found that both iterative control and coupled equation 
methods return similar results which showed very good noise cancellation at spec­
ified field points. As an example, a hemi-sphere of radius 1 m with the center at 
the origin was used as the primary source. Four spheres with the same radius were 
symmetrically distributed around the primary source. The field points over a half 
circle of 10 m radius with center at origin and located on the x-z plane were specified 
to be the desired region of silence. The configuration of the numerical test condition 
is shown in Figure 3.4. The noise level at the 121 points uniformly distributed over 
the half circle were significantly reduced after 36 iterations as shown in Figure 3.5 
when iterative control method was applied. However, the residue after each iteration 
did not reduce to half of its original value which was anticipated from the theoretical 
derivation. It was known that the feed back transfer function S was not exactly the 
solution represented in previous sections due to the numerical errors introduced by 
the digital computer, and in finite arithmetic S (Aj^G'2 + ^2^4 + -^2) 7^ 
It was also noted that the residue decreased faster in the first few iterations 
than in later iterations. It happened occasionally that the I2 norm of the residue 
array increased instead of decreasing after one iteration. In such cases, the feed-
back quantity S {Vref ~ yk) equation (3.9) was scaled by a constant before it 
was added to the original However, the final results satisfied the given 
error bound which was ||y|| < 10~^. It should be noted that the I2 norm of {i/} 
was calculated, and therefore the acoustic pressure at every point on the half circle 
should be less than 10~^ pascal. The coupled equation method gave a very similar 
solution. It indicated that the solutions for both methods would converge to the same 
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results eventually as expected. Even though the two methods performed equally well 
in noise cancellation, the coupled equation method was preferred because it was more 
computationally economical compared to the iterative control method. 
Despite the success of the noise cancellation techniques shown above, the solution 
raises a critical question. It was observed that the normal velocity over the secondary 
sources fluctuated rapidly as shown in Figure 3.6. It was computationally correct that 
this rapidly varying normal velocity over the surface of the secondary sources would 
ensure good noise cancellation to near-by field points. However, it is either impossible 
to find such source in the real world or difficult to generate that specific driving func­
tion which would produce the computed surface velocity for the secondary sources. 
Therefore, the solution obtained was of little use other than numerical simulation. 
Since, the final goal of this research was to apply the noise cancellation technique to 
a real world situation, the technique has to be amended for incorporation in practical 
situations. It was thus assumed that the normal velocity over the surface of each sec­
ondary source is uniform. However, the value of such uniform surface velocity could 
be different for different sources. The amendment of forcing uniformly distributed 
normal velocity on the surface of each secondary sources significantly reduced the 
number of unknowns from Ns (total number of nodal points on secondary sources) 
to Nss (total number of secondary sources). Consequently, the computational cost 
was reduced dramatically. On the other hand, the noise reduction over the prescribed 
area was not as good as in the previous case which did not have any constraint on 
the surface velocity of secondary sources. 
According to the constraint on the surface velocity of the secondary sources, 
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(3.12). The numerical simulation based on this amendment is performed in order to 
determine the locations and excitation function for each secondary source when a 
designated region of noise reduction is specified. 
3.4 Discussion 
Two noise cancellation techniques using the BEM were derived and discussed in 
this chapter. Although both of them performed well mathematically, some numerical 
difficulties were encountered. Remedies for avoiding these difficulties are also sug­
gested. It was known after a few numerical simulations that the coupled equation 
method was computationally more economical than the iterative control method. 
Nevertheless, both of them returned similar results. 
Regularization as well as SVD methods were discussed to solve the problem 
involving ill-conditioned matrices. The regularization method was more economical in 
computational cost, however, the solution from it was not reliable when the condition 
number of the regularized matrix became too large which usually occurred when a 
large number of field points were specified. Although the SVD method was more 
time-consuming because of the matrix operations involved, the solution was accurate 
no matter how many field points were specified. Therefore, the coupled equation 
method with SVD implementation was used for further numerical simulations. 
It was found that the normal velocity on the surface of the secondary sources had 
to be varied rapidly in order to have very good noise cancellation on every field point 
specified. However, it was almost impossible to obtain that specific normal velocity 
on the surface of the sources in the real world. Consequently, modifications were 
made to accommodate the noise cancellation technique to practical situations. The 
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normal velocity on the surface of each secondary source was forced to be uniform. 
The dimension of the system of linear equations was significantly reduced. However, 
the noise reduction was not as good as the situation without the constraint. 
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4. NUMERICAL DETERMINATION OF SECONDARY SOURCES 
Results of a set of numerical simulations are presented in this chapter to show 
the characteristics of the secondary sources. The coupled equation method together 
with SVD as described in the previous chapter is used. The number and sizes of 
the secondary sources are kept unchanged; while the locations of secondary sources 
and region of noise cancellation are varied for each numerical simulation. The BEM 
calculated the best region of noise cancellation, maximum noise level reduction and 
excitation functions for each secondary source. A data bank is established by per­
forming the numerical simulations for different locations of the secondary sources. 
The range of noise cancellation in the neighborhood of specified field points and the 
effect of the size of the secondary sources to the noise reduction over the cancellation 
regions are investigated. 
4.1 Optimal Noise Cancellation for the Locations of Secondary Sources 
The purpose of this research is not only to introduce an inexpensive technique 
for active noise cancellation but also to provide a practical and convenient means to 
achieve noise reduction in the desired region. Therefore, it is hoped that the locations 
and excitation functions for secondary sources could be obtained once the region of 
noise cancellation is specified. The calculation of location and excitation functions 
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for each secondary source is possible in principle. One can formulate this problem as 
an optimization problem where a certain function is minimized. Such a formulation 
will lead to a non-linear problem and will require an iterative method for solution. 
However, several questions naturally arise. For example, is the convergence guaran­
teed? Is it guaranteed that the iteration will converge to the global minimization 
instead of converging to one of many possible local minima? Does an unique solution 
exist? Such questions can only be answered through detailed mathematical analysis 
in the published literature, and such analysis will not be attempted here. Instead, a 
series of numerical experiments were performed. 
A baffled piston source of radius 1 m at A; = 1 with uniform normal surface 
velocity was used as a primary source which radiated undesired acoustic noise into 
a half space. Because of the symmetry of the geometry and results from directivity 
tests, four secondary sources with the same dimensions were placed symmetrically 
around the primary source. The configuration of the numerical tests is shown in 
Figure 4.1. The primary source was discretized into 49 nodes and 16 surface el­
ements, while each secondary source was discretized into 37 nodes and 12 surface 
elements. Therefore, there were 197 nodes and 64 surface elements for both primary 
and secondary sources. The distance d between the centers of primary and secondary 
sources, and the height of the noise cancellation plane Z = ZQ were changed for each 
numerical simulation. The test cases are listed in Table 4.1. For each test case, 
two different arrangements of field points were considered as shown in Figure 4.2. In 
the first arrangement, 961 field points were specified over a 120m x 120m. plane to 
simulate the noise cancellation over an infinite region. In the second arrangement, 
600 field points were specified over 120m x 120m plane which excluded the central 
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D : DISTANCE BETWEEN CENTER OF PRIMARY AND SECONDARY SOURCES 
Figure 4.1: The configuration for noise cancellation technique 
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Table 4.1: Test conditions for numerical simulations 
d 
-0 
2 3 4 5 6 7 8 9 10 15 20 25 30 
1 1 2 3 4 5 6 7 8 9 10 11 12 13 
5 14 15 16 17 18 19 20 21 22 23 24 25 26 
10 27 28 29 30 31 32 33 34 35 36 37 38 39 
15 40 41 42 43 44 45 46 47 48 49 50 51 52 
20 53 54 55 56 57 58 59 60 61 62 63 64 65 
25 66 67 68 69 70 71 72 73 74 75 76 77 78 
The 78 test cases were done for two different arrangements of field points with the 
same configuration. 
d: distance between centers of primary and secondary sources, in meters, 
ZQ:  height of the noise cancellation plane, in meters. 
80m X 80m square area to simulate the noise cancellation at far field points outside 
the sources. The test cases were done by the coupled equation method with SVD 
numerical implementation. In addition, uniform normal surface velocities for all 
the four secondary sources were assumed. The results were tabulated in Table 4.2 
through 4.7. Typical noise reduction over the specified field points before and after 
secondary sources been added is shown in Figure 4.3. All the numerical simulations 
were performed for ka = 1, where k is the wave number, and a is the radius of the 
primary and secondary sources. 
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with d = '2m 
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Table 4.2: Numerical simulation for ZQ = Im 
d VEL}  CAN}  NR^ VEL}  CAN}  iVi?2 1 
2 (-0.318,2.9686-2) 4.01 1.1748 (-0.327,-1.7316-3) 4.16 1.116e-2 
3 (-0.45,0.255) 0.4 5.3236 (-1.067,-4.7486-2) W/A 0.5072 
4 (0.414,0.169) 7.81 5.9477 (0.634, 1.5626-1) 27.68 1.41 
5 (0,314,-9.2106-4) 23.47 5.5865 (0.314,6.9016-3) 20.74 1.7117 
6 (0.195,-8.2436-2) 8.58 7.1059 (0.311,1.7066-2) 3.06 2.3035 
7 (-6.3616-2,-0.142) 3.64 7.7019 (-0.132,1.8236-2) 6.95 2.321 
8 (-0.351,-0.115) 13.29 6.239 (-0.434,-1.5016-3) 12.49 1.6656 
9 (-0.281,4.4446-3) 12.54 6.9307 (-0.280,-4.2076-2) 7.99 2.1642 1 
10 (-5.194e-2,7.962e-2) 3.86 7.9324 (6.4116-2,2.3446-2) 4.11 2.3901 1 
15 (-9.663e-2,-7,136e-2) 5.11 7.8805 (-0.124,-9,1686-3) 5.77 2.3151 
20 (-3.8876-2,1.0716-2) 6.21 8.0615 (-0.111,1.4756-2) 4.46 2.3306 1 
25 (2.2286-2,-6.3866-3) 2.08 8.081 (6.5646-2,3.9956-2) 9.55 2,3908 
30 (-1.1626-2,1.7616-2) 2.16 3.7951 (0.136,1.7446-3) -6.15 2.3012 1 
cl : distance between centers of primary and secondary sources, in meters, 
VEL. : normal surface velocity of secondary sources, in meter/second, 
CAN. : maximum noise cancellation in dB, 
NR ; I2 norm for all field points, in Pascafi ,  
1 : 961 field points over 120 m * 120 m plane, 
2 : 600 field points over 120 m * 120 m plane exclude central 80 m * 80 m area. 
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Table 4.3: Numerical simulation for ZQ — 6m 
d VEL.^  CAN}  NR^ VEL? CAN}  NR^ 
2 (-0.307,5.5486-4) 12.85 0.4331 (-0.326,-1.686-3) 14.41 1.2098e-2 
3 ( 0.636,6.1408-3) 8.87 2.7764 (-1.046,-4.5296-2) 4.14 0.4975 
4 (0.207,8.5806-3) 12.68 5.5353 (0.641,-1.7126-2) 30.29 1.4117 
5 (0.282,-2.1576-3) 24.9 4.6484 (0.317,6.1566-3) 20.6 1.6933 
6 (0.179,-9.7036-3) 5.63 5.2502 (0.137,1.6736-2) 3.53 2.285 
7 (1.995e-3,-1.629e-2) 0.28 5.7561 (-0.126,1.9300-2) 5 2.3225 
8 (-0.195,-1.4546-2) 7.85 5.32 (-0.425,2.4416-3) 13.79 1.6757 
9 (-0.239,8.7586-3) 14 5.1844 (-0.302,-3.9456-2) 14.48 2.1191 
10 (-4.957e-2,2.866e-2) 1.93 5.7148 (5.6986-2,-2.516-2) 2.48 2.3884 
15 (-8.6046-2,-6.4376-2) 4.06 5.5908 (-0.131,-3,9366-3) 6.1 2.295 
20 (4.7656-2,6.8486-2) 3.16 5.6687 (-9.933e-2,2.1726-2) 5.87 2.3386 
25 (-5.355e-2,-1.1126-2) 2.6 5.7246 (9.104e-2,2.611e-2) 6.83 2.3644 
30 (9.1126-2,-4.7086-2) 6.33 5.6382 (0.117,-2.8986-2) 10.44 2.3156 
Table 4.4: Numerical simulation for ZQ = lOm 
d VEL}  CAN}  NR^ VEL? CAN}  NR^ 
2 (-0.301,5.3906-4) 18.58 0.3739 (-0.324,-1.5416-3) 20.03 1.56746-2 
3 (-0.496,4.5226-3) 14.99 2.2339 (-0.988,-3.9246-2) 20.06 0.4722 
4 (7.795e-2,5.624e-3) 3 4.9668 (0.661,-2.1876-2) 30.31 1.419 
5 (0.270,-2.9166-3) 26.31 4.1928 (0.326,3.8746-3) 20.83 1.6396 
6 (0,197,-6.7546-3) 7.3 4.4846 (0.156,1,5426-2) 4,77 2.2265 
7 (4,558e-2,-7.06e-3) 0.95 4.9696 (-0.105,2.20230-2) 4.21 2.3258 
8 (-0.138,-4.7426-4) 4.58 4,8131 (-0.397,1.3016-2) 13.72 1.7103 
9 (-0.219,1.1826-2) 13.46 4,6056 (-0.362,-2.856-2) 24.36 1.9743 
10 (-7.3086-2,1.2636-2) 2.4 4,9383 ((3.1446-2,-2.9216-2) 1.48 2.379 
15 (-7.0836-2,-2.3856-3) 2.38 4.9326 (-0.143,1.276-2) 6 2.2417 
20 (1.7546-2,4.8336-3) 0.64 4.9901 (-5.8716-2,3.2026-2) 2.71 2.359 
25 (2.0876-3,-1.2276-2) 0.45 4.9924 (0.116,-2.6086-2) 5,13 2.2963 
30 (7.2886-2,-5.3056-2) 4.5 4,9138 (3.2230-2,-4.0896-2) 2.54 2.3711 
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Table 4.5: Numerical simulation for zq = 15m 
d VEL}  CAN}  iViïi VEL}  CAN}  NR'^ 1 
2 (-0.297,6,271e-4) 20.7 0,3325 (-0.320,-1.3296-3) 22.8 2.17266-2 
3 (-0.466,4.728-3) 17.62 1.8886 (-0,906,-3.1356-2) 22.36 0.4416 
4 (-3,297e-2,7,040e-3) 1.13 4.4895 (0.694,-3.009e-2) 26.09 1.4419 
5 (0.253,-3.4496-3) 23.92 3.9021 (0.339,2.5516-2) 21.92 1.5611 
6 (0.282,-8.2106-3) 9.12 3.9859 (0.183,1.2616-2) 6.71 2.1282 
7 (8.211e-2,-8.975e-3) 2.25 4.4232 (-7.0666-2,2.4726-2) 2.96 2.3221 
8 (-9,05e-2,-1.604e-3) 2.6 4.4225 (-0.357,2.6026-2) 14.69 1.771 
9 (-0.199,1,2756-2) 11.77 4.1941 (-0.425,-5.6316-3) 11.5 1.7512 
10 (-0.109,1.6546-2) 4.06 4.39 (-2,217e-2,-3.115e-2) 1.0 2.3451 1 
15 (-5.3696-2,-4.497e-4) 1.8 4.4655 (-0.146,3.6966-2) 6.7 2.1875 1 
20 (2.84e-2,-1.130e-2) 0.89 4.485 (1.357e-2,1.326e-2) 0.69 2.3503 
25 (2.8036-2,-9.0676-3) 1.01 4.4852 (8.1926-2,-6.8286-2) 3.81 2.2674 
30 (-8.1526-4,8.0756-3) 0.22 4.4935 (-9.6056-3,3.4166-2) 0.98 2.3436 1 
Table 4.6: Numerical simulation for ZQ = 20m 
d VEL}  CAN}  NR^ VEL}  CAN}  NR'^ 
2 (-0.293,7.0066-4) 23.89 0.2956 (-0.316,-1.0786-3) 24.72 2.86806-2 
3 (-0.443,4.8616-3) 18.38 1.6138 (-0.819,-2.3446-2) 21.46 0.4129 
4 (-0.131,8.4826-3) 5.31 4.0429 (0.736,-4.2446-2) 26.29 1.4941 
5 (0.232,-3.46) 18.46 3.6881 (0.356,-4,4046-3) 21.9 1.4712 
6 (0.216,-9.5216-3) 10.81 3.6188 (0.214,8.0086-3) 9.41 1.994 
7 (0.114,-1.1156-2) 3.72 3.9848 (-2.1856-2,2.5356-2) 1.08 2.2969 
8 (-4.5746-2,-3.6596-3) 1,24 4.0945 (-0.309,3.7736-2) 15.16 1.8509 
9 (-0.171,1.2346-2) 9.13 3.9 (-0.453,2.4426-2) 13.44 1.5383 
10 (-0.137,2.0586-2) 5.76 3.967 (-0.115,-2.2516-2) 3,53 2.2437 
15 (-2.6996-2,-5.4726-3) 0,74 4.1053 (-0,130,5.9096-2) 5.05 2.1684 
20 (4.198e-2,-1.599e-2) 1.32 4.095 (8.0656-2,-5.0136-2) 3.36 2.2503 
25 (1.318e-2,-1.276e-3) 0.37 4,11 (3.3106-2,-4.3866-2) 1.95 2.2832 
30 (-1.5656-2,2.2156-2) 0.98 4.1053 (-1.0796-3,6.2426-2) 2.15 2.2775 
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Table 4.7: Numerical simulation for ZQ = 25m 
d VEL}  CAN}  NR^ VEL}  CAN? NR^ 
2 (-0.289,7.6180-4) 24.65 0.2621 (-0.311,-8.1466-4) 26.24 3.505 
3 (-0.424,4.9516-3) 20.91 1.3856 (-0.735,-1.6616-2) 21.29 0.3873 
4 (-0.214,9.8706-3) 11.69 3.6133 (0.773,-6,0016-2) 23.44 1.5899 
5 (0.204,-3.1626-3) 13.81 3.5145 (0.375,-9,7586-3) 23,84 1,3834 
6 (0.220,-1.0626-2) 12.2 3.3358 (0.245,1.9466-3) 12.71 1.8355 
7 (0.143,-1.3456-2) 5.21 3.6143 (3.9076-2,2.2236-2) 0,78 2.2231 
8 (-2.725e-3,-6.529e-3) 0.11 3.7981 (-0.255,4.5766-2) 13.7 1.937 
9 (-0.138,1.0636-2) 6.46 3.6657 (-0,438,5.0996-2) 16.6 1.4345 
10 (-0.153,2.3766-2) 7.14 2.6331 (-0,235,4.4556-3) 11.11 2.0285 
15 (5.2496-3,-1,3966-2) 0,54 3.7968 (-8.216-2,6.2886-2) 3.97 2.1886 
20 (4.1426-2,-1.5416-2) 1.27 3,7839 (9.4206-2,-0.105) 5.86 2.1351 
25 (-6.53e-3,1.259e-2) 0.44 3,797 (1.3776-2,3.6216-2) 1.2 2.2355 
30 (-1.1626-2,1.7616-2) 0.63 3.7951 (-2.8026-2,5.4316-2) 1.97 2,2226 
It is noted from the Tables shown above that the noise reduction level depends 
not only on the locations of secondary sources and plane of noise cancellation but 
also on the arrangement of field points on the plane of noise cancellation. It is 
also noted that there are always one or more suitable configurations of secondary 
sources which will yield the best noise cancellation for a certain noise cancellation 
plane above the source plane. For example, if the noise reduction on a plane 10 m 
above the source plane is required for the second arrangement of field points, one 
can anticipate as much as 30.31 dB (see third row, sixth column of Table 4.4) noise 
cancellation at certain points when the distance between the centers of primary and 
secondary sources is 4 m apart provided that the excitation function for secondary 
sources is (0.6612,-2.1867e-2) m/s. Such exciting value of 30 dB noise cancellation 
indicates that the present method has great potential for application in practical noise 
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control. It is possible to determine the location and strength of secondary sources 
when a region of noise reduction is specified. Since, we have avoided the solution 
of a non-linear problem that has both location and strength as unknowns, the data 
bank created for the 78 cases will be employed in such determination. The data, 
as presented in Table 4.2 through 4.7, do not show any apparent pattern, and it is 
difficult for a designer to interpret these data. However, a pattern is hidden in these 
numbers, and we will now proceed to uncover that pattern. 
A set of numerical experiments were performed for various combinations of ZQ 
and d. For each combination, the strengths of the secondary sources were computed 
by demanding noise cancellation in the least-square sense at 961 field points on the 
z = ZQ plane. The calculated values of the strengths of the secondary sources were 
then inserted in the boundary integral equation and the values of the acoustic pressure 
at the 961 field points are recalculated. The noise reduction level (NRL) at each of 
these points was then calculated from the equation 
where p2 is the acoustic pressure after appropriate secondary sources are placed in 
the domain, and -pi is the acoustic pressure due to the original primary source only. 
Points with positive NRL that indicated noise reinforcement instead of cancellation 
were discarded if they occurred. The remaining field points were guaranteed to have 
noise cancellation. The mean value ju and standard deviation cr of the remaining 
NRL were calculated. Any point with NRL below the mean value were discarded 
again to ensure the regions of noise reduction were better than the average NRL. 
The remaining points were divided into four groups. The fourth group were those 
field points with j-i < NRL < + cr and are marked 4 on the following plots. The 
(4.1) 
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third group were those field points with /i + cr < NRL <  //  +  2a and are marked 
3. The second group were for the field points with /i + 2cr < NRL < fi + 3cr and 
are marked 2. The first group were for those field points with /i + 3cr < NRL and 
are marked 1. Since, the maximum NRL, mean /LI, and standard deviation cr of the 
noise reduction level for each combination of ZQ and d are substantially different 
from one another, the first group in one test case was not necessarily better then the 
second group in another test. The typical noise reduction plots for ZQ = 5m using 
the methodology above are shown in Figures 4.4 through 4.12. The plots for other 
ZQ values are very similar. 
In these figures, the noise cancellation patterns are shown for the range 2m. < 
d < 20m. At = 2m (see Figure 4.4), the maximum noise cancellation region (region 
1) are vertically above the primary source, and the cancellation region spreads from 
the center toward the edges of the square domain. At c? = 3m (see Figure 4.5), the 
cancellation regions get compressed and is located right above the primary source. 
Ai d = 4m and 5m (see Figures 4.6 and 4.7), the cancellation regions 3 and 4 are 
aligned along the diagonals; with region 3 toward the corner, and region 4 toward 
the center, ki d = 6m (see Figure 4.8), the regions remain along the diagonals; with 
region 4 toward the corner. At <i = 7m (see Figure 4.9), the regions bifurcate into 
eight branches and get closer to the center of the domairi. Ai d = 8m (see Figure 
4.10), the bifurcation disappears and four diagonal branches reappear. This pattern 
continues for d = 9m and 10 m. At d = 15m (see Figure 4.11), the cancellation region 
has a central ring, four short diagonal branches, and eight other long branches. At 
d = 20m (see Figure 4.12), the pattern appears to have two central rings and twelve 
branches of almost equal lengths. 
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The magnitude of noise reduction for the region 1,2, 3, and 4 for different values 
of d are shown in Table 4.8. These tabulated data show that cases corresponding 
Table 4.8: Ranges of noise cancellation for various d at 2q = 5m 
d (m) 
Noise cancellation range in dB 
Region 1 Region 2 Region 3 Region 4 
2 6.27 to 12.85 5.16 to 6.27 4.05 to 5.16 2.94 to 4.05 
3 - 8.88 - 1.82 to 5 
4 - - 10.64 to 12.68 6.58 to 10.64 
5 - - 20.09 to 24.9 12.36 to 20.09 
6 
-
5.23 to 5.63 4.03 to 5.23 2.63 to 4.03 
7 0.18 to 0.28 0.14 to 0.18 0.1 to 0.14 0.06 to 0.1 
8 - 6.6 to 7.85 4.63 to 6.6 2.66 to 4.63 
9 - - 10.21 to 14 6.24 to 10.21 
10 
- - 1.54 to 1.93 0.99 to 1.54 
15 3.23 to 4.06 2.46 to 3.23 1.69 to 2.46 0.92 to 1.69 
20 2.46 to 3.16 1.87 to 2.46 1.28 to 1.87 0.69 to 1.28 
25 2.14 to 2.6 1.61 to 2.14 1.08 to 1.61 0.55 to 1.08 
30 4.94 to 6.33 3.74 to 4.94 2.54 to 3.74 1.34 to 2.54 
to d = 2,  4, and 5 m which are the most efficient cases. When noise reduction 
right above the primary source is required, one can place the secondary sources at 
d = 2m and expect a 6.27 dB to 12.85 dB reduction over a square domain of size 
12m X 12m. When noise reduction away from the center is required, one can place 
the secondary sources &,t d = 4m or 5 m. However, the two perpendicular lines on 
which the secondary sources are placed should be rotated by an appropriate amount 
so that one of the four diagonal branches coincide with the required area of noise 
reduction. For such an arrangement, one can expect a 10.64 dB to 24.9 dB noise 
reduction. 
The noise reduction pattern of all the generated data for ZQ — 1, 10, 15, 20, and 
25 m are very similar to those shown in Figures 4.4 through 4.12 for ZQ — 5m. Hence, 
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the guidelines for the placement of secondary sources, given above, remain the same 
for a wide range of ZQ.  
4.2 Slab of Cancellation 
It has been observed in the numerical experiments that the noise reduction tech­
nique provides a noise reduction not just at the specified field points but in a finite 
neighborhood of the field points. Hence, when the cancellation conditions are en­
forced on a plane of zero thickness, one in efi'ect gets a noise reduction in a slab 
of finite thickness. In order to gauge the thickness of the slab, the noise reduction 
condition was enforced at the plane ZQ — 10m, and the strengths of the secondary 
sources were obtained. These strengths were then utilized to calculate NRL in dB 
scale along a finite vertical line between ZQ — Im to zq — 100771 and passing through 
the point [x,y) = (4077z, Iôttî). The variation of the NRL is shown in Figure 4.13. 
This plot shows that within a thickness of ZQ = Im to zg = SOttî, the NRL is more 
than 20 dB. 
4.3 Effect of the Size of Secondary Sources 
The size of secondary sources were pre-selected in the numerical simulations 
performed in the previous sections. However, the size of secondary sources is expected 
to affect the noise reduction level on the cancellation plane. The radii of secondary 
sources were changed from 1 m to 3 m with 0.5 m increment while the radius of 
primary source was kept to be 1 m to investigate the effect of the size of secondary 
sources on the noise reduction level over the cancellation plane. The configuration 
shown in Figure 4.1 was used except the radii of secondary sources were varied. The 
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961 field points over 120m x 120m plane were specified on zg = 10m. The solutions 
are shown in Table 4.9. 
Table 4.9: Numerical simulation of zg = 10m, d — 4m and ai = Im with different 
secondary sources radius 
«2 VEL. [m/s] MAX. CAN. NR 
1.0 (7.7946e-2,5.6239e-3) 3 4.9668 
1.5 (0.1306,-1.6379e-3) 22.64 4.2611 
2.0 (8.1255e-2,-1.2572e-3) 14.27 4.3761 
2.5 (5.5582e-2,-1.1565e-3) 8.04 4.5557 
3.0 (3.4072e-2,-1.1416e-3) 3.69 4.7949 
«2 : radii of secondary sources, in meters, 
VEL. : normal surface velocity on secondary sources, in meter/second, 
MAX. CAN. : maximum noise reduction level in dB, 
NR : I2 norm of the acoustic pressure over the field points. 
The noise reduction patterns are shown in Figures 4.14 through 4.17. It was 
found that the noise reduction pattern for all configurations was similar. However, 
the maximum noise reduction levels were significantly increased from 3 dB to 22.64 
dB when the radii of secondary sources increased from 1 m to 1.5 m. However, further 
increments of the size of secondary sources did not increase the noise reduction level. 
On the contrary, the maximum noise reduction level was decreased to 3.69 dB when 
the radii of secondary sources were 3m. It is realized that larger controllable surface 
area from secondary sources tends to produce better noise reduction level over the 
same cancellation plane than small surface area does. However, the secondary sources 
tended to cancel themselves instead of the primary source when the surface area from 
secondary sources was too large. In fact, the secondary sources tried to cancel the 
noise produced by themselves rather than the noise from the primary source. 
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Consequently, the noise reduction level was lowered when the size of secondary sources 
increased. From the numerical simulations shown above, it would be better to have 
the radii of secondary sources 1.5 times that of the primary source in order to achieve 
better noise reduction level. 
4.4 Discussion 
The validity of the noise cancellation technique was justified numerically by 
BEM with coupled equation method in this chapter. The characteristics of sec­
ondary sources were also identified by BEM. A set of 156 numerical simulations were 
performed in order to get the relationship between the locations of secondary sources 
and the regions of best cancellation for constant size of secondary sources. It was 
suggested that the noise reduction pattern for the configuration which has the best 
noise cancellation be stored. The noise cancellation technique is then applied to 
obtain noise reduction over desired regions by rotating the locations of secondary 
sources such that the noise reduction pattern coincides with the regions in which 
noise reduction are required. 
It should be noted that the noise cancellation technique minimizes the root 
mean square of the acoustic pressure over all specified field points. Therefore, closely 
specified field points are not desirable. In addition, closely specified field points will 
cause the secondary sources to cancel the noise from each other instead of canceling 
the noise from primary source. Consequently, the noise reduction level will be poor. 
In addition, it was shown that the cancellation region is quite wide and thick. 
It is important to notice that the size of secondary sources has significant effect on 
the noise reduction. However, it was shown that the radii of secondary sources should 
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be 1.5 times the radius of primary sources for the numerical simulations investigated 
in this research. 
5. EXPERIMENTAL VERIFICATION OF DERIVED NOISE 
CANCELLATION 
The validity of the noise cancellation technique is verified experimentally in this 
chapter. A 6" speaker which radiated undesired acoustic noise into a half space was 
mounted in a rigid baffle. The speaker was used as the primary noise source to sim­
ulate a noise source with uniform surface velocity. The speaker was driven at 100, 
1000, and 2000 Hz frequencies and its radiation patterns were experimentally investi­
gated for those three frequencies to confirm the similarity to baffled piston radiation. 
The noise was canceled by four 10" speakers located symmetrically around the 6" 
speaker. The cancellation plane was 20 cm above the baffle plane with dimensions 
120cm X 120cm where 961 field points were specified over the plane. In addition, a 
baffled rectangular aluminum plate with a rib along its short side was used as a pri­
mary noise source with non-uniform surface velocity. The acoustic noise was canceled 
by four 10" speakers positioned at one side of the plate. The cancellation plane was 5 
cm above the baffle plane with dimensions 120cm x 60cm where 496 field points were 
specified over the plane. It should be noted that the configuration of the sources and 
the cancellation plane were chosen arbitrarily in order to investigate the validity of 
the noise cancellation technique. It is not necessary that the configuration used in 
this chapter gives the best noise cancellation for the specified cancellation plane. 
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The surface velocity normal to the primary source was evaluated in order to 
calculate the acoustic pressure over the cancellation plane. The noise cancellation 
technique was applied to cancel the acoustic noise generated by the primary noise 
source. In order to accomplish this goal, the excitation functions for the secondary 
sources were identified numerically by the noise cancellation technique using the 
boundary element method. The excitation functions for the secondary sources were 
generated by a computer and supplied to the secondary speakers through a multi­
channel digital/analog converter. The acoustic pressure before and after adding the 
secondary sources were measured by a ^-inch microphone and an FFT analyzer. 
The acquired data were transferred via a IEEE 488 interface bus to a computer to 
evaluate the noise reduction on every specified field point. The best regions for noise 
cancellation and the maximum noise reduction for the specific configuration were 
thus evaluated according to the experimentally measured data. The results of noise 
reduction for both types of primary sources were displayed and discussed. 
5.1 Experimental Procedures 
The noise cancellation technique was applied to a half space inside an anechoic 
chamber. The acoustic field inside the half space generated by the primary noise 
source should be identified before the noise cancellation technique can be applied. 
Therefore, the surface velocity normal to the primary noise source was evaluated in 
order to calculate the acoustic pressure over the cancellation plane inside the half 
space. The measurement setup for the experimental evaluation of the noise cancella­
tion technique is shown in Figure 5.1. The acoustic pressure on the cancellation 
plane was measured by a quarter-inch microphone which was mounted on a 2-D 
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5 - FFT FREQUENCY ANALYZER BRUEL & KJAER 2032 
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7 - DUAL CHANNEL CONTROLLER KUNOÈR CCl^ 
8 - STEPPING MOTER POWER DRIVE KLINGER MD 4 
9 -1/4" MICROPHONE BRUEL & KJAER 3519 
10 - 2-D SCANNER SYSTEM AND STEPPING MOTORS SUPERIOR ELECTRIC M092-FD09 
11 - PLYWOOD BAFFLE 
Figure 5.1: The measurement setup for the experimental evaluation of the noise 
cancellation technique. 
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scanner. The microphone was moved to specified field points by a dual channel 
controller and stepping motors. The measured signal was analyzed by a Bruel and 
Kjaer FFT analyzer to evaluate the complex acoustic pressure. The acoustic pressure 
was then transferred to a VAX computer for post-processing. The block diagram for 
the experimental setup is shown in Figure 5.2. It should be noted that the FFT 
analyzer can not measure the complex acoustic pressure directly. Consequently, a 
reference signal is required. The output signal from the power amplifier was used 
as a reference signal. The autospectrum of this reference signal and the frequency 
response function between this reference signal and the desired acoustic pressure 
were measured using a Bruel and Kjaer 2032 FFT frequency analyzer. The complex 
acoustic pressure was then recovered from these two functions. All measured signals 
were referred to this reference signal in order to obtain both the magnitude and phase 
of the acoustic pressure at measuring locations. Consequently, the acoustic pressure 
over the cancellation plane from the primary noise source was identified. 
The experimental procedure for the application of the noise cancellation tech­
nique is described as follows: 
1. The locations of the primary source was determined. The cancellation plane 
was chosen where the field points were specified over the plane. The acous­
tic pressure at each field point was measured according to the measurement 
procedures described in a previous paragraph where the autospectrum of the 
reference signal and the frequency response function between reference signal 
and the desired signal were measured with 100 ensemble averages. 
Three different frequencies of 100 Hz, 1000 Hz, and 2000 Hz were used when the 
6" speaker was used as the primary source. On the other hand, 150 Hz, which 
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Figure 5.2: The block diagram for the experimental setup. 
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corresponds to the (2,3) mode of the plate, was used when the thin aluminum 
plate with dimensions 71.2cm x 60cm x 0.3175cm was used as the primary 
source. The excitation point was located at (15 cm, 13.5 cm) left of the center 
of the plate. In this case, the surface velocity of the plate was measured over 
441 points over the aluminum plate with Polytec Laser Vibrometer model OFV 
1102. 
2. The surface velocity normal to the primary source was evaluated either by pis­
ton theory (for 6" speaker) or by direct measurement from a laser vibrometer 
(for rectangular aluminum plate). The acoustic pressure on the cancellation 
plane was calculated and compared with experimental measurements in a pre­
vious step. 
3. The sizes and locations of the secondary sources were pre-determined. The 
discretization of both primary and secondary sources were obtained for the 
noise cancellation technique. 
4. The noise cancellation technique using BEM was applied numerically when the 
normal surface velocity of the primary source was identified in step 2. 
5. The numerical simulation of the noise cancellation technique returned the exci­
tation functions for each of the secondary sources for the specific configuration. 
6. The acoustic pressure on the cancellation plane was calculated numerically with 
the addition of the secondary sources which were activated by the excitation 
functions specified in a previous step. 
7. The noise reduction level for the cancellation plane was evaluated by comparing 
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the acoustic pressure at every specified field point calculated before (step 2) and 
after (step 6) the secondary sources were applied. Consequently, the regions of 
the best noise cancellation over the cancellation plane and the maximum noise 
reduction level were obtained numerically. 
8. The excitation functions for each secondary source were generated by a 4-
channel digital/analog converter (a module in the Masscomp 5400 computer) 
according to the solutions returned by the numerical simulation in step 5. The 
excitation functions were fed into the four speakers individually. 
9. The acoustic pressure over the cancellation plane was measured experimentally 
in the same way described in the measurement procedures. 
10. The experimental noise reduction level for the cancellation plane was evaluated 
from the acoustic pressure measurements before (step 1) and after (step 9) the 
secondary sources were added. 
11. The results from experimental measurements were compared with those from 
the numerical simulations to investigate the validity of the noise cancellation 
technique. 
It should be noted that the experimental results only .confirmed the results of the 
noise cancellation from the numerical simulations. Therefore, the comparison be­
tween experimental and numerical solutions (in step 11) should agree satisfactorily. 
Nevertheless, the noise reduction over the cancellation plane for the configuration 
used was not necessarily the best noise reduction one might achieve when other con­
figurations could have been used. 
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5.2 Noise Source with a Constant Velocity Distribution 
A 6" speaker was used to simulate the noise source with constant surface velocity. 
The speaker which radiated acoustic noise into the upper half of an infinite space was 
mounted in an S' x S' x 0.25" plywood baffle inside an anechoic chamber. The noise 
cancellation technique was applied on a cancellation plane 20 cm above the baffle 
plane with the dimensions 120cm x 120cm where 961 field points were specified over 
the plane. The theory of the baffled piston with uniform surface velocity was used to 
simulate the speaker source. However, the surface velocity of the speaker source was 
not directly measurable. Furthermore, the surface of the speaker was cone shaped 
instead of a flat surface which was assumed in the piston theory. Consequently, it 
was impractical to control the surface velocities of the speakers directly. On the other 
hand, it was convenient to control the output acoustic field of the speakers by properly 
controlled input voltages to the speakers. Therefore, the input voltage to the speaker 
was controlled to generate the desired excitation function for the speaker. The surface 
velocity of the speaker was evaluated from the input voltage to the speaker and the 
output acoustic field of the speaker as follows: 
1. The acoustic pressure radiated by the speaker was measured over a plane paral­
lel to the baffle. It was confirmed that at low frequencies the speaker radiation 
agreed reasonably well with a baflfled piston theory. 
2. The acoustic pressure on the cancellation plane was measured experimentally by 
the measurement procedures described in the previous section with pre-selected 
input voltage fed into the speaker. 
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3. The acoustic pressure on the cancellation plane was calculated according to 
the baffled piston theory with uniform surface velocity assumed at certain fre­
quency. 
4. The numerical and experimental acoustic pressure in steps 2 and 3 were com­
pared to evaluate the equivalent function between the input voltage to the 
speaker and the uniform surface velocity of the speaker. It should be noted 
that the equivalent function was assumed to be linear. 
5. The surface velocity of the speaker source was calculated from the measured 
acoustic pressure and the equivalent function obtained from the previous step 
by the relation 
Experimental pressure 
Actual surface velocity = — ;— x Assumed surface velocity 
Numerical pressure 
Desired input voltage = Ac'tua? surface vdoSty Assumed input voltage. 
6. The evaluated surface velocity of the speaker source was applied to the baffled 
piston theory to calculate the acoustic pressure on the cancellation plane. The 
result of the acoustic pressure on the cancellation plane from the numerical 
simulation was compared with the experimental result from step 2 to identify 
the validity of using baffled piston theory for speaker source. 
The block diagram for the evaluation of the equivalent function is shown in Figure 
5.3. The evaluation procedures of the surface velocity of the speaker source were 
performed for both the 6" speaker and the four 10" speakers, respectively, in order 
to identified the equivalent functions for each individual speaker source. In addition, 
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(b) The block diagram for experimental acoustic pressure measurement 
Figure 5.3: The block diagram for the evaluation of the equivalent function 
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the same procedures were applied with four 10" speakers being activated simultane­
ously such that the linearity of the speakers was justified. The results for the equiv­
alent function evaluation of one speaker and four speakers at 100 Hz were shown in 
Figures 5.4 and 5.5, respectively. The same procedures were also applied at 1000 Hz 
and 2000 Hz because the evaluated equivalent function would be frequency dependent. 
It was necessary to evaluate the equivalent function of the speaker source at different 
frequencies when the noise cancellation technique was applied at various frequencies. 
It should be noted that the simulation of the speaker source to the baffled piston 
theory at higher frequencies was not as good as that at lower frequencies as shown 
in Figures 5.6 and 5.7. The reason is that at higher frequencies various modes of 
diaphragm vibration occurred. Therefore, the surface velocity of the speaker source 
was far from being uniformly distributed. Consequently, discrepancies showed up 
when the acoustic pressure from the speaker source was compared with that from 
baffled piston theory at high frequencies as expected. 
The evaluated surface velocity of the 6" speaker source was applied to the noise 
•cancellation technique along with the discretization of secondary sources which were 
the four 10" speakers. Each speaker was discretized into 49 nodes and 16 surface ele­
ments. Therefore, there were 245 nodes with 80 surface elements for both the 6" and 
10" speakers. The noise cancellation at three different frequencies were tested. The 
chosen frequencies were 100 Hz, lOOOHz and 2000 Hz. In addition, two cancellation 
planes were selected for the noise cancellation at the center and around a ring region. 
There were 961 field points specified over a 120cm x 120cm plane at 20 cm above the 
baffle plane for the cancellation at the center. However, only 160 field points were 
specified over an annular rings with radius 20cm to 52cm at 20 cm above the baffle 
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ama 
Figure 5.4: Theoretical and experimental pressure on cancellation plane for 6" 
speaker at 100 Hz. top: theoretical, bottom: experimental. 
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Figure 5.5: Theoretical and experimental pressure on cancellation plane for four 10" 
speakers at 100 Hz. top: theoretical, bottom: experimental. 
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Figure 5.6: Theoretical and experimental pressure on cancellation plane for 6" and 
four 10" speakers at 1000 Hz; for 6" speaker: top left: theoretical, top 
right: experimental; for 10" speakers: bottom left: theoretical, bottom 
right: experimental. 
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Figure 5.7: Theoretical and experimental pressure on cancellation plane for 6" and 
four 10" speakers at 2000 Hz; for 6" speaker: top left: theoretical, top 
right: experimental; for 10" speakers: bottom left: theoretical, bottom 
right: experimental. 
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plane for the cancellation around the ring region. The experimental configuration is 
shown in Figure 5.8. The noise cancellation technique returned the required surface 
velocity for each of the secondary sources. The calculated surface velocity of the 
secondary sources were almost identical, which will be shown in the following figures, 
because the configuration of the sources was axisymmetric. The equivalent functions 
of the secondary sources were used to convert the calculated surface velocity into de­
sired input voltage to each secondary source. The digital/analog converter generated 
the input voltage to each speaker. It should be noted that the Masscomp 5400 com­
puter generates signals of the same frequency but different amplitudes and phases for 
the primary and secondary sources. The transfer functions of each path ( including 
cables and the equipment along the path) should be carefully evaluated in advance 
such that the mismatch among each path can be eliminated. Finally, the acoustic 
pressure on the cancellation plane was measured by the 2-D scanner system with 
the four secondary sources activated. The measured acoustic pressure was compared 
with the pressure from the primary source (6" speaker) only. The noise reduction 
level on the cancellation plane was then evaluated. The results of noise reduction 
from the experimental measurements should match with those from the numerical 
simulation which were obtained before the measurements. 
The measured acoustic pressure and the noise reduction level on the cancellation 
plane agreed well with the results from numerical predictions where noise cancellation 
at the center of the plane was observed at 100 Hz as shown in Figures 5.9-5.10. How­
ever, the numerical simulation predicted almost 34 dB maximum noise cancellation 
where only 17.5 dB maximum noise reduction was observed from the measurements. 
The discrepancy was mainly attributed to experimental error which occurred in 
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Figure 5.8: The experimental configuration for noise cancellation technique. 
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Figure 5.9: Theoretical and experimental pressure canceled at the center of the can­
cellation plane at 100 Hz using configuration of Figure .5.8 and driving 
functions (8.2871, .30.9280) m/s for primary source, (-1.3887, -3.8042) 
m/s for four secondary sources, top: theoretical, bottom: experimental. 
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m 
Figure 5.10; Theoretical and experimental pressure canceled at center (in dB scale) 
on cancellation plane at 100 Hz using configuration of Figure 5.8 and 
driving functions (8.2871, 30.9280) m/s for primary source, (-1.3887, 
-3.8042) m/s for four secondary sources, top; theoretical, bottom; 
experimental. 
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phase mismatch of the excitation functions of primary and secondary sources. 
The results for noise cancellation around a ring region were shown in Figures 
5.11 and 5.12 for a frequency of 100 Hz. It was noted that the numerical simulation 
predicted only 36 dB maximum noise cancellation. However, the experiments showed 
42.5 dB maximum noise reduction. The difference between experimental and numer­
ical simulation results was possibly due to the experimental signals being very small 
near the region of cancellation on the plane. Therefore, the signal measured at those 
points were not very reliable. This might be the reason why the noise reduction level 
was extremely good in the neighborhood of the cancellation region. Despite the dis­
crepancy for the maximum noise reduction, the match between numerical simulation 
and the experimental measurements was extremely good. 
The same experimental procedures were performed on the same configuration of 
source distribution with 1000 Hz and 2000 Hz. Figures 5.13 and 5.14 show the results 
of noise cancellation at the center region at 1000 Hz both numerically and experimen­
tally. In addition, the results for noise cancellation around a ring region at 1000 Hz 
are shown in Figures 5.15-16. It should be noted that better noise cancellation levels 
were observed in the experimental measurements than in the numerical simulations. 
However, the noise reduction patterns for the test cases presented here matched very 
well numerically and experimentally. On the other hand, Figures 5.17-18 presented 
the results of noise cancellation around the center region of the cancellation plane at 
2000 Hz while Figures 5.19-20 denoted the noise cancellation around a ring region at 
the same frequency. It should be noted that the experimental results always returned 
better noise cancellation levels than the numerical simulation did. The main reason 
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Figure 5.11: Theoretical and experimental pressure canceled around ring on cancel­
lation plane at 100 Hz using configuration of Figure 5.8 and driving 
functions (8.2871, 30.9280) m/s for primary source, (3.4984, 9.6117) 
m/s for secondary sources, top: theoretical, bottom: experimental. 
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Figure 5.12: Theoretical and experimental pressure canceled around ring (in dB 
scale) on cancellation plane at 100 Hz using configuration of Figure 
5.8 and driving functions (8.2871, 30.9280) m/s for primary source, 
(3.4984, 9.6117) m/s for secondary sources, top: theoretical, bottom: 
experimental. 
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Figure 5.13: Theoretical and experimental pressure canceled at center on cancel­
lation plane at 1000 Hz using configuration of Figure 5.8 and driv­
ing functions (-2.4763, 7.1931) m/s for primary source, (9.4537e-2, 
1.7661e-2) m/s for four secondary sources, top: theoretical, bottom: 
experimental. 
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Figure 5.14: Theoretical and experimental noise reduction at center (in dB scale) 
on cancellation plane at 1000 Hz using configuration of Figure 5.8 and 
driving functions (-2.4763, 7.1931) m/s for primary source, (9.4537e-2, 
1.7661e-2) m/s for four secondary sources, top: theoretical, bottom: 
experimental. 
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Figure 5.15: Theoretical and experimental pressure canceled around ring on cancel­
lation plane at 1000 Hz using configuration of Figure 5.8 and driving 
functions (-2.4763, 7.1931) m/s for primary source, (0.2814, -0.1645) 
m/s for secondary sources, top: theoretical, bottom: experimental. 
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Figure 5.16: Theoretical and experimental noise reduction around ring (in dB scale) 
on cancellation plane at 1000 Hz using configuration of Figure 5.8 and 
driving functions (-2.4763, 7.1931) m/s for primary source, (0.2814, 
-0.1645) m/s for secondary sources, top: theoretical, bottom: experi­
mental. 
149 
ZMAX 
2.672E+00 
ç.i^E-ôa 
^30.00 
ZMAX = 
2.802E+00 
ZMIN = 2.eOOE-02 
Theta = 
30.00 
Phi = 
-30.00 
Gama = 
0.00 
Figure 5.17: Theoretical and experimental pressure canceled at center on cancella­
tion plane at 2000 Hz using configuration of Figure 5.8 and driving 
functions (-2.3025, 1.5417) m/s for primary source, (-1.8619, 1.6640) 
m/s for secondary sources, top: theoretical, bottom: experimental. 
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Figure 5.18: Theoretical and experimental noise reduction at center (in dB scale) 
on cancellation plane at 2000 Hz using configuration of Figure 5.8 and 
driving functions (-2.3025, 1.5417) m/s for primary source, (-1.8619, 
1.6640) m/s for secondary sources, top: theoretical, bottom: experi­
mental. 
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Figure 5.19: Theoretical and experimental pressure canceled around ring on can­
cellation plane at 2000 Hz using configuration of Figure 5.8 and driv­
ing functions (-2.3025, 1.5417) m/s for primary source, (-3.7888e-2. 
5.7698e-3) for secondary sources, top: theoretical, bottom: experi­
mental. 
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Figure 5.20: Theoretical and experimental noise reduction around ring (in dB scale) 
on cancellation plane at 2000 Hz using configuration of Figure 5.8 and 
driving functions (-2..3025, 1.5417) m/s for primary source, (-3.T888e-2, 
5.7698e-3) for secondary sources, top; theoretical, bottom: experimen­
tal. 
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for the discrepancies shown here was because that the speaker sources were far from 
piston theory. The surface velocity of the speaker sources was not uniformly dis­
tributed at high frequencies. However, it was assumed that the surface velocity of 
the source was uniform in piston theory which was incorporated in the noise cancel­
lation technique. Therefore, the piston theory was no longer adequate for the speaker 
source at high frequencies. It is not surprising that the noise cancellation patterns 
were not very similar between numerical simulations and the experimental measure­
ments unless proper modifications were made to the noise cancellation technique in 
order to adopt the non-uniform surface velocity of the speakers. However, the noise 
cancellation in designated regions was still achieved for all the test cases conducted 
in this research. 
In general, the noise cancellation technique provided satisfactory results of noise 
reduction in designated areas for the speaker sources when uniform surface veloc­
ity was assumed. The experimental results prove that active noise cancellation by 
BEM is feasible. However, the piston theory has to be modified to accommodate a 
non-uniform surface velocity distribution when high frequency noise cancellation is 
required using speaker sources. 
5.3 Noise Source with Variable Velocity Distribution 
A ribbed aluminum plate with dimensions 71.2cm x 60cm was used to simulate 
the noise source with variable surface velocity. The aluminum plate was ribbed along 
its short side at 17.75 cm from one end of the plate. The surface velocity of the plate 
was not analytically predictable because of the rib attached to the plate. Therefore, 
the surface velocity of the plate had to be measured experimentally. 
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The aluminum plate was mounted in an S' x 8.5' x 0.25" plywood baffle inside 
the anechoic chamber. The plate was sinusoidally driven by a 10-lb shaker attached 
at a point (15 cm, 13.5 cm) from its center such that the plate radiated undesirable 
acoustic noise into the upper half of the chamber. Four 10" speakers were used as 
secondary sources to cancel the noise from the plate provided that proper excitation 
functions for each speaker were carefully controlled. The secondary sources were 
mounted around half of the plate because the total surface area of the secondary 
sources was too small to cancel the acoustic noise on a large cancellation plane pro­
duced by the primary source which had a relatively large surface area. Therefore, it 
was desired that the secondary sources should cancel the acoustic noise on a smaller 
cancellation plane. Consequently, the plane at 5 cm above the baffle plane with the 
dimensions 120cm x 60cm was chosen to be the cancellation plane where 496 field 
points were specified. The experimental setup was similar to that shown in Figure 
5.8 except for the plate source and the locations of the speaker sources. 
The surface velocity of the plate was measured at 441 points distributed uni­
formly over the plane 70cm x 69cm out of the entire plate using a Polytec laser 
vibrometer model OFVI102 with reflective paint coated uniformly over the entire 
surface of the plate. The surface velocity of the very edge of the plate was neglected 
because of the low signal-to-noise ratio. The distribution of the surface velocity of 
the ribbed plate is shown in Figure 5.21. However, only 181 points out of 441 mea­
sured points were used to evaluate the acoustic pressure on the cancellation plane. 
The actual pressure on the cancellation plane was experimentally measured and com­
pared with the result from the numerical simulation. It showed very good agreement 
between the experimental and numerical results as shown in Figure 5.22. 
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Figure 5.21: Plate surface velocity measured by laser at 150 Hz. 
156 
zmx = 
2.197E+00 
2MIN = 
2.2C6E-03 
Thêta = 
30. CO 
M-,i = 
-30,00 
Qama = 
O.C-D 
Figure 5.22: Theoretical and experimental pressure magnitude on cancellation plane 
at 150 Hz generated by a ribbed plate, top: theoretical, bottom: ex­
perimental. 
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However, the acoustic pressure on the cancellation plane was not symmetric due to 
the plate being ribbed on one side. It was also shown that the acoustic pressure on 
the ribbed side was smaller in magnitude than the other side which was not ribbed. 
The locations of the secondary sources were chosen arbitrarily as shown in Figure 
5.23. The speakers were discretized into 196 nodal points and 64 surface elements 
with the assumption that they behaved like baffled pistons. The noise cancellation 
technique was applied to the configuration described above at 150 Hz where the (2,3) 
mode of the plate was observed. The solutions returned by the numerical simulation 
were the surface velocities of the secondary sources for that particular source distri­
bution configuration. It is obvious that the surface velocity of the secondary sources 
varied signiiicantly from one another because the primary source was a ribbed plate. 
The two secondary sources near the ribbed side of the plate required much smaller 
surface velocities than those of the other two secondary sources near the unribbed 
side of the plate. The acoustic pressure on the cancellation plane produced by the 
four speakers with the evaluated surface velocities was calculated. In addition, the 
acoustic pressure on the same plane was measured by a quarter-inch microphone and 
the data acquisition system described in a previous section with designated input 
voltages to each speaker in order to evaluate the equivalent function between the sur­
face velocity of the speakers and the input voltages to the speakers. The equivalent 
function evaluated here is different from those evaluated in the previous section be­
cause of different frequencies and configuration of the secondary sources are used. It 
should be noted that the digital/analog converter had to be expanded to five channels 
because five independent signals were required for the ribbed plate and four speakers. 
In addition, five power amplifiers were needed for the five signals respectively. 
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Figure 5.23: The configuration of plate noise cancellation. 
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Calibration of magnitudes and phases for the five power amplifiers was done before 
the experiment was conducted and the mismatchs among them were recorded. The 
numerical simulation and measurement of the acoustic pressure on the cancellation 
plane for the four speakers are presented in Figure 5.24. It should be noted that 
the measurement showed higher peaks than the results from the numerical solution 
near the second speaker. However, the magnitude of the acoustic pressure near the 
fourth speaker was smaller for the experimental result than the numerical one. In 
general, the acoustic pressure on the cancellation plane showed satisfactory agreement 
between the experimental and numerical results. 
The acoustic pressure on the cancellation plane was evaluated numerically with 
the ribbed plate and the four speakers activated simultaneously. The surface velocity 
of the ribbed plate was kept unchanged from the laser measurement while the surface 
velocities of the speakers were obtained from the noise cancellation technique. The 
result from the numerical simulation of the noise cancellation is shown in Figure 5.25. 
On the other hand, the input voltages for the speakers were calculated according 
to the equivalent function evaluated previously to account for the required surface 
velocities of the speakers calculated from the noise cancellation technique. The phase 
of each input voltage to the speaker was generated by the Masscomp 5400 computer 
relative to the input voltage to the ribbed plate. The result from the experimental 
measurement of the noise cancellation was also presented in Figure 5.25. It could be 
shown that the agreement between these two results was excellent except for some 
minor discrepancies due to the experimental error. In addition, the noise reduction 
level was obtained by comparing the acoustic pressure on the cancellation plane 
before and after the secondary sources were added. The numerical simulation and 
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Figure 5.24: Theoretical and experimental pressure magnitude (in Pascal) from four 
10" speakers on cancellation plane at 150 Hz using configuration of 
figure 5.23 and the source driving functions for speakers: (0.2412, 
-0.9762), (-0.4916, 0.3621), (-0.1323, -5.8970e-2), (-0.2586, -0.2061). 
top: theoretical, bottom: experimental. 
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Figure 5.25: Theoretical and experimental noise cancellation (in Pascal) at 5 cm 
above plate at 150 Hz using configuration of Figure 5.23 and the source 
driving functions: plate: 2.3 volt, speakers: 0.274 volt —76.12°, 0.162 
volt 143.62°, 0.038 volt 204.03°, 0.087 volt 218.55°. top: theoretical, 
bottom: experimental. 
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measurement showed satisfactory agreement as presented in Figure 5.26. Therefore, it 
can be concluded that the experiments verified the numerical simulation satisfactorily. 
It should be noted that the noise reduction from the above measurements is not 
necessarily the best noise reduction one could achieve. A set of numerical simulations 
would have to be performed for different distribution patterns of the secondary sources 
in order to obtain the best noise reduction on the cancellation plane. However, the 
experiments showed that the best noise reduction is achievable when the locations of 
the secondary sources are identified from the data bank of the numerical simulations. 
5.4 Discussion 
The validity of the noise cancellation technique is verified experimentally in this 
chapter. Two different types of noise sources were chosen: a 6" speaker was used 
to simulate the noise source with uniform surface velocity while a ribbed aluminum 
plate driven by a shaker was used to simulate the noise source with _ nonuniform 
surface velocity distributions. Four 10" speakers were used as secondary sources 
to cancel the acoustic noise produced by the noise sources. The locations of the 
secondary sources were chosen arbitrarily because the purpose of the experiments was 
to verify the numerical simulation of the noise cancellation technique. Consequently, 
the validity of the noise cancellation technique would be justified as long as the results 
from the experiments showed satisfactory agreement with those from the numerical 
simulations. Therefore, the noise reduction level showed from the experiments was 
not necessarily the best noise reduction one could have achieved. 
The theory for a baffled piston was used for the speaker sources no matter 
whether the speaker was used for primary or secondary sources. The surface veloc-
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Figure 5.26: Theoretical and experimental noise reduction (in dB scale) 5 cm above 
the plate at 150 Hz using configuration of Figure 5.23 and the source 
driving functions: plate: 2.3 volt, speakers: 0.274 volt -76.12°, 0.162 
volt 143.62°, 0.038 volt 204.03°, 0.087 volt 218.55°. top: theoretical, 
bottom: experimental. 
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ity of the speaker was not directly measurable. Therefore, the equivalent function 
between the surface velocity of the speaker and the input voltage to the speaker was 
evaluated for each speaker source respectively. Consequently, the speaker sources 
could be controlled to give the desired acoustic field inside the anechoic chamber. 
The experiments were performed for three different frequencies: 100 Hz, 1000 Hz and 
2000 Hz for the noise source with uniform surface velocity. However, it was found 
that the speaker sources displayed better results when lower frequencies were used. 
The speaker source behaved less similarly to the piston source when the excitation 
frequencies increased. Therefore, a few discrepancies could be identified from the 
results of noise cancellation at high frequencies. However, satisfactory results were 
displayed for all the frequencies performed in the experimental noise cancellation. 
The noise cancellation technique was applied to evaluate the excitation functions 
for the secondary sources. The excitation functions for the secondary sources were 
generated by Masscomp 5400 computer and supplied to the speakers through a multi­
channel digital/analog converter. The experimental results showed that the acoustic 
pressure on the cancellation plane would be reduced in the least square sense due to 
the addition of the secondary sources. 
On the other hand, it is impossible to derive the surface velocity of a ribbed 
plate analytically. Therefore, the surface velocity of the plate was measured directly 
by a laser vibrometer when the plate was used as the primary noise source. Four 
10" speakers were located around half the plate to cancel the acoustic noise on a 
designated cancellation plane. The cancellation technique was applied such that the 
acoustic pressure on the cancellation plane would be reduced. The noise reduction 
level from the experimental measurement agreed well with the numerical simulation,. 
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From the experimental results shown in this chapter, it is concluded that the 
noise cancellation technique performs well numerically and experimentally. The best 
noise reduction on any designated area can be achieved from the numerical data bank 
which was obtained from performing numerical simulations for various secondary 
sources configurations. The experimental results in this chapter guarantee the success 
of the numerical simulation. Consequently, the purpose of noise reduction in the 
designated area is accomplished. 
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6. CONCLUSION 
6.1 Summary 
The feasibility of active noise cancellation in a half-space was investigated by 
using the boundary element method. The work can be divided into three major sec­
tions. (I). The Helmholtz equation was converted into a boundary integral equation. 
The half-space Green's function bounded by a finite impedance plane was derived. 
The formulation was tested for many acoustic radiation cases. The numerical results 
were compared with either analytical solutions or experimental results to gauge the 
accuracy of the numerical simulations. It was found that the numerical simulations 
predicted the acoustic field inside the half space accurately with no more than 3 % 
of error for all performed test cases. 
(II). Two methods, namely, iterative control and coupled equation methods, 
were proposed to achieve noise cancellation in designated areas when the acoustic 
field from the primary noise source in the half-space was identified. Four secondary 
sources were placed symmetrically around the primary source. The noise cancellation 
condition over a specified area within the half space was enforced in a least-square 
sense, and a system of linear equations is then solved to obtained the strengths of the 
secondary sources. One major difficulty in solving this system of equations was that 
the coefficient matrix was ill-conditioned. In this situation, the method of singular 
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value decomposition was successfully employed. 
The practical application of the noise cancellation technique was also evaluated. 
The number and size of the secondary sources were determined in advance such 
that the boundary element formulation would not become nonlinear. The numerical 
simulations of noise cancellation using boundary element method were conducted 
for various configurations of secondary sources. The solution returned by the noise 
cancellation technique provided the excitation function for the secondary sources 
for each configuration. The acoustic field in the half space was calculated with the 
addition of the secondary sources driven by the evaluated excitation functions. Thus, 
the noise reduction patterns as well as the maximum noise reductions in the half space 
could be identified. A data bank of the noise reduction patterns and maximum noise 
reduction levels was constructed for various source configurations. Consequently, the 
noise cancellation in designated areas can be accomplished by referring to the data 
bank for arbitrary situations. 
(III). The noise cancellation technique was verified experimentally by using two 
different types of primary noise sources. A primary noise source with uniform surface 
velocity was simulated by a 6" speaker where the theory for a baffled piston was 
applied. In addition, a ribbed aluminum rectangular plate driven by a shaker was used 
to simulate a primary noise source with nonuniform surface velocity. The primary 
noise sources mounted in a rigid bafile were placed inside an anechoic chamber in 
which the undesired acoustic noise was to be canceled. The acoustic pressure on 
the designated cancellation plane was measured by computer aided data acquisition 
system together with the 2-D scanning system before and after the addition of the 
secondary sources. Consequently, the noise reduction pattern as well as the maximum 
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noise attenuation could be evaluated. It is shown that the noise cancellation technique 
provided more than 30 dB noise reduction. Therefore, the capability of the noise 
cancellation technique is justified. 
It should be noted that the results shown in this research indicated that the noise 
attenuation for low frequency was better than that of the high frequency. However, 
the noise attenuation for high frequency would have been better if a theory other than 
for a baffled piston was used for the secondary sources. In other words, the surface 
velocity of the secondary sources is not necessary to be uniformly distributed. As a 
matter of fact, the distribution of the surface velocity can be any arbitrary function 
which can describe the motion of the secondary sources at a particular frequency. 
That is the reason why the experimental noise attenuation for speaker sources was 
better than the numerical prediction for high frequencies. Nevertheless, the rapid 
phase change of the acoustic pressure for high frequency makes active noise control 
more difficult to achieve. It is also noted that the numerical evaluation in this research 
is linear. Consequently, the solution of the boundary element formulation is unique. 
•It indicates that the excitation functions for secondary sources will change linearly 
without affecting the noise attenuation level when the boundary condition of the 
primary noise source changes linearly. Therefore, it is not necessary to re-evaluate 
the excitation functions of the secondary sources when the boundary condition of the 
primary noise source changes uniformly. 
The investigation in this research of noise cancellation is based on single fre­
quency analysis. The investigation of noise cancellation techniques for multi-frequency 
situations is also feasible. Nevertheless, the noise cancellation technique must be eval­
uated for each frequency respectively. The results are manipulated for each frequency 
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to provide noise attenuation for multi-frequency cases. 
6.2 Future Development 
Even though the noise cancellation technique is analytically applicable for a 
finite impedance plane, experiments involving a finite impedance plane have not been 
performed. Future researchers may provide the experimental verifications for those 
cases. In addition, the extension of the noise cancellation technique from a uniform 
impedance plane to a nonuniform impedance plane is also an interesting topic for 
further development. 
The noise cancellation technique proposed in this research required a number of 
numerical simulations such that a reference data bank of the noise reduction patterns 
and noise attenuation levels could be determined for different source configurations. 
It was because the number, size and locations of secondary sources were determined 
in advance to avoid nonlinear formulation in using the boundary element method. 
Therefore, a number of numerical simulations for various source configuration were 
inevitable. However, a nonlinear boundary element formulation could be done to 
avoid time-consuming multiple numerical simulations. For instance, suppose N sec­
ondary sources are used to cancel the acoustic noise generated by the primary noise 
source in the case presented previously in this thesis. There will be 2N parameters 
regarding the locations of the secondary sources and N parameters for the boundary 
conditions of the secondary sources. The nonlinear boundary element formulation 
is set up with respect to both boundary integral equation and field equation to pri­
mary and secondary sources. The solver package is used to determine those unknown 
parameters such that the locations and the boundary conditions of the secondary 
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sources are known simultaneously from the returned solutions of the numerical sim­
ulation. Therefore, it is more user friendly for operators to apply the nonlinear 
boundary element formulation. The nonlinear formulation has been proven to be 
successful for two dimensional potential problems. However, the extension of a non­
linear boundary element formulation to three dimensional arbitrary sources needs 
further investigation. 
Even though the nonlinear boundary formulation has advantages over the lin­
ear formulation, it may create some problems. The nonlinear boundary formulation 
has to iterate implicitly to obtain the source configuration of best noise cancellation. 
Therefore, high computation cost is anticipated for the nonlinear iterations. In addi­
tion, the solution returned by the nonlinear formulation may indicate overlap among 
source locations which causes problems in applying the noise cancellation technique. 
Furthermore, the solution from the nonlinear formulation may not be unique. It is 
realized that the noise attenuation in a designated area can be achieved by either 
strong sources far away from the designated area or weak sources near it. Therefore, 
it is expected that non-unique solutions will appear when a nonlinear boundary for­
mulation is used. It is unable to evaluate which formulation is more advantageous at 
this point. Further investigations of nonlinear formulations are encouraged. 
The noise cancellation technique is capable of attenuating the acoustic noise 
generated by the primary noise source even when the boundary condition of the 
noise source changes linearly. However, the technique will be too slow to catch 
up with the rapid change of the boundary condition of the primary noise source 
when a large system is involved. Therefore, the noise cancellation technique has to 
incorporate with an adaptive noise control technique in order to cancel the acoustic 
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noise adaptively. It will be an attractive topic for the future researchers to couple 
those two techniques together. 
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APPENDIX A. INTEGRATION FOR WEAKLY SINGULAR 
KERNEL 
Consider the integration with kernel K (r (x',()), that is 
I ^ K i r { x , 0 ) < l S { a  ( A . l )  
If the kernel K (r is weakly singular, that is, of order the integration has to 
be modified. 
For the quadrilateral elements used in this research, there are either 8 node 
quadralaterals or 6 node triangles in each element as shown in Figure, A.l. The collo­
cation point X is either a corner node or a mid-side node of the element. For a corner 
n o d e ,  t h e  s q u a r e  i s  d i v i d e d  i n t o  t w o  t r i a n g l e s  d i a g o n a l l y  w i t h  t h e  d i s t a n c e  r ( x , ( )  
e x p r e s s e d  a s  r  { p ,  9 )  i n  t h e  l o c a l  p o l a r  c o o r d i n a t e s .  T h e  i n t e g r a l  J g  K  { r  d S  { Q  
over the element is expressed into integrals over the two sub-triangles. 
(a;, 0)^^(0 
=  I s  ( r  ( 2 , 0 )  ( ( 1 , ( 2 ) 4 ^ ^ ( 2  
^2)^^(142 
2sec9 
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Figure A.l: The transformation to local polar coordinates for quadrilateral elements 
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The element area is now pdpdd where p is of order r as r approaches zero. It is 
known that the integration under this transformation is non-singular. 
If the collocation point x is a mid-side node of a quadrature, the mapped square 
is divided into three triangles. The same procedures are taken to transform the 
singular kernel into a non-singular one. 
If the collocation point x is either a corner node or a mid-side node of a trian­
gular element, the triangular element is divided into two sub-triangles and the same 
procedures described above are applied again to each sub-triangle. Consequently, the 
singular kernel of the integration becomes a non-singular kernel when the transfor­
mation to local polar coordinates is done. 
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APPENDIX B. PRESSURE-RELEASED PISTON 
The on-axis acoustic pressure for a pressure released piston is evaluated as fol­
lows; 
dS (B.l) 
J k r i  J k r n  
where = 
TTirl + JAri Za-z -l+i^î'2 + z 
— ~ ''— ^ 0 6 / r2 
On the surface of the piston, one has z^ = 0 and ri — r2 = r which leads to 
ikr ikr 
G { P , Q )  ^  = 0  =  : —  =  0  
and 
47rr 47rr 
ÔG(P,Q), --l-hfAr fbrz 
Bn '--^=0 = 1—" ; 
Therefore, equation (B.l) becomes 
ikr 
- 1  +  i k r  
^ ' r 7^2 
-dS (B.2) 
Let ( j ) { P )  =  ( j )  =  c o n s t a n t ,  then the on axis pressure is 
<t.{Q) = -2z4, L^^e''"'dS 
Consider the geometry shown in Figure B.l where r = \fr^ + cr^ and dS 
the above equation becomes 
(B.3) 
'iTTcrda, 
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X 
Figure B.l: Geometry of pressure-released piston 
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4 , ( Q )  =  A  j g  
+  a ^ y  
2W r 
+ (T^ j 5 
2^,^ r' 
=  — 2 T T Z ( j )  
L 
[r'^ + cr^) 2 
^2 gfA;\// ;.\/ •r'2_|.(j2 
+ (7 )^ 2 
dcr' 
- " ' f o  
2 , _ 2  ^2 ^iksfr^+o-
0 7'2 -j_ ^2 -d<T^ (EU4) 
The two integrals in above equation are now considered individually. First, consider 
/o 
^2 gi&y/ 2 + f 2  
+ cr'^) 2 
,/2^g2 ^ik^/zëtâ 
dcr = / 2 Q dC 
/r (# 
- 1  
where ( — + cr^ 
Integration by parts with the substitutions of d u  = ^ , u  =  — 2 C ~ ^ , v  = and 
<iv = Then, 
6 v 4  
/:2 
\/( r 
- 2  
y 
- 2  
ik'\[ï^^a 2 , _ 2  
^ ^ ik\/r^-\-aP' J k r  ^  
y 7'^ + 
\/f 2\/f^ 
^2 ik\/r^+cr^ 
+ '^/o y+ cr' 
(B.5) 
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Consequently, the on-axis acoustic pressure of the pressured-released piston is ex­
pressed as 
= —2%^^ 
ik\Jr^+a?' ^ikr 
\Jr'^ -t- a 2 r 
o2 i k s /7^ + a  2 , ^ 2  
•\Jr^ + cr^ 
-da' 
-'Vo 
Q2 Jksjr'^+a'^ 
0 \/72 + f2 
-da' 
— 4^irz(f> 
Jk\/^^+a'^ çikr 
\Jr^ -\r a 2 r 
(B.6)  
