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1 はじめに
古くより,動的な環境下で適切に動作するロボットの




ることは容易ではない 5, 6). この問題において従来の研
究の多くでは,機械学習,その中でも試行錯誤的に環境
を学習して最適行動を獲得する強化学習 7, 8, 9)を用いる
か,あるいは制御手法として一般性が高く,逐次的に最
適入力を獲得するモデル予測制御の考え方 10, 11),さらに
は Extended Kalman Filter(EKF)1) や Unscented Kalman
Filter(UKF)1)を組合わせることで,モデルの線型化を回
避してロボットの動作生成を実現している手法が存在
する 12, 13, 14, 15). ただし, 局所解への対処や計算オーバ
ヘッド,または安定性の面において議論の余地が残って















































クが N-ahead State-Action Pair Predictor であ
り, 本ブロックの内部構成は Fig. 2 で示される 22).
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Fig. 1: Outline for Deciding the Optimal Action for the
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Fig. 3: Focus on the Variations of Predicted Values from
Previous Time Points














の予測が可能となる. そこで,ある時刻 t1 + jでの予測
値について着目し考えてみる (Fig. 3). まず入力 u(t + j)
に対するそれぞれの予測値を計算する. 本検討におい
ては,この結果得られたそれぞれの時刻における uの予
測値に対し,時刻 t1 + jにおける入力の標準偏差  j を
求める. この  j を用いることで, 予測結果に応じて柔
軟に変化する重み係数を定義する. この考えから,次式
を得る.
 j = C   j (1)
 j = 
h
t1 M u(t1 + j); t1 M+1 u(t1 + j);
: : : ; t1 i u(t1 + j); : : : ; t1+1 u(t1 + j)
i
(2)
ここで, Cは小さな正の実数であり, ()は の集合に
対する標準偏差を求めるシンボルである. 　この  j に
より, N-ahead State-Action Pair Predictorブロックに




刻 tにて,未来の時刻 t + 1から t + Nにかけて予測した
行動 ut+i; 1  i  N に対し
u(t+1; t+N)s (t) =
NX
i=1
i u(t + i) (3)
と定義する. 上式の i は各時刻における予測値に対す
る重みである. この u(t+1; t+N)s (t)が,行動補正に用いる未
来の行動を生成するブロック Action Decision Maker
の機能となる. この時, Action Decision Makerへの入




つまり Fig. 1内の Action Decision Makerに該当する
ブロックによって決定した行動 u(t+1; t+N)s (t),および状態
フィードバックが計算した行動 up(t)を使うことで
















NXTway-GSを側面図 (Fig. 5(a))と平面図 (Fig. 5(b))に
分け,これに従い運動方程式を導いた 23). 同図で現れる
主要な変数及び定数は Table 1の通りである. Lagrange
方程式をもとに,鉛直近傍で線型化した運動方程式を立
てると,次式を得る.h












ML2 + J + 2n2Jm











¨ = F (7)
　この運動方程式を x1 = [    ]T , x2 = [ ]T ,
u = [vl vr]T , y = とすることで,
d
dt
x1 = A1x1 + B1u + S (8)
d
dt






事前実験においては, +1を前進, 0を静止とし, 人間























xl xm xb xr
(b) Plane view
Fig. 5: Side View and Plane View of NXTway-GS




1:5  0:15 sin [2  0:125    (x + 0:25)]
if (x <  0:25)
0
if ( 0:25  x  4)
0:15 sin [2  0:125    (x + 4)]
if (x > 4)
[cm] (10)
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Fig. 6: Control Input Obtained by Mixing the Action and
Command Inputs





















Fig. 7: Command Input Signals (+1 Indicates Forward
Run, 0 Indicates Stationary Balancing)
3.2 検証実験
3.2.1 実験設定
学習器として, RBF Kernel24) を適用した Online
SVR25)を用いている. 学習データとして,事前実験で得
た制御応答 (Fig. 9から Fig. 12における破線)を用い
る. 学習器の学習パラメータを Table 3に示す. ここで,
i = dim(x1)である.
3.2.2 実験結果とその検討
Fig. 9(Fig. 10)とFig. 11における破線は振子のピッチ
角度及び車輪回転角度を, Fig. 12の破線は制御入力 u(t)
の補正結果を示している. ここで改めて確認すると,実際
に予測結果を用い制御を行っている部分は, T = 3:00[s]
Table 1: Physical Parameters of NXTway-GS
Symbol Value Unit Physical property
g 9.81 [m/s2] Gravity acceleration
m 0.03 [kg] Wheel weight 23)




2] Wheel inertia moment
M 0.635 [kg] Body weight 23)
W 0.14 [m] Body width
D 0.04 [m] Body depth
H 0.144 [m] Body height
Distance of

























Kb 0.468 [Vs/rad.] back EMF constant
27)
DC motor
Kt 0.317 [Nm/A] torque constant
27)
n 1 [1] Gear ratio 26)
Friction coecient
fm 0.0022 [1] between body
and DC motor 26)
Friction coecient
fW 0 [1] between wheel
and oor 26)
Table 2: Simulation Parameters
Symbol Value Unit Physical property
 0 0.0262 [rad.] Initial value of body pitch angle
0 0.0 [rad.] Slope angle of movement direction
ts 0.05 [s] Sampling rate
Ns 60  Initial dataset length
Maximum
Nmax 501  dataset length
for the prediction
Step size of outputs for
N 20  N-ahead state-action pair
predictor's outputs
Coecient
C 0.05  for the standard deviation
of the predicted values
Calculation range






















Fig. 8: Simulation Environment (the Shape of the Floor)
Table 3: Learning Parameters of Online SVR
Symbol Value Property
Ci 300 Regularization parameter or predictor of xi
i 0.02 Error tolerance for predictor of xi
i 30 Kernel parameter for predictor of xi
以降である. 本節ではこの点を踏まえ,  (t); (t)及び u(t)
の補正結果において時刻 T 以降の変動について議論し
てゆくこととする.
Only LQR (u = up)
Compensation Result (LQR + Online SVR) (u = up + us)




























Fig. 9: Control Response of Body Pitch Angle  (t) using
the Proposed Method
　まず Fig. 9に注目すると,提案手法は LQRのみに比
べピッチ角が大きく下回っていることがわかる. ここ
で,  (t) = 0近傍を拡大した Fig. 10で提案手法の挙動
を確認すると,鉛直近傍である 0近傍で僅かに振動して















x = 100  R 
Z
(t)dt [cm] (11)
zm = 100 
"









　まず, Fig. 13に示した移動距離に着目する. Fig. 7で
与えられた指令入力によって, NXTway-GSは一旦後方
Only LQR (u = up)
Compensation Result (LQR + Online SVR) (u = up + us)






























Fig. 10: Control Response of Body Pitch Angle  (t) using
the Proposed Method focused around  (t) = 0
Only LQR (u = up)
Compensation Result (LQR + Online SVR) (u = up + us)



























Fig. 11: Control Response of Wheel Rotation Angle (t)








と言える. これに関係する結果として, Fig. 14を見る
と,指令入力を与えられた時点では重心位置が大きく変
動しているが,これ以降は大きく重心位置は変動してい














Only LQR (u = up)
Compensation Result (LQR + Online SVR) (u = up + us)








































Fig. 13: Position of the Inverted Pendulum on the x-axis
using the Proposed Method














Fig. 14: Position of the Mass of the Inverted Pendulum on
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