Multiple solutions and sign-changing solutions of a class of nonlinear elliptic equations with Neumann boundary condition  by Li, Chong & Li, Shujie
J. Math. Anal. Appl. 298 (2004) 14–32
www.elsevier.com/locate/jmaa
Multiple solutions and sign-changing solutions
of a class of nonlinear elliptic equations
with Neumann boundary condition ✩
Chong Li a,∗, Shujie Li b
a Department of Mathematical Sciences, Tsinghua University, Beijing 100084, PR China
b Institute of Mathematics, Academy of Mathematics and System Sciences, Academia Sinica,
Beijing 100080, PR China
Received 13 April 2003
Available online 4 August 2004
Submitted by G. Komatsu
Abstract
In this paper, we study and discuss nonlinear elliptic equations with Neumann boundary condition
for oscillation problem. We obtain infinitely many positive and negative solutions of (1.1) which are
all nonconstant, and get at least two nonconstant solutions in every order interval under resonance
case. Moreover, we yield infinitely many sign-changing solutions of (1.1) under some assumptions.
Furthermore, we give a precise description of critical groups of some kinds of critical points. We
draw the conclusions by using sub-sup solution method, mountain pass theorem in order intervals,
Leray–Schauder degree theory and Morse theory.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We consider elliptic equation with Neumann boundary condition{−∆u+ αu = f (u), x ∈ Ω ,
∂u
∂ν
= 0, x ∈ ∂Ω . (1.1)
Let Ω ⊂ Rn be a bounded domain with smooth boundary ∂Ω .
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Denote by σ(−∆ + α) = {λi | 0 < λ1 < λ2  · · ·  λk  · · ·} the eigenvalues of the
following linear problem:{−∆u+ αu = λu, x ∈ Ω ,
∂u
∂ν
= 0, x ∈ ∂Ω . (1.2)
Let f0 = limu→0(f (u)/u), F(u) =
∫ u
0 f (s) ds. Assume:
(i) There are constants C1 > 0 such that∣∣f ′(t)∣∣ C1(1 + |t|β−1), t ∈ R,
where 1 < β < 2∗ − 1, 2∗ = 2n/(n− 2), if n 3, and 2∗ = ∞, if n = 1,2.
(ii) There exist sequence {ai} and sequence {bi}, where ai, bi ∈ R, i = 1,2, . . . , which
satisfy ai > 0, bi < 0 and ai ↗ +∞, bi ↘ −∞ as i → ∞. And at the same time
{ai}, {bi} satisfy
f (ai) = αai, f (bi) = αbi,
which means {ai}, {bi} are constant solution sequences of (1.1).
We let a0 = b0 = 0, f (t) < αt if t ∈ (ai, ai+1), where i is odd number, i  1; f (t) > αt if
t ∈ (ai, ai+1), where i is even number, i  0; f (t) < αt if t ∈ (bi+1, bi), where i is even
number, i  0; f (t) > αt if t ∈ (bi+1, bi), where i is odd number, i  1.
(iii) f ′(ai) λ2, f ′(bi) λ2 for i is even number, i  2.
(iv) For ai and λk satisfying
f ′(ai) = λk,
∃δ > 0,
λk 
f (t) − f (ai)
t − ai  λk+1, 0 < |t − ai | < δ,
where k, i  2 and i is even number.
(v) There exists m> α, such that f (t)+mt is increasing, t ∈ R.
In view of the variational point, solutions of (1.1) are critical points of correspond-
ing functional defined on the Hilbert space E = W 1,2(Ω), let X = {u ∈ C1(Ω¯) ∣∣ ∂u
∂ν
= 0,
x ∈ ∂Ω}. It is a Banach space, and let [u1,u2] = {u ∈ X | u1  u  u2, x ∈ Ω} be the
order interval in X.
Consider the functional
J (u) = 1
2
∫
Ω
|∇u|2 dx + α
2
∫
Ω
u2 dx −
∫
Ω
F(u) dx.
Now we state our main abstract result.
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of problem (1.1). In every order interval which consists of two pairs of strict constant sub–
sup solution there exists at least two nonconstant solutions.
Under some assumptions we can obtain infinitely many sign-changing solutions. You
could find the result in Theorem 3.5.
We have discussed nondegenerate case in [3]. It is easy for us to prove that if ai, bi are all
nondegenerate critical points for i is even number, in every order interval which consists of
two pairs of strict constant sub–sup solution, there exists at least two nonconstant solutions.
In this paper, we consider degenerate cases. We apply mountain pass theorem in or-
der intervals to get the first nonconstant solution in every order interval. By computing
C∗(J, ai) and C∗(J, bi) we get the second solution. Firstly, let us recall some notions and
known results on critical point theory in Section 2.
2. Preliminaries
Let E be a Banach space, J ∈ C1(E,R), K = {u ∈ E: J ′(u) = 0}, J c = {u ∈ E:
J (u) c}, Kc = {u ∈ K: J (u)= c}, c ∈ R.
Definition 2.1. We say that J satisfies the (PS)c condition if any sequence {uk} ⊂ E along
with J (uk) → c and J ′(uk) → 0 (k → ∞) possesses a convergent subsequence. We say
that J satisfies the (PS) condition if it satisfies (PS)c for all c ∈ R.
Definition 2.2. Assume that J ∈ C1(E,R), c ∈ R. N is a closed neighborhood of Kc. If
∀ε∗ > 0 and ∀N , there exists ε ∈ (0, ε∗) and a continuous map η : [0,1] × E → E, such
that
(i) η(0, ·) = id,
(ii) η(t, u) = u, ∀u /∈ J−1[c − ε∗, c + ε∗] = {u ∈ E: c − ε∗  J (u) c + ε∗},
(iii) J (η(· , u)) is non increasing, ∀u ∈ E,
(iv) η(1, J c+ε\N) ⊂ J c−ε .
Then we say that J satisfies deformation property.
By using the famous deformation theorem, we know that J satisfies deformation prop-
erty when J satisfies (PS) condition.
Let E be a Hilbert space, PE is a closed convex cone of E. X is densely imbedded to E.
Assume that P = X ∩PE and ˚P , the interior of P is nonempty. We assume that any order
interval is bounded in any finite dimensional subspace of X.
The functional J :E → R satisfies the following conditions:
(a) J ∈ C2(E,R) and satisfies (PS) condition in E and deformation property in X. J only
has finitely many isolated critical points.
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KE(X) ⊂ X and the restriction K = KE |X :X → X is of class C1 and strongly pre-
serving, i.e., u  v ⇔ u− v ∈ ˚P .
(c) J is bounded from below on any order interval in X.
Now, we give the mountain pass theorem in order intervals. See [7, Theorem 1.3].
Theorem 2.3 (Mountain pass theorem in order intervals). Suppose J satisfies (a)–(c) and
{v1,v2}, {w1,w2} are two pairs of strict sub-solutions and sup-solutions of ∇J = 0 in X
with v1 <w2, [v1, v2]∩[w1,w2] = ∅. Then J has a mountain pass point u0, u0 ∈ [v1,w2]\
([v1, v2] ∪ [w1,w2]). More precisely, let v0 be the maximal minimizer of J in [v1, v2] and
w0 be the minimal minimizer of J in [w1,w2]. Then v0 < u0 < w0. Moreover, C1(J,u0),
the critical group of at u0, is nontrivial.
Remark 2.4. Theorem 2.3 still hold if J ∈ C1(E,R) and K is of class C0.
Remark 2.5. Theorem 2.3 still hold if J has infinitely many isolated critical points.
Now, we recall some notions and known results on Morse theory. Assume that E is
a Hilbert space with inner product 〈· , ·〉 and corresponding norm ‖ · ‖, functional J ∈
C2(E,R). Let u0 be an isolated critical point of J with J (u0) = c, c ∈ R, and U be a
neighborhood of u0 such that K ∩U = {u0} being K = {u ∈ E: J ′(u) = 0} the critical set
of J . Then we call
Cq(J,u0) = Hq
(
Jc ∩U,Jc ∩U\{u0},G
)
, q = 0,1,2,3, . . . ,
the q th critical group, with coefficient group G of J at u0, where Jc = {u ∈ E: J (u) c}.
Hq(A,B;G) stands for the q th singular relative homology group of the topological pair
(A,B) with coefficients in an Abelian group G, from now on we denote it by Hq(A,B).
For a nondegenerate critical point u0 with Morse index µ, Cq(J,u0) ∼= δqµG. For a
critical point, which may be degenerate, we have the following result.
Lemma 2.6. If
λl 
f (t) − f (a)
t − a  λl+1, 0 < |t − a| δ, l  2, (2.1)
for some δ > 0, f ′t (a)= λl and a is a constant, then we have
Cq(J, a)∼= δqlG.
Proof. Set
f˜ (t) = f (t) − f (a)− λl+1(t − a),
write
J (u) = 〈Al+1(u− a),u− a〉− 2
∫
F˜ (u) dx + λl+1a2|Ω |,
Ω
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F˜ (u) =
u∫
a
f˜ (s) ds.
And for u−a = v+y+w ∈ Nl ⊕E(λl+1)⊕Ml+1. Here, Al+1 = I −λl+1(−∆+α)−1. Let
Nl , E(λl+1), Ml+1 denote the negative, zero and positive subspaces of Al+1, respectively.
Set uˆ− a = −v + y +w.
By (2.1),
0−f˜ (t)(t − a) (λl+1 − λl)(t − a)2, |t − a| δ.
So
f˜ (u)(uˆ− a)= − f˜ (u)
u− a
[
v2 − (y +w)2]



0 if (u− a)(uˆ− a) 0,
(λl+1 − λl)v2 if u− a < 0, uˆ− a > 0,
(λl+1 − λl)v2 if u− a > 0, uˆ− a < 0,
 (λl+1 − λl)v2, |u− a| δ.
Hence ∫
|u−a|δ
f˜ (u)(uˆ− a) dx 
∫
Ω
(λl+1 − λl)v2 dx. (2.2)
On the other hand, there is ρ > 0 such that
‖v‖ ρ ⇒ |v| 1
3
δ,
‖y‖ ρ ⇒ |y| 1
3
δ,
since Nl and E(λl+1) are finite dimensional. Suppose that ‖v‖ ρ and |u− a|> δ. Then
|u− a| |w| + |y| + |v| |w| + 2
3
δ,
so
|u− a|, |uˆ− a|< 3|w|.
Thus ∫
|u−a|>δ
∣∣f˜ (u)(uˆ− a)∣∣dx  C ∫
|u−a|>δ
|u− a|p−1|uˆ− a|dx
 C
∫
|u−a|>δ
|w|p dx  C‖w‖p. (2.3)
Now consider the homotopy
Jt (u) = (1 − t)J (u)+ t
(−‖v‖2 + ‖y‖2 + ‖w‖2), t ∈ [0,1].
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1
2
(
J ′t (u), uˆ− a
)
= (1 − t)
[
〈Al+1w,w〉 − 〈Al+1v, v〉 −
∫
Ω
f˜ (u)(uˆ− a) dx
]
+ t‖u − a‖2
 (1 − t)
[(
1 − λl+1
λl+2
)
‖w‖2 −C‖w‖p − 〈Alv, v〉
]
+ t‖u − a‖2
by (2.2) and (2.3). Since p > 2 and 〈Alv, v〉 0, it follows that a is the only critical point
of Jt in Bρ(a) if ρ is sufficiently small, so
Cq(J, a)= Cq(J0, a)∼= Cq(J1, a) = δqlG
by the homotopy invariance of critical group. The proof is similar to [6]. 
3. Proof of Theorem 1.1 and the existence of infinitely many sign-changing solutions
In this section, we will give the proof of Theorem 1.1. By the truncation trick, we con-
sider the functions
fi(t) =


0, t < 0,
f (t), 0 t  ai ,
f (ai), t > ai .
(3.1)
We can discuss similar cases for bi .
Consider elliptic equation{−∆u+ αu = fi(u), x ∈ Ω ,
∂u
∂ν
= 0, x ∈ ∂Ω . (3.2)
We assume ui(x) is a solution of (3.5). We want to prove that ui(x) is also a solution of
(1.1) and ui(x) satisfies 0 ui(x) ai.
Suppose the thesis is false. By the standard regularity argument ui(x) ∈ W 2,p(Ω),
∀p < ∞, so ui(x) ∈ C1ν (Ω¯) = X.
Considering the domain Di = {x ∈ Ω | ui(x) > ai}, we have{−∆u = fi(u)− αu 0, x ∈ Di ,
u = ai, x ∈ ∂Di .
By the maximum principle, we have ui(x)  ai in Di . That is a contradiction and hence
Di = ∅, i.e., ui(x) ai . Similarly, we can infer that ui(x) 0. So we know ui(x) satisfies
0 ui(x) ai and ui(x) is a solution of (1.1).
From [3], we know that functional
Ji(u) = 12
∫
Ω
|∇u|2 dx + α
2
∫
Ω
u2 dx −
∫
Ω
Fi(u) dx
satisfies coercive condition on E = H 1(Ω)= W 1,2(Ω), where Fi(u) =
∫
fi(t) dt .Ω
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‖u‖ =
(∫
Ω
|∇u|2 dx + (m+ α)
∫
Ω
u2 dx
)1/2
.
Proposition 3.1. Let E be a Banach space. If the functional J :E → R is coercive, J sat-
isfies
J ′(u) = u−Ku, u ∈ E, where K is a compact operator.
Then J satisfies (PS) condition (see [3]).
We notice that fi(t) is derivative a.e. on R and it is only not derivative at t = 0 and
t = ai . But fi(t) is continuous everywhere on R, t ∈ R.
We infer from fi(t) ∈ C0(R,R) that Ji ∈ C1(E,R). The proof is similar to [5, Propo-
sition B.34]. Due to [1, Theorem 3.1], we can prove that if functional J ∈ C2(E,R) and
satisfies (PS) condition in E and X imbedded to E, then J satisfies deformation property
in X, where E = H 1(Ω) and X = C1ν (Ω¯) are all Banach spaces.
Similarly, if we weaken J ∈ C2(E,R) for J ∈ C1(E,R) then the above conclusion still
holds.
From the above discussion, we know that Ji(u) satisfies (PS) condition in E and defor-
mation property in X.
Consider equation{−∆u+ (m+ α)u = h(x), x ∈ Ω ,
∂u
∂ν
= 0, x ∈ ∂Ω . (3.3)
We notice Green’s formula
〈−∆u,v〉 =
∫
Ω
∇u · ∇v dx −
∫
∂Ω
v¯
∂u
∂ν
dx,
∀u ∈ H 2(Ω), v ∈ H 1(Ω), where v¯ = v|∂Ω .
We define
a(u, v) = 〈∇u,∇v〉 + (m+ α)〈u,v〉, ∀u,v ∈ E.
Given h ∈ E∗, where E∗ is the conjugate space of E. If exists a unique u ∈ E, which
satisfies
a(u, v) = 〈h,v〉, ∀v ∈ E,
then u is called a generalized solution of (3.3).
Defining u = (−∆+ (m+ α)id)−1h, where (−∆+ (m+ α)id)−1 :E∗ → E.
Proposition 3.2. (−∆ + (m + α)id)−1 exists and if we define KiE = (−∆ + (m +
α)id)−1f ∗i , where f ∗i (u) = fi(u) + mu, then it is a compact operator which maps E into
itself. KiE(X) ⊂ X. Moreover, Ki = KiE |X :X → X is of class C0, and strongly order pre-
serving, i.e, u > v ⇒ Ki(u)  Ki(v) for all u,v ∈ X, where u  v ⇔ u−v ∈ ˚P (see [3]).
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erties and is bounded from below on X so is bounded from below on any order interval
in X.
From assumption (ii), we ascertain that {ai} are all solutions of (1.1) and they are con-
stant solutions. We take u = ai, where i is large enough. Assume i is an even number. From
assumption (ii), we infer that {a2k−1} are all local minimums, k = 1,2,3, . . . , i/2. So we
can find a pair of constant sub-solution and constant sup-solution of (1.1) for every k.
We call u 2k−1 and u¯2k−1 the sub-solution and sup-solution of (1.1), respectively. They
satisfy u 2k−1 < a2k−1 < u¯2k−1.
Obviously, [u 1, u¯3] constructs an order interval of X. It includes two sub-order intervals
[u 1, u¯1] and [u 3, u¯3].
According to mountain pass theorem in order intervals, we get a mountain pass point
u1 ∈ [u 1, u¯3]\([u 1, u¯1] ∪ [u 3, u¯3]). We hope to distinguish u1 from a2 by computing
Morse index of Ji at a2, that is, ind(Ji, a2).
From [3] we know ind(Ji, a2) 2 and also have ind(Ji, a2k) 2, k = 2,3, . . . , i/2 − 1.
If we assume f ′(ak) > λ2, k = 0,2,4, . . . , then from shifting theorem (see [2,10]) we
have
C1(Ji, ak) = 0.
As is well known that mountain pass point u1 satisfies Cq(Ji, u1) ∼= δq1G. So u1 = a2.
Similarly, [u 3, u¯5] constructs an order interval, which concludes two sub-order intervals
[u 3, u¯3] and [u 3, u¯5]. By applying mountain pass theorem in order intervals we can get
mountain pass point u2.
By the above argument, we can prove u2 = a4. We let the procedure go on. . .
So we get i/2 − 1 mountain pass points and they are nonconstant solutions. Since i is
arbitrary, so we get infinitely many nonconstant positive solutions of (1.1).
Similarly, we can prove (1.1) has infinitely many nonconstant negative solutions.
Now, we study the case of solutions in every order interval [u 2k−1, u¯2k+1] more deeply,
where k = 1,2,3, . . . , i − 1.
Since u = a2k is nondegenerate and ind(Ji, a2k) 2, so according to Leray formula
ind(Ji , a2k) = (−1)l.
Furthermore, we know uk is a mountain pass point. According to [4], there exists r > 0
small enough satisfying
deg
(
id −Ki,B(uk, r),0
)= −1.
By applying degree theorem we compute
1 = deg(id −Ki, [u 2k−1, u¯2k+1],0)
= deg(id −Ki, [u 2k−1, u¯2k−1],0)+ deg(id −Ki, [u 2k+1, u¯2k+1],0)
+ deg(id −Ki,B(a2k, r),0)+ deg(id −Ki,B(uk, r),0)
= 1 + 1 + (−1)l + (−1).
So we get
(−1)l = 0.
22 C. Li, S. Li / J. Math. Anal. Appl. 298 (2004) 14–32It is impossible. So there must exist another critical point u∗k in order interval [u 2k−1,
u¯2k+1], which means that u∗k = uk and u∗k is a nonconstant solution.
If a2k is degenerate point then from Lemma 2.6 we know
Cq(Ji, a2k) ∼= δqlG.
Similarly, we can still get another critical point u∗k in order interval [u 2k−1, u¯2k+1] by
the above argument.
Thus, we prove that the conclusion of Theorem 1.1 holds.
Now, we give the following conditions:
(iii)′ f ′(ai) λ3 for i is even number, i  2.
(iv)′ For ai and λl satisfying
f ′(ai) = λl,
∃δ > 0,
λl−1 
f (t)− f (ai)
t − ai  λl, 0 < |t − ai | < δ,
where l  3.
Remark 3.3. If we substitute (iii)′ and (iv)′ for (iii) and (iv), respectively, then we have
Cq(J, ai) ∼= δql−1G.
Moreover, the conclusion of Theorem 1.1 still holds under assumptions (i), (ii), (iii)′,
(iv)′ and (v).
Corollary 3.4. Under the assumptions (i)–(iii) and (v), if J (a2k) → −∞ or J (b2k) →
−∞ as k → +∞, then (1.1) has infinitely many nonconstant solutions {uk} with negative
energy, which are mountain pass types. Moreover, J (uk) → −∞ as k → +∞.
Proof. We assume J (a2k) → −∞ as k → +∞. We still discuss it in the order inter-
val [u 2k−1, u¯2k+1], k = 1,2,3, . . . . We have two minimum points a2k−1 and a2k+1. Let
c = infγ∈Γ maxγ (I )∩S J (u(t)), where Γ = {γ ∈ C(I,W) | γ (0) = a2k−1, γ (1) = a2k+1}
and I = [0,1], S = W\(W1 ∪ W2), W = [u 2k−1, u¯2k+1], W1 = [u 2k−1, u¯2k−1], W2 =
[u 2k+1, u¯2k+1]. According to [8], c is a critical value. So we get the mountain pass
point uk . We find that a2k−1 and a2k+1 are in the same radial direction A = {ke1 | k ∈ R},
where e1 is the first eigenfunction of (1.2). Obviously, e1 ≡ c, where c is a constant. So
there is a special path γ ∗ between a2k−1 and a2k+1, which is a part of A, and γ ∗ ∈ Γ .
Since c∗ = J (a2k) = maxu∈γ ∗(I )∩S J (u), so we infer that c∗  c. We draw the conclusion.
In fact, if f ′(a2k) > λ2, then c∗ > c. We assume the thesis is false. Then c∗ = c, which
means c∗ = maxu∈γ ∗(I )∩S J (u) = infγ∈Γ maxγ (I )∩S J (u(t)). So a2k is a mountain pass
type. See [9]. But from the assumption f ′(a2k) > λ2 we know that ind(J, a2k) 2. Then
a2k is not a mountain pass point. We get a contradiction. 
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on one side of the original and infinitely many super-solutions on the other side, which
means sub-solutions and super-solutions cannot appear in pairs on any side. In such cases,
mountain pass theorem in order intervals is invalid. And we cannot get infinitely many
nonconstant positive and negative solutions of (1.1). Now we give an example.
We give the following conditions:
(a) There are constants C2 > 0 such that∣∣g′(t)∣∣ C2(1 + |t|p−1), t ∈ R,
where 1 <p < 2∗ − 1, 2∗ = 2n/(n− 2), if n 3, and 2∗ = ∞, if n = 1,2.
(b) There exist sequence {ai} and sequence {bi}, where ai, bi ∈ R, i = 1,2, . . . , which
satisfy ai > 0, bi < 0 and ai ↗ +∞, bi ↘ −∞ as i → ∞. At the same time {ai}, {bi}
satisfy
f (ai) = αai, f (bi) = αbi,
which means {ai}, {bi} are constant solution sequences of (1.1). And a0 = b0 = 0,
f (t) > αt , ∀t ∈ (ai, ai+1); f (t) < αt , ∀t ∈ (bi+1, bi), for i = 0,1,2, . . . .
(c) λ1 < f0 < λ2, f ′(ai) = f ′(bi) = α, i = 1,2, . . . .
Obviously, (PS) condition still holds if we consider truncation function
fi(t) =


0, t < 0,
f (t), 0 t  ai ,
f (ai), t > ai .
(We can discuss similar cases for bi .) Let gi(t) = fi(t) − αt .
Similarly, we infer that Ji(u) is coercive so it is bounded from below and satisfies (PS)
condition.
From assumption (c) we know all aj satisfy that ind(Ji , aj ) = 0, where j = 1,2, . . . ,
i − 1.
We will prove all critical points of Ji are constant. We assume the thesis is false. As-
suming u is a nonconstant solution of the following equation:{−∆u+ αu = fi(u), x ∈ Ω ,
∂u
∂ν
= 0, x ∈ ∂Ω . (3.4)
There must exist x0 ∈ Ω¯ , u(x0) = minx∈Ω¯ u(x). If u(x0) = aj , we have
αu(x0)−
n∑
i=1
∂2u
∂x2i
∣∣∣∣
x=x0
+ αu(x0) = f
(
u(x0)
)
,
which contradicts with condition (b). If there exists some j , u(x0) = aj , we set u∗ = u−aj ,
then we get the following equation:{−∆u∗ + αu∗ = fi(u)− αaj  α(u − aj ) 0, x ∈ Ω ,
∂u∗ = 0, x ∈ ∂Ω . (3.5)
∂ν
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that all critical points of Ji are positive constant; then they are isolated.
Obviously, aj are not minimum points. The truncation function has two truncation
points a0 = 0 and ai . Computing their critical groups is a problem as Ji is C1 at the two
points.
Set A1 = I − λ1(−∆+ α)−1, let N0, E(λ1), M1 denote the negative, zero and positive
subspaces of A1.
We know N0 = {0}, E(λ1) = {c}, where c is a constant.
Clearly, A1 is a bounded self-adjoint operator defined on E. According to its spectral
decomposition, E = E(λ1) ⊕M1. So ∀u ∈ E, let u = c + u∗, where c ∈ E(λ1), u∗ ∈ M1.
Now we consider the homotopy
J it (u) = (1 − t)Ji(u)+ t
(− signc · ‖c‖2 + ‖u∗‖2), t ∈ [0,1].
Let A = P0 + P+, where P0, P+ is the orthogonal projection onto the subspace E(λ1)
and M1, respectively.
We consider two cases.
(1) c > 0:
− signc · ‖c‖2 = −‖c‖2 = −〈P0u,u〉.
We have
〈
J i ′t (u), v
〉= (1 − t)∫
Ω
[∇u∇v − gi(u)v]dx − 2t · (m+ α)
∫
Ω
cv dx
+ 2t
∫
Ω
[∇u∗∇v + (m+ α)u∗v]dx, ∀v ∈ E.
(2) c < 0:
− signc · ‖c‖2 = ‖c‖2 = 〈P0u,u〉.
Then
〈
J i ′t (u), v
〉= (1 − t)∫
Ω
[∇u∇v − gi(u)v]dx
+ 2t · (m+ α)
∫
Ω
cv dx + 2t
∫
Ω
[∇u∗∇v + (m+ α)u∗v]dx.
So if |c| = 0, we have
〈
J i ′t (u), v
〉= (1 − t)∫
Ω
[∇u∇v − gi(u)v]dx
− 2t · (m+ α)
∫
|c|v dx + 2t
∫ [∇u∗∇v + (m+ α)u∗v]dx.
Ω Ω
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So
Cq(Ji,0) = Cq
(
J i0,0
)∼= Cq(J i1,0)= 0, ∀q.
The result will be proved by discussing the following cases.
(1) c > 0.
(i) u 0: Take v = uˆ, where uˆ = −c + u∗, ‖u‖ = ρ, ρ is small enough. Then
‖c‖ ρ ⇒ |c| 1
2
δ,
since E(λ1) is finite dimensional. Suppose that ‖u‖ ρ and |u(x)|> δ. Then∣∣u(x)∣∣ |c| + |u∗| 1
2
δ + |u∗| < 1
2
∣∣u(x)∣∣+ |u∗|,
so ∣∣u(x)∣∣, ∣∣uˆ(x)∣∣< ∣∣u∗(x)∣∣.
Thus ∫
|u|>δ
∣∣gi(u)uˆ∣∣dx  C
∫
|u|>δ
|u|p−1|uˆ|dx  C
∫
|u|>δ
|u∗|p dx  C‖u∗‖p,
〈
J i ′t (u), uˆ
〉= (1 − t)
(∫
Ω
|∇u∗|2 dx −
∫
Ω
gi(u)uˆ dx
)
+ 2t · (‖c‖2 + ‖u∗‖2)
= (1 − t)
(∫
Ω
|∇u∗|2 dx −
∫
0uδ
gi(u)uˆ dx −
∫
u>δ
gi(u)uˆ dx
)
+ 2t · (‖c‖2 + ‖u∗‖2)
= (1 − t)
(∫
Ω
|∇u∗|2 dx −
∫
0uδ
gi(u)u
u2
[
(u∗)2 − c2]dx
−
∫
u>δ
gi(u)uˆ dx
)
+ 2t · (‖c‖2 + ‖u∗‖2)
 (1 − t)
(∫
Ω
|∇u∗|2 dx −
∫
0uδ
l · (u∗)2 dx
)
−
∫
u>δ
gi(u)uˆ dx
+ 2t · (‖c‖2 + ‖u∗‖2)
 (1 − t)
(
1 − l
λ2
)∫
Ω
|∇u∗|2 dx −C‖u∗‖p + 2t · (‖c‖2 + ‖u∗‖2)
 (1 − t) · λ2 − l · ‖u∗‖2 −C‖u∗‖p + 2t · (‖c‖2 + ‖u∗‖2)> 0.
λ2 +m+ α
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Take v = uˆ. Then〈
J i ′t (u), uˆ
〉= (1 − t)∫
Ω
[|∇u∗|2 + αu · uˆ]dx + 2t · (m+ α)∫
Ω
c2 dx
+ 2t
∫
Ω
[|∇u∗|2 + (m+ α)(u∗)2]dx > 0.
(iii) u sign-changing: Take v = uˆ. If ρ is small enough, then we have〈
J i ′t (u), uˆ
〉
> 0.
(2) c < 0.
(i) u 0: Take v = c. Then〈
J i ′t (u), c
〉= −(1 − t) · c · ∫
Ω
gi(u) dx + 2t · (m+ α)
∫
Ω
c2 dx
= (1 − t) · α ·
∫
Ω
c · u(x) dx − (1 − t) · c ·
∫
Ω
f (u) dx
+ 2t · (m+ α)
∫
Ω
c2 dx
= [(1 − t)α + 2t (m+ α)] · ∫
Ω
c2 dx − (1 − t) · c ·
∫
Ω
f (u) dx > 0.
(ii) u 0: Take v = u. Then〈
J i ′t (u), u
〉= (1 − t)∫
Ω
[|∇u|2 + αu2]dx + 2t · (m+ α)∫
Ω
c2 dx
+ 2t
(∫
Ω
[|∇u∗|2 + (m+ α)(u∗)2]dx
)
> 0.
(iii) u sign-changing: Take v = c. Then
〈
J i ′t (u), c
〉= −(1 − t) · c∫
Ω
gi(u) dx + 2t · (m+ α)
∫
Ω
c2 dx
= (1 − t) · α ·
∫
Ω
c · u(x) dx − (1 − t) · c ·
∫
Ω
fi(u) dx
+ 2t · (m+ α)
∫
Ω
c2 dx
= (1 − t) · α ·
∫
c2 dx + 2t · (m+ α)
∫
c2 dx − (1 − t) · c ·
∫
fi(u) dxΩ Ω Ω
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Ω
c2 dx − (1 − t) · c ·
∫
Ω−
fi(u) dx
− (1 − t) · c ·
∫
Ω+
fi(u) dx > 0.
(3) c = 0 and u∗ = 0:
〈
J i ′t (u), v
〉= (1 − t)∫
Ω
[∇u∗∇v − gi(u∗)v]dx
+ 2t
(∫
Ω
[∇u∗∇v + (m+ α)u∗v]dx
)
.
(i) u = u∗ > 0: Take v = u∗. So if ρ is sufficiently small, we have
〈
J i ′t (u), u∗
〉
 (1 − t)
[
λ2 − l
λ2 +m+ α · ‖u
∗‖2 − C˜ · ‖u∗‖p
]
+ 2t‖u∗‖2 > 0.
(ii) u = u∗ < 0:
〈
J i ′t (u), v
〉= (1 − t)∫
Ω
[∇u∗∇v + αu∗v]dx + 2t
(∫
Ω
[∇u∗∇v + (m+ α)u∗v]dx
)
.
Take v = u∗.
(iii) u = u∗ sign-changing: Take v = u∗.
So the conclusion holds.
Next we will prove ai is a minimum point of Ji .
Now we consider Br(ai) = {u ∈ E | ‖u − ai‖ < r}, r is small enough. We let A1 =
{x ∈ Ω | u(x) < 0}, A2 = {x ∈ Ω | 0 u(x) ai}, A3 = {x ∈ Ω | u(x) > ai}. We assume
A1,A2,A3 = ∅. Then we have
Ji(u)− Ji(ai) = 12
∫
Ω
|∇u|2 dx −
∫
Ω
Gi(u) dx +
∫
Ω
Gi(ai) dx
 1
2
∫
Ω
|∇u|2 dx +
∫
Ω
G(ai) dx −
∫
A2
Gi(u) dx −
∫
A3
Gi(u) dx
 1
2
∫
Ω
|∇u|2 dx +
∫
Ω
G(ai) dx −
∫
A2
G(ai) dx −
∫
A3
G(ai) dx  0.
So Cq(Ji, ai) ∼= δq0G.
Consider the case i = 2. If a1 is a mountain pass point. According to Morse equality,
we have
0 + (−1)+ 1 = 1.
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impossible. We let the procedure go on. . . Then we draw the following conclusion:
Cq(Ji, aj ) = 0, ∀q, j = 1,2, . . . , i − 1.
Similarly, we can get the same result for bi , i = 1,2, . . . .
Let us substitute the following condition for (c):
(c)′ λk < f0 < λk+1, f ′(ai) = f ′(bi) = α, i = 1,2, . . . .
Then under (a), (b), (c)′ we can still prove that all critical groups of truncation point
a0 = 0 of truncation functional Ji are trivial. However, here we use a different method
because it is difficult for us to draw the same conclusion with (c)′ by original way. From
previous discussion we know that Ji still only have infinitely many constant positive solu-
tions. So we ascertain that 0 is the maximum critical value of Ji and its maximum critical
value can only be attained at a0 = 0. We define the pseudo-gradient flow as follows:{
dη(t,u)
dt
= − V (η(t,u))〈V (η(t,u)),J ′i (η(t,u))〉,
η(0, u) = u ∈ X.
(3.6)
Then we have
Ji
(
η(t, u)
)− Ji(u) =
t∫
0
dJi(η(s, u))
ds
ds =
t∫
0
〈
J ′i
(
η(s,u)
)
,
dη(s, u)
ds
〉
ds
= −
t∫
0
〈
J ′i
(
η(s,u)
)
,
V (η(s, u))
〈V (η(s,u)), J ′i (η(s, u))〉
〉
ds = −t .
We can always find a pair of strict constant sub–sup solution. We call the sub-solution
and the sup-solution u, u¯, respectively. And 0 < u < a1, u¯ > ai . According to previous
discussion, all critical points of Ji are constant. So all of them except a0 = 0 are in the
order interval [u, u¯]. We set A = {u ∈ X | limt→+∞ η(t, u) = a0 = 0}, B = [u, u¯]. Then
Cq(Ji,0) ∼= Hq(J0, J0\0) ∼= Hq(X,X\A) ∼= Hq(X,B) = 0, ∀q. (3.7)
As a matter of fact, we can also get at least one sign-changing solution which is moun-
tain pass type according to mountain pass theorem in order intervals if we assume that
f ′(0) > λ2 under assumptions (i)–(v). When we discuss multiple solutions of (1.1), we no-
tice that there may be infinitely many sign-changing solutions under stronger assumptions.
We give the following assumption:
(viii) ∫Ω F(u) dx > ((λ2 + ε0)/2) ∫Ω u2 dx , as ‖u‖ M , u ∈ E2, where E2 = {u ∈ E |
u = ke1 + te2}, e1 and e2 are the first and the second eigenfunction of (1.2), respec-
tively, ∀k, t ∈ R, ‖e1‖ = ‖e2‖ = 1, ε0 > 0 and M is large enough.
Now we have the following theorem.
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we obtain infinitely many positive nonconstant solutions and infinitely many negative non-
constant solutions of (1.1). Moreover, we can get infinitely many sign-changing solutions
including solutions which are mountain pass type and solutions which are not mountain
pass type.
Proof. Now from the assumptions it is easy to get one sign-changing solution which is
mountain pass type. (In fact, we can obtain at least two sign-changing solutions if 0 is
a nondegenerate critical point, or J has a local linking at 0 with some conditions.) We
call the mountain pass type sign-changing solution u∗1. We assume c∗1 = J (u∗1). From the
assumption (viii) we know that there exist some i1, where i1 is odd number and large
enough. And we can find a special path Γi1 which connects ai1 and bi1 in E2, where ai1
and bi1 are all minimum points of J . And there exist M∗1 ,M ′1 > 0, ∀u ∈ Γi1 , M ′1  ‖u‖
M∗1  M . As on the finite dimensional space, all norms are equivalent, we infer that there
exist c1 > 0 and c2 > 0, which satisfy that
c1‖u‖max
x∈Ω¯
∣∣u(x)∣∣ c2‖u‖ c2M ′.
So we can always find an order interval [u ∗n1 , u¯n1] in E and Γi1 ⊂ [an1, bn1] ⊂ [u ∗n1 , u¯n1],
where u¯n1 and u ∗n1 are a pair of constant super-solution and constant sub-solution of the
following equation:{−∆u+ αu = f˜n1 (u), u ∈ Ω ,
∂u
∂γ
= 0, u ∈ ∂Ω . (3.8)
And f˜n1(t) is the following truncation function:
f˜n1(t) =


f (bn1), t < bn1 ,
f (t), bn1  t  an1 ,
f (an1), t > an1 ,
where an1 and bn1 are also minimum points of J , u ∗n1 < bn1 and u¯n1 > an1 .
Similar to the previous discussion, we can prove that J˜n1 is coercive so it satisfies (PS)
condition, where J˜n1(u) = (1/2)
∫
Ω
|∇u|2 dx − ∫
Ω
G˜n1(u) dx , G˜n1(u) =
∫ u
0 g˜n1(t) dt ,
g˜n1(t) = f˜n1(t) − αt . As a matter of fact, if we remove the assumption (v), which means
that g′(t) is not necessarily bounded from below, ∀t ∈ R, we can still prove that J˜n1 satis-
fies strongly preserving. See [7].
From the assumption (ix) we get
J˜n1(u) = J (u) < −
ε0t2
2
∫
Ω
e22 dx −
λ2 − λ1 + ε0
2
k2
∫
Ω
e21 dx < c
∗
1, ∀u ∈ Γi1 .
Now we have three order interval [u ∗n1 , u¯n1], and its two sub-order intervals [u ∗n1, u¯∗1]
and [u 1, u¯n1 ]. Here u¯∗1 is a super-solution of (1.1) and u 1 is a sub-solution of (1.1), and
b1 < u¯
∗
1 < 0, 0 < u 1 < a1. So according to [8, Corollary 3.1], we get a mountain pass type
solution u∗2, which is a sign-changing solution and u∗2 = u∗1. And we can get another sign-
changing solution u˜2, whose local degree is positive. As a matter of fact, we can find two
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and u 1, u ∗1 < b1 < u¯∗1, u 1 < a1 < u¯1. By applying degree theorem we compute
deg
(
id −Kn1, [u ∗n1 , u¯∗1]∖[u ∗1, u¯∗1],0)
= deg(id −Kn1 , [u ∗n1 , u¯∗1],0)− deg(id −Kn1 , [u ∗1, u¯∗1],0)= 1 − 1 = 0
and
deg
(
id −Kn1, [u 1, u¯n1]\[u 1, u¯1],0
)
= deg(id −Kn1 , [u 1, u¯n1 ],0)− deg(id −Kn1, [u 1, u¯1],0)= 1 − 1 = 0,
where Kn1 = (−∆+α)−1f˜n1 . As u∗1, u˜1 ∈ [u ∗1, u¯1], and we can ensure that u∗2 /∈ [u ∗1, u¯1],
according to [4], there exists r > 0 small enough satisfying
deg
(
id −Kn1,B(u∗2, r),0)= −1,
so we have
1 = deg(id −Kn1, [u ∗n1, u¯n1],0)
= deg(id −Kn1, [u ∗n1, u¯∗1]∖[u ∗1, u¯∗1],0)+ deg(id −Kn1 , [u ∗1, u¯1],0)
+ deg(id −Kn1, [u 1, u¯n1]\[u 1, u¯1],0)+ deg(id −Kn1 ,B(u∗2, r),0)
= 0 + 1 + 0 + (−1)= 0.
It is impossible. So there must exist another solution u˜2 ∈ [u ∗n1 , u¯n1]\(A1 ∪ B1 ∪ C1),
where A1 = [u ∗n1, u¯∗1]\[u ∗1, u¯∗1], B1 = [u ∗1, u¯1], C1 = [u 1, u¯n1 ]\[u 1, u¯1]. By applying
the maximum principle, we can easily prove that u˜2 is a sign-changing solution, whose
local degree is positive.
We assume c∗2 = J (u∗2), c˜2 = J (u˜2). And we can find ε1 small enough so that bn1 − ε1
and an1 + ε1 is a pair of sub-super solution of (1.1). Similar to the above discussion, we
ascertain that there must exist some i2, where i2 is odd number and much larger than n1.
And we can find a special path Γi2 which connects ai2 and bi2 in E2, Γi2 /∈ [bn1 − ε1,
an1 + ε1], where ai2 and bi2 are all minimum points of J , and ai2 > an1 , bi2 < bn1 . So
there exist M∗2 ,M ′2 > 0, ∀u ∈ Γi2 , M ′2  ‖u‖M∗2  M . There exist c1 > 0 and c2 > 0,
which satisfy that
c1‖u‖max
x∈Ω¯
∣∣u(x)∣∣ c2‖u‖ c2M ′2.
So we can always find an order interval [u ∗n2 , u¯n2] in E and Γi2 ⊂ [an2, bn2] ⊂ [u ∗n2 , u¯n2],
where u¯n2 and u ∗n2 are a pair of constant super-solution and constant sub-solution of the
following equation:{−∆u+ αu = f˜n2 (u), u ∈ Ω ,
∂u
∂γ
= 0, u ∈ ∂Ω . (3.9)
And f˜n2(t) is the following truncation function:
f˜n2(t) =


f (bn2), t < bn2 ,
f (t), bn2  t  an2 ,
f (an2), t > an2 ,
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From the assumption (ix) we get
J˜n2(u) = J (u) < −
ε0t2
2
∫
Ω
e22 dx −
λ2 + ε0
2
k2
∫
Ω
e21 dx
<K∗2 = min
{
c∗2, c˜2
}
, ∀u ∈ Γi2 .
Now we have three order interval [u ∗n2 , u¯n2], and its two sub-order intervals [u ∗n2, u¯∗1]
and [u 1, u¯n2 ]. So according to [8, Corollary 3.1], we get a mountain pass type solution u∗3,
which is a sign-changing solution u∗3. By applying degree theorem we compute
deg
(
id −Kn2, [u ∗n2 , u¯∗1]∖[bn1 − ε1, u¯∗1],0)
= deg(id −Kn2 , [u ∗n2 , u¯∗1],0)− deg(id −Kn2 , [bn1 − ε1, u¯∗1],0)= 1 − 1 = 0
and
deg
(
id −Kn2, [u 1, u¯n2]\[u 1, an1 + ε1],0
)
= deg(id −Kn2 , [u 1, u¯n2 ],0)− deg(id −Kn2, [u 1, an1 + ε1],0)= 1 − 1 = 0,
where Kn2 = (−∆ + α)−1f˜n2 . As u∗2, u˜2 ∈ [bn1 − ε1, an1 + ε1], and we can ensure that
u∗3 /∈ [bn1 − ε1, an1 + ε1], according to [4], there exists r > 0 small enough satisfying
deg
(
id −Kn2,B(u∗3, r),0)= −1,
so we have
1 = deg(id −Kn2, [u ∗n2, u¯n2],0)
= deg(id −Kn2, [u ∗n2, u¯∗1]∖[bn1 − ε1, u¯∗1],0)
+ deg(id −Kn2, [bn1 − ε1, an1 + ε1],0)
+ deg(id −Kn2, [u 1, u¯n2]\[u 1, an1 + ε1],0)+ deg(id −Kn2,B(u∗3, r),0)
= 0 + 1 + 0 + (−1)= 0.
It is impossible. So we can get another solution u˜3 ∈ [u ∗n2 , u¯n2]\(A2 ∪ B2 ∪ C2), where
A2 = [u ∗n2 , u¯∗1]\[bn1 − ε1, u¯∗1], B2 = [bn1 − ε1, an1 + ε1], C2 = [u 1, u¯n1]\[u 1, an1 + ε1].
By applying the maximum principle, we can easily prove that u˜3 is a sign-changing solu-
tion, whose local degree is positive.
We let the procedure go on. . . So we get infinitely many sign-changing solutions of
(1.1), including infinitely many mountain pass type sign-changing solutions and infinitely
many sign-changing solutions whose local degree are positive. 
If we give the assumption
(iii)′′ λ1 < f ′(ai) < λ2, λ1 < f ′(bi) < λ2 for i is even number, i  2,
then we have
32 C. Li, S. Li / J. Math. Anal. Appl. 298 (2004) 14–32Remark 3.6. Under (i), (ii), (iii)′′ and (viii), we can yield infinitely many constant positive
solutions, infinitely many constant negative solutions and infinitely many sign-changing
solutions of (1.1).
If we give the assumption
(ix) F(t) > ((λ2 + ε0)/2)t2, |t|M , M is large enough,
then we have
Corollary 3.7. Under (i)–(iii) and (ix), we can obtain infinitely many nonconstant positive
solutions, infinitely many nonconstant negative solutions and infinitely many sign-changing
solutions of (1.1).
Proof. As a matter of fact, we can infer the assumption (viii) from (ix). 
Acknowledgment
The authors would like to thank Professor Yanheng Ding for many useful discussions.
References
[1] K.C. Chang, A variant mountain pass lemma, Sci. China Ser. A 26 (1983) 1241–1255.
[2] K.C. Chang, Infinite Dimensional Morse Theory and Multiple Solution Problem, Birkhäuser, Boston, 1993.
[3] C. Li, The existence of infinitely many solutions of a class of nonlinear elliptic equations with Neumann
boundary condition for both resonance and oscillation problems, Nonlinear Anal., in press.
[4] H. Hofer, A note on the topological degree at a critical point of mountain pass type, Proc. Amer. Math.
Soc. 90 (1984) 309–315.
[5] P. Rabinowitz, Minimax Methods in Critical Point Theory with Applications to Differential Equations, in:
CBMS, vol. 65, American Mathematical Society, Providence, 1986.
[6] S.J. Li, K. Perera, J.B. Su, Computation of critical groups in elliptic boundary-value problems where the
asymptotic limits may not exist, Proc. Roy. Soc. Edinburgh Sect. A 131 (2001) 721–732.
[7] S.J. Li, Z.Q. Wang, Mountain pass theorem in order intervals and multiple solutions for semilinear elliptic
Dirichlet problems, J. Anal. Math. 81 (2000) 373–396.
[8] S.J. Li, Z.Q. Wang, Ljusternik–Schnirelman theory in partially ordered Hilbert spaces, Trans. Amer. Math.
Soc. 354 (2002) 3207–3227.
[9] M. Struwe, Variational Methods, second ed., Springer, Berlin, 1996.
[10] J. Mawhin, M. Willem, Critical Point Theory and Hamiltonian Systems, Springer, Berlin, 1989.
