Abstract: This paper presents a generalization of the model reduction method proper orthogonal decomposition to systems of differential-algebraic equations of arbitrary index. It is known that proper orthogonal decomposition generalizes the method of empirical balanced truncation for linear time-invariant systems. This property will be preserved for differentialalgebraic equation systems of arbitrary index. This is important for the application of proper orthogonal decomposition in control, where the input-output behaviour should be approximated accurately, which is a well-known property of balanced-truncated systems.
INTRODUCTION
The simulation of large-scale lumped or distributed parameter systems often requires too much computational effort for real-time applications. Model reduction techniques are deployed to overcome this limitation. In this paper we study the method of proper orthogonal decomposition (POD) for linear differential-algebraic equation (DAE) systems. The method of POD has been studied extensively in the literature for the reduction of linear and nonlinear differential and partial differential equation systems (e.g. Volkwein (1999) ; Rathinam and Petzold (2003) ). However, POD applied to DAE systems has received less attention in the literature and no unified approach has been presented yet. Loeffler and Marquardt (1991) and D'Elia et al. (2009) project the full set of DAE, whereas Hedengred and Edgar (2005) for example project only the differential equations. Lee (1991) and Sun and Hahn (2005) project the differential and algebraic equations on a separate subspace, and Hinze and Kunkel (2010) project subsets of the differential and of the algebraic equations on separate subspaces. All these approaches do not address the question whether they are able to reduce DAE systems of higher index.
In this paper, we want to define POD for DAE systems in such a way, that the method is able
(1) to reduce DAE systems of arbitrary index, and (2) to optimally approximate the system input-output behaviour.
The first objective is important as it allows for a reduction of the widest class of DAE models. The second objective is important for the application of the method in control, where one is particularly interested in the input-output behaviour rather than in the approximation of the system states.
The method of POD can be used as a data-driven or empirical way to determine the Gramians that are used for the model reduction method of balanced truncation (Moore (1981) ; Glover (1984) , Lall et al. (1999) and Hahn et al. (2002) ). Conversely, for linear time invariant ODE systems, balanced-truncation can be considered a special case of model reduction by POD, whereby the the observability Gramian of the system is used as an inner product weighting. This is referred to as balanced POD (Willcox and Peraire, 2002; Rowley, 2005) . This relation between the two methods will be preserved for DAE systems with the method as proposed in this paper.
The paper is structured as follows: in Section 2 we will first summarize the theory of DAE systems, balanced truncation and POD needed in the subsequent sections. In Section 3, balanced truncation for DAE systems is reformulated in such a way that it is easy to compare with the proposed POD method, that is presented in Section 4. Conclusions are deferred to Section 5.
THEORETICAL BACKGROUND

Linear DAE systems and balancing
For linear DAE systems of arbitrary index, balanced truncation has been defined and treated thoroughly by Stykel (2002 Stykel ( , 2004 and Mehrmann and Stykel (2005) . Their notion of a balanced realization of DAE systems will be used here as a starting point to develop a POD method for DAE systems. In this section, some elements of this theory are summarized. For a detailed introduction to DAE systems the reader is referred to e.g. Dai (1989) .
where E, A ∈ R n×n , rank(E) < n, B ∈ R n×nu , C ∈ R ny×n . Throughout the paper, we will assume that the pencil λE − A is regular, i.e. det(λE − A) = 0 for some λ ∈ C. Furthermore, the system will be assumed to be c-stable, i.e. λE − A is regular and all finite eigenvalues of the pencil lie in the open left-half plane. n f will refer to the number of finite eigenvalues and n ∞ = n − n f will refer to the number of infinite eigenvalues. Let a system transformation (E, A, B, C) → (Ẽ,Ã,B,C) be defined bỹ
with transformation matrices W, T . If λE − A is regular, then there exist nonsingular W and T that transform the system (1) into the block-diagonal Weierstrass form, with
where J ∈ R n f ×n f , N ∈ R n∞×n∞ is a nilpotent matrix with nilpotency index ν (i.e. N ν−1 = 0 and N ν = 0), and I n f , I n∞ are identity matrices of size n f and n ∞ respectively. B 1 , B 2 , C 1 , C 2 have dimensions corresponding to the the system blocks.
Similar as for linear ODE systems, the Gramians of DAE systems reflect a measure of reachability and observability of the system states. The proper controllability and observability Gramians G pc and G po are defined as
where F (t) is the solution matrix
The improper controllability Gramian G ic and observability Gramian G io are defined as
where F k is the solution matrix
Following Stykel (2002 Stykel ( , 2004 , G pc and G po are the unique symmetric positive semi-definite matrices satisfying
respectively. Here, P and P r are the projector matrices
that project on the left and right subspaces corresponding to the finite eigenvalues of the pencil (λE−A). G ic and G io are the unique symmetric positive semi-definite matrices satisfying
It can be shown (Stykel, 2002 ) that
where G wpc and G wpo are the positive semi-definite solutions to the Lyapunov equations
and
where G wic and G wio are the positive semi-definite solutions to the Lyapunov equations
Hankel singular values of the system are defined as the n f largest numbers
Here λ 1/2 i (M ) denotes the square root of the ith eigenvalue of M . The improper Hankel singular values of the system are defined as the n ∞ largest numbers
A DAE system is called balanced, if the Gramians of the system satisfy
where Σ = diag(ς 1 , ..., ς n f ) and Θ = diag(θ 1 , ..., θ n∞ ).
Proper orthogonal decomposition
In this section, the method of POD is summarized for finite-dimensional systems (Volkwein, 1999; Kunisch and Volkwein, 1999) . Given a collection of m data vectors x k ∈ R n , k = 1, . . . , m and suppose the vectors {x k } span a subspace of dimension r. POD amounts to finding orthonormal basis vectors u i ∈ R n , i = 1, . . . , r of this subspace, with which the data can be approximated in an optimal way. Let the canonical inner product on R n be denoted by ·, · , and let an expansion of each x k be defined by
k is minimal for any truncation level n t ≤ r. The POD basis problem can be formulated as a recursive constrained optimization problem for each basis vector u 1 , . . . , u r : Solve, for i = 1, . . . , r,
, where δ ij = 1 if i = j, and 0 otherwise. The necessary conditions for optimality of these maximization problems result in the eigenvalue problem
The problem can be solved by eigenvalue or singular value decomposition (SVD) of XX T . Assume the basis vectors u i are ordered such that σ 1 ≥ σ 2 ≥ ... ≥ σ r . Then, the approximation is optimal for each truncation level n t . The approximation error ε k is bounded by ε k 2 2 ≤ r i=nt+1 σ 2 i . A reduced model of order n t is then obtained by a Galerkin projection of the system on the n t basis vectors u 1 , .., u nt .
BALANCING AND TRUNCATION ALGORITHM FOR DAE USING SVD
As stated in the introduction, we want to formalize the POD method for linear DAE systems of arbitrary index, preserving its relation to balanced truncation. To allow a comparison of the two methods in terms of transfer functions, we reformulate the generalized square root method of Stykel (2004) in terms of the SVD of the Gramians.
Balancing of the DAE system
First, we denote the SVD of the Weierstrass system Gramians by
For ease of notation, we define X wp := U wpc Σ wpc , Y wp := U wpo Σ wpo , X wi := U wic Θ wic , Y wi := U wio Θ wio , and
The Gramians of the original system can then be represented as
Similar to Stykel (2004) , Lemma 2.8, the proper Hankel singular values of the system are given by
The transformation matrices W B , T B ∈ R n×n can be constructed as
Using (12) and (13), it can be shown that Proof. The proof follows the same lines as the theory presented by Stykel (2002 Stykel ( , 2004 . Observe, using (2), (3), (11a) and (11b), that (12) and (13), it is easy to see that
np and I ni being identity matrices of dimension n p and n i . The system matrices are then obtained as
with
have appropriate dimensions. This shows the block-structured form of the transformed system. The Gramians G (.),B of the transformed system (17) are obtained from G (.) cf. Stykel (2004) and using (12), (13) and (16):
and similarly:
which proves that the Gramians have the structure of (10) and therefore the system is balanced. 2
Truncation of the balanced system
By construction of (14) and (15) all modes of the system corresponding to the zero Hankel singular values have been removed after balancing, and a minimal system realization has been obtained. For the improper subsystem Stykel (2004) gives the estimate n i ≤ min(νn u , νn y , n ∞ ), which means that if νn u n ∞ and νn y n ∞ , the size of the improper subsystem is considerably reduced. Further truncation of the improper sytem part is not wellunderstood and therefore not performed. Truncation of the DAE system involves truncation of the modes of the proper subsystem to a reduced order n t < n p . The SVD (12) can be decomposed alternatively as
where Σ p1 contains the n t largest singular values of Σ p and U p1 , V p1 contain the corresponding columns of U p and V p . A balanced-truncated system is then obtained by using the truncated transformation matrices
instead of W B and T B to transform the system. The right and left inverse of W BT and T BT respectively are given by
The transfer function of the balanced-truncated system can be written as
where G p,BT is the transfer function of the balanced and truncated proper subsystem:
and G i is the transfer function of the improper subsystem:
PROPER ORTHOGONAL DECOMPOSITION WITH WEIGHTED DATA
As already stated by Moore (1981) , the controllability Gramian G pc can be approximated by sampling the solution trajectory x(t) of the system excited by impulsive input excitation, on a suitable time grid t 1 , . . . , t m . Suppose the time grid is equidistant with intervals ∆t, then the integral (4) is approximated by XX T , with X = √ ∆t [x(t 1 ), . . . , x(t m )]. For multiple inputs, X will contain the responses to excitation of all inputs. The same holds for the observability Gramian, which can be constructed from simulated responses of the adjoint of the original system. Rowley (2005) mentions that balanced truncation can be considered a special case of POD: the use of the observability Gramian as inner-product weighting and applying POD to the data matrix X as defined above produces a balanced-truncated system up to a certain scaling. In this section, we generalise this idea to DAE systems. The specialization of the result to state space systems will result again in the relation mentioned by Rowley (2005) and by Ilak and Rowley (2008) .
DAE systems
Let a real, symmetric and positive semi-definite weighting matrix G be introduced in the canonical inner product on R n and denoted by ·, · G :
for u, v ∈ R n . Model reduction by POD can then be formulated as a Galerkin projection of the DAE system in Weierstrass form (3), where G wpo and G wpc are used as diagonal blocks of the inner product weighting matrix:
The algorithm for the computation of the POD basis vectors can be stated independently for the proper and the improper subsystems. Define the state trajectory data vectors of the proper and improper subsystems as
n∞×m . Here, we use subscripts d and a to denote vectors and matrices related to the proper and improper subsystems, respectively. Suppose rank(X d X T d ) = r. Then, the observability-weighted POD for the proper subsystem reads as follows: solve for i = 1, . . . , r 
WithX d := Y T wp X d , the necessary conditions for optimality result in the SVD
The proper subsystem is reduced to order n t by taking only the n t first vectorsŪ 1 of the SVD (25) 
that correspond to the nonzero singular values in Θ 1 1 . which also provides some numerical examples. The combined projection basis U R for the full Weierstrass system is obtained by taking the truncated projection basis U d,nt of the proper system and the basis U a1 of the improper system:
Model reduction is achieved by a weighted Galerkin projection of the Weierstrass form of the DAE system, with weighting matrix G wo from (22). With the inner product (21), we obtain the system matrices (E R , A R , B R , C R ) of the POD reduced model as
) Theorem 2. Let the weighting matrix G wo be introduced in the canonical inner product on R n , denoted by ·, · Gwo and let data {x(t k )} be inferred from the response of the system (1) to impulsive inputs. Define the POD basis for the DAE system as in (29), and define the n t th order Galerkin projection as in (30), where n t < r. Then the reduced system has the following properties:
(1) The system retains its block-structured form. Proof. With projection matrix (29), observability matrix (22), and the system matrices (2), we obtain the reduced order system matrices
with I nt the identity matrix of size n t and
which proves the first assertion.
1 The full derivation can be found on our website http://www.avt.rwth-aachen.de/ModelReduction.
The proper controllability Gramian G pc,R of the POD reduced system satisfies E R G pc,R A been obtained (Moore, 1981; Glover, 1984) . Due to its block structure, the transfer function of the POD-reduced system can be written as
The transfer function of the improper subsystem remains unchanged by the transformation:
The transfer function of the proper subsystem is 
Simplification to state-space systems
In the special case of linear state-space systems, the properties in Theorem 2 simplify to the following:
(1) The controllability Gramian of the reduced system is a diagonal matrix with squared Hankel singular values ς 2 1 , . . . , ς 2 nt on its diagonal. (2) The observability Gramian of the reduced system equals the identity matrix. (3) The transfer function of the POD-reduced system equals that of a reduced system obtained by balancing and truncation to order n t .
Thus, we have abtained a precise statement of the relation between the two model reduction techniques described by Rowley (2005) .
CONCLUSION
In this paper we have presented a model reduction method for linear DAE systems based on POD. Throughout the discussion, we have not posed any restrictions on the index of the system: the method is suitable for DAE of arbitrary index. The proper system part has been reduced by truncation to an arbitrary order, whereas the improper system part has only been reduced to a minimal realization. We have shown that the input-output behaviour is captured in exactly the same way as by applying model reduction by balanced truncation. This is an important result for the use of POD for model reduction for control purposes. A possible drawback of the method is that the Weierstrass form of the system needs to be computed, which involves matrix inversions. Future research effort will be directed to a computational approach with which this can be avoided. Furthermore, the extension of the method to empirical reduction of nonlinear DAE systems is an interesting subject for future research.
