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Abstract
We consider the ill-posedness and well-posedness of the Cauchy
problem for the third order NLS equation with Raman scattering term
on the one dimensional torus. It is regarded as a mathematical model
for the photonic crystal fiber oscillator. Regarding the ill-posedness,
we show the nonexistence of solutions in the Sobolev space and the
norm inflation of the data-solution map under slightly different con-
ditions, respectively. We also prove the local unique existence of solu-
tions in the analytic function space.
Mathematics Subject Classification 2010 : Primary 35Q55, 35Q53, Sec-
ondary 35A01, 35A10
1 Introduction and Main Theorems
In the present paper, we consider the ill-posedness of the Cauchy problem for
the nonlinear Schro¨dinger equation with third order dispersion and intrapulse
Raman scattering term (see (2.3.43) on page 40 of [1]):
∂tu = α1∂
3
xu+ iα2∂
2
xu+ iγ1|u|2u+ γ2∂x
(|u|2u)− iΓu∂x(|u|2), (1.1)
t ∈ [−T, T ], x ∈ T = R/2πZ,
u(0, x) = u0(x), x ∈ T, (1.2)
1
where αj , γj (j = 1, 2) and Γ are real constants and T is a positive constant.
Throughout this paper, we assume that
Γ > 0, α1 6= 0, 2α2
3α1
6∈ Z. (1.3)
The last and the last but one terms on the right-hand side of (1.1) represent
the effect of the intrapulse Raman scattering, which is not negligible for ul-
trashort optical pulses (see [1, §2.3.2]). The well-posedness in the Sobolev
space Hs of the Cauchy problem (1.1) and (1.2) without Raman scattering
terms has been intensively studied by Miyaji and the second author [20, 21].
It is showed that the Cauchy problems of (1.1) and the reduced equation rel-
evant to (1.1) are well-posed in Hs, s ≥ 0 and s > −1/6, respectively, in [20]
and [21] (for the reduced equation, see (1.7) below). For the Cauchy problem
(1.1) and (1.2) with the coefficient of the last term u∂x(|u|2) being real rather
than imaginary, Takaoka [27] showed the well-posedness in Sobolev spaces
Hs for s ≥ 1/2. In the present paper, we show that the last term on the
right-hand side of (1.1) causes the ill-posedness of the Cauchy problem (1.1)
and (1.2).
Now we briefly explain how the last term on the right-hand side of (1.1)
causes the ill-posedness. We divide the Raman scattering term into the
nonresonant and the resonant parts:
̂
[
iu∂x|u|2
]
(k) = − 1
2π
∑
k=k1+k2+k3
k1+k2 6=0
(k1 + k2)uˆ(k1)ˆ¯u(k2)uˆ(k3)
= − 1
2π
∑
(k1+k2)(k2+k3)6=0
− 1
2π
∑
k1+k2 6=0
k2+k3=0
=: Iˆ1 + Iˆ2,
where fˆ denotes the Fourier coefficient of f in the x variable (see (1.8) below
for the precise definition). Here, we note that Iˆ1 is the nonresonant part and
Iˆ2 is the resonant part. We can rewrite Iˆ2 as follows.
2πIˆ2 =− kuˆ(k)
∑
k2 6=−k
k2+k3=0
ˆ¯u(k2)uˆ(k3)− uˆ(k)
∑
k2 6=−k
k2+k3=0
k2 ˆ¯u(k2)uˆ(k3)
=− kuˆ(k)
∑
k2∈Z
ˆ¯u(k2)uˆ(−k2) + kuˆ(k)ˆ¯u(−k)uˆ(k)
2
− uˆ(k)
∑
k2∈Z
k2 ˆ¯u(k2)uˆ(−k2)− kuˆ(k)ˆ¯u(−k)uˆ(k)
=− kuˆ(k)
∑
k2∈Z
|uˆ(k2)|2 + uˆ(k)
∑
k2∈Z
k2|uˆ(k2)|2
=− k‖u‖2L2uˆ(k) + uˆ(k)
∑
k2∈Z
k2|uˆ(k2)|2.
At the last equality but one, we have used the fact that uˆ(−k) = ¯¯ˆu(k).
Therefore, we obtain
I2 =
i
2π
‖u‖2L2∂xu+
1
2π
(∑
k2∈Z
k2|uˆ(k2)|2
)
u.
Hence, since the L2 norm is conserved (see Lemma 2.5 in §2), the equation
(1.1) can be rewritten as follows:
∂tu+ia∂xu = α1∂
3
xu+ iα2∂
2
xu+ iγ1|u|2u+ iγ2∂x
(|u|2u) (1.4)
+
Γ
(2π)3/2
∑
k∈Z
e−ikx
∑
(k1+k2)(k2+k3)6=0
(k1 + k2)uˆ(k1)ˆ¯u(k2)uˆ(k3)
− Γ
2π
(∑
k2∈Z
k2|uˆ(k2)|2
)
u, t ∈ [−T, T ], x ∈ T,
where
a =
Γ
2π
‖u0‖2L2.
Consequently, the Cauchy-Riemann type elliptic operator ∂t + ia∂x appears
due to the Raman scattering term. On the other hand, I1 can be estimated
in Hs for s ≥ 1/2 (see Bourgain [2, Section 8.I]). This observation suggests
that the Cauchy problem (1.1) and (1.2) should be ill-posed.
Before stating the main theorems in this paper, we define the solution of
(1.1) and (1.2).
Definition 1.1. Let T > 0, s ≥ 0, and u0 ∈ Hs(T). We say u is a solution
to the Cauchy problem (1.1) and (1.2) on [0, T ) if u satisfies
u ∈ L∞loc([0, T );Hs(T)) ∩ L3loc([0, T )×T), ∂x(|u|2) ∈ L1loc([0, T );H−s(T)),
3
and if (1.1) and (1.2) hold in the sense of distribution; i.e.,
−
∫ T
0
∫
T
u∂tφ dx dt−
∫
T
u0φ(0, ·) dx
=
∫ T
0
∫
T
[
u
(−α1∂3xφ+ iα2∂2xφ)+ |u|2u(iγ1φ− γ2∂xφ)] dx dt
− iΓ
∫ T
0
〈
∂x
(|u|2)(t) , u(t)φ(t)〉
H−s,Hs
dt
for any φ ∈ C∞0 ([0, T )×T). We say u is a solution on a closed interval [0, T ]
if u ∈ C([0, T ];Hs(T)) for some s > 1/2 and u|[0,T ) is a solution on [0, T ) in
the above sense. A solution on (−T, 0], [−T, 0] is defined in a similar manner.
Remark 1.2. (a) If u(t, x) is a solution to (1.1) and (1.2) on [0, T ), then
u(−t, x) is a solution on (−T, 0] to (1.1) and (1.2) with (α1, γ2) replaced by
(−α1,−γ2).
(b) Let u be a solution on [0, T ) to the Cauchy problem (1.1) and (1.2)
with u0 ∈ Hs(T). If s > 1/2 and u ∈ C([0, T );Hs(T)), then one can
show by the Sobolev inequalities that u ∈ C1([0, T );Hs−3(T)) and (1.1) is
satisfied in C([0, T );Hs−3(T)), while (1.2) is verified in Hs(T). In particular,
uˆ(·, k) ∈ C1([0, T )) for any k ∈ Z and we have
∂tuˆ(t, k) =− i(α1k3 + α2k2)uˆ(t, k)
+
∑
k=k1+k2+k3
iγ1 + iγ2k + Γ(k1 + k2)
2π
uˆ(t, k1)ˆ¯u(t, k2)uˆ(t, k3),
(1.5)
uˆ(0, k) = uˆ0(k) (1.6)
for any k ∈ Z, where the summation on the right-hand side of (1.5) converges
absolutely and uniformly in t on any compact subinterval of [0, T ).
(c) By (b) and the continuity at t = T , a solution u on a closed interval
[0, T ] satisfies uˆ(·, k) ∈ C1([0, T ]) for any k ∈ Z and (1.5), (1.6) for any
(t, k) ∈ [0, T ]× Z.
We have the following two theorems concerning the ill-posedness of the
Cauchy problem (1.1) and (1.2).
Theorem 1.3. We assume that (1.3) holds. For any s ≥ 1, there exists
u0 ∈ Hs(T) such that for no T > 0 the Cauchy problem (1.1) and (1.2) has
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a solution u ∈ C([0, T ];Hs(T)) on [0, T ], or a solution u ∈ C([−T, 0];Hs(T))
on [−T, 0].
Remark 1.4. In fact, we can show the nonexistence of solutions in a larger
class; i.e., in CtH
s1
x for some s1 < s. Moreover, a slightly weaker nonexistence
result holds even for some C∞ initial data. See Theorem 2.1 and Theorem 2.2
below for the precise statements.
Remark 1.5. In the case of Rn, the Cauchy problem of the semilinear
Schro¨dinger equation is well-posed in regular Sobolev spaces (see Hayashi
and Ozawa [12] and Chihara [3] for the one dimensional case and see Chi-
hara [4] for the higher dimensional case). The same is true of the third order
NLS with Raman scattering term (see Staffilani [26]). It is in sharp contrast
to our case of T. The difference between the cases of R and T is that the
spectrum of the Laplacian is continuous in the former case, while it is discrete
in the latter case.
Remark 1.6. The same nonexistence result as Theorem 1.3 holds for the
equation (1.1) with α1 = 0 (see Proposition 2.9 below).
Theorem 1.7. We assume that (1.3) holds. Then, for any s ≥ 1, inflation
of the Hs norm occurs around any Hs solution in the following sense: Let
u∗ ∈ C([0, T ];Hs(T)) be a solution to (1.1) on [0, T ] for some T > 0. Then,
for any ε > 0 and 0 < τ ≤ T there exists a real analytic function φ on T
with ‖φ‖Hs ≤ ε such that either there does not exist a solution u to (1.1) on
[0, τ ] with the initial condition u(0) = u∗(0)+φ in the class C([0, τ ];Hs(T)),
or such a solution exists but
sup
t∈[0,τ ]
‖u(t)− u∗(t)‖Hs ≥ ε−1.
Remark 1.8. From Theorem 1.3, it seems impossible to solve the Cauchy
problem (1.1) and (1.2) in Sobolev spaces. But there is still a chance that
the Cauchy problem (1.1) and (1.2) is solvable for a class of C∞ initial data.
Even if it is the case, Theorem 1.7 shows that the solution map: u0 7→ u
is discontinuous everywhere, which implies the continuous dependence of
solutions on initial data breaks down in Sobolev spaces.
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Remark 1.9. Similarly to the nonexistence result, we can in fact show in-
flation of the Hs1 norm for some s1 < s. See Theorem 3.1 and Theorem 3.2
below for the precise statements.
Remark 1.10. A large number of numerical simulations for the Cauchy
problem (1.1)–(1.2) have been made though it is ill-posed in Sobolev spaces
(see, e.g., [1]). In those numerical computations, such analytic functions
as Gaussian and super-Gaussian pulses are chosen as initial data. So, it is
natural to expect that the Cauchy problem (1.1)–(1.2) should be solvable in
the analytic function space. Indeed, we describe the result on the unique
solvability in the analytic function space in Section 4 (see Proposition 4.3
below).
There are many papers concerning the well-posedness issue for the Cauchy
problem of nonlinear dispersive equations (see, e.g., [2], [6], [7], [8], [10], [11],
[16, 17], [18], [19], [20, 21], [23], [24], [25], [26], [27], [28] and [30]). For the
well-posedness of linear Schro¨dinger equations, Mizohata [22] and Chihara
[5] studied necessary and sufficient conditions in the cases of Rn and Tn,
respectively. In [5], Chihara also treated the ill-posedness of the nonlinear
Schro¨dinger equation. These works on linear equations give deep insight to
nonlinear dispersive equations. On the other hand, in the nonlinear case, a
linearized equation can not determine all properties of the original nonlinear
equation. Indeed, the Cauchy-Riemann type operator on the left-hand side
of (1.4) does not immediately imply the ill-posedness of (1.1) and (1.2). This
is because the singularity caused by the nonlinearity might cancel out the
one appearing in the Cauchy-Riemann type operator. Therefore, we need to
estimate the balance between the singularities to which the nonlinearity and
the Cauchy-Riemann type operator give rise. For that purpose, we use the
smoothing type effect for the cubic nonlinearity of such nonlinear dispersive
equations as the mKdV, the NLS and the third order NLS equations on the
one dimensional torus (see, e.g., [8], [10], [11] and [23] for the NLS equation,
[19], [24], [25] and [28] for the mKdV equation, and [20, 21] for the third
order NLS). The estimate based on the smoothing type effect enables us to
show that the singularity coming from the Cauchy-Riemann type operator is
dominant over the one caused by the nonlinearity.
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We should here make a remark on whether or not we can recover the
well-posedness for the reduced equation relevant to (1.1). This is because
for the well-posedness issue, we often consider the reduced equation, which
is derived from the elimination of bad terms from the original equation (see,
e.g., [2], [16], [19] and [21]). If we put
v(t, x) = u
(
t, x− γ2
π
∫ t
0
‖u(s)‖2L2 ds
)
e−
γ1
pi
i
∫ t
0 ‖u(s)‖2L2 ds,
then the reduced equation can be formally written as follows.
∂tv + ia∂xv = α1∂
3
xv + iα2∂
2
xv + iγ1
(|v|2 − 1
π
‖v(t)‖2L2
)
v (1.7)
+ γ2
[
2
(|v|2 − 1
2π
‖v(t)‖2L2
)
∂xv + v
2∂xv¯
]
+
Γ
(2π)3/2
∑
k∈Z
e−ikx
∑
(k1+k2)(k2+k3)6=0
(k1 + k2)vˆ(k1)ˆ¯v(k2)vˆ(k3)
− Γ
2π
(∑
k2∈Z
k2|vˆ(k2)|2
)
v, t ∈ [−T, T ], x ∈ T.
On the left-hand side of (1.7), the Cauchy-Riemann type operator appears
and so Theorem 1.3 also holds for (1.7). In fact, we use (1.7) to prove the
ill-posedness (see (2.7) and Remark 2.6 below).
The plan of this paper is as follows. In Section 2, we give several lemmas
needed for the proofs of Theorems 1.3 and 1.7 and prove Theorem 1.3. We
also show that Theorem 1.3 holds for the Schro¨dinger equation with deriva-
tive nonlinearity, that is, for the case of α1 = 0 (see Proposition 2.9 below).
In Section 3, we give the proof of Theorem 1.7. Finally, in Section 4, we
describe the unique local solvability of the Cauchy problem (1.1) and (1.2)
in the analytic function space (see Proposition 4.3 below).
We conclude this section with notation given. We use the following defi-
nition of the Fourier coefficients of functions on T:
fˆ(k) :=
1√
2π
∫
T
e−ikxf(x) dx, k ∈ Z, (1.8)
so that for suitable functions f and g on T we have
f(x) =
1√
2π
∑
k∈Z
fˆ(k)eikx, ‖f‖2L2(T) = ‖fˆ‖2ℓ2(Z),
∂̂xf(k) = ikfˆ (k), f̂ g(k) =
1√
2π
∑
l∈Z
fˆ(k − l)gˆ(l).
The Sobolev norms are defined as ‖f‖Hs := ‖〈 · 〉sfˆ‖ℓ2(Z), where 〈ξ〉 := 1+ |ξ|
for ξ ∈ R. We define the operator P± on L2(T) by
P±f(x) :=
1√
2π
∑
k∈Z;±k>0
fˆ(k)eikx.
We denote by X . Y the estimate X ≤ CY with a harmless constant C > 0.
Finally, we write x+ (resp. x−) to denote a slightly bigger (resp. smaller)
number than a given x ∈ R.
2 Nonexistence of Hs solutions
In this section, we shall prove the following two theorems, which imply The-
orem 1.3 as a special case.
Theorem 2.1. We assume that (1.3) holds. Let real numbers s, s1 satisfy
1 ≤ s1 ≤ s < s1 + 1.
Then, there exists u0 ∈ Hs(T) such that for no T > 0 the Cauchy problem
(1.1) and (1.2) has a solution u ∈ C([0, T ];Hs1(T)) on [0, T ], or a solution
u ∈ C([−T, 0];Hs1(T)) on [−T, 0].
Theorem 2.2. We assume that (1.3) holds. Let s ≥ 1, and let u ∈ C(I;H 12+(T))
be a solution to (1.1)–(1.2) on a closed interval I containing 0 such that
u(t) ∈ Hs(T) for t ∈ I and supt∈I ‖u(t)‖Hs < ∞. The following holds for
any T > 0.
(i) If I = [0, T ], then P+u0 ∈ Hs+ 12−.
(ii) If I = [−T, 0], then P−u0 ∈ Hs+ 12−.
(iii) If I = [−T, T ], then u(t) ∈ H∞ for t ∈ (−T, T ) and u0 satisfies
‖u0‖Hs ≤ Cs1Rs
2
1
for any s ≥ 1 with the constants C1 = C1(sup
t∈I
‖u(t)‖H1, ‖u0‖−1L2 , T−1) >
0 and R1 > 0 independent of s.
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Remark 2.3. An immediate consequence of Theorem 2.2 is the following:
Let 1 ≤ s1 ≤ s and u0 ∈ Hs(T).
(i) If (s < s1 +
1
2
and) P+u0 6∈ Hs1+ 12−, then for no T > 0 there exists a
solution u ∈ C([0, T ];Hs1(T)) on [0, T ].
(ii) If (s < s1 +
1
2
and) P−u0 6∈ Hs1+ 12−, then for no T > 0 there exists a
solution u ∈ C([−T, 0];Hs1(T)) on [−T, 0].
(iii) If u0 6∈ H∞, then for no T > 0 there exists a solution
u ∈ C([−T, T ];H1(T)) on [−T, T ].
(iv) If u0 ∈ H∞ and the estimate
sup
s≥1
R−s
2‖u0‖Hs <∞
is false for any R > 0, then for no T > 0 there exists a solution
u ∈ C([−T, T ];H1(T)) on [−T, T ].
Remark 2.4. (a) Let us compare these theorems.
On one hand, when 1 ≤ s1 ≤ s < s1 + 12 , Theorem 2.2 (Remark 2.3)
is stronger than Theorem 2.1 in the sense that the nonexistence is shown
for general initial data. Moreover, Theorem 2.2 shows the nonexistence of
solution on [−T, T ] for arbitrarily large s (not necessarily satisfying s <
s1 + 1).
On the other hand, when s1 +
1
2
≤ s < s1 +1, Theorem 2.1 is stronger in
that it shows the existence of an Hs function which cannot be the initial data
for a solution forward in time, nor a solution backward in time. Note that
Theorem 2.2 does not exclude the possibility of the existence of a solution
toward only one side from t = 0.
(b) Theorem 2.2 (iii) suggests that a solution may not exist even for C∞
initial data. In fact, the function u0 ∈ H∞ defined by
uˆ0(k) := e
−[log〈k〉]4/3 , k ∈ Z
satisfies ‖u0‖Hs ≥ 〈es2 − 1〉s|uˆ0(es2 − 1)| = es3−s8/3 for any s ≥ 1 such that
es
2 ∈ Z, and by Remark 2.3 (iv) it cannot be the initial data for a solution
in C([−T, T ];H1).
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Before proving these theorems, we see the L2 conservation for (1.1).
Lemma 2.5. Let T > 0, s > 1/2, and u ∈ C([0, T ];Hs(T)) be a solution
to the Cauchy problem (1.1)–(1.2) on [0, T ] with initial data u0 ∈ Hs(T).
Then, we have
‖u(t)‖L2(T) = ‖u0‖L2(T), t ∈ [0, T ].
Proof. It is not hard to derive the conservation law formally, so we only see
how to make it rigorous under the assumption on regularity.
Let P≤N be the projection onto frequency range {k ∈ Z | |k| ≤ N}. Then,
uN := P≤Nu solves
∂tuN = α1∂
3
xuN + iα2∂
2
xuN + P≤N
(
iγ1|u|2u+ γ2∂x
(|u|2u)− iΓu∂x(|u|2))
= α1∂
3
xuN + iα2∂
2
xuN + iγ1|uN |2uN + γ2∂x(|uN |2uN)− iΓuN∂x(|uN |2)
+ iγ1
(
P≤N(|u|2u)− |uN |2uN
)
+ γ2
(
P≤N∂x(|u|2u)− ∂x
(|uN |2uN))
− iΓ(P≤N(u∂x(|u|2))− uN∂x(|uN |2)),
uN(0) = P≤Nu0.
Note that uN is smooth and the above equality holds in the classical sense.
Taking the real L2 inner product with uN and then integrating over (0, t),
we obtain after some integration by parts that
‖uN(t)‖2L2 = ‖P≤Nu0‖2L2 +
∫ t
0
RN(t
′) dt′, t ∈ (0, T ], (2.1)
where
RN (t) := 2ℜ
∫
T
iγ1P≤N
[|u|2u− |uN |2uN](t)u¯N(t) dx
+ 2ℜ
∫
T
γ2P≤N
[
∂x(|u|2u)− ∂x
(|uN |2uN)](t)u¯N(t) dx
− 2ℜ
∫
T
iΓP≤N
[
u∂x(|u|2)− uN∂x
(|uN |2)](t)u¯N(t) dx.
Since the Sobolev estimate
‖fg∂xh‖H−s . ‖f‖Hs‖g‖Hs‖h‖Hs
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is valid if s > 1/2, we have
|RN(t)| . ‖u(t)‖3Hs‖u(t)− uN(t)‖Hs .
Finally, taking N →∞ in (2.1) and noticing that ‖u− uN‖L∞(0,t;Hs) → 0 as
N →∞ for u ∈ C([0, t];Hs), we obtain the desired L2 conservation law.
We will give proofs of Theorems 2.1, 2.2 after some discussion on general
Hs solutions to the Cauchy problem.
Let s ≥ 1, u0 ∈ Hs(T), T > 0, and let u be a solution to the Cauchy
problem on [0, T ] which belongs to C([0, T ];Hs(T)). By Remark 1.2 (ii) (iii),
uˆ(·, k) ∈ C1([0, T ]) and (1.5)–(1.6) holds for any k ∈ Z.
We introduce a new function v ∈ C([0, T ];Hs(T)) by
vˆ(t, k) := ei(α1k
3+α2k2)tuˆ(t, k), (t, k) ∈ [0, T ]× Z.
Observe that vˆ(·, k) ∈ C1([0, T ]) and it is a solution to
∂tvˆ(t, k) =
∑
k1+k2+k3=k
iγ1 + iγ2k + Γ(k1 + k2)
2π
eitΦvˆ(t, k1)ˆ¯v(t, k2)vˆ(t, k3),
(2.2)
vˆ(0, k) = uˆ0(k), (2.3)
where
Φ = Φ(k1, k2, k3)
:=
(
α1(k1 + k2 + k3)
3 + α2(k1 + k2 + k3)
2
)
− (α1k31 + α2k21) +
(
α1(−k2)3 + α2(−k2)2
)− (α1k33 + α2k23)
= 3α1(k1 + k2)(k2 + k3)
(
k3 + k1 +
2α2
3α1
)
.
(2.4)
Under the assumption 2α2
3α1
6∈ Z, it holds that
Φ(k1, k2, k3) = 0 ⇔ (k1 + k2)(k2 + k3) = 0, (2.5)
Φ(k1, k2, k3) 6= 0 ⇒ |Φ(k1, k2, k3)| ∼ 〈k1 + k2〉〈k2 + k3〉〈k3 + k1〉. (2.6)
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As in the preceding section, we notice (2.5) and separate the resonant
terms (Φ = 0) from the summation in (2.2) to have
∂tvˆ(k) =
[ ∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
+
∑
k1+k2=0
k3=k
+
∑
k2+k3=0
k1=k
−
∑
k1=−k2=k3=k
]
iγ1 + iγ2k + Γ(k1 + k2)
2π
eitΦvˆ(k1)¯ˆv(−k2)vˆ(k3)
=
iγ1 + iγ2k
π
(∑
k′∈Z
|vˆ(k′)|2)vˆ(k) + Γ
2π
(∑
k′∈Z
(k − k′)|vˆ(k′)|2)vˆ(k)
− iγ1 + iγ2k
2π
|vˆ(k)|2vˆ(k)
+
∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
iγ1 + iγ2k + Γ(k1 + k2)
2π
eitΦvˆ(k1)¯ˆv(−k2)vˆ(k3).
We further move to a reduced equation, as we did in (1.7), by introducing
a new function w ∈ C([0, T ];Hs(T)) as
wˆ(t, k) := exp
(−iγ1 + γ2k
π
‖u0‖2L2(T)t
)
vˆ(t, k), (t, k) ∈ [0, T ]× Z.
Recalling the L2 conservation law established in Lemma 2.5, we observe that
wˆ solves
∂twˆ(k) =
Γ
2π
‖u0‖2L2(T)kwˆ(k)
−
[ Γ
2π
(∑
k′∈Z
k′|wˆ(k′)|2)wˆ(k) + iγ1 + iγ2k
2π
|wˆ(k)|2wˆ(k)
]
+
iγ1
2π
∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
eitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3)
+
∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
iγ2k + Γ(k1 + k2)
2π
eitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3)
=:
Γ
2π
‖u0‖2L2kwˆ(k) + F1[w(t)](k) + F2[w(t)](k) + F3[w(t)](k),
(2.7)
wˆ(0, k) = uˆ0(k). (2.8)
Remark 2.6. The above transform into the reduced equation is not needed
for showing Theorems 2.1 and 3.1 as long as s < s1 +
1
2
. Moreover, for
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Theorem 2.1, we need the resonant/nonresonant decomposition as above only
for the nonlinear terms with derivative. Nevertheless, we have derived the
fully reduced equation for later use.
The first term on the right-hand side of (2.7) causes exponential growth
of the positive modes of w(t), which is expected to make the Cauchy problem
ill-posed. In fact, we will see that F1 and F2 can be easily estimated, while
one can control F3 by an integration by parts in t, thanks to the nonresonant
property.
Before applying an integration by parts to F3, we decompose it into two
parts as
F3[w](k) =
(∑
D1(k)
+
∑
D2(k)
) iγ2k + Γ(k1 + k2)
2π
eitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3)
=: F3,1[w](k) + F3,2[w](k),
where
D1(k) := {(k1, k2, k3) ∈ D(k) | 14 |k2| ≤ |k1|, |k3| ≤ 4|k2|},
D2(k) := D(k) \D1(k),
D(k) := {(k1, k2, k3) ∈ Z3 | k1 + k2 + k3 = k, (k1 + k2)(k2 + k3) 6= 0}.
We first note that
(k1, k2, k3) ∈ D1(k) ⇒ |k| . |k1| ∼ |k2| ∼ |k3|. (2.9)
Moreover, if we recall (2.6), then it is not hard to show that
(k1, k2, k3) ∈ D2(k) ⇒ |Φ(k1, k2, k3)| & max
1≤j≤3
〈kj〉2. (2.10)
We now rewrite F3,2 as
F3,2[w(t)](k) = ∂tG[w(t)](k) +H [w(t)](k),
G[w(t)](k) :=
∑
D2(k)
iγ2k + Γ(k1 + k2)
2πiΦ
eitΦwˆ(t, k1) ¯ˆw(t,−k2)wˆ(t, k3),
H [w(t)](k) := −
∑
D2(k)
iγ2k + Γ(k1 + k2)
2πiΦ
eitΦ∂t
[
wˆ(t, k1) ¯ˆw(t,−k2)wˆ(t, k3)
]
.
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Here, we notice that absolute and uniform-in-t convergence of the summation
over (k1, k2, k3) allows us to exchange the order of summation and differenti-
ation in t.
So far, we have obtained the following equation on wˆ(t, k):
∂twˆ(t, k) =
Γ
2π
‖u0‖2L2kwˆ(t, k) + ∂tG[w(t)](k)
+ F1[w(t)](k) + F2[w(t)](k) + F3,1[w(t)](k) +H [w(t)](k).
Let us assume that a := Γ
2π
‖u0‖2L2(T) > 0, i.e., ‖u0‖L2(T) 6= 0. By (2.8) we
have
wˆ(T, k) = eakT wˆ(0, k) +
∫ T
0
eak(T−t)
(
∂tG+ F1 + F2 + F3,1 +H
)
[w(t)](k) dt
= eakT uˆ0(k) +
(
G[w(T )](k)− eakTG[u0](k)
)
+
∫ T
0
eak(T−t)
(
akG+ F1 + F2 + F3,1 +H
)
[w(t)](k) dt.
In particular, it holds that
uˆ0(k) = e
−akT wˆ(T, k)−
(
e−akTG[w(T )](k)−G[u0](k)
)
−
∫ T
0
e−akt
(
akG+ F1 + F2 + F3,1 +H
)
[w(t)](k) dt.
(2.11)
Lemma 2.7. There exists a constant R > 1 such that for any s ≥ 1 the
following holds, with the implicit constants in all the estimates being inde-
pendent on s.
(i) We have
sup
k∈Z
〈k〉s∣∣F1[f ](k) + F2[f ](k) + F3,1[f ](k)∣∣ . Rs‖f‖2
H
3
4 (T)
‖f‖Hs(T), (2.12)
sup
k∈Z
〈k〉s+1∣∣G[f ](k)∣∣ . Rs‖f‖2
H
1
4 (T)
‖f‖Hs(T). (2.13)
(ii) Moreover, if wˆ(·, k) ∈ C1([0, T ]) is a solution to (2.7) and w(t) ∈
Hs(T) for t ∈ [0, T ], then we have
sup
k∈Z
〈k〉s−1∣∣∂twˆ(t, k)∣∣ . Rs‖w(t)‖2
H
1
4 (T)
‖w(t)‖Hs(T), (2.14)
sup
k∈Z
〈k〉s∣∣H [w(t)](k)∣∣ . Rs‖w(t)‖2
H
1
4 (T)
‖w(t)‖2
H
1
2+(T)
‖w(t)‖Hs(T). (2.15)
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Proof. We begin with (2.12). F1 is easily estimated as
〈k〉s∣∣F1[f ](k)∣∣ . (‖〈k〉 12 fˆ‖2ℓ2 + ‖〈k〉 12 fˆ‖2ℓ∞)‖〈k〉sfˆ‖ℓ∞ . ‖〈k〉 12 fˆ‖2ℓ2‖〈k〉sfˆ‖ℓ2.
For estimate on F2 we notice that 〈k〉s ≤ Rs
(〈k1〉s + 〈k2〉s + 〈k3〉s) and use
Sobolev embedding to obtain that
〈k〉s∣∣F2[f ](k)∣∣ . Rs‖F−1[|fˆ |]‖2L4(T)‖f‖Hs(T) . Rs‖f‖2H 14 ‖f‖Hs.
By (2.9), it holds that 〈k〉s|iγ2k +Γ(k1 + k2)| . Rs〈k1〉 12 〈k2〉 12 〈k3〉s in D1(k).
Hence F3,1 is estimated by Sobolev embedding as
〈k〉s∣∣F3,1[f ](k)∣∣ . Rs‖F−1[〈k〉 12 |fˆ |]‖2L4‖f‖Hs . Rs‖f‖2H 34 ‖f‖Hs.
Similarly to the estimate on F2 above, (2.14) can be shown by the equation
(2.7), the Ho¨lder inequality and Sobolev embedding.
To show (2.13) and (2.15) we recall (2.10), which implies that 〈k〉|iγ2k+
Γ(k1 + k2)| . |Φ(k1, k2, k3)| in D2(k). Then, proof of (2.13) is similar to the
estimate on F2 above. Finally, by (2.14) we have
〈k〉s∣∣H [w(t)](k)∣∣
. Rs
(
‖〈k〉s−1wˆ(t)‖ℓ1‖wˆ(t)‖ℓ1‖∂twˆ(t)‖ℓ∞ + ‖wˆ(t)‖2ℓ1‖〈k〉s−1∂twˆ(t)‖ℓ∞
)
. Rs
(
‖w(t)‖
Hs−
1
2+
‖w(t)‖
H
1
2+
‖w(t)‖H1 + ‖w(t)‖2
H
1
2+
‖w(t)‖Hs
)
‖w(t)‖2
H
1
4
,
and then (2.15) follows from interpolation.
Remark 2.8. The nonresonance relation (2.10) is used for the estimate
(2.15) in Lemma 2.7, which is based on the dispersive nature of equation
(2.7). It seems difficult to prove the ill-posedness simply by the elliptic reg-
ularity theorem of the Cauchy-Riemann operator in (2.7) without exploiting
the dispersive nature. Indeed, the point of the ill-posedness proof based on
the elliptic regularity is to prove that a solution to (2.7) is in C∞((−T, T )×T)
for some T > 0, which is a contradiction to the fact that the initial data is in
Hs(T) and not in C∞(T). The Cauchy-Riemann operator is the elliptic oper-
ator of first order, so we can gain only one derivative over the inhomogeneous
term. Namely, if u satisfies
(∂t − i∂x)u = f in D ′(Ω), f ∈ Hs(Ω),
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then for any Ω′ ⊂⊂ Ω, we have u ∈ Hs+1(Ω′), where Ω is an open subset in
R×T. But the second term F1 and the fourth term F3 on the right side of
(2.7) contain the first derivative of the unknown function. Therefore, without
dispersion, we can not expect that when w ∈ Hs((−T, T ) × T), the elliptic
regularity property of equation (2.7) yields w ∈ Hs0((−T/2, T/2) × T) for
some s0 > s. Specifically, we need to use the nonresonance relation relevant
to Φ (see (2.4)) for the estimate of the following partial sum appearing in F3:∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
k∼k1, |k|≫|k2|,|k3|
keitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3).
Since we consider a solution u in C([0, T ];Hs(T)), we have
E+s′ (T ) := sup
t∈[0,T ]
‖u(t)‖Hs′ <∞, s′ ≤ s.
From (2.11) and Lemma 2.7, together with |wˆ(t, k)| = |uˆ(t, k)|, we see that
〈k〉s+1|uˆ0(k)|
≤ e−akT 〈k〉s+1|wˆ(T, k)|+ 〈k〉s+1
(
|G[w(T )](k)|+ |G[u0](k)|
)
+ 〈k〉s+1 sup
t∈[0,T ]
∣∣∣(akG+ F1 + F2 + F3,1 +H)[w(t)](k)∣∣∣
∫ T
0
e−akt dt
≤ e−akT 〈k〉E+s (T ) + CRsE+1 (T )2E+s (T )
+ C〈k〉Rs
(
aE+1 (T )
2 + E+1 (T )
2 + E+1 (T )
4
)
E+s (T )
∫ T
0
e−akt dt.
Hence, for any k > 0 we have
〈k〉s+1|uˆ0(k)| ≤ e−akT 〈k〉E+s (T )
+ CRs
(
E+1 (T )
2 +
E+1 (T )
2 + E+1 (T )
4
‖u0‖2L2
)
E+s (T ).
Finally, using
sup
x>0
(1 + x)e−αx ≤ max{1, α−1} (α > 0),
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and the above estimate, we obtain
〈k〉s+1|uˆ0(k)|
.
{
1 +
1
‖u0‖2L2T
+Rs
(
E+1 (T )
2 +
E+1 (T )
2 + E+1 (T )
4
‖u0‖2L2
)}
E+s (T )
. Rs
〈‖u0‖−2L2 〉〈T−1〉〈E+1 (T )〉4E+s (T )
(2.16)
for any k > 0, where the implicit constant is independent of s, T and k.
We are now in a position to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1. Let s, s1 be such that 1 ≤ s1 ≤ s < s1 + 1. We take
any s0 ∈ (s, s1 + 1) and choose initial data u0 defined by
uˆ0(k) :=

〈k〉
−s0 if k = ±2j for some j ∈ N,
0 otherwise,
(2.17)
which is clearly in Hs(T). Suppose for contradiction that there existed posi-
tive time T > 0 and a solution u ∈ C([0, T ];Hs1(T)) to the Cauchy problem
(1.1)–(1.2) on [0, T ]. Since E+s1(T ) <∞, (2.16) would imply that
sup
k>0
〈k〉s1+1|uˆ0(k)| <∞,
which is a contradiction. Therefore, the Cauchy problem with such initial
data has no solution forward in time. From Remark 1.2 (i) and the fact that
ˆ¯u0(k) = ¯ˆu0(−k), we obtain the corresponding result on backward solutions.
Proof of Theorem 2.2. We see (i) by the estimate
‖P+u0‖Hs+12− . R
s
〈‖u0‖−2L2 〉〈T−1〉〈E+1 (T )〉4E+s (T ), (2.18)
which follows from (2.16) and the Cauchy-Schwarz inequality. Similar result
holds for negative time: If u ∈ C([−T, 0];H 12+(T)) is a solution to (1.1)–(1.2)
such that
u(t) ∈ Hs(T) (t ∈ [−T, 0]), E−s (T ) := sup
t∈[−T,0]
‖u(t)‖Hs <∞,
then
‖P−u0‖Hs+12− . R
s
〈‖u0‖−2L2 〉〈T−1〉〈E−1 (T )〉4E−s (T ), (2.19)
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which shows (ii). In particular, if u is a solution on [−T, T ], we have
‖u0‖Hs+12− . R
s
〈‖u0‖−2L2 〉〈T−1〉〈E1(T )〉4Es(T ), (2.20)
where Es(T ) := max{E+s (T ), E−s (T )}. This last estimate (2.20) can be iter-
ated to show the H∞ regularity in the interior of the interval.
Moreover, (2.20) yields precise bounds on higher Sobolev norms of the
initial data as follows. In fact, (2.20) implies
‖u0‖Hs+12− ≤ C0R
s−1〈T−1〉Es(T ),
where C0 := C〈‖u0‖−2L2 〉〈E1(T )〉4 does not depend on s. Since ‖u(t)‖L2 is
conserved, we use this estimate with s = 1+(n−k)(1
2
−) at the k-th iteration
for 1 ≤ k ≤ n and obtain that for any n ∈ N,
‖u0‖H1+n( 12−) ≤ C0R
(n−1)( 1
2
−)〈(T
n
)−1
〉
E1+(n−1)( 1
2
−)(
T
n
)
≤ · · · ≤
n∏
k=1
[
C0R
(n−k)( 1
2
−)〈(T
n
)−1
〉] ·E1(T ).
As a consequence, we have (iii).
We next consider the case that α1 = 0 and α2 6= 0, that is, (1.1) is
the Schro¨dinger equation with derivative nonlinearity. We have the same
ill-posedness result as Theorem 2.1.
Proposition 2.9. Assume α1 = 0 and α2 6= 0. Then Theorem 2.1 still holds.
Remark 2.10. It is likely that one can show analogues of Theorem 2.2 and
Theorems 3.1, 3.2 below for the α1 = 0 case by the same idea with some
elaborations. We will not pursue these problems to avoid technical issues.
Proof. For s1 ≥ 1 and a solution u ∈ C([0, T ];Hs1(T)) to (1.1)–(1.2) on
[0, T ], the function vˆ(t, k) := eiα2k
2tuˆ(t, k) satisfies the same Cauchy problem
(2.2)–(2.3) but with
Φ(k1, k2, k3) = 2α2(k1 + k2)(k2 + k3)
instead of (2.4). In this case, the lower bound (2.10) of Φ in D2(k) is replaced
with
|Φ(k1, k2, k3)| & max
1≤j≤3
〈kj〉,
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which is not sufficient to recover the derivative loss for the high-low inter-
actions (such as (k1, k2, k3) ∈ D(k) with |k1| ≫ |k2|, |k3|). To overcome this
difficulty, we will exploit a suitable gauge transformation (cf. Hayashi and
Ozawa [12]; see Herr [13] for the gauge transformation in the periodic case).
We use the following notation. For a function f : T→ C,
P0f :=
1√
2π
fˆ(0), P 6=0f(x) := f(x)− P0f,
∂−1f(x) :=
1√
2π
∑
k∈Z\{0}
1
ik
fˆ(k)eikx =
1
2π
∫
T
∫ x
z
P 6=0f(y) dy dz.
Note that ∂xP 6=0 = ∂x and ∂x∂−1 = ∂−1∂x = P 6=0. Define
Gλ(f)(x) := exp
(
λ∂−1(|f |2)(x)), U(t, x) := Gλ(u(t))(x)u(t, x)
with
λ :=
2γ2 − iΓ
2iα2
∈ C \ iR.
Here, we notice that ‖Gλ(u)‖L∞ ≤ exp
(ℜλ‖u‖2L2), and that
u ∈ Hs(T), s ≥ 1 =⇒ Gλ(u) ∈ Hs+1(T).
A calculation shows that U(t, x) (formally) solves
∂tU = iα2∂
2
xU + (2γ2 − iΓ)P0(|u|2)∂xU − γ2uU∂xu¯+R(u, U) (2.21)
with
R(u, U) :=
[
iγ1|u|2 + λ
{3
2
γ2P 6=0(|u|4)− iα2λ
(
P 6=0(|u|2)
)2
− 2iα2λP0(|u|2)P 6=0(|u|2) + 2α2ℑP0(u¯∂xu)
}]
U.
In fact, one can show in a similar way to the proof of Lemma 2.5 that (2.21)
holds in C([0, T ];Hs1−2(T)). The second term in the right-hand side of (2.21)
is peculiar to the periodic problem. In the real line case, this term does not
appear and it is known that the Cauchy problem is well-posed (see Hayashi
and Ozawa [12] and Chihara [3]).
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Then, Wˆ (t, k) := exp
(
i(α2k
2 − γ2
π
‖u0‖2L2k)t
)
Uˆ(t, k) solves
∂tWˆ (k) =
Γ
2π
‖u0‖2L2kWˆ (k)−
iγ2
2π
∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
eiΦtk2wˆ(k1) ¯ˆw(−k2)Wˆ (k3)
+
iγ2
2π
[(∑
k′∈Z
k′|wˆ(k′)|2)Wˆ (k) + (∑
k′∈Z
k′Wˆ (k′) ¯ˆw(k′)
)
wˆ(k) + k|wˆ(k)|2Wˆ (k)
]
+ exp
(
i(α2k
2 − γ2
π
‖u0‖2L2k)t
)Rˆ(u, U),
(2.22)
where wˆ(t, k) := exp
(
i(α2k
2 − γ2
π
‖u0‖2L2k)t
)
uˆ(t, k).
The last two terms in the right-hand side of (2.22) can be easily esti-
mated as F1 and F2 in (2.7). To treat the second term, we introduce the
decomposition D(k) = D′1(k) ∪ D′2(k) which is different from the previous
one:
D′1(k) := {(k1, k2, k3) ∈ D(k) | |k2| ≤ 4|k1| or |k2| ≤ 4|k3|},
D′2(k) := D(k) \D′1(k).
By observing that
(k1, k2, k3) ∈ D′1(k) ⇒ |k| . max{|k1|, |k3|},
(k1, k2, k3) ∈ D′2(k) ⇒ |Φ(k1, k2, k3)| ∼ 〈k2〉2 = max
1≤j≤3
〈kj〉2,
we can show analogous estimates to (2.12)–(2.15) and obtain an estimate
corresponding to (2.16):
sup
k>0
〈k〉s1+1|Uˆ(0, k)| ≤ C,
where the constant C > 0 depends on the parameters in the equation, s1,
‖u0‖−1L2 , T−1, and supt∈[0,T ] ‖(u, U, w,W )(t)‖Hs1 . Note that ‖w‖Hs1 = ‖u‖Hs1 ,
‖W‖Hs1 = ‖U‖Hs1 and ‖U‖Hs1 can be estimated in terms of ‖u‖Hs1 .
Finally, we take initial data ǫu0 ∈ Hs(T) with u0 as in (2.17) and 0 <
ǫ≪ 1. Note that ‖λ∂−1(|ǫu0|2)‖L∞ ≪ 1 and
supp uˆ0 ∩ {k > 0} = {1, 2, 4, 8, . . .}.
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Then, since G = Gλ(ǫu0) ∈ Hs+1, we have for any k ∈ supp uˆ0 ∩ {k > 0},
∣∣Ĝu0(k)− 1√
2π
Gˆ(0)uˆ0(k)
∣∣ ≤ 1√
2π
∑
|l|≥k/2
|Gˆ(l)||uˆ0(k − l)|
. 〈k〉−s−1‖G‖Hs+1‖u0‖L2 . 〈k〉−s−1.
The condition ‖λ∂−1(|ǫu0|2)‖L∞ ≪ 1 implies that | 1√2π Gˆ(0) − 1| ≪ 1, and
thus U(0) = Gǫu0 satisfies
|Uˆ(0, k)| ≥ ǫ
2
〈k〉−s0
for all sufficiently large k = 2j. Therefore, we can argue as in the proof of
Theorem 2.1 to conclude that there exists no solution forward in time.
3 Norm inflation
Our results on norm inflation can be stated as the following two theorems,
which imply Theorem 1.7 in particular.
Theorem 3.1. We assume that (1.3) holds. Let real numbers s, s1 satisfy
1 ≤ s1 ≤ s < min{53s1 + 12 , s1 + 32}. (3.1)
Then, for any ε, τ > 0 there exists a real analytic function ψε,τ satisfying
‖ψε,τ‖Hs ≤ ε such that if there exists a solution u ∈ C([0, τ ];Hs1(T)) to
(1.1) with the initial condition u(0) = ψε,τ , it holds that
sup
t∈[0,τ ]
‖u(t)‖Hs1 ≥ ε−1.
The same is true for the negative time direction.
Theorem 3.2. We assume that (1.3) holds.
(i) Let s ≥ 1. Then, for any ε, τ > 0 there exists a real analytic function
φε,τ satisfying ‖φε,τ‖Hs ≤ ε such that the following holds: Let T > 0 and
u∗ ∈ C([−T, T ];H1(T)) be a solution to (1.1) on [−T, T ]. Let ε, τ > 0 be such
that 0 < τ ≤ T , supt∈[−τ,τ ] ‖u∗(t)‖H1 ≤ ε−1, and such that 2ε ≤ ‖u∗(0)‖L2
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if u∗(0) 6= 0. Then, if there exists a solution u ∈ C([−τ, τ ];H1(T)) to (1.1)
with the initial condition u(0) = u∗(0) + φε,τ , it holds that
sup
t∈[−τ,τ ]
‖u(t)− u∗(t)‖H1 ≥ ε−1.
(ii) Let 1 ≤ s1 ≤ s < s1 + 1. Then, for any ε, τ > 0 there exists a
real analytic function φ˜ε,τ satisfying ‖φ˜ε,τ‖Hs ≤ ε such that the following
holds: Let T > 0 and u∗ ∈ C([0, T ];H1(T)) be a solution to (1.1) on [0, T ].
Let ε, τ > 0 be such that 0 < τ ≤ T , supt∈[0,τ ] ‖u∗(t)‖Hs1 ≤ ε−1, and such
that 2ε ≤ ‖u∗(0)‖L2 if u∗(0) 6= 0. Then, if there exists a solution u ∈
C([0, τ ];Hs1(T)) to (1.1) with the initial condition u(0) = u∗(0) + φ˜ε,τ , it
holds that
sup
t∈[0,τ ]
‖u(t)− u∗(t)‖Hs1 ≥ ε−1.
The same is true for the negative time direction.
Remark 3.3. (a) For s, s1 satisfying 1 ≤ s1 ≤ s < s1+1, Theorem 3.2 (ii) is
stronger than Theorem 3.2 (i) in that we do not need to assume the existence
of solution to both sides from t = 0, and also stronger than Theorem 3.1 in
that norm inflation occurs not only around u∗ ≡ 0 but also around any
solution u∗.
(b) We do not try to optimize the condition (3.1) in Theorem 3.1; our
goal here is to include the case s1 = s − 1, which seems to be natural since
the nonlinearity of (1.1) includes the first derivative of the unknown func-
tion. However, in contrast to Theorem 3.2, the estimate (3.11) for each
solution derived below cannot yield norm inflation at non-zero initial data.
See Remark 3.5 below.
(c) The analytic perturbations φε,τ , φ˜ε,τ which we take in the proof of
Theorem 3.2 is depending only on s, s1, ε, τ and independent of u
∗.
Let us begin with showing Theorem 3.2, which is a direct consequence of
the argument in the preceding section.
Proof of Theorem 3.2. (i) We can show the following estimate by iterating
(2.20): For any s′ ≥ 1 there exist constants C,C ′ > 0 such that for any
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solution u ∈ C([−T, T ];H1) to the Cauchy problem (1.1)–(1.2) on [−T, T ],
it holds that
‖u0‖Hs′ ≤ C
[〈‖u0‖−2L2 〉〈T−1〉〈E1(T )〉4]C′E1(T ). (3.2)
(Hereafter, we do not care about the s′-dependence of the constants.)
We set
φε,τ(x) :=
ε√
4π
(
1 + 〈k0〉−seik0x
)
,
where k0 ∈ Z is some large positive frequency to be chosen later. Note that
‖φε,τ‖Hs = ε and ‖φε,τ‖L2 ∼ ε are small, while ‖φε,τ‖Hs+1 ∼ ε〈k0〉 can be
large.
We first consider the case u∗(0) = 0 (we do not assume u∗ ≡ 0). Let
0 < τ ≤ T , ε−1 ≥ E∗1(τ) := supt∈[−τ,τ ] ‖u∗(t)‖H1, and assume that a solution
u ∈ C([−τ, τ ];H1) to (1.1) with u(0) = φε,τ exists. Then, from (3.2) with
s′ = s+ 1 we have
ε〈k0〉 ≤ C‖u(0)‖Hs+1 ≤ C
[〈
ε−2
〉〈
τ−1
〉〈
E1(τ)
〉4]C′
E1(τ).
If we take k0 as
ε〈k0〉 ≥ C
[〈
ε−2
〉〈
τ−1
〉〈
2ε−1
〉4]C′
2ε−1,
then it must hold that E1(τ) ≥ 2ε−1. Since E∗1(τ) ≤ ε−1, we have
sup
t∈[−τ,τ ]
‖u(t)− u∗(t)‖H1 ≥ E1(τ)− E∗1(τ) ≥ ε−1,
and the claim follows.
For u∗(0) 6= 0, by the assumption on ε we have ‖u∗(0) + φε,τ‖L2 ≥ ε. We
estimate φε,τ = (u
∗(0) + φε,τ)− u∗(0) by (2.11) of u and u∗ to obtain
‖φε,τ‖Hs+1 .
〈‖u∗(0) + φε,τ‖−2L2 〉〈τ−1〉〈E1(τ)〉4Es+ 12+(τ)
+
〈‖u∗(0)‖−2L2 〉〈τ−1〉〈E∗1(τ)〉4E∗s+ 1
2
+
(τ).
In the same manner as above, this inequality and (3.2) yield
ε〈k0〉 ≤ C
[〈‖u∗(0) + φε,τ‖−2L2 〉〈τ−1〉〈E1(τ)〉4]C′E1(τ)
+ C
[〈‖u∗(0)‖−2L2 〉〈τ−1〉〈E∗1(τ)〉4]C′E∗1(τ)
≤ C
[〈
ε−2
〉〈
τ−1
〉〈
E1(τ)
〉4]C′
E1(τ) + C
[〈
(2ε)−2
〉〈
τ−1
〉〈
ε−1
〉4]C′
ε−1.
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Therefore, if we retake k0 as
ε〈k0〉 ≥ C
[〈
ε−2
〉〈
τ−1
〉〈
2ε−1
〉4]C′
2ε−1 + C
[〈
(2ε)−2
〉〈
τ−1
〉〈
ε−1
〉4]C′
ε−1,
it must hold that E1(τ) ≥ 2ε−1. The claim follows as before.
(ii) As φ˜ε,τ , we use the same function φε,τ as above, but with a differ-
ent k0 depending on s and s1. Note that ‖φ˜ε,τ‖Hs = ε, ‖φ˜ε,τ‖L2 ∼ ε, and
〈k0〉s1+1| ˆ˜φε,τ(k0)| ∼ ε〈k0〉s1+1−s can be large if s < s1 + 1. Then, the claim
is shown in the same way as (i) using the estimate (2.16) with k = k0 and s
replaced by s1, instead of (3.2).
We turn to the proof of Theorem 3.1, concentrating on the case of positive
time direction as before. One can actually show a slightly stronger estimate
than (2.16):
〈k〉s1+1|uˆ0(k)|
.
(
e−
Γ
2pi
‖u0‖2
L2
kT 〈k〉+ E+1
4
(T )2 +
E+3
4
(T )2 + E+1
4
(T )2E+1
2
+
(T )2
‖u0‖2L2
)
E+s1(T )
for a solution u ∈ C([0, T ];Hs1) and any positive k, but it seems still useless
for s ≥ s1 + 1. In fact, the left-hand side of the above estimate is bounded
with respect to k > 0 and u0 in a bounded set of H
s when s ≥ s1+1. Then,
since E+3/4(T )
2/‖u0‖2L2 ≥ 1, this estimate is not likely to give some diverging
lower bounds on E+s1(T ) for a bounded sequence of initial data in H
s. Hence,
we need some refined estimates for proving Theorem 3.1 when s ≥ s1 + 1.
Now, assume that u ∈ C([0, T ];Hs1(T)) is a solution to (1.1)–(1.2), s1 ≥
1, T > 0, and rewrite the equations (2.7), (2.11) for wˆ(t, k) as follows:
∂twˆ(k) =
Γ
2π
‖u0‖2L2kwˆ(k)−
Γ
2π
(∑
k′∈Z
k′|wˆ(k′)|2)wˆ(k)− iγ1 + iγ2k
2π
|wˆ(k)|2wˆ(k)
+
∑
k1+k2+k3=k
(k1+k2)(k2+k3)6=0
iγ1 + iγ2k + Γ(k1 + k2)
2π
eitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3)
=
Γ
2π
(
‖u0‖2L2k − P [u(t)]
)
wˆ(k)
+
[∑
D1(k)
iγ1 + iγ2k + Γ(k1 + k2)
2π
eitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3)
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− iγ1 + iγ2k
2π
|wˆ(k)|2wˆ(k)
]
+ ∂t
∑
D2(k)
iγ1 + iγ2k + Γ(k1 + k2)
2πiΦ
eitΦwˆ(k1) ¯ˆw(−k2)wˆ(k3)
−
∑
D2(k)
iγ1 + iγ2k + Γ(k1 + k2)
2πiΦ
eitΦ∂t
[
wˆ(k1) ¯ˆw(−k2)wˆ(k3)
]
=:
Γ
2π
(
‖u0‖2L2k − P [u(t)]
)
wˆ(k)
+ F˜ [w(t)](k) + ∂tG˜[w(t)](k) + H˜[w(t)](k),
where
P [u(t)] := ℑ
∫
T
u¯(t, x)∂xu(t, x) dx =
∑
k∈Z
k|uˆ(t, k)|2 =
∑
k∈Z
k|wˆ(t, k)|2 ∈ R.
The quantity P [u] is called the momentum. Note that
|P [u(t)]| ≤ E+1
2
(T )2 := sup
t∈[0,T ]
‖u(t)‖2
H
1
2
, t ∈ [0, T ].
We consider one more decomposition; for j = 1, 2, 3, let
D2,j(k) :=
{
(k1, k2, k3) ∈ D2(k)
∣∣ |kj| > 4 max
1≤l≤3, l 6=j
|kl|
}
,
and define
H˜1[w(t)](k) := −
∑
D2,1(k)
iγ1 + iγ2k + Γ(k1 + k2)
2πiΦ
eitΦ(∂twˆ)(k1) ¯ˆw(−k2)wˆ(k3)
−
∑
D2,2(k)
iγ1 + iγ2k + Γ(k1 + k2)
2πiΦ
eitΦwˆ(k1)(∂t ¯ˆw)(−k2)wˆ(k3)
−
∑
D2,3(k)
iγ1 + iγ2k + Γ(k1 + k2)
2πiΦ
eitΦwˆ(k1) ¯ˆw(−k2)(∂twˆ)(k3),
H˜2[w(t)](k) := H˜ [w(t)](k)− H˜1[w(t)](k).
Hence, we obtain
∂twˆ(k) =
Γ
2π
(
‖u0‖2L2k−P [u(t)]
)
wˆ(k)+∂tG˜[w(t)](k)+
(
F˜+H˜1+H˜2
)
[w(t)](k)
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for t ∈ [0, T ], which combined with (2.8) implies
uˆ0(k) = e
− Γ
2pi
∫ T
0
(‖u0‖2
L2
k−P [u(t)])dtwˆ(T, k)
−
∫ T
0
e−
Γ
2pi
∫ t
0 (‖u0‖2L2k−P [u(t
′)]) dt′∂tG˜[w(t)](k) dt
−
∫ T
0
e−
Γ
2pi
∫ t
0
(‖u0‖2
L2
k−P [u(t′)]) dt′(F˜ + H˜1 + H˜2)[w(t)](k) dt.
(3.3)
Now, we assume that the solution u and a positive integer k satisfy
u0 6= 0, 2E+1
2
(T )2 ≤ ‖u0‖2L2k. (3.4)
Then, we have
Γ
2π
(‖u0‖2L2k − P [u(t)]) ≥ Γ4π‖u0‖2L2k > 0, t ∈ [0, T ].
We estimate the integral in the right-hand side of (3.3) similarly to the
estimates in (2.16). First, by an integration by parts, we have∣∣∣ ∫ T
0
e−
Γ
2pi
∫ t
0 (‖u0‖2L2k−P [u(t
′)]) dt′∂tG˜[w(t)](k) dt
∣∣∣
≤
∣∣∣e− Γ2pi ∫ T0 (‖u0‖2L2k−P [u(t)]) dtG˜[w(T )](k)− G˜[u0](k)∣∣∣
+
∣∣∣ ∫ T
0
Γ
2π
(‖u0‖2L2k − P [u(t)])e− Γ2pi ∫ t0 (‖u0‖2L2k−P [u(t′)]) dt′G˜[w(t)](k) dt∣∣∣
≤ 4 sup
t∈[0,T ]
|G˜[w(t)](k)|.
Secondly, we have∣∣∣ ∫ T
0
e−
Γ
2pi
∫ t
0
(‖u0‖2
L2
k−P [u(t′)]) dt′(F˜ + H˜1 + H˜2)[w(t)](k) dt∣∣∣
≤ sup
t∈[0,T ]
∣∣(F˜ + H˜1 + H˜2)[w(t)](k)∣∣
∫ T
0
e−
Γ
4pi
‖u0‖2
L2
kt dt
.
1
‖u0‖2L2〈k〉
sup
t∈[0,T ]
∣∣(F˜ + H˜1 + H˜2)[w(t)](k)∣∣.
Combining these estimates with (3.3), we obtain
|uˆ0(k)| .
[
e−
Γ
4pi
‖u0‖2
L2
kT |wˆ(T, k)|+ sup
t∈[0,T ]
|G˜[w(t)](k)|
+
1
‖u0‖2L2〈k〉
sup
t∈[0,T ]
∣∣(F˜ + H˜1 + H˜2)[w(t)](k)∣∣] (3.5)
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for any k satisfying (3.4).
The next lemma is a refinement of Lemma 2.7. (Note that we do not
clarify here the s-dependence of the constants.)
Lemma 3.4. Let s ≥ 1. We have
sup
k∈Z
〈k〉3s− 32 ∣∣F˜ [f ](k)∣∣ . ‖f‖3Hs, (3.6)
sup
k∈Z
〈k〉s+1∣∣G˜[f ](k)∣∣ . ‖f‖2
H
1
4
‖f‖Hs. (3.7)
Moreover, if wˆ(·, k) ∈ C1([0, T ]) is a solution to (2.7) and w(t) ∈ Hs(T) for
t ∈ [0, T ], then
sup
k∈Z
〈k〉s∣∣H˜1[w(t)](k)∣∣ . ‖w(t)‖2H0+‖w(t)‖2H 14 ‖w(t)‖Hs, (3.8)
sup
k∈Z
〈k〉s+1∣∣H˜2[w(t)](k)∣∣ . ‖w(t)‖2
H
1
4
‖w(t)‖
H
1
2+
‖w(t)‖H1‖w(t)‖Hs. (3.9)
Proof. For (3.6), we observe that all the frequencies of three functions in
each term of F ′ are of the same size. By the Ho¨lder inequality and Sobolev
embedding, we have
〈k〉3s− 32 ∣∣F˜ [f ](k)∣∣ . ‖F−1[〈k〉s− 16 |fˆ |]‖3L3 + ‖〈k〉s− 16 fˆ‖3ℓ∞ . ‖f‖3Hs.
The proof of (3.7) is exactly the same as that of (2.13).
To show (3.8) and (3.9), we exploit the estimate
|Φ(k1, k2, k3)|−1 .
[
max
1≤j≤3
〈kj〉
]−2(〈k1 + k2〉−1 + 〈k1 + k3〉−1 + 〈k2 + k3〉−1),
which is valid in D2(k) and improves (2.10).
A similar argument to the previous one for (2.15) then reduces the proof
of (3.8) to showing
‖
∑
k1+k2+k3=k
f1(k1)f2(k2)f3(k3)
〈k1 + k2〉 ‖ℓ
∞ . ‖f1‖ℓ2‖〈k〉0+f2‖ℓ2‖f3‖ℓ∞ . (3.10)
It can be shown by the Ho¨der inequality as follows:
‖
∑
k1+k2+k3=k
f1(k1)f2(k2)f3(k3)
〈k1 + k2〉 ‖ℓ
∞
≤ ‖f3‖ℓ∞
( ∑
k1,k2∈Z
|f1(k1)|2
〈k1 + k2〉1−〈k2〉0+
) 1
2
( ∑
k1,k2∈Z
〈k2〉0+|f2(k2)|2
〈k1 + k2〉1+
) 1
2
. ‖f1‖ℓ2‖〈k〉0+f2‖ℓ2‖f3‖ℓ∞ .
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For the proof of (3.9), we may focus on estimating
sup
k∈Z
〈k〉s+1
∑
D2(k)\D2,3(k)
|k1|≥|k2|
〈k1〉
|Φ| |wˆ(k1)||wˆ(−k2)||∂twˆ(k3)|
without loss of generality. If |Φ| & 〈k1〉2〈k1+k2〉, the desired estimate follows
from (3.10) and (2.14). When |Φ| & 〈k1〉2〈k2 + k3〉, it suffices to apply the
following estimates:
‖
∑
k1+k2+k3=k
f1(k1)f2(k2)f3(k3)
〈k2 + k3〉 ‖ℓ
∞ ≤ ‖f3‖ℓ∞ sup
k∈Z
∑
k1,k2∈Z
|f1(k1)|
〈k − k1〉 |f2(k2)|
. ‖f1‖ℓ2‖〈k〉 12+f2‖ℓ2‖f3‖ℓ∞ .
Finally, in the case where |Φ| & 〈k1〉2〈k1 + k3〉, we notice that
〈k〉s+1〈k1〉
|Φ| .
〈k〉 12+〈k1〉s− 12−
〈k1 + k3〉 ≤
〈k1〉s− 12−
〈k1 + k3〉
(
〈k2〉 12+ + 〈k1 + k3〉 12+
)
.
Hence, the following estimates imply the claim:
‖
∑
k1+k2+k3=k
〈k1〉s− 12−f1(k1)〈k2〉 12+f2(k2)f3(k3)
〈k1 + k3〉 ‖ℓ
∞
≤ ‖f3‖ℓ∞ sup
k∈Z
∑
k1,k2∈Z
〈k1〉s− 12−|f1(k1)| 〈k2〉
1
2
+|f2(k2)|
〈k − k2〉
. ‖〈k〉sf1‖ℓ2‖〈k〉 12+f2‖ℓ2‖f3‖ℓ∞ ,
‖
∑
k1+k2+k3=k
〈k1〉s− 12−f1(k1)f2(k2)f3(k3)
〈k1 + k3〉 12−
‖ℓ∞
≤ ‖f3‖ℓ∞ sup
k∈Z
∑
k1,k2∈Z
〈k1〉s− 12−|f1(k1)| |f2(k2)|〈k − k2〉 12−
. ‖〈k〉sf1‖ℓ2‖〈k〉0+f2‖ℓ2‖f3‖ℓ∞.
This completes the proof.
By means of Lemma 3.4, interpolation, and Lemma 2.5, we deduce from
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(3.5) that
|uˆ0(k)| ≤ C
[ e− Γ4pi ‖u0‖2L2kT
〈k〉s1 E
+
s1(T ) +
‖u0‖
2− 1
2s1
−
L2
〈k〉s1+1 E
+
s1(T )
1+ 1
2s1
+
+
‖u0‖
2− 2
s1
−
L2
〈k〉s1+2 E
+
s1
(T )
1+ 2
s1
+
+
1
‖u0‖2L2〈k〉3s1−
1
2
E+s1(T )
3
] (3.11)
for any k satisfying (3.4), where the constant C > 0 depends only on the
parameters in the equation and s1.
Remark 3.5. We observe that the first term on the right-hand side of (3.11)
has an arbitrary decay in k as long as, say, ‖u0‖2L2kT & k
1
4 , while the last two
terms decay faster than k−s1−1. To deduce norm inflation for s = s1 + 1, we
need to make the second term (which comes from the “high×low→high” type
nonlinear interactions H˜1) also decay faster than k
−s1−1. This forces us to
choose initial data u0 = u0,k so that ‖u0,k‖L2 decays as k →∞. That is why it
is difficult to treat the case of non-zero u∗(0) in the same way as Theorem 3.2.
Even if we consider the equation for the difference u−u∗, there would remain a
term with supt ‖u(t)−u∗(t)‖Hs1 (and without ‖u(0)−u∗(0)‖L2), which would
have no extra decay in k. It might be possible to overcome this difficulty by
applying an integration by parts once more to H˜1.
Now, we give a proof of Theorem 3.1.
Proof of Theorem 3.1. Let s, s1 satisfy (3.1). We define the analytic function
ψε,τ by
ψε,τ (x) := 〈k0〉−σ(s) + ε√
4π
〈k0〉−seik0x, σ(s) :=


2
3
s− 1
2
if 1 ≤ s ≤ 5
4
,
1
3
if s > 5
4
,
(3.12)
where k0 is a large positive frequency to be chosen later. Note that ‖ψε,τ‖L2 ∼
〈k0〉−σ(s), and that ‖ψε,τ‖Hs ≤ ε if k0 is sufficiently large.
Assume that there exists a solution u ∈ C([0, τ ];Hs1(T)) to (1.1) with
initial condition u(0) = ψε,τ . We need to show E
+
s1(τ) ≥ ε−1 if k0 is chosen
appropriately.
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Suppose that E+s1(τ) < ε
−1. We see that the condition (3.4) (with T
replaced by τ) is fulfilled if k
1
3
0 ≥ Cε−2. Then, from (3.11), at least one of
the following four conditions holds:
ε〈k0〉−s ≤ Ce−C′〈k0〉1−2σ(s)τ 〈k0〉−s1E+s1(τ), (3.13)
ε〈k0〉−s ≤ C〈k0〉−
[
s1+1+σ(s)
(
2− 1
2s1
)]
+
E+s1(τ)
1+ 1
2s1
+
, (3.14)
ε〈k0〉−s ≤ C〈k0〉−
[
s1+2+σ(s)
(
2− 2
s1
)]
+
E+s1(τ)
1+ 2
s1
+
, (3.15)
ε〈k0〉−s ≤ C〈k0〉−
[
3s1− 12−2σ(s)
]
E+s1(τ)
3. (3.16)
If (3.13) holds, we have
ε〈k0〉−s ≤ C〈k0〉−5(1−2σ(s))−s1τ−5E+s1(τ).
Since s < 5(1 − 2σ(s)) + s1 under the condition (3.1), we can take k0 suffi-
ciently large so that
ε〈k0〉−s ≥ C〈k0〉−5(1−2σ(s))−s1τ−5ε−1.
For such k0 it must hold that E
+
s1(τ) ≥ ε−1. The same argument can be
applied to the other cases (3.14)–(3.16); it suffices to check that
s < min
{
s1 + 1 + σ(s)
(
2− 1
2s1
)
, s1 + 2 + σ(s)
(
2− 2
s1
)
, 3s1 − 1
2
− 2σ(s)
}
under the condition (3.1), which is easy to show. Hence, we have E+s1(τ) ≥ ε−1
for any sufficiently large k0, which contradicts our hypothesis.
This concludes the proof.
4 Existence of analytic solutions
In this section, we show the unique local solvability of the Cauchy problem
(1.1)-(1.2) in the analytic function space. We begin with the definition of
the function space with which we work.
Definition 4.1. For r > 0, we define a Banach space A(r) by
A(r) := {f ∈ L2(T) ∣∣ ‖f‖A(r) := ‖er|k|fˆ(k)‖ℓ1(Z) <∞}.
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Remark 4.2. The function space A(r) was introduced by Ukai [31, norm
(2.6) and Definition 2.2 on page 143] for the Boltzmann equation, by Kato
and Masuda [14, the definition of A(r) on page 459] for a class of nonlinear
evolution equations and by Foias and Temam [9, (1.10) on page 361] for the
incompressible Navier-Stokes equations. Functions in A(r) are real analytic
and have analytic extensions on the strip {z ∈ C| |ℑz| < r} (see, e.g., [15,
Exercise 4.4 in Exercises for Section 4 on page 28]). In fact, for any f ∈ A(r)
and positive integer n, we see that
‖∂nxf‖L∞(T) . ‖|k|nfˆ(k)‖ℓ1(Z) ≤ ‖f‖A(r) sup
k∈Z
|k|ne−r|k|
= ‖f‖A(r)
(n
r
)n
sup
k∈Z
( r
n
|k|e− rn |k|
)n
≤ ‖f‖A(r)
(1
r
)n
n!,
where at the last inequality we have used nn < n!en and supξ≥0 ξe
−ξ = e−1.
Proposition 4.3. Let αj, j = 1, 2 be two real numbers and let r > 0. For
any u0 ∈ A(r), there exist T > 0 such that the Cauchy problem (1.1)–(1.2)
has a unique solution u ∈ C([−T, T ];A(r/2)) on (−T, T ). Moreover, T can
be chosen as
T & min{1, r}‖u0‖−2A(r),
where the implicit constant does not depend on r and u0.
Remark 4.4. We do not have to assume (1.3) in Proposition 4.3. Even when
α1 = α2 = 0, Proposition 4.3 holds.
Proof. We will construct a solution by a fixed point argument on the associ-
ated integral equation
u(t) = U(t)u0 +
∫ t
0
U(t− t′)[iγ1|u|2u+ γ2∂x(|u|2u)− iΓu∂x(|u|2)](t′) dt′
(4.1)
=: Ψ[u0](u)(t), t ∈ [−T, T ],
where U(t) := et(α1∂
3
x+iα2∂
2
x). We shall show that for u0 ∈ A(r), Ψ[u0] is a
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contraction on
Br,T :=
{
u ∈ C([−T, T ];A(r/2))
∣∣∣ u(t) ∈ A(1− |t|
2T
)
, t ∈ [−T, T ],
|||u|||r,T ≤ 2‖u0‖A(r)
}
, (4.2)
|||u|||r,T :=
∥∥ sup
|t|≤T
er(1−
|t|
2T
)|k||uˆ(t, k)|∥∥
ℓ1(Z)
for suitable T > 0. Note that sup|t|≤T ‖u(t)‖A(r/2) ≤ |||u|||r,T .
Clearly, we have
|||U(t)u0|||r,T = ‖u0‖A(r).
Next, we notice that
|||
∫ t
0
U(t− t′)[u1u¯2u3](t′) dt′|||r,T
.
∥∥ ∑
k1+k2+k3=k
sup
|t|≤T
er(1−
|t|
2T
)|k|
∫ t
0
|uˆ1(t′, k1)ˆ¯u2(t′, k2)uˆ(t′, k3)| dt′
∥∥
ℓ1
≤ T∥∥ ∑
k1+k2+k3=k
sup
|t′|≤T
er(1−
|t′|
2T
)(|k1|+|k2|+|k3|)|uˆ1(t′, k1)ˆ¯u2(t′, k2)uˆ(t′, k3)|
∥∥
ℓ1
. T
3∏
j=1
|||uj|||r,T .
For nonlinear terms with derivative, we observe that
er(1−
|t|
2T
)|k||k| ≤ |k|e− r2T (|t|−|t′|)|k|
3∏
j=1
er(1−
|t′|
2T
)|kj |,
er(1−
|t|
2T
)|k||k1 + k2| ≤ er(1−
|t|
2T
)|k1+k2||k1 + k2| · er(1−
|t′|
2T
)|k3|
≤ |k1 + k2|e− r2T (|t|−|t′|)|k1+k2|
3∏
j=1
er(1−
|t′|
2T
)|kj |
for k = k1+k2+k3 and 0 ≤ |t′| ≤ |t| ≤ T . Since a simple computation yields
∣∣∣∫ t
0
|k|e− r2T (|t|−|t′|)|k| dt′
∣∣∣ . T
r
,
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we thus obtain that
|||
∫ t
0
U(t− t′)[∂x(u1u¯2u3)](t′) dt′|||r,T
.
∥∥ ∑
k1+k2+k3=k
sup
|t|≤T
∫ t
0
|k|e− r2T (|t|−|t′|)|k|er(1− |t
′|
2T
)
∑
j |kj |
× |uˆ1(t′, k1)ˆ¯u2(t′, k2)uˆ(t′, k3)| dt′
∥∥
ℓ1
.
T
r
∥∥ ∑
k1+k2+k3=k
sup
|t′|≤T
er(1−
|t′|
2T
)(|k1|+|k2|+|k3|)|uˆ1(t′, k1)ˆ¯u2(t′, k2)uˆ(t′, k3)|
∥∥
ℓ1
.
T
r
3∏
j=1
|||uj|||r,T ,
and similarly,
|||
∫ t
0
U(t− t′)[u3∂x(u1u¯2)](t′) dt′|||r,T . T
r
3∏
j=1
|||uj|||r,T .
Therefore, we have
|||Ψ[u0](u)|||r,T ≤ ‖u0‖A(r) + CT (1 + r−1)|||u|||3r,T ,
|||Ψ[u0](u)−Ψ[u0](v)|||r,T ≤ CT (1 + r−1)
(|||u|||2r,T + |||v|||2r,T)|||u− v|||r,T .
Furthermore, it is easy to show that Ψ[u0](u) ∈ C([−T, T ];A(r/2)) for u0 ∈
A(r) and u ∈ Br,T . Hence, Ψ[u0] is a contraction on Br,T if
T ≤ cmin{1, r}‖u0‖−2A(r)
for some small constant c > 0. By Banach’s fixed point theorem, we obtain a
solution u ∈ C([−T, T ];A(r/2)) to the integral equation (4.1), which clearly
solves (1.1)–(1.2). Now the proof for the uniqueness of solutions is standard
and so we omit it.
Remark 4.5. (a) Even when the initial datum is a Gaussian pulse, it is open
whether the solution given by Proposition 4.3 exists globally in time or not.
(b) The proof of Proposition 4.3 is based on the contraction mapping
principle, which yields the continuous dependence of solutions on initial data
in a sense. This implies that the solution map is Lipschitz continuous from
u0 ∈ A(r) to u ∈ Br,T , where Br,T is defined as in (4.2).
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Example 4.6. Consider as initial data the rescaled periodic Gaussian gλ
(λ > 0) defined by
gˆλ(k) := λe
−λ2k2, k ∈ Z.
We choose r = λ and estimate the A(λ)-norm of gλ as
‖gλ‖A(λ) .
∫ ∞
0
λe−λ
2ξ2+λξ dξ + sup
ξ≥0
λe−λ
2ξ2+λξ . 1 + λ.
Proposition 4.3 then shows that if 0 < λ . 1, the corresponding solution uλ
to (1.1) exists on (−Tλ, Tλ) with
Tλ & λ. (4.3)
In most literature, numerical computations are carried out for five to ten
times as long a period of time as the dispersion length (see, e.g., [1, Figure
4.23 on page 112]). When α1 = 0 and the initial datum is the rescaled
periodic Gaussian pulse defined as above, the dispersion length LD is defined
as LD = λ
2/|α2| (see [1, (4.4.2) in Section 4.4]). From (4.3), it is presumed
that the numerical solution for the ill-posed Cauchy problem (1.1)-(1.2) may
approximate the analytic solution given by Proposition 4.3 for as long a
period of time as the length of λ = |α2|
λ
LD. We note that if λ is small and
|α2| ∼ 1, this time range may be able to cover the period of time for which
the numerical simulations are carried out in previous literature.
Concluding Remark. In [29], Tsugawa introduced the notion of “parabolic
resonance”, by which some nonlinear terms could yield the smoothing type
effect either forward or backward in time. This might be applicable to non-
linear Schro¨dinger equations on the one dimensional torus, which leads to the
ill-posedness. But his proof is different from ours because our estimates are
mainly done in the Fourier space while his proof proceeds in the x variable
space.
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