When humans and other animals make cultural innovations, they also change their environment, thereby imposing new selective pressures that can modify their biological traits. For example, there is evidence that dairy farming by humans favored alleles for adult lactose tolerance. Similarly, the invention of cooking possibly affected the evolution of jaw and tooth morphology. However, when it comes to cognitive traits and learning mechanisms, it is much more difficult to determine whether and how their evolution was affected by culture or by their use in cultural transmission. Here we argue that, excluding very recent cultural innovations, the assumption that culture shaped the evolution of cognition is both more parsimonious and more productive than assuming the opposite. In considering how culture shapes cognition, we suggest that a process-level model of cognitive evolution is necessary and offer such a model. The model employs relatively simple coevolving mechanisms of learning and data acquisition that jointly construct a complex network of a type previously shown to be capable of supporting a range of cognitive abilities. The evolution of cognition, and thus the effect of culture on cognitive evolution, is captured through small modifications of these coevolving learning and data-acquisition mechanisms, whose coordinated action is critical for building an effective network. We use the model to show how these mechanisms are likely to evolve in response to cultural phenomena, such as language and tool-making, which are associated with major changes in data patterns and with new computational and statistical challenges.
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tool-making | language evolution | niche construction | cognitive evolution | social learning A n open question in the study of culture and cognitive evolution is whether (and to what extent) cognitive mechanisms, especially those viewed as advanced or sophisticated, evolved in response to social-learning challenges or are merely the product of domain-general mechanisms (1) (2) (3) . According to one view-still widely held in cognitive science and evolutionary psychology-cognitive adaptations take the form of specialized brain modules (or neuronal mechanisms) that evolved for specific, often social purposes, such as "imitation" (4, 5), "mind reading" (6, 7), "cheating detection" (8) , or most famously, language acquisition (9, 10) . These ideas have been criticized on theoretical and empirical grounds (11, 12) , and the debate around them demonstrates our limited understanding of the evolution of cognition, its relationship to the evolution of social behavior and, in some organisms, culture.
The question of whether culture and social behavior shape the evolution of the brain is, in our view, best considered using the evolutionary framework of niche construction (13) (14) (15) (16) : that is, culture and social behavior change the ecological niche to which cognitive traits must adapt in the same manner that nest-building by birds changes the ecological niche in which their nestlings evolve. For example, animals' ability to learn from each other may have initially been a by-product of domain-general associative learning mechanisms that did not evolve for social learning (1) . However, as soon as these mechanisms enabled social learning and were recruited by it for regular use, social learning and its outcomes also became part of their ecological niche. From that moment on, learning mechanisms that need not have initially been specifically social were also selected according to their ability to support social learning. If that is the case, one can certainly claim that these mechanisms were adapted or shaped to serve their new social function (although using the term "evolved for" may still be premature without knowing the degree of genetic modification and specialization).
Similarly, when social learning enables the accumulation or spread of shared group behaviors-these days recognized as the formation of "culture" (17, 18) -this culture becomes the new ecological niche for all of the learning mechanisms that contribute to it, and therefore has the potential to shape their evolution. Thus, in theory, given sufficient evolutionary time, cultural phenomena that are adaptive for the individual, and whose acquisition is supported by advanced learning or cognitive skills, such as the ability to imitate or to learn language, are expected to select for improvements in these cognitive skills (see also ref. 19 ). In practice, however, clear evidence showing the effect of culture on cognition is lacking, and alternative accounts for the evolution of advanced cognition and culture through domain-general learning principles cannot be ruled out (1, 2, 20) . As a result, whether and how culture really shapes the evolution of cognition is still under debate.
In what follows, we first clarify some of the theoretical issues in this debate, using two recent controversies in the fields of language evolution and social learning. We then offer a process-level approach to cognitive evolution that may be useful in predicting what aspects of learning and cognition are likely to coevolve with culture. Finally, we use the model to demonstrate how cultural phenomena such as language and tool-making (each related to one of the two controversies discussed earlier) are likely to shape cognition, given their association with changes in data distribution and with new computational and statistical challenges.
Can Culture Evolve Without Shaping Cognition? On Parsimony, Likelihood, and Scientific Productivity Evolution takes time, so it is clear that very recent cultural innovations, such as cars, computers, cellular phones, or the Internet, could not have yet generated detectable effects (or perhaps any effect at all) on the evolution of cognition. But what about relatively ancient cultural phenomena, such as songlearning in birds or tool-making and language acquisition in humans? Although there is evidence for the effect of human culture on biological traits and gene frequencies (21) , evidence for specific effects of human culture on learning and cognitive mechanisms is mostly circumstantial. This evidence includes signs of selection on genes implicated in brain growth, learning, and cognition (22) (23) (24) that may be attributed to human culture (21) , and differences in gene expression in the brain between human and nonhuman primates (25, 26) that may be interpreted similarly. There is also recent evidence relating structural changes in the human brain to Paleolithic tool-making abilities (27, 28) , but additional work is still needed to clarify the direction of causation between culture and cognition (we will return to discuss these findings toward the end of the paper). Finally, when animal culture is considered, a recent study (29) suggests an effect of culture on learning in songbirds: a larger repertoire size is found in species that developed open-ended learning ability.
The lack of clear empirical evidence for the effect of culture on cognition is not surprising, given that cognitive mechanisms and their genetic underpinning are still poorly understood, making it difficult to track their evolution (as opposed to that of clearly defined biological traits). As a result, much of the debate is focused on theoretical arguments of plausibility and likelihood, which may be interpreted differently by psychologists and evolutionary biologists. We use two examples of such controversies to illustrate this problem and to suggest a methodologically productive resolution.
Problem 1: The Evolution of Social-Learning Mechanisms. Social learning is broadly defined as learning that is influenced by observation or interaction with other individuals or with the products of their behavior (30) . This definition leaves open the question of whether social-learning mechanisms have evolved specifically to serve their social function or whether they are domain-general associative learning mechanisms that are also used to learn socially. In a series of thought-provoking papers, Heyes and her colleagues (1, 2, (31) (32) (33) have demonstrated that most mechanisms of social learning and imitation that are normally viewed as specialized adaptations for social life (4, 5, 34) can also be explained by domain-general associative learning principles. In this light, and in the absence of convincing evidence to the contrary, they also suggested that there is no need to posit that these domain-general mechanisms were shaped by their social or cultural function (35) . In other words, it would appear more parsimonious to assume that these mechanisms did not evolve beyond their initial domain-general form. However, this appeal to parsimony is somewhat misleading in evolutionary contexts and time scales, where changes are actually to be expected (36, 37) . In fact, for most evolutionary biologists, it would appear highly unlikely that some learning mechanisms would be used for many generations to serve social functions, yet remain unaffected by this new social niche. It would almost be like expecting the surface of the moon to remain unmarked with craters after millions of years of exposure to space debris.
To explain why, imagine a population of finches that expands its range. The beaks of these finches have a certain morphology that evolved to handle seed types present in the original habitat; the expanded habitat includes novel types of seeds. In this setting, the assumption that after many generations there would be no evolutionary change in beak morphology is not at all parsimonious. For a biological trait to remain unchanged over time, an active process of stabilizing selection is necessary, otherwise it will change through directional selection or genetic drift. That is, the probability that the new types of seeds will not affect the previous stabilizing selection regime is extremely small.
Returning to the evolution of learning, and following the same reasoning, it is difficult to imagine how adding a new function for a basic learning mechanism would not affect its evolution. Truly, as in the beak example, the change may be subtle, and merely quantitative. This is in part because a bird has only one beak that must serve many different functions (from foraging for different types of food to feather-preening and nest-building); it cannot be specialized into different kinds of beaks. However, even in this case of a single multipurpose adaptation, every new function must affect evolution; we would expect a more significant change if specialization is possible. Similarly, even if all cognitive functions are supported by the same domain-general learning mechanisms, it is unlikely that social learning and culture could evolve without somehow affecting these mechanisms. In reality, of course, unlike in the beak example, learning mechanisms are not necessarily constrained to be uniform across all domains; there is plenty of evidence for adaptive specialization in associative-learning mechanisms (e.g., refs. [38] [39] [40] .
The key point in this evolutionary argument is that, even in the absence of supportive evidence, it is more parsimonious to assume that learning mechanisms were shaped by their social function and, if the relevant evidence is lacking, that we have simply failed to find it than to assume the opposite. The assumption of no change requires us to posit a lack of genetic variance in learning mechanisms, which runs counter to substantial evidence (39, (41) (42) (43) (44) (45) , or else to explain how the selection regime was miraculously unaffected by the new social niche. The assumption of evolutionary change may also be viewed as scientifically more productive, as it encourages further research (46) . This implies that a useful working hypothesis should be that "culture did shape cognition" and that we have to find out how.
Demonstrating that social learning and the so-called "mirror neurons" phenomenon can be explained by associative learning principles (1, 2) is important and consistent with our view. But given the evolutionary argument above, the demonstration need not imply that these associative learning mechanisms did not evolve beyond their basic state (see also ref. 47) . Indeed, the argument suggests that associative learning mechanisms are the building blocks of cognitive evolution, and are finely tuned to serve new social, cultural, and other advanced functions (48) . This view may help us make the shift from postulating "black box" adaptations that evolve "for" particular social purposes to having credible process-level mechanistic models of cognitive evolution.
Problem 2: The Evolution of Language and Memory Constraints. The same evolutionary argument discussed above is also relevant to the question of whether or not human language shaped the evolution of cognition (16, (49) (50) (51) (52) . It implies that it is highly unlikely that the use of language for at least several thousand generations [or even more (53-55)] failed to affect some aspects of learning and cognition. The real question is not whether or not it did, but rather what aspects were affected and how. For example, Chater et al. have pointed out correctly that many aspects of human language change too fast for genetic evolution to respond (56) . The authors used computer simulations to show that even in the presence of genetic variation, cultural conventions of language are like "moving targets" for natural selection, making the evolution of genetic adaptations to specific languages highly implausible. However, although this analysis makes a convincing argument against strong nativism (the claim that there is a significant innate component to human language), it also implies that genes for language can evolve if they serve general skills for language learning that are stable over time (49, 56, 57) . In other words, the need to learn a language may still select for many general cognitive abilities, such as better memory, computational abilities, or greater attention to verbal input. Indeed, it does not seem possible that language could evolve without affecting such abilities.
Interestingly, in a more recent paper, Christiansen and Chater (58) have extended their view that language cannot shape the evolution of cognition by proposing that the limited sensory memory span-the window of time during which a linguistic utterance is retained in its entirety-creates a bottleneck that strongly constrains language and cannot evolve to become wider. The authors suggest that language has evolved to cope with this memory limitation, but that the evolution of this memory limitation was not affected by language. As we noted elsewhere (59) , this assumption runs counter to the evolutionary argument above and to substantial evidence for genetic variance in memory parameters (60) (61) (62) (63) . In a reply to this criticism, Chater and Christiansen (64) explained that the memory bottleneck cannot be viewed as a genetically variable trait that can respond freely to selection because it "emerges from the computational architecture of the brain." This answer, however, merely kicks the can down the road, by moving the problem from the domain of memory to that of the computational architecture of the brain. The same arguments hold: although constrained by many factors, the computational architecture of the brain is shaped by the sum of selective pressures arising from the need to accommodate the multiple functions of the brain that influence the organism's fitness. Even if the memory bottleneck emerges as a product of this architecture, it can still evolve as long as this architecture evolves. If the challenge of processing and using language, which affects individuals' fitness and has been in place for thousands of generations, has played a role in shaping this architecture and its emergent properties, then, as one of these emergent properties, memory should have been affected. Specifically, as we proposed in the past (59) and explain further below, the selective pressure exerted by language learning may have acted to limit the working-memory buffer, as this may be useful for coping with the computational challenges involved in data segmentation and network construction.
Our two examples-social learning and memory bottlenecksuggest that, excluding very recent cultural innovations, it is unlikely that culture could have evolved without shaping learning and cognition. This forces us to think more specifically about how culture shapes cognition, which requires, as we claim next, adopting a process-level approach to cognitive evolution: that is, a mechanistic model that explains a behavior or an ability as the outcome of a process. Such a model may also help provide a useful structure for reexamining the two problems outlined above.
Why Do We Need a Process-Level Approach to Theorize About Culture and Cognition?
Whereas it is relatively easy to see how natural selection acts on clearly defined morphological traits, such as limbs, bones, or coloration, with cognitive traits that are not well understood, it is difficult to tell what is actually evolving. Cognition is not a physical trait, but an emergent property of processes that are carried out by multiple mechanisms, most of which involve learning. Thus, to consider how culture shapes the evolution of cognition, we must explain how such mechanisms work and how they can be modified by natural selection. The importance of using mechanistic models in the study of behavioral evolution is increasingly recognized (65) (66) (67) (68) , but most attempts to integrate evolutionary theory and cognition are still based on modeling the evolution of learning rules that are far too simple to capture complex cognition (69) (70) (71) (72) (73) (74) . To understand how culture shapes the evolution of cognitive mechanisms, such as those serving imitation, theory of mind, or language acquisition, it is necessary to have models that explain how such mechanisms work and how they could evolve.
Clearly, given the immense complexity of the brain, any attempt to propose a general process-level model of advanced cognition would be ambitious. However, we believe that it is possible and necessary to start by constructing models that capture some of the key working principles of advanced cognitive mechanisms in a manner that suffices to explain their evolution. An analogy that may clarify our approach is the apparent challenge in explaining the evolution of the eye. The vertebrate eye is highly complex; it is initially hard to see how it could have evolved. However, with a minimal understanding of how the eye works, the "magic" is removed (75) . The basic eye model is a layer of photosensitive cells; the visual acuity it provides can gradually improve as it buckles into a ball-like shape, looking (and working) more and more like a pinhole camera. This sketch ignores many details, and is far from explaining everything about eyes and vision, but is sufficient to resolve the puzzle. This is the kind of modeling approach that we seek for explaining cognitive evolution. Specifically, we do not seek a fully detailed neuronal-level model of brain and cognition. Instead, we want a minimal set of principles that suffice to explain how simple operational units, capable of only the most basic forms of learning, can jointly and gradually create the much more sophisticated mechanisms of advanced cognition. [Powerful algorithms using deep learning (76, 77) , with less emphasis on biological and behavioral realism (78) , are being developed and applied to challenging tasks, including: perceptual parsing, associative learning, and the learning of conceptual contingencies (79, 80) .]
Once we have such a minimal model, we can consider how small variations in the basic operational units and their parameters can build better, or different, cognitive mechanisms and how this evolutionary process can be shaped by culture. Over the past few years, we have developed such a model and explored its ability to explain a range of phenomena. In the following sections, we briefly describe this model and use it to consider how culture may shape the evolution of cognition and, in particular, how such a model may help resolve the abovementioned controversies regarding social learning mechanisms and memory constraints on language.
A Process-Level Model of Cognitive Evolution
The model presented here has already been described in several of our previous papers (81) (82) (83) (84) (85) (86) (87) . Some of the main aspects of the model were implemented in a set of computer simulations, demonstrating a gradual evolutionary trajectory, from simple associative learning, to chaining, to seldom-reinforced continuous learning [in which a network model of the environment is constructed (84)], to complex hierarchical sequential learning that can support advanced cognitive abilities of the kind needed for language acquisition and for creativity (85, 87) . For the latter, our modeling framework had to go well beyond chaining through second-order conditioning (84, 88) . The success of a computer program, originally developed to simulate the behavior of animals learning to forage for food in structured environments (85) , in reproducing a range of findings in human language (86) suggests that the model may be useful in the study of cognitive evolution. Thus far the model's implementation has been limited, for simplicity, to an unsupervised learning mode with a learning phase, and then a test phase during which the learners act based on what they have learned. Its extension to accommodate iterated cycles of learning and action, which is necessary to capture the learning of behavioral contingencies through trial and error, is straightforward. Detailed pseudocode for our model is found in the supplementary material of refs. 85 and 86.
The model is based on coevolving mechanisms of learning and data acquisition that jointly construct a complex network that represents the environment and is used for computing adaptive responses to challenges in the environment. In particular, the network is used for search, prediction, decision making, and generating behavioral sequences (including language utterances, when applicable). The extent to which learners' use of the network produced adaptive behaviors was measured in our implementation by foraging success [in the context of animal foraging (84, 85, 87) ] and by a set of language performance scores [in the context of language learning (86)]. Although the production of adaptive behaviors depends on the structure of the network, this structure is not directly coded by genes and therefore cannot evolve directly. The components that may evolve over generations are the parameters of the learning and data-acquisition mechanisms that construct the network through interaction with the environment, and whose coordinated action, as we show below, is critical for building the network appropriately. [This coevolution is very much in the spirit of the notions of constructive development and reciprocal causation in the recently proposed "extended evolutionary synthesis" (89) .]
Constructing a Network. We now briefly sketch the main principles that govern how the network is constructed. (This technical description may become clearer and more intuitive after reading the simplified example outlined in the next subsection and illustrated by Fig. 1) . We assume that what data are acquired by the learner is determined by its "data-acquisition mechanisms": the collection of sensory, attentional, and motivational mechanisms that direct the learner to process and acquire whatever is deemed relevant. These mechanisms [also referred to as "input mechanisms" (33) ] determine the content and the distribution of different data items in the input. For simplicity, we assume that the input takes the form of strings of symbols (i.e., linear sequences of discrete items), which are then processed through a limited working-memory buffer, similar to the "phonological loop" in humans (90, 91) , and tested for familiar segments and statistical regularities among their components. This is done by the learning mechanisms in a sequence of steps.
A data sequence is scanned for subsequences that recur within it and for previously learned subsequences, and is segmented accordingly. This results in a series of chunks, which are either previously known or are incorporated at this point into a network of nodes that represents the world as it has been learned so far (nodes stand for objects or other meaningful units; the links in the network represent their association in time and space). Weights are assigned to the nodes and to the links to reflect their frequency of occurrence: links between nodes are established whenever two nodes follow one another in the input. The weight of a node or a link is increased whenever it is encountered in the input; the weight also decreases with time if it is not encountered. This process ensures that only those units and relations that are potentially meaningful are retained in memory, and spurious occurrences are forgotten. If a node's or link's weight increases above a fixation threshold, its decay becomes highly improbable. The probability that a data item is learned is thus determined by how frequently it is encountered in the data, and by the parameters of weight increase and decrease. These parameters create a window for learning, during which data can be either retained or discarded from the network.
We assume that if a data sequence reaches the threshold weight for memory fixation, it remains in memory and is not segmented any further. An intuitive example from language learning is a word such as "backpack," which would be fixed in memory if it were heard repeatedly without prior exposure to instances of "back" or "pack" (not even within other sequences, such as "on my back" or "in the pack"). If "back" or "pack" are heard often, then their partial commonality with "backpack" would result in "backpack" being segmented into "back" and "pack" (with a directed link between them; i.e., back→pack). The fixation of long sequences may have a positive or a negative impact on a learner's success, as discussed below and in refs. 81 and 87. Note that the fixation of "backpack" does not prevent the formation of separate nodes for "back" and "pack" following later observations.
In addition to breaking up segments to form smaller segments, a node can be formed by the concatenation of smaller segments after they are repeatedly observed in succession. Thus, nodes can be formed "top-down" directly from the raw input by segmentation, or "bottom-up" through concatenation of previously learned units, creating a hierarchical structure, with potentially multiple hierarchies that can be perceived as "sequences of shorter sequences" (see refs. 85 and 86 for more details). In both cases, the effects that memory parameters have on learning amount to a test of statistical significance: natural and meaningful patterns are likely to recur and thus pass the test, whereas spurious patterns decay and are forgotten.
A Simplified Example. To better understand the process of data segmentation and network construction, a simplified example is illustrated in Fig. 1A . This example shows a network that is constructed as the result of acquiring three specific strings of data, under the assumption that the weight-increase parameter is 0.4, the fixation threshold is 1.0 (which means that a data item reaches fixation after three successive observations, because 3 × 0.4 > 1), and the weight-decrease (decay) parameter is 0.01 (i.e., the weight of a data item that is not yet fixated decreases by 0.01 with each symbol that enters the input). It is also assumed that the working-memory buffer can accommodate up to 24 symbols (which is the length of one data string in the example in Fig. 1A) , and that the strings in this illustration are separated by 30 additional (irrelevant) characters that prevent parts of any two of these strings from being processed simultaneously in the memory buffer. The figure demonstrates that repeated sequences within each string (highlighted by different shades for clarity) are segmented based on their similarity and become the data units that form the nodes of the network. Directed links represent past association between these units; thus, they represent statistical regularities of the environment. For example, 98 always follows 756 and precedes 136, whereas 756 leads to 48361, 98, and 28 with equal probability. Despite the simplicity of this network, we can already observe that 98 and 28 have a similar link structure: both are preceded by 756 and followed by 136. In our earlier work (85, 86), we showed how such similarity in link structure can be used for generalization, for the construction of hierarchical representations, and for creativity (87) .
We stressed earlier that, according to our model, the coordinated action of learning and data acquisition mechanisms and their evolution in response to typical input characteristics are critical for building an effective network. This point is illustrated by Fig. 1B , where the same data as in Fig. 1A are now distributed differently, leading to a radically different network representation (although the learning parameters and the working-memory buffer size remain the same). The distribution of the data input in Fig. 1B leads to the fixation of large idiosyncratic data sequences and to poor link structure, which may hamper further learning and generalization (81, 87 Fig. 1 . Data input in the form of three strings, and the network that is constructed as a result of acquiring and processing this input using the learning mechanisms and parameter set described in the text. (A) Each data string of 24 characters is composed of three nonidentical subsequences of eight characters that share some common segments (highlighted using the same shade of gray). The three strings are identical in this case, so labeling each subsequence of eight characters as A, B, and C, respectively, allows describing the structure of the input as ABC ABC ABC. (B) The same input as in A is distributed differently over time, which can be described in short as AAA BBB CCC. This input leads to a completely different network structure due to fixation of A, B, and C as long eight-character chunks. The weights of the nodes and the links of the networks are not shown in the figure, but all of them exceed the fixation threshold of 1.0, as the weight-increase parameter was set to 0.4 per occurrence.
segments in novel input becomes more difficult (i.e., is less likely) if the memory representation is based on large idiosyncratic units. The learner is then less likely to place novel data in context and to perform further segmentation. Note that if we change only the weight-increase parameter from 0.4 to 0.3, then the data input of Fig. 1B would result in exactly the same network as in Fig. 1A and all of the problems that we have just described would disappear. This is because the segment "75648361" would not reach fixation after the first data string and would not decay completely before the second string is acquired, so it would be segmented when 756 is encountered in the second string and again in the third. A similar result can be achieved if we extend the working-memory buffer to include the beginning of the next string (so that the fourth occurrence of "756" can split the "75648361" and so on). This example shows how different combinations of data distribution and memory parameters can generate quite different or quite similar networks. It also demonstrates how relatively small modifications to the learning parameters or to the distribution of data input can lead to major changes in the network. As we discussed elsewhere (82, 86) , it is important to bear in mind that not only may the learning parameters vary across individuals or species, but they may also evolve to differ across different sensory modalities (or different learning mechanisms) to better respond to the different distributions of data types in nature. Similarly, the learning parameters may also be modulated by physiological and emotional state, giving higher increase in memory weight to important but relatively rare observations (82) .
The learning mechanism described so far is sensitive to the order in which elements appear in the data. For example, 756 and 576 are viewed as different data sequences. This may be important for some data types, such as the sequence of actions of a particular hunting technique, the phrases in a birdsong, or human speech. But for some other types of data it may be sufficient (or even better) to classify two sequences as the same by merely recognizing some of their similar components. For example, two instances of the same salad in a salad bar or a stand of mango trees in the forest may be recognized based on a combination of stimuli, ignoring their exact serial order (which may actually vary across instances). It is therefore possible that the learning mechanisms may also differ in the set of parameters that determine how sensitive they are to the exact serial order of data items. Clearly, a change in these parameters can also influence the segmentation process and the structure of the network, an issue that will become relevant again when we discuss language and tool-making, for which serial order is critically important.
Finally, as explained earlier, our model does not pretend to capture cognitive mechanisms at the neuronal level. The nodes and the links in our network do not correspond to neurons and synapses. Nevertheless, the processes described in our model at the computational level can be realized by neuronal structures and activities, and a representation of the proposed network may exist in the brain. We can assume that the neuronal structures and brain circuits that realize the network are ultimately affected by constraints of size and morphology that are at least partly determined genetically. That is, adaptive changes in the data acquisition and the learning mechanisms that can potentially lead to the construction of an extensive network in the acoustic domain, for example, may be subject to physical constraints that are also genetically determined. Over generations, genetic variants that are better in relaxing these physical constraints and in meeting the demand for larger or more appropriate neuronal structures will be favored by selection. This view of brain evolution is consistent with the "Baldwin effect" view (92, 93) , according to which genes may be selected based on how well they support adaptive plastic processes, such as learning. Using this approach to address the question of how culture shapes the evolution of the brain would imply that culture exerts selective pressure that shapes learning and data-acquisition parameters, which in turn shape the structure of the constructed network. Consequently, over evolutionary time scales, brain anatomy may be selected to better accommodate the physical requirements of the constructed network. In the next two sections we consider how this may have happened in the case of human language and stone-tool production, reexamining in this light the two problems discussed earlier regarding memory constraints and social-learning mechanisms.
The Case of Human Language and Memory Constraints
Although the question of how language has evolved is in itself the focus of extensive research (e.g., refs. 94-96), here we focus on a more specific question: Given that language has evolved, how can it shape the evolution of cognition? According to the process-level approach described above, we should address this question in terms of how the need to learn a language, or to use it, selects for possible changes in data-acquisition or learning mechanisms. The first expected change, which is quite obvious, is in the data-acquisition mechanisms: we would expect that attention to human speech, as well as to human gaze and gestures that can help to learn the meaning of spoken words, would become even more important than before. Indeed, these manifestations of social attention are very typical of human infants and young children (97, 98) ; impairments in such social attention skills are known to lead to problems in language learning, as in the case of autism (e.g., ref. 99). Perhaps the most significant expected impact of changes to the data distribution is on the segmentation process, and consequently on the construction of the network: because we expect the data-acquisition and learning parameters to coevolve, the evolution of language should also affect the memory parameters of the learning mechanisms. Note that this consideration takes us back to the problem of language and memory constraints discussed earlier in the paper. It is highly unlikely that the memory and learning parameters that evolved before language existed were best suited for processing linguistic data. Although certain plastic adjustment of these memory parameters on the basis of the learner's individual experience cannot be ruled out, it is unlikely that adaptation to language learning and use over hundreds of generations did not also play a role in shaping the genetic basis of these parameters' values. This claim is supported by the known genetic heritability component in various types of memory (60) (61) (62) (63) . The question to address next is how these parameters evolved as a result of language evolution.
Intuitively, one would expect the challenge of language acquisition to require and to select for a better working memory, leading to a view of a memory limit as a constraint rather than as an adaptation (see problem 2, above). However, according to our model, there are at least two reasons why a limited working memory may actually be adaptive. First, as explained earlier, the parameters of weight increase and decrease create a window for learning that serves as a test of statistical significance: natural and meaningful patterns are likely to recur and thus to pass the test, whereas spurious patterns decay and are forgotten. According to this view, the reason that it is typically difficult to learn a novel input from a single encounter is that the mechanism of learning has evolved to expect more evidence before deciding whether an item should be learned or ignored. The evolution of learning parameters that allow data items to reach fixation in memory after a single encounter should be possible. There are in fact examples for such "one-trial learning," that, interestingly, occurs when rapid learning seems to be adaptive, as in the context of fear learning and enemy recognition (100, 101) or in the case of word "fast-mapping" in young children (102) . However, in the case of large quantities of sequential data, where all items may be equally important, proximity of repeated occurrences in time and frequency of recurrence are the best first-resort tests of meaningfulness. The selective pressure of language in the direction of smaller buffer sizes and moderate fixation rates may explain why people are not better at memorizing sequential data verbatim (58) , which would require larger buffer sizes and more rapid fixation.
Second, the limited memory buffer can be viewed as representing an adaptive trade-off between memory and computation. [Recall our earlier discussion of Christiansen and Chater's memory bottleneck (58) .] We assume that a larger buffer that can accommodate more data can evolve, but whether or not it will be adaptive depends on the kind of computations needed to process the data in the buffer. In the case of linguistic input, serial order is important; the data must be segmented into words or chunks based on recurring segments. This means that the learner has to search and compare all possible chunks within the buffer, and to find possible matches between these chunks and those represented already as nodes in the network (so as to put the incoming data in context). The number of possible chunks in a linear sequence grows as the square of the length of the sequence [there are N(N − 1)/2 possible chunks in a linear sequence of N data items]. Thus, in a relatively small buffer of 5 data items, the learner has to find and compare only 10 possible chunks, whereas in larger buffers of, say 10 or 15 items, the learner has to find and compare 45 or 105 possible chunks, respectively. Therefore, increasing the buffer size leads to considerable computational cost that may not be justifiable. Depending on the number of items that comprise a typical meaningful chunk in the language, it might be better to process a sequence of data items by gradually scanning it with a small buffer of 5 items rather than with a large buffer of 15 items.
The computational burden is likely to be much smaller if data input does not need to be segmented accurately, but merely recognized and classified based on some characteristic features. As we mentioned earlier, recognizing a particular salad in a salad bar or a typical fruit tree in a forest may not require paying attention to the exact serial order of the data. In this case, a larger memory buffer may not lead to such a sharp increase in computation. A simple illustration of this phenomenon is given by the three nonsegmented sentences presented in Fig. 2 . English speakers who cannot read Hebrew or Japanese would most certainly try to segment (almost automatically and subconsciously) the first sentence that is in English but not the next two sentences that are in Hebrew and Japanese. Those would be classified quickly as "Gibberish in a foreign language" or, more specifically, as "two sentences in Hebrew and Japanese that I can't read" (based on some distinctive features of Hebrew and Japanese letters). Clearly, readers who know Hebrew or Japanese will segment those sentences automatically. The point of this example is to demonstrate that the "ecological" context and the cultural background of a learner can determine the level of computation applied to processing incoming data.
Some level of data segmentation was clearly required even before the evolution of language; for example, when animals forage for food in structured environments (85) or need to learn or interpret observed behavioral sequences (103) . However, the evolution of language almost certainly increased the proportion of data input that must be accurately segmented, thereby imposing more significant computational requirements for a given memory buffer size. Individuals with a genetic predisposition to use a smaller buffer may have been selected, which may explain why the memory bottleneck is indeed so small. This hypothesis predicts that some of the humans' close relatives that do not possess language may be endowed with a larger working-memory buffer. Indeed, a notable study on working memory for numerals in chimpanzees (104) shows that young chimpanzees have a better capacity for numerical recollection than human adults. This ability may be useful for fast recognition of objects or structures in the field that does not depend on serial order. It may also improve rote learning of recent actions that might be helpful in systematically searching for food without returning to a place that was just visited. Interestingly, exceptional ability to retain in memory an accurate, detailed image of a complex scene or pattern (also known as "eidetic imagery") is more common among young children (105) and autistic savants (106) . Such an ability may facilitate rote learning at the expense of effective segmentation and network representation (81) . Regardless of whether or not we understand this phenomenon correctly, it clearly shows that having a larger working-memory buffer is biologically feasible and that genetic variants that possess this ability are already present in human populations. The fact that they do not spread and become the norm suggests that a small memory bottleneck is somehow more adaptive.
The Case of Tool-Making and the Evolution of SocialLearning Mechanisms Cultural transmission of tool-making techniques depends on social-learning mechanisms. Whereas learning some advanced techniques may involve teaching and verbal instruction (107) , the ability to make stone tools probably depended, initially at least, on social-learning mechanisms of the type needed to facilitate imitation or emulation (108) (109) (110) . How, then, could the evolution of culturally transmitted techniques for making tools (i.e., the culture of "tool-making") affect the genetic evolution of such learning mechanisms? This question is a specific instance of the more general questions addressed earlier (Problem 1, above) of how using learning mechanisms for social functions shapes their evolution. To answer this question, we should first consider how imitation or emulation works. Here we try to explain it in terms of our model. We assume that for imitation, the coupling between perception and action is developed through experience (see also ref.
2). That is, when an individual repeatedly observes its own actions, it gradually-and quite automatically-associates the perception and the motor experience of those actions. Eventually, seeing another individual performing those actions activates the observer's representation of the motor experience of performing those actions [because the observed actions are perceived as being similar to the (perceptual representation of) the individual's own actions, which are already coupled with the relevant motor experience]. Thus, the first expected effect, which may be described in terms of data-acquisition mechanisms (33, 82) , is an increase in attention to the behavioral patterns of other individuals (in imitation) or to the outcomes of their actions (in emulation). For imitation, it is also important to acquire much information on self-actions to create the coupling between the perception of these actions and their motor experience.
The next question is how to organize the acquired data in memory. In our framework, this amounts to asking how the network should be constructed. In the case of imitation, there seem to be two possibilities. One is to represent long sequences of observed actions or sensory experiences as large chunks: exact copies of entire sequences that can then be executed. The other possibility is to segment the observed behavior or sensory experience into smaller basic units, just as in the process of language acquisition, and then compose them again into larger sequences in the production process. The first possibility of exact imitation fits the notion of specialized imitation ability that allows copying and executing complex behaviors accurately and almost automatically. However, this approach leads to three problems. First, the expected effect of exact imitation on the evolution of learning is that both the "working-memory buffer" and the weight-increase parameter should increase in size. The workingmemory buffer should be large enough to capture the long sequences of observed behaviors, and the weight-increase parameter should be high enough to allow rapid fixation in memory. This prediction does not seem to hold. As discussed earlier, the human working-memory buffer is typically small, and complex patterns require repeated encounters to be learned. The second problem with exact imitation of novel sequences is whether or not it can work within the framework of the associative account. To create the coupling between perception and action, the learner must also produce the action, and this cannot be done before successful imitation (because the perception of a unique novel sequence does not yet have a match in motor representation that can be executed). Finally, the learning of long fixed-action sequences reduces flexibility. It would require, for example, that the initial raw stone from which a tool is to be produced be nearly identical to the raw stone that was used in the original learned sequence, a highly unlikely occurrence.
The alternative possibility, which involves sequence segmentation and reassembly, is consistent with the associative account and is also feasible. The learner first explores and practices a large repertoire of simple behavioral actions, thereby creating the necessary coupling between perception and action in a large repertoire of basic behavioral units. It can then concatenate these basic units in many possible ways; for the purpose of imitation, it can concatenate them to gradually match the complex behavior demonstrated by other individuals. The demonstrated behavior is also segmented into familiar units, which can then be associated with familiar actions, which helps in producing an imitation. This scenario is quite consistent with mounting evidence and recent views of experience-based imitation and emulation (110, 111) . It also suggests that similar processes are involved both in language learning and in complex imitation, which is in line with recent views according to which tool-making possibly preadapted the brain to language learning (27) . Finally, our process-level approach may also help to explain recent new studies linking neuroanatomical changes in the brain to Paleolithic tool-making ability. These studies found that the acquisition of tool-making abilities by experimental subjects involved specific structural changes in the brain (27) and that these structures and regions in the brain are more developed in humans than in chimpanzees (28) . This evidence for a short-term plastic response colocalized with structures that underwent recent evolutionary change strongly suggests a process akin to the Baldwin effect, in which genetic variants are selected based on how well they support the required plastic changes (92, 93) . It is yet to be explained, however, how the observed plastic changes improve tool-making abilities. As we suggested earlier, in our view, such neuroanatomical changes have to do with the pathways and the representational systems that are recruited to serve the construction of the network. The result should be a rich network that represents sensory and perceptual experiences of various hand movements, stone tools in various stages of completion, and the association of all these images and segments in time and space. According to our model, having a rich, wellsegmented, and well-connected network helps to put new observations in context and to produce effective actions (81, 82, 87) . Moreover, the ability to create a well-segmented and wellconnected network likely depends on appropriate settings of the parameters of the data acquisition and the learning mechanisms that govern the dynamic process of network construction. Thus, the fine-tuning of these mechanisms by natural selection to produce the most effective network for the purpose of learning to make tools would be precisely the manner in which the culture of tool-making shapes the evolution of cognition.
Conclusions
In this paper we embraced the view that cognitive mechanisms have evolved to accommodate-among other tasks-the relatively new challenges of learning cultural constructs, such as language and tool-making techniques or, simply put, that culture shaped cognition. We claim, however, that to study how such cultural constructs shape cognitive evolution, a computationally explicit process-level mechanistic model of learning may be required. We described such a model, one that is based on coevolving mechanisms of learning and data acquisition that jointly construct a complex network, capable of supporting a range of cognitive abilities. The effect of culture on cognitive evolution is captured through small modifications of these coevolving learning and dataacquisition mechanisms, whose coordinated action improves the network's ability to support the learning processes that are involved in cultural phenomena, such as language or tool-making. Finally, we proposed that culture exerts selective pressure that shapes learning and data acquisition parameters, which in turn shape the structure of the representation network, so that over evolutionary time scales, brain anatomy may be selected to better accommodate the physical requirements of the learned processes and representations.
