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ABSTRACT 
Studying cells at the individual level is incredibly important for understanding underlying 
mechanisms for growth, cell cycle control, cell mass, cell adhesion to surfaces, and 
ultimately the nature of cancer cells. A resonant pedestal sensor was used to study single, 
adherent cells non-invasively. This measurement tool was preferred over other methods 
because the mass uniformity of its surface is independent of the location of the cell. 
Images were taken at each time point to aid in the data processing. This resonant pedestal 
sensor was fabricated in a cleanroom facility and used to measure the mass of an 
individual MDA-MB-231 (metastatic breast cancer) cell. The noisy mass measurements 
were subjected to two different processing methods: Savitzky-Golay and Moving 
Average. Our main goal in performing these two techniques was to determine the most 
appropriate processing method for our data. We found the Savitzky-Golay method to be 
more favorable than the moving average to interpret the MDA-MB-231 cell growth 
curves. Once outlier exclusion was performed on the data, a positive linear relationship 
was visible and we were able to calculate the percent change of this cell type: 1% of cell 
mass is increased per hour.  
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CHAPTER 1: INTRODUCTION 
Cancer is defined by its main characteristics, including uncontrolled growth and rampant 
cell spreading. Cancer is not just one disease but many diseases. One of every four deaths 
is caused by cancer in the United States (US). [1] As cancer spreads it makes it even 
harder to treat, and the survival rate decreases dramatically. Breast cancer is one of the 
most prevalent among women in the US, and the second leading cause of death in 
women. Early diagnosis is a key element in the treatment of cancer, and greater 
understanding of cellular properties will aid in the future of cancer diagnoses. 
 
In this work, we are investigating the biophysical properties of breast cancer to see if 
potential signatures exist on the individual cell level. Cell mass and growth rate can have 
a direct impact on drug development and diagnosis of cancer. There are many 
complexities that exist in the behavior of a cell that can influence growth, differentiation, 
and apoptosis. Until recently, early growth studies were only able to investigate cell 
growth dynamics on a bulk-scale; however, it is well known that bulk analysis techniques 
can lead to misleading data. [2] To measure the complex nature of a cell, new tools on the 
micro-scale are needed to provide high measurement sensitivity and throughput for 
quantifying how a single cancer cell grows over time. 
 
Recently, a resonant micro-electromechanical system (MEMS) device was developed 
to characterize the stiffness and mass of individual cells. [3] This work implements a 
similar technique with a deeper exploration of the post-processing analysis necessary for 
accurate extraction of cellular growth rate from the measured signal. Here we study a 
highly metastatic breast cell line on the single cell level. In order to handle and 
manipulate these highly motile cells on an individual basis, an on-chip patterning 
technique was implemented to constrain these cells to the uniformly sensitive portion of 
the mass sensor. [4] Once the cells were compatible with the measurement tool, the 
resulting data required further interpretation. As this is a new field and un-established, 
many analysis techniques and interpretations need to be explored. This thesis discusses 
two different methods for processing and analyzing the data, showing how a slight 
change can cause major differences in the understanding and explanation of the data. A 
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comparison of these techniques showed a distinct difference between the two, and helped 
us determine which technique is the best for different types of data.  
 
This work aims to address development of new post-processing techniques that can be 
useful for the understanding and interpretation of single cell analysis for biological 
questions. Microcantilever pedestal sensors are utilized to explore and investigate 
whether cellular growth rate is dependent on the mass of the individual cells. Chapter 2 
discusses the literature review and background on cell mass measurements, from bulk to 
individual, and the evolution of the pedestal MEMS sensor from a simple cantilever 
design. Chapter 3 discusses the materials and methods of the experimental setup of the 
sensors and the laser Doppler vibrometer (LDV) measurement system. Chapter 4 details 
the sensor fabrication and the chip preparation. Chapter 5 explains the post processing 
techniques used on the cell mass measurement data, pertinent information about the 
results, and the implications on future experiments. Chapter 6 concludes the thesis and 
provides a few options for future work on the subject. Chapter 7 lists the references cited 
in this thesis. 
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CHAPTER 2: BACKGROUND AND LITERATURE 
REVIEW 
2.1 Cell Mass and Growth Rate 
Cell mass is a very useful tool for studying physiological processes of cells such as the 
synthesis of proteins, replication of DNA, and differentiation. During the cell cycle, the 
cell may undergo linear growth, exponential growth, or no growth at all. The reason for 
each of these modes is still not well understood, despite ongoing research. [5] Studying 
cell mass can provide information about single cell growth regulation, which is “one of 
the last big unsolved problems in cell biology.” [6] 
 
There is still a debate as to whether cellular growth can be described as linear, 
exponential, or some combination of the two. [2] The reason this disagreement persists is 
lack of quantitative measurements and tools to generate mass growth curves with enough 
sensitivity (less than 6% of the cell size). This characterization is important because a 
linear growth indicates that the cell does not require machinery to maintain homeostasis; 
however, exponential growth requires systems to maintain a consistent size among all the 
cells in the population. [7] 
 
Even with the ability to measure cell growth and growth rate, one key consideration is 
whether the use of bulk or single cell growth information is more useful. There are valid 
points on both sides of the argument. Many argue that single cell growth gives more 
information about the nature of the cell and its behavior, while others argue that studying 
a single cell is pointless because some bulk analysis is needed to remove effects of noisy 
measurements. [2] 
 
Finally, the measurement techniques themselves must be carefully examined to ensure 
that the true cell mass is captured in the measurement. Important factors to consider are 
the uniformity of cell density throughout the cell cycle, suspended vs. adherent methods, 
using bulk analysis vs. single cell analysis techniques, measurement stability over many 
hours, and control images for measurement verification. Recently, there have been many 
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different approaches such as the suspended microchannel resonant sensor [8], cantilever 
arrays [9], pedestal arrays [3], as well as many other optical approaches [10], which will 
be discussed in more detail. 
 
In the following sections, details of the cell cycle, bulk analysis limitations, and 
volumetric analysis will be discussed. 
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2.1.1 Cell Cycle 
As mentioned in the previous section, growth of the cell within each phase of the cell 
cycle can vary and is critical for maintaining a healthy population of cells.  
!
Figure 1: Generalized cell cycle including S, G2, M, G1, and G0 phases. [5] 
 
In most cell types, the cell cycle can be divided into four sequential phases, usually 
lasting between 10 and 20 hours depending on the cell type. As seen in Figure 1, G1, S, 
and G2 phases comprise interphase, during which the cell will roughly double in size. 
Replication of the DNA occurs in synthesis, or S, phase and results in four copies of each 
chromosome. S phase is surrounded by two gaps, G1 and G2, where the cell grows and 
waits for appropriate signals to enter the next phase. During M phase the chromosomes 
are equally divided into two daughter cells and the cytoplasm splits in half. Sometimes 
cells enter the G0 phase, or the waiting state, after M phase and before re-entering 
interphase and a new cycle. This G0 phase can result from the cell starving for nutrients 
or if the tissue has grown to its full size. [5] 
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As the cells double in size, it is unclear at this time if the increased mass of the cell leads 
to the cell division event, or if the growth rate of the cell must reach a certain value 
before the M phase can begin. We are optimistic that our resonant sensors will provide 
further insight into growth and behavior at a single cell level.  
 
2.1.2 Bulk Analysis Limitations 
Cellular heterogeneity within a population is a fundamental principle of cell biology, and 
should be a key consideration when investigating cells. Early growth studies that could 
only study populations of cells have established a baseline for modern analysis 
techniques. However, as advanced tools are developed and we are able to capture growth 
on the single cell level, we need to rethink our analysis to reflect our new capabilities. 
Populations of cells or bulk dynamics can produce misleading results, especially when 
measuring time dependent measurements. This work will focus on the understanding and 
analysis of individual cells and growth data. We will be working on analyzing single cell 
data and using new techniques to determine cell growth rate on a cell-by-cell basis. We 
will first review previous methods, including optical and electrical techniques. 
 
2.1.3 Volumetric Analysis 
Cell growth has been an ongoing area of investigation. One of the most popular methods 
that has been readily adopted is measuring the size or volume of a cell using methods 
such as a Coulter counter. Coulter counters use the conductivity of a cell to measure the 
change in resistance of the fluid as cells are directed between two electrodes. The 
recorded change in resistance is directly proportional to the volume of the cell. [10] 
 
Another method for volumetric calculations is flow cytometry. As a cell passes through a 
laser beam, it scatters light. The light scattered in the forward direction is referred to as 
the FSC parameter. This parameter is equivalent to the volume in a spherical cell. [11] 
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Figure 2: Spatial light interference microscopy (SLIM) estimates growth of E.coli with an integral. [7] 
 
Advances in the field of optics have led to the development of spatial light interference 
microscopy (SLIM). SLIM is able to measure the dry mass of a variety of adherent cells 
under many different conditions of time, size of measurement area, and cell type. When 
SLIM is combined with fluorescence imaging, it allows monitoring of single cell growth 
in each phase of the cell cycle. The total dry mass is calculated by performing an integral 
of an image of the data, indicating that this is another volume calculation based on optics. 
An example of these measurements can be seen in Figure 2. [7] 
 
Although these methods are an appealing option for measuring cell growth, volume is not 
the sole measure of cell size. During cell growth, the components of a cell (proteins, 
nucleic acids, cytoplasm, etc.) are continuously changing with a constant flux of material; 
therefore volume is not the complete picture of the cell growth and the cell cycle. Thus, 
cell mass could be a better indicator of growth because it takes into account the changes 
in cellular composition, such as protein synthesis. 
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2.2 Techniques in Cell Mass Sensing 
We will now shift our attention away from volumetric calculation based biosensors and 
look at resonance shift based biosensors. Microcantilevers are one of the most common 
forms of resonant sensors. They were first developed for atomic force microscopy (AFM) 
in 1986 [12], but they have been used for many different types of measurements, 
including chemical and biological sensing. This is an especially attractive option due to 
fast response time, high sensitivity, and scalability. 
 
Cantilevers are the simplest form of a resonant sensor. The simple geometry of a 
cantilever makes it easy to determine the effective spring constant. When an object 
adheres to the free end of a cantilever, the resonant frequency will shift. The resonant 
frequency of the cantilever is inversely proportional to the square root of the mass. The 
mass of the cells attached to the cantilever can be directly calculated from the resonance 
frequency of the cantilever. Scaling of the cantilever is an extremely desirable trait for 
easy manipulation of the sensitivity based on the object’s size and mass. This has made 
them a very attractive solution for various applications such as the detection of DNA, 
viruses, bacteria, spores, etc. [9] One limitation of the system is the non-uniform mass 
sensitivity over the cantilever surface. This means that the mass reading is directly linked 
to the position of the cell on the cantilever, therefore the position must be taken into 
account. 
 
Operation of Cantilever Biosensors:  
In Figure 3, we represent a cantilever as a lumped model with a mass, spring, and damper 
with a harmonic excitation force.  
 m
d2y
dt2 + c
dy
dt + ky = Feiωt  (Equation 1) 
Where m is the mass, c is the damping coefficient, k is the spring constant, F is the force, 
and ω is the angular frequency. The resonant frequency of the system is described by 
Equation 2. 
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Figure 3: This diagram assumes a few parameters. It assumes that δm is a point mass on m. It assumes that 
the measurement is being taken in air, so the effect of damping, c, is minimal. Unloaded (left) and loaded 
(right) resonant frequency diagrams. Adapted from [3]. 
 Unloaded Resonant Frequency: !! = !!! !! (Equation 2) 
Where f0 is the resonant frequency, k is the spring constant, and m is the mass of 
cantilever. [13] Equation 3 takes into account the additional point mass from Equation 2, 
as shown in Figure 3.  
 Loaded Resonant Frequency: !! = !!! !!!!" (Equation 3) 
Where f1 is the loaded resonant frequency, k is the spring constant, and m+δm is the mass 
of the cantilever plus a change in mass. The change in mass (δm) is modeled as a point 
mass. [13] Combining Equations 2 and 3 and rearranging terms yields the change in 
mass, as shown in Equation 4.  
 !! = !!!! ! !!!! − !!!!!  (Equation 4) 
Where δm is the change in mass, f1 is the loaded resonant frequency, and f0 is the 
unloaded resonant frequency.  
 
Below are four methods that provide cell mass information based on resonant behavior 
and data collection without resorting to volumetric calculations. They include cantilever 
arrays, hollow cantilever structures, quartz crystal microbalances, and resonant pedestal 
sensors.   
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2.2.1 Cantilever Array 
The cantilever array is a multiplexed iteration in silicon (Figure 4) of the basic cantilever 
design described in the previous section. The array allows for more cells to be measured 
at one time. This technique provides information about single, adherent cells. Similar to 
the basic cantilever design, the cantilever arrays are faced with the same challenges as the 
basic cantilever design: they experience non-uniform mass sensitivity over the surface of 
the sensor.  
 
Figure 4: Cantilever Array [9] 
 
As mentioned above, one downside to this method is the dependence of the cell location 
on the cantilever. As the cell’s placement becomes closer to the tip of the cantilever, the 
accuracy of the measurement increases. This is cumbersome and requires many 
calculations to overcome. Additionally, the sensors are highly damped when in a liquid 
environment, further decreasing the sensitivity. However, this damping can be overcome 
by placing the liquid environment inside of the cantilever, as demonstrated in the next 
method. 
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2.2.2 Hollow Cantilever Structure 
The hollow cantilever structures consist of a silicon cantilever with an embedded 
microfluidic channel. This cleverly decreases the effects of damping in liquid seen in the 
cantilever array sensors by creating a microfluidic channel inside the cantilever (Figure 
5), and then performing the measurements in a vacuum environment. This reduction in 
damping allows mass to be measured with femtogram precision. These structures are 
used to measure the single cell mass of suspended cells.  
 
Figure 5: Suspended Microchannel Resonator (SMR) [8] 
 
The hollow cantilever design was named a suspended microchannel resonator (SMR) by 
Bryan et. al. in 2009, when they used it to measure the mass, density and volume of yeast 
throughout the cell cycle. The cantilever oscillates at a frequency proportional to its mass, 
like the general cantilever equation. However, the mass of this cantilever changes as a 
cell is repeatedly flowed back and forth through the microfluidic chamber, creating a 
dynamic trap that allows for consecutive buoyant mass measurements of the same cell. 
[8] Unfortunately, this method is only valid for cells that thrive in a suspended culture. 
Most cells are adherent and grow best when they are attached to a surface similar in 
stiffness to their native tissue extracellular matrix. [14] 
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2.2.3 Quartz Crystal Microbalances 
Quartz Crystal Microbalances were first used to monitor the attachment and detachment 
of anchored mammalian cells in real time by Gryte, et. al. in 1993. The QCM consists of 
an AT-cut piezoelectric quartz crystal between two electrodes. It functions by applying 
an alternating voltage potential across the quartz crystal generated by the two excitation 
electrodes situated on opposite sides of the quartz crystal (Figure 6). This causes the 
crystal to oscillate at a characteristic resonant frequency. [15] 
 
QCM allows the monitoring of adherent cells, unlike the hollow cantilevers, and the 
sensitivity of the measurement is not dependent on the location of the cell, unlike the 
traditional cantilever design. 
 
The benefit of this method when it was first developed was real-time measurements. 
Gryte et. al. used this technique to study lysis and detachment of Vero cells in real-time. 
Previous adhesion studies were tedious and the interpretation of the data was left up to 
the user, leading to very subjective interpretations. [15] 
 
 
Figure 6: Setup of Quartz Crystal Microbalance (QCM) [15] 
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The QCM is controlled by the following equation: 
 
 ∆! = !!!!!∆!! !!!!   (Equation 5) 
 
Where ∆f is the resonant frequency decrease, f is the intrinsic frequency of the crystal, 
∆m is the change in elastic mass (grams), A is the electrode area, ρq is the density of the 
quartz, and µq is the shear modulus. This equation assumes rigid layer behavior, where 
the resonant QCM frequency depends on the mass, m, attached to the quartz crystal 
surface. This is called the Sauerbrey relationship. [15] 
 
The Sauerbrey relationship can be used to determine the change in mass at the surface of 
the quartz crystal. Any mass bound to the surface will oscillate with similar lateral 
displacement as the oscillating quartz crystal. If the body is very stiff, no energy is lost 
and the oscillations are elastic. If the body is not stiff, there is energy lost and the process 
is inelastic. The sensitivity of this ‘quartz crystal nanobalance’ is 0.1µg, but it is valid 
only for very small elastic masses. It does not function for masses larger than 2% of the 
crystal mass. [16] 
 
While this method is good at determining bulk, adherent cell information, it does not 
provide information about single cells. This leads us to our final sensors: resonant 
pedestal sensors. 
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2.2.4 Resonant Pedestal Sensors 
Figure 7 shows a scanning electron microscope (SEM) image of a resonant pedestal 
sensor that consists of four gold beam springs suspending a central gold pedestal over an 
etched silicon pit. These sensors are organized in an array consisting of 81 sensors 
arranged in 9 rows and 9 columns where each row is connected electrically as shown in 
Figure 8. Arraying allows for higher throughput and capture efficiency. [3] 
 
Figure 7: Labeled diagram of one pedestal sensor showing pit, pedestal, and springs. 
 
Figure 8: Array of pedestal sensors with nine rows and nine columns connected electrically. 
 
 
 
 
Pedestal Pit 
Springs 
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One unique characteristic of these pedestal sensors is that they have uniform mass 
sensitivity unlike conventional cantilevers. They also provide a means to study individual 
adherent cells, unlike the QCM. Figure 9 shows the spatial uniformity of both a 
traditional cantilever and pedestal sensor, where the cantilever has non-uniform 
sensitivity based on position and the pedestal sensor has nearly perfect uniformity on the 
pedestal region. 
 
Figure 9: Spatial uniformity of pedestal sensor, compared to non-uniform cantilever. [3] 
 
Due to the nature of this design, this setup requires that the surrounding fluid be changed 
to a cell fluidic media causing the damping coefficient to change. In turn, a reduction in 
sensitivity is seen in this setup, compared to the microchannel resonator. However, the 
pedestal resonant sensors were designed to be electrically stimulated, allowing us to drive 
the cantilever in a fluid environment. Passing an actuation current through the sensor in a 
static magnetic field to generate a Lorentz force actuates the sensors. This helps to 
increase the overall sensitivity and accuracy of the measurement. Finally, one of the key 
elements of this method is the flexibility to measure adherent cells on a single cell level. 
[3] The rest of this work will focus on this sensor design and operation. 
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CHAPTER 3: METHODS FOR RESONANT PEDESTAL 
SENSORS 
The array of resonant mass sensors can be used to directly measure biophysical properties 
like mass and stiffness of single adherent cells. These sensors are micro-electro-
mechanical systems (MEMS) devices. By measuring the frequency shift of the mass 
sensors with growing and fixed cells, and through analytical modeling, Park et. al. were 
able to derive the Young’s modulus of the unfixed cells and unravel the dependence of 
the cell mass measurements on cell stiffness. In addition, these sensors were used to grow 
cells for more than fifty hours while taking mass measurements to get growth curves and 
record cell division events. [3] A reduction in sensitivity is seen in this setup compared to 
the microchannel resonator because the measurements are taken in cell culture medium 
and not a vacuum, so there is much more damping of the system.  
 
The real benefit of this setup is the large reduction in the error due to the sample position 
(see Figure 9). With the traditional cantilever sensor, the measurement depends directly 
on the location of the cell. The closer the cell is to the fixed end, the less reliable the 
measurement. [9] With the pedestal sensors, the error due to the sample position is less 
than 4% over the entire surface of the pedestal. As long as the cell does not interfere with 
the springs, the mass reading will be very similar anywhere on the pedestal. This is a real 
advantage when studying highly active and mobile cell lines, like invasive, metastatic 
breast cancer cells like MDA-MB-231.  
 
The uniformity of the springs from sensor to sensor is critical because it determines the 
spring constant in our calculations. A spring constant measurement is taken at each of the 
81 sensors, but it must be within a margin of error to be compatible with the software. 
The chip also contains 11 bond pads that are composed of a thick layer of gold. These 
bond pads will be used to wirebond the chip to a printed circuit board (PCB).  
 ! !
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3.1 Laser Doppler Vibrometer Test Setup 
The resonant pedestal sensor technology relies on a change in resonant frequency to 
calculate information about mass changes. A Lorentz force, as depicted in Figure 10 and 
Equation 6, drives the initial frequency.  !!
!
Figure 10: The resultant force is in the vertical direction, causing the pedestal to oscillate. Adapted from [3] !
The Lorentz force can be represented by the following equation: 
 
 F= q(E + v x B) (Equation 6) 
 
Where F is the resultant force, q is a charged particle, E is the electric field, v is the 
velocity of the charged particle, and B is the magnetic field. When the external magnetic 
field occurs at a right angle to the actuation current from the lock-in amplifier it produces 
a force in the vertical direction, causing the pedestal to oscillate at a characteristic 
frequency.   
Resultant!force!
Actuation!Current!from!Lock?In!Amplifier!
External!Magnetic!Field!
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Figure 11: Schematic of the flow of information in the measurement system. Adapted from [3] 
 
The laser Doppler vibrometer (LDV) is used to read the velocity of the pedestal. The 
lock-in amplifier sends an actuation current through the device and, with the addition of 
an external uniform magnetic field, causes the pedestal to oscillate as a result of the 
Lorentz force. The velocity of the oscillations is tracked by the LDV and sent back to the 
lock-in amplifier. Then, the amplitude and phase of the oscillations are sent to the main 
computer. The lock-in amplifier searches for the resonant frequency by changing the 
actuation frequency and the actuation current. This process is outlined in Figure 11. Once 
the resonant frequency is reached, the value is recorded in MATLAB. [3] 
  
Reference'Laser Signal'Laser 
Laser&Doppler&Vibrometer&(LDV) Lock?In#Amplifier 
Computer 
Actuation!Frequency!Amplit
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3.2 Cell Mass Measurement 
For the cell mass measurements, three readings are taken in the LDV. The first reading is 
a “dry frequency” measurement. This measurement is performed on a chip that is 
exposed to the air, before the addition of culture media or cells. This measurement 
determines the spring constant of each individual sensor (see Equations 7 and 8).  
 
 ! = 2!" = !!  (Equation 7) 
 
Where ω is the angular frequency, f is the frequency, k is the spring constant, and m is the 
mass. This equation describes the dynamics of a simple harmonic oscillator.  
 
 !!"# = !!"# = !(2!")!  (Equation 8) 
 
Where kwet is the spring constant in liquid, kdry is the spring constant in air, m is the mass, 
and f is the frequency. The spring constant for our system is not going to change with the 
addition of liquid, it will remain the same.  
 
The second reading is a “wet frequency” measurement. This measurement is performed 
in the presence of culture media. The liquid adds a damping component that was not 
present in the dry frequency measurement. The wet frequency measurement gives us 
information about the mass of each empty pedestal in the presence of culture media (see 
Equations 8 and 9). Additionally, this measurement provides a reference that is necessary 
for running the cell mass measurement. 
 
 !!"#$%&'( = !!"#!!"!"#!"#$% !  (Equation 9) 
 
Where mplatform is the mass of the empty pedestal that holds the cells, kwet is the spring 
constant in liquid, fwet, empty is the frequency of an empty pedestal in liquid.  
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The third reading is the “cell mass” measurement. This measurement is performed in the 
presence of culture media with cells on the pedestal surface. We are able to determine the 
mass of the cell by combining the information from the dry frequency and wet frequency 
measurements (see Equations 8 and 9). 
 
 !!"##!!"#$%&'( = !!"#!!"!"# !  (Equation 10) 
 
Where mcell+platform is the mass of a pedestal with a cell, kwet is the spring constant in 
liquid, fwet is the frequency of the pedestal with a cell in liquid.  
 
The mass of the cell (Equation 11) can be calculated by subtracting the mass of the 
platform (Equation 9) from the mass of the cell and the platform (Equation 10). 
 !!"## = !!"##!!"#$%!"# −!!"#$%&'( = !!"#!!! !!"#!! − !!"#!"#$%!!  (Equation 11) 
 
Where mcell is the mass of the cell on the pedestal, mcell+platform is the mass of a pedestal 
with a cell, mplatform is the mass of the empty pedestal, kwet is the spring constant in liquid, 
fwet is the frequency of the pedestal with a cell in liquid, fwet, empty is the frequency of the 
empty pedestal.  
 ! !
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3.3 Post-Processing Techniques 
Post-processing of the data is required to extract accurate growth information because 
cancer cells are highly metastatic and are very active on the pedestal. This behavior 
causes variations in the cell mass reading; the result is a collection of data points that 
includes the true mass littered with motion artifacts and noise. The local spikes and dips 
from the motion artifacts do not reflect growth and we need methods to minimize the 
noise while preserving the signal associated with growth over time. In order to accurately 
determine the growth rate while ignoring most of the local peaks and dips, the data must 
be processed. There are several options available to perform the processing, but we 
decided on a least-squares method and a moving average (Figures 12 and 13).  ! !
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3.3.1 Savitzky-Golay 
The Savitzky-Golay filter is a low-pass filter that is well suited for data smoothing. It can 
also be referred to as a least-squares filter or a DISPO (Digital Smoothing Polynomial) 
filter. These filters are often used to make the relative widths and heights of spectral lines 
more visible in noisy spectrometric data. The idea of this filtering is to preserve higher 
moments by finding filter coefficients. It approximates the underlying function within the 
window by a polynomial to a higher order. [17] 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12: A is a representative data set before smoothing, B is the result of a simple moving window 
average, and C is after a Savitzky-Golay smoothing filter was applied. Adapted from [17]. 
 
In Figure 12, the signal peaks in B are not as well preserved as they are in C. Data that 
follows a sinusoid with noise, like Figure 12A is better suited for analysis with the 
Savitzky-Golay smoothing filter than a moving average. The moving average plot in 
Figure 12B is starting to attenuate and become damped, and the original signal is not 
maintained. [17] 
  
A 
B 
C 
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3.3.2 Moving Average 
A moving average is a linear digital filter that is easy to understand and use. It is well 
suited for reducing random noise while retaining a sharp step response. Conversely, a 
moving average is not as effective when separating one band of frequencies from another. 
Some similar filters include the Gaussian, Blackman, and multiple-pass moving average. 
They all perform slightly better in the frequency domain, but require more computation 
time. [18] 
 
A moving average operates by averaging a number of points in one window and then 
shifting that window over by one and repeating the average. The averaged number is 
assigned to the value located at the center of the averaged points. This method, shown in 
Equation 12, is called symmetric filtering: 
 ! 4 = ! ! !! ! !! ! !! ! !![!]!  (Equation 12) 
 
Where x[i] is the input, y[i] is the output, and a window of 5. 
 
The sharpness of the step in Figure 13B is preserved, while the step in Figure 13C is not 
as sharp, but overall the curve is much smoother. In this case, a moving average is a 
better choice because it preserves the sharpness of the step function. [18] 
 
 
Figure 13: A is a representative data set before smoothing, B is the result of a simple moving window 
average, and C is after a Savitzky-Golay smoothing filter was applied. Adapted from [18].  
A B 
C 
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3.4 Single Cell Analysis 
After filtering the data, the next step is to determine the local derivatives at each time 
point. MATLAB has a very useful feature called the polyfit function. The polyfit function 
fits a polynomial to a portion of the data. The user inputs the degree of the polynomial, 
the window of time data to fit, and the window of filtered mass data to fit. Then it outputs 
the coefficients in the equation that describes the polynomial that was fit to the data. 
These coefficients are plugged into the equation for a derivative of a 4th degree 
polynomial. The resulting number is the derivative for the point in the middle of the 
window and is assigned to that time point. 
 
For example: 
To determine the local derivative at the 6th time point, we choose a window of 5 from 
time(4:8) and a window of 5 from our filtered raw data(4:8) and apply a 4th degree 
polynomial (Figure 14). (0.664525,0.3753)  (0.884933,0.3967) (1.103889,0.3753) 
(1.322065,0.3988) (1.545328,0.3718) 
 
Figure 14: 4th degree polynomial. 
This outputs values for the coefficients of the descriptive equation:  
 ! ! = !1 ∗ !! + !2 ∗ !! + !3 ∗ !! + !4 ∗ !! + !5 (Equation 13) 
p1=2.421 
p2=-8.071 
p3=9.459 
p4=-4.522 
p5=1.099 
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Then, we substitute those values to the derivative equation of a 4th degree polynomial: 
 
 !" ! = 4 ∗ !1 ∗ !! + 3 ∗ !2 ∗ !! + 2 ∗ !3 ∗ ! + !4 (Equation 14) 
 
Next, we substitute the value of time at point 5 for x and the resulting number is the 
derivative at that point.  
 
 !" ! = (4 ∗ 2.421 ∗ 1.103889!)+ (3 ∗ −8.071 ∗ 1.103889!)+ (2 ∗ 9.459 ∗1.103889)− 4.522  (Equation 15) 
 
 !" ! = 0.0067 (Equation 16) 
 
So 0.0067 is assigned to the time point 1.103889 because that number was in the middle 
of the window.  
 
In MATLAB, this is represented with a ‘for loop,’ where n is the degree of the 
polynomial, time is the time stamps from the LDV, filt_a is the filtered data, i are the 
time-increments, and m is the resulting derivative vector.  
 n=4 
 for i=3:101 
      
     p=polyfit(time(i-2:i+2),filt_a(i-2:i+2),n); 
      
     p=transpose(p); 
      
     p1=p(1); 
     p2=p(2); 
     p3=p(3); 
     p4=p(4); 
      
     m(i)=4*p1*time(i).^3 + 3*p2*time(i).^2 + 2*p3*time(i) + p4; 
      
 end 
 
The next step is to separate the filtered mass data into bins. The bin size was calculated 
by taking the maximum mass value and the minimum mass value and dividing the 
difference between them into 5 equally spaced groups (Equations 17 and 18a-e).  
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 !"#!!"#$ = !"#$!%!! "##!!"#"!$!! "##!  (Equation 17) 
 !"#1 = !"#"!$!! "## + !"#!!"#$ (Equation 18a)!
 !"#2 = !"#"!$!! "## + (2 ∗ !"#!!"#$) (Equation 18b) 
 !"#3 = !"#"!$!! "## + (3 ∗ !"#!!"#$) (Equation 18c) 
 !"#4 = !"#"!$!! "## + (4 ∗ !"#!!"#$) (Equation 18d)!
 !"#5 = !"#"!$!! "## + (5 ∗ !"#!!"#$) (Equation 18e)!
 
The final calculation is to separate the growth rates into bins, and then average the growth 
rates from each bin to determine the average growth rate for each phase of the cell 
growth. First we looked at the growth rate data and decided how many bins to use. Then, 
using the histogram function in MATLAB, we sorted the data into the bins and calculated 
the average and standard deviation for each bin. 
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CHAPTER 4: MATERIALS AND SENSOR FABRICATION!
4.1 Materials 
MDA-MB-231 Cell Culture: [19] 
These are adherent cells, acquired from ATCC. They are human mammary gland/breast 
tissue and were harvested from a metastatic site from a 51-year-old adult. They are 
maintained in an incubator at 37°C with 0% CO2. The growth medium is L-15 plus L-
glutamate with 10% fetal bovine serum and 1% penicillin streptomycin. We use a 0.25% 
solution of trypsin to lift the cells from the surface, and a 1:3 passage ratio for subculture.  
 
Pluronic F-127: [20] 
We used Pluronic F-127 from Sigma-Aldrich. This is a non-ionic tri-block co-polymer 
that coats all surfaces on the sensors except for the pedestal area, which is coated by 
collagen. Pluronic surface treatment is used to prevent cells from attaching to the springs, 
which will cause errors in our mass measurements. We use a concentration of 1% 
pluronic in phosphate buffered saline (1xPBS).  
 
Collagen I, rat tail: [21] 
The collagen we use to promote cell adhesion to the pedestals is Type 1 from a rat tail 
tendon. We use a concentration of 0.1mg/mL in phosphate buffered saline (1xPBS).  
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4.2 Sensor Fabrication 
The fabrication process begins with a double-sided polished four-inch silicon-on-
insulator (SOI) wafer with a 2µm device layer of silicon, a 300nm layer of buried oxide 
(BOX) and a 500µm handle layer of silicon. This is represented in Figure 15.  
 
Figure 15: Initial wafer setup with device layer, BOX layer, and handle layer. Adapted from [3]. 
 
There are five major lithography steps that are required for this process. The first step 
defines the sensor area and the associated electrodes with a metal deposition. The second 
step defines the area of silicon that will be etched. The third step deposits a thicker layer 
of gold to define the bond pads as well as reinforce the electronics on the device. The 
fourth layer opens up etch windows so the pedestal can be released from the silicon 
below. The fifth step carefully patterns the fragile pedestal area so that collagen can be 
selectively added to the pedestal and a pluronic solution can be added everywhere else.  
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4.2.1 First Lithography 
 
 A: Thermal Oxide Deposition 
 B: Two-Layer Positive Photoresist 
 C: Exposure and Development of PR  
 D: Evaporation and liftoff of Cr/Au/Ni 
Figure 16: Schematic of the first lithography and first metallization process. Adapted from [3]. 
 
The first photolithography process defines the electrode and sensor platform. Initially, a 
layer of thermal oxide is deposited on the surface of the polished SOI wafer (Figure 
16A). A three-minute dehydration bake at 110°C precedes the spinning of the positive 
photoresists, LOR-3A and S-1805, respectively (Figure 16B). Then the photoresist is 
exposed to a 365nm UV light using the first mask, and developed. The photoresist that 
was exposed to the UV light has been solubilized, and washes away easily in CD-26 
developer (Figure 16C). The wafer is cleaned in an oxygen plasma before the metal is 
evaporated. Using an evaporator, 10nm chrome, 50nm gold, and 10nm nickel are 
deposited, in that order. The chrome and nickel are deposited using e-beam evaporation, 
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while the gold is deposited using thermal evaporation. Finally, the metal layer that was 
deposited on top of photoresist patterns is removed, while the metal that was deposited 
directly onto the thermal oxide is left behind to form our first layer of gold (Figure 16D). 
The layer of nickel is necessary for this process because the subsequent etch step uses a 
tool that does not allow gold to be exposed, so the nickel is to prevent the gold from 
inadvertently being etched. [3] 
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4.2.2 Second Lithography: 
 
 A: One-Layer of Positive Photoresist 
 B: Exposure and Development of PR 
 C: Silicon Etching with ICP RIE 
Figure 17: Schematic of the second lithography and the anisotropic etch. Adapted from [3]. 
 
The second photolithography process defines the silicon of the device layer that will be 
etched to define the pit. A three-minute dehydration bake at 110°C precedes the spinning 
of the adhesion promoter and positive photoresist, HMDS and AZ9260, respectively 
(Figure 17A). Then the photoresist is exposed to a 365nm UV light using the second 
mask, and developed using a 1:4 solution of AZ400K:DI water (Figure 17B). The wafer 
is cleaned in an oxygen plasma, and then a 10:1 buffered hydrogen fluoride (BHF) 
solution. Finally, the wafer is etched in an inductively coupled plasma reactive-ion etcher 
(ICP-RIE) for 8 cycles to etch through the device layer and expose the BOX layer (Figure 
17C).[3] 
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4.2.3 Third Lithography: 
 
 A: Two-Layer Positive Photoresist 
 C: Exposure and Development of PR 
 C: Evaporation and Liftoff of Cr/Au 
Figure 18: Schematic of the third lithography and second metallization process. Adapted from [3]. 
 
The third photolithography process defines the bond pads that will interface the device 
with the printed circuit board (PCB) after wirebonding. The wafer is cleaned with 
solvents, an oxygen plasma, and a piranha solution to remove the protective layer of 
nickel. A three-minute dehydration bake at 110°C precedes the spinning of the positive 
photoresists LOR-20B and AZ9260, respectively (Figure 18A). Then, the photoresists are 
exposed to a 365nm UV light using the third mask, and developed using a 1:4 solution of 
AZ400K:DI water (Figure 18B). The wafer is cleaned in an oxygen plasma before the 
metal is evaporated. Using an evaporator, 100nm chrome and 900nm gold are deposited 
using e-beam evaporation. Finally, the metal layer that was deposited on top of 
photoresist patterns is removed, while the metal that was deposited directly onto the first 
layer of gold is left behind to form our second (‘thick’) layer of gold (Figure 18C). [3] 
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4.2.4 Fourth Lithography: 
 
 A: Positive Photoresist 
 B: Exposure and Development of PR 
Figure 19: Schematic of the fourth lithography step. Adapted from [3]. 
 
The fourth photolithography process prepares the etch windows. The wafer is cleaned 
with an oxygen plasma. A dehydration bake precedes the spinning of the adhesion 
promoter and the positive photoresist, HMDS and AZ9260, respectively (Figure 19A). 
Then the photoresist is exposed to a 365nm UV light using the fourth mask, and 
developed using a 1:4 solution of AZ400K:DI water (Figure 19B). This is the last step 
that is performed with a whole four-inch wafer. After this lithography step, the wafer is 
diced into individual devices and then processed in groups of two or three. [3] 
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4.2.5 Release Process: !
A. Etching of BOX Layer with an RIE 
B. Isotropic Etching of Silicon with XeF2 
C. Removal of Photoresist 
D. Removal of BOX Layer 
E. Deposition of SiO2 with PECVD 
Figure 20: Schematic of the release process, involving a lithography step, etching of silicon and buried 
oxide, and deposition of SiO2. Adapted from [3]. !
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The dicing takes place outside the cleanroom, and generates debris as the dicing saw cuts 
the wafer. Before the release process can begin, the chips must be cleaned with a 
detergent, Triton-X (1% solution), to remove any particles that may have been deposited 
during the dicing process. This particle removal must be performed very gently so as not 
to damage the layer of photoresist that remains on the chips. [3] 
 
The first step of the release process is anisotropic etching of the BOX layer in a Freon 
reactive ion etch (RIE). This process etches straight down into the release windows and 
creates openings in the buried oxide layer (Figure 20A). Next, a xenon difluoride (XeF2) 
system is used to etch isotropically starting at the release windows and etching the silicon 
directly under the pedestal until a uniform pit is formed (Figure 20B). Following the 
XeF2 etch, an oxygen plasma and solvent clean are used to remove the photoresist 
(Figure 20C). Then, the chip is placed into buffered hydrogen fluoride (BHF) to remove 
the buried oxide layer that is now exposed to the pit (Figure 20D). This step allows the 
springs to be truly released and great care must be taken from this point to preserve the 
springs. Another oxygen plasma clean precedes the 100 nm oxide deposition in the 
plasma enhanced chemical vapor deposition (PECVD) system (Figure 20E). [3] 
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4.2.6 Fifth Lithography: 
 
A. Stamping of Positive PR with PDMS 
B. Exposure and Development of PR 
C. Passivation with Collagen 
D. Removal of Photoresist 
E. Pluronic Surface Treatment 
Figure 21: Schematic of the fifth lithography step and surface functionalization. Adapted from [4]. 
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A detachment lithography transfer print process is used to pattern the released surface of 
the sensors to allow selective collagen passivation of the pedestals and pluronic 
deposition of all areas surrounding the pedestals. HMDS (an adhesion promoter) is vapor 
deposited onto the surface of the device at 80ºC for one hour. A three-minute dehydration 
bake at 110˚C precedes the application of the positive photoresist. AZ9260 photoresist is 
applied to a PDMS disk at 5500 rpm for 40 seconds. Then the disk is baked for 2 minutes 
at 50ºC. The PDMS disk is carefully rolled onto the device and placed together on the 
hotplate for 2 minutes at 50ºC. Next, the device and PDMS are placed on an aluminum 
block that was just removed from the refrigerator at 4ºC. After one minute on the block, 
the PDMS is carefully peeled off the chip and the chip is softbaked for 2 hours at 50ºC. 
This lengthy softbake is required to prevent the appearance of bubbles in the fragile 
photoresist layer (Figure 21A). The device was exposed to a 365nm UV light with the 
fifth mask. Then it was developed in a 1:4 ratio of AZ400K:DI water for 4 minutes 
(Figure 21B). After the development, the wafer was cleaned in an oxygen plasma system 
for 10 minutes at 300 W to remove the layer of HMDS. [4] 
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4.3 Chip Assembly 
An epoxy is used to adhere the chip to a printed circuit board (PCB). Then a piece of 
PDMS with a hole punched in the middle is placed on the surface of the device to 
produce a “well,” or chamber over the sensor area. A 0.1mg/mL solution of collagen in 
1xPBS is placed into the PDMS chamber and the collagen is allowed to adhere to the 
surface for one hour in a 37°C incubator (Figure 21C). Following the one hour 
incubation, the PDMS is removed, and the sensors are rinsed with DI water and dried 
with Nitrogen. Next, the chip and PCB are soaked in acetone for 10 minutes to remove 
the photoresist, then rinsed with ethanol, DI water and dried with nitrogen (Figure 21D). 
[4] 
 
At this point, the gold bond pads on the chip are wirebonded to the gold pads on the PCB. 
After that, metal leads are soldered onto the PCB (Figure 22). These metal leads are 
necessary to interface with the lock-in amplifier (LIA) that is responsible for providing 
the oscillating frequency to the device. 
 
 
 
Figure 22: Assembled device including PDMS chamber, wirebonded chip to PCB and soldered metal leads. 
Adapted from [3]. 
 
 
PCB PDMS 
Metal&Leads 
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The previous PDMS with a hole punched in the middle is placed on the surface of the 
device over the sensors, creating a chamber. A 70% ethanol solution is used to sterilize 
the chamber; during the sterilization process the chip with attached chamber is placed 
into a desiccator to remove any bubbles trapped under the pedestals. The ethanol is 
removed and replaced by a 0.1% pluronic solution. This pluronic solution is used to 
create a surface unfavorable to the attachment of cells (Figure 21E). The chemical groups 
of the pluronic treatment attach to the PECVD oxide surface of the chip and do not attach 
to the collagen surface of the pedestal. This treatment allows us to wash off non-adherent 
cells and focus on cells attached to the collagen in future steps. This step also serves to 
trap the cells on the pedestals and prevent them from attaching to the springs and creating 
interference and noise in our measurement. [4] 
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CHAPTER 5: RESULTS AND DISCUSSION 
5.1 MDA-MB-231 Cell Mass Measurement 
The cell growth data is combined with the calibration data from the dry and wet 
frequency measurements in order to extract a cell mass over time using the equations 
described in Section 3.2. The dry frequency provides the spring constant which is an 
intrinsic property of the device and the wet frequency provides a reference frequency for 
the mass estimation.  
5.1.1 Correcting Data 
We start with the initial extracted data as shown in Figure 23; however, there are a 
number of steps that need to be considered, adjusted, and corrected.  
 
Figure 23: Raw Data, including spikes in mass associated with the cell interfering with the springs. 
 
Throughout the repeated frequency measurements over time, the sensors show a drift that 
is about 100-200Hz/day, which is independent of cell growth. This drift is seen in all 
sensors, so an empty sensor (Figure 24) is used to ‘zero-out’ our data and get rid of the 
drift (Figure 25). Therefore, throughout the cell mass measurement, neighboring sensors 
were measured in order to subtract out the average of the equivalent mass change from 
the cell mass to produce the apparent mass. 
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Figure 24: Empty sensor next to the sensor above, used to eliminate drift artifacts. 
 
 
Figure 25: Data corrected for drift by using the empty sensor data from Figure 24. 
 
Figure 25 shows the drift corrected data. Another correction is to remove data that is 
unreliable, and this is easily corrected by sorting through the images of the cells on the 
pedestals at each time point help to determine which points must be ignored (Figure 26). 
As discussed earlier in this thesis, the uniformity of the mass sensitivity is restricted to 
the pedestal itself; therefore, if part of the cell is touching a spring, this accuracy of the 
data is lost. The data points where the cell attached to the springs are replaced with the 
average value of the time point before and after the cell attachment, to yield Figure 27.  
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t=0 hrs t=1.104 hrs t=2.207 hrs t=3.305 hrs t=4.404 hrs 
      
t=5.508 hrs t=6.637 hrs t=7.826 hrs t=9.031 hrs t=10.232 hrs 
     
t=11.447 hrs t=12.654 hrs t=13.894 hrs t=15.165 hrs t=17.435 hrs 
     
t=18.545 hrs t=19.671 hrs t=20.793 hrs t=21.900 hrs t=22.999 hrs 
 
t=24.109 hrs 
Figure 26: Images of a cell on the pedestal approximately every hour. 
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Figure 27: Drift-corrected data after cell-spike data is removed. 
 
5.1.2 Processing the Data 
Post-processing of the data is required because the MDA-MB-231 cells are highly 
metastatic cancer cells and they are very active on the pedestal. As seen in the series of 
images (Figure 26) the cell is motile and not stagnant. In order to accurately determine 
the growth rate while minimizing noise and preserving an accurate representation of the 
growth profile or underlying signal, the data must be processed. In this section we are 
considering two post-processing filtering techniques: Savitzky-Golay smoothing and 
differentiation filter and a moving average. We will compare the performance of these 
filters on the cell growth data based on the ability to provide a meaningful result.  
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In literature, a moving average was used to smooth the cell mass data [3], but since this 
data is sporadic, we wanted to compare it to the Savitzky-Golay Smoothing and 
Differentation Filter, which uses a polynomial fit to smooth the data (Figures 28 and 29). 
Section 3.3.1 provides additional information and examples of this technique. 
 
 
Figure 28: Using a polynomial fit with the Savitzky-Golay Filter. 
 
 
Figure 29: Savitzky-Golay filtered data compared with non-filtered data. 
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The result of the Savitzky-Golay filtered data is compared with a moving average filter 
(Figures 30 and 31). The moving average is a filter that averages a subset of numbers in 
the series and assigns the average as the value for the middle number of the subset, then 
shifts the window by one and repeats the process for the whole series of numbers. Section 
3.3.2 provides additional information and examples of this technique. 
 
 
Figure 30: Data filtered with a moving average. 
 
 
Figure 31: Moving average filtered data compared with non-filtered data.  
! 46!
5.1.3 Calculating the Growth Rate 
Once the data is filtered, the next step is to find the local derivatives at each time point. 
This will give us the instantaneous growth rate at each point and allow us to find an 
average growth rate. The code used to perform the local derivative is a polyfit function in 
MATLAB. A 4th degree polynomial was fit to five data points at a time, or windowed. 
Then the coefficients that describe that curve were found and substituted into the 
derivative equation of a 4th degree polynomial. The resulting number is the derivative for 
the point in the middle of the window and is assigned to that time point. The results of 
this analysis can be seen in Figure 32 for the Savitzky-Golay and Figure 33 for the 
Moving Average. More information on this calculation can be found in Section 3.4. 
 
 
Figure 32: Savitzky-Golay Filtered data instantaneous derivatives. 
 
 
Figure 33: Moving Average data instantaneous derivatives. 
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The next step is to separate the filtered mass data into bins (Tables 1 and 2). The bin size 
was calculated by taking the maximum mass value and the minimum mass value and 
dividing the difference between them into five equally spaced groups.  
 
 !"#!!"#$ = !"#$!%!! "##!!"#"!$!! "##!  (Equation 19) 
 
Table 1: Savitzky-Golay Bins: 
 Lower limit of the mass range Upper limit of the mass range 
Bin 1 0.1942 0.4529 
Bin 2 0.4530 0.7116 
Bin 3 0.7117 0.9703 
Bin 4 0.9704 1.2290 
Bin 5 1.2291 1.4877 
 
Table 2: Moving Average Bins: 
 Lower limit of the mass range Upper limit of the mass range 
Bin 1 0.2201 0.4565 
Bin 2 0.4566 0.6929 
Bin 3 0.6930 0.9293 
Bin 4 0.9294 1.1657 
Bin 5 1.1658 1.4022 
 
The derivative data is sorted into the bins based on the corresponding mass value that 
occurs at the same time point. Then the derivatives are averaged within each bin and the 
result of this calculation can be found in Tables 3 and 5 for Savitzky-Golay and Moving 
Average analysis, respectively. Average values for each bin are also found for the mass 
values within the limits of the bins. The result of this calculation can be found in Tables 4 
and 6 for Savitzky-Golay and Moving Average analysis, respectively.  
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Next, the derivative measurements associated with each mass value were sorted into the 
bins based on the mass value. Then the derivatives were averaged over each bin and that 
value was recorded in the table below. These derivatives were plotted into histograms 
(Figures 34 and 36) and the derivatives were plotted with the average filtered cell mass in 
each bin (Figures 35 and 37).  
 
 
 
 
Figure 34: The histograms of each bin from the Moving Average analysis. 
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In Figure 35 and Table 3, the moving average data, the average growth rate decreases 
from Bin 1 to Bin 2, and then it increases rapidly in Bin 3. Bin 4 is a negative growth rate 
and Bin 5 increases back to a positive growth rate.  
 
 
Figure 35: Growth rate as a function of average mass in each bin for Moving Average.  
 
Table 3: Average Growth Rate for the Moving Average 
 Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 
Average 
Growth Rate 
(ng/hr) 0.04507 0.02571 0.13380 -0.01763 0.01766 
Standard 
Deviation 0.28052 0.25946 0.44814 0.54926 0.32525 
 
Table 4: Average Mass for the Moving Average 
 Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 
Average Mass 
Values (ng) 0.3547 0.5651 0.7963 1.0486 1.2840 
 
  
! 50!
 
 
 
 
 
Figure 36: The histograms of each bin from the Savitzky-Golay analysis. 
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For the Savitzky-Golay data, the growth rate appears to slightly increase from the first 
bin to the second, and then the growth rate rapidly increases to the value at the third bin, 
then it returns to a lower growth rate for the fourth and fifth bins (Figure 37). This rapid 
increase is seen in both of the post-processing methods.  
 
 
Figure 37: Growth rate as a function of average mass in each bin for Savitzky-Golay. 
 
Table 5: Average Growth Rate for the Savitzky-Golay Analysis 
 Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 
Average Growth 
Rate (ng/hr) 0.00953 0.01401 0.17210 0.01590 0.02231 
Standard 
Deviation 0.22899 0.34251 0.63173 0.55390 0.45277 
 
Table 6: Average Mass for the Savitzky-Golay Analysis 
 
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 
Average Mass 
Values (ng) 0.3524 0.5932 0.8283 1.1235 1.3321 
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If we apply outlier exclusion to the point from Bin 3, the resulting curve has both a 
reasonable growth (1%) and reasonable R-square value (0.8686) (Figure 38).  
 
 
Figure 38: Excluding Bin 3 when fitting a line to the data points. 
 
One interesting feature of the average growth rate vs. average mass plots for the moving 
average analysis is that the fourth bin has a negative growth rate (Figure 35). Initially, 
when interpreting the data, this negative value could be understood as the cell losing 
mass. One explanation for this ‘mass loss’ could be associated with the cell motion 
leading to a change in adhesion. Previous work has shown that the shape and biophysical 
properties of the cell influence the mass observed. [3] The Savitzky-Golay analysis does 
not have any negative values for growth rate. All of their values are positive, yet they 
followed the same general trend.  
 
From Table 5, the standard deviation for Bin 3 of the Savitzky-Golay data is 0.63173. 
This is a large number and may account for the abnormal jump in the average growth rate 
for that bin. This large value led to our decision to exclude Bin 3 from analysis.  
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The Savitzky-Golay provides a more statistically accurate method for processing the cell 
mass data because no negative growth rates are noted. In contrast, the moving average 
data method did result in a negative growth rate. This occurs because in the moving 
average data, some of the discrete information of the data is lost in the average. Savitzky-
Golay does not perform an average; rather it uses a polynomial fit, which better indicates 
the cell growth.  
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CHAPTER 6: CONCLUSIONS AND FUTURE DIRECTIONS 
 
Micro-electromechanical systems have provided a means to measure new frontiers in 
biology through the integration of engineering methods in order to manipulate cells on 
the individual level. This thesis focused on data analysis methods of MEMS pedestal 
sensors for the determination of cell mass, cell growth, and growth rate by bridging the 
gap from bulk analysis to single cell analysis. These sensors allow us to measure the 
single cell and get information about it; however, new measurement techniques also 
require a complete understanding of what the data are telling us about the cells that we 
did not know before. This work investigated the analysis of the MEMS resonant pedestal 
sensors by comparing two techniques of interpreting cell growth data through the 
removal of noise, while still preserving the underlying signal. 
 
We have determined the Savitzky-Golay filtering method to be the best choice for this 
data because it did not lead to negative cell growth rates. In future experiments, it would 
be useful to create the optimal number of bins that yield the lowest error in analyzing the 
data. Unfortunately, when more bins are created, the amount of data in each bin 
decreases, causing an increase in the standard deviation of each bin. One solution to this 
issue is to generate more data points from the measurement system. By taking 
measurements more often, more detailed information about the cell mass will be 
available. This can be achieved by decreasing the amount of time to perform each mass 
measurement.  
 
In previous resonant mass sensor experiments, artifacts were seen in the data as a result 
of the cell moving, changing, dividing, and reducing its adhesion. In Park et. al., these 
artifacts, as well as the shift in mass, were interpreted as the change in the cell’s stiffness 
during cell division. [3] An alternative explanation to the mass artifacts is that the 
adhesion of the cell is greatly reduced during division, and the attached surface area is 
reduced as well. This implies that the resonant pedestal sensors may be monitoring a 
combination of mass and adhesion of the cell to the surface of the pedestal.  
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There are currently many methods of monitoring cell adhesion including electrical, 
optical, and acoustic methods. [22] In the future, our resonant pedestal sensor technology 
may be able to provide quantitative information about adhesion. This has applications in 
drug development for modulating adhesion of cancer cells, which could lead to a 
reduction in cancer metastasis. Metastasis is the result of cancer cells becoming less 
adherent to their original surroundings and then moving to a new location to create a new 
tumor. If a drug could be developed to increase the adhesion of cancer cells to their initial 
tumor, then it would isolate the cancer to one location and prevent metastasis; thereby 
making cancer easier to diagnose and treat.  
 
The relationship between cell growth and mass, as it relates to the progression of the cell 
cycle, has yet to be fully defined. The understanding of these underlying mechanisms is 
critical to the progression of our quest to eradicate cancer. We have illustrated that further 
interrogation of cell mass measurements at the single cell level is critical as we take the 
next steps in identifying signatures of cancer, and our resonant pedestal sensors will be 
vital to this endeavor.  
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