Abstract. T-score, based on t-statistics between samples and disease classes, is a widely used filter criterion for gene selection from microarray data. However, classical T-score uses all the training samples but for both biological and computational reasons, selection of relevant samples for training is an important step in classification. Using a modified logistic regression approach, we propose a sample selection criterion based on T-score and develop a backward elimination approach for gene selection. The method is more stable and computationally less costly compared to support vector machine recursive feature elimination (SVM-RFE) methods.
Introduction
Gene selection is a vital step in the analysis of microarray gene-expression data and several approaches have been proposed earlier [1] [2] [3] [4] [5] [6] [7] [8] . The methods of gene selection can be broadly categorized into filter, wrapper, or embedded methods. Filter methods are simple and computationally efficient, but have lower performance than the other methods. T-score based on t-statistics measuring correlation between input features and output class labels is commonly used as filter criterion for sample classification [1] . Other popular filter methods include Relief [9] , correlation based feature selection [10] , minimum redundancy maximum relevancy [11] . For more details on filter methods, readers are referred to [2] . However, in classical filter approaches, all the training samples are used for gene ranking while ignoring the relevance and quality of data samples.
On the other hand, popular wrapper and embedded methods include Support Vector Machine Recursive Feature Elimination [5] and its variants [3, [12] [13] [14] [15] [16] , random forest-RFE [17] , elastic net [18] etc. All these methods predominantly use classifier performance in ranking genes. Many classifiers, such as support vector machines (SVM), boosting algorithms, and logistic regression etc. indicate that all samples in a training data may not be equally relevant for the classification task [19, 20] . Removal of samples (or data points) that do not provide useful information for classification improves the performance. In microarray analysis, due to heterogeneity of tissues and cell assays, the datasets are inherently multimodal [21] and therefore qualities of samples vary. Using the classical theory of margin of classifier [19] , sample points could be classified into three types: within the margin, on the margin, and away from the margin. For a classification task, various theories, including SVM and boosting techniques, suggest that the points on the margin and within the margin are more important than the samples away from the margin. Giving more importance to samples on or within the margin boundary may reduce the error variance in feature selection [22] . Earlier, the importance of selection of sample in active feature selection and dimensionality reduction was demonstrated using kd -tree algorithm [23, 24] . A genetic algorithm/k -nearest neighbour based approach was proposed for simultaneous selection of samples and metabolomic features [6] . Similarly, a modified particle swarm algorithm was combined with SVM for simultaneous sample selection and gene ranking [25] . Very recently, sample weighting based gene selection algorithm was proposed where sample weights are determined according to its influence to the estimation of feature relevance [26] .
Along with better classification, a method of identification of true markers should be reproducible (stable) with respect to variations of the samples [16, 27] . Instability of a gene ranking casts doubts over computational results and hence does not give confidence for further biological validation. Stability of a gene selection method depends on many factors which includes sample size, treatment to correlative structure and underlying data distribution. However, an improvement in stability should not decrease the accuracy of sample.
Recently, predictive performance, stability and functional interpretability of 32 gene selection methods were analysed on 4 breast cancer datasets and results indicate that a simple Student's t-test (similar to T-score) performs the best [28] . However, the issue of relevant samples still persists. In our previous work, we decomposed T-score into two parts corresponding to relevant samples and non-relevant samples to show the importance of sample selection in T-score. And thereby a support vector based t -score recursive feature elimination (SVt -RFE) algorithm was proposed for feature selection [29, 30] . However, this algorithm uses SVM to select the samples and hence is computationally expensive. It also suffers from low stability. In this paper, we propose a gene selection method to improve stability and computational complexity of SVt -RFE and SVM-RFE methods without compromising on the performance of classification. To do so, we propose an efficient sample selection criterion to identify relevant samples by incorporating a modified logistic regression model, similar to SVM, using T-score as the selection criterion. A backward elimination approach is then proposed to iteratively select the relevant genes and achieve better classification accuracy than the existing methods. Our analysis indicates that the proposed algorithm improves the stability compared to SVM based approaches. 
Method
Suppose D = {x ij } n,m i=1,
T-score
T-score is a ranking measure based on t -statistic between gene expressions and class labels. For gene i, T-score (r i ) is given by T-score is an easy and fast measure to compute as it assumes independence among genes and normality of data. However, many a times this method gives a stable gene subset which performs poor in classification compared to wrapper and embedded methods because it does not take into account the characteristics of the classifier in the ranking of genes. One way to improve the performance of this criterion is to select relevant samples when computing the T-score [29] .
Efficient Sample Selection Technique
The margin of separation of SVM is defined by the support vectors or the samples on the margin. The support vectors are the samples that in fact define the discriminant function. Use of only the support vectors for gene selection was earlier demonstrated in support vector machine recursive feature elimination (SVM-RFE) method [29] . In this section, an efficient method to select samples (approximate support vectors) is proposed for gene selection. Relevant samples refers to those on and within the margin of separation. Using SVM, determining the margin of separation in two-class sample classification has a computational complexity of O(max(n, m)m 2 ). This becomes even more costly for SVM-RFE as each iteration needs retraining the SVM. Therefore, there is a need for a simpler model selecting samples on and within the margins, which is computationally inexpensive and gives a good biological interpretability.
An approximate loss function for SVM using concepts of logistic regression was proposed by Zhang et al. [31] . This function uses a sequence of smooth functions for iterations to uniformly converge to SVM objective function. The approximate loss function L is given by
where λ is a tuning parameter and w denotes the weights determining the discriminant. Instead of using a standard 0-1 loss function in SVM, the use of (2) leads to the following penalized objective function:
where η denotes the sensitivity parameter. Setting the partial derivation of (3) with respect to each gene i to zero,
Like in SVM, the multiplication factor α j to y j x j incorporates the margin information while computing weights. For example, if margin y j w T x j is greater than one, the multiplication factor becomes zero for large value of λ. In a sense, it rejects the contribution of that particular sample point. Hence, based on this property and considering that 1 2η is a multiplicative factor, we propose following approximation of support vectors:
With respect to SVM-RFE, the standard 0-1 Loss function gives following SVM weight vector [5, 19] 
Comparing (4), (5) and (6), we can represent the SVM induced weight to a particular sample point α * j with α j .
T-score with Sample Selection (T-SS)
The margin of a data point is defined as the distance from the data point to the discriminant boundary. The margin of jth data sample is given by the term [31] . In order to simplify the computations, we propose to use T-score of each gene as the selection criteria and thereby remove the optimization step in (3) . With this idea, we propose an algorithm for simultaneous sample and gene selection, which is described in Algorithm 1.
Sample points are selected using (5) with a small threshold . Let M denote the set of selected sample points in class . With a given λ value, the samples are selected using the margin information based on T-score. Using only the selected samples, genes are ranked with T-score. A gene with the least absolute score is then removed from the gene set and the whole process is iterated again until all genes are ranked. In other words, the proposed method selects genes in backward elimination manner while selecting the relevant samples. The T-score with sample selection method fails whenever there is less than two relevant data points. In such cases, we revert to all the sample points and compute the ranking scores in that iteration using all training samples.
The margin is determined by using the T-score of individual gene. It has a direct relation with log-odds ratio if the data is normally distributed, which is given by log P (+|x)
Here, w 0 is a bias term and was computed using
where π + and π − represent the prior probabilities of respective classes; the Σ represents the covariance matrix. As we assume independence among genes, in (7) and (8), the covariance matrix becomes Σ = σ 2 I, where I is the identity matrix. In computing a sample margin yw T x, the bias term is included in w. The weights w are normalized before computing the margin of a sample: 
Experiments and Results

Datasets and Preprocessing
To evaluate the performance of the proposed method, we performed extensive experiments on three benchmark microarray gene expression datasets, namely, colon [32] , leukemia [33] , and breast cancer [34] . The details of these widely used datasets for evaluating gene ranking methods are given in Table 1 . All the training datasets were normalized to zero mean and unit variance based on gene expressions of a particular gene to implement T-score, SVM-RFE, SVt -RFE, and T-SS. The datasets were normalized using the parameters from the corresponding training dataset only.
Parameter Estimation
The parameter λ was determined from a set of {1, 3, 5, 7, 10} and selected for the best classification accuracy with the selected genes from Algorithm 1. For algorithms like SVt -RFE and SVM-RFE, the selection of training data points depends on the sensitivity η of the linear SVM, which was determined from the finite set 2 −20 , 2 −19 , . . . , 2 15 , giving the maximum Matthew's correlation coefficient (MCC 1 ) on 10-fold cross-validation. In recursive elimination, we gradually removed genes in each of the iteration. To increase the speed of the numerical simulations with SVt -RFE, SVM-RFE, and T-SS, the following step-wise strategy was employed:
No. of genes removed = ⎧ ⎨ ⎩ 100 if n ≥ 10000 10 if 1000 ≤ n < 10000 1 n < 1000 (10) where n is the number of genes in the gene set.
Performance Evaluation
With five-fold external cross-validation for 20 times, we obtained B = 100 sets of gene ranking lists for each dataset. The gene ranking was obtained using Tscore, SVM-RFE, SVt -RFE, and T-SS. The test validation was performed using
(T P +F N)(T N+F P )(T N+F N)
. corresponding test set of a gene ranking list. We tested gene subsets starting from the top ranked genes and then successively adding one gene at a time in test subset till the total number of genes in subset equals 100. The performance measures such as accuracy, sensitivity, and specificity were averaged over those 100 trials. The cardinality of the gene subset giving the minimum average test error was reported as the number of genes corresponding to the best classification performance. We also performed pair-wise one-sided t -test to determine if the performance of the T-SS is significantly better over the other methods.
Stability Analysis
In this section, a similarity based approach is taken to compute the stability of gene selection, which is measured by the average over all pair-wise similarity comparisons among all the ranked gene lists obtained by the method over different subsets of training samples [35] .
Let D
b B b=1
be a set of B sub-samplings of the dataset of the same size and R b be the b-th rank list of genes. The stability S D of the method over the dataset D is given by
where
is a similarity measure between the gene rank lists R b and R b for top n * genes in both lists. One of the popular measure to find similarities between two gene lists is a Kuncheva index [35] given by
where n denotes total number of genes in a dataset and n * is the set of the top genes. Kuncheva index has a range between [−1, 1] with large value indicating large number of common genes between the subsets. A negative Kuncheva index denotes an overlap between two subsets by chance. The term (n * ) 2 /n corrects for a bias due to chance of selecting common features between two randomly chosen subsets.
Redundancy Analysis
Apart from stability and performance in classification, we further evaluate gene selection methods for their ability to select non-redundant genes. We use the absolute value of Pearson's correlation coefficient to estimate the redundancy among top-ranked genes in a given dataset. In a gene rank list R b , we first measure a pair-wise correlation coefficient of top n * genes, resulting in a n * × n * correlation matrix with each element representing pair-wise similarity. Using the upper triangular matrix, we obtained average of absolute pair-wise correlations, which represents redundancy among those n * top-ranked genes in rank list R b . This value is averaged over the total number of gene rankings, i.e., number of bootstrapped trials (B). Mathematically, the average redundancy among top n * genes over B trials can be given by,
where |ρ (x i , x i )| is absolute value of Pearson's correlation coefficient between expression values of gene i and i . In a given dataset, the redundancy analysis is performed over top 100 genes, obtained from various ranking methods.
Results
A comparison of classification performances of T-score, SVM-RFE, SVt -RFE, and T-SS is shown in Table 2 . The p-values shown gives the statistical significance of superior performance of T-SS over the other methods. The stability and redundancy plots are depicted in Figure 1 . As seen, the performance of the proposed method is significantly better than the gene ranking by T-score and SVM-RFE methods in at least two datasets. For breast cancer dataset, the proposed algorithm outperforms all the other methods. Importantly, the stability plots shows that the proposed method is more stable than SVM-RFE and SVt -RFE methods for top-ranked genes. Comparing redundancy, T-score gave highly redundant top-ranked genes while SVM-RFE returned the least redundant genes. Genes from T-SS and SVt -RFE methods have intermediate redundancy. The numbers of genes selected by T-SS were higher in most cases.
Discussion and Conclusion
This paper proposed a sample selection criterion using a modified logistic regression loss function and a backward elimination based gene ranking algorithm. The method selects sample points iteratively before ranking genes using the T-score in each iteration. The performance was evaluated on a number of benchmark datasets and results showed not only promise in the classification results but also the superior stability of the method. For selection of samples, the approaches involving standard SVM, such as SVt -RFE, are computationally expensive and involves computational complexity of the order of O(max(n, m)m 2 ) [36] . If a single gene is removed in each iteration, we need to train SVM for n number of times. On the other hand, selecting samples on the margin with T-score by using an approximation to SVM lost function, the speed is improved. A standard T-score have computational complexity of order of O(nm) [36] , so our proposed algorithm is approximate to this complexity compared to SVM-RFE and SVt -RFE.
In two-class classification, as the standard T-score ranks genes independently, it has the highest stability and no penalization for redundancy in gene selection among the other methods tested in the experiments. As SVM-RFE does not treat genes independently and penalizes for redundant genes [37] , it is less stable and robust to the variations of training samples. The proposed method not only performs better in classification but retains independence among genes while ranking. This leads to better stability compared to SVM based approaches. Following [37] , the proposed sample selection criterion may induce some penalization for the redundant genes. This is evident with reduced redundancy compared to T-score method.
In conclusion, the proposed method is a simple yet efficient criterion for sample selection. Simultaneous sample and gene selection algorithms significantly outperform both T-score and SVM-RFE methods on at least two benchmark datasets. Along with better classification, the proposed method was computationally efficient and highly stable. This suggests that sample selection indeed plays an important role in gene selection. As future of this work, one may want to penalize for redundancy among genes in the cost function as it would improve the stability and performance of tissue classification.
