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In this paper, we study Noetherian domains which admit only
ﬁnitely many star operations. We show that such domains (which
are not ﬁelds) must have Krull dimension one, and we effectively
reduce to the local case. For a one-dimensional local Noetherian
domain (R,M), M nonprincipal, M−1 is an overring of R , and
M−1/M is naturally an R/M-vector space. We succeed in count-
ing the number of star operations on R in several cases when
dimR/M M−1/M = 3.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let R be an integral domain (which we tacitly assume not to be a ﬁeld), and denote by F (R) the
set of all nonzero fractional ideals of R . A mapping F (R) → F (R), E → E∗ , is called a star operation
on R if for all nonzero x ∈ qf(R) and E, F ∈ F (R), the following properties are satisﬁed:
(1) (xE)∗ = xE∗ and R∗ = R ,
(2) E ⊆ E∗ and E ⊆ F implies E∗ ⊆ F ∗ , and
(3) E∗∗ = E∗ .
We note that any star operation restricted to the set of integral ideals of an integral domain is
a prime operation (which has received a good deal of attention in the literature), and conversely, any
prime operation on an integral domain can be uniquely extended to a star operation. A recent paper
concerning the structure of the set of closure operations in general (but with some results on prime
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E. Houston et al. / Journal of Algebra 366 (2012) 78–93 79operations) is [15]. That paper ends with several questions on prime operations, many of which we
answer at the end of Section 3. We refer the reader to [6] for elementary information about star
operations and to [7] for ideal systems.
The simplest examples of star operations are the d- and v-operations. The d-(resp., v-)operation
is given by setting, for each E ∈ F (R), Ed = E (resp., Ev = (E−1)−1, where E−1 = (R : E) = {x ∈ qf(R) |
xE ⊆ R}). For star operations ∗,∗′ , we say that ∗  ∗′ if E∗ ⊆ E∗′ for each E ∈ F (R). For any star
operation ∗, we have d  ∗  v . In particular, if we denote by S(R) the set of star operations on R ,
then |S(R)| = 1 if and only if Ev = E for each nonzero fractional ideal of R , that is, if and only if each
nonzero fractional ideal is divisorial. (Such domains are called divisorial domains.) We are motivated by
the result, proved by Bass [1] and later by Matlis [12], that a local Noetherian domain (R,M) satisﬁes
|S(R)| = 1 if and only if R has dimension one and M−1 is a two-generated R-module.
In [11] we obtained the following characterization: a local Noetherian domain (R,M) (not a ﬁeld)
satisﬁes |S(R)| = 2 if and only if dim R = 1, M−1 is (minimally) 3-generated as an R-module, and
there are no rings properly intermediate between R and M−1; in this case M−1 turns out to be a
rank one discrete valuation domain with maximal ideal M .
The goal of this paper is to study the situation |S(R)| < ∞ for a Noetherian domain R . This seems
to represent a much more diﬃcult challenge. Although we do not succeed in attaining a complete
characterization, we do make substantial progress on the problem. In Section 2, we show that, as in
the cases |S(R)| = 1,2, the assumption |S(R)| < ∞ implies that dim R = 1 (Theorem 2.1). We also
show (Theorem 2.3) that |S(R)| =∏ |S(RM)|, the product being taken over the set of maximal ideals
of R . This justiﬁes our concentration on the local case thereafter. We show in Theorem 2.5 that if
(R,M) is a one-dimensional local Noetherian domain with ﬁnite residue ﬁeld and ﬁnitely generated
integral closure, then |S(R)| < ∞.
Now let (R,M) be a one-dimensional local Noetherian domain with M nonprincipal. Then M−1
is easily seen to be an overring of R , and M−1/M is naturally an R/M-vector space. In Theorem 2.7
we give some general estimates relating |S(R)| to |R/M| when dimR/M M−1/M  4. To obtain precise
counts of S(R), however, we need to take dimR/M M−1/M = 3 (the case of dimension 2 being the
Bass–Matlis result mentioned above), and we devote Section 3 to a study of this case. In this situation,
it is easy to see that M−1 has at most three maximal ideals. If M−1 has exactly three maximal ideals,
we show that M−1 is a PID (i.e., M−1 is the integral closure of R) and that |S(R)| = 9. In case M−1 is
a local PID with maximal ideal not equal to M , we show that |S(R)| = 3. If M−1 is a PID with exactly
two maximal ideals, we show that |S(R)| = 3 or 5 depending on whether M is the Jacobson radical
of M−1. We also determine |S(R)| in a few cases where M−1 is not a PID. Finally, in Section 4 we
characterize local Noetherian domains R with |S(R)| = 3.
We shall frequently need to construct star operations. Our two primary constructions are as fol-
lows. If {Tα} is a set of overrings of R , ∗α is a star operation on Tα for each α, ∗ is a star operation
on R , and I is a fractional ideal of R , set Iδ =⋂α(I Tα)∗α ∩ I∗ . This deﬁnes a star operation by [3,
Theorem 2]. In particular, when {Tα} is a one-element set, we denote this δ by δ(∗α,∗). In many of
our uses of this star operation we will take ∗ = v and {Tα} to be ﬁnite with each ∗α trivial. Now
let J be a fractional ideal of R which satisﬁes ( J : J ) = R , and set I∗ = ( J : ( J : I)) for each nonzero
fractional ideal I of R . This deﬁnes a star operation by [9, Proposition 3.2].
2. General results
Our ﬁrst result allows us to restrict our attention to one-dimensional Noetherian domains.
Theorem 2.1. If R is a Noetherian domain, not a ﬁeld, with |S(R)| < ∞, then dim R = 1.
Proof. Suppose that R is a Noetherian domain, not a ﬁeld, with dim R > 1. We shall show that
|S(R)| = ∞. Let M be a maximal ideal of R of height greater than one. If M−1 = R , then Mv = R ,
and we have |S(R)| = ∞ by [11, Proposition 2.1]. Hence we assume that M−1 
= R . There are in-
ﬁnitely many height-one primes P of R with P ⊆ M . For each such P , we have P = (R :R x) = (1, x)−1
for some x ∈ qf(R) \ R . Moreover, for any m ∈ M \ P , if a ∈ R satisﬁes amx ∈ R , then am ∈ P , and we
have a ∈ P . It follows that P = (1,mx)−1 and that P−1 = (1, x)v = (1,mx)v for each such m.
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prime P ⊆ M we have P−1 = (P : P ), so that P−1 is a ring. For each P , deﬁne the star operation
∗P by E∗P = E P−1 ∩ Ev . Let P , Q denote distinct height-one primes contained in M , and let P−1 =
(1, x)v = (1,mx)v with m, x as above. We claim that x /∈ (1,mx)Q −1. Suppose, on the contrary, that
x = s + tmx with s, t ∈ Q −1. Since Q −1 = (Q : Q ) is an integral extension of R , we may pick primes
P ′ ⊆ M ′ in Q −1 with P ′ ∩ R = P and M ′ ∩ R = M . Now let q ∈ Q \ P . We have qx= qs+qtmx, whence
q(1 − tm)x = qs ∈ R . Since q(1 − tm) ∈ R , this yields q(1 − tm) ∈ P ⊆ P ′ . Then, since q /∈ P , we have
1− tm ∈ P ′ ⊆ M ′ , contradicting that m ∈ M . This establishes the claim. We now have x /∈ (1,mx)Q −1 ∩
(1,mx)v = (1,mx)∗Q . However, since P−1 = (1, x)v = (1,mx)v , we have x ∈ (1,mx)P−1 ∩ (1,mx)v =
(1,mx)∗P , and hence ∗P 
= ∗Q . Therefore, we have that |S(R)| = ∞ in this case.
For the second case, we suppose that for some height-one prime P ⊆ M , we have P−1 
= (P : P ).
Again, pick x ∈ qf(R) \ R such that P = (1, x)−1. We claim that Px  P . Otherwise, Px ⊆ P yields
P−1Px ⊆ P−1P ⊆ R , whence P−1P ⊆ (1, x)−1 = P , a contradiction. Thus we may pick p ∈ P with
px ∈ R \ P . Note that for each positive integer s we have (1, x)s = (1, x, . . . , xs). We claim that for
1 r  s t , we have ((1, x)s : (1, x)t)∩ (1, x)r ⊆ (1, x)r−1. To see this, let z ∈ ((1, x)s : (1, x)t)∩ (1, x)r .
Then we may write z = a0 + a1x + · · · + arxr with each a j ∈ R , and we have zxs+1−r ∈ (1, x)s . Hence
zpsxs+1−r ∈ ps(1, x)s ⊆ R . Note also that psaixixs+1−r ∈ R for i < r. It follows that psarxrxs+1−r =
psarxs · x ∈ R . Since psxs = (px)s /∈ P , this yields ar ∈ P , whence z = a0 + · · · + ar−1xr−1 + arx · xr−1 ∈
(1, x)r−1, as desired.
By iterating, we obtain (1) ((1, x)s : (1, x)t) ⊆ R for 1 s t and (2) ((1, x)s : (1, x)s) = R for s 1.
Now suppose that 1  s < t . Then if r ∈ R satisﬁes r(1, x)t ∈ (1, x)s , we have rxs+1 ∈ (1, x)s , whence
rpsxs · x ∈ R . It follows that rpsxs ∈ P , and we have r ∈ P . Thus (3) ((1, x)s : (1, x)t) ⊆ P for 1 s < t .
By (2) we may therefore deﬁne, for each s 1, a star operation ∗s by E∗s = ((1, x)s : ((1, x)s : E)). Then
for 1 s < t , we have by (3) that ((1, x)t)∗s = ((1, x)s : ((1, x)s : (1, x)t)) ⊇ ((1, x)s : P ) ⊇ (R : P ) = P−1.
On the other hand, by (2) ((1, x)t)∗t = ((1, x)t : ((1, x)t : (1, x)t)) = ((1, x)t : R) = (1, x)t . Now observe
that P−1 ⊇ M−1. We claim that (1, x)t  M−1 for t  1. Granting this claim, we would have ∗s 
= ∗t
for s 
= t , yielding |S(R)| = ∞, as desired. To prove the claim, ﬁrst suppose that t > 1, and recall that
we are assuming that M−1 
= R (see the ﬁrst paragraph of the proof above). Pick u ∈ M−1 \ R . It
suﬃces to show that u /∈ (1, x)t . Suppose, on the contrary, that we have an equation u = b0 + b1x +
· · ·+btxt with each b j ∈ R . With p as above, we have pt−1u ∈ Mu ⊆ R . Since pt−1xi ∈ R for i < t , this
yields pt−1btxt−1 · x ∈ R . The usual argument then puts bt ∈ P and hence u ∈ (1, x)t−1. Iterating puts
u ∈ (1, x). We then have an equation u = c + dx, c,d ∈ R . Then for any m ∈ M \ P , mu = mc +mdx,
whence mdx ∈ R , and we have md ∈ P , hence d ∈ P . But then u = c + dx ∈ R , a contradiction. This
proves the claim and completes the proof of the theorem. 
It is convenient to state the following lemma, which follows from [11, Proposition 2.4] and the
proof of [11, Proposition 4.6].
Lemma 2.2. Let R be a Noetherian domain, and S a multiplicative set in R. If ∗ is a star operation on R, then
for each nonzero ideal I of R, (I R S )∗S = I∗RS deﬁnes a star operation on RS ; moreover, every star operation
on RS arises in this way.
We recall that an integral domain R is said to be h-local if each nonzero element of R is contained
in only ﬁnitely many maximal ideals of R and each nonzero prime ideal is contained in a unique
maximal ideal.
Theorem 2.3. If R is a Noetherian domain, then |S(R)| =∏M∈Max(R) |S(RM)|.
Proof. If dim R > 1, the result holds by Theorem 2.1. Hence we assume dim R = 1. If |S(RM)| = 1
for each M ∈ Max(R), then, since R is necessarily h-local, the result holds by a result of Bazzoni
and Salce [2]. Suppose that M1, . . . ,Mn ∈ Max(R), n > 0, satisfy |S(RMi )| > 1 for each i, and let ∗i
denote a star operation on RMi . Deﬁne ∗ on R by E∗ =
⋂n
i=1(ERMi )∗i ∩ (
⋂
N∈Max(R)\{Mi }ni=1 ERN ). This
is a star operation by [3, Theorem 2]. Now suppose that ∗′i is a star operation on RMi and that
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= ∗i . We assume, for simplicity of notation, that ∗′1 
= ∗1. We consider the corresponding
star operation ∗′ on R given by E∗′ =⋂ni=1(ERMi )∗
′
i ∩ (⋂N∈Max(R)\{Mi}ni=1 ERN ). Let J be an integral
ideal of RM1 for which J
∗1 
= J∗′1 , and let I = J ∩ R . Note that each proper ideal of R containing I is
M1-primary. According to Lemma 2.2, there are star operations δ, δ′ on R such that J∗1 = IδRM1 and
J∗′1 = Iδ′ RM1 . Now (since Iδ and Iδ′ are M1-primary), I∗ = (I RM1 )∗1 ∩ R = IδRM1 ∩ R = Iδ . Similarly,
I∗′ = Iδ′ . It follows that ∗ 
= ∗′ .
This shows that |S(R)|  ∏ni=1 |S(RMi )|. In particular, if the set M of maximal ideals M of R
for which |S(RM)| > 1 is inﬁnite, we have the result. Hence we may as well assume that M =
{M1, . . . ,Mn}. It remains to show that each star operation on R arises as above. To this end, let γ be
a star operation on R . By Lemma 2.2 this produces a star operation γi on RMi such that (I RMi )
γi =
Iγ RMi for each i. Note that the star operation so produced on RN must be d for each N ∈ Max(R)\M.
We now have Iγ =⋂ni=1 Iγ RMi ∩ (
⋂
N∈Max(R)\M Iγ RN ) =
⋂n
i=1(I RMi )γi ∩ (
⋂
N∈Max(R)\M I RN ), and γ
is of the desired type. This completes the proof. 
We observe that the result of Bazzoni and Salce cited in the proof is particularly easy in our
situation: if I is a nonzero ideal of R , then for each maximal ideal M of R , I v RM = (I RM)v = I RM ,
whence I = I v .
In view of Theorem 2.3, we concentrate on the local case for the rest of this paper. Because it
may be of some interest, we present an ideal-theoretic proof of the Bass–Matlis result mentioned in
the introduction. Essentially, our proof follows that of Matlis up to the point where his proof turns
homological.
Theorem 2.4. A local Noetherian domain (R,M) (not a ﬁeld) is divisorial if and only if dim R = 1 and M−1 is
a 2-generated R-module.
Proof. Suppose that (R,M) is a local Noetherian divisorial domain. Then it is well known that
dim R  1 (and follows from Theorem 2.1). Pick u ∈ M−1 \ R . Then M = (1,u)−1 so that M−1 =
(1,u)v = (1,u) (using the fact that R is divisorial).
For the converse, we assume that M−1 = (1,u). Let J be a nonzero ideal of R , and pick a
nonzero element a ∈ J . Since R/Ra has ﬁnite length as an R-module, we have a chain of ideals
Ra = I0 ⊆ I1 ⊆ · · · ⊆ In = J , where I j/I j−1 is a simple R-module for j = 1, . . . ,n. By induction it
therefore suﬃces to prove the following: if I ⊆ J are ideals with J/I simple and I divisorial, then
J is divisorial. Pick b ∈ J \ I . Then J = (I,b). We claim that Mb ⊆ I . If not, then mb /∈ I for some
m ∈ M , and we must have J = (I,mb). But this produces an equation b = i + rmb, i ∈ I , r ∈ R , whence
b(1 − rm) ∈ I , a contradiction, since 1 − rm is a unit. Hence Mb ⊆ I , as claimed. Now deﬁne an R-
module homomorphism ψ : I−1 → M−1/R by ψ(x) = bx+ R . Note from the claim that Mbx ⊆ Ix ⊆ R ,
so that we do have bx ∈ M−1. If bx ∈ R , then, since it is trivial that Ix ⊆ R , we have J x ⊆ R , so that
x ∈ J−1. It follows that J−1 is the kernel of ψ , whence I−1/ J−1 is naturally a submodule of M−1/R .
However, M−1/R is a simple module, whence so is I−1/ J−1. Thus J/I simple with I divisorial implies
that I−1/ J−1 is simple. Applying this fact again, we have that J v/I v = J v/I is simple. It follows that
J = J v , as desired. 
Recall that two fractional ideals of a domain R are isomorphic if one is a principal multiple of the
other.
Theorem 2.5. Let (R,M) be a one-dimensional local Noetherian domain such that R/M is ﬁnite and the
integral closure R of R is a ﬁnitely generated R-module. Then |S(R)| < ∞.
Proof. Since R is ﬁnitely generated over R , J := (R : R) is a nonzero (integral) ideal of R; moreover,
J = J R . Hence J−1 J R = J−1 J ⊆ R , whence J−1 J ⊆ (R : R) = J . Since ( J : J ) is integral over R , it
follows that J−1 = ( J : J ) = R . We claim that each nonzero proper ideal of R is isomorphic to a
fractional ideal A of R with J ⊆ A ⊆ R . To verify this, let I be a nonzero proper ideal of R . By
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domain, it is a principal ideal domain, and hence I R = aR for some a ∈ I R ⊆ J R = J . Thus a−1 I ⊆ R ,
and since a J = a J R = J I R = J I ⊆ I , we also have J ⊆ a−1 I .
Now ﬁniteness of R/M implies ﬁniteness of R/ J . Since R is ﬁnitely generated over R , this yields
that R/ J is ﬁnitely generated over R/ J ; hence R/ J is ﬁnite. This, in turn, implies that there are only
ﬁnitely many fractional R-ideals between J and R . However, since R = J−1 is divisorial, any star
operation on R maps this set of ideals into itself and, by the claim above, is completely determined
by its action on these ideals. Therefore, S(R) must be ﬁnite. 
We note that ﬁniteness of R is not necessary for ﬁniteness of |S(R)|; indeed, Matlis has shown
the existence of a Noetherian divisorial domain R (so that |S(R)| = 1) with R not a ﬁnitely generated
R-module [13].
Our next result provides a useful way to produce star operations.
Theorem 2.6. Let (R,M) be a (not necessarily Noetherian) local domain with M divisorial but not principal
(so that M−1 = (M : M) is a proper overring of R).
(1) If T is a ring properly intermediate between R and M−1 , and the star operation ∗T is deﬁned by E∗T =
ET ∩ Ev , then ∗T 
= d, v.
(2) If S, T are distinct properly intermediate rings, then ∗S 
= ∗T .
(3) If there are k 1 properly intermediate rings, then |S(R)| k + 2.
Proof. Note that for any R-submodule A of M−1 which properly contains R , we have A−1 = M and
Av = M−1. Let T and ∗T be as in (1). Since T ∗T = T while Tv = M−1, we have ∗T 
= v . Pick u ∈
M−1 \ T , and x ∈ T \ R . If x ∈ (1,u), say, x = a + bu, a,b ∈ R , then b /∈ M since x /∈ R; however, b a
unit of R implies that u ∈ (1, x) ⊆ T , a contradiction. Thus x /∈ (1,u). However, x ∈ (1,u)T ∩ (1,u)v =
(1,u)∗T , and we have ∗T 
= d, as desired. This proves (1). For (2), we may assume T  S . We then
have S∗S = S while S∗T = ST ∩ Sv = ST ∩M−1 ⊇ T , so that ∗S 
= ∗T . This proves (2), and statement (3)
follows easily. 
Theorem 2.7. Let (R,M) be a one-dimensional local Noetherian domain such that M is nonprincipal.
(1) If M−1 is not singly generated as an R-algebra, then there are at least |R/M| + 1 rings properly interme-
diate between R and M−1 , and hence (by Theorem 2.6) |S(R)| |R/M| + 3.
(2) If dimR/M M−1/M > 4, then |S(R)| |R/M| + 3.
(3) If dimR/M M−1/M = 4, then |S(R)| (1/2)|R/M| + 3.
Proof. For (1) denote by S a complete set of representatives of R/M , and suppose that M−1 is not a
singly-generated R-algebra. Our proof involves a modiﬁcation of the proof of [5, Proposition 3.1]. Since
M−1 is a ﬁnitely generated R-algebra, there exists y ∈ M−1 \ R such that R[y] is maximal with respect
to being a singly-generated R-subalgebra of M−1. Since M−1 is not a singly generated, we may choose
z ∈ M−1 \ R[y]. Let C = {R[y + az] | a ∈ S}. Suppose that R[y + az] = R for some a ∈ S . Then a /∈ M
since y /∈ R . However, we then have az ∈ R[y], which puts z ∈ R[y], a contradiction. Therefore, each
element of C is a ring properly between R and M−1. Suppose that we have R[y + uz] = R[y + vz]
for distinct elements u, v ∈ S . Let A denote this ring. Then (u − v)z ∈ A, hence z ∈ A. However, by
maximality of R[y], we then have A = R[y] and hence z ∈ R[y], a contradiction. Thus we have at
least |C | = |R/M| intermediate rings. Suppose that R[z] = R[y + az] for some a. Then y ∈ R[z] so that
R[y] ⊆ R[z]. However, maximality of R[y] again produces the contradiction z ∈ R[y]. Hence we have
at least |R/M| + 1 intermediate rings, as desired.
For the remainder of the proof we may assume that M−1 = R[y] for some y ∈ M−1. Let S be
a complete set of representatives of R/M , and for each e ∈ S , set Ae = R + R(ey + y2). Suppose
dimR/M M−1/M = n 4. For u ∈ M−1, we write u for the coset u+M . Then {1, y, . . . , yn−1} is a basis
for M−1/M over R/M . Equivalently, M−1 = R+ Ry+· · ·+ Ryn−1, and n is minimal with this property.
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= A f if e, f ∈ S , e 
= f . Consider the R-module (Ae : A f ). It is
clear that (Ae : A f ) ⊆ Ae . Thus if x ∈ (Ae : A f ), then x = a + b(ey + y2) for some a,b ∈ R . Moreover,
x( f y + y2) ∈ Ae , which produces the equation
af y + (a+ bef )y2 + (be + bf )y3 + by4 = c + dey + dy2. (†)
Now assume n > 4. Reducing modulo M and equating coeﬃcients, one immediately obtains b =
c = 0, and then a f = de and a = d. In particular, b ∈ M . If f 
= e, this implies a = 0 as well, in which
case we have x = 0. It follows that (Ae : Ae) = R and (Ae : A f ) = M for f 
= e. Deﬁne ∗e by I∗e = (Ae :
(Ae : I)). Then A∗ee = (Ae : (Ae : Ae)) = (Ae : R) = Ae , while A∗ fe = (A f : (A f : Ae)) = (A f : M) ⊇ M−1.
In this case we have A
∗ f
e = M−1, so that ∗e 
= ∗ f . Since A∗ fe 
= Ae , ∗ f 
= d. Since A∗ee = Ae , ∗e 
= v .
Finally, let A = R+ Ry. Calculations similar to (but easier than) those just given show that (A : A) = R
and (A : Ae) = M = (Ae : A) (which also hold, even when n = 4). Hence I∗A = (A : (A : I)) deﬁnes a
star operation, and, as above, one can show that ∗A is distinct from d, v , and each ∗e . This proves (2).
Finally, suppose that n = 4. Then we have an expression (which is unique modulo M) y4 = a0 +
a1 y + a2 y2 + a3 y3. Substituting this into Eq. (†) above produces the following system of equations:
(i) ba0 = c,
(ii) a f + ba1 = de,
(iii) a+ be f + ba2 = d,
(iv) be + b f + ba3 = 0.
If b = 0, then a = d by (iii), and then a = 0 by (ii) (assuming e 
= f , i.e., e 
= f ). If b 
= 0, then
f = −e − a3 by (iv). It follows that (Ae : A f ) = M if f 
= e and f 
= −e − a3. Now Ae is a 2-generated
R-module contained in M−1 = (M : M), whence (Ae : Ae) = R or (Ae : Ae) = Ae . If (Ae : Ae) = Ae ,
then Ae is a ring, and we deﬁne ∗e by I∗e = I Ae ∩ I v ; otherwise, deﬁne ∗e as in the case n > 4.
Let A and ∗A be as above. Then it is easy to see that ∗A is distinct from d, v , and each ∗e . Also,
since A∗ee = Ae 
= M−1 = (Ae)v and A∗e = (Ae : (Ae : A)) = (Ae : M) ⊇ M−1, it follows that ∗e 
= d, v .
Now for e 
= f , we will compare ∗e and ∗ f . If at least one of Ae or A f , say Ae , is a ring, then
A∗ef = A f Ae ∩ M−1 ⊇ Ae while A
∗ f
f = A f . Hence, in this case, ∗e 
= ∗ f . Assume now that neither Ae
nor A f is a ring. If f 
= −e − a3, then (Ae : A f ) = M and hence ∗e 
= ∗ f as in the case n > 4. Thus we
have at least (1/2)|R/M| distinct star operations of type ∗e . Hence statement (3) follows. 
Corollary 2.8. Let (R,M) be a one-dimensional local Noetherian domain such that M is not principal and
dimR/M M−1/M > 3. Then |S(R)| 4, and if |R/M| = ∞, then |S(R)| = ∞.
3. The case dimR/M M−1/M = 3
Most of this section is devoted to proving the following result.
Theorem 3.1. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal, with dimR/M M−1/
M = 3. Then:
(1) M−1 is a ring with at most three maximal ideals.
(2) If M−1 has three distinct maximal ideals, then M−1 is a PID with Jacobson radical M, and |S(R)| = 9.
Assume now that M−1 is a PID with at most two maximal ideals.
(3) If M−1 is a local ring (i.e., a rank one discrete valuation domain) with maximal ideal M, then |S(R)| = 2.
(4) If M−1 is a local ring with maximal ideal different from M, then |S(R)| = 3.
(5) If M−1 has exactly two maximal ideals and M is the Jacobson radical of M−1 , then |S(R)| = 3.
(6) If M−1 has exactly two maximal ideals and M is not the Jacobson radical of M−1 , then |S(R)| = 5.
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(In [11, Theorem 4.1] it was shown that the converse holds as well, i.e., if |S(R)| = 2, then M−1 is
a rank one discrete valuation domain with maximal ideal M .) Lemma 3.3 below will take care of
statement (1).
Lemma 3.2. Let (R,M) be a one-dimensional local Noetherian domain with M nonprincipal. If M is a product
of (not necessarily distinct)maximal ideals (e.g., M is the Jacobson radical) of M−1 , then M−1 is a PID.
Proof. Denote the maximal ideals of M−1 by N1, . . . ,Nk . Note that each Ni must appear in any rep-
resentation of M as a product of maximal ideals. If some Ni is not principal, then (M−1 : Ni)Ni = Ni .
Multiplying by J , where J is a product of maximal ideals such that M = J Ni , then yields (M−1 :
Ni)M = M , that is, (M−1 : Ni) ⊆ (M : M) = M−1, which contradicts the fact that Ni is a divisorial ideal
of M−1. Hence each Ni is principal, and M−1 is a PID. 
Lemma 3.3. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal, with dimR/M M−1/
M = 3. Then M−1 has at most three maximal ideals. Moreover, if M−1 has three distinct maximal ideals, then
M is the Jacobson radical of M−1 .
Proof. If N1, . . . ,N4 are distinct maximal ideals of M−1, we have the chain M−1  N1  N1N2 
N1N2N3  M , which contradicts that dimR/M M−1/M = 3. Since M ⊆ Ni for each i, this also shows
that if M−1 has exactly three maximal ideals, then M is their intersection. 
In order to count the star operations in the cases of Theorem 3.1, we need some control over the
fractional ideals of R . Our next two lemmas show that if each fractional ideal of R is isomorphic to
(i.e., is a principal multiple of) one between R and M−1, then the number of star operations on R is
essentially determined by the intermediate rings.
Lemma 3.4. Let (R,M) be a (not necessarily Noetherian) local domain with M divisorial but not principal and
with dimR/M M−1/M = 3. Let ∗ be a star operation on R, and assume that A∗ = A for some fractional ideal
A with A not a ring and R  A  M−1 . Then B∗ = B for every intermediate fractional ideal; in particular,
if every fractional ideal is isomorphic to one between R and M−1 , then ∗ = d.
Proof. Let B be an intermediate fractional ideal. We assume that B∗ 
= B and shall reach a con-
tradiction. Note that, since M  R  B  M−1, the dimension assumption implies that we must
have B∗ = M−1. Now let A = (1, t), t ∈ M−1 \ R . Since A is not a ring, t2 /∈ A, and we must have
M−1 = (1, t, t2). Let u ∈ B \ A. We shall produce an element a + bt ∈ A \ R (a,b ∈ R) for which
(a + bt)u ∈ A. Assuming this has been done, then, since B = (1,u), we would have (a + bt)B∗ ⊆ A.
This, in turn, would imply that (a + bt)M−1 ⊆ A, and, in particular, since b is a unit of R (since
a + bt /∈ R), that at + bt2 ∈ A and hence t2 ∈ A, a contradiction. It remains to produce the element
a + bt . To do this, write u = c + dt + et2, c,d, e ∈ R . We may assume c = 0 and, since u /∈ A, e is a
unit, and we may as well assume that u = dt + t2. We have an equation t3 = a2t2 + a1t + a0, ai ∈ R .
Choose a,b as follows: if d+a2 /∈ M , choose a = 1, b = −(d+a2)−1; if d+a2 ∈ M , choose a = 0, b = 1.
Straightforward calculations then show that a+bt does what is required. For the “in particular” state-
ment, just note that the hypothesis guarantees that any star operation is determined by its values on
the intermediate fractional ideals. 
Lemma 3.5. Let (R,M) be a (not necessarily Noetherian) local domain with M divisorial but not principal
(so that M−1 = (M : M) is a ring) such that dimR/M M−1/M = 3. Let X denote the set of rings properly
intermediate between R and M−1 . Then |S(R)| 2|X | + 1 if there is at least one intermediate fractional ideal
which is not a ring; otherwise, |S(R)|  2|X | . Moreover, if each fractional ideal of R is isomorphic to one
between R and M−1 , then these inequalities become equalities.
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ideal A properly between R and M−1 satisﬁes Av = M−1 
= A, we have d 
= v and therefore that
|S(R)| 2. Now suppose, in addition, that each fractional ideal is isomorphic to one between R and
M−1. Then if ∗ is a star operation on R with ∗ 
= d, Lemma 3.4 yields A∗ 
= A, and hence A∗ = M−1,
for each fractional ideal A which is not principal. Hence we must have ∗ = v . Thus |S(R)| = 2 in this
case.
We may now assume that X = {R1, . . . , Rn}, n  1. For each subset J of {1, . . . ,n}, we deﬁne ∗ J
by I∗ J =⋂ j∈ J I R j ∩ I v (where this intersection is interpreted as I v if J is empty). Note that when| J | = 1, the ∗ J are the star operations deﬁned in Theorem 2.6 and are therefore distinct from each
other. Suppose that J , K are distinct subsets of {1, . . . ,n}. We may assume that J  K . If we pick
j ∈ J \ K , then, using the facts that R j Rk = M−1 for k 
= j and (R j)v = M−1 (all guaranteed by the
dimension assumption), it is easy to see that R
∗ J
j = R j while R∗Kj = M−1. Hence ∗ J 
= ∗K . It now
follows that |S(R)| 2n . Moreover, if there is an intermediate fractional ideal A which is not a ring,
then it is clear that A∗ J =⋂ j∈ J AR j ∩ Av = M−1 
= A for each subset J of {1, . . . ,n}, so that we have
not yet counted the identity star operation. Thus |S(R)| 2n + 1 in this case.
Now, with the same notation as above, suppose that every fractional ideal is isomorphic to an in-
termediate one, so that a given star operation on R is determined by its values on these intermediate
fractional ideals. If ∗ 
= d is a star operation, then, according to Lemma 3.4, we have A∗ = M−1 for
each non-ring intermediate fractional ideal A of R . Because of the dimension assumption, each R∗i is
equal to Ri or M−1. So, if we let J = {i | R∗i = Ri}, then we have ∗ = ∗ J . The “moreover” statement in
the lemma now follows easily. 
Lemma 3.7 will allow us to conclude that if M−1 is a PID, then each fractional ideal of R is
isomorphic to one between R and M−1 except in the case where M−1 has three maximal ideals and
|R/M| = 2.
Lemma 3.6. Let (R,M) be a (not necessarily Noetherian) local ring. Let B be an R-module and A,N1, . . . ,Nm
submodules of B with A ⊆⋃i Ni . If |R/M|m, then A ⊆ Ni for some i.
Proof. This is trivial for m = 1 and well known for m = 2. Suppose m > 2. By induction we may
assume A  N1 ∪ · · · ∪ Nm−1. Choose a ∈ A \ (N1 ∪ · · · ∪ Nm−1) (so that a ∈ Nm) and b ∈ A \ Nm .
Then choose r1, . . . , rm−1 ∈ R so that ri 
≡ r j (mod M) for i 
= j and ri /∈ M for each i. Consider the m
elements b,a+r1b, . . . ,a+rm−1b. Each is in A \Nm . For i = 1, . . . ,m−1, if b ∈ Ni , then a+r jb /∈ Ni for
each j. Moreover, if some a+ rkb ∈ Ni for some i = 1, . . . ,m−1, then b /∈ Ni and a+ r jb /∈ Ni for j 
= k
(otherwise, (rk − r j)b ∈ Ni , a contradiction). Hence no two elements among b,a + r1b, . . . ,a + rm−1b
lie in a common Ni , i = 1, . . . ,m − 1, so that at least one of these elements lies in none of the Ni .
However, that element also is not in Nm . This contradiction establishes the result. 
Lemma 3.7. Let (R,M) be a local Noetherian domain with M nonprincipal. Assume that the number of max-
imal ideals of M−1 is at most |R/M|. Then M−1 is a PID if and only if every nonzero fractional ideal of R is
isomorphic to one between R and M−1 .
Proof. Assume that M−1 is a PID. We will show that for each nonzero fractional ideal I of R , IM−1 =
aM−1 for some a ∈ I . Then it follows that R ⊆ a−1 I ⊆ M−1. First, assume that IM−1 = M−1. Then
I  N for each maximal ideal N of M−1, whence I contains some unit y of M−1 by Lemma 3.6 and
hence IM−1 = yM−1. For general I , we have IM−1 = tM−1 for some t since M−1 is a PID. Applying
what was just proved to t−1 I produces a unit z of M−1 with z ∈ t−1 I and t−1 IM−1 = zM−1, whence
IM−1 = ztM−1 with zt ∈ I , as desired.
Conversely, assume that every nonzero fractional ideal of R is isomorphic to one between R
and M−1. Let I be a nonzero ideal of M−1. Since I is a fractional ideal of R , R ⊆ a−1 I ⊆ M−1 for
some a. This implies that a−1 I = a−1 IM−1 = M−1. Thus I = aM−1 is a principal ideal of M−1. 
We are now ready to deal with statement (4) of Theorem 3.1.
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N 
= M and dimR/M(M−1/M) = 3. Then |S(R)| = 3.
Proof. We ﬁrst claim that the natural inclusion R/M ⊆ M−1/N is an isomorphism. If not, then we
may pick u ∈ M−1, u /∈ R + N . Now choose x ∈ N \ M . If N = M + Rx, then we may write xu =m+ rx
with m ∈ M and r ∈ R . However, we then have (u − r)x ∈ M . Since x /∈ M , u − r cannot be a unit
of M−1, and we have u ∈ R + N , a contradiction. Hence we have N 
= M + Rx and hence the chain
M−1  R + N  N  M + Rx M , which contradicts the fact that dimR/M(M−1/M) = 3. This proves
the claim. (Observe that this did not require that N be principal.)
Since M−1 is a rank one discrete valuation domain, N = xM−1 for some x and M = Nk for some
k  1. Since dimR/M M−1/M = 3 and R/M ∼= M−1/N , we must have k = 3, i.e., M = N3. It is easy to
see that R + N2 is a ring between R and M−1. Since N2  M , N2  R and R + N2 properly contains
R . Suppose R + N2 = M−1, i.e., R + N2 = R + N . Then N ⊆ M + N2 = N2, a contradiction. Thus R + N2
is a ring properly intermediate between R and M−1.
We next show that it is the only properly intermediate ring. To this end, let T be a properly
intermediate ring, and (use the dimension assumption to) write T = R + Rt for some t ∈ N \ M . Then
we must have t2 = c + dt for some c,d ∈ R . Then t(t − d) = c ∈ M = N3, and we have t ∈ N2 or
t − d ∈ N2. In either case, t ∈ R + N2 (in fact, t ∈ N2). It follows that T = R + N2, as desired. Next,
since M−1 is a local PID, every fractional ideal of R is isomorphic to one between R and M−1. The
conclusion now follows from Lemma 3.5 and Theorem 2.6(3). 
For k a ﬁeld, the ring R = k[[X3, X4, X5]] satisﬁes the hypotheses of Theorem 3.8.
In the case where M−1 is local but not a PID, we have the following estimate in one particular
subcase.
Theorem 3.9. Let (R,M) be a local Noetherian domain, M nonprincipal, such that M−1 is local with maximal
ideal N 
= M. Suppose that N2 ⊆ M and dimR/M(M−1/M) = 3. Then |S(R)| 2|R/M|+1 .
Proof. Suppose, by way of contradiction, that M−1 = R[t] for some t ∈ M−1. As in the ﬁrst paragraph
of the proof of Theorem 3.8, we have that M−1/N is canonically isomorphic to R/M . In particular, we
may write t = r + n, with r ∈ R,n ∈ N . However, this yields M−1 = R[n] = R + Rn (since n2 ∈ M), and
this contradicts the dimension assumption. Thus M−1 is not singly generated as an R-algebra, and
there are at least |R/M| + 1 properly intermediate rings by Theorem 2.7. The conclusion now follows
from Lemma 3.5. 
Let k be a ﬁeld, and set R = k[[X3, X7, X8]]. Then, if M denotes the maximal ideal of R , we have
M−1 = k[[X3, X4, X5]], and it is easy to check that the hypotheses of Theorem 3.9 are satisﬁed. Hence
|S(R)| 2|k|+1, and, if |R/M| = ∞, then |S(R)| = ∞.
If, in the notation of the theorem, N2  M , the usual dimension argument and Nakayama’s lemma
show that N3 ⊆ M , but we have not been able to say anything deﬁnitive about |S(R)| in general. We
do, however, count |S(R)| in an interesting example:
Example 3.10. Let k be a ﬁeld, let R = k[[X3, X5, X7]], and let M denote the maximal ideal of R . Then
M−1 = k[[X2, X3]] = R + RX2 + RX4, dimR/M M−1/M = 3, and we have N3 ⊆ M but N2  M , where
N is the maximal ideal of M−1. We shall show that |S(R)| = 4.
Set T = R + RX4 = k[[X3, X4, X5]], A = R + RX = T + T X = k+kX + X3k[[X]], and E0 = R + RX2 =
k + kX2 + kX3 + X5k[[X]]. Note that T is a ring satisfying the hypotheses of Theorem 3.8, and if Q is
the maximal ideal of T , then (T : Q ) = k[[X]]. Note also that the integral closure of R is k[[X]].
We ﬁrst identify four distinct star operations on R . Deﬁne ∗T = δ(dT , v) as usual: E∗T = ET ∩ Ev .
Also, deﬁne δ = δ(vT , v) by Eδ = (ET )vT ∩ Ev . Theorem 2.6 assures that d, v,∗T are distinct. It is
easy to see that the conductor J of k[[X]] to R is given by J = X5k[[X]]. It is also straightforward
that (R : A) = (R : AT ) = J and Av = k[[X]]. We then have A∗T = AT ∩ Av = A ∩ k[[X]] = A 
= k[[X]],
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= ∗T and δ 
= d. Finally, T δ = TvT ∩ Tv = T ∩M−1 = T , while
Tv = M−1, so δ 
= v . Thus |S(R)| 4.
We now show that, in fact, |S(R)| = 4.
Claim 1. Every nonzero fractional ideal of R is isomorphic to a fractional ideal between R and k[[X]].
This follows as usual from the fact that k[[X]] is a local PID.
Claim 2. Let E be a fractional ideal of R between R and k[[X]]. Then E is a fractional ideal of T if (and only if )
E ⊇ T .
Suppose E ⊇ T but E is not a fractional ideal of T . Then ET 
= E and hence there exists an element
f ∈ E such that f T  E . Write f = a1X + a2X2 + g , a1,a2 ∈ k and g ∈ T . Then a1X + a2X2 ∈ E and
(a1X + a2X2)T  E . Thus we may assume that f = a1X + a2X2. Then f T = f (R + RX4) = f R +
f X4R ⊆ ER + X5k[[X]] = E + X5k[[X]] = E , a contradiction.
Claim 3. Let E be a fractional ideal of R properly between R and k[[X]]. If E is not a fractional ideal of T , then
E = Eb := R + R(X2 + bX4) for some b ∈ k.
Choose an element f ∈ E \ R . Then E ⊇ R + f R . We may assume that f = a1X + a2X2 + a4X4,
a1,a2,a4 ∈ k. Then since f X3 ⊆ f R ⊆ E and X5k[[X]] ⊆ R ⊆ E , we have a1X4 ∈ E . If a1 
= 0, then
X4 ∈ E and hence T = R + RX4 ⊆ E . This implies that E is a fractional ideal of T , a contradiction.
Therefore, a1 = 0. If a2 = 0, then a4 
= 0 and hence again X4 ∈ E , a contradiction. Therefore, a2 
= 0.
Thus we have E ⊇ R + f R = R + (X2 + bX4)R for some b ∈ k. Suppose E  R + (X2 + bX4)R . Then
by the argument just given, X2 + cX4 ∈ E for some c ∈ k \ {b}. Then (b − c)X4 ∈ E and hence X4 ∈ E ,
a contradiction. Therefore, we have E = R + (X2 + bX4)R for some b ∈ k.




1− bX2)(k + k(X2 + bX4)+ kX3 + X5k[[X]])
= k(1− bX2)+ kX2(1− bX2)(1+ bX2)+ kX3(1− bX2)+ X5(1− bX2)k[[X]]
= k(1− bX2)+ kX2(1− b2X4)+ kX3(1− bX2)+ X5k[[X]]
= k(1− bX2)+ kX2 + kX3 + X5k[[X]] = k + kX2 + kX3 + X5k[[X]] = E0.
Now recall from Theorem 3.8 that |S(T )| = 3, and it easy to see that we must have S(T ) =
{dT , vT ,∗M−1 }, where E∗M−1 = EM−1 ∩ EvT for E a fractional ideal of T (which we may assume lies
between T and k[[X]]). Recall also from above that S(R) ⊇ {d, v,∗T , δ}.
Let ∗ ∈ S(R). Then T ∗ = T or M−1, and E∗0 = E0 or M−1.
First assume that T ∗ = T . Then the restriction of ∗ to F (T ) is a star operation on T .
Case 1. ∗|F (T ) = dT .
If E∗0 = E0, then ∗ = d. If E∗0 = M−1, then ∗ = ∗T , i.e., for each I ∈ F (R), I∗ = I T ∩ I v .
Case 2. ∗|F (T ) = vT . This is impossible, because (M−1)∗ = M−1 while (M−1)vT = k[[X]].
Case 3. ∗|F(T ) = ∗M−1 , i.e., for each I ∈ F (T ), I∗ = IM−1 ∩ I vT .
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Therefore, E∗0 = M−1. In this case, ∗ = δ.
Now assume that T ∗ = M−1. Then A∗ = (AT )∗ = (AT ∗)∗ = (AM−1)∗ = k[[X]]∗ = k[[X]]. Therefore,
as above, (E0)∗ 
= E0 and hence (E0)∗ = M−1. In this case, we can show that ∗ = v . Let E be a frac-
tional ideal of R properly between R and k[[X]]. If E is a fractional ideal of T contained in M−1, then
E∗ = M−1 = Ev . If E is a fractional ideal of T which is not contained in M−1, then E∗ = k[[X]] = Ev .
If E is not a fractional ideal of T , then E is isomorphic to E0. Since E∗0 = M−1 = (E0)v , it follows that
E∗ = Ev . 
We now turn to the case where M−1 is nonlocal.
Lemma 3.11. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal, with dimR/M M−1/
M = 3. Assume that M−1 is a PID with exactly two maximal ideals, N1,N2 .
(1) If M = N1N2 , then exactly one of M−1/N1 , M−1/N2 is canonically isomorphic to R/M, and the other is
a degree two ﬁeld extension of R/M.
(2) If M  N1N2 , then M = N21N2 or N1N22 , and M−1/Ni ∼= R/M, i = 1,2.
Proof. (1) Since dimR/M M−1/M = 3 and M−1/M ∼= M−1/N1 ⊕ M−1/N2, dimR/M M−1/N1 = 1 and
dimR/M M−1/N2 = 2 or vice versa.
(2) The fact that M−1 is a PID and the usual dimension argument ensure that M must be as de-
scribed and that each M−1/Ni is canonically isomorphic to R/M . 
Theorem3.12. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal, with dimR/M M−1/
M = 3. Assume that M−1 has exactly two maximal ideals, N1,N2 , and that M = N1N2 . Then |S(R)| = 3.
Proof. By Lemma 3.2, M−1 is a PID. By Lemma 3.11, we may assume that dimR/M M−1/N1 = 1 and
dimR/M M−1/N2 = 2. Then it is easy to see that R + N2 is a ring properly between R and M−1, and
so |S(R)| 3 by Theorem 2.6.
We claim that R + N2 is the only ring properly between R and M−1. To see this, suppose that
T is an intermediate ring. We must have T = (1, t) for some t ∈ T \ R . Now R + N1 = M−1, so that
t = r + x, r ∈ R , x ∈ N1; hence we may assume that t ∈ N1. We then have an equation t2 = a+bt with
a,b ∈ R . It is clear that a ∈ N1 ∩ R = M , and we have t(t − b) ∈ M ⊆ N2. Since t /∈ N2 (since t /∈ M), we
have t − b ∈ N2. It follows that T = (1, t) ⊆ R + N2, and the claim follows.
By Lemma 3.7, each nonzero ideal of R is isomorphic to a fractional ideal between R and M−1,
and hence by Lemma 3.5, |S(R)| = 3. 
The ring R =Q+ X(X2 + 1)Q[X](X)∪(X2+1) satisﬁes the hypotheses of Theorem 3.12.
Theorem3.13. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal, with dimR/M M−1/
M = 3, and suppose that M−1 is a PID with exactly two maximal ideals N1,N2 and M 
= N1N2 . Then
|S(R)| = 5.
Proof. By Lemma 3.11 we may assume that M = N21N2, and we also have M−1/Ni ∼= R/M , i = 1,2.
Let N1 = xM−1. Then, obviously, x, x2 /∈ R . We claim that x2 /∈ R + Rx. Otherwise, write x2 = a+bx for
some a,b ∈ R . Then a ∈ M and x(x− b) = a ∈ M ⊆ N21 . But this implies that x− b ∈ N1, yielding b ∈ M
and hence that x2 ∈ R , a contradiction. Hence M−1 = R + Rx+ Rx2 and R + Rx is not a ring.
It is easy to check that R + N1N2 and R + N21 are distinct rings properly between R and M−1.
(The fact that R + N21  M−1 uses the fact that M ⊆ N21 .) We claim that there are no other in-
termediate rings. Let T be a ring properly between R and M−1 and let Q i = Ni ∩ T , i = 1,2.
Then dimR/M(T /M) = 2 and T /Q i ∼= R/M , i = 1,2. If Q 1 
= Q 2, then M ⊆ Q 1Q 2 and T /Q 1Q 2 ∼=
T /Q 1 ⊕ T /Q 2 ∼= R/M ⊕ R/M is a two-dimensional vector space over R/M . Therefore, we must have
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and hence T = R + N21 . Assume that Q 1 = Q 2, i.e., T is a quasi-local ring with maximal ideal
Q := Q 1 = Q 2. Then Q ⊆ N1∩N2 = N1N2. Therefore, Q M−1 = N1N2 or N21N2. But, if Q M−1 = N21N2,
then Q = M , which contradicts that dimR/M(T /M) = 2 and T /Q ∼= R/M . Therefore, Q M−1 = N1N2.
Then T = R + Q ⊆ R + N1N2 and hence T = R + N1N2.
Now by Lemma 3.7, every fractional ideal of R is isomorphic to one between R and M−1. Since
R + Rx is an intermediate fractional ideal which is not a ring, Lemma 3.5 then yields |S(R)| = 5. 
A simple example illustrating Theorem 3.13 is R = k + X2(X − 1)k[X](X)∪(X−1) , where k is a ﬁeld.
Theorem 3.14. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal, and assume that
dimR/M M−1/M = 3 and that M−1 has exactly three maximal ideals. Then |S(R)| = 9.
Proof. Denote the maximal ideals of M−1 by N1,N2,N3. By Lemmas 3.2 and 3.3, M−1 is a PID with
Jacobson radical M . Since for i 
= j Ni  NiN j  M , we must have dimR/M M−1/Ni = 1. Now consider
the subring R + N1N2 of M−1. It clearly properly contains R . Moreover, if, say, N1N3 ⊆ R + N1N2,
then N1N3 ⊆ M + N1N2 ⊆ N2, a contradiction. Hence R + N1N2  M−1, and R + N1N2 
= R + N1N3.
By symmetry, the rings R + N1N2, R + N2N3, and R + N1N3 are distinct rings lying properly between
R and M−1.
We next show that there are no other intermediate rings. Suppose A is a ring satisfying R  A 
M−1. Choose x ∈ A \ R , so that, by the dimension assumption, A = (1, x), and write x= ri + ni , ri ∈ R ,
ni ∈ Ni . (This is possible since M−1/Ni is isomorphic to R/M .) Note that ni ∈ A \ R for each i. If n1 ∈
N2 ∪ N3, say n1 ∈ N2, then we have A ⊆ R + N1N2 and hence (again by the dimension assumption)
A = R + N1N2. Hence we may assume that n1 /∈ N2 ∪ N3 and, similarly, that n2 /∈ N1 ∪ N3. We then
have n1n2 ∈ A (since A is a ring) and n1n2 /∈ R (otherwise, n1n2 ∈ N1 ∩ R = M ⊆ N3, a contradiction),
whence A = R + N1N2 as before. Therefore there are exactly three properly intermediate rings.
Now suppose that |R/M| > 2. Then by Lemma 3.7, each nonzero fractional ideal of R is isomorphic
to one between R and M−1. Choose a ∈ R with a 
≡ 0,1 (mod M). By the Chinese Remainder Theorem,
we may choose t ∈ M−1 with t ≡ 0 (mod N1), t ≡ 1 (mod N2), and t ≡ a (mod N3). Suppose, by way
of contradiction, that t2 ∈ (1, t), say t2 = c + dt with c,d ∈ R . Then, since t ∈ N1, c ∈ M , and we have
t(t − d) ∈ M ⊆ N2 ∩ N3. However, this implies that d ≡ t ≡ 1 (mod N2) and d ≡ t ≡ a (mod N3), i.e.,
1 ≡ d ≡ a (mod M), a contradiction. Hence t2 /∈ (1, t), and (1, t) is an intermediate fractional ideal
which is not a ring. By Lemma 3.5, |S(R)| = 9.
It remains to consider the case |R/M| = 2. Unfortunately, this case seems to require arguments
that are somewhat more ad hoc. Set Ni = xiM−1, i = 1,2,3.
We ﬁrst claim that each nonzero fractional ideal of R is isomorphic to a fractional ideal between
R and M−1 or to the fractional ideal Rx1 + Rx2.
To this end, let I be a nonzero fractional ideal of R . Since M−1 is a PID, IM−1 = zM−1 for some z.
Then z−1 IM−1 = M−1. Thus it suﬃces to consider the fractional ideals I with IM−1 = M−1. If I
contains a unit of M−1, then I is isomorphic to a fractional ideal between R and M−1. Hence we may
as well assume that I does not contain a unit of M−1. Since IM−1 = M−1, M = M−1M = IM−1M =
IM ⊆ I R = I . Thus we have M  I  M−1. Since dimR/M M−1/M = 3, we must have dimR/M I/M = 1
or 2. If dimR/M I/M = 1, then I = M+ Rx for all x ∈ I \M . Since IM−1 = M−1, I  Ni for all i = 1,2,3.
Therefore, x /∈ Ni for all i, i.e., x is a unit of M−1, a contradiction. Thus dimR/M I/M = 2, and we
have I = M + Rx + Ry for some x, y ∈ I \ M . Since I  Ni for all i, we may assume that y /∈ N1. If
y /∈ N2 ∪N3, then y is a unit element of M−1, in contradiction with our assumption. Therefore, y ∈ N2
or y ∈ N3. Suppose y ∈ N2 ∩ N3. Then x /∈ N2 ∪ N3. If x /∈ N1, then x is a unit of M−1. Therefore,
x ∈ N1. Then x + y ∈ I \ N1 ∪ N2 ∪ N3. Thus I contains a unit of M−1. Therefore, either y ∈ N2 \ N3
or y ∈ N3 \ N2. Assume y ∈ N2 \ N3. Then x /∈ N2. By symmetry, either x ∈ N1 \ N3 or x ∈ N3 \ N1.
Assume x ∈ N1 \ N3. Then x = xk1u for some k  1 and a unit u of M−1. Observe that for each i,
M−1/Ni ∼= R/M ∼= Z2. Hence, for any y ∈ M−1, we have y ∈ Ni or y − 1 ∈ Ni . Therefore, y(y − 1) ∈
N1 ∩ N2 ∩ N3 = M . Thus, in particular, x1(x1 − 1) ∈ M , and hence M + Rx = M + Rxk1u = M + Rx1u. So
we may assume that k = 1. Also, since u /∈ Ni for all i, u−1 ∈ Ni for all i, i.e., u−1 ∈ N1∩N2∩N3 = M .
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this again below.) Hence I = M + Rx+ Ry = M + Rx1u + Ry = M + Rx1 + Ry. Similarly, we can show
that I = M + Rx1 + Ry = M + Rx1 + Rx2.
We next claim that M + Rx1 + Rx2 = M + Rx1 + Rx3 = M + Rx2 + Rx3. To verify this, note that
since x1 ∈ N1 \ N2 ∪ N3 and x2 ∈ N2 \ N1 ∪ N3, we have x1 + x2 /∈ N1 ∪ N2, x1 − 1 ∈ N2 ∩ N3 and
x2 − 1 ∈ N1 ∩ N3. Therefore (recalling that R/M is the ﬁeld of two elements) x1 + x2 ∈ N3. Repeating
the argument above, we have M + Rx1 + Rx2 = M + Rx1 + R(x1 + x2) = M + Rx1 + Rx3.
It is now easy to see that M+ Rx1+ Rx2 = Rx1+ Rx2, because M−1 = N1+N2 = M−1x1+M−1x2 =
M−1(Rx1 + Rx2) and hence M = MM−1 = MM−1(Rx1 + Rx2) = M(Rx1 + Rx2) ⊆ Rx1 + Rx2.
We now note that every intermediate fractional ideal is a ring (unlike in the case |R/M| > 2). This
follows from the fact that for any y ∈ M−1 \ R , we have y(y − 1) ∈ M and hence y2 ∈ R + Ry.
Recall that there are exactly three properly intermediate rings, namely, R1 = R + N2N3 = R[x1],
R2 = R + N1N3 = R[x2], R3 = R + N1N2 = R[x3]. Denote by A the “exceptional” fractional ideal above,
that is, A := Rx1 + Rx2 = Rx2 + Rx3 = Rx1 + Rx3. We claim that A, R, R1, R2, R3,M−1 are mutually
nonisomorphic. Set R0 = R and R4 = M−1. Suppose A = zRi for some z and i = 0,1,2,3,4. Then
M−1 = AM−1 = zRiM−1 = zM−1. This implies that z is a unit of M−1 and hence of R (see above).
Thus A = zRi = Ri a contradiction. Similarly, Ri and R j are not isomorphic for i 
= j.
Now let ∗ be a star operation on R . Then ∗ is completely determined by A∗ , R∗i , i = 1,2,3.
Note that (Ri)v = M−1. Since M + Rxi = xi Ri , we have A = x1R1 + x2R2 and hence M−1 ⊇ Av ⊇
x1(R1)v + x2(R2)v = x1M−1 + x2M−1 = N1 + N2 = M−1 (that is, Av = M−1). Since dimR/M A/M =
dimR/M Ri/M = 2, we have A∗ = A or M−1, and R∗i = Ri or M−1.
We claim that if R∗i = M−1 for some i = 1,2,3, then A∗ = M−1. To see this, note that since
A = xi Ri + x j R j for j 
= i, we have A∗ ⊇ xi R∗i + x j R j = xiM−1 + x j R j ⊇ Ni + x j R = M−1 (where the
last equality follows from the fact that M−1/Ni ∼= R/M and x j /∈ Ni).
It follows that |S(R)| 23 +1 = 9. Now as in the proof of Lemma 3.5, for each subset J of {1,2,3},
we deﬁne the star operation ∗ J by I∗ J = ⋂ j∈ J I R j ∩ I v . Then for distinct subsets J , K , ∗ J 
= ∗K .
Also, since A∗ J =⋂ j∈ J AR j ∩ Av = M−1 
= A for each subset J , we have ∗ J 
= d. Therefore, |S(R)|
23 + 1= 9. 
To produce examples illustrating Theorem 3.14, one needs a PID T (= M−1) with exactly three
maximal ideals, each having the same residue ﬁeld, say k. It is a simple matter to produce such a
PID if |k| > 2 (just let T = k[X]S , where S = k[X] \⋃3i=1 Mi and the Mi are the maximal ideals of
k[X] generated by three distinct nonconstant linear polynomials). If k is the ﬁeld of two elements, the
existence of such a T follows from [10]. Denote the maximal ideals of T by N1,N2,N3. Then let R
be deﬁned by the following pullback diagram of canonical homomorphisms (the down arrow on the




T /(N1N2N3) ∼= k × k × k.
We end this section by indicating the relevance of our work to that of J. Vassilev [15]. At the
end of [15], Vassilev asks about the nature of the set of star operations (prime operations) in one-
dimensional domains, and, in particular, in one-dimensional semigroup rings. Easy examples (as well
as Theorem 2.4) show that one need not have d = v in such rings. In this work we have given
explicit examples of one-dimensional local Noetherian domains admitting 3,4,5,9 star operations.
Moreover, according to Theorems 2.5 and 3.9 (and the remarks which follow), the semigroup ring
R = k[[X3, X7, X8]] satisﬁes 2|k|+1  |S(R)| < ∞ when k is ﬁnite and |S(R)| = ∞ when k is inﬁnite.
Vassilev also asks about star operations on integrally closed domains of dimension greater than one.
W. Heinzer [8] in 1968 characterized integrally closed domains admitting only one star operation,
and the authors of this work extended this to integrally closed domains admitting exactly two star
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and hope to include in a forthcoming paper—that an integrally closed domain admitting only ﬁnitely
many star operations must be Prüfer.) Note that the present work shows that a Noetherian domain
(integrally closed or not) of dimension greater than one must have inﬁnitely many star operations
(Theorem 2.1).
Finally, we remark that in [15] Vassilev is primarily concerned with the structure of the set of
semiprime operations on a ring, and, in particular, with how close this set comes to being a sub-
monoid of the set of all maps from the set of ideals of the ring to itself. She succeeds in several
situations, and her work should prove to be useful to anyone wishing to pursue the idea. We observe
that in most of our examples in this paper, the set of star operations is a submonoid of the set of
maps on the set of (fractional) ideals. Another interesting avenue of investigation arises by recalling
that the set of star operations on any domain is a complete lattice [4].
4. When |S(R)| = 3
Let (R,M) be a local Noetherian domain such that M is nonprincipal. By Theorems 2.1 and 2.7,
if dim R > 1 or M−1 is not a singly generated R-algebra or dimR/M(M−1/M) > 3, then |S(R)| > 3.
There are then two cases, depending on whether M−1 is local or not.
Theorem 4.1. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal. Assume that M−1
is a singly generated R-algebra, dimR/M(M−1/M) = 3, and M−1 is nonlocal. Then |S(R)| = 3 if and only if
M−1 has exactly two maximal ideals N1,N2 , and M = N1N2 .
Proof. (⇐) See Theorem 3.12.
(⇒) Since dimR/M(M−1/M) = 3, M−1 has at most three maximal ideals (Lemma 3.3). If M−1
has three distinct maximal ideals, then |S(R)| = 9 by Theorem 3.14. Hence we may assume that
M−1 has exactly two maximal ideals N1,N2. Suppose M  N1 ∩ N2 = N1N2. Then we have the
chain M−1  N1  N1N2  M . Choose an element y ∈ N1N2 \ M and write y¯ for y + M ∈ N1N2/M .
Then N1N2/M = M−1 y¯ ∼= M−1/(0 :M−1 y¯). By the usual dimension argument, (0 :M−1 y¯) must be a
maximal ideal of M−1, say N1, and we have N1 y ⊆ M . Since N1N2 = M−1 y + M , we also have
N21N2 = N1(M−1 y + M) = N1 y + N1M ⊆ M . It is now easy to check that R + N1N2 and R + N21
are distinct rings properly between R and M−1. However, Theorem 2.6 then yields |S(R)| 4. Thus if
|S(R)| = 3, then M−1 has exactly two maximal ideals N1,N2, and M = N1N2. 
Now suppose that (R,M) is a one-dimensional local Noetherian domain with M nonprincipal and
that M−1 is local. If the maximal ideal of M−1 is M , then M−1 is a PID (Lemma 3.2) and hence a
one-dimensional DVR. In this case, if dimR/M M−1/M = 3, then |S(R)| = 2 by [14, Theorem 2.6]. Hence
we may assume that the maximal ideal N of M−1 satisﬁes N 
= M . The usual dimension argument
and Nakayama’s lemma then combine to show that N3 ⊆ M . (Note that if N2 ⊆ M , then |S(R)|  8
by Theorem 3.9.) Moreover, as in the ﬁrst paragraph of the proof of Theorem 3.8, we must have
M−1/N ∼= R/M . It follows that if M−1 is a singly generated R-algebra, then we have M−1 = R[x] =
R + Rx+ Rx2 for some x ∈ N .
Theorem 4.2. Let (R,M) be a one-dimensional local Noetherian domain, M nonprincipal. Assume that M−1
is a singly generated R-algebra, dimR/M M−1/M = 3, and M−1 is a local ring with maximal ideal N 
= M.
Write M−1 = R[x] = R + Rx+ Rx2 for some x ∈ N. Then the following conditions are equivalent.
(1) |S(R)| = 3.
(2) (a) For every nonprincipal ideal I of R, I v = IM−1 .
(b) Every nonprincipal ideal I of R such that (I : I) = R is an m-canonical ideal, i.e., (I : (I : E)) = E for
all nonzero ideals E of R.
(c) R + Rx2 is the minimal proper fractional overring of R and it is a divisorial domain (that is, every
nonzero ideal of R + Rx2 is divisorial).
(3) Every nondivisorial fractional ideal of R is isomorphic to R + Rx or R + Rx2 .
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and hence, by Theorem 2.6, R has at least three distinct star operations d, v,∗T .
(1) ⇒ (2) Assume that |S(R)| = 3. Deﬁne ∗M−1 by E∗M−1 = EM−1 ∩ Ev . Then ∗M−1 is a star op-
eration on R . Since T ∗M−1 = M−1 and T ∗T = T , ∗M−1 
= d,∗T . Hence we must have ∗M−1 = v , i.e.,
EM−1 ⊇ Ev for all nonzero ideals E of R . This implies that every nonzero ideal of M−1 is a divisorial
ideal of R . Let I be a nonprincipal ideal of R . Then
IM−1 = (R : (R : IM−1))= (R : ((R : M−1) : I))= (R : (M : I))
= (R : (M : I)M−1)= ((R : M−1) : (M : I))= (M : (M : I)).
Since I I−1 ⊆ M (since I is nonprincipal), we have I v I−1 ⊆ (I I−1)v ⊆ Mv = M . Therefore, I v =
(M : I−1) = (M : (M : I)) = IM−1. This proves (2)(a).
For (2)(b), let I be a nonprincipal ideal of R such that (I : I) = R . Deﬁne ∗I by E∗I = (I : (I : E)).
Then ∗I is a star operation on R , I∗I = I , and I∗T = I T ∩ I v = I T ∩ IM−1 = I T . Since (I T : I T ) ⊇ T ,
I 
= I T . Hence ∗I 
= v,∗T . Therefore, ∗I = d, i.e., (I : (I : E)) = E for all nonzero ideals E of R .
For (c), note that xQ = x(M + Rx2) ⊆ M + Rx3 ⊆ M ⊆ Q and hence that M−1 = T + T x ⊆ (T : Q ) =
(Q : Q ). Suppose M−1  (T : Q ). Choose an element y ∈ (T : Q ) \ M−1. Then A := T + T y is a T -
module but not an M−1-module. Consider the star operation δ = δ(vT , v) on R . Since T δ = T and
Tv = M−1, δ 
= v . Since A∗T = A and Aδ = AvT ∩ Av = (T : Q ) ∩ AM−1 = AM−1, δ 
= d,∗T . Thus|S(R)|  4, a contradiction. Therefore, M−1 = (T : Q ), and hence by Theorem 2.4, T is a divisorial
domain.
Claim. Every nonprincipal ideal of T is a divisorial ideal of R.
Let I be a nonprincipal ideal of T . Then as in the proof of (1) ⇒ (2)(a), we can show that I vT =
(I(T : Q ))vT . Since T is a divisorial domain with (T : Q ) = M−1 and I is a nonprincipal ideal of R ,
I = I vT = (I(T : Q ))vT = I(T : Q ) = IM−1 = I v . Thus every nonprincipal ideal of T is a divisorial ideal
of R . (Observe that to prove the claim, we use only the assumption 2(a) and the fact T is a divisorial
domain.)
By contradiction, suppose there exists a proper fractional overring S of R which does not con-
tain T . Since Sv = SM−1 ⊇ M−1 ⊇ T , S is a nondivisorial ideal of R . Deﬁne ∗S by E∗S = E S ∩ Ev .
Since S∗S = S and S∗T = ST ∩ Sv = ST ∩ SM−1 = ST ⊇ T , ∗S 
= v,∗T . Also, since ST is a nonprincipal
ideal of T , it is a divisorial ideal of R (by the above claim), and hence T ∗S = T S ∩ Tv = (T S)v ∩ Tv =
Tv = M−1. Therefore, ∗S 
= d, and thus |S(R)| 4, a contradiction. Therefore, every proper fractional
overring of R contains T .
(2) ⇒ (3) Since R ⊆ E0 = R + Rx ⊆ (R : M) = (M : M), (E0 : E0) = R or E0. Since E0 is not a
ring, (E0 : E0) = R . By assumption 2(b), E0 is an m-canonical ideal of R . Let I be a nondivisorial
ideal of R . If (I : I) = R , then I is an m-canonical ideal of R and hence I is isomorphic to E0 by [9,
Proposition 4.2]. Assume that (I : I) 
= R . By assumption 2(c), (I : I) ⊇ T , i.e., I = I T is an ideal of T . If
I is a nonprincipal ideal of T , then I is a divisorial ideal of R (see the above claim). Therefore, I must
be a principal ideal of T and hence I is isomorphic to T .
(3) ⇒ (1) Let ∗ be a star operation on R . Then ∗ is completely determined by (R + Rx)∗ and
(R + Rx2)∗ . Note that (R + Rx)∗ = R + Rx or M−1, and (R + Rx2)∗ = R + Rx2 or M−1. Suppose
(R+ Rx)∗ = R+ Rx and (R+ Rx2)∗ = M−1. Then x2 ∈ xM−1 = x(R+ Rx2)∗ = (Rx+ Rx3)∗ ⊆ (R+ Rx)∗ =
R + Rx, a contradiction. Therefore, R has at most three distinct star operations, and the conclusion
follows from the ﬁrst statement of the proof. 
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