Age-Structured Core Group Model and Its Impact on STD Dynamics by Huang, Wenzhang et al.
AGE-STRUCTURED CORE GROUP MODEL AND ITS IMPACT ON STD DYNAMICS 
M-1554 






The recruitment of new susceptibles into a core group of sexually-active individuals may depend 
on the current levels of infection within a population. We extend the formalism ofHadeler and 
Castille-Chavez (1995), that includes prevalence dependent recruitment rates, to include age 
structure within core and noncore populations. Some mathematical results are stated but only a 
couple of proofs are included since our objectives are to highlight the modeling process and the 
dynamic possibilities. This paper concludes with an example where endemic distributions can be 
supported when the basic reproductive number Ro is less than one. Systems that re capable of 
supporting multiple attractors are more likely to support disease re-emergence. This model is 
likely to support stable multiple attractors when Ro < 1. 
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Abstract The recruitment of new suceptibles into a core group of sexually-active indi-
viduals may depend on the current levels of infection within a population. We extend 
the formalism of Hadeler and Castilla-Chavez (1995), that includes prevalence depen-
dent recruitment rates, to include age structure within core and noncore populations. 
Some mathematical results are stated but only a couple of proofs are included since 
our objetives are to highlight the modeling process and the dynamic possibilities. This 
paper concludes with an example where endemic distributions can be supported when 
the basic reproductive number R0 is less than one. Systems that are capable of sup-
porting multiple attractors are more likely to support disease re-emergence. This model 
is likely to support stable multiple attractors when Ro < 1. 
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0. Introduction 
Core groups are generally small subpopulations capable of supporting strong trans-
mission rates and high disease prevalence. Effective disease management strategies not 
only cannot ignore core groups but in fact must focus on them (Hethcote and Yorke 
1984). The role of behavior on the dynamics of sexually transmitted disease (STDs) 
gained additional importance with the emergence of HIV, in western societies, nearly 
two decades ago (Castillo-Chavez 1989; Hethcote and Van Ark, 1992). Important 
changes in behavior were observed and documented in various homosexually-active 
populations including those living in San Francisco, New York and Boston. These 
observed changes included a reduction in average sexual activity, a decline in risky 
behavior, and a decrease in the rate of unprotected sexual contacts (see Baldwin and 
Baldwin 1988, Curran et al. 1988, Fineberg 1988, Evans et al. 1989, Martin 1987, 
Saltzman et al. 1987, Shechter et al. 1988, van Griensven et al. 1989a,b, Wilkenstein 
1988, and Wiktor et al. 1990). Recent data (see below) seem to support the view that 
at best these changes were not as prevalent as one would have liked to and at worst 
they may have been kept only for a short period of time. 
The combined effects of short- and long-term reductions of risk behaviors on the 
transmission dynamics of sexually-transmitted diseases (STDs) has been explored in 
limited ways via the use of simple models (Blythe et al. 1993a, 1993b, 1997; Brauer 
et al. 1998; Hadeler and Castillo-Chavez, 1995; Hsieh and Cooke 2000; Velasco et al. 
1996; and Velasco and Hsieh, 1994). The theoretical results and predictions obtained 
via mathematical models have helped define a nontrivial landscape (based on the qual-
itative dynamics of these models) in which appropriate evaluations of the effectiveness 
of disease management strategies may be tested. An effective program of evaluation 
must be capable of tracing the origin of behavioral changes. If changes are long term 
and the result of a systematic implementation of educational efforts then the program 
would be rated as highly effective. However, whenever such changes are temporary 
then the effectiveness of such program must necessarily be questioned. Educational 
programs that "work" only when disease prevalence is high are not effective since its 
"effectiveness" may decrease when individuals' risk and fear of infection goes down. 
Hadeler and Castillo-Chavez (1995) showed that educational programs "may not only 
fail to have a positive impact in core populations with low disease prevalence but may 
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even increase their effective group size by implying a reduction in risk within the core." 
Erin McClam from the Associated Press in her article "Syphilis outbreak alarms 
officials" (Ithaca Journal, February 23, 2001, page lOA) highlights the criticality oflong-
term behavioral changes. She cites several authorities: "HIV 'is no longer perceived 
to be the threat that it once was' said Dr. Ronald Valdeserri" ... In fact, "Syphilis 
outbreaks in major cities 'show that the disease can make a comeback,' said Ken 
August' ... " Ms. McClam includes some local statistics that show that out of the last 
66 (from a total of 130) syphilis cases reported among gay men during the first semester 
of 2000 in four California Counties, " ... 33 reported they had anonymous sex, and 17 
said they had met sex partners in bathhouses. Only one in five reported using a 
condom during his most recent sexual encounter, and two in five reported using illegal 
drugs." The connection to temporal changes in behavior and current policy is clear from 
Valdiserri's statement " ... 'When we see reports of increasing risk behaviors, that's when 
we take action. We don't wait till we see the spike nationally' ... " Finally, it was noted 
in Ms. McClam's article that 34 out of 66 men who had syphilis were also HIV-positive 
while 9 of them had no idea about their HIV status. The memory of the fatality rates 
associated with HIV on homosexually-active men in San Francisco and similar cities 
seemed to have lost its impact on current generations of homosexually-active gay men. 
One of the possible consequences associated with such memory loss is the remergence 
of HIV (as predicted by Hadeler and Castilla-Chavez, 1995). 
This paper is organized as follows: Section 1 introduces an age-structure model 
with prevalence dependent recruitment rates; Section 2 looks at the local stability of the 
infection-free distribution; Section 3 states the conditions for the existence of nonuni-
form endemic age distributions and gives an example where endemic age distributions 
are possible even though R0 < 1. The occurrence of a backward (subcritical) bifur-
cation, several infected stationary states, and hysteresis phenomena (including abrupt 
changes in disease prevalence levels) may be possible in this model. Section 4 states 
our conclusions. 
1. The model 
Here we focus on disease dynamics within a core group population that recruits 
individuals from a non-core population. It is assumed that the rate of recruitment r 
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from the non-core into the core depends on the level of disease prevalence within the 
core group. Specifically, it is assumed that recruitment slows down when prevalence 
is high and increases when it is low. The epidemic process is built on a simple de-
mographic setting. It is assumed that the non-core group is completely inactive (no 
sexual activity), that is, it just serves as the source of new members for the core. It 
is further assumed that the average contact rate in the core group is age-dependent 
B(a), that infected individuals are symptomatic, and that infected individuals may 
return (at a constant per capita rate -y) to the susceptible class after treatment. Indi-
viduals are assumed to mix at random (proportionate mixing; Hethcote and Van Ark, 
1987; Busenberg and Castillo-Chavez, 1991 or Castillo-Chavez et al. 1994) and the per 
capita mortality rate (J.-L) is assumed to be constant (independent of age). The model 
is formulated as a general homogeneous system (Hadeler et al. 1988, Hadeler 1992, 
Busenberg and Hadeler 1990) but only the case where the total population is either 
constant or asymptotically constant is discussed. 
We let q(a, t) denote the non-core and c(a, t) the core group age-dependent densi-
ties. We sub-divide the core group into two epidemiological classes: susceptibles s(a, t) 
and infectives u(a, t). Let r = r(~~~\) denote the per capita recuitment rate of sucepti-
bles from the non-core (outside group with density p(a, t)) where C(t) = J000 c(t, a)da = 
J000 [s(t, a) + u(t, a)]dt and U(t) = J000 u(t, a)da . That is, C(t) and U(t) denote the 
total core group population and the population of infectives (within the core group) 
at time t, respectively. The disease dynamics in this setting can be described by the 
following set of equations: 
8 8 U(t) ( aa + aa )q(t, a) = -J.-Lq(t, a)- r( C(t) )q(t, a), 
8 8 U(t) (at + aa )s(t, a) = -J.-Ls(t, a)+ -yu(t, a)+ r( C(t) )q(t, a) - j3B(a)s(t, a)A(t, a), (1.1) 
[) [) ( 8t + aa )u(t, a) = -(J.-L + -y)u(t, a)+ j3B(a)s(t, a)A(t, a), 
with boundary conditions 
q(t,O) = J.-LK, s(t, 0) = u(t, 0) = 0, (1.2) 
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and initial conditions 
q(O, a) = qo, s(O, a) = so, u(O, a) = uo. 
BE L00 (lR+) is nonnegative, lima-.oo B(a) = 0, 
( ) _ f000 B(s)u(t, s)ds At, a - r= , Jo B(s)c(t,s)ds 
and q0 , s0 and u0 E £ 1 (lR +) are all nonnegative. Furthermore, it is assumed that r( v) 
is decreasing and positive for v E [0, 1]. Since p(t, a) = q(t, a)+ s(t, a)+ u(t, a) is the 
density of the total population then from the addition of the three equations in (1.1) 
we see that p(t, a) obeys the classical age-structured model: 
() () (0t + oa)p(t,a) = -p,p(t,a), p(t,O) = p,K. (1.3) 
The integration of Equation (1.3) along characteristic lines gives 
lim p(t, a) = p,Ke-J.La, a~ 0, 
t->oo 
that is, p(t, a) converges to its stable age-dsitribution. 
In order to simplify the analysis it will be assumed throughout this paper that the 
total population p( t, a) has reached its stable distribution, that is, that 
p(t, a) = p(a) = p,K e-J..w, a~ 0. 
Hence, it is implicitly assumed that the disease is nonfatal. 
The substitution of q by K e-J.La - c, leads, using the second and third equations in 
(1.1), to the qualitatively equivalent simplified model 
( :t + :a )c(t, a) = -p,c(t, a) + r( ~~~~ )(p,K e-f.La -c), 
() () (- + ~ )u(t, a) = -au(t, a)+ {3B(a)(c(t, a)- u(t, a))A(t, a), Ot ua 
(1.4) 
where a = p, + "f. The rest of this paper focuses on the study of the role of the 
basic reproductive number, Ro, on the local stability of the disease free distribution 
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and on the possible existence of multiple (endemic) equilibria for System (1.4) (see 
Castilla-Chavez et al. 2001; this volume). 
2. Infection-free distribution and the thresold condition 
System(1.4) always admits the disease-free distribution ( c0 , 0) as a solution, where 
c0 is the positive solution of the differential equation 
c(a) = -~-tc(a) + r(O)(~-tKe-11-a- c(a)), 0::; a::; oo, (2.1) 
with initial condition c(O) = 0. Thus c0 is uniquely given by the explicit expression 
where ro = r(O). 
We now turn to study the stability of the disease free distribution. A straightfor-
ward computation shows that the linearized system at the disease free distribution is 
given by the system: 
a a (at + aa)x(t, a) = -(1-t + ro)x(t, a)+ v(a)y(t, a), 
a a r= ( 8t + aa )y(t, a) = -CJy(t, a)+ a( a) Jo B(s)y(t, s)ds, (2.2) 
x(t, 0) = x(t, 0) = 0, 
where 
It is simple to show that the reproductive number (see Castilla-Chavez et al. 2001; 
this volume) is given by 
The basic reproductive number Ro (see Diekmann et al. 1990; Diekemann and Heester-
beek, 2000; and Castilla-Chavez et al. 2001) is used to settle the question of local 
asymptotic stability. 
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Theorem 2.1 If Ro < 1 and if B is uniformly Lipshitz continuous on IR+ then the 
disease free equilibrium is locally asymptotically stable. 
Proof: It is enough to show that the linear system (2.2) is asymptotically stable. First 
consider the second equation of (2.2). Let S(t), t 2: 0 be the semigroup corresponding 
to this equation and let T( t), t 2: 0 be a semigroup defined by the system 
a a (at+ aa)y(t,a) = -ay(t,a), 
y(t, 0) = 0, y(O, ·)=Yo E L 1(IR+). 
Since B is uniformly Lipshitz continuous and lima-+oo B(a) = 0 then by the definition 
of a(a) it can be verified that the operator L: L 1 (IR+) ---+ L 1 (IR+) : 
[L¢](a) = a(a) fooo B(s)¢(s)ds 
is compact. Therefore, it follows from the variation-of-constants formula that S(t) is a 
compact perturbation of T(t). Hence (see G.F. Webb, Proposition 4.1, p.178-179; 1985) 
'YEa(T(t)) = 'YEa(S(t)), where 'YEa(L) denotes the radius of the essential spectrum of 
an operator L. Moreover, it is known (see, Webb, Example 4.10, p.175-176; 1985) that 
Now we consider the eigenvalues of the infinitesimal generator A of the semigroup S(t) 
given by 
[A¢](a) = -if;(a)- a¢(a) + a(a) fooo B(s)¢(s)ds, 
with 
If). is an eigenvalue of A and ¢ its corresponding eigenvector then 
Hence 
if;( a) = -(>. + a)¢(a) +a( a) 100 B(s)¢(s)ds. 
¢(a)= loa e-(>.+a)(a-O)a(O) 100 B(s)¢(s)ds, 
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that is, 
Multiplying both sides of the above inequality by B(a) and integrating it over the 
interval [0, oo) gives 
(2.3) 
Since 
Ro = 1 00 B(a) 1a e-a(a-O)a(O)dOda < 1, 
then Inequality (2.3) implies that there is a number w0 > 0 such that ~,\ :::; -w0 . It 
therefore follows that 
sup{~,\: ,\ E O"p(A)} :::; -wo. 
Hence, letting~= min{O",wo} implies the existence of an M > 0 such that IIS(t)ll:::; 
M e-t;t, for all t 2: 0. Therefore, 
(2.4) 
The first equation of (1.5) and the variation-of-constants formula implies that there 
exists a semigroup T1(t) such that IIT1(t)ll:::; e-(J-L+ro)t, t 2:0 and such that 
x(t, ·) = T1(t)xo + 1t T1(t- s)v(·)y(s, ·)ds. (2.5) 
From (2.4) and (2.5) we conclude that there is a positive number M 1 such that 
Hence System (1.5) is asymptotically stable. 
3. Existence of Endemic Equilibria 
This section outlines the steps required in the proof of the existence of an endemic 
equilibrium when Ro > 1. That is, we study the existence of positive solutions of the 
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system of differential-integral equations 
u 
c( a) = -f.Lc( a) + r( C) (f.LK e-~a - c( a)) 
. ( ) _ _ ( ) (3B(a)(c(a)- u(a)) J000 B(s)u(s)ds 
u a - (JU a + roo ( ) ( ) Jo B s c s ds 
(3.1) 
c(O) = u(O) = 0, 
where U = f000 u(a)da, f000 C = f000 c(a)da. 
Since 0 :::; c( a) :::; p( a) = f.LK e-~a --+ 0 as a --+ oo and c( 0) = 0 then the integration of 
both sides of (3.1) gives 
u f.LC = r(C)(K- C), 
or equivalently 
(3.2) 
In our search for a positive solution of (3.1) C is treated as a free parameter with 
C E (0, K) and the function 
f.LC f( C) = K _ C, 0 < C < K 
is considered. 
Whenever (c, u) is a solution of (3.1) then use of the first equation of (3.1) gives 
c(a) = h(C, a):= f.LKe~a(1- e-f(C)a). 
Hence, a positive solution of (3.1) must be a solution of the following differential-integral 
equation 
u(a) = -(Ju(a) + J;oo ~~(~) ) [h(C,a)- u(a)] {oo B(s)u(s)ds, 
0 B s h C, s ds Jo (3.3) 
u(O) = 0, 
subject to the constraint 
f000 u(a)da 
r( fooo h( C, a)da) = f( C). (3.4) 
The proof of the existence of positive solutions is technical and requires the proof of 




Lemma 3.1 Let G(C, a) = r= ( ) ( ) . If we assume that B(a) > 0 for all 
Jo B s h C, s ds 
a 2: 0 then the differential-integral equation (3.3) bas a positive solution uc ::; h( C, ·) 
if and only if 
Furthermore, the solution uc depends continuously on C. 
Lemma 3.2 If uc > 0 is a solution of (3.2) then there is a 0 < p < 1 such that for 
each 0 < C ::; Co 
Uc fo= uc(a)da 
-- <p c- c - . 
Theorem 3.3 If fo= B(a) foa e-C!-L+!)(a-s)G(Co, s)ds > 1 and B(a) is strictly positive 
then (3.2) has at least one positive solution. 
Proof Let 
R(C) = 1= B(a) faa e-(1-L+!)(a-s)G(C, s)ds 
then R( C) is continuous on C. If we let 
C = inf{C E (0, C0 ): R(C) > 1 for all C E (C, C0]}, 
then 0::; C < C0 , since R(Co) > 1. 
Case 1. If C = 0 then 
JLCo Uco f(Co) = K _Co = ro = r(O) > r( Co ). 
Lemma 3.2 yields 
Uc Me lim r(-) 2: r(p) > r(1) 2: 0 = lim K = f(O). 
C---+0 C C---+0 C 
Therefore, there is at least a C* E (0, Co) such that 
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Case 2. If C > 0 then continuity implies that R( C) = 1 and that 
Uc 
Hence f(Co) > r( Coo) and 
lim_ uc = 0. 
C-+C 
f(C) = lim_ :c C < :c~ = r(O) = lim r(U,C0 ). 
C-+C - - 0 C-+C+ 
Consequently, there is a C* E (C, Co] such that 
Remark If r(1) > 0 then Lemma 3.2 is not needed in the proof of Theorem 3.3. 
Corollary 3.4 Suppose Ro > 1 then System (1.4) has at least an endemic equilib-
num. 
The proof can be found in Huang and Castillo-Chavez (2001). 
Endemic equilibria when Ro < 1 
The ODE (non-age structured) model of Castilla-Chavez and Hadeler (1995) sup-
ports multiple endemic equilibria when Ro < 1 but its epidemiological structure is 
more complex than in our age structured model. The assumption of age-independent 
rates and integration over all age classes leads to an ODE model that is not capable 
of supporting multiple endemic equilibria. It is therefore of some interest to determine 
whether or not our age structured model can indeed support endemic equilibria when 
R 0 < 1. To show that Model (1.4) can support positive equilibria when Ro < 1 we 
need the following theorem which is stated without proof: 
Theorem 4.1 Given B > 0. For a> 0 let R(a) be defined by 
A fr 00 B(a) .r e-a(a-s) B(s)e-~-'8 (1- e-as)dsda 
R(a)- o o 
- fooo B(a)e-JLa(l - e-aa)da (4.1) 
If there is an a 0 > 0 such that dS:O) < 0 then there exists a recruitment function r 
such that r is decreasing and the corresponding reproductive numver Ro is less than 1 
but yet, there exists an endemic equilibrium. 
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Example Let B(a) = ae-rJa where 'fJ > 0. Hence, B is bounded, positive and 
lima_.00 B(a) = 0. By the definition (4.1) we have 
d~~a) = F(a)[V(a)- W(a)], 
where 
1 F( a) - ---=-=---------
- Uooo B(s)e-JI.s(l- e-as)dsj2' 
V(a) = (1= [100 B(a)e-u(a-s)da]sB(s)e-(JI.+a)sds) 100 B(a)e-JI.a(1- e-aa)da, 
W(a) = (1= [100 B(a)e-u(a-s)da]B(s)e-JI.8 (1- e-as)ds) 100 B(a)ae-(11-+a)ada. 
Let (}" = a = 2, 1-L = 1. A straightforward computation gives 
v 2 - 2(15 + 8ry)(4 + 277) 
( ) - (2 + ry) 2 (2ry + 3)3(3 + ry)2(2ry + 3)(1 + ry)2' 
w 2 = 2(5 + 4rJ)(2ry + 3)3 - 2(7 + 477)(217 + 1)3 
( ) (2 + ry) 2 (217 + 3)3(3 + ry)2(2ry + 1)3(3 + ry)" 
If we now let 'fJ = 0 then 
V(2) _ W(2) = 2[15 · 4 - 128] 23 . 33 . 33 < 0. 
Therefore it follows from Theorem 4.1 that we can find a decreasing recruitment func-
tion such that its corresponding system has a stable disease free distribution, as well 
as an endemic equilibrium. 
4. Conclusion 
For natural selection to "advance" opportunities must be present. The growth of 
cities, the effects of mass transportation and international travel, the development of 
antibiotics, vaccines and other forms of treatment, the changes on values and costumes 
driven in part by globalization and modes of mass information are but some of the 
factors that make the study of disease dynamics challenging, complex and interesting. 
Every pressing question immediately brings to the forefront a multitude of choices: 
What should it be our epidemiological unit? What is the appropriate temporal or geo-
graphical scale? Does behavior matter? Is the population under study really isolated? 
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Clearly, one cannot assume the existence of a fixed landscape in the study of disease 
evolution. 
In the study of disease emergence or re-emergence, it seems that one must be 
aware of the possibilities. Such possibilities are often encoded in the dynamical land-
scapes associated with models for the spread of a particular disease (landscapes are 
also closely connected to mechanisms). It seems to us that the occurrence of backward 
(subcritical) bifurcations, the existence of multiple infected stationary states, and hys-
teresis phenomena (including abrupt changes in disease prevalence levels) are but a few 
of the components that are supportive of disease reemergence. Models that generate 
this type of landscapes must be understood since they provide useful insights in the 
study of disease re-emrgence and evolution (see Castillo-Chavez et al. 1989, Huang et 
al. 1992, Hadeler et al. 1995 and Feng et al. 2000). 
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