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ABSTRAKT
Cílem této bakalářské práce je navrhnout Reedův-Müllerův kód, který zabezpečí pře-
nos dat proti t = 4 nezávislým chybám, při informační rychlosti R ≥ 0, 5 a pro tento
kód vypracovat podrobný návrh realizace kodeku. Aby bylo možno provést tento ná-
vrh, je nezbytné seznámit se se základními vlastnosti Reedových-Müllerových kódů.
K pochopení funkce kodeku Reedova-Müllerova kódu je v práci rozebrán proces kó-
dování a dekódování, jenž je založen na metodě využívající většinovou logiku. Pro
návrh kodeku, který se skládá z kodéru a dekodéru, je využito obvodů programo-
vatelné logiky FPGA. Tyto obvody se programují v jazyce VHDL, kdy pro návrh
zdrojových kódů je použito prostření Xilinx ISE 10.1. V práci je podrobně rozebrána
struktura a funkce kodéru i dekodéru zvoleného Reedových-Müllerových kódů a jsou
zde prezentovány části navržených zdrojových kódů. Ověření funkční schopnosti ko-
deku je dosaženo simulací v programu ModelSim SE 5.7f. Výsledky simulace jsou
spolu s dalším návrhem realizace výstupem této práce.
KLÍČOVÁ SLOVA
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ABSTRACT
The aim of this work is to propose a Reed-Muller code that secure data transfer
to t = 4 independent errors, the information rate R ≥ 0, 5 and for this code to
produce a detailed proposal for implementation of the codec. In order to implement
this proposal, it is necessary to familiarize themselves with the basic properties
Reed-Muller codes. To understand the function of codec Reed-Muller code is in this
thesis analyzed the process of encoding and decoding, which is based on a method
of using the majority logic. For the design of codec, which consists of encoder and
decoder, are used programmable logic circuits FPGA. These circuits are program-
med in VHDL language, when for the design source codes is used Xilinx ISE 10.1.
In thesis is examined in detail the structure and function of the encoder and deco-
der chosen Reed-Muller code and there are presented parts of the proposed source
codes. Verify the functional ability of the codec is achieved by simulation in pro-
gram ModelSim SE 5.7f. The simulation results together with the another proposal
realization are output of this work.
KEYWORDS
Reed-Muller code, encoder, decoder, FPGA, VHDL language.
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ÚVOD
Tato bakalářská práce bude podle zadání práce obsahovat návrh Reedova-Müllerova
kódu, který zabezpečí přenos dat proti t = 4 nezávislým chybám, při informační
rychlosti R ≥ 0,5. Protože pro návrh Reedova-Müllerova kódu je nezbytně nutné
seznámit se s vlastnostmi tohoto protichybového kódu, bude úvodní kapitola 1 za-
měřena právě na tuto problematiku. V dané kapitole budou postupně prezentovány
veškeré vlastnosti tohoto kódu a následně bude podrobně popsána metoda kódování
a dekódování.
Pro navržený Reedův-Müllerův kód bude posléze vypracován podrobný návrh
realizace kodeku. Protože při návrhu kodeku Reedova-Müllerova kódu bude využito
obvodů programovatelné logiky, je v kapitole 2 nastíněna daná problematika. V téhle
kapitole je také popsán postup při práci s jazykem VHDL a obvody FPGA, jenž
budou pro výslednou realizaci kodeku Reedova-Müllerova kódu využity.
Největší význam v celé práci má kapitola 3, ve které je postupně popsán po-
stup při návrhu kodeku daného Reedova-Müllerova kódu. Součástí této kapitoly
je návrh použitého Reedova-Müllerova kódu, kdy se vychází z podmínek daných
zadáním bakalářské práce. Po navržení vhodného Reedova-Müllerova kódu se při-
stupuje k návrhu funkce kodeku tohoto kódu. Tento návrh je velice podrobně popsán
v podkapitole 3.2, kde lze nalézt také odkazy na příslušné přílohy, ve kterých jsou
uvedeny části zdrojových kódu v jazyce VHDL. V další podkapitole 3.3 je ověřována
funkčnost návrhu VHDL kódů tohoto kodeku, což je provedeno pomocí programu
ModelSim SE 5.7f. Výsledky z těchto simulací zdrojových kódu lze považovat za
jeden z výstupů této bakalářské práce. Následně jsou také rozebrány další možnosti
pro realizaci kodeku Reedova-Müllerova kódu, což je obsahem poslední podkapitole
3.4 této práce. Tato kapitola se například zabývá výběrem vhodného FPGA obvodu
a jeho osazením do desky plošných spojů.
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1 REEDOVY-MÜLLEROVY KÓDY
Reedovy-Müllerovy kódy (RM kódy) jsou podle [1] nejstarší známou třídou kódů
1 opravujících volitelný počet chyb. Jejich význam spočívá ve snadné dekódovací
metodě, která se jednoduše implementuje. RM kódy jsou založené na boolovských
funkcích, kterým se věnuje následující podkapitola 1.1.
1.1 Boolovské funkce
Boolovské funkce jsou vlastně binární funkce, protože nabývají pouze hodnot 0 a 1,
při proměnných, jejichž funkčními hodnotami jsou také 0 nebo 1. Z matematického
hlediska lze napsat [1]
f(x1, x2, . . . , xn) = 0 a f(x1, x2, . . . , xn) = 1, (1.1)
kde boolovská funkce m proměnných je předpis f , který každé m-tici x1, x2, . . . , xn
nul a jedniček přiřazuje hodnotu f(x1, x2, . . . , xn) = 0 nebo 1. Jedná se tedy o zob-
razení z množiny Zm2 do množiny Z2. Toto zobrazení popisujeme buď pravdivostní
tabulkou jako slova délky 2m, nebo jako boolovské polynomy.
Další podkapitoly 1.1.2 a 1.1.3 se tedy budou zabývat zobrazení boolovské funkce
pomocí pravdivostní tabulky a boolovských polynomů. V podkapitole 1.1.4 se bu-
deme zabývat množinami, které využijeme především při kódování a dekódovaní
vstupního slova pomocí RM kódů. Nejdříve se však seznámíme s logickými opera-
cemi, pomocí kterých jsme schopni manipulovat s boolovskými funkcemi.
1.1.1 Logické operace
Pro boolovské funkce m proměnných zavádíme následující logické operace, jenž jsou
uvedené v Tab. 1.1.
Tab. 1.1: Přehled logických operací [1].
Název Označení = 1, právě když
f a g fg f = 1 a g = 1
f vel g f + g f = 1 a g = 1, ale ne oboje
f nebo g f + g + fg f = 1 a g = 1 nebo f = g = 1
negace f f¯ f = 0
Mezi logickými operacemi platí také vztahy
f¯ = f + 1 (1.2)
1byly objeveny v roce 1954.
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a také
ff = f, (1.3)
kde (1.2) říká, že negaci funkce vytvoříme přičtením jednotkového vektoru ke slovu
negovanému a podle (1.3) je výsledkem násobení totožné funkce funkce tatáž.
Pro upřesnění použití logických operací z Tab. 1.1 bude předveden jednoduchý
příklad, který obsahuje všechny výše uvedené logické operace na dvou boolovských
funkcích f a g.




Pro tyto funkce můžeme použít tyto operace:
• fg = 00110010
• f + g = 11001000
• f + g + fg = 11111011
• f¯ = 11000100
1.1.2 Pravdivostní tabulka
Do této tabulky zaznamenáváme všechny možné kombinace hodnot x1, x2, . . . , xm
a pro každou kombinaci uvedeme hodnotu funkce f . Tabulku tvoříme systematicky,
kdy sloupce tvoří odshora čísla 0, 1, . . . , 2m − 1 v binárním zápisu. [1]
Jako příklad tvoření pravdivostní tabulky boolovské funkce f , která je tvořena
z m = 4 proměnných, je zde Tab. 1.2.
Tab. 1.2: Příklad tvoření pravdivostní tabulky pro m = 4 proměnných.
x1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
x2 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
x3 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
x4 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
f 1 1 0 0 0 0 1 0 1 1 1 0 0 0 1 0
Mezi boolovské funkce patří také konstantní funkce 0 = 000 . . . 0 a 1 = 111 . . . 1.
Platí také, že každá z m proměnných xi je sama boolovskou funkcí:
Např. pro m = 3.
f(x1, x2, x3) = xi
x1 = 01010101, x2 = 00110011, x3 = 00001111.
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Pravdivostní tabulku využijeme především pro sestavení generující matice, která
se využívá při kódování Reedova-Müllerova kódu. Proces kódování a sestavování
generující matice bude podrobněji popsán dále.
1.1.3 Boolovské polynomy
Druhým způsobem reprezentace boolovských funkcí je vytváření boolovských poly-
nomů za pomoci logických operací. V boolovským polynomech se nevyskytují moc-
nitelé vyšší než 1, protože z (1.3) plyne
xni = xi. (1.4)
Boolovské polynomy pak tvoříme pomocí součtů a součinů funkcí xi a 1. Poly-
nomy můžeme obecně zapsat ve tvaru [1]







2 . . . x
im
m , (1.5)
kde koeficient qi nabývá hodnot 0 nebo 1 a číslo i má binární rozvoj im . . . i2i1 (který
čtením pozpátku určuje mocnitele). Z obecného tvaru boolovského polynomu (1.5)
vyplývá, že například funkce m = 3 proměnných bude mít tvar


















































= q0 + q1x1 + q2x2 + q3x1x2 + q4x3 + q5x1x3 + q6x2x3 + q7x1x2x3.
Boolovské polynomy jsme schopni vytvořit pomocí vztahu (1.6), kdy pro m + 1
proměnných f(x1, x2, . . . , xm, xm+1) platí
f = f(x1, x2, . . . , xm, 0) + [f(x1, x2, . . . , xm, 0) + f(x1, x2, . . . , xm, 1)]xm+1, (1.6)
kdy k vytváření boolovských polynomů využíváme vlastnosti boolovských funkcí,
která umožňuje rozdělit boolovskou funkci f na dvě poloviny podle (1.7) [1]
f(x1, x2, . . . , xm) = f0f1 . . . f2m−1
↓
f(x1, x2, . . . , xm−1, 0) = f0f1 . . . f2m−1−1
f(x1, x2, . . . , xm−1, 1) = f2m−1f2m−1+1 . . . f2m−1.
(1.7)
Následující příklad ukazuje jak postupovat při vytváření boolovského polynomu
za pomocí vztahů (1.6) a (1.7).
Máme zadanou boolovskou funkci f = 11000101, m = 3 proměnných a převedeme
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ji na boolovský polynom. Postupujeme tak, že si boolovskou funkci f rozložíme až
po jednotlivé bity, které poté dosadíme do boolovského polynomu pro m = 3 pro-
měnných.
f = 1100 + (1100 + 0101)x3 = 1100 + 1001x3
⇓
11 + (11 + 00)x2 = 11 + 11x2
10 + (10 + 01)x2 = 10 + 11x2
⇓
1 + (1 + 1)x1 = 1
1 + (1 + 1)x1 = 1
1 + (1 + 0)x1 = 1 + x1
1 + (1 + 1)x1 = 1
Nyní je boolovská funkce f rozložena a můžeme ji tedy postupně dosadit do boo-
lovského polynomu.
f = 11+11x2+(10+11x2)x3 = 1+x2+(1+x1+x2)x3 = 1 + x2 + x3 + x1x3 + x2x3.
1.1.4 Množiny
Pro každé číslo i = 0, 1, . . . , 2m− 1 označujeme M(i) množinu těch čísel j ≤ i, která
ve svém binárním rozvoji má jedničku jen tam, kde je má číslo i. V binárním zápisu
tedy
M(im . . . i2i1) = {jm . . . j2j1}. (1.8)
Množiny se využívají především v dekódovací metodě, jenž využívá většinovou
logiku, kdy se pomocí množin vytvářejí sčítance. Pomocí této dekódovací metody
budou realizovány kodeky, proto je množinám přikládán zvýšený význam. Pro ná-
zornost vztahu (1.8) poslouží následující ukázka.
M(0) = {0}
M(1) = {0, 1}
M(2) = {0, 2}
M(3) = {0, 1, 2, 3}
M(4) = {0, 4}
M(5) = {0, 1, 4, 5}
M(6) = {0, 2, 4, 6}
M(7) = {0, 1, 2, 3, 4, 5, 6, 7}
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Nyní si můžeme doplnit vztah pro obecný tvar boolovského polynomu (1.5) o ko-





Vztah (1.9) můžeme vhodně využít pro převod mezi binární boolovskou funkcí a
boolovským polynomem, což demonstruje následující příklad:
Máme zadanou boolovskou funkci f = 10000111, ze které určíme boolovský poly-
nom. Tento příklad by mohl být řešen pomocí (1.6) a (1.7), ale zde pro řešení vyu-
žijeme koeficienty qi, na které narazíme při dekódování boolovské funkce. Nejdříve
si vyjádříme podle (1.9) jednotlivé koeficienty qi a poté je dosadíme do obecného
tvaru boolovského polynomu pro m = 3 vyjádřeného výše.
q0 = f0 = 1
q1 = f0 + f1 = 1
q2 = f0 + f2 = 1
q3 = f0 + f1 + f2 + f3 = 1
q4 = f0 + f4 = 1
q5 = f0 + f1 + f4 + f5 = 0
q6 = f0 + f2 + f4 + f6 = 0
q7 = f0 + f1 + f2 + f3 + f4 + f5 + f6 + f7 = 0
f(x1, x2, x3) = q0 + q1x1 + q2x2 + q3x1x2 + q4x3 + q5x1x3 + q6x2x3 + q7x1x2x3
= 1 + x1 + x2 + x3 + x1x2.
1.2 Vlastnosti Reedových-Müllerových kódů
Hlavní úlohou této kapitoly je seznámení s pojmy jako jsou: stupeň boolovského po-
lynomu r, generující matice G Reedových-Müllerových kódů nebo zúžený RM kód.
Dále u Reedova-Müllerova kódu zjistíme, jaké vztahy platí pro počet informačních
znaků k, minimální vzdálenost d nebo kolik je daný kód schopen objevit a opra-
vit chyb. Většinu těchto vlastností Reedových-Müllerových kódů využijeme dále,
když se budeme rozhodovat pro výběr vhodného kódu, jenž bude splňovat veškeré
požadavky plynoucí se zadání bakalářské práce.
1.2.1 Vytváření Reedových-Müllerových kódů
Reedovy-Müllerovy kódy jsou vlastně binární kódy délky n = 2m. Kódová slova
tedy můžeme považovat za boolovské polynomy f obsahujících m proměnných, jak
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bylo uvedeno ve vztahu (1.5). Pro vytvoření RM kódů ještě musíme definovat pojem
stupeň boolovského polynomu r jako největší počet proměnných, které se vyskytují
v některém sčítanci boolovského polynomu f . Například polynom 1 + x1 + x2 + x3
je polynom stupně r = 1 a polynom x1x2x3 má stupeň r = 3. Stupeň nulového
polynomu je r = −1.
Nyní můžeme definovat Reedův–Müllerův kód stupně r a délky 2m, jako množinu
R(r,m) 2 všech boolovských polynomů f , délky 2m a stupně nejvýše r.
V následující Tab. 1.3 jsou uvedeny všechny RM kódy délky 22 = 4 tedy pro
m = 2.
Tab. 1.3: Všechny RM kódy délky 4 [1].
Boolovský polynom Binární tvar R(r,m)
0 0 0 0 0 R(−1, 2)
1 1 1 1 1 R(0, 2)
x1 0 1 0 1 R(1, 2)
x2 0 0 1 1
x1 + x2 0 1 1 0
1 + x1 1 0 1 0
1 + x2 1 1 0 0
1 + x1 + x2 1 0 0 1
x1x2 0 0 0 1 R(2, 2)
1 + x1x2 1 1 1 0
x1 + x1x2 0 1 0 0
x2 + x1x2 0 0 1 0
x1 + x2 + x1x2 0 1 1 1
1 + x1 + x1x2 1 0 1 1
1 + x2 + x1x2 1 1 0 1
1 + x1 + x2 + x1x2 1 0 0 0
Z Tab. 1.3 vyplývá, že kód R(−1, 2) = 0 a R(0, 2) = 1 jsou opakovací kódy. Kód
R(1, 2) je (4, 3)-kód, který je kódem celkové kontroly parity a kód R(2, 2) = Z42 .
Pro vytváření Reedových-Müllerových kódů slouží generující matice G. Řádky
generující matice tvoří součiny jednotlivých členů boolovského polynomu. Postupuje
se od nejnižšího stupně RM kódu r = 0 až k nejvyššímu stupni r daného kódu.
Pro ilustraci vytváření generující matice libovolného kódu R(r,m) je zde vytvořena
2V některé literatuře se využívá také označení RM(r,m).
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generující matice pro kód R(2, 3).
G =

1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 0 0 0 1 1 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1

V generující matici G odpovídají jednotlivé řádky postupně hodnotám binárních
boolovských funkcí: 1, x1, x2, x3, x1x2, x1x3, x2x3. Všimněme si, že první řádek gene-
rující matice je opakovací kód R(0, 3) a druhý až čtvrtý řádek tvoří pravdivostní
tabulku kódu R(1, 3).
Velmi často se využívá také tzv. zúžený Reedův–Müllerův kód, který označu-
jeme R(r,m)*. Tento kód vznikne vynecháním prvního písmena každého slova kódu
R(r,m). Například generující matice kódu R(2, 3)* bude mít následující tvar.
G* =

1 1 1 1 1 1 1
1 0 1 0 1 0 1
0 1 1 0 0 1 1
0 0 0 1 1 1 1
0 0 0 0 1 0 1
0 0 0 0 0 1 1

1.2.2 Základní parametry Reedových-Müllerových kódů
Obsahem této podkapitoly je seznámení s důležitými parametry, které můžeme ur-
čit u Reedova–Müllerova kódu. Mezi nejdůležitější parametry RM kódů bezpochyby
patří počet informačních znaků k a minimální vzdálenost d. Z minimální vzdále-
nosti d jsme dále schopni zjistit, kolik daný RM kód dokáže objevit a opravit chyb.
Pro stanovení počtu informačních znaků k, s kterými daný Reedův–Müllerův

















Toto číslo určuje délku vstupního slova, které můžeme zakódovat kódem R(r,m).
Procesem kódování a dekódování se zabývá kapitola 1.3.
Minimální vzdálenost d 3 je počet míst, ve kterých se dvě kombinace prvků ve
sledovaném úseku zprávy mezi sebou liší. Snažíme se uměle zvyšovat minimální
3nebo také minimální Hammingova vzdálenost dmin.
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vzdálenost d až na hodnotu, která zajistí, že vznikne tak velký počet možných zna-
ček, aby bylo možné rozdělit toto množství na užívané a neužívané značky. Tím se
zajistí odolnost proti chybám [7]. Pro určení minimální vzdálenosti d kódu R(r,m)
slouží následující vztah
d = 2m−r, (1.11)
kde 2m udává délku RM kódu a r stupeň daného RM kódu. Pokud za vztahu (1.11)
úspěšně určíme minimální vzdálenost d, je poté možno odvodit, kolik je daný RM kód
schopen objevit
t < 2m−r (1.12)
a opravit
t < 2m−r−1 (1.13)
chyb. Chyby jsou zde označovány symbolem t. Nejdůležitější vlastností kódu R(r,m)
je jeho schopnost objevovat a především opravovat chyby vzniklé při přenosu zakó-
dovaného slova přes informační kanál.
Měřítkem kvality každého protichybového kódu je informační rychlost R. 4 In-
formační rychlost R je podle vztahu (1.14) definována jako poměr přenášených in-





Při návrhu libovolného zabezpečovacího kódu je vždy snahou dosáhnout co nej-
vyšší hodnoty informační rychlosti R, tj. dosáhnout co nejvyššího počtu informač-
ních znaků k ve slovu f o co nejnižší délce. Vysoká hodnota informační rychlosti R
má ovšem za následek snížení minimální vzdálenosti d, což má za následek nižší
protichybovou schopnost daného kódu. Proto se vždy snažíme nalézt zabezpečovací
kód, aby co nejefektivněji splňoval zadané požadavky.
1.3 Kódování a dekódování RM kódů
Tato kapitola se věnuje kódování a dekódování Reedova–Müllerova kódu. První pod-
kapitola 1.3.1 se věnuje kódování vstupní bitové posloupnosti informačních znaků k.
Výsledkem procesu kódování je zakódovaná slovo w o délce 2m, které budeme po
přenosu dekódovat s možností opravy t chyb v kódovém slovu. Blok, pomocí kterého
provádíme kódování se nazývá kodér RM kódu a proces dekódování se provádí v de-
kodéru RM kódu. Základní zapojení kodeku RM kódu je znázorněno na Obr. 1.1.
4v některé literatuře označována jako informační poměr.
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Obr. 1.1: Kodek RM kódu.
1.3.1 Kódování Reedových–Müllerových kódů
Při procesu kódování v R(r,m) zakódujeme vstupní posloupnost k informačních bitů
do slova w, jenž lze také označit jako boolovská funkce f , která je poté připravena
k přenosu přes informační kanál. Abychom mohli provést zakódování, potřebujeme
vytvořit především generující matici G pro daný RM kód. Generující matici se
skládá z pravdivostní tabulky daného RM kódu, viz. kapitola 1.1.2 a jednotkového
vektoru umístěného na prvním řádku matice. Generující matici G pak tvoří k řádků
o délce 2m, což odpovídá délce výstupního zakódovaného slova w. Řádky v generující
matici G jsou systematicky řazeny podle stupně r použitého RM kódu.
Kódování poté probíhá vektorovým vynásobením sloupců generující matice G se
vstupní posloupnosti informačních znaků k a následným sečtením jednotlivých sou-
činů za pomoci logické funkce XOR [3]. Vytváření generující matice a samotné kó-
dování bude předvedeno na následujícím příkladě.
Máme zadaný Reedův–Müllerův kód R(2, 4).


















Kód je tedy schopen zakódovat vstupní datové slovo k o délce 11ti bitů do








Zvolíme si tedy náhodnou posloupnost informačních znaků
k = 10001100011,
se kterou budeme dále pracovat.
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• Ve druhém kroku vytvoříme generující matici G pro RM kód R(2, 4). Tabulka
bude obsahovat k = 11 řádků a w = 16 sloupců. První řádek bude pro stu-
peň r = 0, poté následují čtyři řádky pro r = 1 (x1, x2, x3, x4) a zbylé řádky
jsou jednotlivé kombinace pro r = 2 (x1x2, x1x3, x1x4, x2x3, x2x4, x3x4).
G =

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1

• Ve třetím kroku již zbývá jen vynásobit sloupce generující matice G se vstup-
ním bitovým slovem k a za pomoci logické funkce XOR sečíst jednotlivé sčí-
tance. Výsledkem pak bude zakódované slovo w.
w0 = kG[0] = (1 ∗ 1)⊕ (1 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 1)⊕ (1 ∗ 1)⊕
(1 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 1)⊕ (1 ∗ 1) = 1
w1 = kG[1] = (1 ∗ 1)⊕ (1 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 0)⊕ (0 ∗ 0)⊕ (1 ∗ 0)⊕
(1 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 1)⊕ (0 ∗ 0)⊕ (1 ∗ 1) = 0
...
w15 = kG[15] = (1 ∗ 0)⊕ (1 ∗ 0)⊕ (0 ∗ 0)⊕ (0 ∗ 0)⊕ (0 ∗ 0)⊕ (1 ∗ 0)⊕
(1 ∗ 0)⊕ (0 ∗ 0)⊕ (0 ∗ 0)⊕ (0 ∗ 0)⊕ (1 ∗ 1) = 1
w = 1110111000101101.
1.3.2 Kodér Reedových–Müllerových kódů
Kodér Reedových–Müllerových kódů se používá v protichybovém systému k zakódo-
vání vstupního datového slova délky k do výstupního zakódovaného slova w o délce
2m. Slovo w je pak určeno k přenosu přes informační kanál, což zachycuje Obr. 1.1.
Procesu kódování RM kódu se věnovala předchozí podkapitola 1.3.1.
Víme tedy, že k zakódování vstupního slova k potřebujeme hradla logického sou-
činu AND a exkluzivního součtu XOR. Dále je zapotřebí vytvořit čítač, který bude
22
binárně čítat sekvenci začínající nulou a končící číslem 2m pro každé nové vstupní
datové slovo k [3]. Na Obr. 1.2 je nakresleno schéma kodéru pro RM kód R(2, 4)
použitý v kapitole 1.3.1 pro ukázkový příklad. Z tohoto schématu je patrné, že bi-
nární čítač je realizován pomocí m = 4 klopných obvodu D. Pro realizaci součinů
je použito k = 11 součinových hradel AND zapojených tak, aby při každém kroku
čítače tvořili sloupec generující matice G násobený se vstupním slovem k. Výstupy
hradel AND by v ideálním případě byly zapojeny do 11ti vstupního hradla XOR.
Zde je místo 11ti vstupního hradla XOR využito 10 dvouvstupový hradel XOR za-
pojených do série tak, že na výstupu posledního hradla XOR získáváme výstupní
kódové slovo w.
Obr. 1.2: Schéma kodéru pro RM kód R(2, 4).
1.3.3 Dekódování Reedových–Müllerových kódů
Reedovy-Müllerovy kódy jsou důležité zejména pro svou jednoduchou a snadno im-
plementovatelnou metodu dekódování. Procesem dekódování se rozumí, že ve vstup-
ním zakódovaném slovu w nalezneme informační znaky k tak, aby podle Obr. 1.1
odpovídaly slovu vstupujícímu do kodéru. Dekódování RM kódů je založena na po-
užití tzv. většinové logice, tj. pro hledanou hodnotu najdeme soustavu rovnic a roz-
hodneme se buď pro 0, nebo pro 1 tak, aby většina těchto rovnic platila.
V podkapitole 1.3.1 věnující se kódování RM kódů bylo ukázáno jak se vytváří
zakódovaná slovo w, které je po přenosu přes médium určeno k dekódování. Stupeň
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tohoto polynomu w musí být vždy ≤ r použitého kódu R(r,m). Po přijetí zakódo-
vaného boolovského slova w o délce 2m znaků hledáme soustavu rovnic pro určeni
koeficientů qi.













Abychom získali slovo v odpovídající podle Obr. 1.1 posloupnosti informačních
znaků k, postupujeme následovně.
1. Určíme koeficienty q, pro které platí ‖i‖ = r a to tak, že vytvoříme soustavu
rovnic podle ∑
j∈M(i)
wj+s pro s ∈M(n− i− 1), (1.16)
kde vytvoříme soustavu o d rovnicích. Každá rovnice je podle (1.16) složena
ze sčítanců zakódovaného slova w, které vybíráme z množiny M(i), kdy pro
součet využíváme logickou funkci XOR. V jednotlivých rovnicích je důležitý
parametr s, pomocí nějž jsou vybírány jednotlivé bity ze slova w. Tento para-
metr získáme opět jako množinu M(n−i−1), ve které udává parametr n délku
slova w a proměnná i značí součet binárních čísel xi z množiny M(i).
2. Podle výsledků jednotlivých d rovnic rozhodneme o hodnotě určovaného ko-
eficientu qi tak, že je-li většina z d výrazů (1.16) rovna 1, určíme qi = 1.
V opačném případě, kdy je většina z d rovnic rovna 0, určíme qi = 0. Pokud






a ohlásíme, že počet chyb je aspoň d2 .
3. Pokud jsou určeny veškeré koeficienty qi pro ‖i‖ = r, vyjádříme nové kódové
slovo w′ podle










podle kterého lze určit koeficienty qi pro ‖i‖ = r − 1.
4. Podle postupu popsaného v bodech 1-3 a postupnou aplikací vzorců (1.16) a
(1.17) určíme všechny koeficienty qi. Poslední koeficient q0 získáme ze stupně
polynomu r = 0 a zde proces dekódování ukončíme. Nyní již jen doplníme
získané koeficienty qi do vztahu (1.15) a určíme boolovský polynom v.
Pro ukázku procesu dekódování a použití vzorců (1.16) a (1.17) z výše uvedeného






Nyní ze slova w určíme pomocí většinové logiky posloupnost informačních znaků k.
Dekódování zahájíme pro nejvyšší stupeň r = 2 použitého RM kódu R(2, 4) a po-
kračujeme až po stupeň r = 0.
1. r = 2.
Pro r = 2 odpovídají koeficienty q3, q5, q6, q9, q10, q12.
• q3 odpovídající v generující matici G řádku x1x2.
Mw{0, 1, 2, 3},Ms(16− 3− 1) = {0, 4, 8, 12}
w0 + w1 + w2 + w3 = 1
w4 + w5 + w6 + w7 = 1
w8 + w9 + w10 + w11 = 1
w12 + w13 + w14 + w15 = 1
q3 = 1
• q5 odpovídající v generující matici G řádku x1x3.
Mw{0, 1, 4, 5},Ms(16− 5− 1) = {0, 2, 8, 10}
w0 + w1 + w4 + w5 = 0
w2 + w3 + w6 + w7 = 0
w8 + w9 + w12 + w13 = 0
w10 + w11 + w14 + w15 = 0
q5 = 0
...
• q12 odpovídající v generující matici G řádku x3x4.
Mw{0, 4, 8, 12},Ms(16− 12− 1) = {0, 1, 2, 3}
w0 + w4 + w8 + w12 = 1
w1 + w5 + w9 + w13 = 1
w2 + w6 + w10 + w14 = 1
w3 + w7 + w11 + w15 = 1
q12 = 1
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Pomocí vztahu (1.16) jsme tedy určily soustavy d = 4 rovnic pro každý koefici-
ent qi → ‖i‖ = 2 a za pomoci většinové logiky pak určili hodnotu koeficientů qi.
Ty jsou tedy rovny q3 = 1, q5 = 0, q6 = 0, q9 = 0, q10 = 1, q12 = 1.
V dalším kroku použijeme vztah (1.17) pro získání slova w′, aby bylo možno
pokračovat v procesu dekódování pro stupeň r = 1
w′ = w − (q3x1x2 + q10x2x4 + q12x3x4) = 1111111100000000.
2. r = 1.
Pro r = 1 odpovídají koeficienty q1, q2, q4, q8.
• q1 odpovídající v generující matici G řádku x1.
Mw{0, 1},Ms(16− 1− 1) = {0, 2, 4, 6, 8, 10, 12, 14}
w0 + w1 = 0
w2 + w3 = 0
w4 + w5 = 0
w6 + w7 = 0
w8 + w9 = 0
w10 + w11 = 0
w12 + w13 = 0
w14 + w15 = 0
q1 = 0
...
• q8 odpovídající v generující matici G řádku x4.
Mw{0, 8},Ms(16− 8− 1) = {0, 1, 2, 3, 4, 5, 6, 7}
w0 + w8 = 1
w1 + w9 = 1
w2 + w10 = 1
w3 + w11 = 1
w4 + w12 = 1
w5 + w13 = 1
w6 + w14 = 1
w7 + w15 = 1
q8 = 1
Obdobně jako pro r = 2 byl i zde využit vztah (1.16) pro výpočet koefi-
cientů q1, q2, q4 a q8. Ze soustavy o d = 8 rovnic jsme za pomocí většinové
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logiky určili koeficienty q1 = 0, q2 = 0, q4 = 0, q8 = 1.
Pro získání koeficientu q0 musíme nejprve vyjádřit slovo w′′, na které bu-
deme aplikovat většinovou logiku. Toto slovo dostaneme výpočtem podle
(1.17)
w′′ = w′ − (q8x4) = 1111111111111111.
3. r = 0.
Tomuto stupni odpovídá poslední určovaný koeficient q0. Pomocí většinové
logiky, aplikované na slovo w′′, určíme q0 = 1.
4. V posledním kroku určíme slovo v. Protože každému koeficientu qi odpovídá
podle řádku generující matice G hodnota kj, získáme
v = 10001100011 = k.
Podle výsledku je patrné, že se rovná posloupnost vstupních informačních
znaků k s výsledným dekódovaným slovem v. Proto můžeme prohlásit proces
dekódování za úspěšný.
1.3.4 Dekodér Reedových–Müllerových kódů
V praxi se podle [3] dekódování realizuje pomocí tzv. Green machine. Tato tech-
nologie byla vynalezena pro vesmírnou misi Mariner. Z matematického hlediska to
znamená, že vynásobíme přijatou bitovou posloupnost s Hadamardovou maticí. Tato
matice je vždy čtvercová a nabývá pouze hodnot 1 a −1. Využívá se toho, že Ree-
dův–Müllerův kód je ortogonální, proto platí, že korelace mezi libovolnými kódovými
slovy je vždy nula, zatím co autokorelace je kódové slovo o délce 2k. Podle toho, ve
kterém řádku Hadamardovy matice vyjde autokorelace, stanovíme výstupní slovo
tak, že rozepíšeme číslo řádku do binárního tvaru a přidáme k němu MSB přijaté
bitové posloupnosti.
V této práci bude ovšem dekódování realizováno pomocí dekodéru založeném
na použití většinové logiky popsané v podkapitole 1.3.3. Pro návrh dekodéru bude
využito programovatelných logických obvodů, kterými se zabývá další kapitola 2.
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2 PROGRAMOVATELNÉ LOGICKÉ OBVODY
Programovatelné logické obvody PLD (Programmable Logic Devices) jsou dnes jed-
nou s nejrozšířenějších možností pro realizaci číslicových obvodů. Na Obr. 2.1 je
zobrazen přehled dnes používaných způsobů realizace číslicových obvodů.
Obr. 2.1: Přehled způsobů realizace číslicových obvodů.
Nejstarším a dnes již téměř nepoužívaným způsobem realizace číslicových obvodů
je použití základních řady integrovaných obvodů. Hlavní výhodou těchto obvodů je
podle [4] rychlá reakce, snadná dostupnost a malá spotřeba u obvodů CMOS. Jako
nevýhody základních řad integrovaných obvodů lze uvést, že umožňují pouze malý
stupeň integrace a je obtížné změnit funkci obvodu bez nutnosti změny plošného
spoje.
Pro složitější číslicové systémy přichází v úvahu realizace pomocí mikrokontro-
léru či mikropočítače, které díky programovatelnosti umožňují univerzální použití.
Mezi hlavní výhody této realizace patří především možnost změny naprogramování
bez změny plošného spoje. Naopak nevýhodou je pomalejší reakce na podněty, pro-
tože procesor k vytvoření žádoucích výstupních signálů musí vykonat určitý počet
instrukcí, což v rychlých aplikacích může být na závadu, a to zvláště u systémů
pracujících v reálném čase [5].
Obvody programovatelné logiky využívají integrované obvody základních řad,
které jsou ovšem realizovány na jednom čipu. Podobně jako u mikrokontrolérů je
možno realizovat různé funkce obvodu změnou naprogramování 1. Výhodou těchto
1U PLD se častěji používá termín konfigurace.
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obvodů je rychlá reakce, ve srovnání s procesory však mají nižší univerzálnost. Ob-
vody PLD se podle Obr. 2.1 dále rozdělují do několika skupin, které budou blíže
rozebrány v kapitole 2.1.
Obvody ASIC (Application Specific Integrated Circuits) představují vyšší stupeň
realizace číslicových subsystémů vhodný především pro hromadnou výrobu, aby se
vynahradily větší počáteční náklady. Řešení s těmito obvody je obvykle po technické
stránce nejlepší, s nejmenší spotřebou napájecího proudu, nejmenším zpožděním
a nejnižší cenou za vyrobení jednoho obvodu, ovšem za předpokladu, že se návrhu
obvodu věnuje dostatečná péče. [4, 5]
2.1 Rozdělení PLD
Programovatelné logické obvody rozdělujeme do dvou základních skupin.
• Obvody skládající se z tzv. makrobuněk, které jsou tvořeny dvoustupňovou
strukturou AND/OR a mohou v jednoprůchodovém zapojení realizovat po-
měrně složité logické funkce (SPLD, CPLD).
• Obvody složené z malých základních bloků, kde se počítá s propojením více
těchto bloků (FPGA).
První skupina obvodů lze nazvat také PLA (Programmable Logic Array). Zá-
kladem těchto obvodů je dvoustupňová struktura názorněná na Obr. 2.2 [4], kdy
oba stupně jsou programovatelné a zapisují ve tvaru součtu součinů (SOP – Sum of
Products). Na tomto principu je založena funkce obvodů architektur
• SPLD (Simple PLD) – souhrnný název pro obvody 1. a 2. generace PLD. Re-
prezentováno obvody GAL, uplatnění pro jednodušší aplikace.
• CPLD (Complex PLD) – obvody 3. generace, obsahují několik bloků slože-
ných s makrobuněk, které jsou na čipu vzájemně propojeny programovatelnou
strukturou.
Obr. 2.2: Dvoustupňová struktura ve tvaru SOP.
Obvody druhé skupiny se souhrnně nazývají FPGA (Field Programmable Gate
Arrays). Jejich bloková struktura je tvořena polem konfigurovatelných logických
bloků CLB (Configurable Logic Block). K propojení jednotlivých CLB se využívá
programovatelná propojovací struktura PI (Programmable Interconnect) a kolem
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bloků CLB se nachází jednotlivé vstupně-výstupní bloky IOB (Input/Output Block).
Takto popsané blokové schéma je v zjednodušené formě znázorněno na Obr. 2.3 [4].
Kromě bloků znázorněných na Obr. 2.3 integrují výrobci do FPGA další prvky.
Obr. 2.3: Blokové schéma FPGA.
Většina moderních FPGA obsahuje několik bloků rychlé synchronní statické paměti
RAM, PLL (Phase Locked Loop) nebo DLL (Delay Locked Loop) pro obnovení
charakteristik hodinového signálu, případně pro násobení nebo dělení jeho frekvence.
Bližší informace k obvodům FPGA lze získat z [4, 11] nebo lze využít datasheet pro
daný obvod od výrobce.
Mezi hlavní výrobce obvodů FPGA patří firmy Altera, Lattice a Xilinx, které
nabízejí různé modely. Pro účel realizace kodeku Reedova-Müllerova kódů lze vyu-
žít libovolný obvod FPGA, který bude mít odpovídající počet IO bloků a vnitřní
strukturou takovou, aby do něj šel nakonfigurovat program pro daný RM kód. Tím,
jak se programují obvody FPGA pro určitou aplikaci, se zabývá kapitola 2.2.
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2.2 Programování obvodů FPGA
Pro programování obvodů FPGA využíváme některý z HDL jazyků. V současnosti
se nejvíce používají dva jazyky. V asijských zemích to je především jazyk Verilog
a v Evropě jazyk VHDL. V USA se využívají oba jazyky. Tyto programovací jazyky
umožňují popsat chování obvodu na různých úrovních abstrakce. V této práci se
bude pracovat s jazykem VHDL, o kterém se blíže zmíní podkapitola 2.2.1. Součástí
této kapitoly bude také podkapitola 2.2.2 podrobnější seznámení s postupem při
návrhu programu.
2.2.1 Jazyk VHDL
Název VHDL představuje podle [6] akronym — VHSIC HDL (Hardware Description
Language). Samo označení VHSIC je další akronym představující název projektu,
v rámci něhož byl jazyk VHDL zpracován, a znamená Very High Speed Integrated
Circuits. Jazyk VHDL byl původně vyvinut především pro modelování a simulaci
rozsáhlých systémů, ale je použitelný i pro syntézu číslicových systémů.
Základní vlastnostu jazyka VHDL jsou:
• Je to otevřený standard, k jeho použití není zapotřebí žádná licence.
• Umožňuje navrhovat číslicový systém, aniž by byl zvolen cílový obvod (PLD
nebo FPGA).
• Podporuje hierarchickou strukturu projektů, přenositelnost kódu.
• Lze odsimulovat zdrojový text v různých simulátorech a syntetizérech.
• Konstrukci v jazyce VHDL je možno využít jako podklad pro implementaci
do obvodů ASIC vhodných pro velké série.
Základní konstrukce modelu v jazyce VHDL se skládá z deklarace entity a popisu
architektury. Deklarace entity popisuje vstupy a výstupy konstrukce, popis archi-
tektury definuje její funkci. Popis architektury může být zapsán behaviorálním nebo
strukturálním stylem. Popis zapsaný behaviorálním stylem je snadněji pochopitelný,
protože vyjadřuje chování popisovaného objektu, zatímco strukturální styl je zalo-
žený na popisu propojení komponent, a tak může přesněji vyjádřit podrobnosti
zapojení. Abychom mohli správně definovat funkci programu, využíváme klíčová
slova (reserved keywords). Přehled klíčových slov je možno najít například v [2]
v příloze B. Pro programování v jazyce VHDL můžeme využít řadu funkcí, různých
deklarací a objektů, kterými se nyní nebudeme zabývat. Potřebné informace o syn-
taxi jazyka VHDL, nebo popisu jednoduchých komponent v tomto jazyce, je možno
získat nnpříklad ze zdrojů [2, 6, 11].
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2.2.2 Postup při programování obvodů FPGA
Pro programování obvodů FPGA můžeme tedy volit mezi dvěma HDL jazyky, po-
mocí kterých jsme schopni do cílového obvodu přesunout informace o požadované
funkci (konfigurační informace). V tomto případě si zvolíme, že cílový systém bu-
deme programovat v jazyce VHDL. Dále musíme zvolit programovací prostředí a si-
mulátor. Výběr je relativně široký, protože většina výrobců obvodů FPGA (Xilinx,
Altera, Latice,. . . ) vyvíjí také příslušný software.
Typický postup při návrhu obvodu FPGA je zachycen na Obr. 2.4.
Obr. 2.4: Typický postup návrhu obvodu FPGA.
V prvním kroku tedy vytváříme popis vyvíjené aplikace, kde stanovíme poža-
davky na funkční chování. Blok funkční popis zahrnuje vytvoření modelu aplikace
v jazyce HDL a ověření jeho funkčnosti v simulátoru (behaviorální simulace). Po
ověření funkce modelu se provede syntéza a implementace do cílového obvodu.
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• Syntézou se rozumí vygenerování „netlistuÿ, tj. vytvoření schématu zapojení
s obvodovými prvky, které jsou obsaženy v cílovém obvodu. Netlist se zapisuje
nejčastěji ve formátu EDIF.
• Implementace je podle [4] několik postupných kroků, které vyústí do vytvo-
ření popisu propojení cílového obvodu, který je podkladem pro vytvoření
tzv. bitstreamu používaného pro konfiguraci FPGA.
1. Mapping – spočívá v přiřazení obvodových prvků použitých ve výsledku
syntézy konkrétním prvkům obsaženým v cílovém obvodu.
2. Placement – rozmístění těchto prvků, tedy jejich přiřazení odpovídajícím
obvodovým strukturám.
3. Routing – propojením, které závisí na kvalitě rozmístění prvků, se vytvoří
plán výsledné struktury včetně potřebného nakonfigurování programova-
telných propojek. Požadovaný stav jednotlivých propojek je pak obsažen
v souboru, který je výsledkem implementace (bitstream).
V předposledním bloku, post-fit simulaci, se provádí ověření časových parametrů.
Tento proces lze nazývat i statickou časovou simulací. V posledním kroku použijeme
programovací soubor označovaný jako bitstream, jenž byl vytvořen při implementaci
a použijeme ho k naprogramování (konfiguraci) cílového obvodu FPGA.
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3 NÁVRH REALIZACE KODEKU RM KÓDU
Podle zadání této bakalářské práce je jejím cílem vypracovat podrobný návrh re-
alizace kodeku RM kódu a ověření jeho funkčnosti. Tomuto návrhu se bude nyní
věnovat tato kapitola, která je rozdělena do tří částí. V úvodní podkapitole 3.1
bude zvolen vhodný RM kód tak, aby splňoval všechny požadavky plynoucí se za-
dání práce. Pro zvolený RM kód bude dále vypracován podrobný návrh realizace
kodeku, kde bude využito programovatelných logických obvodů a jazyka VHDL.
Samotnému návrhu kodeku se věnuje podkapitola 3.2. V poslední části této kapi-
toly 3.3 jsou prezentovány výsledky simulací jednotlivých bloků kodeku navrženého
RM kódu.
3.1 Výběr RM kódu
Výběr vhodného zabezpečovacího kódu je prvním krokem při návrhu celého celku.
Ze zadání práce vyplývá, že navrhovaný Reedův-Müllerův kód musí splňovat dva
požadavky.
1. Musí být schopen zabezpečit data proti t = 4 nezávislým chybám v kódové
kombinaci.
2. Jeho informační rychlost musí vyhovět podmínce R ≥ 0,5.
Pro splnění první podmínky musíme brát v úvahu vztah (1.13), ze kterého plyne,
že schopnost RM kódů opravovat chyby v kódové kombinaci závisí hlavně na délce
RM kódu, jenž je 2m a na jeho stupni r. V následující tabulce 3.1 je zobrazen přehled
RM kódů schopných opravit alespoň t = 4 chyby v kódovém slovu.
RM kód Počet opravitelných chyb t Informační rychlost R
R(0, 4) 7 0,06
R(1, 5) 7 0,19
R(2, 6) 7 0,34
R(3, 7) 7 0,5
R(4, 8) 7 0,64
Tab. 3.1: Přehled RM kódů pro opravu t = 4 chyb.
Jak je patrné z tab. 3.1 a vztahu (1.13) nedokáže RM kód opravovat přesně
t = 4 chyby, ale vždy rozmezí chyb omezených hodní hranicí 2n − 1, kde n je
m − r − 1. Na první pohled se to může zdát jako nevýhoda, přesto tuto vlastnost
RM kódů využijeme ke zlepšení celého protichybového systému, jenž bude nyní
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schopen opravit až t = 7 nezávislých chyb v kódové kombinaci. Aby byla splněna
i druhá podmínka o informační rychlosti, vybereme kód R(3, 7), jehož informační
rychlost je R = 0,5.
Ve výsledku jsou tedy splněny obě zadané podmínky a navíc je kód R(3, 7)
schopen opravovat až t = 7 chyb při informační rychlosti R = 0,5. Daný RM kód
má výslednou délku 2m = 27 = 128 bitů a dokáže zabezpečit k = 64 vstupních
informačních bitů.
3.2 Návrh kodeku RM kódu
Na prvním místě je potřeba si ujasnit, že kodeky budou realizovány pomocí pro-
gramovatelných logických obvodů FPGA. Proto pro návrh celého systému je využit
software od firmy Xilinx – Xilinx ISE 10.1, pro jehož využívání je vhodné použít
manuál [8]. Návrh zdrojových kódu je psán v jazyce VHDL, který byl obsahem
podkapitoly 2.2.1.
Pro návrh kodeku slouží následující blokové schéma systému pro kód R(3, 7).
Z Obr. 3.1 je patrno, že se kodek skládá z kodéru a dekodéru. Do kodéru vstu-
Obr. 3.1: Blokové schéma kodeku R(3, 7).
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puje posloupnost informačních znaků k o délce 64 bitů. V kodéru proběhne zakó-
dování vstupního slova do slova w = 128 bitů, které je určeno pro přenos přes
informační kanál, jenž není v blokovém schématu 3.1 zahrnut. Po přenosu je zakó-
dované slovo w přijato v dekodéru. Dekodér je tvořen stupňovitě pro r = 3, . . . , 0.
V každém stupni je dekódována část vstupního slova. Na konci cyklu dekódování
dostáváme výstupní slovo v, které by při úspěšném dekódování mělo být shodné se
slovem vstupním v = k.
Další podkapitoly 3.2.1 a 3.2.2 podrobně popisují návrh kodéru a dekodéru.
3.2.1 Návrh kodéru
Proces kódování a funkce kodéru Reedových-Müllerových kódů byly popsány v ka-
pitolách 1.3.1 a 1.3.2. Odtud tedy víme, že pro zakódování vstupního slova k potře-
bujeme vytvořit generující matici G použitého kódu R(3, 7). Protože jsou rozměry
generující matice G příliš veliké (64 řádků a 128 sloupců), nebude tato matice sou-
částí tohoto textu. Můžeme si ji však představit, že je tvořena stupni r kódu R(3, 7):
• r = 0: 1. řádek matice tvoří boolovské funkce 1 = 111 . . . 1
• r = 1: 2. – 8. řádek matice tvoří boolovské funkce x1, x2, . . . , x7
• r = 2: 9. – 29. řádek matice tvoří boolovské funkce x1x2, x1x3, . . . , x6x7
• r = 3: 30. – 64. řádek matice tvoří boolovské funkce x1x2x3, x1x2x4, . . . , x5x6x7
V příloze B.3 je použita část generující matice G pro stupeň r = 3. Toto matice
je využita ve zdrojovém kódu bloku Rozdíl úrovně r = 3 dekodéru. Z její délky je
patrné, že prezentovat ji v celé velikosti je nejen nepřehledné, ale i velmi náročné na
rozsah stránek.
Samotné kódování poté probíhá vektorovým vynásobením sloupců generující ma-
tice G se vstupní posloupnosti informačních znaků k a následným sečtením jednot-
livých součinů za pomoci logické funkce XOR. Protože využíváme behaviorální styl
popisu v jazyce VHDL, tak se nezajímáme o vnitřní zapojení kodeku. Stačí nám jen
popsat výše uvedený postup kódování, aby splňoval všechny syntaktické požadavky.
Abychom nemuseli přepisovat celou generující matici G přepisovat do jazyka
VHDL, stačí vybrat jen určité bity ze vstupního slova k a ty pak sečíst za pomoci
logické funkce XOR. Bity, které mají být vybrány určíme z generující matice. Z prin-
cipu kódování plyne, že využíváme logickou funkci AND pro postupné vynásobení
datového slova k se všemi sloupci matice G. Funkce AND má na výstupu log. 1
pouze v případě, kdy mají oba vstupní signály hodnotu log 1. Pokud vycházíme
z tohoto předpokladu, tak vybereme jen ty bity slova k, které mají v daném sloupci
generující matice hodnotu log. 1.
Nyní již stačí jen aplikovat výše uvedený postup do jazyka VHDL. V příloze A se
nachází úryvek ze zdrojového kódu kodéru. Z této ukázky je patrné, že z důvodu
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délky zakódovaného slova w = 128 bitů bude rozsah programu tak veliký, že pre-
zentovat celý zdrojový kód by bylo značně neúsporné. Ovšem i z této krátké ukázky
lze vyčíst princip funkce kodéru.
3.2.2 Návrh dekodéru
Návrh dekodéru se řídí podle blokového schématu zachyceného na Obr. 3.1. Jak bylo
uvedeno v kapitole 1.3.3 bude i zde použita pro dekódování metoda většinové logiky.
Abychom mohli aplikovat tuto metodu, musíme rozdělit dekodér do několika úrovní
podle stupně RM kódu. Pro návrh dekodéru kódu R(3, 7) se bude skládat ze čtyř
úrovní podle stupňů r = 3, . . . , 0. Úrovně r = 3 až r = 1 mají podobnou strukturu,
kdy se skládají z bloků
• Součty
• Major logic dekodér
• Rozdílový člen.
Poslední stupeň r = 0 obsahuje pouze blok Major logic dekodér, ale do jeho struktury
lze zařadit také Součtový člen, do kterého vstupují výstupy z jednotlivých Major
logic dekodérů, jak je patrné z Obr. 3.1.
Při návrhu dekodéru v jazyce VHDL postupujeme tak, že si nejprve vytvoříme
bloky Součty, Major logic dekodér a Rozdílový člen, které posléze propojujeme do
jednotlivých úrovní popsaných výše. V následujícím textu bude popsána funkce
jednotlivých bloků pro nejvyšší úroveň dekodéru stupně r = 3.
Součty
Do tohoto bloku vstupuje zakódované slovo w. Pro toto 128bitové slovo jsou na-
definovány kontrolní součty, ze kterých získáváme soustavu 35 rovnic, kdy každá
rovnice lze považovat za boolovskou funkci s0, s1, . . . , s34 o délce 16 bitů. Označení
je voleno záměrně tak, aby bylo možno z každého slova s okamžitě odhadnout, který
bit výstupního slova v je dekódován.
Pro výpočet jednotlivých bitů funkcí s0, s1, . . . , s34 je využito kontrolních součtů
podle vztahu (1.16). Dle tohoto vztahu je každý ze 16ti bitů slova s roven výsledku
rovnice, jenž je vytvořena tak, že je vybráno 8 bitů ze slova w, které jsou následně se-
čteny pomocí logické funkce XOR. Výsledné slova s0, s1, . . . , s34 jsou dále přenášen
do dalšího bloku, jímž je Major logic dekodér.
Protože je zdrojový kód opět dlouhý, je v příloze B.1 uvedena pouze zkrácená
verze zdrojového kódu. Z tohoto kódu lze vypozorovat, že do bloku Součty vstupuje
slovo w a výstupem jsou slova s0, s1, . . . , s34. Dále je zde patrný výše uvedený
postup vytváření jednotlivých součtu, které jsou pro každé slovo s různé. Z tohoto
důvodu není možno efektivně tento zdrojový kód zkrátit pomocí smyček. Realizace
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za pomocí smyček by možná byla, ale na délce zdrojového kódu by se toho moc
nezměnilo a snížila by se přehlednost celého zdrojového kódu.
Major logic dekodér
Jak napovídá název použité metody dekódování, bude v tomhle bloku probíhá rozho-
dování, jestli bude dekódovaný bit hodnoty log. 0 nebo log. 1. Rozhodování probíhá
na základě přijatých slov s0, s1, . . . , s34. Blok Major logic dekodér zde porovnává
jestli je v přijatém slovu s vyšší počet jedniček nebo nul a podle výsledku rozhodne
o podobě výstupního bitu slova v. Pokud nastane situace, kdy bude shodný počet
jedniček a nul ve zkoumaném slovu s znamená to, že je počet chyb t = 8 v zakódo-
vaném slovu w. Protože je podle zadání práce určeno, aby byl kodek schopen zajistit
opravu maximálně t = 4 chyb, není stav pro t = 8 chyb ošetřen. Kdyby v krajních
případech tento stav nastal, způsobilo by to nestabilitu systému.
Pokud se na blok Major logic dekodér podíváme z pohledu jazyka VHDL zjis-
tíme, že je rozhodovací mechanismus tvořen pomocí smyčky for. V této smyčce
je do proměnné count zaznamenáván počet jedniček v přijatém slovu s. Zbytek
rozhodování zajistí podmínka tvořená příkazem if, ve které se porovnává hodnota
proměnné count s číslem b′1000′. Pokud je v proměnné count uložena vyšší hodnota
než b′1000′, bude výstupní bit slova v roven log. 1 nebo v opačném případě, kdy
count bude menší než rozhodovací úroveň, jenž má hodnotu 8, bude na výstupu
log. 0.
Výše popsaný mechanismus funkce bloku Major logic dekodér je prezentován
v příloze B.2. Z textu zdrojového kódu se opět nabízí myšlenka použití dvojité
smyčky. K realizaci této myšlenky je ovšem zapotřebí definovat proměnnou o dvou
neznámých. Bohužel tato deklarace nebyla nalezena, a proto je zdrojový kód zdlou-
havější. V příloze je tedy uvedena pouze ilustrační ukázka podoby VHDL kódu
sloužícího k realizaci bloku Major logic dekodér.
Rozdíl
Pro definování funkce tohoto bloku vycházíme z procesu dekódování, popsaného
v podkapitole 1.3.3, kde pro přechod do nižší úrovně dekodéru r = 2 musí být vy-
tvořeno slovo ww. Toto slovo, jenž je výstupem tohoto bloku, je základním kamenem
pro aplikaci výše popsaného procesu dekódování ve stupni r = 2. Pro určení slova
ww je zapotřebí, aby do tohoto bloku vstupovalo slovo w a dekódované bity slova
v3, jak je znázorněno na Obr. 3.1.
Blok Rozdíl navrhujeme tak, aby realizoval funkci popsanou vztahem
ww = w − [v3(34) . . . v3(0)][G3], (3.1)
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kde za G3 považujeme část generující matice G pro stupeň r = 3 definovanou
v podkapitole 3.2.1.
Pro realizaci bloku Rozdíl v jazyce VHDL je třeba definovat typ pole, nazvaného
pole3 o velikosti 35x128. Tento typ využijeme pro deklarování konstanty G3, kte-
rou naplníme částí generující matice G odpovídající stupni r = 3. Ze vztahu (3.1)
vyplývá, že sice pracujeme se součinem příslušného řádku matice G3 s příslušným
bitem slova v3, ale při behaviorálním popise v jazyce VHDL takto zadaný součin
fungovat nebude. Proto musíme převést daný bit slova v3 na vektor o délce 128
bitů, který bude využit pro vektorový součin s řádky matice G3, jejichž hodnota
je uložena v proměnné G3. Pro převod je využívána proměnná v vec, která mění
svou hodnotu podle bitů slova v3. Jednotlivé výsledky součinu [v3(34) . . . v3(0)][G3]
jsou ukládány do proměnné rozdil, jenž je definována stejně jako jako proměnná G3
a to polem typu pole3. Nyní již jen sečteme jednotlivé řádky matice rozdil využitím
logické funkce XOR a výsledek uložíme do proměnné G3XOR. Tato proměnná je
typu std logic vector o délce 128 bitů.
Název bloku Rozdíl je poněkud zavádějící, poněvadž v jazyce VHDL je požado-
vaná funkce rozdílu realizována pomocí logické funkce XOR. Pokud se vrátíme do
rozebírané funkce bloku Rozdíl v jazyce VHDL zjistíme, že pro dokončení aplikaci
vztahu (3.1) je již třeba provést jen příkaz
ww <= w xor G3XOR;
a získáme požadované slovo ww. Výše uvedený postup tvorby bloku Rozdíl v jazyce
VHDL je zachycen v příloze B.3.
Stupeň r = 0
Protože stupně dekodéru r = 2 a r = 1 jsou tvořeny analogicky jako výše popsaný
stupeň r = 3, nebude jim v následujícím textu věnována vyšší pozornost. Podrob-
nější popis je ovšem třeba věnovat stupni r = 0, který je složen pouze z bloku Major
logic dekodér a Součtového členu, jehož zdrojový kód je začleněn do zdrojového kódu
Major logic dekodér.
Do bloku Major logic dekodér vstupuje slovo wwww a výstupem je dekódované
slovo k, které je ovšem na Obr. 3.1 nazvané v. Protože je do tohoto bloku imple-
mentován součtový člen, musí být přidány i vstupy pro jednotlivé dekódované slova
v3, v2 a v1. To je naznačeno v příloze B.4. Z této přílohy je patrná i struktura
architektury MajorLogic0. Pro tu je charakteristické, že pracuje obdobně jako blok
Major logic dekodér stupně r = 3, jehož funkce byla popsána výše. Hlavním rozdílem
mezi těmito bloky je skutečnost, že architektura MajorLogic0 nevyužívá slova s, ale
o hodnotě posledního dekódovaného bitu v(63), uloženého ve slově v0, se rozhoduje
ze slova wwww, na které se opět aplikuje cyklus většinové logiky.
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Po úspěšném procesu dekódování získáme výstupní slovo v, které je složeno ze
slov v3 . . . v0. Tyto slova jsou získána z výstupu bloků Major logic dekodér každé
úrovně r dekodéru. Všechny slova v se sečtou pomocí logického součtu OR. Tento
součet lze v jazyce VHDL formulovat kódem
k <= v0 or v1 or v2 or v3;
a výsledné dekódované slovo k je kompletní.
3.3 Ověření funkce kodeku RM kódu
Zadáním bakalářské práce je ověřit funkčnost kodeků. Tato funkčnost bude ověřena
simulací v programu ModelSim SE 5,7f. Pro otestování zdrojových kódů jazyka
VHDL je tento software jedinečný. Aby bylo možno tento program aplikovat na
zdrojové kódy jednotlivých bloků, je potřeba pro každý testovaný blok vytvořit
testovací jednotku, tzv. TestBench1, jehož funkce, struktura a vytváření je přehledně
popsáno například v [6].
V následujících podkapitolách 3.3.1 a 3.3.2 bude podrobněji popsán postup si-
mulace pro blok Kodér a Dekodér.
3.3.1 Simulace Kodéru
Pro simulaci bloku Kodér využijeme zdrojový kód uvedený v příloze A. Aby bylo
možno provést simulaci tohoto kódu, vytvoříme v programovém prostředí Xilinx ISE
10.1 testovací jednotku TB. V TB definujeme použitou entitu, zde
ENTITY KoderTB IS
END KoderTB;
a architekturu, v níž je vložena komponenta Koder, kterou lze dále využít ve vyšších
stupních struktury. Komponenta Koder je zapsána následovně.
COMPONENT Koder
PORT(
k : IN std_logic_vector(63 downto 0);
w : OUT std_logic_vector(127 downto 0)
);
END COMPONENT;
V architektuře musí být také deklarovány použité vstupní i výstupní signály. V pří-
padě Bloku Kodér to jsou signály k a w definovány podle následující ukázky.
1V češtině se setkáme také s výrazem benč, nebo zkratkou TB
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--Inputs
signal k : std_logic_vector(63 downto 0) := "1110010011
110010101111000000011101011011111000101001110011110011";
--Outputs
signal w : std_logic_vector(127 downto 0);
Z ukázky je patrné, že bude zakódováno slovo
k = 1110010011110010101111000000011101011011111000101001110011110011
do slova w, jenž je výstupem simulace. V těle TB je již definováno pouze mapování
portů a časování simulace. Po úspěšně provedené simulaci bude výstup simulátoru
ModelSim SE 5,7f vypadat tak, jak je zachyceno v příloze C.1. Výstupní slovo w má




Simulace celku Dekodér je o něco složitější, protože je třeba odsimulovat funkčnost
několika dílčích bloků, jejichž funkce byla rozebrána v 3.2.2. Proto při simulaci postu-
pujeme systematicky, kdy ověřujeme nejprve funkčnost jednotlivých bloků Součty,
Major logic dekodér a Rozdíl pro každý stupeň r dekodéru. Provedení simulace vyža-
duje tvorbu TB pro každý simulovaný blok. Jednotlivé struktury TB jsou podobné
jako struktura TB bloku kodér, kdy se obměňují pouze definované porty, signály
a další části, aby se zajistila kompatibilita s daným zdrojovým kódem. Tento po-
stup je o něco zdlouhavější, ale přináší jistotu ověření funkčnosti všech dílčích bloků.
Po úspěšně provedené simulaci všech dílčích bloků spadajících do daného stupně
r dekodéru, je možno seskupit zdrojové kódy těchto bloků do jediného zdrojového
kódu pro každou úroveň dekodéru r = 3 . . . 0. Vzniknou tedy čtyři nezávislé zdrojové
kódy, které realizují funkci jednotlivých úrovní r, jak je znázorněno na Obr. 3.1.
Nyní opět provedeme simulaci nově vzniklých zdrojových kódu, aby jsme z TB
získaly komponenty Dekoder3 až Dekoder0, které využijeme při tvorbě finálního
zdrojového kódu celku Dekodér. Tyto komponenty mají následující tvar, kdy je jako
příklad využita komponenta Dekoder3.
COMPONENT Dekoder3
PORT(
w : IN std_logic_vector(127 downto 0);
ww : OUT std_logic_vector(127 downto 0);
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v3 : OUT std_logic_vector(63 downto 0)
);
END COMPONENT;
Výše popsané komponenty využijeme při tvorbě zdrojového kódu celku Dekodér.
Tento zdrojový kód bude obsahovat pouze odsimulované bloky jednotlivých úrovní
r dekodéru. Finální zdrojový kód je uveden v příloze B.5. Z tohoto zdrojového kódu
je patrné, že se již nezabýváme definováním nových struktur, ale využíváme funkční
odsimulované bloky. Tyto bloky pak jen mezi sebou vhodně propojíme a můžeme
vytvořit TB tohoto finálního zdrojového kódu. Zdrojový kód tohoto TB je uveden
v příloze B.6. Pro simulaci tedy stačí jen zadat vstupní zakódované slovo
w = 1000111111000100000011010010000010000110100110000110110100010101
1010110110111100010001100011000110011000001000111110010100111000.
a výstupem simulace bude dekódovaná posloupnost informačních znaků
k = 1110010011110010101111000000011101011011111000101001110011110011.
V screenshotu výstupu simulace provedené v programu ModelSim SE 5,7f, jenž je
obsahem přílohy, lze snadno najít i veškeré použité signály, což přispívá k přehled-
nosti a snadné orientaci.
Předchozí simulace byla pro bezchybový přenos. Nyní implementujeme do za-




I zde je v příloze C.3 vidět, že dekódování proběhlo úspěšně. Pro názornost je v dané
příloze přidáno také několik součtů s, jejichž funkce byla přiblížena v kapitole 3.2.2
v části Major logic dekodér. Výstupem je tedy slovo
k = 1110010011110010101111000000011101011011111000101001110011110011.
3.4 Postup při realizaci návrhu kodeku RM kódu
Tahle kapitola se zabývá dalším možným postupem při návrhu realizace kodeku
RM kódu. Vycházíme z faktu, že existuje funkční a odsimulovaný zdrojový kód
kodéru a dekodéru, viz. 3.3.1 a 3.3.2 a pro tyto kódy zapsané v jazyce VHDL hledáme
vhodný FPGA obvod. Protože existuje mnoho výrobců FPGA obvodů lze v návrhu
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pokračovat mnoha směry. Záleží pouze na návrháři, jenž by se rozhodl tento projekt
realizovat pro určitý protichybový systém, který obvod FPGA by vybral.
Protože výše uvedené zdrojové kódy byly testovány pro FPGA Virtex 2 od firmy
Xilinx, bude následující postup popsán pro tento obvod. Celý návrh je opět tvořen
pomocí prostředí Xilinx ISE 10.1. Toto návrhové prostředí umožňuje v návrhu po-
kračovat podle Obr. 2.4, kde se nejdříve provede syntéza a implementace pro zvolený
FPGA obvod. Použitý software je schopen tento proces obstarat pouhým dvojklikem
myši na příslušné tlačítko. Po úspěšně dokončeném procesu syntézy, při kterém lze
vygenerovat blokovou značku popisující všechny I/O vstupy, nebo zkontrolovat syn-
taktickou správnost daného VHDL kódu, je možno si prohlédnout report, obsahující
veškeré informace o provedené syntéze.
Dalším krokem k realizaci kodeku je implementace. Implementace, jenž byla
blíže popsána v 2.2.2, se skládá v programovém prostředí Xilinx ISE 10.1 ze tří
částí. V první části se provede překlad, jehož výstupem je Translation report. Ve
zbývajících dvou krocích je provedeno přiřazení, umístění a propojení obvodových
prvků do použitého obvodu Virtex 2. Ke každé výše uvedené akci nabízí program
Xiling ISE 10.1 podrobný report a další možnosti pro co nejdokonalejší návrh.
Po úspěšném provedení syntézy a implementace je již všechno připraveno pro
nakonfigurování daného FPGA obvodu pomocí bitstreamu. Konfigurace se ve většině
případů provádí přímo z PC pomocí konektoru JTAG zavedením konfiguračního
souboru do paměti EPROM. Nakonfigurovaný FPGA obvod je již možno začlenit do
struktury protichybového zabezpečovacího systému, kde do vysílací části začleníme
FPGA s nakonfigurovanou funkcí kodéru a do struktury přijímače signálu vložíme
FPGA ve funkci dekodéru R(3, 7).
Při fyzické realizaci kodeku vycházíme z předpokladu, že navržený kodér a de-
kodér příslušného RM kódu budou součástí protichybového systému, díky čemuž
se nemusíme zabývat synchronizací, hodinovým signálem a dalšími funkcemi, jenž
jsou zprostředkovány protichybovým systémem. Pro návrh plošného spoje kodéru
a dekodéru je centrálním prvkem FPGA obvodu Virtex 2 od firmy Xilinx s ozna-
čením XC2V1500. Pro tento obvod existuje kompletní datasheet [10], ve kterém
lze najít veškeré potřebné informace týkající se tohoto obvodu. Datasheet obsahuje
také popis použitého pouzdra obvodu FF896. Pro vlastní přiřazení pinů využijeme
výstup implementace, kde je přehledně zpracována funkce jednotlivých pinů. Pro
vlastní funkci musíme ještě zvolit vhodné rozhraní. Zde je požadavkem, aby do
bloku Kodér vstupovaly 64bitová slova a na výstupu se poté objeví slova dvojná-
sobné délky, jak již bylo rozvedeno výše. U bloku Dekodér je tomu přesně naopak.
Z tohoto důvodu lze pro návrh rozhraní využít například konektory FAB64S a STV-
CD 128-M-ABCD, jenž lze najít v standardních knihovnách softwaru Eagle 5.9.0.
Na navrhované desce plošných spojů by měly být také osazeny další komponenty:
43
konfigurační paměť EPROM, konektor JTAG pro vlastni konfiguraci, napájecí ko-
nektory pro 2,5 V a 1,2 V a stabilizátory tohoto napětí, pokud by nebylo napájení
řešeno v rámci struktury protichybového systému.
Protože je tento návrh desky plošných spojů velice složitý a je s největší prav-
děpodobností nad mé síly deklarovat jeho bezproblémový provoz, nabízejí se dvě
možnosti jak tento návrh realizovat.
1. Využití specializované firmy pro zhotovení návrhu.
2. Aplikace nakonfigurovaného FPGA obvodu do již existující desky.
První možností se nebudeme blíže zabývat, protože předmětem práce je realizace
návrhu kodeku, a tak by bylo nevhodné ponechávat finální realizaci na někom ji-
ném, i když by to pro svou zaručenou kvalitu zpracovaní nebylo od věci. Zde bude
uvažována druhá možnost, kdy se otevírá plná paleta již zhotovených vývojových
desek. Speciálně pro zde používaný model obvodu Virtex 2 XC2V1500 s pouzdrem
FF896 existuje Xilinx Virtex-II Development Kit. Pomocí jejího datasheetu [9] lze
zjistit vše podstatné o této desce. Z daného zdroje je čerpáno také blokové schéma
3.2 funkce desky.
Obr. 3.2: Blokové schéma Virtex 2 Developmetn Kit. [9]
Z tohoto blokového schématu je patrná široká škála využitelnosti této desky. Pro ko-
munikaci s okolím lze využit rozhraní RS-232, PCI/PCI-X nebo 140ti I/O konektory
AvBus. Konfiguraci FPGA obvodu leze provádět standardně přes JTAG konektor
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a napájení je realizováno 5V větví nebo přes rozhraní PCI. Dále lze využít paměťové
moduly DDR SDRAM a FLASH paměť.
Při realizaci kodeku RM kódu pomocí Xilinx Virtex-II Development Kit je vý-
hodné to, že má deska vysoký počet I/O pinů. Proto není zapotřebí převádět para-
lelní formu komunikace na sériovou. V případě potřeby lze pouze zalomit výstupní
slovo w na dvě poloviny, aby byla komunikace realizována pomocí 64 bitů. Pro komu-
nikaci s okolím by bylo poté využito konektoru AvBus. Při implementaci zdrojových
VHDL kódů pro obvodu Virtex 2 by muselo být přihlédnuto k dokumentaci použité
Xilinx Virtex-II Development Kit, pro správné rozložení I/O pinů.
Podle fotografie Xilinx Virtex-II Development Kit uvedené v příloze D a data-
sheetu [9], by mělo být možno osadit tuto desku dvěma FPGA obvody Virtex 2
XC2V1500, což by umožnilo simulaci funkce kodeku na jedné desce při propojení
přes AvBus konektory. Dle datasheetu [9] by měly být k dispozici čtyři tyto konek-
tory. Výsledky zabezpečovací funkce kodeku by poté bylo možno zpracovávat na
PC. Propojení Xilinx Virtex-II Development Kit s PC lze dosáhnout buď pomocí
rozhraní RS-232 nebo PCI.
Výše uvedený postup realizace je možno volitelně obměňovat, například použi-
tím návrhového systému jiného výrobce či manuálními zásahy do automatizovaného
procesu syntézy a implementace. Dále lze využít i jiný Development Kit a pou-
žít třeba sériové zpracování dat. Proto je využití FPGA Virtex 2 od firmy Xilinx
pouze doporučující, nikoli nezbytné. Pro finální dokončení návrhu kodeku RM kódu
lze využít libovolný FPGA obvod, pro který bude možno úspěšně provést syntézu,
implementace, nakonfigurování cílového FPGA obvodu a fyzickou realizaci.
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4 ZÁVĚR
Cílem téhle bakalářské práce byl vytvořit podrobný návrh realizace kodeku Reedova-
Müllerova kódu a ověřit jeho funkčnost. Dle tohoto cíle bylo také systematicky postu-
pováno. V úvodní kapitole 1 byla rozebrána funkce samotného Reedova-Müllerova
kódu, kdy byly nabity důležité poznatky, především o metodách kódování a dekó-
dování. Ty poznatky byly předvedeny na praktickém příkladě použití kódu R(2, 4).
Protože bylo pro realizaci kodeku Reedova-Müllerova kódu zvoleno využití ob-
vodů FPGA, bylo žádoucí prezentovat v práci tuto technologii. Za tímto účelem
vedla kapitola 2, která popisuje například rozdělení PLD. Z důvodu složitosti ko-
deku Reedova-Müllerova byl pro vlastní realizaci zvolen typ obvodů FPGA, jenž
se programuje v evropských zemích výhradně jazykem VHDL. Jazyku VHDL není
v práci přidělena vyšší pozornost, i když jeho pochopení je pro vlastní realizaci
kodeku nezbytné. Pro programování zdrojových kódů v tomto jazyce byla využita
především literatura [2, 6, 11].
Praktická realizace kodeku Reedova-Müllerova kódu začíná v kapitole 3. V té-
hle kapitole jsou podrobně rozebrány důvody volby kódu R(3, 7). Jako prakticky
ocenitelnou výhodu tohoto RM kódu lze uvést jeho schopnost opravovat až t = 7
nezávislých chyb v kódovém slovu. Nevýhodou tohoto kódu je zajisté jeho délka
w = 128 bitů. Návrh kodeku pro tak dlouhé datové slovo vyžaduje nutnou dávku
vytrvalosti, protože některé programové struktury v jazyce VHDL jsou obzvlášť
zdlouhavé a při volbě použitého FPGA obvodu je nutno při implementaci dbát na
to, aby obvod prošel fází mapování. Zvolený Reedův-Müllerův kódu splňuje zadanou
podmínku informační rychlosti, kdy dosahuje výsledku R = 0,5.
Vlastní návrh kodeku v jazyce VHDL lze rozdělit na dva bloky: kodér a dekodér.
Podrobný návrh těchto bloků je popsán v podkapitole 3.2. Při prezentaci zdrojový
kódů zde velmi často docházelo k problému, kdy jen jediný zdrojový kód určitého
bloku dekodéru by svým rozsahem nebylo možno prezentovat v celé podobě. Proto
bylo pro úplnost návrhu přistoupeno k prezentaci pouze určitých výtahů ze zdro-
jových kódu, na kterých byla předvedena jejich funkce a možný zápis této funkce
v jazyce VHDL. Ve finále ovšem byly navrženy dva zdrojové kódy (pro kodér a deko-
dér), pomocí níž lze provést realizace kodeku RM kódu R(3, 7). Oba tyto kódy byly
odsimulovány v simulačním programu ModelSim SE 5.7f. Procesu simulace těchto
VHDL kódů se zabývá podkapitola 3.3. V dané podkapitole je popsána tvorba testo-
vacích jednotek pro ověření funkčnosti navržených zdrojových kódu. Hlavním úkolem
simulace bylo ověření, že navržený VHDL kód bloku dekodér je schopen opravit ale-
spoň t = 4 chyby. Z výstupu simulace, přiložené v příloze C.3, je zřejmá schopnost
navrženého dekodéru opravit až t = 7 chyb, což dokonce překonává požadovanou
schopnost opravy t = 4 chyb.
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Důležitou roli v této práci hraje také podkapitola 3.4, jenž se věnuje dalšímu po-
stupu při praktické realizaci tohoto návrhu kodeku Reedova-Müllerova kódu. Jak je
uvedeno v dané podkapitole, vychází se z odsimulovaných zdrojových kódů kodeku,
pro které se provede syntéza a implementace do zvoleného FPGA obvodu. Volba
FPGA obvodu je zde ponechána otevřená, ale pro účel prezentace dalšího postupu
při návrhu byl použit obvod FPGA Virtex 2 od firmy Xilinx. Při praktické realizaci
návrhu, kdy hraje svou roli dostupnost a cena zvoleného obvodu FPGA, je finální
volba obvodu FPGA ponechána na zhotoviteli návrhu realizace. Při dalším postupu
realizace pro obvod Virtex 2 byla zkušebně provedena syntéza a implementace v ná-
vrhovém prostředí Xilinx ISE 10.1. Výsledky syntézy i implementace navržených
zdrojových kódu kodeku Reedova-Müllerova kódu R(3, 7) dopadly úspěšně. Dále
bylo popsáno začlenění FPGA obvodu do Xilinx Virtex-II Development Kit, kde
byla nastíněna funkce kodeku při využití této desky. Při využití informací z [9] byla
uvedena možnost ověření funkčnosti navrženého kodeku Reedova-Müllerova kódu
R(3, 7), kdy se předpokládá osazení desky dvěma FPGA Virtex 2 (kodér a dekodér)
a jejich propojení pomocí AvBus konektoru při využití slov délky 64 bitů. Výsledné
data by byla zpracovávána na PC.
Výsledkem bakalářské práce jsou tedy zdrojové kódy napsané v jazyce VHDL.
Tyto kódy byly úspěšně odsimulovány, kdy byla ověřena možnost opravy až t = 7
nezávislých chyb v kódové kombinaci. Pro praktickou realizaci kodeku Reedova-
Müllerova kódu R(3, 7) je doporučen FPGA obvod Virtex 2 od firmy Xilinx s využi-
tím Xilinx Virtex-II Development Kit, nebo vlastní nevržené desky plošných spojů.
Tyto desky by posléze mohly být začleněny do struktury protichybového kódového
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ASIC Application Specific Integrated Circuits
CLB Configurable Logic Block
CMOS Complementary Metal Oxide Semiconductor
CPLD Complex Programmable Logic Devices
d minimální vzdálenost
DLL Delay Locked Loop
EPROM Erasable Programmable Read Only Memory
f boolovská funkce či polynom
FPGA Field Programmable Gate Arrays
G generující matice
HDL Hardware Description Language
IOB Input/Output Block
JTAG Joint Test Action Group
k informační znaky
MSB Most Significant Bit
PI Programmable Interconnect
PLA Programmable Logic Array
PLD Programmable Logic Devices
PLL Phase Locked Loop
r stupeň boolovského polynomu
R informační rychlost
R(r,m) Reedův-Müllerův kód stupně r a délky m
RAM Random Access Memory
RM Reedův-Müllerův kód
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SOP Sum of Products
SPLD Simple Programmable Logic Devices
t počet chyb
TB TestBench
VHDL programovací jazyk – VHSIC HDL
VHSIC Very High Speed Integrated Circuits
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PORT ( k : IN std_logic_vector (63 DOWNTO 0);
w : OUT std_logic_vector (127 DOWNTO 0));
END Koder;
ARCHITECTURE Behavioral OF Koder IS
BEGIN
w(0) <= k(63) XOR k(62) XOR k(61) XOR k(60) XOR k(59) XOR k(58) XOR
k(57) XOR k(56) XOR k(55) XOR k(54) XOR k(53) XOR k(52) XOR
k(51) XOR k(50) XOR k(49) XOR k(48) XOR k(47) XOR k(46) XOR
k(45) XOR k(44) XOR k(43) XOR k(42) XOR k(41) XOR k(40) XOR
k(39) XOR k(38) XOR k(37) XOR k(36) XOR k(35) XOR k(34) XOR
k(33) XOR k(32) XOR k(31) XOR k(30) XOR k(29) XOR k(28) XOR
k(27) XOR k(26) XOR k(25) XOR k(24) XOR k(23) XOR k(22) XOR
k(21) XOR k(20) XOR k(19) XOR k(18) XOR k(17) XOR k(16) XOR
k(15) XOR k(14) XOR k(13) XOR k(12) XOR k(11) XOR k(10) XOR
k(9) XOR k(8) XOR k(7) XOR k(6) XOR k(5) XOR k(4) XOR
k(3) XOR k(2) XOR k(1) XOR k(0);
w(1) <= k(63) XOR k(61) XOR k(60) XOR k(59) XOR k(58) XOR k(57) XOR
k(56) XOR k(49) XOR k(48) XOR k(47) XOR k(46) XOR k(45) XOR
k(44) XOR k(43) XOR k(42) XOR k(41) XOR k(40) XOR k(39) XOR
k(38) XOR k(37) XOR k(36) XOR k(35) XOR k(19) XOR k(18) XOR
k(17) XOR k(16) XOR k(15) XOR k(14) XOR k(13) XOR k(12) XOR
k(11) XOR k(10) XOR k(9) XOR k(8) XOR k(7) XOR k(6) XOR
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PORT ( w : IN std_logic_vector (127 DOWNTO 0);
s0, s1, s2, s3, s4, s5, s6, s7, s8, s9, s10, s11, s12,
s13, s14, s15, s16, s17, s18, s19, s20, s21, s22, s23,
s24, s25, s26, s27, s28, s29, s30, s31, s32, s33,
s34 : OUT std_logic_vector (15 DOWNTO 0));
END Soucty3;
ARCHITECTURE Behavioral OF Soucty3 IS
BEGIN
--v3(0)
s0(0) <= w(0) XOR w(16) XOR w(32) XOR w(48) XOR w(64) XOR w(80) XOR
w(96) XOR w(112);
s0(1) <= w(1) XOR w(17) XOR w(33) XOR w(49) XOR w(65) XOR w(81) XOR
w(97) XOR w(113);
s0(2) <= w(2) XOR w(18) XOR w(34) XOR w(50) XOR w(66) XOR w(82) XOR
w(98) XOR w(114);
s0(3) <= w(3) XOR w(19) XOR w(35) XOR w(51) XOR w(67) XOR w(83) XOR
w(99) XOR w(115);
s0(4) <= w(4) XOR w(20) XOR w(36) XOR w(52) XOR w(68) XOR w(84) XOR
w(100) XOR w(116);
s0(5) <= w(5) XOR w(21) XOR w(37) XOR w(53) XOR w(69) XOR w(85) XOR
w(101) XOR w(117);
s0(6) <= w(6) XOR w(22) XOR w(38) XOR w(54) XOR w(70) XOR w(86) XOR
w(102) XOR w(118);
s0(7) <= w(7) XOR w(23) XOR w(39) XOR w(55) XOR w(71) XOR w(87) XOR
w(103) XOR w(119);
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s0(8) <= w(8) XOR w(24) XOR w(40) XOR w(56) XOR w(72) XOR w(88) XOR
w(104) XOR w(120);
s0(9) <= w(9) XOR w(25) XOR w(41) XOR w(57) XOR w(73) XOR w(89) XOR
w(105) XOR w(121);
s0(10) <= w(10) XOR w(26) XOR w(42) XOR w(58) XOR w(74) XOR w(90) XOR
w(106) XOR w(122);
s0(11) <= w(11) XOR w(27) XOR w(43) XOR w(59) XOR w(75) XOR w(91) XOR
w(107) XOR w(123);
s0(12) <= w(12) XOR w(28) XOR w(44) XOR w(60) XOR w(76) XOR w(92) XOR
w(108) XOR w(124);
s0(13) <= w(13) XOR w(29) XOR w(45) XOR w(61) XOR w(77) XOR w(93) XOR
w(109) XOR w(125);
s0(14) <= w(14) XOR w(30) XOR w(46) XOR w(62) XOR w(78) XOR w(94) XOR
w(110) XOR w(126);




s34(0) <= w(0) XOR w(1) XOR w(2) XOR w(3) XOR w(4) XOR w(5) XOR
w(6) XOR w(7);
s34(1) <= w(8) XOR w(9) XOR w(10) XOR w(11) XOR w(12) XOR w(13) XOR
w(14) XOR w(15);
s34(2) <= w(16) XOR w(17) XOR w(18) XOR w(19) XOR w(20) XOR w(21) XOR
w(22) XOR w(23);
s34(3) <= w(24) XOR w(25) XOR w(26) XOR w(27) XOR w(28) XOR w(29) XOR
w(30) XOR w(31);
s34(4) <= w(32) XOR w(33) XOR w(34) XOR w(35) XOR w(36) XOR w(37) XOR
w(38) XOR w(39);
s34(5) <= w(40) XOR w(41) XOR w(42) XOR w(43) XOR w(44) XOR w(45) XOR
w(46) XOR w(47);
s34(6) <= w(48) XOR w(49) XOR w(50) XOR w(51) XOR w(52) XOR w(53) XOR
w(54) XOR w(55);
s34(7) <= w(56) XOR w(57) XOR w(58) XOR w(59) XOR w(60) XOR w(61) XOR
w(62) XOR w(63);
s34(8) <= w(64) XOR w(65) XOR w(66) XOR w(67) XOR w(68) XOR w(69) XOR
w(70) XOR w(71);
s34(9) <= w(72) XOR w(73) XOR w(74) XOR w(75) XOR w(76) XOR w(77) XOR
w(78) XOR w(79);
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s34(10) <= w(80) XOR w(81) XOR w(82) XOR w(83) XOR w(84) XOR
w(85) XOR w(86) XOR w(87);
s34(11) <= w(88) XOR w(89) XOR w(90) XOR w(91) XOR w(92) XOR
w(93) XOR w(94) XOR w(95);
s34(12) <= w(96) XOR w(97) XOR w(98) XOR w(99) XOR w(100) XOR
w(101) XOR w(102) XOR w(103);
s34(13) <= w(104) XOR w(105) XOR w(106) XOR w(107) XOR w(108) XOR
w(109) XOR w(110) XOR w(111);
s34(14) <= w(112) XOR w(113) XOR w(114) XOR w(115) XOR w(116) XOR
w(117) XOR w(118) XOR w(119);
s34(15) <= w(120) XOR w(121) XOR w(122) XOR w(123) XOR w(124) XOR
w(125) XOR w(126) XOR w(127);
END Behavioral;
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PORT ( s0, s1, s2, s3, s4, s5, s6, s7, s8, s9, s10, s11, s12,
s13, s14, s15, s16, s17, s18, s19, s20, s21, s22, s23,
s24, s25, s26, s27, s28, s29, s30, s31, s32, s33,
s34 : IN std_logic_vector (15 DOWNTO 0);
v3 : OUT std_logic_vector (63 DOWNTO 0));
END MajorLogic3;
ARCHITECTURE Behavioral OF MajorLogic3 IS
SIGNAL v : std_logic_vector (63 DOWNTO 0) := (OTHERS => ’0’);
BEGIN
PROCESS (s0, s1, s2, s3, s4, s5, s6, s7, s8, s9, s10, s11, s12,
s13, s14, s15, s16, s17, s18, s19, s20, s21, s22, s23,
s24, s25, s26, s27, s28, s29, s30, s31, s32, s33, s34, v)
VARIABLE count : std_logic_vector (4 DOWNTO 0) := "00000";
BEGIN
FOR i IN 0 TO 15 LOOP
IF s0(i) = ’1’ THEN count := count + 1;
END IF;
END LOOP;




FOR i IN 0 TO 15 LOOP




IF (count > "01000") THEN v(34) <= ’1’;
END IF;
count := "00000";












PORT ( w : IN std_logic_vector (127 DOWNTO 0);
v3 : IN std_logic_vector (63 DOWNTO 0);
ww : OUT std_logic_vector (127 DOWNTO 0));
END rozdil3;
ARCHITECTURE Behavioral OF rozdil3 IS
TYPE pole3 IS ARRAY (34 DOWNTO 0) OF std_logic_vector (127 DOWNTO 0);
BEGIN
PROCESS (w, v3)
VARIABLE G3XOR : std_logic_vector (127 DOWNTO 0) := (OTHERS => ’0’);
VARIABLE v_vec : std_logic_vector (127 DOWNTO 0) := (OTHERS => ’0’);
VARIABLE rozdil : pole3;










































































FOR i IN 0 TO 34 LOOP
IF v3(i) = ’1’ THEN v_vec := (OTHERS => ’1’);
END IF;
rozdil(i) := v_vec AND G3(i);
G3XOR := G3XOR XOR rozdil(i);
v_vec := (OTHERS => ’0’);
END LOOP;










PORT ( wwww : IN std_logic_vector (127 DOWNTO 0);
v1 : IN std_logic_vector (63 DOWNTO 0);
v2 : IN std_logic_vector (63 DOWNTO 0);
v3 : IN std_logic_vector (63 DOWNTO 0);
k : OUT std_logic_vector (63 DOWNTO 0));
END MajorLogic0;
ARCHITECTURE Behavioral OF MajorLogic0 IS
SIGNAL v0 : std_logic_vector (63 DOWNTO 0) := (OTHERS => ’0’);
BEGIN
PROCESS (wwww, v0, v1, v2, v3)
VARIABLE count : std_logic_vector (7 DOWNTO 0) := "00000000";
BEGIN
FOR i IN 0 TO 127 LOOP
IF wwww(i) = ’1’ THEN count := count + 1;
END IF;
END LOOP;
IF (count > "01000000") THEN v0(63) <= ’1’;
END IF;










PORT( w : IN std_logic_vector(127 DOWNTO 0);
k : OUT std_logic_vector(63 DOWNTO 0));
END Dekoder;
ARCHITECTURE Behavioral OF Dekoder IS
COMPONENT Dekoder3
PORT(
w : IN std_logic_vector(127 DOWNTO 0);
ww : OUT std_logic_vector(127 DOWNTO 0);




ww : IN std_logic_vector(127 DOWNTO 0);
www : OUT std_logic_vector(127 DOWNTO 0);




www : IN std_logic_vector(127 DOWNTO 0);
wwww : OUT std_logic_vector(127 DOWNTO 0);





wwww : IN std_logic_vector(127 DOWNTO 0);
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v1 : IN std_logic_vector(63 DOWNTO 0);
v2 : IN std_logic_vector(63 DOWNTO 0);
v3 : IN std_logic_vector(63 DOWNTO 0);
k : OUT std_logic_vector(63 DOWNTO 0));
END COMPONENT;
SIGNAL ww, www, wwww : std_logic_vector (127 DOWNTO 0);
SIGNAL v1, v2, v3 : std_logic_vector (63 DOWNTO 0);
BEGIN
Dek3 : Dekoder3 PORT MAP (w => w,
ww => ww,
v3 => v3);
Dek2 : Dekoder2 PORT MAP (ww => ww,
www => www,
v2 => v2);
Dek1 : Dekoder1 PORT MAP (www => www,
wwww => wwww,
v1 => v1);














ARCHITECTURE behavior OF DekoderTB IS
COMPONENT Dekoder
PORT(
w : IN std_logic_vector(127 downto 0);








signal k : std_logic_vector(63 downto 0);
BEGIN
-- Instantiate the Unit Under Test (UUT)














C.1 Simulace Bloku Kodér
Obr. C.1: Screenshot výstupu simulace bloku Kodér.
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C.2 Simulace Bloku Dekodér
Obr. C.2: Screenshot výstupu simulace bloku Dedodér.
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C.3 Simulace Bloku Dekodér s t = 7 chybami
Obr. C.3: Screenshot výstupu simulace bloku Dedodér s t = 7 chybami.
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D XILINX VIRTEX-II DEVELOPMENT KIT
Obr. D.1: Xilinx Virtex-II Development Kit. [9]
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E OBSAH PŘILOŽENÉHO CD
Na přiloženém CD se nachází výsledný text bakalářské práce ve formátu PDF a také
zdrojové kódy v jazyce VHDL. Kód je rozdělen do třech adresářů, viz. adresářová
struktura níže. Dále je možno na přiloženém CD nalézt soubor REEDME.txt, ve
kterém jsou popsány použitých verze softwarů.
Adresářová struktura má následující tvar:
.
|-- bakalarka/ %zde se nachází výsledný souboru BP.pdf
%s textem bakalářské práce
|-- latex/ %veškeré materiály využité při tvorbě BP




|-- VHDL/ %zdrojové kódy v jazyce VHDL





| |-- Dekoder/ %celkový VHDL kód dekodéru
| |-- Koder/ %celkový VHDL kód kodéru
’-- REEDME
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