Introduction
One of the most frequently questions posed and analysed by international economic researchers is whether the long-run purchasing power parity (PPP) hypothesis holds.
Although the literature on this topic is extensive, with it being possible to trace the antecedents of PPP back to the 16 th century, we have witnessed a particularly significant increase in the number of papers devoted to this subject during the last decade. Factors that have driven this debate are, amongst others, the re-evaluation of the validity of this hypothesis in the light of the experience of the floating exchange rate regime and, the recent development of different methods for testing it. In this latter regard, one of the most commonly used methods for analysing whether the PPP holds is to test if the real exchange rate between two currencies exhibits a stationary pattern, which is possible by testing for the unit root null hypothesis. If this hypothesis can be rejected, then the longrun PPP holds between the currencies that form this rate; otherwise, the acceptance of this hypothesis implies that the long-run PPP does not hold. Indeed, it is this particular development that has led to the above-mentioned increase in the number of papers devoted to the empirical analysis of the PPP hypothesis.
However, despite a decade of multiple applications of the unit root tests to the analysis of PPP, and if we focus exclusively on those studies that consider the post-BrettonWoods data, we are still unable to draw homogeneous conclusions on this issue. Thus, in an early phase of these studies, where the analyses were mainly based on the standard Dickey-Fuller tests, no significant support for the long-run PPP was offered. Papers such as those of Adler and Lehman (1983) , Taylor (1988) , Meese and Rogoff (1988) Abuaf and Jorion (1990) or Kim (1990) could not reject the hypothesis that the real exchange rates exhibit a unit root. However, the increase of the sample size and the use of more powerful econometric tools, such as the panel data unit root tests, thereafter led to an increase in the number of rejections of this hypothesis and to a certain recovery in support for PPP.
In spite of this heterogeneity, the broad vision described in this more recent literature seems at the very least to suggest the presence of a new set of stylised facts related to the long-run PPP studies. For example, it is commonly accepted that the evidence in favour of the long-run PPP is stronger now than a decade ago. As is noted in Lothian (1998) or Koedijk (1998) , the belief in PPP as a useful guide to determine the evolution of the exchange rates has shown a pendulum performance. This achieved its maximum point in the 1960s, thereafter slowly losing its credibility during the setting-up of the floating exchange rate system, reached its minimum it the mid-1980s and is now enjoying something a recovery in its popularity. There is also significant agreement that the use of the US dollar as a base currency offers less empirical support to PPP than the use of the European currencies, especially the German Mark. This opinion is buttressed by papers such as those of Papell (1997) , Koedijk et al (1998) or Papell and Theoridis (1998) , amongst others. Finally, most of the problems with lead to the outright rejection, or at least to the questioning of PPP, are centred on the case where the US dollar is used as a currency base. More precisely, Lothian (1998) confines this problem to a particular time period, namely that running from the early to the mid-1980s. Thus, we can see that most of the doubts cast on the PPP are related to the behaviour of the real US dollar exchange rate during the 1980s.
Against this background, the purpose of this paper is to try to explain this lack of empirical evidence in support of PPP and, thus, the doubts on its validity. In our view, such an explanation could implicitly lie in the above mentioned papers, in that, following the view expressed in Lothian (1998) , if the behaviour of the US dollar real exchange rate during the first part of the 1980s is isolated, then the PPP hypothesis could work reasonably well for that currency. If our line of reasoning is correct, then this would allow us to conclude that a weaker version of long-run PPP would hold, in the sense that only a very few shocks would have a permanent influence, whilst the rest would be transitory. This starting hypothesis coincides with Edison et al. (1997) , in that one of the reasons for the lack evidence in favour of PPP is the use of inadequate econometric methods, rather than the falsity of the hypothesis. In our case, we argue that the omission of some structural breaks which affected the behaviour of the US dollar real exchange rates during the first half of the 1980' s has caused the unit root hypothesis to be accepted, resulting in the apparent lack of evidence in support of PPP. If we are correct, we could easily reconcile the results reported in the previous papers where, on the one hand, the existence of a mean reverting process is documented but, on the other, the omission of these breaks prevents the unit root tests from rejecting the unit root null hypothesis 1 .
Thus, the use of statistics which test for the unit root hypothesis under the presence of structural beaks will be vital in order to demonstrate the validity of our hypothesis.
Of course, we must recognise that this paper is not a pioneer in considering structural breaks in order to explain the evolution of real exchange rates. In this regard, we can cite the precedents of Canarella, Pollard and Lai (1990) , Perron and Vogelsang (1992) , Dropsy (1996) or Serletis and Zimanopoulos (1997) . All of these consider the presence of a single break. However, if we take into account the recent papers of Hegwood and Papell (1998) or Lothian (1998) , it seems more appropriate to model the US-dollar real exchange rate behaviour under the consideration of multiple breaks. Thus, our empirical application should be based on the use of such statistics.
The rest of the paper is organised as follows. In Section 2, we derive the distribution of a new statistic which analyses the joint hypothesis that the autoregressive parameter is 1
and that the parameters associated to the dummy variables which appear under the alternative hypothesis are 0. This statistic improves the power of the pseudo t-ratios that test for the single unit root hypothesis and, therefore, we base our empirical application on it. Section 3 is devoted to an application of this statistic to the behaviour of the US dollar real exchange rate. Here, we find evidence in favour of a weak version of long-run PPP with the currencies of those economies that are very closely tied to the German economy. Section 4 closes the paper with the review of the most important conclusions, with the derivation of the asymptotic distribution of the statistic proposed in Section 2 being relegated to an Appendix.
Testing for unit roots in variables with some changes in the mean
As we pointed out in the previous Section, our first aim is to introduce some statistics which are appropriate to analyse the integration order of a variable which can exhibit some changes in its mean. If we bear in mind the seminal work of Perron (1990) , and adopting a general approach, we can consider that y t is generated under the null hypothesis by the following model:
Montañés and Reyes (1998a), for example.
where n is an integer which represents the number of breaks being considered and DTB it is a pulse variable that takes the value 1 if t = TB i + 1 and 0 otherwise. TB i (i=1, ..., n)
are the different periods where the mean of the variable changes. For the sake of simplicity, we will assume throughout this paper that TB i = λ i T and, further, λ i >λ i-1 +1.
Similarly, the sequence of errors {u t } follows a stationary and invertible ARMA(p,q)
process which permits the use of the Functional Central Limit Theorem for partial sums
Under the alternative hypothesis, the behaviour of the variable y t can be stated as:
where DU it = 1 if t > TB i (i=1,2) and 0 otherwise and the sequence of errors {e t } also follows a stationary and invertible ARMA(p+1,q) process. Thus, if we exclusively consider the innovational outlier case, the integration order of y t could be studied, first,
by estimating the following model:
and, later, by calculating the pseudo t-ratio for testing whether the autoregressive parameter is equal to 1. The asymptotic distribution of this statistic is calculated in Perron (1990) for the case n=1 and in Clemente et al. (1998) for the n=2 case.
An alternative approach, one that has not received a great deal of attention in the literature, is to test the joint null hypothesis H o : ρ=1, d i =0 (i=1,2, ..., n). We will refer to this statistic as Φ n , where the sub-index n denotes the number of breaks included in the specification. This statistic can be defined as follows:
where SSR is the sum of the squared residuals which results from the estimation model
[3] and SSR r comes from the estimation of this model after imposing the restriction ρ=1, The distribution of this pseudo F-ratio has been studied in Montañés and Reyes (1998b) when n=1. If we consider the case n=2, the statistic Φ 2 weakly converges towards the following distribution:
where ⇒ signifies weak convergence and H(λ 1 ,λ 2 ) and K(λ 1 ,λ 2 ) depend on some standard Wiener processes, as well as on the values of the two break fraction parameters (λ 1 , λ 2 ). These polynomials are defined in the Appendix. Note that the possible autocorrelation patterns have been corrected by the inclusion of several ∆y t-i terms.
Thus, the calculation of the critical values of this distribution is not straightforward, due to its dependence on λ 1 and λ 2 . In order to solve this problem, we could adopt one of several strategies, for example, to introduce some a priori information related to the period of time when the breaks appear. However, the more general approach adopted in this paper is to allow the model to estimate the periods in which the probability of showing a changing mean is higher. This is satisfied, amongst other alternatives, if we select the breaking time by maximising of the value of the Φ 2 . The statistic max Φ 2 asymptotically converges to the following distribution:
Finally, λ ∈Λ denotes that the values of the λ 1 and λ 2 (we assume that λ 2 >λ 1 +1) parameters belong to a closed subset of the (0,1) interval. More precisely, as some of the components of the distribution reported in [4] are not defined at the limits of the sample, we should introduce some trimming values, as discussed in Zivot and Andrews (1992) , for example. In order to minimise the number of observations removed from the analysis, we will adopt the lowest trimming value possible and, consequently, λ 1 and λ 2 will take values in the ((k+2)/T, (T-1)/T) interval, although other values of the trimming parameter could have been also used. Under these assumptions, Table 1 reports the critical values for several sample sizes. We have also considered several methods for the selection of the lag truncation parameter, namely to select a fixed value for this parameter and, further, to use the k(t) procedure recommended in Ng and Perron (1995) .
This last method involves a general-to-specific strategy, starting with a predetermined value of the lag truncation parameter (k max ) and then testing the significance of the single coefficient associated to the last lag until a significant statistic is encountered. We have used kmax=5 and the single significance of the lags is analysed by comparing their tratios with 1.65.
In order to assess the goodness of the performance of the statistic in comparison to that based on the analysis of the single unit root hypothesis, we have carried out a Monte Carlo simulation exercise. The results are reported in We have subsequently varied some of the values of the parameters of these models in order to calibrate the size and power of the statistic under different combinations of parameters. For all the cases considered, a 5% level of significance was chosen. As we can see, Φ 2 exhibits better size and power properties when compared to the statistic based on the analysis of the single unit root hypothesis. The fact that the pseudo F-ratio proposed in this paper shows a higher power in all the cases analysed is especially relevant, in that the power of this statistic even doubles the power of the pseudo t-ratio test for certain combinations of parameters. Thus, the results of these analyses suggest the use of Φ 2 when seeking to determine the integration order of a variable that may exhibit two changes in its mean. This is the objective considered in the following Section.
Testing for a Unit Root in the US dollar Real Exchange Rates
In this Section we analyse the long-run PPP hypothesis for the US dollar by studying the integration order of the US dollar real exchange rate against the currencies of a group of the most important OECD economies. The economies considered are: Austria, Belgium, Canada, Denmark, France, Germany, Holland, Ireland, Italy, Japan, Switzerland and the U.K. Price levels are measured by reference to the Consumer Price Index of each of these countries and the quarterly data covers the sample 1974:1-1995:4. All the data were obtained from the OECD Main Economic Indicators. As we have earlier mentioned, most of the previous studies have not been able to clearly reject the unit root null hypothesis for the US dollar real exchange rate. A possible explanation has been offered by Lothian (1998) . This author notes that the evolution of the US dollar during the first half of the1980s, where this variable exhibits an increase and subsequent fall, might be the cause of this apparent lack of empirical evidence of the long-run PPP hypothesis. Thus, it seems advisable to test whether, apart from these two permanent effects, the rest of the observations show a stationary pattern. Obviously, if this hypothesis were to be true, then it would imply a violation of the long-run PPP.
However, we could admit the existence of a weaker version of the long-run PPP in the evolution of the US dollar real exchange rate where only a few shocks have a permanent effect, whilst the rest are transitory in nature. Following the denomination recently employed in Hedgwood and Papell (1998), we will refer this weaker version of the longrun PPP as quasi long-run PPP, and in the rest of the section we will use several unit root tests in order to determine whether this quasi long-run PPP holds.
According to the characteristics of the US dollar/OECD currencies real exchange rates, we should begin by analysing their integration order using the simple ADF statistic, obtained from a model that includes an intercept, but not a trend (see Dickey and Fuller (1979) ). As we can see, Table 3 confirms that the unit root null hypothesis is broadly accepted for all the currencies being considered. A similar conclusion can be drawn when we allow the intercept of the model to change in only one period of the sample. Table 4 reports the pseudo F-ratio Φ 1 which analyses the H o : ρ=1, d 1 =0 joint null hypothesis. The critical values of this distribution are tabulated in Montañés and Reyes (1998b) . We have also calculated the Perron and Vogelsang (1992) statistics, but have chosen not to report them because similar conclusions were obtained. The results of Table 4 do not offer significant evidence against the non-stationarity of the US dollar real exchange rate vis a vis any of the other currencies being considered. Therefore, we should conclude that neither the long-run PPP nor the quasi long-run hypothesis holds.
However, this picture changes significantly when more than one break is considered. In these circumstances, and as Table 5 shows, we can now observe that the US dollar real exchange rate is stationary around a double mean shift for the currencies of the economies which are closely linked to the Germany economy, namely those of Austria, Belgium, Denmark, France, and Holland. The first break appears at the beginning of the 1980' s and involves an appreciation of the US dollar real exchange rate. The second change in the mean appears around 1985 and, in this case, implies a depreciation of the US dollar real exchange rate versus these currencies. Thus, our results confirm the hypothesis formulated in Lothian (1998) . First, the breaks are related to the periods of time determined in that paper and, furthermore, only the shocks associated with these breaks have a permanent effect on the evolution of these real exchange rates, with the rest having only a transitory influence. Therefore, such a finding must be interpreted as the quasi long-run PPP receiving significant support from these European currencies.
We should note, however, that we have imposed a priori the number of breaks that may have affected the evolution of these real exchange rates. Thus, it could be possible that breaks are not significant, or that two breaks are not enough in order to capture the evolution of these rates. Consequently, we should think about the appropriateness of the number of breaks that should be included. In this regard, we should take into account that the pseudo F-ratio for testing the significance of the coefficients related to the mean shifts take high values. Although we cannot compare these pseudo F-ratios with the standard F-distribution, we conjecture that these values are so high that they might imply the rejection of the joint non-significance null hypothesis H o :d 1 =d 2 =0. Furthermore, and as an alternative way of confirming whether the presence of two mean shifts is an accurate hypothesis, we have used the SBIC statistic. This statistic was calculated assuming that the US dollar real exchange rates could exhibit up to 3 breaks. Therefore, we consider n=1,2 and 3 in model [1] and then maximise the value of the Φ i (i=1,2,3) statistic in order to estimate the breaking time. For the currencies that are linked to the German Mark, the SBIC was always minimised when n=2. For example, for the German case, the SBIC statistic takes the values -5.21, -5.42 and -5.37 when n is 1, 2 and 3, respectively 2 . These results provide clear support for concluding that the presence of two mean shifts is an accurate hypothesis.
By contrast with the earlier mentioned currencies, the results obtained for the rest (the Irish Pound, the Italian lira, the Japanese Yen, the Swiss Franc and the Pound Sterling)
are different, in that we have not found any evidence in favour of the quasi long-run PPP hypothesis. However, we should note that the estimation of the break periods is not significantly different from that of these other currencies. Consequently, we could admit that the movements of the US dollar in the first half of the 1980s may assist in explaining the evolution of these rates, although there is no evidence in favour of any version of long-run PPP.
Conclusions
This paper has analysed why there is such a limited volume of evidence in favour of the long-run PPP hypothesis for the US dollar real exchange rates when post-Bretton Woods data are used. Our benchmark hypothesis is closely related to the assertions made in a group of recent papers, where it is concluded that the evolution of the US-dollar in the first half of the 1980s plays an important role in determining the time properties of this variable. If these effects are isolated, then it is possible to encounter a significant amount of mean reversion, leading to greater support for PPP. We also share this view and consider that the relationship between prices and nominal exchange rates can be influenced by the presence of some structural breaks. Thus, our efforts have been directed towards designing a new statistic which can lead to a proper inference when the variable being studied exhibits two changes in the mean. Unlike the statistics proposed in the papers of Perron and Vogelsang (1992) or Clemente, Montañés and Reyes (1998), this new statistic studies the joint null hypothesis that the autoregressive parameter is 1
and that the parameters associated with the break under the alternative hypothesis are 0.
After deriving the asymptotic distribution of this new statistic, we have carried out a simple Monte Carlo simulation exercise, where we have shown that this statistic can often exhibit a better performance, when measured in terms of greater power, than the previously employed unit roots tests.
Finally, we have tested for the integration order of the US dollar real exchange rate vis a vis a group of the most important OECD currencies. We have found evidence against the presence of a unit root in the real exchange rate of the following currencies: the Austrian Schilling, Belgian Franc, Danish Krone, French Franc, German Mark and Dutch Guilder, when the specification of the model includes two changes in the mean. This result shows that the first break is related to the appreciation of the US dollar at the beginning of the 1980s, and the second to the depreciation of this same currency in the mid-1980' s. When these breaks are omitted, we find no evidence in favour of the long-run PPP hypothesis.
As a consequence, the rejection of the unit root null hypothesis suggests that our initial hypothesis is correct and that an appropriate modelling of the deterministic components of the bilateral real exchange rates increases the evidence in favour of the stationarity of the real exchange rates. However, given that we have had to include two breaks, we cannot admit that the long-run PPP hypothesis is valid for all the sample. Nevertheless, it does appear to be the case that, once these effects are isolated, the rest of the shocks are transitory. Thus, we can consider that a weaker version of long-run PPP holds or, alternatively, and adopting the name proposed in Hegwood and Papell (1998) , that we have found evidence in favour of quasi long-run PPP. 1 For the calculation of the finite sample critical values, 20,000 replications of an N(0,1) innovation process {u t } were generated. Thus, y t was generated according to model [1] . Subsequently, the critical values were obtained from the estimations of model [3] . Two different strategies for selecting the lag truncation parameter were chosen for each sample. First, we established a fixed number of lags, k=0, 2. Secondly, we adopted the k(t) strategy analysed in Ng and Perron (1995) , based on the analysis of the single significance of the coefficients of the lagged first-differences of the data. In all cases, λ 1 and λ 2 (λ 2 >λ 1 +1) take values in the ((k+2)/T, (T-1)/T) interval.
The asymptotic values were obtained from [4] , where the standard Wiener processes were substituted by their relative sample moments. These moments were calculated from a sample of size 1,000 of iid N(0,1) innovation process. 20,000 replications were also carried out. The sample size is 100 and the number of replications for each of the parameter combinations is 2,000. Column 2 reports the number of rejections obtained when we use the statistic proposed in Clemente, Montañés and Reyes (1998) , which is based on the pseudo t-ratio for testing whether the autoregressive parameter is 1. The last column reports the number of rejections when the pseudo F-ratio for testing the joint ρ=1, d 1 =d 2 =0 null hypothesis is used. In all cases, a 5% nominal significance level is used. This table includes the ADF statistics used for testing the existence of a unit root of the real exchange rate of the US dollar vis a vis the currencies of the above named countries. The value of the truncation lag parameter was chosen according to the k(t) method, using kmax=5.
c , b, a signifies 10%, 5% and 1% rejection of the null hypothesis, respectively. Table 4 . Testing for a unit root under the presence of one change in the mean In this Section we will obtain the limiting distribution of the pseudo F-ratio Φ 2 designed in Section 2. This proof follows the argument adopted in Perron (1990) or in Clemente, Montañés and Reyes (1998) . Therefore, we assume that the variable is generated by model [1] . Let us begin by defining the statistic as follows: Thus, SSR and SSR r can be defined as being functions of some sample moments of the y t variable. These sample functions are reported in Lemma A.1 of Clemente, Montañés and Reyes (1998) , under the assumption that the variable y t is generated by model [1], with λ 1 < λ 2 +1. This Lemma is simply an extension of Lemma A.1 in Perron (1989) . Taking this into account, and following the procedures used in Perron (1989) or in Clemente,
