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ABSTRACT 
The work in this thesis investigates the initial events surrounding light absorption by 
phytochrome Cph1 from the cyanobacterial phytochrome Cph1 from Synechocystis PCC 
6803.  The photocycles in Cph1 were investigated with a home built 
pump−dump/repump−probe spectroscopy apparatus which employed a visible probe. 
In order to do this light pulses, on the same time scales that the events occur are 
needed.  Advances in laser physics have made the production of wavelength−tuneable 
femtosecond pulses normal procedure in many labs.   
Phytochromes are a family of light−sensitive proteins acting as photo−receptors for 
biological signalling.  Typically they have reversible red (‘Pr’) and far red (‘Pfr’) 
absorbing forms.  The phytochrome Cph1 displays similar spectroscopic transitions to 
those observed in plant phytochrome receptors.  The Pr state absorption maximum is at 
660 nm and the Pfr meta−stable intermediated maximum is at 710 nm. The Pfr 
intermediate is long lived, with thermal reversion occurring on a second time scale. 
Additionally Pfr can be photo−transformed by absorption of far red light back to the Pr 
ground state.  
It is widely accepted that the interconversion between the Pr and Pfr forms is triggered 
by photo−induced Z−E and E−Z photoisomerisations, respectively, around the C15=C16 
double bond of the billin chromophore.  Additional structural rearrangements during 
the photocycle occurring in the phycocyanobilin chromophore of Cph1, particularly at 
C5, have been implicated. In addition to the spectral similarity to plant phytochromes, 
Cph1 has a 10−15% quantum yield; this low yield is yet to be fully understood.  
Pump−probe spectroscopy, with dispersive detection, is used to investigate the two 
photocycles in Cph1. This is the first time the Pfr photocycle of Cph1 has been 
investigated with dispersive detection.  From this experiment it has been revealed that 
the Pfr S1 state decays with a 240 fs time constant; faster than previously reported.   
The wavelength dependence of the Pr photo−reaction is systematically investigated 
between 620 and 680 nm for the first time.   
Pump−dump/repump−probe spectroscopy employing visible detection is used for the 
first time to investigate the two photocycles in the phytochrome Cph1.  
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Pump−dump/repump−probe spectroscopy is an extension of the pump−probe 
technique, from which information on connectivies between states can be found.  By 
employing this method, evidence for the presence of a ground state intermediate in 
both the Pr and Pfr photo pathways is found.  The wavelength dependence of states 
present in the Pr photocycle has been systematically investigated between 620 and 680 
nm for the first time. The wavelength dependence of the Pump−dump/repump−probe 
experiments supports the assignment of a ground state intermediate.  Coherent 
coupling between the electric and vibrational dipoles is seen in the Pfr photocycle.  This 
coupling is revealed by varying the timing of the dump pulse within the first 300 fs of 
the photo−reaction.   
From the work in this thesis, the understanding of both the phytochrome 
photochemistry and pump−dump/repump−probe spectroscopy techniques has been 
advanced.  
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1. INTRODUCTION 
How do Proteins work?  This question has driven the development of many 
experimental techniques aimed at determining protein structure, function and the 
relationship between them.  The most successful methods so far have been X−ray 
crystallography and nuclear magnetic resonance (NMR) (Alberts, 2001, Atkins and De 
Paula, 2010).  These techniques can determine the structure of a protein with atomic 
resolution and this information has contributed greatly to our understanding of 
proteins.    
In the era of atomic resolution methods, classical spectroscopic methods have been 
sidelined in favour of the 3D structures produced from the X–ray and NMR techniques.  
However, these spectroscopic techniques without spatial resolution can access a wide 
range of time scales with excellent temporal resolution (Pollard, 1992).  The kinetic 
information achieved with these techniques complements the spatial information 
gained from X−ray crystallography and NMR (Henzler Wildman, 2007). 
The goal of time−resolved experiments is to observe molecular dynamics in real time.  
Photo−active proteins are often chosen as the systems of study in time−resolved 
experiments (Van Der Horst, 2004).  The photochemistry can be initiated with a 
high−precision light pulse while the corresponding structural changes can be monitored 
by changes in visible (or infrared) absorbance (van Amerongen and van Grondelle, 
1995).   
PUMP–PROBE SPECTROSCOPY 
The invention of the laser in 1960 (Maiman, 1960) resulted in a rapid advancement of 
time−resolved spectroscopy.  Development of Q−switching and mode−locking 
techniques led to a drop in pulse duration from picoseconds to femtoseconds.  
Currently, the shortest available pulses are in the attosecond range (Krausz and Ivanov, 
2009). As far as spectroscopy of large molecules is concerned, the generation of 
wavelength−tuneable femtosecond pulses has enabled the study of protein dynamics on 
the time scales on which the motions occur (Megerle et al., 2009).   
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One technique for monitoring dynamics after the absorption of light is 
transient−absorption spectroscopy (TA) (van Amerongen and van Grondelle, 1995).  
Pump–probe spectroscopy is a type of TA that employs two laser pulses; the first is used 
to trigger the dynamics and the second is used to probe the excited system (protein).  
Using a femtosecond pulse to initiate the dynamics and then after time, τ, to take a 
“snapshot” of the excited system, excellent time resolution can be achieved.  Changes in 
absorption of the probe at different times, τ, after excitation provides information on 
the changes occurring in the system.  Pump−probe spectroscopy was originally 
performed with a flash lamp to monitor dynamics on longer time scales (milliseconds 
and seconds) and was called flash photolysis, for which George Porter won a Nobel 
Prize in 1967 (Porter, 1967).    
The resulting time−resolved data set can be analysed to extract the underlying 
dynamics.  Two of the most common methods are Global Analysis (GA) and Singular 
Valued Decomposition (SVD).  GA fits all of the data simultaneously with a sum of 
exponentials, for example see van Stokkum et al, 2004.  SVD decomposes the data into a 
matrix of left singular vectors representing the time traces; singular values, which 
weight each vector; and right singular vector, which are spectral components, for 
example see van Wilderen et al, 2011. 
There are a number of different set up designs used in this kind of experiment.  
Detection of the probe can be for a single wavelength or the whole bandwidth with 
dispersive detection (Megerle et al., 2009, Berera, 2009).  Dispersive detection gives a 
more intuitive view of the spectral components present in the TA signal.  However, in 
both cases difficulties can arise in resolving all the states present (Berera, 2009). 
1.2 PUMP–DUMP/REPUMP−PROBE 
The ability of pump−probe measurements to resolve all of the states present and the 
connectivities between them is limited in complex molecules.  This limitation is caused 
by overlapping spectral contributions and the presence of different states with similar 
absorption spectra.  Different techniques can be employed to extract extra information 
about the systems under investigation.  One method for achieving this is to employ an 
additional laser pulse that interacts with the excited system.  An extra excitation pulse 
can interact with excited or intermediate states, causing a population transfer. This 
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transfer can be monitored and analysed with GA or SVD to gain information on the 
connectivity between different states. This spectroscopy is referred to as 
pump−dump−probe or pump−repump−probe (PDP/PRP), depending on the type of 
interaction produced by the second excitation pulse (Gai et al., 1997, Papagiannakis et 
al., 2005). 
 To track the population transfers caused by the extra pulse, the data from an PDP/PRP 
experiment are compared to that of a pump–probe experiment with the same 
excitation−pulse parameters. This technique was first demonstrated in 1997 (Gai et al., 
1997) and has since been used on several biological molecules to uncover hidden states 
and unravel the connections between states (Larsen et al., 2004a, Rupenyan et al., 2009, 
Papagiannakis et al., 2005).  However, there are a lot of complex molecular systems 
where this technique has not yet been applied.   
1.3 PULSE SHAPING 
Improvements in laser technology have led to the ability to shape femtosecond pulses 
(Monmayrant, 2010).  The generation of a pulse whose time dependent amplitude, 
phase, frequency and polarisation are all specified is now possible.  This control over 
pulse parameters enables the response of a molecular system to be controlled by tuning 
the excitation field (Kawashima, 1995).  While the response to simple excitation fields 
may be very complex, the sample may exhibit a simpler response when subject to a 
more complex excitation field.  By shaping the excitation pulse to extract the wanted 
spectroscopic response, the optimally shaped excitation pulse will bear the fingerprint 
of the molecular characteristics (Assion, 1996). The optimal pulse parameters may not 
be obvious, so genetic algorithms have been devised to evolve the shape of the 
excitation pulse in order to maximise a desired output; such as a signal indicating the 
formation of a product state (Wohlleben et al., 2005).    
1.4 PHOTOACTIVE PROTEINS 
Light−sensing proteins or biological photoreceptors are of great interest in biology, not 
only because of their biological functions but because the conformational changes 
associated with forming (or in some cases, returning from) the signalling state can be 
precisely triggered in time with the use of a short flash of light (Kennis, 2007).  This 
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ability to excite an ensemble of molecules within the duration of a femtosecond pulse 
enables excellent time resolution for the study of kinetics and dynamics over a wide 
range of timescales.  The conformation changes associated with the formation of a 
signalling state are often accompanied by a change in colour (Van Der Horst, 2004).  
This colour change can be monitored to indicate the time scales on which the 
conformational changes occur.  
Photoactive signalling proteins are often categorised into a number of families based on 
the chemical structure of the light−absorbing chromophore they contain.  The most 
important of these families are the rhodopsins, phytochromes, cryptochromes, 
phototrotrophins, xanthopsins and BLUF proteins.  The chromophores they contain and 
related photochemistry are detailed in Table 1.1. 
Table 1.1 does not represent the full diversity of photoactive proteins found in nature 
but shows ones that respond to visible and NIR light (Kennis, 2007, Van Der Horst, 
2004). 
Table 1.1 Photo receptor protein families  
Chromophore Protein Family Photochemistry 
 
Tetrapyrroles 
 
Phytochromes 
 
Isomerisation 
	 ⇋  
 
Retinal 
Rhodopsin Isomerisation 
		 ⇋ 
	 
 
Coumaric Acid 
Xanthopsins Isomerisation 
		 ⇋ 
	 
 
Flavins 
Cryptochromes 
Phototrophins 
 
BLUF proteins 
Electron transfer? 
Cystein adduct 
formation 
Electron transfer 
Classes of well characterised photoreceptor protein families, and the corresponding chromophore and 
photochemistry.   
 
20 
 
All of the proteins in Table 1.1 have been studied and characterised extensively using 
many time−resolved techniques, although gaps still remain in our understanding.  
Owing to retinal’s key role in vision, rhodopsin has been characterised in the most 
detail.   In plants, the phytochrome family of photoreceptors have been found to 
regulate many key processes and understanding the conserved photochemistry of this 
family is an active area of investigation (Rockwell et al., 2006).  Phytochrome is the 
system of study used in this thesis and will be focused on. 
1.4.1 THE PHYTOCHROME FAMILY OF PHOTOACTIVE PROTEINS 
The phytochrome photoreceptor family was first discovered in plants as being 
responsible for the red/far-red reversible responses, such as germination and shade 
avoidance (Rockwell and Lagarias, 2010, Maiman, 1960).  Owing to these properties, 
phytochromes could be detected in plant tissue and extracted from oat seedlings long 
before other classes of photoreceptor were characterised (Lamparter, 2004).  Since the 
initial discovery in plants in 1959 (Holmes, 1991), phytochromes have been found in all 
flowering plants and cryptophytes, as well as in other taxa such as fungi, bacteria and 
cyanobactiera (Rockwell and Lagarias, 2010).   
The ability of organisms to be able to sense and respond to the quality and quantity of 
light can be critical, especially in photosynthetic organisms.  All proteins essentially 
absorb light in the UV owing to the presence of aromatic amino acids such as 
tryptophan.  Sensitivity to other regions of the electromagnetic spectrum requires the 
addition of suitable chromophores (Rockwell and Lagarias, 2010). 
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Figure 1.1 Phycocyanobilin structure  
PCB a Billin derived cofactor of the Phytochrome 
cph1.  A conserved cysteine in the GAF domain binds 
to the C3 carbon of the A ring via a thioether linkage.  
 
Phytochromes bind one of three types of linear tetrapyrrole (or billin) chromophore 
(Sharrock, 2008).  The chromophore is attached covalently and auto−catalytically via a 
thioether linkage.  The linkage is formed between the C3 carbon side chain in the A ring 
and a conserved cysteine residue (Rockwell and Lagarias, 2010).  Figure 1.1 shows the 
chromophore found in the phytochrome Cph1.  Plant phytochromes have 
phytochromobilin (PφB) chromophore where as cyanobacterial phytochromes bind 
phycocyanobilin (PCB) and bacteria utilise biliverdin (Auldridge, 2011).  In general, 
phytochromes share a conserved N-terminal photo−sensory core consisting of three 
conserved domains: PAS domain (some phytochromes contain as many as 26 PAS 
domains (Auldridge, 2011)), a GAF domain and a PHY domain, with the PAS and GAF 
domains knotted together.  The PHY domain has a tongue projection, which seals the 
chromophore binding pocket and stabilizes the signalling state (Essen, 2008).  The 
domain architecture of cph1 is shown in Figure 1.2. At the C−terminus there is a 
conserved regulatory domain, usually a histidine kinase−related domain (Rockwell et 
al., 2006), shown pictorially in Figure 1.2  Further phytochromes and phytochrome like 
proteins have been found from genetic analysis (Sharrock, 2008). 
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Figure 1.2 Domain organisation and 3D Structure of the phytochrome Cph1 
A. Domain organisation and B. full length structure of the cyanobacterial 
phytochrome Cph1. N-terminal extension (light magenta), PAS domain (Per: 
Period circadian protein, Arnt: Aryl hydrocarbon receptor nuclear translocation 
protein, Sim: single minded protein) (dark magenta), GAF domain (cGMP: 
specific phosphodiesterases, Adenylyl cyclases and FhlA) (yellow) and PHY 
domain (phytochrome specific) (blue). Reproduced from (Essen, 2008).  
Phytochromes can exist in two stable forms; the red light absorbing Pr form and the far 
red light absorbing Pfr form.  These two conformations are associated with different 
absorption spectra as indicated in Figure 1.3; the pure Pfr spectra can be calculated by 
subtracting the Pr contribution from the Pr/Pfr equilibrium.  Photo−excitation of either 
of these two forms initiates isomerisation around the C15=C16 double bond (Figure 
1.1) (Z−E for the excited Pr form and E−Z for the Pfr form) of the billin chromophore, 
followed by a series of thermal protein−chromophore rearrangements (Montgomery 
and Lagarias, 2002).  In addition to the photo−pathways a thermal dark reversion path 
from Pfr to Pr exists so that, when kept in the dark, a 100% population of Pr will form 
(Whitelam and Halliday, 2007).  In most phytochromes it is the Pfr form that is thought 
to be the active signalling state of the protein (Rockwell et al., 2009).   
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Figure 1.3 Phytochrome absorption spectra 
Pr and Pr/Pfr equilibrium absorbance spectra of the cyanobacterial phytochrome Cph1.  Pr population 
was achieved by illumination with 730 nm LED and the Pr/Pfr equilibrium was measured after 
illumination with white light. 
 
In order to gain a full understanding of the workings of phytochrome, the dynamics 
associated with the structural changes needs to be understood.  With this in mind, 
several time resolved methods have been applied to the study of different 
phytochromes (Rentsch et al., 1998, Savikhin et al., 1993, Schumann et al., 2007, van 
Thor et al., 2001, van Thor et al., 2006b, Zhang et al., 1992).  Low−temperature studies 
of the two photo−pathways have revealed several distinct intermediates (Foerstendorf 
et al., 2000, Schwinté et al., 2009) that are summarised in Figure 1.4.  Lower 
temperatures were needed to trap the intermediates associated with the Pfr 
photo−pathway indicating that this reaction proceeds faster than the forward 
photo−reaction.    
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Figure 1.4 Phytochrome photocycle 
Phytochrome Photocycle including known 
intermediates.  Dashed arrows show photon 
absorption and solid arrows show thermal 
processes.  Red arrows are processes associated 
with the forward or reverse photo-pathway and blue 
arrows indicate a completely thermal process. 
 
Fluorescence studies have also indicated that the initial photochemistry of the Pfr 
photo−pathway occurs on an ultrafast time scale, as no Pfr fluorescence has been 
detected (Sineshchekov et al., 1998, Zienicke et al., 2011).  The Pr photo−pathway has a 
low fluorescent quantum yield, indicating that there must be a competing ultrafast 
internal conversion pathway (Sineshchekov et al., 2002).  With both photo−reactions, 
the quantum yield associated with product formation is relatively low, especially for a 
signalling molecule.  For many phytochromes, the quantum yield has been measured at 
around 10−15% for both the forward (Pr−Pfr) and reverse (Pfr−Pr) reactions (Rockwell 
et al., 2006), which is a much smaller yield than retinal, which undergoes a similar 
photo−isomerisation and has a 80% quantum yield (Prokhorenko, 2006).  The low 
quantum yield of phytochrome has yet to be understood in terms of potential energy 
barriers but it is thought to be set by the formation of the first intermediates (Lumi−R 
and Lumi−F, respectfully) (Heyne et al., 2002).  
These initial ultrafast pathways have been studied using many spectroscopic techniques 
in order to understand the initial photochemistry (Bischoff et al., 1998, Dasgupta et al., 
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2009, Fitzpatrick et al., 2011, Heyne et al., 2002, Savikhin et al., 1993, van Thor et al., 
2006b, Altoè et al., 2009, Rentsch et al., 1998, Schumann et al., 2007, Schumann et al., 
2008, van Wilderen et al., 2009).  Most of these have focused on the forward Pr−Pfr 
pathway; a summary of time constants associated with time resolved spectra for Pr is 
shown in Table 1.2, with the time constants from investigation into the Pfr pathway 
summarised in Table 1.3.  The time−resolved experiments from which the time 
constants were established probe the formation of the first product intermediate in 
each photo reaction (Lumi−R or Lumi−F).  From Table 1.2 and Table 1.3 it can be seen 
that the Pfr photo−reaction proceeds faster than the Pr photo−reaction.  The Pr 
photo−reaction has three reaction phases described by three time constants, whereas 
the Pfr photo reaction is described by only two.  These results indicate that different 
pathways are followed by forward and reverse photo−pathways.   
Table 1.2 Pr time constants 
Phytochrome Time Constants Technique  Reference 
Oat  0.36, 1.8, and 34 ps Vis TA Bischoff et al 2001 
Agp1 0.7, 3.3 and 33.3 ps IR TA Schumann et al 2007 
Cph1 3, 14 and 134 ps IR TA van Thor et al 2007 
Cph1 0.50, 3 and 30 ps IR FSRS Dasgupta et al 2009 
Summary of time constants found from analysis of ultrafast spectroscopy experiments investigating 
the Pr−to−Pfr photo−reaction in various phytochromes as indicated 
The results from similar experiments on the reverse photo−pathway reveal significantly 
faster time constants, with only two time constants needed to explain the time 
depended signal; a sub−picosecond time constant and a few−picosecond time constant, 
as shown in Table 1.3.  The different dynamics observed for the forward and reverse 
photo−pathways also indicate that independent pathways are followed for the two 
isomerisations.  This offers the unique opportunity to study two photo−reactions of the 
same chromophore in the same protein environment.  The difference between the time 
constants reported for the phytochrome Cph1 appear contradictory, at first, but arise 
owing to differences in the resolution and time period investigated.  The 0.5 ps 
components reported from FSRS (Dasgupta et al., 2009) is not resolved in the infrared 
TA experiments owing to a limit in the time resolution (van Thor et al., 2006b).  
Similarly, the 30 ps component reported from the FRSR experiment is likely to be a 
combination of the 14 and 134 ps components found in the TA investigation.  
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Table 1.3 Pfr time constants  
Phytochrome Time Constants Technique  Reference 
Oat 0.7 and 4.5 ps Vis TA Bischoff et al 1998 
Oat 0.56 and 3.8 ps Vis TA Bischoff et al 2001 
Agp1 0.44 and 3.3 ps IR TA Schumann et al 2008 
Cph1 0.5 and 2-3 ps Vis TA Heyne et al 2002 
Summary of time constants found from analysis of ultrafast spectroscopy experiments investigating 
the Pfr−to−Pr photo−reaction in various phytochromes. 
Different models have been used to explain the dynamics of the initial photochemistry 
of both the forward and reverse photo−reaction (Schumann et al., 2007, Schumann et 
al., 2008, Dasgupta et al., 2009, van Wilderen et al., 2009).  It is unlikely to be 
successfully explained by either a simple parallel or sequential decay model.  
Differences between the models presented in the literature could arise from 
heterogeneity between phytochromes originating from different organisms but 
similarities are expected in the primary photo−reactions.  For example, evidence for a 
ground state intermediate (GSI) in the decay pathway back to the ground state has been 
found in several phytochromes (van Wilderen et al., 2009, Schumann et al., 2008, 
Schumann et al., 2007, Fitzpatrick et al., 2011).  
Analysis of pump−probe spectroscopy of the phytochrome Agp1 from Agrobacterium 
tumefaciens suggests the presence of a GSI in both the forward and reverse 
photo−pathway (Schumann et al., 2007, Schumann et al., 2008).  PDP/PRP spectroscopy 
has been employed to uncover GSIs and other states undetected in pump−probe 
spectroscopy in many photoactive proteins, as will be discussed in section 2.2.2.2.  In 
the phytochrome Cph1, PDP/PRP probing both the infrared and visible spectra indicate 
the presence of a GSI in the Pr photo−pathway (Fitzpatrick et al., 2011, van Wilderen et 
al., 2009).  Most recently, temperature scan cryocrystallography of a 
bacteriophytochrome from Pseudomonas aeruginosa uncovered structural 
heterogeneity of the Pr ground state (Yang, 2011). 
In order to be able to address the questions of connectivities between pathways, and the 
relationship between structure and dynamics, additional work needs to be performed.  
Understanding the origin of the low quantum yield, as well as the dynamics associated 
with the absorption of a photon and the conformational changes that follow, offer 
intriguing challenges on the way to understanding and exploiting photoactive proteins.  
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These challenges will be addressed in this thesis by studying, for the first time, both the 
Pr and the Pfr photo−pathways using PDP/PRP spectroscopy, employing visible 
detection.  The aim of this work is to understand the connectivities between the states, 
adding to work already carried out (van Thor et al., 2006b, van Wilderen et al., 2009, 
Dasgupta et al., 2009, Heyne et al., 2002).  Information of the connectivities between 
states will be utilized to describe the photo−pathways with a suitable reaction scheme 
models.   The wavelength dependence (between 620 and 680 nm) of the excited and 
intermediate state in the Pr photocycle will also be investigated for the first time.  This 
wavelength dependence will be used to determine states populated during the photo 
cycle.  To be able to achieve this, the development of a tuneable PDP/PRP apparatuses 
in needed.  The experimental set up developed during this work will also be useful for 
future experiments. 
1.5 AUTHOR’S CONTRIBUTION TO WORK 
During the first year of my PhD, I renovated a liquid crystal spatial light modulator for 
use with sub 10 fs, 800 nm laser pulses.  I also helped build optical apparatus for 
ongoing work in the Quantum Optics and Laser Science research group. 
The remaining time was spent in the Ultrafast Spectroscopy Lab in Molecular 
biosciences.  This newly established research group was developing a visible pump–
probe spectroscopy apparatus, which I was involved in building and optimising, 
including a home−build dispersive detection system.  The building was executed under 
the guidance of Dr Craig Lincoln.   
Once working I converted the pump–probe system to carry out pump–dump/repump–
probe experiments on phytochrome, which I was responsible for expressing and 
purifying.   After I had collected and analysed these data, the results were published in 
the Journal of Physical chemistry B. 
Next I modified the optical apparatus to include a pulse−shaping device capable of 
creating pulse replicas.  The modified apparatus was used to study a second 
photo−pathway in phytochrome, the sample for which I produced myself.  The data 
from this experiment are being prepared for publication. 
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The LabView programs I used to collect TA data were written by Craig Lincoln.  The 
Global analysis software used to analyse the TA data is free to download from 
http://www3.imperial.ac.uk/people/j.vanthor/research/ultrafast_toolbox and was 
written by Dr Luuk van Wilderen.  The initial Escherichia coli cell line transformed with 
the plasmids needed to express the phytochrome Cph1 was provided by Dr Jasper van 
Thor. 
Additionally, during my PhD I have been invited to assist in time−resolved X−ray 
experiments at the Advanced Photon Light Source and European Synchrotron Research 
Facility as well as preparing protein samples for collaborations.  The following papers 
have resulted from work I have been involved in. 
1.6 PUBLICATIONS  
1. Fitzpatrick. Ann, Lincoln. Craig, van Wilderen. Luuk, van Thor. Jasper, 
“Pump−Dump−Probe and Pump−Repump−Probe Ultrafast Spectroscopy Resolves Cross 
Section of an Early Ground State Intermediate and Stimulated Emission in the 
Photoreactions of the Pr Ground State of the Cyanobacterial Phytochrome Cph1”, 
Journal of Physical Chemistry B, 2012, 116 (3), pp 1077–1088 DOI: 10.1021/jp206298n 
2. Lincoln. Craig, Fitzpatrick. Ann, van Thor. Jasper, “Photoisomerisation Quantum 
Yield and Nonlinear Cross-Sections with Femtosecond Excitation of the Photoactive 
Yellow Protein”,  Physical Chemistry Chemical Physics, 2012, 14, pp 15752−15764 DOI: 
10.1039/C2CP41718A      
3. Warren. Mark, Kaucikas. Marius, Fitzpatrick. Ann, van Thor. Jasper, “Ground state 
proton transfers and hydrogen bonding in the reversible photoswitching reactions of 
the fluorescent protein Dronpa”, Nature Chemistry, submitted. 
4. Warren. Mark, Fitzpatrick. Ann, Kim. Tae Wu, Kim. Jeongho, Kim. Jong Goo, 
Khakhulin. Dmitry, Wulff. Michael, Ihee. Hyotcherl, van Thor. Jasper, “Pump−probe 
solution X-ray scattering reveals the signaling mechanism of Cph1”, in preparation. 
5. B. Salna, A. Benabbas, A. McClelland, B. Kellner, C. Hoskins, A. Fitzpatrick, J. J. van 
Thor, J. T. Sage, P. Champion. (2012) “Temperature dependent kinetics of proton and 
deuteron transport in Green Fluorescent Protein”,  in preparation.  
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6. Fitzpatrick. Ann, Lincoln. Craig, van Thor. Jasper, “Multipulse transient absorption 
spectroscopy of the Pfr photoreaction of the cyanobacterial phytochrome Cph1”, in 
preparation.  
1.7 ORGANISATION OF THESIS 
The thesis describes the application of ultrafast time resolved pump–probe and 
PDP/PRP spectroscopy to investigate the two photo–reactions that can be triggered in 
the cyanobactieral phytochrome Cph1.  Cph1 is chosen as the system to study because it 
displays similar spectroscopic transitions to those in plant phytochromes that control 
many important processes which are still to be understood on the molecular level.   
Chapter 2 introduces the theory and background of coherence and light matter 
interactions is introduced to explain the regimes the spectroscopy, undertaken in later 
chapters, is operating in. The role that femtosecond pulse shaping is playing in 
developing new types of spectroscopy in order to extract the maximum information 
about the molecular response is also discussed with a comparison of the technology 
available for such undertakings. 
The methods used both to prepare the phytochrome sample and to undertake the 
spectroscopic measurements are presented.   In chapter 4 the investigation into the 
forward Pr→Pfr photo–reaction is discussed, which is reproduced from Fitzpatrick et al 
2011; paper 1 in the list above.  This is followed, in chapter 5, by the experiments 
studying the reverse photo–reaction of Pfr→Pr, a paper discussing this experimental 
work is in preparation (paper 6 in the list above).  The final chapter is a summary and 
proposal for future work with regard to both the phytochrome system and 
spectroscopic techniques.      
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2. THEORY AND BACKGROUND 
2.1 LIGHT MATTER INTERACTION 
The development of powerful and tuneable lasers has revolutionized optical 
spectroscopy and a wide variety of techniques have been developed to exploit the time 
or spectral resolution (Levenson and Kano, 1988).  These nonlinear spectroscopic 
techniques are qualitatively very different, although the purpose of the light matter 
interaction is to reveal the molecular response to the field.  Understanding the 
interaction between matter and electromagnetic radiation is important for accurate 
analysis of the measured results.  In the section below, the dependent properties of 
coherent excitation are illustrated, as well as the macroscopic material response 
relevant to the excitation fields applied.  
2.1.1 COHERENCE IN MATTER 
An ensemble of atoms is coherently excited if the wavefunctions of the excited atoms at 
some time  have the same phase (in atoms and molecules this usually refers to the 
dipole moment).  This phase relation between the molecules may change in time owing 
to relaxation processes such as collisions and population decay, leading to a time 
dependent reduction in the coherence (Demtröder, 2003).  Energy levels within a 
molecule can be coherently excited if the corresponding wavefunctions are in phase at 
the time of excitation.  With a short transform−limited laser pulse with duration Δ and 
spectral bandwidth Δ ∝ 1 Δ⁄ , it is possible to excite two levels simultaneously if their 
energy separation Δ is smaller than	ℏΔ.  A molecule with two closely lying levels that 
can both be reached by an optical transition from a common ground state can be 
coherently excited by a short light pulse.  An example is vibrational levels of different 
electronic states if their separation is larger than their homogeneous width (Demtröder, 
2003). With femtosecond laser pulses, the bandwidth is such that many vibrational 
levels on the electronic excited state can be populated.    
A two−level system will be used to display the coherent properties of matter; although 
this is a theoretical construct, the results are relevant to the spectroscopy in this work.  
The details of coherent theory are summarised from references (Demtröder, 2003, 
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Berman and Malinovsky, 2011, Levenson and Kano, 1988).  These details are presented 
to illustrate the fundamental processes that are relevant for the experimental work 
presented in chapters 4 and 5 of the thesis.  
A two−level system with eigenstates |〉 and |〉, and corresponding energies  and 
can be excited.  The excitation is considered to be coherent if the wavefunctions are in 
phase during the excitation time.  In this case the wavefunction of the system will be a 
linear combination of |〉 and |〉, and can be written as 
|〉 =   ℏ! |〉 + # #$ ℏ! |#〉   2.1 
Where ||% + ||% = 1 and & is a phase factor.  Properties of this system can be 
calculated from the expectation values of the corresponding operators.  The above can 
also be described using the density matrix formalisation.  The density matrix of a 
two−level system is given by 
' = 	 |〉〈| = ) ||* #+  #,$- ℏ⁄#+  #,$- ℏ⁄ |#|* . 
 
= /' '#'# '##0     2.2 
The diagonal elements in the matrix, 1 	and	1, give the probability of finding the 
system in the corresponding eigenstates |〉 and	|〉.  The off–diagonal elements show 
the degree of coherence between the states, or between molecules in an ensemble.  It is 
equivalent to consider an ensemble of infinite systems and  a single system in an infinite 
period of time, so the results derived hold for coherence in both an ensemble and a 
single system (Berman and Malinovsky, 2011). 
If the phase factors in equation 2.1 are completely random, then the off–diagonal 
elements will average out to zero and the system can be said to be incoherently excited.  
This gives a density matrix of  
'2 = 	3' 44 '##5 = )
||* 4
4 |#|*.   2.3 
If a definite phase relation exists between the wavefunctions the system is in a coherent 
state.  Such a relation can be generated by the interaction with a strong electromagnetic 
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field that adds up to a macroscopic oscillating dipole moment, which will be discussed 
in the next section.  The decay of the off diagonal elements describes the decay of the 
coherence, in the case of excitation with an electromagnetic field this can be viewed as 
the decay of the phase relations between the system’s dipoles. 
Decoherence between the electronic dipoles is a fast femtosecond process but 
vibrational decoherence can be of the order of picoseconds.  The pump–probe and 
PDP/PRP experiments detailed in chapter 4 probes an incoherently excited system and 
investigate the remaining population differences.  By contrast, the shorter time scales 
used for the PDP/PRP experiments in chapter 5 probe the system before it has 
vibrationally dephased.    
2.1.2 OPTICAL SUSEPTABILITY    
The density matrix introduced above is formed by using the laws of quantum mechanics 
and is used to describe the many properties of a system under the influence of an 
electromagnetic field, including the macroscopic system response.  A basic introduction 
will be given here to illustrate the differences in the response of a system to weak, 
intense or multiple fields.  A more detailed description with additional properties of the 
density matrix can be found in references (Boyd, 2003, Berman and Malinovsky, 2011, 
Mukamel, 1999, Hamm and Zanni, 2011, Demtröder, 2003).   
The macroscopic response of a system to an electromagnetic field can be described in 
terms of the molecular response or the susceptibility.  To derive expressions for the 
linear  or nonlinear optical susceptibility, the density matrix representation has 
advantages over the wavefunction formalisation because the results are more generally 
valid (Boyd, 2003).  The optical susceptibility is introduced to demonstrate the 
dependence on material parameters such as the transition dipole and energy levels. The 
derived equations can be used to make predictions and illustrate the order of the 
response relative to the input field.  The derivations that follow have been taken from a 
number of sources including Nonlinear Optics (Boyd, 2003) and Nonlinear Optical 
Spectroscopy (Mukamel, 1999), which is more mathematically rigorous.  
The study of matter through its interaction with light (electromagnetic radiation) is 
classically described as a result of an oscillating electromagnetic field resonantly 
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interacting with charged particles (Hollas, 2004).  In the quantum mechanical 
description an electromagnetic field acts to couple the quantum states of matter.  A 
starting point for constructing a Hamiltonian that describes light−matter interactions in 
a very general sense is  
6 =	67 +68 +687   2.4 
where 9:  is the Hamiltonian for the matter, 	9;  the electromagnetic field and 9;: the 
light-matter interaction term.  It is common to treat this problem in the semi−classical 
limit, where matter is described using quantum mechanics while the light is described 
classically.  Using this approach, it is assumed that the light presents a time dependent 
interaction potential that acts on the matter, but that the matter does not influence the 
light.  In this case 9;  is ignored and 9;: can be written < where : 
= = 	−?.     2.5 
and where  ? = 	−A. B is the electric dipole moment operator.   This gives the 
Hamiltonian:   
6 =	64 + =   2.6 
such that the Eigen functions of the unperturbed Hamiltonian can be written as 
9C	|〉 =  	|〉  2.7 
the Eigen function can be expanded using an arbitrary basis set to get 
	|〉 = ∑ |2〉2 E2   2.8 
with the Hermitian conjugate 
〈| = 	∑ EF	∗F 〈F|.    2.9 
The expectation value of an operator H is defined as 
〈I〉 = J|I|K   2.10 
which can be expanded in terms of the basis set 
〈I〉 = ∑ EF∗F ∑ E22 JF|I|2K 	≡ ∑ EF∗F,2 E2I2F  2.11 
H will usually be the dipole operator	N.  At this point the density operator is defined  
' = 	 |〉〈|   2.12 
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This can be expanded in the basis set introduced earlier 
' = ∑ EF∗F,2 E2|2〉〈F| ≡ ∑ '2F|2〉〈F|F,2     2.13 
where 1OP = QOQP∗  represents the matrix elements of the density operator so now 
the expectation value of the operator H can be written: 
〈I〉 = ∑ '2FI2FF,2 ≡ RB+I'-       2.14 
where S is the trace of an operator, the sum of its diagonal elements.  The macroscopic 
polarisation is given by the expectation value of the dipole operator μ: 
T = RB+?'- ≡ 	 〈?'〉	      2.15 
For a two level system this yields 
〈?'〉 = 〈3 4 ?#?# 4 5 /
' '#'# '##0〉 = 	'#?# + '#?#  2.16 
Hence the off diagonal elements of the matrix give rise to a macroscopic polarisation.   
For more complex systems the polarisation can be calculated by applying the 
perturbation solution for the time dependence of the density operator.  The time 
dependence of the density operator is given by the Liouville–Von Neumann equation 
'U = 	− ℏ 6' − '6 ≡ − ℏ +6, '-      2.17 
which describes how the density matrix evolves in time due to any term included in the 
Hamiltonian.  Interactions that cannot be easily included in the Hamiltonian, such as 
collisions, are accounted for by the inclusion of a phenomenological damping term   
'U 2F = − ℏ +6, '-2F − V2F'2F − '2FW     2.18 
This damping term indicates that 1OP relaxes to an equilibrium value 1OPXY at a rate 
of	ZOP.  For many physical systems of interest this equation cannot be solved exactly.  As 
the electric field of the laser pulse is much weaker than the molecules internal field 
(< ≪ 9C), the influence of the laser field can be treated perturbatively to give the 
following set of equations 
'U 2F4 = −\2F'2F4 − V2F'2F4 − '2FW     2.19 
'U 2F] = −\2F + V2F'2F] − ℏ]+=, '4-2F    2.20 
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'U 2F* = −\2F + V2F'2F* − ℏ]+=, ']-2F    2.21 
'U 2F^ = −\2F + V2F'2F^ − ℏ]+=, '^]-2F    2.22 
The first equation in the set describes the evolution of the system in the absence of an 
external field.  The steady state solution is taken to be  
'2F4 = '2FW    2.23 
where  
'2FW = 4	_`a	2 ≠ F  2.24 
In thermal equilibrium, the excited state may be populated but no coherent 
superposition of states exists.  This system of equations can now be integrated 
'2Fcd = e ℏf +=′, 'c]-2F\2F,V2Fhijk′    2.25 
 From this, higher order corrections to the density matrix can be obtained.  A first 
application of the perturbation solution to the density matrix equation is to calculate the 
linear susceptibility.   The interaction Hamiltonian is given by equation 2.5, with the 
electric field represented by  
  = ∑  \ll \l  2.26 
And by substitution into the perturbation solution for the density matrix 
'2F]  = ℏ /'FF4 − '2240?2F. ∑  h\lj.l \2F,V2F e +h\2F\lj,V2F-dkf ′   2.27 
 The second half of this expression can be rewritten as  
\2F,V2F e +h\2F\lj,V2F-dkf d =	\2F,V2F 	
mh\2Fn\ljoV2Fpi
h\2F\lj,V2F qf

   
     = 	 n\lh\2F\lj,V2F      2.28 
Thus 
'2F] = ℏ]'FF4 − '224 ∑ ?2F. \ln\lh\2F\lj,V2Fl       2.29 
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This result is used to calculate the expectation value of the induced dipole moment 
〈?〉 = h1r?j =s1OPr?PO
OP
 
= ∑ ℏ]2F 'FF4 − '224∑ ?F2+?2F. h\lj-n\lh\2F\lj,V2Fl   2.30 
The next step is to decompose the expectation value of the induced dipole moment into 
its frequency components 
〈?〉 = ∑ 〈?\l〉\ll      2.31 
And introduce the linear susceptibility tensor tr, which is defined by 
Th\lj = c〈?\l〉 = u4v]h\lj.  \l   2.32 
Where w denotes the number density.  Comparing this to the expression for the 
expectation value of the induced dipole moment the linear susceptibility can be written 
as 
v]h\lj = cu4ℏ∑ 'FF42F − '224 ?F2?2Fh\2F\ljV2F   2.33 
It can be seen that the linear susceptibility is proportional to the population difference 
	1PPC − 1OOC, so if states  and x contain equal populations the transition will not 
contribute to the linear susceptibility.  By using higher orders of the perturbation 
solution for the density operator, the expressions for the nonlinear susceptabiliies can 
be obtained. 
The linear response of matter to the applied field is valid when the electromagnetic field 
is weak.  The development of strong coherent sources and techniques in which multiple 
fields interacted with a system means that a more detailed understanding of the 
nonlinear response of matter is required. 
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2.1.3 NONLINEAR SUSCEPTABILITY  
Linear spectroscopy commonly refers to light–matter interactions with one primary 
weak radiation field yielding a linear response from the matter.  When multiple 
independent or very intense fields are used, linear response theory is inadequate to 
describe the material’s response.  The laser spectroscopies used in this work require 
this more complex treatment. Pump–probe and PDP/PRP employ multiple independent 
and coherence short laser pulses which lead to a nonlinear response of the system 
under investigation. 
The electric displacement appears in Maxwell’s equations to describe the effect of free 
charges in a material in the presence of electromagnetic radiation (Grant and Phillips, 
1990) such that  
yB = u4 B + TB    2.34 
where  is the electric field and z is the macroscopic polarisation as a response to 
it.  
T = u4v].       2.35 
where the polarisation z depends linearly on the electric field	, {C	is the permittivity of 
free space and tr is the linear susceptibility derived above (Boyd, 2003).  The above 
no longer holds for intense light field(s) so the induced polarisation is expanded in 
powers of the electric field	: 
T = 	|4v].  + v*.  .  + v}.  .  .  + ⋯  
T = T] + T* + T}   2.36 
 Optical measurements can be classified according to the power law dependence on the 
external field. zr is the linear polarisation that describes the linear optical response 
including processes such as absorption, reflection and refraction, or weak 
electromagnetic fields. 
Centro-symmetric systems also known as materials possessing inversion symmetry do 
not display t% or z% processes as even ordered susceptibilities vanish, so for many 
systems the lowest order of nonlinear process that can be used for spectroscopy is the 
third order polarisation. 
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The macroscopic polarisation can be written as  
Th\lj = c〈?h\lj〉 = c. B+', ?-   2.37 
where w denotes number density and this with the perturbation solution to the time 
dependent density matrix can be used to find equations for the nonlinear 
susceptibilities.   
As mentioned earlier, the description of the response of matter to an electric field can be 
done in the time or frequency domain.  Until now, the frequency domain has been the 
focus as for many applications it is more convenient.  The equivalent parameter to the 
linear susceptibility in the time domain is the molecular response such that  
v]\ = 	e ]\kf4      2.38 
The response of matter to an electric field in the time domain uses linear response 
theory. This theory makes the assumption that the electromagnetic field is weak, with 
the macroscopic polarization scaling linearly with field strength. If the envelope of the 
electric field were a δ function in time such that  = 	, then the macroscopic 
polarization, would reproduce the molecular response 
T] ∝ ]       2.39 
For electromagnetic fields with a short enough temporal width, such as ultra short laser 
pulses, linear response theory holds and the pulse can be treated as a sum of δ-function 
pulses together to give the pulse envelope	d.  So to calculate the macroscopic 
polarization the first order response should be convoluted with the pulse envelope 
T] = 	e  d − ]]]k]f4    2.40 
For femtosecond pulse durations, such as the ones employed in the experiments 
described in this thesis this condition will hold.  In addition to the temporal resolution 
this helps in interpretation or simulation of the data generated. 
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2.1.4 PHOTOSELECTION WITH POLARISED LIGHT 
Using linearly polarized light to excite a sample of randomly orientated molecules 
creates anisotropic distributions.  Both the ground and excited states will be orientated 
as there is a cos%  dependence on the probability that a molecule with transition dipole 
orientated at an angle  to the laser polarization will be excited (Ansari and Szabo, 
1993).  This photo−selection can influence the measured absorption, especially when 
probing with a linearly polarised light (Magde, 1978).  The linear dichroism induced by 
the photo−selection with linearly polarised light will, in time, be re−orientate to a 
random distribution by rotational diffusion (Ansari, 1993).  Explicit use of 
photoselection theory was required for the work presented in this thesis to extract 
signals belonging to optically pumped intermediates (chapters 4 and 5). 
Laser pulses occur on time scales much shorter than rotational diffusion.  When the 
interaction of the electric field vector with the electric dipole transition moment is 
short, the molecule can be thought of as stationary, or non−rotating on the time scale of 
the irradiation.  When studying dynamics that proceed on a similar time scale or faster 
than rotational diffusion the effects of photo−selection can be overcome in two ways.  
The orientation of the probe light polarisation can be orientated at the magic angle 
(54.7⁰) relative to the excitation polarisation.  Polarisation at this angle can sample 
populations both parallel and perpendicular to the excitation polarisation and so it is 
therefore equivalent to measuring an isotropically averaged optical density (Ansari, 
1993).  The isotropically averaged optical density is no longer measured in optically 
thick samples.  In samples where the linear dichroism is large (large photolysis levels 
for example), the polarisation of the probe can be rotated towards the perpendicular 
(weakly absorbing) direction relative to the excitation pulse polarisation. 
The second way of eliminating photo−selection effects is to measure the optical density 
with light polarised in the parallel and perpendicular directions relative to the 
excitation light.  From the measurements along both polarisations, the isotropically 
averaged value as each wavelength can be determined.  In addition, there is important 
dynamical information in the anisotropy data obtained from both polarisations.  The 
measured macroscopic anisotropy can be calculated from: 
B = 	 y∥	yy∥,*y      2.41 
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The magic angle or anisotropy free orientation measures the isotropically averaged 
distribution from the relation: 
yFE = ]} ∥ + *     2.42 
The optical anisotropy is a function of photolysis level, time and probe wavelengths, and 
it can be important to know the photolysis level in the interaction region.  This is true 
for many reasons, including ruling out the presence of multi-photon effects, and in data 
analysis of spectroscopic experiments, employing more than one excitation pulse (van 
Wilderen et al., 2011).  
The fraction of molecules of an ensemble of randomly oriented molecules that are 
excited depend on the molecular properties for the particles: 
] = ] −	]*      2.43 
where 
c] = }̅     2.44 
 In this equation,  ̅ = e  and  represents the total flux density of photons, σ the 
absorption cross section,  the quantum yield and  the cosine of the angle between the 
excitation pulse and the molecular transition dipole moment.  These equations are valid 
for linear absorbers.  The ensemble averaged photolysed fraction is what is important in 
many cases and 〈r〉 is calculated analytically by integrating 	r over all angles. 
 
〈]〉 	= ]*e 	]]]    2.45 
 
The ensemble averaged photolysed fraction can also be approximated by a Taylor 
expansion (van Wilderen et al., 2009).  With multi−pulse spectroscopy such as PDP/PRP 
spectroscopy, which will be discussed below, the second pulse interacts with a time 
dependent ensemble of molecules, which has an anisotropic orientation due to the 
photo-selection of the first excitation pulse.  An additional correction has to be made to 
account for the fraction of molecules from the excited state(s) population that have 
returned to the ground state in the time between the application of the first and second 
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excitation pulses. Thus the second pulse is dependent on the time−dependent ground 
state recovery fraction	1 −  (van Wilderen et al., 2011).  The fraction of molecules 
excited by the second pulse is 
 
* 	= /] − h] − ]*j0 ] − **   2.46 
 
Where subscripts in the equation denotes parameters related to the first or second 
pulse.   As the time delay between the two excitation pulses increases, the ground state 
recovery fraction approaches 1 and  approaches zero, yielding the photolysis 
equation equivalent to r for a single pulse interacting with a isotropic distribution 
of molecules.  The photolysed fraction averaged overall molecular orientations is 
〈2*〉 = ]* e k	2*]]   2.47 
 
which can be rewritten using a Taylor expansion 
 
〈2*〉 = /] − c]∑ c]^^,]!*^,}f^ 4 0c*∑ c*
^
^,]!*^,}
f^ 4    2.48 
These equations for 〈n%〉 are only valid in situations where the rotational diffusion time 
is much longer than the time delay between the excitation pulses.  In this case it can be 
assumed that the orientations of the ground and excited states caused by 
photo−selection of the first excitation pulse remain intact (van Wilderen et al., 2011, 
van Wilderen et al., 2009, Ansari and Szabo, 1993).   
2.2 ULTRAFAST SPECTROSCOPY 
Modern spectroscopic techniques commonly utilise lasers as light sources.  Lasers can 
provide either temporally short pulses of light covering a broad spectral range or a 
continuous beam with an extremely narrow bandwidth.  This versatility can give very 
high temporal resolution or very good specificity to excite a single transition.  In 
addition to this, lasers can also be focused to small spot sizes, creating high peak 
powers.  These features and control have driven the development of a wide range of 
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spectroscopic techniques, giving new insight into many questions in chemistry and 
biology.  
2.2.1 GENERAL SPECTROSCOPY  
A beam of light passing through a solution of absorbing molecules can transfer energy 
to the molecules as it proceeds.  This transfer of energy leads to a progressive decrease 
in intensity of the light beam (Parson, 2009).  This change in intensity of incident light is 
the transmission of the sample 
R¢ = 	 £¢£4¢      2.49 
The transmission of a sample can be related to the absorbance or optical density (OD) 
such that 
y¢ = 	− ¤`¥ / £¢£4¢0 = 	|¢E8    2.50 
Where ¦ is the wavelength−dependent molar extinction co−efficient, Q is concentration 
of the absorbing species and § is the sample length.  This equation is known as the 
Beer−Lambert Law (Brown, 1998).  As well as the absorption of light, the emission or 
scattering of light from an atom or molecule can also be measured.  Emission of light 
from an excited sample falls into two main categories: fluorescence (emission from a 
singlet state which occurs as the sample is being excited) and phosphorescence 
(emission between a triplet state and a singlet state occurring after excitation of the 
sample) (Parson, 2009). 
A spectrum plotting the dependence of the absorbance of a sample on the frequency of 
light is created by plotting the ¨© or S for transmission as a function of wavelength or 
wavenumber.  This can be measured either dispersedly in the frequency domain or in 
the time domain and Fourier transformed to give the frequency dependence.  Light that 
is resonant with a transition between two discrete energy states of a particle, such as an 
electron or nuclei, will be absorbed.  Using different energies from the electromagnetic 
spectrum will give information about different variables depending on the type of 
transitions the energy of the electromagnetic wave is resonant with (Whittaker et al., 
2000).  The three main variables probed by spectroscopy are rotational spectroscopy 
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(microwave or deep IR wavelengths), vibration spectroscopy (IR wavelengths) and 
electronic spectroscopy (visible and UV wavelengths) (Hollas, 2004). 
Photons of visible light contain enough energy to change the electronic distribution of a 
molecule.  Because the electrons are much lighter than the nuclei, the electronic 
transition will take place much faster than the nuclei can respond.  According to the 
Born Oppenheimer approximation it can be assumed that the nuclei are fixed during the 
electronic transition, causing a change in the electron density with an increased electron 
density in new regions of the molecule.  In classical terms, the nuclei will experience a 
new force to which they will begin to respond; this is illustrated in Figure 2.1 (Atkins 
and De Paula, 2010). 
 
Figure 2.1 Electronic transition. 
Illustration of an electronic transition between a ground and excited state.  
Turning points indicate points at which nuclei are stationary.  The most 
intensive vibrational transition is to the state lying vertically above it.  
Other vibrational levels on the excited state will be populated but with 
lower intensities, depending on the overlap of the wavefunctions.  
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Absorption and emission spectroscopies are referred to as linear spectroscopy, 
involving the interaction of one incident radiation field causing a weak light matter 
interaction.  This interaction can be treated as a linear response between the incident 
light and matter.  The response of matter to an electromagnetic field can be described 
using the induced macroscopic polarization from equation 2.35 where the polarisation 
P depends linearly on the electric field	E (Boyd, 2003).  The response of matter to 
intense light field(s) is not linear and the induced polarisation is expanded in powers of 
the electric field	E as in equation 2.36 with nonlinear susceptibilities	tO.  The first 
term corresponds to the linear response with the remaining terms detailing the 
nonlinear response of matter to the incident field.  The electric field is a vector, and so 
the linear and non-linear susceptibilities are tensors with ¬­ order susceptibility tO 
being a  + 1 rank tensor.  In centrosymmetric media even ordered terms in the 
polarisation expansion vanish, so for most media the lowest order nonlinearity will be 
the 3¯°  order nonlinearity (Mukamel, 1999).   
Linear spectroscopies can lead to ambiguities in the interpretation of the results owing 
to congested spectra and overlapping contributions.  Linear spectroscopy does not offer 
systematic ways to interpret between homogeneous and inhomogeneous line−shape 
broadening, it also has little ability to interpret dynamics and relaxation.  This becomes 
more of a problem when trying to interpret spectra in the condensed phase when line 
shapes become broad and spectra can become congested (Parson, 2009).  Non−linear 
spectroscopy provides a way of resolving some of these issues because it often uses 
multiple light fields with independent control over frequency and time ordering to 
probe correlations between different spectral features.  Third order non−linear 
spectroscopic techniques are the most commonly used class of non-linear methods 
(Mukamel, 1999). 
2.2.2 TIME RESOLVED SPECTROSCOPY 
In order to understand molecular motion, measurements have to be made in real time 
and on the same time scales that the motion occurs.  Photochemical and photophysical 
reactions in photo−active protein are among the fastest events in biology.  These events 
take place on a time scales ranging from 10s of femtoseconds to nanoseconds.  
Time−resolved spectroscopy employing 20−100 fs laser pulses has emerged as a 
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powerful tool in the investigation of molecular dynamics.  Photo−active protein 
dynamics are of particular interest as they can be triggered with high time resolution 
(Berera, 2009, Stock, 1992, Wynne, 1995). 
Dynamics refers to molecular motion associated with a reaction whereas kinetics 
describes the changes in populations.  Time−resolved spectroscopy can monitor either 
the dynamics or the kinetics of a system.    One experimental approach developed to 
measure the time dependence of an excited system is transient absorption (TA) 
spectroscopy.  In TA experiments, the absorption of an excited sample is measured at a 
specified time delay after excitation and the difference between the excited absorption 
and ground state absorption is plotted.  By varying the time delay after the sample 
becomes excited, the time dependence of the reaction can be uncovered.  TA is 
commonly used to describe techniques that monitor absorption changes arising from 
electronic transitions in molecules (van Amerongen and van Grondelle, 1995).  
Typically, these dynamics occur on relatively fast time scales.  In order to study them, 
they need to be initiated on a time scale that is fast with respect to the dynamics to be 
studied.  Slower kinetics occurring on a nanosecond or greater time scale can be 
investigated with electronic detection and can be initiated by several methods including 
stop–flow and flash photolysis (van Amerongen and van Grondelle, 1995). 
For kinetics that occur on a femtosecond to nanosecond time scale, the process to be 
investigated is triggered by exciting the molecules with a short laser pulse, normally in 
the visible, to create an electronically excited state.  The dynamics of the electronically 
excited state are then probed by a second light pulse, which monitors the 
photo−induced absorbance changes (other methods can monitor the emission or 
scattering from the sample) (Fushitani, 2008).  The electronic populations present can 
be probed by employing wavelengths in the visible spectral range.  Likewise, the 
vibrational states present can be studied by using probe wavelengths in the IR (Hollas, 
2004).  It should be noted that the detection electronics need not be fast as a series of 
steady state experiments are performed with a fixed time delay between the pump and 
probe (van Amerongen and van Grondelle, 1995). 
TA measurements are performed in a wavelength region where the molecules of 
interest or the reaction products from them exhibit absorption changes.  In general 
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biological molecules have broad and sometimes multiple absorption bands that undergo 
changes during a reaction processes as can be seen in Figure 1.3 for the protein 
phytochrome.    
Before the development of wavelength tuneable laser systems, ultrafast studies using 
this technique was limited to bio−molecules with absorbance bands coinciding with a 
laser line.  Many molecules of interest did have appropriate absorption features and 
much was learnt, even with the restricted set of systems that could be studied (Megerle 
et al., 2009).  The advancement in ultrafast wavelength−tuneable laser sources has 
allowed the laser wavelength to be selected from the UV into the IR.  These sources are 
usually pumped by Ti:Sapphire lasers and are based on optical parametric amplification 
(Megerle et al., 2009).  This has dramatically increased the range of molecules that can 
be studied by pump−probe techniques.   
2.2.2.1 PUMP−PROBE SPECTROSCOPY 
Pump−probe spectroscopy is one of the most widely used third order nonlinear 
experiments.  It is employed to follow many types of time dependent relaxation 
processes.  It is most commonly used to follow population relaxation.  Pump−probe 
spectroscopy is one of the simplest implementations of a nonlinear spectroscopy and as 
such it does not require the theoretical formalism of nonlinear spectroscopy to interpret 
the experiment and it can be thought of as measuring population changes and relaxation 
(Parson, 2009). 
In pump−probe experiments, the pump/excitation pulse promotes a fraction of the 
molecules to an electronically excited state.  It is usual to set the power of the pump 
pulse so that the fraction of molecules excited is ≈ 10%, this ensures that the 
experiment is operating in the linear regime and that photon intensities are low enough 
so that multi−photon processes can be avoided (Megerle et al., 2009).    A weak probe 
pulse is then sent through the sample with a delay ± between the pump and probe pulse.  
By lengthening the optical path length, the temporal delay can be accurately controlled; 
an increase in path length by 3 μm delays the optical pulse by 10 fs.  By taking a series of 
absorption spectra at varying time delays, information on the dynamic processes is 
obtained.  
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To monitor the changes in absorption (Δ¨©) the absorption spectrum of the excited 
state minus the absorption spectrum of the ground state is recorded. 
y¢, ² = y¢, ² − y¢    2.51 
The Δ¨© spectrum contains contributions from various processes such as:  Ground 
State Bleach: a negative signal caused by a reduction of the OD in the wavelength region 
of the ground state absorption.  This is caused by a reduction in the ground state 
population.  The population has been reduced by the fraction of molecules that has been 
promoted to the electronically excited state, i.e. the ground state absorption of the 
excited sample is less than non−excited state. 
Stimulated Emission: once a population is created in the excited state, stimulated 
emission will occur when the probe pulse passes through the excited volume.  In 
general, stimulated emission will follow the fluorescence spectrum of the excited 
chromophore.  With stimulated emission, a photon from the probe pulse will induce the 
emission of an identical photon from the excited molecule.  The resulting increase in 
light (compared to the non-excited spectrum) corresponds to a negative Δ¨© signal as it 
looks like a reduction in the OD of the sample in that wavelength range.  It should be 
noted that the intensity of the probe pulse is so weak that the excited state population is 
not appreciably effected by this process. 
Excited State Absorption: the excited state population, created by the pump pulse, raises 
the possibility of optically allowed transitions from this electronically excited state to 
higher excited states.  Absorption of the probe pulse will occur at the wavelengths in the 
excited sample where the excited state absorbs.  This reduction in photons corresponds 
to a positive Δ¨© signal and an increase in OD of the excited sample compared to the 
non-excited sample.  Again, the intensity of the probe pulse is such that the excited state 
population is not affected. 
Product Absorption:  After excitation of a photo-biological or photo−chemical system, 
reactions can occur that result in a transient or long lived species.  The absorption of 
such a species will appear as a positive feature in the  Δ¨©  spectrum as the absorption 
of this new species is not present in the non excited sample.  This positive signal is likely 
to appear at later times after the decay of the excited state absorption, as the product 
will be formed from the decay of the excited state.  
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The contributions to the Δ¨© signals discussed here are shown schematically in terms 
of the electronic energy levels of a chromophore in Figure 2.2. 
 
Figure 2.2. Energy level diagram depicting pump−probe contributions. 
Schematic view of the energy levels of a chromophore.  Molecules in the 
ground state (S0) can be promoted to an excited state (ground state 
absorption GSA), in this case the first excited state S1 by the absorption 
of light.  Molecules in the first excited state can then absorb a photon to 
be promoted to a higher excited state (excited state absorption, ESA).  
The excited molecules can also be stimulated to return to the ground 
state.  As the photo-cycle progresses and the product state is formed this 
state can also absorb light 
 
Around time zero, when the pump and probe pulses are temporally overlapped in the 
sample, the Δ¨© signal will contain contributions from additional processes to those 
already described.  These non-resonant contributions are often grouped together under 
the term “coherent artefact” or “cross phase modulation”.  The signals arise from the 
consequences of four−wave mixing through the third order nonlinear susceptibility.  
These signals can cause problems when interpreting signals close to time zero.  
Analysis of pump−probe data can be done with coupled first order rate equations, with 
the decay of the exponentials representing the underlying kinetics or dynamics.  
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2.2.2.2 MULTI−PULSE TRANSIENT ABSORPTION SPECTROSCOPY 
Dispersive pump−probe techniques produce data with dependence on time and 
wavelength, and this is made up of different contributions as detailed above.  The 
addition of an additional pulse between the pump and probe will give an extra time 
parameter to the data (Larsen et al., 2003, Gai et al., 1997).  Overlapping absorption 
bands can present difficulties when analysing pump−probe data and some states may 
not be detected at all.  This is due to either low population during the photocycle or 
overlapping absorption with a state of stronger absorption.  In addition to these draw 
backs, it is often impossible to determine the connectivity between states (Larsen et al., 
2004a). 
There are two ways the additional excitation pulse can be employed to dissect the 
contributions of a pump−probe experiment revealing connectivity between states, 
shown schematically in Figure 2.3.  In a kinetic trace, the delay between the pump and 
dump pulse is fixed, targeting a specific distribution or excited state population, and the 
probe pulse is scanned.  The scanned probe pulse measures the effect on the spectrum 
and dynamics the dump pulse has induced compared to the pump-probe experiment 
(Papagiannakis et al., 2005).  Alternatively, the probe delay can be fixed relative to the 
pump and the dump pulse scanned to record the dump−induced dynamics in an action 
trace.  This monitors how the pump-probe spectrum at a certain delay is modified as a 
consequence of the interaction with the dump at various time delays (Larsen et al., 
2003).  
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Figure 2.3 Pump−dump/repump−probe pulse ordering. 
Three different measuring schemes examples of 
transient absorption spectroscopy.  A. Standard 
pump−probe spectroscopy.  B. Pump−dump−probe 
kinetic trace and C. pump−dump−probe action trace.  
Axis is time and arrows indicate pulse movement in 
time. 
 
The excited and intermediate states in the photocycle can be selectivity targeted by 
adjusting the pulse parameters of the dump/repump pulse (Kennis et al., 2004).  The 
additional excitation pulse can target the SE causing a loss of population from an excited 
state, or an absorption band can be selected to excite the population to a higher excited 
state.  The instantaneous population transfer(s) induced by this pulse cause signals in 
the TA data.  By extracting the signals corresponding to the dump/repump pulse 
interacting with the excited and intermediate states, extra information on the 
connectivity between states and states not resolved in pump−probe experiments can be 
seen (Fitzpatrick et al., 2011, van Wilderen et al., 2009).  
Most multi−pulse spectroscopy carried out utilizes different wavelengths for the first 
and second excitation pulses in the PDP/PRP pulse sequence (Gai et al., 1997, Kennis et 
al., 2004, Larsen et al., 2003, Larsen et al., 2004a, Larsen et al., 2004b, Logunov et al., 
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2001, Papagiannakis et al., 2005, Rupenyan et al., 2009, Wohlleben et al., 2004). 
Typically, the second excitation pulse parameters are chosen to minimise ground state 
absorption caused by this second pulse, and to maximise resonance with reaction 
intermediates. Data collection of the PDP/PRP signal arising from the double excitation 
ultimately gives ∆∆OD signals that are obtained by subtraction as follows: 
∆∆y¢, , ² = TyT¢, , ² − TT¢,   2.52 
Where λ and t represent the wavelength and delay of the probe and τ the delay of the 
dump.  It is assumed that the dump pulse does not interact with the ground state.  This 
assumption is only valid when the ground state absorption cross section for the 
wavelength of the dump pulse is negligible. The dump dynamics are obtained by 
scanning either t or τ delay to provide either ‘pump−dump−probe dynamics’ or ‘dump 
action trace’ (Papagiannakis et al., 2005). However, pump−probe amplitudes from the 
dump excitation resulting from resonance with the ground state cannot usually be 
neglected, as previously shown (van Wilderen et al., 2011). A first order approach 
would subtract the dump signal as follows: 
∆∆y¢], ¢*, ], * = 	TyT¢], ¢*, ], * − TT¢], ] − yT¢*, *  2.53 
where t1 and t2 are the delays between the visible excitation pulses and the probe. The 
difference signals for the three pulse measurement (z©z), and both two pulse 
measurements (zz = pump−probe, ©z = dump−probe) are the TA signals with 
excitation at wavelengths λ1 and λ2 (van Wilderen et al., 2009, van Wilderen et al., 
2011).  This equation is valid in the limit where excitation produces negligible transient 
populations, such that the ©z amplitude is equal to its contribution within the z©z 
signal. However, for transient absorption spectroscopy conducted under excitation 
conditions leading to photolysis fractions in the 0.01–0.1 range, the equation 
approximation is not valid.  Furthermore, linearly polarised pulses selectively 
photolysed populations within the isotropically oriented sample. Therefore, the residual 
ground state population is reduced and partially oriented following the pump 
excitation. It was previously shown that calculation may correct for the orientation and 
population distribution as follows (van Wilderen et al., 2011). 
∆∆yh¢, k´µ, lBj = 	TyT¢, k´µ, lB	 − TT¢, lB − ¶k´µyT¢, lB  2.54 
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where α is a scaling factor to be applied to the dump−probe signal. In the above 
equation, zz and ©z are two pump−probe experiments with the probe timings for ©z 
altered by the delay between the two excitation pulses.  α is introduced to account for 
the reduced and orientation ground state population the dump pulse will interact with 
in the PDP/PRP experiment compared to the DP experiment.  The scaling factor is 
important to ensure that the ∆∆OD signal corresponds to the dump/repump pulse 
interacting with excited and intermediate states, with the ground state signal precisely 
removed. 
The reduced ground state population will depend on for the power and polarization of 
the pump pulse.   The photolysed fraction can be used to estimate the ground state 
population and may be calculated by applying photo−selection theory (van Wilderen et 
al., 2011).  To accurately calculate the photolysed fraction, the beam parameters such as 
the intensity, spatial mode and diameter must be taken into account (van Wilderen et 
al., 2011).  The photolysed fraction for the reduced (i.e. previously excited) ground state 
population (〈%〉) is divided by the photolysed fraction of the complete ground state 
(〈r〉) that arises from a single pulse excitation, both averaged over all orientations in 
the sample, as shown in the equation below.   
¶ = 〈2*〉〈2]〉    2.55 
where 〈r〉 and 〈%〉 are the photolysis fractions, averaged over the ensemble of 
orientations.  They are the same as those discussed in the photo−selection section 2.2.4.  
The fraction of an ensemble of randomly oriented molecules that are excited by the 
application of a laser pulse depends on the molecular properties of the particles and 
parameters of the excitation pulse. Important properties include absorbance cross 
section, photon density and orientation of the transition dipole relative to the 
polarization of the incoming pulse.  Dependence on the molecular orientation relative to 
the laser polarization produces an anisotropic orientation after interaction with the 
pump pulse.  The orientation created by the interaction is also time dependent and will 
evolve as the photocycle progresses.  In order to determine accurately the ensemble 
averaged photolysed fraction induced by the dump pulse, after the pump interaction, 
the time−dependent recovered ground state population has to be assessed (Ansari and 
Szabo, 1993, van Wilderen et al., 2011). 
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It is important to accurately determine the scaling factor to ensure that the ∆∆OD TA 
signal corresponds to the dump excitation interacting exclusively with the excited and 
intermediate states created by the pump.  Scaling is sensitive to connectivity models 
assumed for the decay of the excited states in the photocycle, as well as time constants 
revealed by the analysis of the pump−probe TA data.  Methods for deriving these 
parameters have been developed and reviewed in detail previously (van Wilderen et al., 
2011, Ansari and Szabo, 1993).   
In all the spectroscopy discussed so far, the shape of the laser pulses has been ignored 
or assumed to be transform limited (TL).  In many cases TL is the preferred shape (for 
time resolution for example) but with the advancements in pulse shaping technology 
arbitrary pulse shapes are now possible.  The inclusion of pulse shaping capabilities into 
spectroscopy set ups offers the potential to use arbitrary pulse shapes, or pulse trains, 
to excite molecules.  It is possible to create the pump and dump pulse in PDP/PRP 
spectroscopy by utilizing pulse shaping devices.   
2.3 PULSE SHAPING 
2.3.1 PULSE SHAPING IN SPECTROSCOPY  
The ability to shape the phase and amplitude of ultra short optical laser pulses is of 
active interest in a number of research fields including coherent control (Prokhorenko, 
2006, Wohlleben et al., 2005), multidimensional spectroscopy (Shim, 2009) and pulse 
compression (Dantus, 2007).    The applications for arbitrarily shaped pulses in both 
chemistry and biology has lead to many technological advancements seen in this field 
(Krebs et al., 2010, Monmayrant, 2010, Monmayrant, 2005, Shim, 2006, Verluise, 2000).  
Pulse shaping has been used in two−photon fluorescence to enhance contrast in 
microscopy (Ogilvie, 2006).   In coherent anti−stokes Raman scattering, pulse shaping 
has been used to reduce background signals, and in spectroscopy and microscopy, 
shaped pulses have been employed to enhance features of interest (Weiner, 2011).   
Pulse shapers have also been used to simplify the optical set up needed to measure 
ultra-short laser pulses (Forget, 2010) and in 2D spectroscopies a pulse shaper has been 
employed to reduce the complexity of the experimental set up (Shim, 2009). 
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There are two main schemes that are used in pulse shaping experiments: open and 
closed (feedback) loop control. In the open−loop scheme the desired pulse shape is 
completely described by the user, requiring accurate calibration of the pulse shaping 
apparatus.  In the closed−loop scheme randomly selected parameters are used to shape 
the initial pulse, these parameters are updated iteratively according to an optimisation 
algorithm in order to obtain a desired outcome from a measured parameter (Weiner, 
2011).  Open−loop schemes are typically used when the desired pulse shape is already 
known, whereas closed−loop schemes are used for coherent control schemes when 
desired outcomes, such as modification of a branching ratio or quantum yield are of 
interest but the specific pulse shape is of less importance (Monmayrant, 2010).   
The inclusion of a pulse shaping device into the home−build ultrafast spectroscopy 
apparatus is the motivation for this section.  Two widely used pulse shaping methods 
were available for inclusion in the set up: Liquid crystal spatial light modulators 
(LC−SLM) and acousto−optical programmable dispersive filters (AOPFD).  A discussion 
of the advantages and limitations of both devices is presented, along with calibration 
data measured from typical systems.  Other pulse shaping devices are included for 
completeness, including acousto−optical modulators (AOM) and deformable mirrors. 
2.3.2 PULSE SHAPING THEORY  
A laser pulse can be described in the time domain or the frequency domain, in the time 
domain a laser pulse is described completely by its electric field. 
| = ]*I\$ + E. E   2.56 
where A(t) it the amplitude, ω is the carrier frequency and & is the temporal phase.  
The time and frequency domain descriptions are linked via a Fourier Transfer such that:   
| = 	 ]*·e |¸,ff \\k\    2.57 
where ¦  is the real part of the electric field.  Moreover, the shape of an ultrashort 
pulse can be defined equivalently by the electric field in the time domain or in the 
spectral domain (Monmayrant, 2010).  The complex amplitude in the temporal domain 
is 
  = 	I$   2.58 
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where the rapidly varying part has been removed.  For many applications, the spectral 
domain definition is the most practical to work with.  The spectral domain complex 
electric field can be written as: 
 ¸\ = 	I\\   2.59 
where the negative spectral components have been neglected as they contain the same 
information as the positive components.  Both the spectral amplitude H and the 
spectral phase  contribute to the pulse shape.   
A pulse with a flat spectral phase will have the shortest temporal duration, such pulses 
are said to be transform limited (TL).  For TL pulses the temporal duration is 
proportional to the spectral bandwidth and the time bandwidth product provides an 
estimate of the shortest duration achievable.  
R¹T = 	∆. ∆\   2.60 
Where ∆ and ∆ are the fwhm of the temporal and spectral profiles, respectfully.  For a 
Gaussian pulse the minimum Sºz (for a TL pulse) is ln4 ½⁄ ≈ 0.44 (Monmayrant, 
2010, Svelto, 2009).  Several properties of the spectral phase are used to describe the 
evolution of a shaped pulse, and it is common convention to express the spectral phase 
as a Taylor expansion and to consider the effect of each term separately (Frank, 2011). 
\ = 	4 +]\ − \4 + ]**\ − \4* + ]À}\ −\4} +⋯      2.61 
C is the absolute phase or the carrier envelope phase, this corresponds to the phase 
between the envelope of the electric field and the carrier.  The carrier envelope phase 
becomes very important when working with pulses that have only a few optical cycles 
within the envelope, such as for high harmonic generation and other non-linear 
interactions (Frank, 2011).  In the visible regime, if a pulse contained only a few optical 
cycles, the temporal duration would be below 7 fs and pulses this short are not 
routinely used in protein spectroscopy.  The carrier envelope phase can be ignored in 
many cycle pulses (Svelto, 2009, Frank, 2011, Monmayrant, 2010). 
r corresponds to the delay between the pulse and an arbitrary time leading to a 
constant delay that has no affect on the duration or shape of the laser pulse 
(Monmayrant, 2010). 
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%, more commonly known as group delay dispersion (GDD, or chirp), induces a 
frequency dependent linear delay affecting the spectral components differently, thus 
temporally changing the pulse (Frank, 2011, Svelto, 2009).  Experiments investigating 
the interaction between molecules and chirped pulses have been performed with 
interesting results (Assion, 1996, Prokhorenko, 2006).   
Á is the cubic term or third order dispersion.  This is responsible for pre and post 
pulses and is commonly used in coherent control schemes (Voll and Vivie-Riedle, 2009, 
Monmayrant, 2010).  Compensating for this and higher order dispersion is important 
when aiming for very short pulses to correct for this and higher order terms.  Other 
phases, such as sinusoidal phases or phase jumps, which are often used in pulse 
shaping, cannot be explained from the terms of a Taylor expansion (Monmayrant, 
2010). 
Many femtosecond pulse shaping techniques are based on linear filtering (Monmayrant, 
2010, Verluise, 2000, Weiner, 2000).  Linear filtering can be understood in the time or 
spectral domain as depicted in Figure 2.4.  In the time domain, the filter is characterised 
by an impulse response function ℎ such that the shape pulse is related to the input 
pulse via a convolution: 
 ÃÄ =  2	⨂Æ    2.62 
In the frequency domain the filter is described as a frequency response 9 where the 
output is the product of the filter with the input pulse: 
 ÃÄ\ =  2	\.6\    2.63 
The two linear filter descriptions are related via a Fourier transform. 
Æ = ]*·e 6\,ff \k\   2.64 
From the linear filtering description of pulse shaping it can be seen that for a delta 
function input, the output for the above will be the same as the linear filter	ℎ.  This 
implies that for sufficiently short input pulses the output pulse will be completely 
defined by the filter. Generation of the desired output pulse is achieved by 
implementation of a filter or mask with the required impulse or frequency response 
(Weiner, 2000, Monmayrant, 2010). 
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Figure 2.4 Linear filtering. 
pulse shaping by linear filtering A. in the time domain and B. in the frequency domain 
 
A lot of research has focused on the development of pulse shapers using programmable 
masks and pulse shapers employing programmable filters are now commercially 
available, but several different solutions have been found (Kaplan, 2002, Weiner, 2000).   
2.3.3 4−F PULSE SHAPERS 
Figure 2.5 shows the basic apparatuses of a 4−f line pulse shaper.  This pulse shaper is 
composed of two diffraction gratings and two lenses arranged in a 4−f set up with a 
mask or linear filter in the Fourier plane.  At the Fourier plane, the frequency 
components are spatially separated and accessible to the filter or mask.  The first 
grating angularly disperses the different spectral components of the pulse, these 
components are then focused to diffraction limited spots by the first lens so that in the 
Fourier plane the frequency components are separated and focused.  The second lens 
and grating recombine the frequencies into a single collimated beam (Weiner, 2000). 
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Figure 2.5 4−f optical layout.   
Basic layout for Fourier transform femtosecond pulse shaper composed of two gratings and two 
lenses of focal length f, arranged in a 4−f set up.  The linear filter is placed in the Fourier plane where 
the spectral components are spatially separated.  If the linear filter was removed the output pulse 
would be equivalent to the input and the set-up is known as a zero−dispersion line.  
 
In order for this pulse shaper to work as desired it is important that, in the absence of a 
mask, the output pulse is identical to the input pulse, i.e. that the optical set up is 
dispersion free.  Ensuring a dispersion free alignment depends on the set up of the 
optical components.  The lenses are set up as a unit magnification telescope with the 
gratings placed one focal length away from each lens in the telescope, as shown in 
Figure 2.5.  In this set up, the first lens can be thought of as performing a Fourier 
transform between the first grating and the Fourier plane, containing the linear filter.  
The second lens performs another Fourier transfer from the Fourier plane to the second 
grating.  If the mask is removed, the total effect of these two Fourier transfers is that the 
input pulse remains unchanged (Weiner, 2000). 
Dispersion free condition also depends on approximations, such as thin and aberration 
free lenses.  For femtosecond pulses where chromatic aberrations are enhanced owing 
to the large bandwidth, the lenses can be replaced by spherical or cylindrical mirrors.  
The gratings are also assumed to have a flat spectral response over the wavelength 
range of interest (Weiner, 2000, Frumker, 2007).  The spacing of the lenses and gratings 
of the 4−f apparatus (without linear filter) can be adapted to introduce dispersion into 
the pulse in order to stretch or compress the pulse, this is used in high power 
femtosecond amplification (Monmayrant, 2010, Weiner, 2000). 
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The first grating couples each frequency, , to a given direction,	ÇÈ, and the first lens 
(or mirror) maps this to a position, ÉÈ, in the Fourier plane.  Using the 4−f method of 
pulse shaping will lead to unavoidable spatio−temporal coupling.  The net effect of this 
coupling is the modification of the transverse profile of the beam according to the 
temporal shape of the pulse.  For example; a delay applied to the pulse will affect both 
the optical and spatial frequencies (Wefers, 1995).  Spatio−temporal coupling can be 
considered negligible if the shaped pulse can be created without effecting the amplitude 
of the pulse (Monmayrant, 2010).  Impressive shaping results have been achieved with 
4−f pulse shaping systems, indicating that this coupling is not a limitation to achieving 
complex temporal pulse shapes using this technique (Monmayrant, 2010). 
By placing a mask in the Fourier plane, the optical path or optical density of each 
spectral component can be independently altered to shape the pulse.  Depending on the 
mask used, the amplitude, phase or polarisation can be shaped (Monmayrant, 2010); 
the transverse spatial profile can also be shaped by using a 2D mask (Frumker, 2007).  
Common types of filters employed included liquid crystal displays, acousto-optic 
modulator (AOM) and deformable mirrors (Monmayrant, 2010, Shim, 2006, Weiner, 
2000, Dantus, 2007). 
2.3.3.1 LIQUID CRYSTAL SPATIAL LIGHT MODULATOR 
Liquid crystal spatial light modulators are an array of nematic liquid crystal pixels, 
placed between two glass substrates, one of which is coated with a transparent 
electrode (indium tin oxide).  This creates a programmable mask by applying 
independent voltages to each pixel. The elongated molecules in the liquid crystal have 
an ordered orientation, which can be altered by the application of a mechanical or 
electrical force.  As the array is pixelated, a discrete approximation of the desired output 
pulse is achieved.  For complex pulse shapes it is desirable to use a liquid crystal display 
made up of a large number of pixels, separated by a small gap.  The number of pixels in a 
typical liquid crystal array ranges from 128 to over 1000; limits to the number of pixels 
in an array arise owing to the technical challenge of fabricating the electrodes (Weiner, 
2011).  In order to achieve a well shaped pulse, the spectrum must vary at a rate that 
ensures adequate sampling.  In addition, the gap between pixels should be reduced as 
much as possible as the phase of the light that passes through the gap is not controlled.  
To a first approximation, a fraction of the whole spectrum of the pulse light will pass 
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through the gaps between the pixels, leading to a small replica of the input pulse in the 
time domain (Monmayrant, 2010). 
 
Figure 2.6 Liquid crystal pixel. 
Liquid crystal orientations in the linear filter with (A.) and without (B.) an electric field 
   
The dimensions of a liquid crystal array used in a 4-f liquid crystal spatial light 
modulator (SLM-S 640/12, Jenoptiks*) are shown in Figure 2.7.  This array contains 640 
pixels that can have an applied voltage of between 0 and 8 volts.  This voltage can be 
applied independently to each pixel with 12 bit resolution. As the voltage is applied, the 
electrical force induces the crystals to tilt and align with the field, except near to the 
surface of the glass plates where elastic forces resist this motion as shown in Figure 2.6.   
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Figure 2.7 Liquid crystal array 
Dimensions of the optically active liquid crystal array from the 4-f liquid crystal spatial light modular 
from the pulse shaper SLM S 640/12 from Jenoptiks 
 
The liquid crystals are fabricated so that, in the absence of an electric field, the long axis 
of the crystals is aligned along the  axis, as shown in Figure 2.6.  The birefringence and 
alignment of the liquid crystals causes light polarised along		 to experience a larger 
refractive index than light polarised along		Ê.  Appling an electric field along	Ë induces 
the crystals to tilt as shown in Figure 2.6.  This tilt reduces the birefringence, allowing 
the phase of −polarised light, transmitted through the mask, to be controlled (Weiner, 
2011).  The birefringence of a liquid crystal cell of thickness  will produce a phase 
retardation between light polarised in the  and Ê directions of:  
Ì = *·2 − 2Ã k ¢!      2.65 
when a voltage is applied to a pixel the crystal alignment is altered by an angle of θ, the 
retardation then becomes: 
ÌÍ = 	*·2ÎÍ − 24 k ¢4!     2.66 
Owing to the liquid crystal alignment, only phase of light polarised in the  direction can 
be controlled.  The phase of light polarised in the Ê direction is fixed. 
To change the shaping capability of the liquid crystal mask from phase to amplitude, a 
pair of crossed polarisers are needed, as orientated in Figure 2.8.  For independent 
phase and amplitude shaping, a second mask is needed as well as the crossed polarisers.  
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The two masks without the crossed polarisers are employed for shaping the 
polarisation of the pulse (Weiner, 2011). The crossed polarisers are used to obtain the 
calibration function,	ΓÐ, of the mask.  If the same voltage is applied to each pixel then 
the retardation should be equal; any deviation between pixels is most likely to be 
caused by variations between the pixel thicknesses	.  To calibrate the retardation of a 
pixel, lenses can focus the beam so only one pixel is illuminated. 
 
Figure 2.8 Liquid crystal calibration alignment.  
Experimental set up used to calibrate the retardation ΓU for a single pixel and wavelength.  If the 
lenses are removed the crossed polarisers can be used to shape the amplitude of the laser pulse 
instead of phase. 
 
Calibrating a liquid crystal pixel array, using the set up shown in Figure 2.8, requires the 
retardation to be calculated from the transmission of laser light as a function of applied 
voltage; this was performed using a photodiode detector.  The measured transmission 
can be related to the phase retardation using: 
RÍ = Ò2*ÌÍ*      2.67 
Where SÐ is the transmission as a function of applied voltage and ΓÐ	is the voltage 
dependent retardation.  The retardation is also a function of wavelength but as long as 
the dispersion relationship of the liquid crystals is known for both the ordinary and 
extraordinary refractive indexes, the calibration, measured at only one wavelength, can 
be used to calculate the calibration curve for any arbitrary wavelength.  The 
transmission and corresponding phase retardation of one pixel of a liquid crystal array 
from a SLM-S 640/12 pulse shaper from Jenoptik is shown in Figure 2.9.  A HeNe laser 
and set up shown in Figure 2.8 was used giving the phase retardation for λ = 633 nm.  
The applied voltage was varied from 0 to 8 volts with 12 bit resolution (0−4095 scale). 
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Figure 2.9 Transmission of a liquid crystal pixel. 
A. normalised transmission of a HeNe laser beam through a liquid crystal pixel of an SLM array using 
the experimental set up shown in Figure 2.8.  B. the corresponding phase retardation, in terms of π,  
for that pixel and 633 nm wavelength calculated using equation 2.67. 
 
From the calibration curves in Figure 2.9 it can be seen that at low applied voltages, a 
small change in voltage gives rise to a large change in phase, whereas at higher voltages 
a finer phase control can be achieved as the molecules become saturated (Weiner, 
2011). 
Liquid crystal spatial light modulators were among the first programmable masks used 
with the 4−f lines.  They can be used with high and low repetition rate lasers, although 
sequential pulses cannot be individually shaped as the time taken to load a new mask is 
limited by the liquid crystals and electronics to around 10 ms.  Thanks to the wide 
transparency window of the liquid crystal this type of pulse shaper can be used with a 
broad spectral range, from the NIR to the blue edge of the visible (Monmayrant, 2010).  
The spectral resolution and accepted bandwidth of such devices depends on several 
factors such as the line spacing of the gratings, the aperture size of the liquid crystal 
array and number of pixels (Weiner, 2000). 
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2.3.3.2 DEFORMABLE MIRRORS 
Another type of programmable mask that can be used with a 4−f line is a deformable 
mirror.  The mirror is placed in the Fourier plane and the shaped pulse reflected back in 
a folded 4−f geometry, reducing the complexity and optics needed.  Deformable mirrors 
do not suffer from the problems associated with pixilation found with liquid crystal 
spatial light modulators as it produces a smoothly varying mask.  By choosing the 
substrate coating, high efficiency can be achieved from the UV all the way to the NIR so 
no bandwidth limitations are present.  Only phase can be shaped with this method and 
owing to the existence of a minimum radius of curvature that can be induced to the 
membrane in the deformable mirror, pulse shapers using this type of mask are mainly 
employed for providing smoothly varying spectral phase shapes (Weiner, 2000).  In 
order to calibrate the phase response FROG measurements (or similar) of the emerging 
pulses are used, although this is not required in close loop experiments (Weiner, 2000).  
2.3.3.3 ACOUSTO−OPTIC MODULATORS 
When phase and amplitude shaping is required a deformable mirror cannot be used and 
two liquid crystal spatial light modulator arrays would be needed. An alternative is an 
acousto−optical modulator (AOM), developed by Warren and co−workers (Dugan, 
1997).  For this type of mask an acoustic wave is launched into a birefringent crystal, 
usually TeO2,.  When an acoustic wave propagates in a medium there is an associated 
strain field.  The strain results in a change to the index of refraction, referred to as the 
photo−elastic effect, which couples the mechanical strain to the optical index of 
refraction.  For plane acoustic waves the strain field is a periodic function of position. 
This strain function induces a periodically perturbed index of refraction (Yariv and Yeh, 
1984).  The acoustic wave can therefore act as a refractive index grating.  The grating 
period, given by the local acoustic wavelength, is determined from the ratio of the 
acoustic wave’s velocity in the crystal and the radio frequency: 
Ó =	ÔE Ô!       2.68 
  The acousto−optic effect is a parametric interaction requiring phase matching 
conditions to be met.  A complex acoustic wave is launched into the crystal and each 
spatially dispersed frequency component is diffracted with the appropriate phase and 
amplitude.  In contrast to a LC−SLM, where the number of programmable points is 
65 
 
equivalent to the number of pixels, for an AOM the number of control parameters in an 
AOM gives the effective number of pixels such that 
clÕÕ = ´Ö = Õ     2.69 
Where  is the size shortest acoustic feature, × is the AOM aperture and ΔØ is the 
modulation bandwidth of the AOM.  This gives around 900 effective pixels although the 
overall shaping resolution will also rely on the 4−f line properties (Monmayrant, 2010). 
While the acoustic wave is travelling through the crystal to a femto− or picosecond 
pulse the grating is effectively static.  The velocity through the crystal (ÙÚ) and the 
aperture length gives the time taken for the acoustic wave to travel through the crystal.  
This time is usually of the order of a few microseconds and sets the limit for the highest 
repetition rate lasers that can be used with this mask. 
As the diffraction grating is not static and sequential acoustic waves take a finite time to 
enter the crystal, this type of pulse shaper cannot be used with high repetition rate 
lasers (>> KHz) as sequential pulses will encounter shifted diffraction gratings.  AOM 
shapers are therefore limited laser systems where the repetition rate is lower.  With 
these systems, the launch of the acoustic wave in to the crystal can be triggering by the 
laser system, synchronising the acoustic and optical pulses.   The fast mask refresh rate 
allows sequential pulses to be shaped independently by altering the acoustic wave 
launched into the crystal.  This is not possible with liquid crystal spatial light 
modulators where the mask is static.  Therefore, there is no limit to the pulse repetition 
rate; however, the mask refresh rate is on the order of 10 ms so only one pulse shape 
can be applied to a pulse train. 
The acoustic wave that forms the diffraction grating in the TeO2 crystal is continuous.  
Owing to this AOM masks do not suffer from pixilation problems seen with liquid crystal 
devices.  AOM masks can also produce far more complex pulse shapes than deformable 
mirror mask.  The complex acoustic wave is generated from an arbitrary wave form 
generator, which produces a radio frequency voltage signal that is converted into a 
travelling acoustic wave by a piezoelectric transducer (Monmayrant, 2010, Weiner, 
2011). 
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There are two regimes in which the AOM can act, either in the Raman−Nath regime or 
the Bragg regime (Shim, 2006, Dugan, 1997).  The dominant regime can be determined 
by: 
Û = *·¢482Ó*      2.70 
 Where Ü is a dimensionless parameter, § is the crystal thickness, ÝC is the centre optical 
wavelength, Λ is the acoustic wavelength and  is the refractive index.  In the 
Raman−Nath regime Ü ≤ 1 and is described as a thin grating. In this regime, the 
diffraction efficiency scales quadratically with acoustic power, without any angular 
selectivity.  In the Raman−Nath regime the interaction region is thin, giving greater 
spatial (and so spectral) resolution. Typical diffraction efficiencies in this regime are of 
the order of 10%.  In the Bragg regime, Ü ≥ 4½, the AOM has a strong angular selectivity 
and only light incident at the Bragg angle is diffracted.  The efficiency of this diffraction 
can theoretically reach 100%.  The improvement in diffraction efficiency in the Bragg 
regime allows lower acoustic powers to be used.  However, the thicker interaction 
region degrades spectral resolution and reduces the optical bandwidth.  Owing to the 
restrictions of operating under conditions where either regime dominates, most pulse 
shaping AOMs operate in between; a good compromise is	Ü ≈ 4½. 
The use of an AOM as a mask in a 4-f line requires the alignment to be altered to account 
for the Bragg angle.  The zero dispersion line should be aligned as before, so that the 
output pulse is identical to the input pulse, the AOM then needs to be placed in the 
Fourier plane and tilted until the incident angle reaches the Bragg angle.  The second 
grating should be moved to compensate for the diffraction, additional mirrors can be 
used each side of the AOM to compensate for the tilt induced by the AOM, removing the 
need to adjust the gratings (Monmayrant, 2010).   
The deviation from normal incidence causes the optical frequencies to be focused at 
different positions relative the Fourier plane.  Owing to the change in alignment the 
Fourier plane no longer lies along the middle of the crystal as illustrated in Figure 2.10.  
The diffraction of the incoming beam leads to a larger effective spot size, reducing 
shaping resolution.  For interactions with good resolution the focus of each spectral 
component should fall within the crystal.   A reasonable criteria for high resolution 
pulse shaping is that all optical frequencies should be focused within the Rayleigh 
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range,½C% Ý! , where C% is the Gaussian beam radius at the AOM.  For a given AOM 
aperture there is only a fixed bandwidth that satisfies this condition (Weiner, 2000, 
Monmayrant, 2010). 
 
Figure 2.10 Acousto−optical−modulator 
Illustration of the limitations of an AOM due to the geometry, such that 
the Fourier plane does not lie along the median of the crystal.  The 
spectrum is dispersed in the vertical plane and assuming no chromatic 
aberrations the focus will lie on the Fourier plane rather than the median 
of the crystal.  Adapted from ref(Monmayrant, 2010).   
 
The geometry associated with AOMs alters the path lengths of the different frequency 
components.  Owing to this variation in path length the dispersion experienced by each 
wavelength will be different.  Some of the shaping capability of the AOM will need to be 
used to correct for this or a prism compressor could be implemented before the shaper 
to pre−compensate for dispersion introduced by the AOM.  As the AOM is made from a 
crystal, even if the path lengths were identical for all the wavelengths, dispersion would 
still be introduced into the pulse.  Owing to this dispersion, the AOM is not suitable for 
shaping or producing pulses shorter than 10 fs because most of the shaping capability 
would be used to correct for the dispersion induced by the AOM.  With such very short 
pulses, higher order dispersion becomes important, which cannot be corrected for using 
prism compression (Monmayrant, 2010). 
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At high acoustic powers, absorption of the acoustic wave and nonlinearities can also 
become problematic.  For this reason, AOMs are usually operated at low acoustic 
powers where the output pulse can be calculated accurately.  In closed loop regimes 
these nonlinearities are less important as the optimal pulse shape is achieved iteratively 
(Dugan, 1997). 
With all 4−f line pulse shapers, the overall efficiency of the system is < 50%; this is due 
to losses at the gratings to other diffraction orders.  AOMs are less efficient than LC−SLM 
and deformable mirrors, as they have an extra diffraction optic where further losses 
occur (Weiner, 2011).  
2.3.4 ACOUSTO−OPTICAL PROGRAMMABLE DISPERSIVE FILTER 
Acousto−optical programmable dispersive filters (AOPDF), which were used for the 
experiments in chapter 5, utilize the same technology used in AOMs, although the 
optical set up is very different to the 4−f pulse shaping lines already discussed.  Unlike 
the 4−f pulse shapers, AOPDF do not need to access the Fourier plane in order to shape 
the laser pulse.  The removal of this restriction means that AOPDF achieve independent 
phase and amplitude control in compact devices, without the need for the high quality 
optics required in the 4-f lines.  As with AOM, an acoustic wave is launched into a 
uniaxial and highly birefringent crystal, although in AOPDF the acoustic wave is 
launched co-linearly to the optical wave.  The acoustic wave creates a longitudinal 
grating along the crystal maximising the interaction length.  The acoustic wave shapes 
the incoming laser pulse by diffracting the light from the fast ordinary axis to the slow 
extraordinary axis (Monmayrant, 2005).  The efficiency of the diffraction process is 
<50%, hence the performance of AOPDF is similar to that of 4−f line pulse shapers 
(Monmayrant, 2010).  The diffraction efficiency is limited by the acoustic power.  The 
acoustic power is kept low to avoid nonlinearities caused by high acoustic power. The 
general formula for the output optical power density for a frequency  is given by 
£ÃÄ\ = 	 £2\. TT4 . ·
*
á . Ò2E* â·*ã TT4 + ä*å    2.71 
where æçO is the input optical power density, z is the actual acoustic power density 
and zC is an acoustic power given by  
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T4 = á. è × ]4À. /¢80
*
   2.72 
And ΔΦ is an asynchronism factor, which is dependent on the crystal length (§) and 
departure from the phase matching conditions.  When	z = zC, æëì¬ = æçO 2⁄  and 
ΔΦ = ±0.8 the resolution is given by 
Ö¢ = 4.ð.¢*Ö2.8      2.73 
Where  is the index difference between the ordinary and extraordinary waves on the 
propagation axis of the crystal.  Typically a resolution of 0.5 nm at 800 nm can be 
achieved, although a finer resolution can be achieved at the expense of bandwidth.  The 
number of programmable points available in AOPFD is given by 
c = ¢Ö¢ = Ö2.8.¢4.ð.¢*      2.74 
Equation 2.74 shows that the number of points can vary from 100 to 600; this is 
dependent on crystal length and optical bandwidth.  Both AOM and LC−SLM can have a 
larger number of programmable points. 
AOPDF works by launching an acoustic wave, which propagates along the crystal 
reproducing spatial the temporal shape of the radio frequency signal, similar to AOM 
masks.  For the acousto-optical interaction to be coupled efficiently phase matching 
conditions have to be met such that: 
^kÕÕ 	= 	^E + ^2     2.75 
Or 
\kÕÕ =	\E +	\2    2.76 
Where ØØ denotes the diffracted optical beam, Q the acoustic wave and  the optical 
input beam (Yariv and Yeh, 1984).  These phase matching conditions can be understood 
in terms photons and phonons in the so called particle picture.  In this picture, the 
photons in the laser pulse each have energy of ℏω and momentum of	ℏk.  Similarly, the 
sound wave can be thought of as made up of phonons with energy ℏωóô and 
momentum	ℏkóô.  Energy and momentum conservation from equations 2.75 and 2.76 is 
shown schematically in Figure 2.11.   
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Figure 2.11 Momentum conservation.  
Momentum conservation representation used to describe the acousto−optical phase matching 
conditions in A. an isotropic medium B. an anisotropic medium 
 
Since the acoustic frequencies of interest are below 1010 Hz and the optical wave 
frequencies tend to be about 1013 Hz, the assumptions çO ≈	°çõõ and ÇçO	 ≈	Ç°çõõ 
hold.  It can be seen in Figure 2.11 A. that  
*^ ö÷Î = ø   2.77 
By using ù = 	2½ Λ!  and Ç = 	2½ Ý!  the equation becomes 
*Ó ö÷Î = 	 ¢2   2.78 
This condition is known as Bragg diffraction from a similar law found for X−ray 
diffraction in crystals.  At this level the Bragg diffraction derivation assumes an isotropic 
medium.  Therefore, refractive index associated with the optical wave is independent of 
the direction of propagation.  In an anisotropic medium the refractive index is, in 
general, dependent on the direction of propagation.  The diffracted optical beam cannot 
be assumed to propagate in the same direction as the incoming light beam, the 
assumption that kúû	 ≈ 	küúýý may no longer hold (as shown in Figure 2.11 B.) and in 
some cases the polarization state between the incident and diffracted beam maybe 
changed.  In this case the wave vectors are expressed by  
^2 = 2\E   and  ^kÕÕ = 2
i\i
E       2.79 
And the Bragg conditions become 
*^2 ö÷Î =ø − ^kÕÕ* ^2*ø       2.80 
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and 
*^kÕÕ ö÷Îd = ø+ ^kÕÕ* ^2*ø     2.81 
Or equivalently  
*Ó ö÷Î = ¢2− Ó
*
2¢ 2d* − 2*     2.82 
And  
*Ó ö÷Îd = 	 ¢2i + Ó
*
2i¢ 2d* − 2*      2.83 
In the particle picture, amplitude shaping can be qualitatively understood in terms of 
photons and phonons.  The larger the amplitude of the sound wave, the larger the 
number of phonons present to diffract the photons.  Using a complex acoustic wave, 
generated from an arbitrary waveform generator (as in the AOM), every frequency 
travels a unique distance along the crystal before encountering the appropriate phase 
matching conditions and being diffracted; this is shown in Figure 2.12.  The pulse 
leaving the AOPDF will be made up of the spectral components diffracted at various 
positions along the crystal, with amplitudes determined by the power of the acoustic 
wave, leading to shaping in both phase and amplitude (Kaplan, 2002).  The refractive 
index difference between the ordinary and extraordinary axis and the corresponding 
optical transition times for these two axis give the maximum time delay that can be 
applied to the pulse (Monmayrant, 2005, Weiner, 2011).  The performance of the 
AOPDF depends on the input optical beam being well collimated; any deviation will 
mean that frequencies other than the one intended will meet the phase matching 
conditions when only one acoustic wave is present, thereby degrading resolution (Yariv 
and Yeh, 1984).  In addition, the diffracted components will be shifted in wavelength by 
an amount equal to the acoustic wave.  It is possible for diffraction to occur from the 
extraordinary axis to the ordinary so the input beam should be polarised along the 
ordinary axis.  At high optical powers it is possible that the accumulated diffracted 
intensity travelling along the extraordinary axis can be diffracted back to the ordinary 
axis if phase matching conditions are met.  
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Figure 2.12 Principle of operation of an AOPDF.   
Different spectral components of the input pulse are diffracted from the ordinary axis to the 
extraordinary axis at different positions in the birefringent crystal creating a shaped pulse. Adapted 
from (Monmayrant, 2005)  
  
The travelling acoustic wave launched into the crystal in AOPDF is effectively static to 
femto− or picosecond pulses owing to the difference between the speed of sound and 
light.  However, the travelling acoustic wave imposes limits on the maximum pulse 
repetition rate that can be used with this device.  The acoustic wave has to be precisely 
synchronised with the optical wave to achieve the best shaping results.  The acoustic 
wave should completely fill the crystal when the optical pulse enters the AOPDF device 
(Monmayrant, 2005, Monmayrant, 2010). 
The acoustic wave triggering event has to be generated before the pulse to ensure the 
acoustic wave and laser pulse interact in the crystal.  For the AOPDF Dazzler T-WR_530-
900 (Fastlite), the acoustic wave takes 7.5 μs to travel to the crystal from the RF 
generator and 29.8 μs to travel the 25 mm TeO2 crystal (where as the optical pulse takes 
8 ps).  Thus, the trigger is taken from an external source (usually from the laser system).  
The acoustic wave can be triggered from the previous pulse, assuming a stable 
repetition rate; with an appropriate delay added to ensure temporal overlap in the 
crystal.  
As with all transmission optics, a pulse travelling through an AOPDF will experience 
dispersion, which if compensated by the AOPDF reduces the overall shaping capabilities 
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of the pulse shaper. Alternatively this dispersion can be pre−compensated using a prism 
compressor.   
TeO2 crystals are used to shape wavelengths from 540 to 900 nm but other crystals can 
be used to allow shaping of wavelengths from the mid IR into the UV (UV pulse shaping 
is done using a KDP crystal).  Shaping shorter wavelengths requires higher acoustic 
frequencies and absorption of  the acoustic wave can become problematic 
(Monmayrant, 2005).    
The dispersion generated by the crystals using in AOPDFs has been well characterised 
(Yariv and Yeh, 1984, Monmayrant, 2005).  Software is available with a GUI to allow 
specific waveforms to be calculated by the user.  In order to achieve accurate pulse 
shapes, the alignment needs to be tuned or calibrated.  This is done by programming in 
a pulse shape containing a narrow hole in the spectrum at the centre of the optical 
bandwidth.  Using a spectrometer to measure the spectra of the output pulse, the 
AOPDF is rotated until the wavelength of the measured hole in the spectra is the same 
as the value set on the software.  The spectrum of such a pulse is shown in Figure 2.13.  
For a perfectly collimated beam there should be no amplitude in the region of the hole.  
The appearance of amplitude in this region can be caused by limitations in spectral 
resolution of the spectrometer as well as dispersion in the beam. 
 
Figure 2.13 Spectra hole for AOPDF alignment. 
Normalised spectrum of the output pulse from an AOPDF programmed to produce a 5 nm spectral 
hole at 735 nm. 
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Alignment of an AOPDF is much simpler than that of 4−f line systems, where dispersion 
caused by the optics has to be carefully checked for.  The input beam should be aligned 
at normal incidence to the AOPDF aperture and then calibrated as before.  If a change is 
made to the wavelength of the laser pulse to be shaped, realignment of an AOPDF is 
easier than realigning a 4−f line, where gratings and focusing optics are often 
specifically chosen to achieve high resolution shaping.  By contrast, AOPDF will only 
need to be rotated so that the hole in the measured output spectra matches the 
programmed wavelength, as long as the crystal is compatible with the wavelength range 
of the pulse to be shaped (Monmayrant, 2005, Monmayrant, 2010).  The AOPDF crystal 
can be cut in two ways, one to optimize large bandwidth operation by improving 
diffraction efficiency.  The crystal can also be cut to increase the spectral resolution for a 
given crystal length at the expense of the bandwidth (Kaplan, 2002). 
As with other pulse shapers, AOPDF work as spectral filters.  The measured spectrum of 
the shaped pulse shows the effect of the shaping on the wavelengths, as shown in Figure 
2.14.  The time and frequency domains are linked via Fourier transform, making it 
possible to extract the temporal separation of the pulses from the fringe spacing in the 
measured spectrum.  When the spectrum is plotted in terms of frequency, the fringe 
spacing is equivalent to the inverse of the temporal separation,	1 S! , of the pulses; as 
indicated in Figure 2.14.  Good agreement was found between the AOPDF input 
parameters and the calculated pulse separation from the measured spectral fringe 
spacing, as is summarised in Table 2.1 . 
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Figure 2.14 Spectral fringes.   
The spectrum measured at the output of an AOPDF dazzler device T-WR_530-900 (Fastlite) for two 
pulses 100 fs long (fwhm) with centre wavelength 735 nm and separated in time by 300 fs.  The 
spectrum was measured in nm and is also plotted in frequency.  
 
Table 2.1 Calculated pulse separation.  
Set Parameters (fs) Fringe spacing (Hz) Number of fringes in 
bandwidth 
Temporal 
Separation (fs) 
100 7.55x1012 2 134 
200 4.78x1012 5 209 
300 3.31x1012 8 302 
400 2.50x1012 10 400 
500 1.98x1012 10 505 
Calculated pulse separation using the average fringe spacing in spectrum measures after the dazzler 
pulse shaping device used to create the pulse pair and example of the used spectrum in shown in 
Figure 2.14  
2.4 PULSE SHAPING CONCLUSIONS 
Several devices allow the arbitrary shaping of the phase, amplitude or polarisation of 
laser pulses, with the technology being broadly available.  The technology has a wide 
range of applications in ultrafast optical science in chemistry, physics and biology.  It is 
likely that pulse shaping technology will continue to improve both in the accuracy and 
resolution of the devices, but also an expansion of the range of wavelengths able to be 
shaped.  The extension of shaping further into the UV and IR wavelength regions would 
facilitate new studies and spectroscopic methods (Weiner, 2000, Monmayrant, 2010, 
Weiner, 2011).   
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In addition to creating TL pulses for increased signal to noise, the increase in pulse 
shaping capability has opened up the field of coherent control to study systems where 
the optimal pulse shape is unknown.  Using closed loop control and genetic algorithms a 
measurable parameter, representing a desired state, can be enhanced or suppressed.  
This procedure has been referred to as “teaching lasers to control molecules” (Judson 
and Rabitz, 1992) with the optimal pulse shape giving allusions to the molecular 
dynamics they are controlling.  A complex excitation can be used to extract a simplified 
molecular response, allowing the important dynamics to be extracted (Wohlleben et al., 
2005).   Pulse shaping apparatus is also opening up the field of 2D spectroscopy.  AOMs 
are able to create the phase stable pulses needed to perform these experiments (Shim, 
2009, Hamm and Zanni, 2011).  
The choice of pulse shaping device will depend on many parameters with no one device 
superior for all applications.  The wavelength, temporal duration, repetition rate and 
complexity of the shaped pulse are all factors to be taken into constideration.  For 
example shaping UV pulses with acousto-optical devices becomes difficult due to the 
absorption of the phase matched acoustic wave.  High repetition rate lasers need a static 
mask such as in LC−SLM and space considerations can make the Dazzler an attractive 
option.    
The additional capability to create arbitrary waveforms, in spectroscopy, holds the 
potential to unlock microscopic information from coherent molecular dynamics.    
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3. EXPERIMENTAL METHODS 
3.1 PROTEIN EXPRESSION AND PURIFICATION 
3.1.2 CELL GROWTH AND PROTEIN EXPRESSION 
The Cph1∆2 fragment of Synechocystis PCC 6803 Cph1 was co-expressed in Escherichia 
coli with heme oxygenase and billin reductase genes from Synechocystis.  Plasmids 
conferring resistance to ampicillin, kanamycin and chloramphenicol were also 
transformed with the E.coli strain, producing an antibiotic resistant apophytochrome 
expressing strain.  Transformants exhibiting resistance to the three antibiotics were 
selected (Gambetta, 2001, Lamparter et al., 2001, van Thor et al., 2005a). 
8 x 50 ml cultures of Luri-Bertani (LB) medium containing 30 μg/ml of 
chloramphenicol, 50 μg/ml of kanamycin, 150 μg/ml of ampicillin and 100 μM of 
aminolevulinic acid (ALA) were inoculated with the Cph1−expressing E.coli strain.  
These cultures were then grown over night at 37⁰C.  The resultant biomass was then 
spun down at 500 rpm and the cell pellet was re-suspended in 1 ml of terrific broth 
(TB).  The re–suspended cells were then added to 4 litres (split between 8 x 2 litre 
flasks) of TB containing 10 μg/ml of chloramphenicol, 150 μg/ml of ampicillin, 0.5mM 
ALA and 50 ml phosphate buffer, with expression of Cph1 induced by 10 μM Isopropyl 
β-D-1 thiogalactopyranoside.  These large cultures were allowed to grow for 20 hours at 
28−30⁰C. 
3.1.3 PROTEIN RECOVERY AND PURIFICATION 
 Cells were recovered by spinning at 5000 rpm in a centrifuge.  The resultant cell pellets 
were then re−suspended in a small volume of Tris buffer before the cells were lysed; 
either by sonication or with a mechanical cell disrupter.  The lysed cell suspension was 
spun at 16,000 rpm leaving the soluble protein in the cell free extract.    
The first purification step was nickel−affinity chromatography using Ni-NTA beads 
(Sigma Aldrich).  A poly−histandine tag on the C terminal of the Cph1 protein binds to 
the nickel on the beads.  The Cph1 was precipitated using a 350mM imidazole elution 
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buffer.  This eluted fraction was dialysed over night into a Tris buffer to remove the 
imidazole. 
For spectroscopic use, a further purification step was undertaken.  Gel−filtration 
chromatography with a 320 ml bed volume superdex 200 analytical column (Amersham 
Biosciences) separates by size; time resolved spectroscopy was used to monitor the Pr 
ground state absorption enabling the pure Cph1 fraction to be collected. 
All the media and buffers used in the expression and purification of Cph1 were at a pH 
of 7.8. 
3.1.4 PROTEIN SAMPLE CONDITIONS  
The purified Cph1 solution was exchanged in to a tris buffer of 5 mM Tris/HCl and 50 
mM NaCl.  The sample was concentrated with 30,000 MW centrifugal filter units 
(Millipore) to obtain an optical density (OD) of 0.3 at 660 nm for a 100 μm path length.  
The sample was mounted in the optical apparatus using either a static or flow cell with 
conditions as follows:  i. A static sample was prepared by placing 50 μl of protein 
solution between two 25 mm diameter fused silica windows (1 mm thick front window, 
2 mm thick rear window), with the path length set with a 100 μm Teflon spacer; the 
windows were mounted into a flow cell (Harrick scientific products).  ii. The flow cell 
could re–circulate the sample on a minute time scale using a peristaltic pump.   A 4 ml 
reservoir of protein solution was flowed through the fused silica windows (with 
specifications as above) separated with a 100 μm Teflon spacer.  A diagram of the 
windows and Teflon spacers used, with a schematic of the flow cell, is shown in Figure 
3.1 for a flowing sample; for a static sample the spacer show in A. is replaced by a ring. 
In the experiments investigating the Pr photocycle the Cph1 protein sample was flowed 
but the experiments into the Pfr photocycle employed a static sample.  The static sample 
was necessary for the Pfr experiments as flowing the protein was found to noticeably 
increase sample degradation and protein precipitation.   
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Figure 3.1 Sample cell diagram. 
Schematic diagrams showing A. window with Teflon spacer use for a flowing sample, for a static 
sample the spacer would be a complete ring.  B. Harrick cell used to mount the windows for either the 
static or flowing sample.  With a flowing sample the tubes shown in B. were connected to a peristaltic 
pump and solution reservoir using swagelok components.  
 
3.2 TRANSIENT ABSORPTION SPECTROSCOPY 
TA spectroscopy has become a powerful and widely used tool in many fields of research 
including physics, chemistry and biology.  In photoactive molecules, such as 
photoreceptor proteins, the reactions is triggered by the absorption of light, such as 
from an ultrashort laser pulse; the resulting dynamics can be probed by monitoring the 
change in linear absorption using a second laser pulse as a function of time delay 
(Megerle et al., 2009, van Amerongen and van Grondelle, 1995).   
The methodologies described in this section use the output of an amplified Ti:sapphire 
laser system (Hurricane, Spectra physics).  This system produces laser pulses at a 1 kHz 
repetition rate, 800 nm wavelength, approximately 100 fs (fwhm) duration and 800 μJ 
energy.  
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3.2.1 PUMP–PROBE EXPERIMENTS 
Pump−probe experiments were carried out to study the Pr and Pfr photoreactions in 
the phytochrome Cph1.  The purpose built pump−probe apparatus, including detection 
system is discussed in this section.  
3.2.1.1 PUMP AND PROBE GENERATION 
The fundamental output from the Hurricane amplified laser system was split using a 
90:10 beam splitter to create the excitation (pump) and weak probe pulses.  The 
majority of the fundamental beam (720 μJ pulse energy) was used to pump an optical 
parametric amplifier (OPA) (Spectra Physics, OPA−800C) which can produce 
continuous wavelength tuneable pulses in the range 235 nm to 3 μm by employing 
various harmonic mixing strategies (second harmonic generation, SHG, four wave 
mixing, FWM, sum frequency mixing, SFM, and SFM–SHG).  To excite Pr and Pfr, SFM 
process was used to generate the required wavelengths, 620−680 nm and 735 nm, 
respectively.  The resultant pulses typically had a bandwidth of approximately 10 nm 
(fwhm), pulse energy of 10 μJ and duration similar to that of fundamental pulse length 
(approximately 100 fs).  The Polarisation of the pump pulse was set with a Ý 2!  wave 
plate, such that this polarisation was 54.7⁰ (magic angle, see section 2.2.4) relative to 
the probe polarisation. 
The weak probe was produced from the remaining fraction of the fundamental (80 μJ 
pulse energy).  This fraction of the fundamental was used to generate a supercontinuum 
in the visible region with a choice of either sapphire or calcium fluoride (CaF) as the 
nonlinear medium.  The supercontinuum results from the high peak powers associated 
with ultrashort laser pulses.  These high peak powers drive several nonlinear processes 
that generate a continuous wavelength spectrum spanning most of the visible region.  
The choice between sapphire and CaF is owing to differences in the wavelength range 
produced by the two mediums.  Sapphire was found to provide a stable continuum in 
the range of 450–850 nm, while CaF produced a stable range of 350–750 nm.   
The sapphire supercontinuum generator focussed the 80 μJ fundamental pulses on to a 
2mm plate using a f = 200 mm lens.  The resultant white light was collimated with an f = 
28 mm off axis parabolic (OAP) mirror.  The CaF supercontinuum generator focused the 
fundamental pulses onto a 5 mm thick plate with a 50 mm focal length lens producing 
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the continuum, which was collimated using a f = 100 mm spherical mirror.  The energy 
threshold for continuum generation is significantly higher in CaF than sapphire (900 nJ 
vs. 280 nJ) (Bradler et al., 2010, Megerle et al., 2009).  Therefore, a short focal length 
lens was utilized and the CaF plate was translated to avoid laser damage.  The 
translation was achieved using a Lissajous pattern to avoid rotating in the polarisation 
of the white light, caused by birefringence of the CaF medium.  The power and 
polarisation of the input fundamental for both continuum generators was controlled 
with a waveplate and polariser combination.  Reflective optics are used once the white 
light has been generated to avoid the chirp that transmission optics would produce.  For 
the experiments presented in this thesis, sapphire has been used to generate the 
continuum probe, unless otherwise stated.  
The path length for the white light was matched to the pump path length so that, in the 
sample plane the pump and probe pulses could be temporally over lapped; this is 
referred to as time zero (τ0).  In order to collect probe spectra at variable time delays 
between the pump and probe a delay line (Newport, MIMS400CCHA, 0.1 μm resolution) 
was used to reduce the path length of the pump so that it arrived earlier in time, such 
that the delay between the pump and the probe could be varied between 0 and 2 ns.    
3.2.1.2 SIGNAL DETECTION 
In order to record the transient signal for every time delay, the excited and unexcited 
sample absorption or transmission had to be recorded.  To reduce noise caused by long 
term drift in laser power, the excited and unexcited spectra were collected concurrently 
by using an optical chopper running at half the repetition rate of the laser, (500 Hz) 
which blocked alternate excitation pulses.  
In order to further increase the signal−to−noise of the TA signal the white light probe 
was split before the sample using a 50:50 beam splitter.  Half of the beam was focused 
onto the sample using a 150 mm focal length concave mirror, to produce a ≈ 70 μm 
beam diameter (fwhm) in the sample plane.  The transmitted light was then collected 
with another 150 mm focal length concave mirror, positioned at 2Ø after the probe 
focus.  This produced a second focus and the light was passed through a 300 μm pinhole 
placed in the focal place to act as a spatial filter to remove pump beam scatter.  Once the 
probe light had passed through the spatial filter it was collimated with a 100 mm 
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concave mirror, then passed through a fused silica Brewster prism to disperse the probe 
wavelengths.  The dispersed probe was then focused onto a CMOS camera (LW-ELIS-
1024A-1394) using a 150 mm focal length lens in order to fill the 1024 pixel 1D array (8 
mm long by 100 μm high).  A schematic of the optical set up of the sample arm of the 
spectrometer detection system is shown in Figure 3.2.  The second probe beam was 
used as a reference to reduce noise from shot−to−shot laser instabilities.  It was also 
similarly optically coupled to the sample spectrometer described above, although 
without the sample or spatial filter.   
 
Figure 3.2 Detection apparatus. 
Schematic of the optical set up of the sample arm of the home built prism spectrometer, the detection 
system for the TA and Pump–dump/repump–probe experiments.  See text for more details 
 
In addition to calibrating the sample spectrometer to acquire the relationship between 
pixels and wavelength, it is important to align the reference spectrometer so that the 
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wavelength to pixel relationship is identical to that of the sample spectrometer.  This is 
accomplished using a filter wheel (containing 5 filters) before the probe pulse gets split; 
this ensured that the correspondence between pixel and wavelength for the two 
spectrometers were matched at several points across the pixel array.  In addition to this, 
a second filter wheel is placed in the sample spectrometer arm and the transmission 
through the filter was recorded to calculate the pixel vs. wavelength curve.  It is 
important to know wavelengths for points across the whole pixel array as the refractive 
index of the dispersion prism is not linear with wavelength, meaning the pixel vs. 
wavelength curve will not be a straight line, as it would be if gratings were used to 
disperse the probe pulse.  Gratings were not used to disperse the pulse as the 
supercontiuum was broad enough that the different diffracted orders would overlap 
and order−sorting filters would be needed.  
The pump pulse was focused on the sample using a 500 mm focal length lens to produce 
a beam size of around 200 μm.  This was approximately three times the size of the probe 
to ensure, that when spatially overlapped, the probe samples a constant intensity.  The 
pump beam is set at a small angle relative to the probe, this trade off was to reduce 
scatter from the pump pulse reaching the spectrometer while at the same time limiting 
walk off between the pump and probe within the sample depth.  The power density of 
the pump was controlled using neutral density (ND) filters in a motorised filter wheel.  
These ND filters ranged from 0.1 to 0.5 OD with a fused silica window in the final 
aperture (to maintain τ0 for all the filter wheel positions).  In order to ensure that the 
TA signals recorded were in the linear regime, a 10% ground state photolysed fraction 
was the objective.  This was achieved by adjusting the maximum of the GSB signal at τ0 
until it was 10% of the steady state ground state absorbance at the same wavelength.  
For each pump−probe time delay the TA of 1000 referenced laser shots were recorded 
(1000 for each the excited and unexcited sample).  Real−time discrimination was then 
applied to further increase the signal−to−noise of the sample.  The excited and 
unexcited signals were discriminated separately and the process involved removing any 
data with values of 0 or not a number, the remaining data were put into a histogram and 
fit using a single Gaussian distribution.  The standard deviation for the fitted Gaussian 
distribution was used to develop the rejection criteria to remove outliers from the data.  
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If a large fraction of the data is rejected extra pulses will be collected and discriminated 
until the number of accepted points is greater than a user−defined minimum.  
A user−controlled multiplier was applied to the standard deviation (typically a value of 
3 was used) and any data lying outside of this user defined range were rejected.  
Discrimination could be applied to any number of pixels in the detection array, although 
the more pixels that were selected the slower the process became, and so a trade off 
was made between scan time and discrimination.  In the experiments described in this 
thesis, 5 pixels were used for the discrimination process and they were evenly spaced 
across the pixel array. Other parameters that could improve the discrimination 
performance included the number of bins the data was broken down into for the 
histogram plot and the number of iterations used to fit the Gaussian distribution.  The 
larger the number of bins or iterations, the better the fit to the data was.  However, as 
before, increasing either of these values increased the time taken to reject outliers and 
slowed the overall time of the scan.  
The all the electrical apparatus discussed in this section including the CMOS cameras, 
CaF translator, sample translator (to be discussed) and delay line were controlled by 
locally developed Labview programs.  The design of the TA apparatus and the Labview 
programs used to collect and discriminated the TA data were developed in house by Dr 
Craig Lincoln.  
3.2.1.3 OPTIMISING SAMPLE CONDITIONS   
The sample translator was designed and built in house and used two phase−locked 
pulleys coupled by belts (opposed to gears, which produced significantly increased 
vibrations and noise in the TA signal).  The Harrick cell, Figure 3.1 c, was mounted into 
the translator, which then traced a Lissajous curve.  The Lissajous curve maximised the 
time the sample was translated until the same spot was excited again.  The translator 
travelled at approximately 50 μm per laser shot with the full pattern traced out in 30 
seconds.  
Phytochrome can be found in two inter−convertible thermally stable forms. Background 
illumination, with a continuous source, was employed to return the photo product back 
to the desired state, preventing a build up in the photo product population during the 
course of the experiment.  Adequate illumination was achieved using a high−power LED 
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(LedEngin, 300 mW, fwhm 30 nm) focused using a 50 mm diameter and 50 mm focal 
length lens to create a 25 mm diameter bright spot illuminating the entire sample.  The 
LED centre wavelength was 735 nm when studying the Pr photoreaction to convert any 
Pfr formed back to Pr (see section 1.4.1) and 635 nm was the centre wavelength when 
studying Pfr to keep a steady population of Pfr (see section 1.4.1).  As Pr and Pfr absorb 
over similar wavelength range, it is crucial to reduce the populations of the unwanted 
form.  If an unwanted population is allowed to increase it can contribute to dynamics 
recorded in the TA signals.  This would make it impossible to accurately extract and 
analysis the dynamics of the single photoreaction under investigation.  
3.2.2 PUMP–DUMP/REPUMP–PROBE EXPERIMENTS  
To gain extra insight into photo reactions, an extra excitation pulse can be added that 
will interact with the excited states and intermediates causing population transfers.  
There is significant spectra overlap in the absorption profiles of different states of Cph1 
(Andel et al., 1997, van Thor et al., 2001).  This overlap allowed a single wavelength to 
be selected for the pump and dump/repump pulses, allowing interactions with excited 
and intermediate states as well as the initial ground state excited by the pump. 
The restriction in the wavelength of the dump pulse is due to the limitations of the 
Ti:sapphire laser system, which does not produce enough power to be able to pump the 
two OPAs needed to generate independently tuneable pump and dump/repump 
wavelengths.  Independently wavelength−tuneable pulses would allow a wider range of 
systems/interactions to be targeted with this technique.  With one OPA a pulse replica, 
which can be delayed in time, has to be created, this was accomplished with two 
different methods that are discussed in the next two sections.  
3.2.2.1 CREATING A PULSE REPLICA WITH OPTICS  
The first method to create two excitation pulses employed a 50:50 beam splitter placed 
after the optical delay line to create two pulses.  One pulse was delayed using a 
retro−reflector mounted on a manual translation stage (Torlabs), providing manual 
control of the delay such that it arrived after the pump and before the probe; a 
schematic of this is shown in Figure 3.3.   
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Figure 3.3 Pump−dump layout. 
optical apparatus creating a pulse pair that can be independently delayed in time 
 
In this case, the pump and dump pulses are not collinear, and a second optical chopper 
was inserted in beam path of the dump/repump pulse (the first optical chopper running 
at 500 Hz was placed after the beam splitter blocking alternate pump pulses).  This 
second chopper was run at 250 Hz such that two pulses would pass through and then 
two would be blocked.  Using the 250 Hz and 500 Hz optical choppers allowed all pulse 
combinations to be collected as shown in Table 3.1.  The dump/repump pulse was 
focused to a spot size of approximately 200 μm in the sample plane, with a 500 mm 
focal length lens to closely match the pump beam geometry.  The dump/repump beam 
followed an optical path at a small angle to the probe with power controlled with ND 
filters as discussed in section 3.2.1.2. 
Table 3.1 Pulse combinations. 
Pulse Combination Pump (500 Hz) Dump (250 Hz) Probe (1 KHz) 
Pump-dump-probe Pump Dump Probe 
Dump-probe - Dump Probe 
Pump-probe Pump - Probe 
Probe  - - Probe 
The sequence of pulses collected for pump-dump-probe experiments using two optical choppers to 
block pulses from the pump and dump beams to collect all combinations of excitation pulses 
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The optical choppers were employed to collect all the different excitation pulse 
combinations concurrently.  This reduced noise caused by drifts in the laser power or 
alignment.  Drift would affect each experiment equally and so aid in the accuracy of post 
processing. 
3.2.2.2 CREATING A PULSE REPLICA WITH PULSE SHAPING 
The second method employed to create a pulse replica involved an acousto−optical 
programmable dispersive filter (AOPDF) (Monmayrant, 2005) (Dazzler, Fastlite). The 
pulse shaper uses an acoustic wave in a birefringent crystal to diffract the laser pulse 
between the ordinary and extraordinary axis.  The difference in refractive index 
between these two axes allow the dazzler to control the phase and amplitude of the 
diffracted laser pulse.  This provides the capability to create pulse replicas with fixed 
time delay, described in more detail in section 2.4.4.  Using a pulse shaper in this 
apparatus opens up the possibility for more complex coherent control experiments and 
the pump−dump/repump−probe (PDP/PRP) experiments. The PDP/PRP experiments 
presented here provide proof of principle, and show the potential for pulse shaping and 
pulse trains in time resolved spectroscopy.  In these experiments, part of the pulse 
shaper’s capabilities are used to cancel the dispersion caused by the acousto−optical 
crystal.  If more shaping capability was required this could be achieved by pre-
compensating for crystal dispersion by employing a prism compressor (Akturk, 2006). 
The pump and dump/repump pulses are produced collinearly in the AOPDF, preventing 
the use of optical choppers to independently block the pump and dump/repump beams.  
For successful analysis, all excitation pulse combinations needed to be collected.  
Shaping pulses independently to produce a train of pulses fulfilling the pulse 
combinations in Table 3.1 is possible with an AOPDF.  The desired pulse shapes are 
loaded into the memory of the RF generator and the different acoustic waves are cycled 
through to create a train of independently shaped pulses.  Four different acoustic waves 
are needed to collect all the combinations in Table 3.1, whereas the dazzler can only 
store two as standard (the memory of the RF generator can be upgraded to allow four to 
be stored).  The time taken to load the details of new acoustic waveform into the RF 
memory exceeds 1ms so it was not possible to load new waveforms during an 
experiment. 
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Owing to the memory restrictions of the dazzler, two separate time scans were carried 
out with different pulse combinations in each run.  In the first scan, the pump pulse and 
the pump and dump/repump pulses would be generated sequentially.  In the second 
scan, the dump and dump/repump pulses were generated sequentially.  In addition to 
the pulse shaping, an optical chopper at 250 Hz was employed in the beam line to block 
the excitation pulses allowing the unexcited sample transmission to be collected in both 
time scans.  The two time scans collected all pulse combinations needed for data 
analysis.  The additional time required for the extra scan lead to an increase in signal 
noise due to long−term drift in laser pulse parameters.  The pump−dump/repump 
signal was collected in both scans to scale the signals and account for these effects.   
3.3 DATA PROCESSING AND ANALYSIS  
3.3.1 DATA PROCESSING  
The TA signal is composed from several measurements from both the reference and 
sample spectrometers.  The measurements on the reference spectrometer are used to 
improve data quality by accounting for fluctuations in pulse energy, scaling the 
absorption of the sample such that: 
y	 = yÒFl´ yBÕB2Eþ      3.1 
The TA signal is then calculated from the ¨© of the excited and unexcited sample as 
shown in equation 3.2 
∆y =	yTÄFl	Ã2¢,  − yTÄFl	ÃÕÕ¢   3.2 
where  is the time delay between the pump and probe.  Once the TA data has been 
calculated, a Δ¨© spectrum from before the pump pulse has arrived (typically t =  – 50 
ps ) is subtracted from all measured time delays.   This corrects for background signals, 
such as from laser scatter or TA signals from long lived photo−products (life times of > 1 
ms). 
This background corrected TA signal is calculated for all of the different pulse 
combinations (Table 3.1) collected for the PDP experiments.  Once this has been done it 
is necessary to extract the part of the PDP signal that relates to the dump pulse 
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interacting with the excited and intermediate states.  This is done by subtracting the 
two single excitation pulse data from the PDP data. 
∆∆yh¢, k´µ, lBj = 	TyT¢, k´µ, lB	 − TT¢, lB − ¶k´µyT¢, lB   3.3 
Where α is a scaling factor to account for the reduced and orientated ground state 
population the dump pulse interacts with, as discussed in more detail in the 
photo−selection section 2.2.4.  α can be calculated from the ratio of the photolysed 
fractions created by the dump pulse interacting with the complete (〈r〉) and reduced 
(〈%〉) ground state. 
¶ = 	 〈2*〉 〈2]〉þ    3.4 
The calculation of the ensemble averaged photolysed fractions 〈r〉 and 〈%〉 was 
performed using a graphical user interface (GUI) in a free global analysis toolbox, 
working in the Matlab environment (van Wilderen et al., 2011). The GUI used the 
photon density, wavelength and absorption cross section of the molecule.  Multi−pulse 
spectroscopy is a powerful method to map connectivity schemes with the average 
photolysed fraction playing an important role in distinguishing between contrasting 
models.  
For both the Δ¨© and the ΔΔ¨© data sets, the presence of chirp becomes apparent by a 
variation in time zero for different wavelengths across the detected range, as can be 
seen in Figure 3.4.  The chirp is due to group velocity dispersion and self−phase 
modulation in the material used to generate the probe pulses.  Chirp was corrected 
using an inbuilt function in a free global analysis toolbox working in the Matlab 
environment (van Wilderen et al., 2011).  The function fits an nth order polynomial to 
the maximum gradient of the signal in the region of time zero.  This extracts the 
relationship between time delay and wavelength using equation 3.5; an example of such 
a polynomial is plotted on top of the data in Figure 3.4.  The fitted polynomial is used to 
straighten the signal onset using an interpolated data set. 
? = 	?4 + ∑ ? /¢¢E]44 0
2   3.5 
Where  is the order of the polynomial and NC is the location of time zero for 
wavelength	ÝÚ.   
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Figure 3.4 Chirp correction. 
Time resolved data set showing variations in the onset of signal for different wavelengths caused by 
chirp in the probe.  Black line indicates a polynomial fit to the signal onset in order to correct for 
variation in time zero across the wavelength range. 
 
The instrument response function (IRF) can be defined as the convolution of the 
excitation ultrafast laser pulse with the probe pulse.  The IRF determines the lower limit 
of the time resolution.  In the toolbox used to fit the data, the IRF is modelled as a 
Gaussian function with an fwhm that can be fitted or defined by the user.  Each 
wavelength has its own IRF with location in time NÝ determined by the polynomial 
described by equation 3.5. 
3.3.2 GLOBAL ANALYSIS 
Once the background−corrected time−dependent TA data sets have been created they 
are analysed using both global analysis and Singular valued decomposition (SVD) 
techniques.  The time−resolved data from the pump–probe and PDP/PRP experiments 
are two dimensional data with the two independent variables of wavelength (λ) and 
time after excitation ().  To unravel the underlying processes from the observable 
spectroscopic changes requires a model−based approach owing to the vast amounts of 
data generated in these experiments with dispersive detection.  A first step is to fit the 
data with a number of exponential decays and amplitudes (beginning with a small 
number and increasing until no improvement in fit is seen) to obtain the decay 
associated spectra (DAS).  With global analysis, all the data are fitted simultaneously 
with a set of shared rate constants.  This enables interpretation of the data by 
expressing it in terms of time independent spectra with the associated time constants.  
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It is typical to use exponentials to describe first order processes such as fluorescence or 
TA signals, such that 
 = 	µ4 +	∑ I^2     3.6 
where ÊCis a baseline offset, Hç is the amplitude and Çç  the rate constant for the n 
components that describe the concentration.  In transient absorption experiments the 
parameter Hç is referred to as a DAS with the respective life time Çç  (van Wilderen et al., 
2011). 
Global analysis was performed using a freeware toolbox developed to run in the MatLab 
environment (van Wilderen et al., 2011).  Global analysis minimises the sum of the 
residuals of an  x ×  matrix of m wavelengths and n time delays using either a gradient 
based or direct search method to fit the time dependent data 
F2∑ − *   3.7 
Connectivity schemes describing the physical relationship between species are used to 
generate the coupled differential equations used in the global analysis procedure.  
User−defined connectivity schemes generated graphically in the sbiodesktop function 
(in the SimBiology toolbox in Matlab) and then loaded into the graphical user interface 
(GUI) of the Global analysis toolbox eliminated the need to write out and implement the 
set of coupled differential equations.  Parallel and sequentially decaying reaction 
schemes are provided with the program.  A parallel model consists of independently 
decaying exponential functions (representing species in the reactions,	/H → º
 → ©0, for 
which the amplitudes (population concentrations) and time constants are then 
determined by the global fitting procedure. A sequential model is built from one 
exponential, which determines the starting amplitude of the next, and so on (H → º →

).  A target model can be a combination of parallel and sequential connectivites (van 
Wilderen et al., 2011).  
With global analysis, the applied model only has consequences for the resulting time 
independent spectra and not to the fitted rate constants.  The rate constants are shared 
between all measured wavelengths independently, with the associated amplitudes 
allowed to vary for each wavelength.  The working method of the toolbox used is to 
92 
 
generate the concentration profiles and fitting those to the data (van Stokkum et al., 
2004, van Wilderen et al., 2011).   
SINGLE VALUED DECOMPOSITION 
Alternatively, a selection of time traces determined by SVD can be fitted.  SVD is 
generally used to estimate the number of significant components needed to construct 
the data via a linear combination.   SVD assumes that the data, É, consisting of x rows 
corresponding to the time points and  columns corresponding to the spectra, can be 
deconstructed into a linear combination of unique orthogonal components 
 = Í.. =′   3.8 
where  is a diagonal matrix of size  x ×  containing the singular values in decreasing 
order with row number, Ð contains the traces in the time domain (left singular vectors) 
and <in the spectral domain (right singular vectors).  The singular values can be used to 
weigh Ð by taking the amplitude of the singular values, as a measure for the dominance 
of the (wavelength independent) time trace (van Wilderen et al., 2011).   
In general, the largest singular values contain the relevant signals with the smaller 
values representing noise.  The number of singular values containing physically 
significant data is not always obvious and a selection is typically made by inspecting the 
fall off of the singular values and rejecting all but the most significant.  The left and right 
signal vectors corresponding to the smallest singular values represent noise.  Noise can 
be recognised by a lack of structure in the left and right signal vectors (random in the 
time and spectral domain).  Only fitting a few major components significantly increases 
the speed of the fitting process and can help to identify signal over noise.  From fitting of 
the significant left singular vectors, the number of components and their corresponding 
time constants can be found.  This analysis was also carried out in the graphical 
population dynamic modelling toolbox running in the MatLab environment by van 
Wilderen et al (van Wilderen et al., 2011).    
. 
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4. MULTI-PULSE SPECTROSCOPY TO 
INVESTIGATE THE WAVELENGTH 
DEPENDENCE OF THE CROSS-SECTIONS 
IN THE PR PHOTO-CYCLE 
Adapted with permission from:  Fitzpatrick. Ann, Lincoln. Craig, van Wilderen. Luuk, 
van Thor. Jasper, “Pump-Dump-Probe and Pump-Repump-Probe Ultrafast 
Spectroscopy Resolves Cross Section of an Early Ground State Intermediate and 
Stimulated Emission in the Photoreactions of the Pr Ground State of the 
Cyanobacterial Phytochrome Cph1”, Journal of Physical Chemistry B, 2012, 116 (3), 
pp 1077–1088 DOI: 10.1021/jp206298n.  Copyright 2012 American Chemical 
Society.   See appendix A  
4. 1 INTRODUCTION 
The phytochrome family are photo-switching proteins used to detect the quality and 
quantity of light in plants, fungi, bacteria and cyano bacteria (Rockwell and Lagarias, 
2010, Lamparter, 2004).  Phytochromes can exist in two stable forms, usually a red 
absorbing (Pr) and a far red absorbing (Pfr) (Yeh et al., 1997, Montgomery and Lagarias, 
2002, Sharrock, 2008, Rockwell et al., 2006).  In plants phytochromes are responsible 
for a number of important processes such as shade avoidance, flowering and seed 
germination (Rockwell et al., 2006, Rüdiger and Thümmler, 1991), and have been 
widely investigated. The cyanobacterial phytochrome Cph1 from Synechocystis PCC 
6803 has spectroscopic transitions similar to those observed in plant phytochromes 
with the Pr state peak absorption at 660 nm and the peak of the Pfr absorption at 710 
nm.  The Pfr state is believed to be the signalling state and, in addition to the photo 
pathway, Pfr can revert to Pr via a thermal pathway creating a population of Pr if 
phytochrome is left in the dark (Lamparter, 2004, Montgomery and Lagarias, 2002, 
Sharrock, 2008) 
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The phytochrome family appears to share common photophysical properties, with the 
initial photo-reaction proceeding via isomerisation around the C15=C16 double bond of 
the billin derived chromophore (Sharrock, 2008, Ulijasz and Vierstra, 2011, Rockwell et 
al., 2006).  Additional structural rearrangements of the phycocyanbilin chromophore of 
Cph1, particularly at C5 have been implicated by NMR (van Thor et al., 2006a) and 
time−resolved infrared measurements (van Thor et al., 2006b). 
The dynamics of the phytochrome photoreactions, including the phytochrome Cph1, 
have been studied by a variety of spectroscopic techniques to gain insight into the time 
dependence of the photocycle (Zhang et al., 1992, van Wilderen et al., 2009, van Thor et 
al., 2006b, Schumann et al., 2008, Schumann et al., 2007, Savikhin et al., 1993, Rentsch et 
al., 1998, Piwowarski et al., 2010, Mroginski et al., 2011, Heyne et al., 2002, Fitzpatrick 
et al., 2011, Dasgupta et al., 2009, Chen, 1996, Bischoff et al., 2001, Bischoff et al., 1998, 
Andel et al., 1997).  A visible pump−probe investigation into the Pr photocycle of Cph1 
employed a distribution of rate constants, centred at 16 ps to explain the data or a sum 
of two time constants between 11–15 ps and 48–97 ps, depending on the wavelength of 
excitation (Heyne et al., 2002).  From the dispersive detection from these TA 
measurements, assignments were made for the ground state bleach (GSB) at 660 nm, 
stimulated emission (SE) at 680 nm and excited state absorption (ESA) stretching from 
600 – 640 nm with both the ESA and SE overlapping with the GSB signal (Heyne et al., 
2002).  The Lumi−R minus Pr difference spectrum, recorded at 300 ps after excitation, 
showed very small amplitudes with a negative feature at 665 nm and positive feature at 
700 nm attributed to product absorption indicating that Lumi−R has an absorption 
spectrum that is strongly overlapping with Pr (Heyne et al., 2002).  Lumi−R is formed 
with a quantum yield of about 10 % and the spectrum seems to be characterised by a 
reduced absorption cross section and red shifted absorption maximum. 
Infrared TA spectroscopy has also been used to uncover the dynamics of Lumi−R 
formation in Cph1 (van Thor et al., 2006b).  Singular valued decomposition (SVD) of the 
measurements required three time components to best fit the data.  3 ps, 14 ps and 134 
ps time constants were found to describe the dynamics of Lumi−R formation (van Thor 
et al., 2006b).  In the mid−IR the spectral differences for all three reaction phases were 
found to be highly similar and dominated by decay from the S1 state displaying a 
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reduced absorption cross section, particularly for C=C stretching modes (van Thor et al., 
2006b).   
Cph1 has also been studied with PDP and PRP using a mid–IR  probe (van Wilderen et 
al., 2009).   Excitation at 640 nm, delayed by 14 ps relative to the pump pulse, revealed 
S1 formation from a state that was spectrally distinct from the Pr ground state and was 
attributed to a transient GSI population formed 14 ps into the photo-cycle of Lumi−R 
formation (van Wilderen et al., 2009).  The evidence for this state was the motivation 
for the target connectivity scheme used in this work, as shown in Figure 4.1. 
 
 Figure 4.1 Pr proposed reaction scheme. 
Proposed reaction model and time constants 
used to model the photo-dynamics of the Pr 
state of Cph1 as suggested by van Wilderen et 
al, 2009.  The red arrows indicate excitation by 
the absorption of a photon and the purple 
arrows indicate the predicated decay pathway 
with quantum yields also shown.  The model is 
a mixture of parallel and sequential exponential 
decays. 
 
Ultrafast femtosecond stimulated Raman spectroscopy (FSRS) experiments on the Pr 
state of Cph1 used a specific target model to explain the findings involving an 
intermediate formed on an ultrafast time scale of ≈ 500 fs.  This is followed by a 
branching point with either reformation of the ground state associated with a time 
constant of 3 ps, or the product Lumi-R forming from decay of Lumi R* with a time 
constant of 30 ps (Dasgupta et al., 2009).  
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Information from pump−probe measurements and FSRS cannot provide direct evidence 
for the connectivity with regard to the phase that is productive in forming Lumi−R.  
Additional information on the connectivity between states can be gathered from 
multi−pulse spectroscopy where a dump or a repump pulse manipulate the evolving 
populations after initial excitation (Papagiannakis et al., 2005, Kennis et al., 2004, 
Logunov et al., 2001, Rupenyan et al., 2009, Fitzpatrick et al., 2011, Gai et al., 1997, 
Wohlleben et al., 2004, Larsen et al., 2004b, van Wilderen et al., 2009, Larsen et al., 
2004a, Larsen et al., 2003). 
Ultrafast TA experiments can investigate coherent and incoherent reaction phases.  In 
the condensed phase and at room temperature, electric dephasing times typically occur 
on a femtosecond timescale.  Multiple interactions taking place within the decoherence 
time lead to non−linear effects and can be caused by multiple optical pulses or within 
the envelope of a single intense pulse.  After decoherence, the excited system retains the 
population difference undergoing decay in line with the decay time constants.  The 
PDP/PRP experiments discussed in this chapter take place in this regime and influence 
populations through incoherence manipulations. 
 Multi−pulse spectroscopy has been used to investigate proteins and chromophores 
since 1997; originally multi−pulse spectroscopy was used to investigate the 
intermediates in the bacteriorhodopsin (Gai et al., 1997).   The initial experiment 
uncovered a GSI that was not detected in pump probe experiments.  A large population 
transfer in the excited bacteriorhodopsin sample was initiated by the application of a 
dump pulse.  The second excitation pulse caused a large instantaneous population 
transfer towards the ground state. SE from the sample was measured to monitor the 
reaction dynamics, revealing a GSI (Gai et al., 1997).  The use of a dump pulse to 
instantly remove population from excited and intermediate states is one way that 
reaction dynamics have been successfully manipulated using multi−pulse spectroscopy, 
revealing connectivity schemes and spectroscopically invisible states.  
Instead of returning population to the ground state, the interacting pulse can promote 
the excited system to a higher state. A parallel decay pathway was uncovered in 
bacteriorhodopsin in 2001 when this type of interaction was targeted for the first time 
(Logunov et al., 2001).  Relaxation of the repumped population back to the ground state 
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was monitored by measuring the SE of the S1 state.  Pumping of the S1 state in 
bacteriorhodopsin caused the recovery time and subsequent decay of the SE from the 
S1 state to alter depending on the delay between the pump pulses.  The alteration in 
dynamics revealed a separate decay pathway from the Sn state to the ground state that 
is not populated during pump probe experiments (Logunov et al., 2001). 
A limited number of multi−pulse experiments have been carried out to date (Gai et al., 
1997, Kennis et al., 2004, Larsen et al., 2003, Larsen et al., 2004a, Larsen et al., 2004b, 
Logunov et al., 2001, Papagiannakis et al., 2005, Rupenyan et al., 2009, van Wilderen et 
al., 2009, Wohlleben et al., 2004), with each experiment showing the power of 
multi−pulse spectroscopy to disentangle spectrally overlapping states and connectivity 
schemes.  The systems studied using multi−pulse techniques include photoactive yellow 
protein (Larsen et al., 2004a, Larsen et al., 2004b), Green Fluorescent Protein (GFP) 
(Kennis et al., 2004, van Thor et al., 2005b), retinal (Rupenyan et al., 2009), peridinin 
(Papagiannakis et al., 2005) and carotenoids, as well as bacteriorhodopsin (Gai et al., 
1997, Logunov et al., 2001) discussed above, and Cph1 using an infrared probe (van 
Wilderen et al., 2009).  Typically, picosecond dynamics are monitored by the PDP/PRP 
technique making Cph1 a suitable system to study with visible PDP/PRP spectroscopies 
(van Thor et al., 2006b, Dasgupta et al., 2009, Heyne et al., 2002).   
In GFP (Kennis et al., 2004, van Thor et al., 2005b) and peridinin (Papagiannakis et al., 
2005), the life time of the GSI states present in the photoreactions is short compared to 
the influx of population from the excited states. As a result, a detectable population does 
not accumulate during the photo−reaction and the state is undetected in pump probe 
experiments.  The population transfer induced by the dump pulse causes an 
instantaneous increase in the population of the GSI, to resolvable levels, allowing it to be 
resolved and its dynamics monitored (Kennis et al., 2004, Papagiannakis et al., 2005).  
In the chromophore from photoactive yellow protein, a GSI has also been uncovered by 
manipulating the evolving states to produce a detectable population in the GSI after the 
dump pulse, evident by the reduction in ESA and SE signal, which indicates the transfer 
of population (Larsen et al., 2004b).  
PDP and PRP activate large transfers in population that can permit spectrally similar 
states to be resolved.  With the retinal chromophore of proteorhodopsin, similarity 
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between the spectra of GSI state and the SE from the S1 state rendered the GSI invisible 
in pump probe experiments. A large population was required to detect the GSI as a 
separate state, which was produced by the use of a dump pulse (Rupenyan et al., 2009).  
A similar situation is found in the carotenoid β-carotene, where the broad ESA was 
revealed to be heterogeneous by the application of a dump pulse. It was observed that 
the population transfer, caused by the pulse, only reduced the ESA band over part of the 
wavelength range indicating that two excited states were populated (Larsen et al., 
2003). 
The examples discussed above show that PDP and PRP spectroscopy is able to reveal 
intermediates not detectable from conventional pump-probe spectroscopies.  The 
undetected states are usually invisible for a limited number of reasons such as:  an 
intermediate decays faster than it is formed causing it to be hidden, or it has reduced 
cross section or spectrally closely overlaps with the ground state or an intermediate. An 
example of the reduced cross section along with spectral similarity to the ground state 
causing a state to be hidden in pump−probe experiments, is a GSI in the Pr photocycle of 
Cph1 revealed in this work (Fitzpatrick et al., 2011). 
Here, multiple single−wavelength PDP/PRP measurements of the Pr state of Cph1 are 
presented.  The analysis described in section 3.3 to resolve the wavelength dependence 
of the dump and repump excitations is applied. The results demonstrate that the SE 
cross section for the S1 state increases at longer wavelengths and the presence of a 
short lived GSI, produced by either the 3 ps component or the 3 and 14 ps components, 
depending on which connectivity scheme correctly describes the Cph1 Pr photocycle. 
4.2 METHODS  
The phytochrome fragment Cph1∆2 of Synechocystis PCC 6803 Cph1 was co−expressed 
in E. coli with heme oxygenase and billin reductase genes from Synechocystis.  Cph1∆2 
was purified using affinity and size exclusion fast protein liquid chromatography, as 
described in the methods chapter.  The purified protein was concentrated to an OD of 
0.3 for a 100 μm path length at 660 nm for the dark adapted phytochrome sample, 
ensuring a 100% Pr population.   
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The protein sample was mounted between 1 and 2 mm fused silica windows (front and 
back), with a 100 μm Teflon spacer setting the path length.  The sample was translated, 
ensuing fresh protein sample in the laser interaction region on a shot−to−shot basis.  In 
addition, the sample was flowed at 5 ml per min, ensuring replacement of the 
phytochrome sample on a minute time scale.  Degradation in the sample was checked 
for by measuring the steady state absorption before and after the measurements.  
Continuous background illumination at 735 nm (LedEngin, λmax = 735 nm, fwhm = 30 
nm, 300 mW) was employed to prevent a build up of the Pfr product state during the 
experiment.  A static phytochrome sample was subjected to the laser conditions and 
background illumination for 20 minutes before having the steady state absorption 
measured directly to ensure the Pr population was not being diminished.  
Pump−probe and PDP measurements were carried out as described in the methods 
chapter with optical excitation at either 620, 640, 660 or 680 nm.  For the PDP/PRP 
experiments, the two excitation pulses were created using a beam splitter with a 
retro−reflector mounted on a manual translation stage (Thorlabs) to produce the delay 
between the first and second excitation pulse; the delays used were 1, 14 and 160 ps.  
Broadband detection from 450–800 nm was achieved with a white light continuum 
generated in a 2 mm thick sapphire plate.   
In order to collect all pulse combinations needed to calculate the ∆∆OD signal, optical 
choppers were used to block the excitation pulses independently.  The optical chopper 
in the pump optical path was run at 500 Hz and the chopper in the dump optical path 
was set at 250 Hz, allowing simultaneous collection of all pulse combinations during a 
signal scan. Absorption changes were monitored from 400 fs to 2 ns, the energy of the 
excitation pulses for the pump and dump were ≈ 100 nJ and ≈ 120 nJ with diameters of 
145 μm and 195 μm (fwhm), respectively.  The diameter of the white light probe was 75 
μm with a pulse energy of 6 nJ.  For each excitation wavelength use, the pulse energies 
were adjusted to achieve a photolysis fraction of ≈ 10%. 
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4. RESULTS 
4.1 PUMP−PROBE SPECTROSCOPY 
Pump−probe experiments were carried out with excitation at 620, 640, 660 and 680 
nm.  The results from all of these wavelengths showed comparable spectral shape and 
decay processes, as can be seen in Figure 4.2. 
 
 
Figure 4.2  Pr TA spectra. 
Selected transient absorption ∆OD spectra for the Pr photo-cycle of Cph1 at selected probe time 
delays, shown in the legend in panel A. after excitation of the Pr ground state for different excitation 
wavelengths as indicated in the figure.    
 
Owing to the similarity in the data for all excitation wavelengths employed, excitation at 
640 nm is used to illustrate the pump−probe data at all excitation wavelengths.  In 
Figure 4.3 a 2D plot of the pump−probe data is shown, along with time traces with the 
associated global fit for selected wavelengths to indicate the quality of fit achieved with 
global analysis.  From Figure 4.2 and Figure 4.3 it can be seen that at early probe times 
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the ∆OD spectra exhibit a large negative feature centred around 670 nm with a positive 
signal stretching from 640–450 nm.  This initial signal decays without any significant 
change in spectral shape, although the ESA decays faster at 620 nm than at 500 nm.  The 
TA signal is made up of several overlapping contributions including the broad positive 
ESA and the negative GSB and SE.  The GSB signal is partially cancelled by the positive 
ESA on the short wavelength side of the signal (≈ 640 nm); on the long wavelength side 
the signal becomes dominated by the SE (> 700 nm).  Owing to the broad and 
overlapping nature of the electronic bands, other contributing states or intermediates 
cannot be easily identified from the spectra.  The assignments made from this 
experiment generally concur with those previously reported (Heyne et al., 2002).  The 
ESA seen between 450 and 550 nm is reported for the first time. 
An induced absorption feature at 670 nm indicates the formation of Lumi R and this is 
seen at long delays of 2 ns.  The maximum of the bleach feature shifts by 5 nm towards 
the blue once the ESA has decayed, after 200 ps.  The GSB maximum once the peak has 
shifted then coincides with maximum of the steady state absorption of Pr. 
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Figure 4.3 Pr TA data and selected fits. 
Results of TA experiment of the Pr photo-cycle in Cph1 excited with 640 nm. A. 2D plot to show an 
overview of the spectral and temporal shape of the background corrected ∆OD signal.  B. C. and D. 
Show the measured data for single wavelength time traces (green dots) plotted together with the 
globally fitted time traces for the same wavelengths, wavelengths as indicated in the legend.   
 
The time resolved data was analysed using both global analysis and SVD using the 
population dynamics modelling toolbox software, which was developed by van 
Wilderen et al (van Wilderen et al., 2011).  This analysis was performed by modelling 
the decay pathway and applying both parallel and sequential decay models, as well as 
the target model introduced earlier Figure 4.1.    
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Good fit results were achieved with all models applied, and three time constants and a 
long lived component were needed to achieve a satisfactory fit.  The SVD results were 
obtained by fitting the left singular vectors for the first three significant components 
after multiplication with their singular values.  The long lived or 500 ps component 
from the fitting represents the formation of Lumi R.  The time constants from global 
analysis and SVD for all excitation wavelengths and using the three models are 
summarised in Tables 4.1−4.3. 
Table 4.1 time constants from analysis applying the sequential model. Global analysis, top and SVD 
bottom 
λ (nm) ²](ps) ²*(ps) ²}(ps) 
620 2.57±0.01 16.56±0.02 194.61±5.69 
640 2.27±0.01 15.91±0.25 163.13±10.62 
660 2.11±0.01 16.60±0.21 192.66±13.11 
680 2.50±0.09 14.96±0.01 233.33±8.99 
 
λ (nm) ²](ps) ²*(ps) ²}(ps) ²á(ps) 
620 2.68±0.01 14.36±0.01 160.59±11.84 Long lived 
640 2.61±0.05 12.19±1.03 81.96±10.95 602.66±82.09 
660 2.36±0.47 12.82±1.01 84.80±23.50 773.21±261.42 
680 2.89±0.08 14.45±0.01 229.98±57.47 Long lived 
 
Table 4.2 time constants from analysis applying the parallel model. Global analysis, top and SVD 
bottom 
λ (nm) ²](ps) ²*(ps) ²}(ps) 
620 2.36±0.07 16.25±0.15 192.38±5.99 
640 2.52±0.01 16.13±0.01 162.60±9.86 
660 2.19±0.06 16.79±0.11 199.05±11.52 
680 2.91±0.02 15.76±0.10 291.33±13.98 
 
λ (nm) ²](ps) ²*(ps) ²}(ps) ²á(ps) 
620 3.23±0.45 13.96±0.97 192.38±5.99 Long lived 
640 2.56±0.56 11.79±1.10 74.49±20.64 577.57±101.08 
660 2.63±0.59 13.05±1.09 87.29±24.34 784.25±264.83 
680 2.89±0.33 14.85±0.95 263.03±76.67 Long lived 
    
 
 
 
 
 
 
 
104 
 
 Table 4.3 time constants from analysis applying the target model. Global analysis, top and SVD 
bottom 
λ (nm) ²](ps) ²*(ps) ²}(ps) 
620nm 2.83±0.08 16.96±0.18 199.02±6.37 
640nm 2.41±0.02 16.11±0.24 167.78±11.05 
660nm 2.19±0.02 16.70±0.15 199.33±11.84 
680nm 2.30±0.01 14.27±0.01 185.16±0.01 
 
λ (nm) ²](ps) ²*(ps) ²}(ps) ²á(ps) 
620 3.07±0.61 13.54±1.20 92.83±25.08 798.47±288.17 
640 2.38±0.12 11.64±1.09 73.11±21.98 570.32±108.19 
660 2.61±0.65 12.98±1.17 85.98±22.77 777.61±254.45 
680 2.37±0.01 15.12±0.01 282.06±0.20 Long lived 
Time constants, ±ç,  from global analysis and SVD as indicated of Cph1 pump probe data using a 
sequential (1), parallel (2) and target model (3), shown in figure 1. Global analysis was performed on 
complete, background corrected datasets with excitation at 620, 640, 660 and 680nm up to 2 ns 
delay. SVD results were from simultaneous fitting of left singular vectors for the first three significant 
components, scaled with the singular values for the decomposition of the same data sets.  The s 
values for the different excitation wavelengths are: for 620 nm (1.07, 0.106, 0.0180), for 640 nm (1.32, 
0.112, 0.0209), for 660nm (1.28, 0.843, 0.0246), for 680 nm (0.764, 0.0387, 0.0189). The error given 
is the standard deviation or the fit and does not represent experimental error. 
 
From the results of the SVD and global analysis it is clear that similar time constants are 
found for all models and all excitation wavelengths.  These time constants are also 
consistent with time constants reported previously in the literature for this 
photo−reaction (van Thor et al., 2006b, Schumann et al., 2007, Heyne et al., 2002, 
Dasgupta et al., 2009), except for the 500 fs components reported from FSRS that is not 
resolved in this experiment.  In addition, no difference was seen between the ∆OD 
spectra performed with different excitation wavelengths, which is in contrast to a 
previously reported result of a pump-probe measurement of Cph1 (Heyne et al., 2002).  
From global analysis, decay associated spectra (DAS) are obtained for all models 
applied, these spectra are analogous for all applied models so only the results from the 
application of the sequential model is shown in Figure 4.4. 
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Figure 4.4 Pr Pump−probe DAS 
Decay associated difference spectra of the dynamics of the Pr state of Cph1 after photo excitation. 
Spectra are obtained from global fitting using a sequential decay pathway for different excitation 
wavelengths, as indicated in the figure. Associated time constants, ±ç, are shown in the legend in 
picoseconds and IRF is the modelled instrument response function.  
 
4.2 MODEL DEPENDENCE OF MULTI−PULSE SPECTROSCOPY OF PR 
An accurately calculated ∆∆OD signal contains contributions from population transfers 
of excited states short lived intermediates exclusively.  In order to achieve this, the 
quantum yield and power density should be well defined.  To calculate the correct 
scaling factor to remove the signal from the ground state caused by the dump/repump 
from the ∆∆OD signal, it is necessary to determine the fraction of the ground state 
population that has decayed in the time between the pump and dump pulses (1, 14 and 
160 ps).  By assuming different reaction models, different values will be calculated for 
the ground state recovery fraction.  An estimate for the recovered ground state fraction 
can be taken directly from the TA measurements representing the GSB signal such that 
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] −  ≈ 	 y 4y ky 4     4.1 
where 1 −  is the estimate of the ground state recovery fraction, Δ¨© is the 
amplitude of the GSB resulting from pump excitation, for Pr, 660 nm was the 
wavelength used to represent the GSB as it is the maximum of the Pr steady state 
absorption.  Δ¨© =  is the amplitude of the GSB (taken at the same wavelength) at a 
time delay  after excitation by the pump, where  corresponds to the time delay 
between the pump and dump pulses; in this experiment the time delays are  = 1, 14, 
160 ps. 
An estimate for the recovered ground state fraction using equation 4.1 assumes the 
signal at the selected wavelength (660 nm in this case) is only from the GSB signal, 
ignoring any contributions from SE, ESA or any intermediates.  As the Pr ground state 
cross section is higher than the intermediates, as can be seen from the Pr features 
dominating the spectra in Figure 4.4, this is a reasonable assumption.  The estimates 
from equation 4.1 are compared to the model calculations and are summarised in Table 
4.4. 
Table 4.4. Recovered grounds state fractions 
Model 1 ps recovered fraction 14 ps recovered fraction 160 ps recovered 
fraction 
Sequential 2.4x10-5 0.024 0.59 
parallel 0.13 0.64 0.9 
target 0.026 0.74 0.9 
] −  0.07 0.47 0.87 
Recovered Pr ground state estimates for delays of 1 ps, 14 ps and 160 ps after initial laser excitation, 
imposing the sequential, parallel and target decay pathways (time constants taken from (van Thor et 
al., 2006b) or as shown in Figure 4.4) also estimated directly from the amplitude at 660 nm of the 
background corrected data using equation 4.1. 
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4.3 FRACTIONAL PHOTOLYSIS 
Photo−selection theory is used to calculate the fraction of molecules that become 
photolysed by an excitation pulse (Ansari and Szabo, 1993, van Wilderen et al., 2011).  
This fraction can also be established from the GSB amplitude for low levels of photolysis
   
〈2l〉 ≈ 	 y 4y      4.2 
where 〈X〉 represents the experimentally determined photolysed fractions, 
Δ¨© = 0 is the values of the GSB (taken at 660 nm) for  = 0, and ¨© is the steady 
state absorption at 660 nm. 
Owing to the overlapping nature of the electronic signals in TA experiments, it is likely 
that the ∆OD signal at 660 nm contains contributions from SE and ESA as well as GSB.  
To accurately estimate the photolysed fraction from the TA signal, the GSB component 
has to be extracted.  To do this, the instantaneous ∆OD signal was fitted as shown in 
Figure 4.5.  The fit was achieved by representing the GSB component with the Pr steady 
state absorption and the SE characterized with the Pr fluorescence spectra, taken from 
Sineshchekov et al (Sineshchekov et al., 1998). The ESA was modelled using three 
exponentially modified Gaussian (EMG) functions.  A fit that employed only two EMG 
functions resulted in an unrealistically broad ESA feature and therefore was rejected. 
The EMG was defined as 
]
²*·] *! e 
i* *! . i ²⁄ kd4      4.3 
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Figure 4.5 Spectral decomposition of TA signal. 
Spectral deconvolution of the instantaneous pump−probe difference spectrum with excitation at 640 
nm.   The signal is fitted using the measured Pr steady state spectra and fluorescent spectra to 
represent the GSB and SE components, respectively. 3 EMG functions are applied to model ESA; all 
components shown on the graph are labelled in the legend. The fluorescent spectrum was taken from 
(Sineshchekov et al., 1998).  
 
Once the GSB contribution had been calculated this was used in equation 4.2 to calculate 
a more accurate photolysed fraction.  The results of equation 4.2, with the photolysed 
fractions calculated from photo−selection, for both the pump and dump power 
densities, are summarised Table 4.5. 
Table 4.5 Calculated photolysed fractions 
Wavelength 
(nm) 
∆y
y  (1) 
∆y
y  (2) 〈2〉 Theoretical (1) 〈2〉 theoretical (2) QY (1) QY (2) 
620 7.0% 9.2% 26.5% 18.7% 0.26 0.49 
640 8.5% 11.3% 32.1% 22.3% 0.27 0.51 
660 8.0% 11.6% 28.2% 20.7% 0.28 0.56 
680 3.5% 4.8% 19.2% 14.0% 0.18 0.34 
 The estimated photolysed fraction of the sample, caused by the pump (1) and dump/repump (2) 
excitation pulses in isolation. The fractions are calculated using photoselection theory (〈n〉 theoretical) 
and using the GSB component from spectral fitting of the experimental signal to estimate the 
photolysed fraction from equation 4.2 (
∆	
	
 ).  QY is the ratio of the experimental (
∆	
	
) and theoretical 
photolysed fraction for each pulse. 
Using photo−selection theory to calculate the photolysed fraction of an excited sample 
only takes the ground state cross section into account and a unity quantum yield is used.  
The differences between the experimental and theoretical values shown in Table 4.5 are 
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indicative of ultrafast internal conversion within the instrument response time (van 
Wilderen et al., 2011).  The 500 fs dynamics seen in FSRS were assigned to ground state 
recovery (Dasgupta et al., 2009) and could explain this discrepancy.  Coherent 
multi−photon absorption and optical nutation can be ruled out at the pulse lengths used 
in the experiment, and at the photolysis levels achieved, multi−photon transitions 
should be negligible. 
The systematic difference between the quantum yields for the pump and the 
dump/repump pulses in isolation shows no wavelength dependence and the differences 
are most likely the result of overlap or pointing variations between the two beams, or 
experimental error in determining the power density. 
4.4 EFFECT OF OPTICALLY THICK SAMPLES ON PHOTOLYSED FRACTION 
In optically thick samples, the photon flux will decrease with depth; consequently the 
photolysed fraction will also diminish.  The transmitted intensity varies with depth as 
follows 

 = 4]4k
 
4!      4.4 
where C is the intensity at the front of the sample, d is the sample absorbance, ËC is the 
sample thickness and Ë is the depth through the sample.  With this equation, the photon 
flux through the sample can be calculated for different depths through the sample in the 
limit where the number of molecules exceeds the number of photons in the interaction 
region.  From the depth−adjusted photon flux, the effect on the photolysis fraction can 
be calculated.   
For the conditions used in the pump−probe experiments with excitation at 640 nm and 
an OD of 0.3 the photolysed fraction at the front of the sample is 13.9% compared to the 
depth averaged fraction of 10.8%.  The resulting difference in photolysed fraction were 
not found to have a significant effect on the scaling factor α, and so the depth averaging 
is neglected under the conditions used.  
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4.5 SCALING FACTORS FOR THE PUMP−DUMP/REPUMP−PROBE EXPERIMENT  
The scaling factors used to calculate the ∆∆OD signals varies with the delay between 
pump and dump pulses, as well as the used excitation wavelength and the connectivity 
scheme assumed.  The scaling factors calculated for these variables are summarised in 
Tables 4.6−4.8 
Table 4.6 scaling values for a 1 ps pump-dump/repump delay.  
Wavelength (nm) Parallel Sequential Target ] −  
620 0.84 0.81 0.82 0.83 
640 0.80 0.77 0.77 0.78 
660 0.81 0.78 0.79 0.80 
680 0.92 0.90 0.91 0.91 
 
Table 4.7 scaling values for a 14 ps pump-dump/repump delay. 
Wavelength (nm) Parallel Sequential Target ] −  
620 0.93 0.82 0.95 0.90 
640 0.92 0.77 0.94 0.88 
660 0.92 0.79 0.94 0.88 
680 0.97 0.93 0.98 0.95 
 
Table 4.8 scaling values for a 160 ps pump-dump/repump delay 
Wavelength (nm) Parallel Sequential Target  ] −  
620 0.98 0.92 0.98 0.97 
640 0.97 0.90  0.98 0.96 
660 0.97 0.91 0.98 0.97 
680  0.99 0.96 0.99 0.98 
Scaling factors, α for 1, 14 and 160 ps delays between the pump and dump/repump for the excitation 
wavelengths and connectivity schemes as indicated. The scaling factor is to correct for the reduced 
ground state population the dump/repump pulse interacts with.  Values are dependent on the delay 
between pump and dump/repump pulses an on the connectivity scheme to predict the ground state 
population. Estimated using equation 4.1. 
 When the delay between the two excitation pulses is 1 ps, no significant difference is 
seen between the scaling values calculated from the different connectivity schemes.  
This is due to the small decay in excited state population that has occurred in this time.  
The 160 ps delay targets the Lumi−R product state and, as with the 1 ps delay, similarity 
is seen between the scaling factors, because at this point in the photocycle much, of the 
ground state has recovered for all assumed models.  At 14 ps the differences between 
the scaling factors is more apparent.  By comparing the scaling values to the estimate 
from the data, a closer correlation is seen between the parallel and target model.  
However, when the ∆∆OD signals are calculated with these scaling factors, it is the 
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sequential model that is spectrally similar to the signal calculated from the 
experimental estimates, for all excitation wavelengths and pump−dump delays. 
As the wavelengths used for these experiments are resonant with both the ground and 
excited states, it is especially important to accurately calculate the scaling factor.  The 
use of different excitation wavelengths reveals the relative cross sections between 620 
and 680 nm; this could be extended to cover a wider range of wavelengths by using 
two−colour PDP/PRP (Papagiannakis et al., 2005).  Two−colour PDP/PRP can be more 
selective, for example, red shifting the dump pulse to longer wavelengths to target the 
SE interaction.  The same population analysis with photo−selection theory should still 
be carried out to obtain the corrected ∆∆OD; as excitation with even non−resonant, 
intense femtosecond visible excitation will, in general, trigger a measureable signal.  It is 
important to be confident in the accuracy of the applied scaling factor as varying α can 
cause a change in sign of the calculated signal, making correct interpretation of the data 
impossible. 
All four wavelengths used for the PDP/PRP experiments produced indistinguishable 
pump−probe results.  The second excitation pulse was used to probe the cross section of 
the transient and excited states, by causing transfer of populations.  The 
pump−dump/repump time delays were picked to probe the three kinetic phases found 
in the pump−probe experiments (1, 14, 160 ps). 
4.6 MULTI−PULSE TRANSIENT ABSORPTION SPECTROSCOPY 
The ∆∆OD signals calculated with excitation at 620–640 nm were comparable for all 
time delays and applied models, whereas excitation with 680 nm produced distinct 
spectral features in the ∆∆OD signal.  When we compare the applied models they 
separate into two categories: with correspondence between the parallel and target 
models and between the sequential model, and the signal experimentally derived from 
the data.  The sequential and target models are used to illustrate the ∆∆OD signals 
obtained.  The results using the sequential model are shown in Figure 4.6 and from the 
target model in Figure 4.7. 
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Figure 4.6 Pr sequential model ∆∆OD spectra. 
∆∆OD signals at probe time delays, relative to the dump/repump pulse, as indicated in the legend (with t =0 corresponds to the arrival of the 
dump/repump), titles indicate excitation wavelength and time delay between the pump and dump/repump pulse.  Signals are calculated using the 
sequential model scaling factors (α) for excitation a 640 nm (top row) and 680 nm (bottom row) to show the change in sign of the spectral features for 
time delays between the pump and dump/repump pulse (1 ps, 14 ps, 160 ps) as indicated. 
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Figure 4.7 Pr target model ∆∆OD spectra. 
∆∆OD signals at probe time delays, relative to the dump/repump pulse, as indicated in the legend (t = 0 corresponding to the arrival of the dump 
pulse), titles indicate excitation wavelength and time delay between the pump and dump/repump pulse.  Signals are calculated using the target 
model scaling factors (α) for excitation a 640 nm (top row) and 680 nm (bottom row) to show the change in sign of the spectral features for time 
delays between the pump and dump/repump pulse (1 ps, 14 ps, 160 ps) as indicated.  
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Figure 4.6 and Figure 4.7 are representative of the spectral differences due to the 
application of different connectivity schemes in the analysis procedure.  The figures also 
show the differences seen as a result of excitation wavelength and pump–
dump/repump delay.   Once the ∆∆OD signal has been calculated there is no signal 
remaining before the arrival of the dump/repump pulse, so the arrival of this pulse is 
now picked as time zero and it coincides with the onset of the ∆∆OD signal. 
For the ∆∆OD signals corresponding to the sequential model, the time traces for 1 ps 
and 14 ps delay and 620, 640 and 660 nm excitation all show spectral features similar 
to the TA spectra presented earlier (Figure 4.2).  The instantaneous spectrum includes a 
negative GSB feature centred at 670 nm, SE at longer wavelengths and a broad ESA from 
500–640 nm.  These features indicate the creation or increase of an excited state 
population coupled with the reduction of population from a state spectrally similar to 
the ground state.  The signals decay with picosecond time constants. 
By contrast, the application of the target model to calculate the ∆∆OD signal reveals a 
change in the sign of the signal from the 1 ps to the 14 ps pump–dump/repump delay 
experiments for the excitation wavelengths 620, 640 and 660 nm, as seen in Figure 4.7 a 
and b.  The positive spectral feature at 670 nm when compared to the assignments 
made from the pump–probe data indicate that population has been transferred to the 
electronic ground state.  If this connectivity scheme is correct then a different process is 
dominating at later times (14 ps) in the photo−cycle compared to the earlier times (1 
ps). 
For the longest pump–dump/repump delay used (160 ps), ∆∆OD signal was only 
resolved with excitation at 640 or 660 nm.  The spectral signal is similar to that for the 
14 ps delay experiment but with reduced amplitude for all connectivity schemes. 
For the longer wavelength excitation (680 nm) all models and time delays produced a 
positive ground state feature (Figure 4.6 and Figure 4.7 D–E).  This feature indicates a 
population transfer to the electronic ground state.  There is a corresponding negative 
feature in the spectral region the ESA occupied in the pump–probe experiments (Figure 
4.2).  The negative feature suggests the ESA population had been removed to reform the 
ground state.  With all 4 excitation wavelengths, the ∆∆OD spectra at long probe time 
displayed no difference to the ∆OD spectra at long time signals.   
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Correspondence was found between the ∆∆OD signal amplitude from the sequential 
model and the experimentally derived ∆∆OD signal.  Owing to this correspondence, the 
∆∆OD signals applying the sequential connectivity scheme were globally analysed. The 
DAS and time constants from this analysis are shown in Figure 4.8, Figure 4.9 and Figure 
4.10 for the pump–dump/repump delays of 1, 14 and 160 ps, respectively.  Two time 
constants and a long lived component, or three time constants are needed to 
successfully fit the data. 
 
Figure 4.8 Pr ∆∆OD DAS for a 1 ps pump−dump delay. 
Globally fitted decay associated spectra of background corrected ∆∆OD signals 
monitoring the dynamics of the excited states and intermediates in the Pr photo-
cycle after the application of a second laser pulse. Time constants ±ç are shown in 
the legend in picoseconds, fitted with a sequential model for a 1 ps delay between 
excitation pulses for different excitation wavelengths as indicated. 
 
From the amplitudes of the ∆∆OD signals calculated from the sequential model, the 
transient population size at different points in the photocycle can be estimated.  For the 
shorter excitation wavelengths (620, 640 and 660 nm) the ∆∆OD amplitude is maximum 
in the 14 ps delay experiment,  suggesting the population is larger 14 ps after excitation 
than 1 ps or 160 ps after.  This is consistent with the presence of the GSI population 
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present at 1 ps and increasing a 14 ps after the photocycle is initiated by the pump 
pulse. 
Amplitude differences between the excitation wavelengths used indicate that the 
absorption cross section of the GSI is maximal between 640 and 660 nm, similar to the 
Pr ground state.  The absolute cross section of the short−lived GSI must be less than the 
Pr ground state cross section owing to the dominant GSB and SE features in the 
pump−probe data.  Using the time constants from the analysis of the ∆∆OD signals as an 
indication for the life time of the GSI suggests that it is primarily the 2.5 ps component 
that is productive in forming the GSI, although the branching ratios from the 2.5 and 15 
ps components to the GSI are not resolved in these experiments.   
 
Figure 4.9 Pr ∆∆OD DAS for a 14 ps pump−dump delay. 
Globally fitted decay associated spectra of background corrected ∆∆OD signals 
monitoring the dynamics of the excited states and intermediates in the Pr 
photocycle after the application of a second laser pulse. Time constants τú are 
shown in the legend in picoseconds, fitted with a sequential model for a 14 ps 
delay between excitation pulses for different excitation wavelengths as indicated. 
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Figure 4.10 Pr ∆∆OD DAS for a 160 ps pump−dump delay. 
Globally fitted decay associated spectra of background corrected ∆∆OD signals 
monitoring the dynamics of the excited states and intermediates in the Pr 
photocycle after the application of a second laser pulse. Time constants τú are 
shown in the legend in picoseconds, fitted with a sequential model for a 160 ps 
delay between excitation pulses for different excitation wavelengths as indicated. 
 
Similar conclusions can be made about the GSI cross section from the target (or parallel) 
model ∆∆OD data.  The change in sign of the ∆∆OD amplitudes between the 1 ps and the 
14 ps delays suggests that the population of the GSI has fallen by 14 ps to a level that is 
not resolved.  The reduction in the GSI population at 14 ps implies that the 2.5 ps 
component is the only one productive in forming the GSI.  The positive spectral features 
in the 14 ps pump–dump/repump delay experiment illustrate the dominance of SE 
processes at this time delay.  At 160 ps only the Lumi−R state is present, which is 
repumped with 640 and 660 nm excitation revealing signals that are spectrally similar 
to the 14 ps results for all connectivity schemes. 
For the SE signals from excitation with 680 nm light, the ∆∆OD signal amplitudes 
decrease with increasing delay time in line with excited state decay.  This is consistent 
with population inversion via SE of the S1 excited state population and is linked with 
both the 2.5 and the 15 ps phases. 
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4.7 DISCUSSION AND CONCLUSIONS  
Similarities were seen between the spectral features and time constants for all the 
excitation wavelengths used in the pump-probe experiments.  It is therefore likely that 
the same intermediate states and decay pathways are populated regardless of excitation 
wavelength (in the range used, 620–680 nm).  No indication of thermal cooling 
processes were resolved with 620 nm excitation, in contrast to previously reported 
measurements of the Pr state of Cph1 (Heyne et al., 2002). 
The time constants obtained from analysis of the pump–probe data are consistent with 
those already in the literature (Heyne et al., 2002, van Thor et al., 2006b, Dasgupta et al., 
2009).  A previous visible pump–probe experiment on Cph1 employed two excitation 
wavelengths (615 and 650 nm), the results of which were fitted using a distribution of 
rate constants centred at 16 ps or two exponentials were used to fit the results, giving 
time constants of 12 and 48 ps.  With the shorter wavelength of excitation (615 nm), a 
broadening of the GSB feature was reported.  The broadening was not detected in this 
experiment although the shortest wavelength employed was 620 nm, which is longer 
that the excitation wave used in the previously reported results (Heyne et al., 2002).  
The dispersive measurements shown here imply that any ultrafast motion in the 
Franck–Condon region is completed within the instrument response time. 
 In addition to TA experiments employing a visible probe, the Pr photocycle has been 
investigated in the infrared, with the results indicating three time constants were 
present in the signal decay of 3, 14 and 134 ps (van Thor et al., 2006b).  These time 
constants are very similar to the time constants presented from the results of these 
pump–probe experiments (Table 4.1).  The infrared pump–probe experiment modelled 
the photocycle with a parallel connectivity scheme (van Thor et al., 2006b).  Sequential 
and target models were found to fit the data equally well for the presented visible 
pump–probe experiments and no conclusion can be drawn on the correct connectivity 
scheme from pump–probe data.   
The time constants reported from FRSR results of 500 fs, 3 ps and 30 ps are also in 
agreement with the results of the experiments reported here.  Although there was no 
indication of a sub picosecond component, the time resolution of the experiment was 
400 fs, so it is possible that this was not sensitive enough to resolve such a fast decay.  
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The PDP/PRP results did indicate the presence of a GSI population 1 ps after excitation 
and this population must be the result of ultrafast internal conversion, which occurs on 
a sub-picosecond time scale.  The branching ratio between product formation and 
reformation of the ground state was assigned to the 500 fs component in the FSRS 
experiment.  Application of the target of parallel connectivity scheme to explain the Pr 
photo pathway supports the early branching point assignment, with the GSI population 
being larger at 1 ps than at 14 ps. 
Previous PDP/PRP experiments looking at the Pr photo−reaction in the Cph1 employed 
mid-infrared detection (van Wilderen et al., 2009).  The presence of a GSI was reported 
at 14 ps dump/repump delay owing to the instantaneous decrease in absorption at 
1608 cm-1, which is characteristic of a C=C stretching mode with an electronic ground 
state configuration.  This decrease in ground state signal in the ∆∆OD data was taken as 
indication of repumping of a GSI at this delay.  In the phytochrome Agp1 from 
Agrobacterium, a GSI has also been implied from the results of TA experiments probed 
in the visible and infrared (Schumann et al., 2007). 
Determining electronic absorption features relating to the GSI is difficult owing to the 
overlapping of the signals from the contributing states. The peak of GSI absorption is 
expected to be red−shifted relative to the Pr GSB feature.  This anticipated red−shift is 
not resolved from the PDP/PRP data (Figure 4.6 and Figure 4.7).  This could be due to 
the SE and ESA spectrally overlapping the GSB in the pump–probe data.  In particular, if 
the Stokes shift of the GSI is smaller than the Stokes shift of the Pr state, a shift in the 
bleach maximum may not result.  The spectral similarity between the 1ps ∆∆OD signal 
(with all the contributions from the ground state removed) and the Pr ground state 
permits the assignment of the GSI without any distinct spectral signature.  The GSI is 
characterised by a reduced absorption cross section relative to the Pr ground state.  The 
sub picosecond dynamics revealed by global analysis of the PDP/PRP data further 
support the assignment of an unrelaxed ground state.  Infrared measurements of the GSI 
indicate loss of structure in the C=C stretching region (1611, 1633, 1653 cm-1), 
indicating the chromophore and its environment is unrelaxed.  In addition, ∆∆OD 
signals in the infrared with a 14 ps dump/repump delay signal at 1570–1580 cm-1 were 
present, which are not present in the Pr spectrum.  Induced absorption is also seen at 
1710 cm-1 this was assigned to the C19=O, and is not observed in the Pr spectrum. A 
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bleach at 1654 cm-1 in the GSI signal (close to 1652 cm-1 in Pr) indicates that the GSI is 
likely to be in the C15−Z configuration (van Wilderen et al., 2009). 
The relative absorption cross sections were charted with the use of various excitation 
wavelengths.  These results supported the presence of a GSI with a similar but reduced 
absorption cross section.  Between 660 and 680 nm there is a change in relative cross 
sections between the GSI and SE from the S1 state.  This was resolved from the change 
of sign between the corresponding ∆∆OD signals (Figure 4.6 and Figure 4.7). 
The scaling factors used in the analysis include estimates for the quantum yield 
associated with initial excitation, which improves on those used in previous PDP/PRP 
analysis (van Wilderen et al., 2009).  From the wavelength dependence of the ∆∆OD 
signals, excitation at 680 nm clearly leads to a dominance of SE processes, independent 
of model assignment and pump–dump/repump delay, and signifying an increase in SE 
cross section at this wavelength.  This increase agrees with fluorescence studies, which 
observe a maximum at λ = 680 nm (Sineshchekov et al., 1998).  The dominance of SE 
processes at 680 nm for all pump–dump/repump delays demonstrates that both the 
2.5ps and the 16 ps components include S1 decay processes.  This is corroborated by 
the presence of SE in the decay associated spectra from global fitting of the pump–probe 
data, Figure 4.4.   
With the shorter excitation wavelengths, a GSI is resolved with all connectivity schemes 
for the 1 ps pump–dump/repump delay.  The difference between connectivity schemes 
is seen in the 1 4 ps pump–dump/repump delay experiment owing to differences in the 
ground state recovery predictions.  With the sequential model, the amplitude of the GSI 
signal is greater at 14 ps than at 1 ps; suggesting an increase in the GSI population 
between 1 and 14 ps after creation of the excited state.  This suggests that the 2.5 ps 
component is the productive component. 
When the target or parallel models are assumed, the ∆∆OD signal changes sign between 
the signals from the 1 and 14 ps delays.  This sign change implies a decrease in the GSI 
population between 1 and 14 ps after the creation of the excited state.  The decrease in 
GSI population causes SE processes to dominate in the 14 ps delay results; with the GSI 
not being resolved.  The change in amplitude by 14 ps could mean that the 2.5 ps 
component is the only component populating the GSI. 
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The presence of the GSI is evidence that neither the sequential or parallel model 
accurately describes the photocyle.  The target model illustrated in Figure 4.1 most 
accurately represents the connectivity between states in the Pr photocycle of the 
phytochrome Cph1; from the schemes applied in this work.  The GSI forms part of the 
decay back to the ground state when absorption of a photon has not led to successful 
isomerisation.  It is part of the unproductive pathway and provides information that is 
relevant to the relatively low quantum yield. 
The 160 ps delay repumps the photo–product Lumi−R, which is formed with a 10% 
quantum yield.  The ∆∆OD signals observed may represent signal from Lumi−R* or the 
S1 state of the C15–E configuration of the chromophore.  The scaling factors for this late 
time in the photocycle begin to approach unity and, therefore, errors are likely to be 
very minor.  The spectra from repumping Lumi−R strongly overlaps with the Pr–S1 
difference spectra, further illustrating that pump–probe difference spectra contain 
contributions from several excited, ground and intermediate states, all with different 
cross sections, dynamics and connectivities.     
Multi–pulse spectroscopy can disentangle the spectral and kinetic features of 
populations present during photo–reactions.  Only a handful of PDP/PRP experiments 
have been carried out to date and this investigation represents a significant 
contribution to the literature on this technique, and demonstrates successful 
application of the photoselection theory developed by van Wilderen et al, 2011.  In 
addition to the PDP/PRP literature, information has also been gained on the 
phytochrome photochemistry.  By tracking time dependent populations and cross 
sections, a GSI has been resolved for the first time in the visible spectrum and an 
increase in SE cross section from the S1 state resolved for longer excitation wavelengths 
demonstrated.  This has allowed the target model (Figure 4.1) to be confirmed as the 
most physically relevant reaction scheme able to describe the photocycle.      
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5. SPECTROSCOPY OF THE PFR 
PHOTO−REACTION OF THE 
PHYTOCHROME CPH1 
5.1 INTRODUCTION  
The cyanobacterial phytochrome Cph1 from Synechocystis PCC 6803 is of particular 
interest for study as it has spectroscopic transitions similar to those observed in higher 
plant phytochrome receptors.  The ground state (Pr) absorption maximum is at 660 nm 
and the signalling (Pfr) absorbance maximum at 710 nm (Ulijasz and Vierstra, 2011).  
The red−absorbing Pr form and the far red−absorbing Pfr form are inter−convertible 
either by the absorption of a photon triggering a Z−E or E−Z isomerisation around the 
C15=C16 double bond of the billin chromophore, or via a dark thermal reversion of the 
Pfr form to the ground state Pr form (Rockwell and Lagarias, 2010, Lamparter, 2004).  
A wide variety of spectroscopic techniques have been used to study the phytochrome 
family, although this has mainly focused on the Pr photo−reaction (Andel et al., 1997, 
Dasgupta et al., 2009, Evans et al., 2006, Fitzpatrick et al., 2011, Gensch et al., 1996, 
Piwowarski et al., 2010, Savikhin et al., 1993, Song et al., 2011, Ulijasz et al., 2008, van 
Thor et al., 2001, van Thor et al., 2005a, van Thor et al., 2006a, van Thor et al., 2006b, 
van Wilderen et al., 2009).  In comparison, the literature of the Pfr photo−reaction is 
limited.  Studies of the Pfr photo pathway have included fluorescence studies 
(Sineshchekov et al., 1998, Sineshchekov et al., 2002), low temperature experiments to 
trap intermediates (Foerstendorf et al., 2000) and infrared time resolved studies, 
including FTIR, to assign vibrational modes and monitor dynamics (Bischoff et al., 2001, 
Bischoff et al., 1998, Heyne et al., 2002, Schumann et al., 2008, van Thor et al., 2005a). 
Low temperature cryo−trapping and time−resolved room temperature experiments are 
the two complementary experimental strategies to study short−lived reaction 
intermediates.  In cryo−trapping, temperature is used to mimic time, with the higher the 
temperature, the greater the structural relaxation, and the further along the pathway 
the reaction has proceeded.  FTIR and UV−Vis low temperature studies of the Pfr photo 
pathway has revealed two trappable intermediates; Lumi−F followed by Meta−F 
(Foerstendorf et al., 2000, Schwinté et al., 2009).  These intermediates have been 
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trapped at lower temperatures than the corresponding intermediates in the Pr photo 
pathway, indicating that the Pfr reaction proceeds at a faster rate.  This is in agreement 
with initial ultrafast experiments with both visible and infrared detection, indicating 
that the Pfr photo−reaction proceeds with sub−picosecond and picosecond time 
constants (Bischoff et al., 2001, Bischoff et al., 1998, Schumann et al., 2008, Heyne et al., 
2002).  These time constants are substantially faster than the time constants found from 
pump−probe experiments investigating the Pr photo pathway (Fitzpatrick et al., 2011, 
van Thor et al., 2006b).  Fluorescent studies also suggest that the primary photo-
processes must proceed on a very rapid time scale as so far no Pfr fluorescence has been 
detected (Sineshchekov et al., 1998, Sineshchekov et al., 2002, Zienicke et al., 2011)   
The first intermediate, Lumi−F, has been estimated to form with an 8% quantum yield 
for the phytochrome Agp1.  This was done using the recovery of the initial GSB signal in 
the IR (Schumann et al., 2008).  In Agp1 and oat phytochrome, Lumi−F has been found 
to form by biphasic decay (Bischoff et al., 2001, Bischoff et al., 1998, Heyne et al., 2002), 
although infrared studies have suggested that three time constants are needed to 
accurately model the reaction (Schumann et al., 2008).  Ultrafast TA has also been 
carried out on Cph1 with single wavelength detection in the visible, yielding time 
constants of 0.5 ps and 2-5 ps (Heyne et al., 2002). 
The photochemistry in phytochromes is driven by the billin chromophore.  The exact 
nature of the chromophore varies for the different phytochrome subfamilies; plant 
phytochromes use phytochromobilin (PφB), whereas Cph1s use phycocyanobilin (PCB) 
(Rockwell et al., 2006), as shown in Figure 5.1.  Both billins are attached covalently at C3 
to a conserved cysteine residue and similar spectroscopic transitions are observed in 
Cph1 and plant phytochromes (Rockwell and Lagarias, 2010, Lamparter, 2004, Ulijasz 
and Vierstra, 2011).  This makes Cph1 an interesting phytochrome to study in order to 
understand the conserved phytochrome photochemistry.  
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Figure 5.1 PCB and PφB structures.  
Two examples of billin chromophores. A. is PCB found in the Cph1 phytochromes and B. is PφB 
found in plants 
 
Two similar models have been proposed to describe the connectivity between states in 
the Pfr photo-pathway (Bischoff et al., 1998, Schumann et al., 2008), as shown in Figure 
5.2.  Both of these models suggest there are two sequentially decaying states that form 
Lumi−F.  These states can also decay via a second pathway to reform the Pfr ground 
state.  Schumann et al (Schumann et al., 2008) proposed a model that included a ground 
state intermediate (GSI) in the pathway back to the Pfr ground state and the 
Franck−Condon relaxation is shown as two separate states. 
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Figure 5.2 Pfr proposed reaction schemes. 
Two reaction schemes proposed to describe the connectivity between states in the Pfr photoreaction 
in A. Oat phytochrome and B. Agp1 phytochrome from Agrobacterium tumefaciens from experimental 
pump−probe spectroscopy references (Bischoff et al., 1998, Schumann et al., 2008) respectively. The 
purple arrows indicate excitation from absorption of a photon and the red arrows show various decay 
pathways as discussed in the relevant literature. 
 
The differences between the models presented could arise from the fact that the 
proteins studied were from different organisms, but similarities are expected in the 
primary photo reactions of different phytochromes and have been seen in studies of the 
Pr photo−reaction.  The intermediate Lumi−R, for example, is produced from red 
excitation of Pr in all known plant phytochromes and bacterial phytochromes; it has 
been found to be stable on the micro−second time scale (Rüdiger and Thümmler, 1991, 
Zhang et al., 1992, Altoè et al., 2009, Foerstendorf et al., 2000, Hildebrandt et al., 1992, 
Lamparter, 2004, Montgomery and Lagarias, 2002, Mroginski et al., 2009, Mroginski et 
al., 2011, Piwowarski et al., 2010, Rockwell and Lagarias, 2010, Rockwell et al., 2006, 
Schwinté et al., 2009, Ulijasz et al., 2010, Ulijasz and Vierstra, 2011, van Thor et al., 
2001, van Thor et al., 2005a, van Thor et al., 2006a, Yeh et al., 1997). 
 In order to address the time scales and connectivity between states, additional 
experimental techniques are needed.  PDP/PRP experiments on the Pr photo−reaction 
of the Cph1 phytochrome revealed evidence for a GSI (Fitzpatrick et al., 2011, van 
Wilderen et al., 2009).  The GSI state in not detectable in pump−probe experiments 
owing to its reduced absorbance cross section and spectral similarity to the Pr ground 
state.  States that do not build up a significant population during the photocycle (fast 
decaying for example) will also evade detection traditional pump−probe experiments. 
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The additional excitation pulse in PDP/PRP experiments manipulates populations in the 
optically excited system, providing information not available in pump−probe research.  
The use of a dump/repump pulse produces population transfers either by stimulated 
emission or absorption.  This large population transfer can be easily monitored with the 
probe and conclusions drawn on the connectivity between states depending on the 
timing, wavelength and other parameters of the dump pulse.  Relatively few PDP/PRP 
experiments have been carried out to date although they show the power of this 
technique to reveal hidden states and uncover the decay pathways in photo−active 
proteins (Fitzpatrick et al., 2011, Gai et al., 1997, Kennis et al., 2004, Larsen et al., 2003, 
Larsen et al., 2004a, Larsen et al., 2004b, Logunov et al., 2001, Papagiannakis et al., 
2005, Rupenyan et al., 2009, van Wilderen et al., 2009, Wohlleben et al., 2004).  
 In this chapter, pump−probe measurements of Cph1 with 735 nm excitation and 
dispersive white light detection investigating the Pfr photo−reaction are presented.  A 
more intuitive picture can be built up of the dynamic processes involved using GA and 
SVD.  In addition to the pump−probe measurements, single wavelength PDP/PRP 
measurements are also presented.   PDP/PRP spectroscopy has not been applied to 
study the Pfr photoreaction in any members of the phytochrome family.  Here, PDP/PRP 
spectroscopy was undertaken with visible detection and excitation at 735 nm to reveal 
the interstate connectivity.   
The pump−probe results demonstrate that the excited state decays with an associated 
time constant of 240 fs, with a product ground state being formed within 2.5 ps.  The 
PDP/PRP results show, for the first time, the spectral signature of a short−lived ground 
state intermediate, in agreement with previously reported analysis of pump−probe 
experiments of the bacterial phytochrome Agp1 (Schumann et al., 2008) 
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5.2 METHODS  
The phytochrome fragment Cph1∆2 of Synechocystis PCC 6803 Cph1 was co−expressed 
in E. coli with heme oxygenase and billin reductase genes from Synechocystis. The 
protein was purified using affinity and size exclusion fast protein liquid 
chromatography as described in the methods chapter.  The purified protein was 
concentrated to an OD of 0.3 for a 100 μm path length at 660 nm.  The OD was measured 
for the phytochrome sample in equilibrium after illumination with white light.   
The protein sample was mounted between 1 and 2 mm thick fused silica windows 
(front and back) with a 100 μm Teflon spacer setting the path length.  The sample was 
translated, ensuing fresh protein in the laser interaction region on a shot−to−shot basis.  
The sample was not flowed as in the previous Pr experiment as it was found to cause 
sample degradation on the time scale of the experiment.  Degradation in the static 
sample was checked for by measuring the steady−state absorption before and after the 
measurements.  Continuous background illumination at 635 nm (LedEngin, λmax = 635 
nm, fwhm = 30 nm, 300 mW) was employed to prevent a build up of the Pr ground state 
during the experiment.   
Pump−probe and PDP/PRP measurements were carried out as described in the 
methods chapter.  Optical excitation was at 735 nm and a Dazzler pulse shaper (Fastlite) 
was used to create the pulse replicas.  Broadband detection from 450–800 nm was 
employed; this was generated in a 2 mm thick sapphire plate.  For the PDP/PRP kinetic 
trace, where the probe is delayed relative to a fixed pump and dump pulses, 
pump−dump delays of 300 and 1500 fs were employed.  A dump action trace was also 
carried out scanning the dump pulse between 0 and 300 fs with 20 fs time steps; this 
was probed at 3, 4, 5 and 6 ps. 
The pump and dump pulses are collinear so choppers cannot be used to collect the 
different pulse combinations.  Unlike other pulse shaping devices, with the Dazzler it is 
possible to shape sequential pulses differently by preloading the required acoustic wave 
forms into the memory of the acoustic waveform generator.  The different acoustic 
waves will then be cycled through, creating a train of individually shaped pulses.  In 
order to collect all the pulse combinations concurrently, the acoustic wave generator 
would need to have four memory slots.  This is possible but as standard the Dazzler only 
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has two memory slots and can therefore only alternate between two different pulse 
shapes for the 1 kHz repetition rate of the laser.  The time taken to load new pulse 
shapes into the memory exceeds 1 ms, the time between pulses, so this cannot be 
employed on a shot−to−shot basis and would greatly increase the time taken to 
complete each scan.  
Owing to memory restrictions, which limit the maximum number of differently shaped 
pulses that could be cycled, two sets of time scans were carried out, applying different 
pulse shapes.  In order to collect all the pulse combinations needed to successfully 
extract the signal relating to the dump/repump pulse interacting with excited and 
intermediate states.  In the first time scan the Dazzler alternately generated the pump 
pulse, and the pump and dump pulse replicas.  In the second time scan, the dump pulse, 
and the pump and dump pulses were cycled.  This compromise can lead to signal noise 
due to long term drift in the laser pulse parameters.  The PDP/PRP pulse combination 
was collected in both time scans to scale the signals, compensating for drift in signal 
intensity over the course of the experiment.  A single chopper was still used on the 
collinear beam at 250 Hz so the unexcited sample transmission could be recorded in 
order to generate the TA signals. 
To check that the dynamics seen were coming from Pfr and not Pr, the pump−probe 
experiments were also carried out on a 100% Pr population created by using 
continuous background illumination at 735 nm (LedEngin, λmax = 735 nm, fwhm = 30 
nm, 300 mW).   
For all Pfr experiments two pulse powers were used (approximately 150nJ and 350 nJ), 
ensuring operation within the linear regime.     
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5.3 RESULTS  
5.3.1 PUMP–PROBE TRANSIENT ABSORBTION SPECTROSCOPY OF THE PFR STATE 
Figure 5.3 shows pump−probe spectra for selective probe delays, as indicated in the 
figure legend.  The spectra are characterised by an instantaneous negative band with a 
peak around the same spectral region as the steady state absorption (700 nm), 
indicating that this band is mostly due to the bleaching of the Pfr ground state.  SE is 
seen to the red edge of the GSB peak and, at early times, a second bleach feature is 
partly resolved at wavelengths greater than 750 nm. 
Concurrently with these instantaneous negative features, a small amplitude positive 
absorption (ESA) is seen between 550 and 630 nm that decays faster than the recovery 
of the ground state.  At longer decay times, a second positive absorption feature is seen 
to the red (> 720 nm) of the GSB after the loss of SE.  The absorption feature appears by 
0.3 ps, peaking around 0.6 ps.  It is still present at 2ps and has decayed 5 ps after 
excitation.  At long times, a small ground state bleach feature remains shifted slightly 
closer to the maximum of the steady state absorption.  A 2D plot showing all the 
pump−probe data is shown in Figure 5.4.  Again, the instantaneous GSB and ESA can be 
seen as well as the SE which decays revealing an absorption feature. 
 
Figure 5.3 Pfr TA spectra. 
TA spectra recorded with excitation of Pfr at 735 nm and with 100 fs pulses for 
different probe delay times as shown in the legend 
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Figure 5.4 Pfr TA data 
TA results of Pfr excited with 735 nm shown as a 2D plot to give an overview of the background 
corrected transient signal. 
The TA data was analysed using global analysis employing both a homogeneous and 
inhomogeneous model, the results of which are shown in Figure 5.5.  The time constants 
were analogous for both models investigated and the best fit was found to use two rate 
constants and a long lived component, consistent with the literature (Bischoff et al., 
2001, Bischoff et al., 1998, Schumann et al., 2008, Heyne et al., 2002).  The spectrum of 
the 250 fs component has a broad negative band stretching from 660 nm up to 750 nm.  
This negative band appears to have contributions from the GSB, SE and a further bleach 
component that is not fully resolved owing to the upper wavelength cut off of the probe.   
This band is more pronounced when fit with the parallel model although the fitted 
spectra are remarkably similar in shape for the two models. In the blue region of the 
250 fs component, a broad ESA is seen for both models between 490 and 660 nm. 
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Figure 5.5 Pfr pump−probe DAS. 
Decay associated spectra for the Pfr state of Cph1 after photo excitation obtained from global fitting 
using A. a homogeneous decay pathway and B. an inhomogeneous decay pathway with associated 
time constants τi shown in the legend where the IRF is the modelled instrument response function.  
The 1.9 ps DAS shows a reduced and blue−shifted ground state bleach, and a new 
absorption feature appearing where the SE has decayed (< 720 nm).  The spectrum of 
the long−lived DAS only shows a small negative band around the position of the GSB.  
This indicates that a product was formed as the ground state did not recover 
completely.  Owing to the low quantum yield associated with Lumi−F formation, it is 
possible that induced absorption associated with this species is being overridden by the 
stronger GSB, hampering the identification of Pfr−Lumi F ∆OD spectral features. 
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5.3.2 PUMP–DUMP/REPUMP–PROBE TRANSIENT ABSORPTION SPECTROSCOPY 
PDP/PRP spectroscopy of Pfr was performed with pump−dump delays of 300 and 1500 
fs with the probe delayed between 0 and 80 ps.  In addition to the kinetic traces, an 
action trace was also measured with the pump and probe fixed, and the dump pulse 
delayed between 0 and 300 fs using 20 fs steps.  In order to extract the signal 
corresponding to the dump pulse interacting with the excited and intermediate states, 
created by the pump, the ground state recovery fraction must be estimated.  This 
estimate will be model dependent or can be calculated approximately from the data 
using equation 4.1.  As in chapter 4, 1 −  is the estimated recovered ground state 
fraction calculated using the amplitude of the GSB, which for the Pfr photo reaction this 
is measured at 700 nm.  The ground state recovery was calculated assuming the signal 
amplitude at 700 nm is caused solely by the GSB signal and any overlapping 
contribution from SE or ESA were ignored.  The ground state recovery fractions 
estimated using the different models and calculated from the data are summarised in 
Table 5.1.   
Table 5.1 Calculated recovered ground state population. 
Model 300 fs Delay 1500 fs Delay 
Parallel 46% 78% 
Sequential  5% 39% 
1 −  53% 83% 
Percentage recovered Pfr ground state fractions for the delay times indicated after initial laser 
excitation.  Determined by using an inhomogeneous and homogenous decay model as well as 
calculated directly from the data as described in equation 4.1.  Time constants were taken from the 
global analysis of the pump-probe data shown in Figure 5.5. 
Large differences are seen between the estimates for the percentage of recovered 
ground state using the three different methods.  Scaling values, α, are calculated for all 
three methods using the photolysed fractions as described in section 3.3.1.  Using the 
photolysed fractions of the dump pulse interacting with the isotropic ground state 
(〈r〉), and the partially orientated and reduced ground state (〈%〉).  The scaling values 
are presented in Table 5.2.   
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Table 5.2 Calculated scaling factors. 
Model α 300 fs Delay α 1500 fs Delay 
Parallel 0.85 0.96 
Sequential 0.75 0.89 
1 −  0.88 0.97 
Scaling values α, calculated for pump-dump delay and connectivity model as indicated.  The scaling 
factor is to account for the reduced Pfr ground state population the dump pulse interacts with, which 
depends on the delay since initial excitation and decay pathway assumed. 
The scaling values calculated from the different models show considerably less 
variation compared to the calculated ground state recovery fractions.  The ∆∆OD 
signals, which are calculated for the different scaling values for the 300 fs pump−dump 
delay, all shows spectral similarity, with only the amplitude of the signal affected (and 
not the sign, which was the case for the Pr PDP/PRP (Fitzpatrick et al., 2011) 
experiments, which led to a more complex interpretation of the data).  Thus, the 
analysis is shown to be relatively insensitive to the underlying photochemical model 
that is applied to extract the ∆∆OD signals.    
 
 
134 
 
 
Figure 5.6 Pfr  ∆∆OD data for 300 fs pump−dump delay.  
2D plots showing the ∆∆OD signals calculated for a 300 fs pump-dump delay (A, B and C).  The x 
axis indicated probe timings, relative to the second excitation pulse and the y axis indicates probe 
wavelength.  Signals have been calculated with different scaling values from using a sequential 
model (A.), parallel model (B.) and calculated from the data using equation 4.1 (C.) 
Figure 5.6 shows the similarity in the ∆∆OD signals for all scaling vales for the 300 fs 
pump−dump delay (Figure 5.6 A, B and C).  With a pump−dump delay of 300 fs, a broad 
and short live negative signal is observed with a peak at 700 nm, this is accompanied by 
a blue−shifted broad and short lived positive feature stretching between 650 and 500 
nm. This is similar to the initial ESA signal measured in the pump−probe experiments, 
but without the extended SE band and second bleach feature extending into the far red 
(> 800 nm), seen in Figure 5.3 and Figure 5.4.  The data shown in Figure 5.6 were taken 
with pump and dump pulse power of ≈ 350 nJ.  The pump−dump scan with a 300 fs 
pump−dump delay were repeated with a lower pump and dump power of ≈ 150 nJ to 
ensuring it is the linear regime and multi photo effect are negligible.  The 
pump−dump/repump−probe scan at the reduced power density gave similar spectral 
results for the ∆∆OD signals as the higher power density shown in Figure 5.6.  For both 
power densities used, only small amplitudes are resolved relative to the pump−probe 
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signals, as shown in the graph in Figure 5.7.  As can be seen in Figure 5.7, the ∆∆OD 
signal is less than 9% of the pump-probe signal although the noise level remains the 
same. 
 
Figure 5.7 Instantaneous Pump−probe and PDP/PRP spectra for a 300 fs pump−dump delay. 
pump−probe spectra (green) at time zero and PDP/PRP spectra (blue), for a 300 fs pump−dump 
delay at time zero to compare the signal amplitudes. 
 
The data for the 300 fs pump−dump delay were globally fitted and the results from the 
parallel model are summarised in Figure 5.8.  For the 300 fs delay between pump and 
dump, a broad positive feature between 480 and 620 nm is seen along with a bleach at 
620 to 750 nm.  This DAS decays with a time constant of 630 fs, a time constant that was 
not resolved in global analysis of the pump−probe data.  The long lived species does not 
show any distinct spectral features; this indicates that the outcome of the photocycle, 
with the addition of a dump pulse as 300 fs, shows no distinct spectral features from Pfr. 
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Figure 5.8 Pfr ∆∆OD DAS for a 300 fs pump−dump delay. 
DAS from global fitting of the dynamics of the ∆∆OD signal.  Done using a parallel model to both 
calculate the appropriate scaling factor, α, and to fit the data.  For a delay of 300 fs between pump 
and dump pulses. 
PDP/PRP scans were completed with a 1500 fs pump−dump delay using pump and 
dump pulse energies of 150 nJ and 350 nJ.  The ∆∆OD signals calculated with scaling 
factors corresponding to the parallel model are shown in Figure 5.9.  As with the 300 fs 
pump−dump delay and for both pulse energies used, similarities are seen between the 
scaling values, as summarised in Table 5.2.   Owing to this similarity, the parallel model 
is used to show the spectroscopic features resolved in the ∆∆OD signals for all applied 
models. 
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Figure 5.9  Pfr ∆∆OD data for 1500 fs pump−dump delay 
2D plots showing the ∆∆OD signals calculated for a 1500 fs pump-dump delay for pump and dump 
pulse power A. approximately 350 nJ and B. approximately 150 nJ.  The x axis indicated probe 
timings, relative to the second excitation pulse and the y axis indicates probe wavelength.  Signals 
have been calculated using scaling values calculated using the parallel model.  The absence of any 
corresponding spectral features suggests the signals are dominated by noise. 
 
Differences arise when the low and high pulse powers are compared, revealing opposite 
signs in the ∆∆OD signal.  The lack of any similar spectral features between signals from 
the two pulse powers employed suggests the signals are dominated by noise.  Large 
background noise (spectral ripples) can also be seen in the 2D plots in Figure 5.9.  This 
is caused by drift in the alignment of the signal and reference spectrometers over the 
course of the experiment.  Reducing the time taken to complete the experiment (by 
reducing the number of time points for example) would improve this effect.  The lack of 
repeatability in the 1500 fs pump-dump delay suggests that no conclusive ∆∆OD signal 
can be resolved.  The ∆∆OD signals are plotted with the pump−probe TA signal at time 
zero for a comparison of signal amplitudes in Figure 5.10.  
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Figure 5.10 Instantaneous Pump−probe and PDP/PRP spectra for a 1500 fs pump−dump delay. 
pump−probe spectra (blue) at time zero for pump pulse energy of ≈ 350 nJ and pump−dump−probe 
spectra with a 1500 fs pump-dump delay at time zero for pump and dump pulse energies of ≈350 nJ 
(green) and ≈ 150 nJ (red) to compare the signal amplitudes. 
 
The signal amplitude for the 350 nJ pulse energy experiment shows a rather large 
amplitude although from the ripples in the spectra there is a significant amount of noise.  
The amplitude for the 150 nJ pulse energy is significantly less and of the opposite sign, 
with just 9% of the amplitude of the pump-probe signal.   
In addition to the kinetic PDP/PRP experiments using fixed pump−dump delay, a dump 
action trace with the probe pulse fixed at 3 ps relative to the pump was also carried out.  
The ∆∆OD signal for the action trace was calculated using  
y = TyT − TT − yT    5.1 
In order to reveal the effect of the dump pulse on the pump initiated photo-cycle at the 
probe delay.  In this experiment, the dump pulse was scanned with a step size of 20 fs 
between 20 and 300 fs delay relative to the pump pulse, as shown in Figure 5.11.  Again, 
the resolved signal is small and spectral ripples can be seen in the plot, although some 
distinct spectral features are also resolved. 
From Figure 5.11 it can be seen that the intensity of the ∆∆OD signal between 680 and 
720 nm oscillates with dump/repump delay.  However, the amplitude of this oscillation 
is less than 1 mOD and only two peaks are seen in the time frame investigated, with no 
other signal being obvious in the rest of the spectrum.  The period of oscillation is 
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160−180 fs, corresponding to 5.55-6.25 x 1012 Hz or 185-210 cm-1.  The oscillatory 
signal corresponds to the area of the spectrum that contains the GSB in pump probe 
experiments, although the oscillatory signal is positive in amplitude, suggesting that the 
dump induces a reduction in GSB for certain dump timing at 3 ps after the photocycle is 
initiated by the pump pulse.   
 
Figure 5.11 Pfr PDP/PRP action trace 
A. a 2D plot showing the ∆∆OD signal at a probe delay of 3 ps relative to the pump with dump timings 
as indicated on the x axis (fs), the y axis shown the detection wavelength in nm.  B. ∆∆OD signal 
summed over wavelengths from 690−700 nm for probe times as in A. and with dump times as 
indicated by the x axis.  
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5.4 DISSCUSION AND CONCLUSIONS 
Previous investigations into the Pfr photo pathway have revealed that two time 
constants were needed to successfully fit the data (Bischoff et al., 2001, Schumann et al., 
2008, Bischoff et al., 1998, Heyne et al., 2002).  Several phytochromes have been studied 
but all required a sub-picosecond time constant and a few ps time constant to explain 
the signal dynamics (Heyne et al., 2002, Bischoff et al., 2001, Bischoff et al., 1998, 
Schumann et al., 2008).  This is consistent with the findings from this experiment, with 
the results from global analysis revealing time constants of 250 fs and 1.9 ps, as well as 
a long−lived component. However, both of these are faster than time constants 
previously found.  A previous pump−probe experiment on the phytochrome Cph1, 
studied here, found time constants of 0.5 ps and 2−5 ps were needed to fit the transient 
absorption measurements (Heyne et al., 2002) employing single wavelength detection.  
The pump−probe experiment of the Pfr state of Cph1 employed detection wavelengths 
of 690 nm, 710 nm and 760 nm.  For the 690 and 710 nm probe wavelengths, negative 
bleach signals were measured, whereas for the 760 nm probe wavelength a positive 
signal was measured.  These observations are in fairly good agreement with the results 
presented here.  The bleach feature is larger at 710 nm than at 690 nm in both 
experiments. A positive amplitude signal is also measured at 760 nm this feature 
appears later, after the decay of an ultrafast SE.  The SE feature was not resolved in the 
signal wavelength detection scheme.  However, the time resolution of this earlier 
experiment was lower.  The positive signal in the red is assigned to an intermediate 
state in the single wavelength detection experiments on Cph1 (Heyne et al., 2002).  The 
bleach signal at >760 nm in this work is present for approximately 300 fs, and could 
correspond to the depopulation of a Franck−Condon state or ultrafast SE of a short lived 
red shifted sub−population. 
When comparing the DAS from the oat phytochrome to Cph1, the spectra associated 
with the sub−picosecond time constant in both is made up of a GSB with some SE.  The 
SE causes a red−shift in the peak of the GSB (10 nm in Cph1), compared to the steady 
state absorption of Pfr.  A broad ESA in the blue < 650 nm is also seen in both DAS.  
From these features, this DAS was assigned to the singlet state S1 (Bischoff et al., 2001), 
which agrees with our observations, Figure 5.5.  The only difference is the extent of the 
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SE and bleach feature into the far red detection wavelengths, which is greater in the 
Cph1 data presented here; see Figure 5.5.   
The picosecond DAS that forms from the S1 state is spectrally very similar to the oat 
phytochrome’s picosecond DAS, Figure 5.5.  Both have the absorption feature in the red 
and a bleach feature corresponding to the recovering GSB; with no trace of SE, this was 
assigned to a hot ground state in the oat phytochrome (Bischoff et al., 2001) and an 
intermediate formed before the long lived species in previous pump-probe experiments 
on Cph1 (Heyne et al., 2002).   This induced absorption does suggest an intermediate 
product has been formed that decays on the time scale of the experiment.  Whether this 
state is part of the productive pathway to form Lumi-F or part of the ground state 
recovery pathway is unclear.  Two colour PDP/PRP experiments targeting the 
absorption and timing of this absorption feature would provide information on this 
state and where it fits in the photocycle.   
The long lived species for both the oat phytochrome and Cph1 only show small bleach 
features in the spectral region of Pfr absorption. This is possibly due to the low quantum 
yield of the photo-reaction; any positive amplitude from the long lived intermediate is 
hidden by the strong ground state bleach.  As the ground state depletion recovers on a 
slower time scale than the excited states, this indicates that these states relax towards 
intermediate states, as well as relaxing back to the Pfr ground state. 
In previous studies of the Pfr photo-pathway, two models have been proposed to 
explain the observed kinetics (Figure 5.2) (Bischoff et al., 1998, Schumann et al., 2008).  
Both contain multiple excited states on the pathway to Lumi−F, to explaining the two 
positive absorption features, but Schumann et al also propose a ground state 
intermediate as found in the slower Pr photo−reaction (Fitzpatrick et al., 2011, van 
Wilderen et al., 2009).  It is not possible to conclusively determine which reaction 
scheme is more accurate from the pump−probe data alone due to large overlapping 
contributions in TA data, which can cause states to not be detectable using this 
technique.  
The delay times for the second excitation pulse were chosen to roughly coincide with 
the two dominant phases in the Pfr photo−reaction (Heyne et al., 2002).  The scaling 
factors (α) needed to extract the part of the PDP/PRP signal corresponding to the dump 
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pulse interacting with excited and intermediate states, were calculated for both the 
parallel and sequential models.  In addition, an estimate was calculated from the data 
for both delays between the pump and dump pulses. 
The recovered ground state fractions and corresponding scaling factors varied for the 
different models applied.  However, the calculated ∆∆OD signals were similar for all 
models and pump−dump delays.  The signal amplitudes varied slightly, depending on 
the applied model, but the same conclusions can be made regardless of which model is 
correct.  Differences were seen between the ∆∆OD signals calculated from the two pulse 
energies used for the 1500 fs pump-dump delay and, as can be seen from Figure 5.6 and 
Figure 5.9, the resolved ∆∆OD signals for both pump-dump delays used show noise 
including spectral ripples, indicating drift between the sample and reference 
spectrometers.  The spectral ripples are larger than seen in the pump-probe 
experiments owing to the extra time taken to collect all the pulse combinations 
necessary to calculate the ∆∆OD signal.  No conclusions can be drawn on the 1500 fs 
pump-dump delay measurements owing to the lack of repeatability in the calculated 
∆∆OD signal, although any real PDP/PRP signal for this pump−dump delay is likely to be 
small in amplitude.  The lack of repeatability is likely to be due to noise or scaling issues 
between the two scans.  The assumption that any PDP/PRP amplitude would be small at 
this dump time is backed up by the fast decay of the S1 excited state, coupled with the 
low quantum yield of Lumi−F formation, which implies that little excited or 
intermediate populations remain at this delay for the dump pulse to interact with. 
For the 300 fs pump-dump delay, the ∆∆OD signal was repeatable, although, as can be 
seen from Figure 5.7, the amplitude of this signal is small and represents a small 
fraction of the initial excited state population.  The ∆∆OD signal for the 300 fs pump-
dump delay shows a broad bleach feature in the same spectral region as the steady state 
Pfr absorption.  In addition to the negative bleach, a weak positive absorption feature is 
observed between 480 and 620 nm (Figure 5.6 A−C).  Overall, this signal is very similar 
to the pump-probe signal but without the extended SE band and second bleach feature 
in the far red (Figure 5.3).  To successfully fit the data using global analysis only one 
time constant and a long lived component was necessary.  This time constant was found 
to be 630 fs, which is much longer than the femtosecond time constant found from 
globally fitting the pump−probe data (240 fs).  However, from the spectral shape it 
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seems likely that some pump−probe signal remains.  The location and independent 
dynamics of the this feature in the ∆∆OD signal suggests that the signal could belong to a 
GSI predicted by Schumann et al (Schumann et al., 2008).  From the large instantaneous 
SE seen in the pump−probe experiments, it would be expected that using a dump pulse 
red shifted compared to the maximum of the Pfr absorption would induce stimulated 
emission to the ground state, even with the reduced excited state population 300 fs 
after excitation.  The absence of a signal related to SE in the ∆∆OD signal suggests that, 
at 735 nm either the cross section of the GSI is larger than the SE cross section, or the 
population of the GSI is larger than the remaining excited state population 300 fs after 
excitation.  The long lived DAS from global analysis shows no spectral features.  The flat 
difference spectrum suggests Pfr is recreated at the end of the photocycle with the extra 
excitation pulse. 
Optimal control experiments often use many sub pulses to achieve a desired 
spectroscopic outcome, with the pulse spacing representing the underlying molecular 
dynamics under investigation (Wohlleben et al., 2005).  As a first step towards coherent 
control experiments on phytochrome, an action trace was performed on the Pfr state of 
Cph1 to reveal any underlying dump induce dynamics.  
From the action trace experiment the dump induced an oscillatory affect on the 2 ps 
probe spectrum.  This oscillatory effect is limited to the region of the spectrum that 
coincides with the GSB signal in the pump-probe data.  The oscillatory effect observed is 
positive, indicating an increased recovery of the ground state at 3 ps after the initiation 
of the photocycle for certain dump timings.     
The temporal spacing of the peaks of the signal in the action trace is about 170 fs, which 
corresponds to around 200 cm-1.  In this range of wavenumbers, the 200 cm-1 could 
represent a low frequency wag or bend mode of the chromophore, indicating a coupling 
between the electronic and vibrational transition dipole moments.  In order to 
investigate whether there is a coupling of the electronic transition dipole moment with 
a vibrational mode of the chromophore, the time scale investigated with the dump pulse 
should be extended to be able to resolve further peaks.  In many coherent control 
experiments the optimal pulse shape is made from a sequence of pulses (Papagiannakis, 
2006), indicating that investigating the Pfr photocycle using a pulse train could produce 
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more convincing results for determining any underlying molecular dynamics of 
couplings within the dephasing time.   
The very short time scales involved in the formation of Lumi−F, the girst photo product 
of the Pfr photocycle, coupled with the action trace results, imply that the Pfr reaction in 
phytochrome is a promising target for a coherent control study that could unravel the 
basis for the low quantum yield.  The low quantum yield presents the chance for much 
larger improvements in product yield than those seen with coherent control of the 
retinal protein, which also shows sub−picosecond isomerisation (Prokhorenko, 2006). 
The investigation into the Pfr photo reaction of Cph1 has revealed time constants in 
good agreement with the literature (van Thor et al., 2005a, Bischoff et al., 2001, 
Schumann et al., 2008), with the femtosecond component associated with the decay of 
the S1 state occurring within 240 fs.  The PDP/PRP experiments indicate the presence 
of a GSI, predicted by Schmann et al (Schumann et al., 2008), present 300 fs after initial 
excitation.  The action trace indicates coupling between the vibrational and electronic 
transition dipoles, suggesting that the Pfr photocycle represents an excellent target for a 
future coherent control investigation. 
Pump−probe experiments with detection investigating the Pfr photocycle for the 
phytochrome Cph1 had been performed for the first time.  This has revealed that the S1 
excited state decays in 240 fs, faster that previously reported (Heyne et al., 2002).  The 
large SE signal is also reported for the first time.  PDP/PRP has also been used for the 
first time to investigate the Pfr photocycle, revealing a GSI predicted in the phytochrome 
Agp1 by Schmann et al (Schumann et al., 2008) from Pump−probe experiments.   
The PDP/PRP experiments presented here represent the first time a Dazzler pulse 
shaping device has been used to create the excitation pulses.  The experimental results 
presented here show increased noise as all pulse combinations cannot be collected 
concurrently.  By increasing the memory of the Dazzler this problem is overcome, 
making the Dazzler a viable option to perform this type of experiment, although 
coherent control experiments is the main aim of introducing pulse shaping capabilities.    
 
  
145 
 
6. SUMMARY AND OUTLOOK 
In this thesis the photocycles of the cyanobacterial phytochrome Cph1 have been 
investigated using a home–built ultrafast spectroscopy set up. This apparatus was 
optimised and redesigned during the course of the experiments.  A GSI was detected for 
the first time in the Pr photocycle, for the visible spectrum.  Moreover, dispersive 
detection was used for the first time to investigate the Pfr photocycle, proving the S1 
excite state decays with a 240 fs time constant.  Furthermore, Pfr was investigated for 
the first time using PDP/PRP spectroscopy, uncovering evidence for a GSI.  An action 
trace of the Pfr photocycle revealed potential coupling between the electronic and 
vibrational transition dipoles within the vibrational decoherence time.  
6.1 PHYTOCHROME  
Distinct time constants reported for the Pr (2, 16 and 200 ps) and Pfr (240fs and 1.9 ps) 
photo−reactions support previous claims that the Pfr photo–reaction proceeds faster 
than the Pr photo−reaction.  These results were achieved by means of several ultrafast 
spectroscopic techniques, probing the visible spectrum to investigate the electronic 
decay pathways of the cyanobacterial phytochrome Cph1.  The results of PDP/PRP 
spectroscopy uncovered new evidence supporting the presence of a previously 
predicted short lived GSI in both the Pr and Pfr photocycles (Schumann et al., 2007, 
Schumann et al., 2008, van Wilderen et al., 2009). The GSI represents part of the decay 
pathway back to the ground state when absorption of a photon has led to unsuccessful 
isomerisation.  Evidence for the presence of GSIs in the Pr and Pfr photo−reactions 
supports the models previously predicated (Zienicke et al., 2011, van Wilderen et al., 
2009, Schumann et al., 2008, Schumann et al., 2007, Fitzpatrick et al., 2011, Dasgupta et 
al., 2009).  The revealed wavelength dependence of the Pr GSI absorption cross section 
also supported a GSI assignment.  The absolute cross section of the SE was found to be 
greater than the GSI absorption cross section at 680 nm, which is in agreement with the 
assignment of the SE from pump–probe experiments. 
Potential coupling between the electronic dipole and the dipole of a low frequency 
vibrational mode was found.  The presence of coupling was deduced from oscillation in 
the action trace signal seen at a 3 ps probe delay. This indication of coherent processes, 
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coupled with the fast isomerisation, make the Pfr photo–reaction a good target for 
future coherent control experiments.  These experiments may help to explain the low 
quantum yield of this photo–reaction.  
6.2 MULTI–PULSE TRANSIENT ABSORPTION SPECTROSCOPY 
The time resolved experiments discussed in this thesis were all conducted on a 
home−built system that was developed concurrently with the phytochrome 
investigations.  The detection system and sample translator in particular were 
developed to improve the signal to noise, and the investigation in to the Pr photocycle 
(Fitzpatrick et al., 2011) represents the first publication from this home−built set up.  
6.2.1 PUMP–PROBE  
The pump–probe system built for these experiments was used to investigate the 
electronic decay of photoactive samples that have an absorption band anywhere in the 
visible wavelength range.  This tuneability allows many systems of interest to be 
measured with good time resolution.  The capability to translate and flow samples 
reduces laser−induced damage, allowing even sensitive samples to be investigated in 
the condensed phase.  The dispersive detection allows a vast amount of data to be 
collected simultaneously, which can greatly assist in accurate analysis and 
interpretation.     
6.2.2 PUMP–DUMP/REPUMP–PROBE  
Two different methods were successfully utilized to perform PDP/PRP experiments 
with a single excitation wavelength.  The simplest method employed created two 
excitation pulses with the use of a beam splitter.  The delay between the two excitation 
pulses was controlled using a retro reflector mounted on a manual translation stage, 
allowing the delay to be varied from 0 to 160 ps.  Different pulse combinations were 
collected simultaneously by employing optical choppers as described in the methods 
section.    
There were two main difficulties with the non−collinear PDP/PRP set up.  The girst was 
achieving the same power densities in the sample plane for each excitation pulse.  The 
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second was ensuring the pulse overlap with the probe beam throughout the sample 
depth was identical for the pump and dump, given the different optical paths. 
An extension of this technique would be to utilize pump and dump/repump pulses of 
different wavelengths.  This would enhance the capabilities of this experiment as a 
wider variety of intermediate and excited states could be targeted.  However, an 
additional OPA would be required. 
The investigation of the Pfr photocycle employed an AOPDF to create the excitation 
pulse replicas.  The pump–dump delay was programmed with the LabView software 
provided with the shaper.  Delays from a few femtoseconds up to several picoseconds 
could be achieved.  The delay and time zero between the pump and dump could be 
tracked easily using the software.  There are several drawbacks to using an AOPDF to 
generate the excitation pulses for PDP/PRP experiments.  The AOPDF is a more 
complicated optical device than the previous PDP/PRP set up employing a beam 
splitter.  Furthermore, extra noise was seen in the ∆∆OD signal; this was due to the 
increase in the time required to collect all pulse combinations (although this can be 
negated if extra memory is built into the waveform generator).  On the other hand, the 
incorporation of phase and amplitude shaping capabilities into the TA system increase 
the range of spectroscopic investigations that can be employed; for example, pulse 
trains and coherent control experiments can now be performed with this apparatus.  
The initial PDP/PRP experiment represents a proof of principle experiment 
demonstrating the application of pulse shaping to time resolved spectroscopy.  The Pfr 
photo−reaction has also been uncovered as a prospective target for future coherent 
control experiments. 
6.3 PULSE SHAPING AND SPECTROSCOPY 
As discussed throughout the thesis, shaping of femtosecond pulses is becoming more 
accessible with arbitrary pulse shapes in phase, amplitude and polarisation possible 
(Monmayrant, 2010).  Pulse shaping has been employed in spectroscopy to reduce 
background signals and to improve signals by creating transform limited pulses 
(Kawashima, 1995).  Pulse shaping has also found application in 2D spectroscopy, 
greatly simplifying the optical set up needed to obtain the phase stability necessary with 
this type of spectroscopy (Shim, 2009). 
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The main application of pulse shaping has been in optical control experiments; where 
genetic algorithms have been used to maximise or minimise a measureable parameter 
of the system under study (Assion, 1996).   
6.4 CONCLUSIONS 
The interface between molecular biology and physics has lead to increased understand 
the inner workings of micro and mesoscopic biological systems (Henzler Wildman, 
2007).  In this respect, this thesis brings together cutting edge spectroscopy techniques 
to investigate a very important light sensing system used by plants, fungi and bacteria 
for a range of functions important to organisms (Rockwell and Lagarias, 2010). 
The results presented in this thesis indicate that the phytochrome Pfr photo pathway is 
a promising candidate for coherent control experiments employing shaped excitation 
pulses. Much remains to be understood about photo–receptor proteins but the ultrafast 
time resolution offered by many nonlinear laser spectrscopies allows them to be 
studied on the timescales relevant to the dynamical processes they undergo.  PDP/PRP 
has been shown to be a useful nonlinear technique to explore the connectivies between 
states present in a photocycle. 
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