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DEVELOPMENT AND EVALUATION OF LOW COST 2-D LiDAR BASED 




Traffic data collection is one of the essential components of a transportation 
planning exercise. Granular traffic data such as volume count, vehicle 
classification, speed measurement, and occupancy, allows managing 
transportation systems more effectively. For effective traffic operation and 
management, authorities require deploying many sensors across the network. 
Moreover, the ascending efforts to achieve smart transportation aspects put 
immense pressure on planning authorities to deploy more sensors to cover an 
extensive network. This research focuses on the development and evaluation of 
inexpensive data collection methodology by using two-dimensional (2-D) Light 
Detection and Ranging (LiDAR) technology. LiDAR is adopted since it is 
economical and easily accessible technology. Moreover, its 360-degree visibility 
and accurate distance information make it more reliable. 
To collect traffic count data, the proposed method integrates a Continuous 
Wavelet Transform (CWT), and Support Vector Machine (SVM) into a single 
framework. Proof-of-Concept (POC) test is conducted in three different places in 
Newark, New Jersey to examine the performance of the proposed method. The 
POC test results demonstrate that the proposed method achieves acceptable 
performances, resulting in 83% ~ 94% accuracy. It is discovered that the proposed 
method's accuracy is affected by the color of the exterior surface of a vehicle since 
 
 
some colored surfaces do not produce enough reflective rays. It is noticed that the 
blue and black colors are less reflective, while white-colored surfaces produce high 
reflective rays.  
A methodology is proposed that comprises K-means clustering, inverse 
sensor model, and Kalman filter to obtain trajectories of the vehicles at the 
intersections. The primary purpose of vehicle detection and tracking is to obtain 
the turning movement counts at an intersection. A K-means clustering is an 
unsupervised machine learning technique that clusters the data into different 
groups by analyzing the smallest mean of a data point from the centroid. The 
ultimate objective of applying K-mean clustering is to identify the difference 
between pedestrians and vehicles. An inverse sensor model is a state model of 
occupancy grid mapping that localizes the detected vehicles on the grid map. A 
constant velocity model based Kalman filter is defined to track the trajectory of the 
vehicles. The data are collected from two intersections located in Newark, New 
Jersey, to study the accuracy of the proposed method. The results show that the 
proposed method has an average accuracy of 83.75%. Furthermore, the obtained 
R-squared value for localization of the vehicles on the grid map is ranging between 
0.87 to 0.89. 
Furthermore, a primary cost comparison is made to study the cost efficiency 
of the developed methodology. The cost comparison shows that the proposed 
methodology based on 2-D LiDAR technology can achieve acceptable accuracy 
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By 2025, nearly 70% of the world population will settle down in urban areas [1, 2]. 
The latest U.S. Census Bureau data showed that most of the largest cities in the 
U.S. experienced population growth between 2015 and 2016 [3]. The population 
expansion put immense stress on the cities since it demands sophisticated 
transportation facilities, a healthy economy, a stable water/ power supply system, 
and a quality environment. “Smart City” is one of the feasible options for city 
planning commissions to fulfill growing requirements. Over the last decade, many 
regional planning authorities intensify their efforts to achieve the “Smart City” title. 
A smart city is defined as an urban area that uses various types of electronic data 
collection sensors to collect vital information, which is used to manage assets and 
resources efficiently. The smart city includes data collection from multiple means 
to monitor and manage traffic and transportation systems, power plants, water 
supply networks, and waste management.  According to the experts, over the next 
20 years of the period, cities around the world will invest approximately $41 trillion 
to upgrade their infrastructure [4, 5]. ‘Smart City’ technology enables to improve 
everything from the quality of the air and water to transportation, energy, and 
communication systems by integrating cutting-edge technology and resources. 
Transportation is one of the vital features of cities’ growth and success.  In 
2015, the United States Department of Transportation (USDOT) announced a 
smart city challenge to support advanced technology implication in transportation 
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projects [4]. The primary purpose of the initiative is to endorse the advanced 
technology applications in Transportation and Congestion Management (TCM) 
program run by the Federal Highway Administration (FHWA). An efficient traffic 
data collection is an essential requirement for effective transportation system 
management and operations. Traffic data study helps to improve the efficiency of 
the road network and to provide better means for the development of 
infrastructures. Traffic data such as volume, vehicle classification, speed, axle 
weights, and gross vehicle weights provide definitive information for transportation 
planners and pavement design engineers.   
The application of sensors and data visualization is one of the fundamental 
exercises carried out by regional planning authorities to collect diversified traffic 
data. In the process of achieving Smart City / Smart Transportation aspects, it is 
essential to obtain real-time information through deployed sensors and analyze it 
through open data portals that allow controlling cities’ various operations pro-
actively. Commonly, smart cities use the Internet of Things (IoT) devices such as 
connected sensors, which can collect real-time data related to lights, atmosphere, 
air quality, traffic, and analyze it. Business Insider Intelligence predicts that nearly 
24 billion IoT devices will be installed across the world by 2020, and the investment 
in IoT devices will be $6 trillion over the next four and a half years [6]. Market 
reports estimate an annual growth rate of 25% in smart transportation for the 
coming five years [6].  
 With the drastic advancement of Intelligent Transportation Systems (ITS) 
and communications technologies, the data collection techniques improve very 
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rapidly over the last decade. Based on the installation of the detectors/sensors, the 
sensors can be classified into three categories, such as 1) intrusive, 2) non-
intrusive, and 3) off-roadway. The intrusive methods consist of data recorder and 
sensors placed on or in the pavement surface (e.g., pneumatic tube counter, 
piezoelectric sensors, and magnetic loop). The non-intrusive methods consist of 
the application of radar technology, Remote Traffic Microwave Sensor (RTMS), 
Video Image Processor (VIP), etc., which are often very expensive. Thus, the 
higher cost of installation and maintenance would not allow a large number of 
sensor deployment. In the off-roadway method, the data is collected from probe 
vehicles, which comprises of the advanced global positioning system (GPS), 
mobile phones, and Bluetooth/Wi-Fi-enabled devices. While the probe vehicle-
based technique is more cost-effective compared to intrusive and non-intrusive 
detectors, it is also incapable of directly estimating traffic flow (e.g., counts) on a 
designated roadway segment. 
 
1.2 Problem Statement 
Smart transportation is one of the critical features of the smart city, which manages 
vehicular traffic to allow people and goods to be moved quickly through various 
means. ITS is one of the examples of smart transportation that deploy numerous 
amounts of sensors to collect data. The current technology to collect traffic data 
consists of RTMS, Video Analytics, loop detectors, and pneumatic tube counters. 
With the current technology, it would be expensive and challenging to deploy 
sensors on a large scale. Thus, it is necessary to have a traffic data collection 
technology that allows freeway and arterial traffic management centers to equip 
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the road networks at ease and at a low cost. Table 1.1 shows the current 
technologies and their pros and cons. 
Table 1.1 Current Traffic Data Collection Technologies  
 
 
Installation problems Type of data collection 
Technology Lane closure Pavement 
work 
Traffic count Vehicle 
trajectory 
Pneumatic Tube √ × √ × 
RTMS × × √ × 
Video Analytics × × √ √ 
Loop Detector √ √ √ × 
Piezoelectric 
Sensors 
√ √ √ × 
 
The main goal of the dissertation is to develop methodologies that can 
handle two – dimensional (2-D) Light Detection and Ranging Technology (LiDAR) 
data to conduct traffic count and vehicle trajectory extraction. Many studies have 
been conducted to employ LiDAR or RADAR technology to collect traffic data such 
as vehicle count, vehicle classification, and vehicle trajectories at the signalized 
intersection. From the conducted literature review, it is found that the previous 
research studies used expensive LiDAR technology, with vision sensors 
(cameras). Furthermore, the LiDAR’s used in the prior studies deals with three-
dimension (3-D) point clouds with high sampling rates that ease the data 
processing burden.   
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Currently, LiDAR technology is gaining more attention in the autonomous 
car and drone industries. Increased application of the ground-based and airborne 
LiDAR pushes manufacturers to introduce low-cost LiDAR to the market. Although 
the low-cost LiDAR cannot scan the surrounding environment in detail due to a low 
level of emitter/receiver pairs or “channels.”  A higher number of channel LiDAR 
provides detailed information about the surrounding environment since it can 
produce tens or hundreds of thousands of lasers pulses every second. The primary 
focus of the developed methodology is to achieve the high accuracy of data using 
low-cost LiDAR and collect a useful traffic data set. 
 
1.3 Goal and Objectives 
The primary goal of this dissertation is to Develop cost-effective traffic data 
collection methods using 2–D LiDAR sensors that allow city authorities to conduct 
traffic data collection on a large scale at a low cost and can contribute to achieving 
the “Smart Cities” concept. To this end, the following objectives are established:   
• To develop a methodology to acquire traffic count by analyzing 2-D LiDAR 
data. 
 
• To develop a methodology to construct vehicle trajectories for turning 
moment count at the signalized intersections using 2–D LiDAR. 
 
• Investigate the applicability and effectiveness of proposed methodology 
using the real-world data. 
The rest of this dissertation is organized as follows: Chapter 2 covers the 
comprehensive literature review with respect to 1) LiDAR application in 
transportation engineering for data collection, 2) Application of CWT for signal 
analysis, 3) Inverse sensor model, and 4) Application of Kalman filter to track the 
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objects. Chapter 3 discusses the various components of the proposed 
methodologies in-depth, followed by framework development in Chapter 4. The 
conducted proof-of-concept tests are explained in Chapter 5. Chapter 6 discusses 
the results in detail obtained from the real-world data, and Chapter 7 provides 




















In this section, extensive literature reviews are conducted. The literature reviews 
are divided into four sections; Section 2.1 explains the previous research and 
commercial applications of LiDAR in transportation engineering to enhance the 
autonomous vehicle performance. Section 2.2 provides comprehensive literature 
review of application of LiDAR for data collection and tracking. Section 2.3 consists 
of a literature review of Continuous Wavelet Transform (CWT) application in the 
field of transportation and structural engineering. A CWT literature review provides 
an idea about CWT's appropriateness to capture the significant changes in the 
signal. In this dissertation, the primary purpose of using CWT is to deal with noisy 
LiDAR data and capture the specific distortion in the signal caused due to the 
presence of the vehicle. Section 2.4 comprises of inverse sensor model application 
with occupancy grid mapping in the field of robotics and autonomous vehicles. An 
inverse sensor model is applied in this study to localize detected objects. Section 
2.5 includes the literature review of Kalman Filter's application to track an object, 
which shows the efficiency of the Kalman Filter to obtain a trajectory from various 
sources of data. The collected data from the real world consists of noisy data, 
which makes the tracking task difficult. The Kalman filter's competence to predict 
correct data with the new measurement allows for tracking an object with noisy 




2.1  LiDAR Applications in Robotics and Autonomous Vehicles 
Over many years, various practical applications of LiDAR in different areas such 
as agriculture, aerial mapping, and 3-D structural mapping have been studied. 
Furthermore, over the last decade, much research has been done to utilize LiDAR 
information to improve autonomous vehicle performance by mapping the 
surrounding area in real-time. 
Neira et al. [7] focus on the localization of a mobile robot in an indoor 
environment using information obtained from a range sensor. The primary 
objective of the study is to propose a methodology to fuse multiple range sensors 
for indoor localization of robot with symmetries and perturbation model (SP model), 
a probabilistic representation model, and an Extended Kalman Filter (EKF). The 
proposed method uses range points and intensity images obtained from the range 
scanner to locate the obstacle and identify the vertical edges of the obstacles. For 
the mobile robot trajectory, a prediction of the robot location is calculated by using 
previous odometric sensor reading fuse with current reading. The results show that 
the use of range and intensity information could be an impactful and robust 
approach for precise mobile robot localization. 
Sergi et al. [8] investigate the different applications of LiDAR to improve the 
driver's visibility under hazardous conditions. The proposed method focuses on 
the development of a real-time computer-generated display that accurately 
displays the detected vehicle in the surrounding area. The system consists of a 
Differential Global Positioning System (DGPS) and LiDAR to locate the nearby 
vehicle precisely. The algorithm is divided into four different steps: 1) Data filtering 
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using threshold values, 2) Data clusters, 3) Vehicle Detection, and 4) Tracking. In 
the data filtering step, the unnecessary data collected from LiDAR is cleaned 
based on threshold values. Furthermore, the DGPS position is used to identify 
nearby road objects such as guardrails and mailboxes. The threshold value is 
calculated based on the closest distance obtained from LiDAR. The refined data 
is clustered into different clusters based on the distance to nearby points. The 
clustered data points are then analyzed to define the object as a vehicle or not 
based on the number of points in each cluster and the cluster's location in the 
LiDAR's field of view. Successful vehicle detection is defined by observing three 
different sections of the field of views of LiDAR, which is defined as the left, central, 
and right section, as shown in Figure 2.1. The clusters are compared to a set of 
criteria that is determined by the section in which the cluster resides. Vehicle 
tracking is done by checking each scanned cycle data, and a simple extrapolated 
technique is applied to calculate the movement of a detected vehicle at each scan. 
A table of tracked vehicles is created to track objects from scan to scan. If one of 
the current vehicle positions is within a certain tolerance of the position of an 
extrapolated tracked vehicle, then the data in the table is updated using the current 
vehicle information, and the speed and heading are recalculated based upon the 
current and previous data. The experiment results show that the LiDAR-based 




Figure 2.1 Defined section of field of view of LiDAR.  
Source: [8] 
 
Mendes et al. [9] develop the application of Laser range finder concerning 
autonomous vehicles to develop an effective collision avoidance system algorithm. 
The algorithm consists of three different steps: 1) Scan segmentation, 2) object 
classification, and 3) Object tracking using a Kalman filter. The scan segmentation 
consists of clustering and line fitting method to accurately define the generated 
cloud points are obtained from different objects. The object classification is based 
on the voting scheme that considers every hypothesis over time until it gets high 
classification confidence. The tracking of an object is done using a Kalman Filter 
by assuming constant velocity and acceleration. For each detected object, the 
Kalman filter is independently applied to every hypothesis of an object type, while 
the related object has not been classified in a specific class. The collision time is 
calculated using estimated racking results for each object. The system proved to 
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be efficient in tracking multi-objects over time, resulting in reasonable velocity 
estimates. 
Reyher et al. [10] present an approach to use LiDAR for object and lane 
detection to enhance the lateral control of Connected and Autonomous Vehicles 
(CAV) named LiDAR Lane Detection (LLD). The proposed method consists of an 
EKF. The effectiveness of the proposed method is studied using real-world data. 
Data are collected by mounting two sensors on the front side of a vehicle. The 
results are compared with the Optical Lane Recognition system (OLR). The 
comparison shows that the results obtained from LLD are similar to OLR for 
straight and curved roads. The results summarize that the proposed approach can 
achieve the same accuracy as video referenced lane detection. 
In 2006 Ogawa and Takagi [11] propose an approach that uses 2-D LiDAR 
data for lane recognition. The lane recognition is done using lane curvature, yaw 
angle, and offset data with Hough transformation. A Hough transformation is a 
computer vision-based approach to extract features from the images. An EKF 
algorithm is used to track the lane marks along the road surface. A DENSO’s 
LiDAR is used, which emits the laser beam with six layers in the vertical direction 
and 451 scannings in a horizontal direction, which is mainly designed for Adaptive 
Cruise Control (ACC) application. The data is collected from the highway, and the 
results show the acceptable performance compared to the position of the lane 
marks in the forward image. 
Kammel and Pitzer [12] develop a method for robust estimation to detect 
lane marker detection and mapping using multichannel 2-D LiDARs with stereo 
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cameras. The data obtained from LiDAR and vision cameras are integrated with 
global positioning navigation and odometry system that precisely provides location 
information of the vehicle. The collected LiDAR and stereo camera data are 
combined to create a 3-D map of the surrounding environment, and a multi-
hypothesis approach is used to detect, cluster, and track a moving object. A lane 
marking is identified using LiDAR and camera images. Subsequent scans are 
registered and processed with GPS information to improve the detection of lane 
markings. The results suggest that the multichannel LiDAR and stereo camera 
information allows identifying lane robustly in the presence of shadows, against 
direct sunlight and even at night. 
Linder et al. [13] propose multichannel LiDAR for lane marking extraction 
using EKF. The developed approach combines the intensity and distance 
information obtained from LiDAR. A polar grid cell is arranged circularly to develop 
a 3-D view of the detected data. Lane mark measurements are extracted using the 
lane detector grid, which is the combination of reflectivity and distance information. 
An unscented Kalman filter (UKF) is used to estimate the lane parameters, that 
utilized the raw lidar data. The difference between the road surface and lane 
markings are identified using an adaptive threshold technique. The proposed 
methodology is tested under various conditions. The results show that the road 
surface made from black asphalt is not reflective of the LiDAR signal as compared 
to the bright concrete surface. However, considering the lane marking design, it is 
found out that the developed methodology performed well with black road surface 
with raised lane markers.  
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To amplify the application of the LiDAR in a connected and autonomous 
vehicle, Shin et al. [14] propose a practical approach for lane marking detection 
using image and Velodyne HDL-32E LiDAR data. The algorithm works in three 
different steps; the first step extracts the ground information using the Random 
Sample Consensus (RANSAC) algorithm. A RANSAC is a repeated process of 
fitting a hypothesized plane to a set of 3-D data points and accepting points as 
inliers if their distances to the plane are below a threshold. The second steps 
identify the lane separately using 3-D LiDAR cloud points and image sensors. The 
lanes are defined from the LiDAR data by defining the intensity of points at each 
scanned azimuth, which is defined using experimental data sets. Intensity-based 
imagery sensors are used to identify the lane from the background information 
since the lane markings have a higher intensity than the pavement. The data 
processed from 3-D LiDAR and imagery sensors are combined in the third step to 
exclude false-positive points by observing the cross-relation between lanes 
identified using LiDAR and imagery sensor. The accurately detected lanes form 
the image coordinate are then projected to the LiDAR coordinate. The proposed 
approach is applied for straight roads, curves, intersection, and crosswalks. The 
results show that the integration of LiDAR and imagery sensor reduces the false 
positive detection and improved the accuracy.  
Wu et al. [15] develop a methodology to apply roadside LiDAR to identify 
lanes and extract background information. The algorithm consists of a multi-
classified density-based spatial clustering method (MC-DBSCAN). This research's 
primary objective is to provide a path to utilize roadside LiDAR information under 
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mixed traffic conditions. Here, the mixed traffic condition is described as a 
combination of connected and non-connected vehicles. A Velodyne VLP-16 LiDAR 
is used for this study.  The LiDAR can generate 3-D cloud points for a 360-degree 
field of view, which can generate 600,000 3-D points per second. The collected 
LiDAR data is converted to cartesian coordinates (x,y,z) from spherical coordinates 
(r,ω,α) using know LiDAR position from GPS. The collected results show that the 
proposed method can filter the background, eliminate pedestrian movement 
around the intersection, and identify the lane position of vehicles. 
2.2  LiDAR Applications for Data Collection and Tracking 
Grejner-Brzezinska et al. [16] examine the feasibility of airborne LiDAR to collect 
traffic flow data. The study objectives are to develop and test the technique to 
identify and extract vehicles from LiDAR data and to develop methods for 
automatic vehicle classification. The algorithm extracts the vehicle information 
from LiDAR data by removing road surface data. The LiDAR data is collected along 
with GPS/ Inertial Navigation System (INS) sensor. Figure 2.2 shows the complete 
data processing architecture of the method. Estimated results show that the 
velocities of the large vehicles are estimated accurately, while the estimation of the 




Figure 2.2 Data processing architecture. 
Source: [16] 
 
Zhao et al. [17], in 2006 study the primary application of a LiDAR at an 
intersection for tracking and classification of an object. They proposed a 
methodology that can classify the object into three different categories:  
1) pedestrian, 2) bicycle, and 3) cars, buses, trucks. The object classification is 
done by Markov states in which an object model is predefined based on their 
typical appearances. The tracking of an object is done by matching frame to frame 
data generated at each scanning cycle of the LiDAR. The data is collected at an 
intersection using SICK LMS291 LiDAR with a video camera to compare the 
results. The results show that the developed methodology can attain 95% accuracy 
after comparing it with ground truth data. However, only ten minutes of collected 
data is processed for this study. 
Yao [18] presents an algorithm to accurately track a vehicle using a LiDAR 
sensor through an intersection. The primary objective of the study is to collect 
stopping distance measurement of the vehicles at the intersection. A four-step 
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algorithm is introduced, which first identifies the object, extract the feature points 
of the detected object, track an object, and later calculate the stopping distance. 
The data are collected by installing a LiDAR sensor at the corner of the 
intersection. Object extraction with the threshold value is applied to identify the 
object from the background of the LiDAR data. The feature points are extracted to 
represent an entire cluster with a single position by fitting the front and side profiles 
of the vehicle with lines and finding the intersection of these two lines. Small gaps 
between the clusters of the feature points over time are analyzed to track the 
vehicles. The LiDAR is interfaced with a computer that runs a tracking algorithm to 
provide real-time estimates for the stopping distance. The algorithm proved to be 
effective in extracting vehicle objects, using a static background and a static 
threshold.  
Fod et al. [19] propose a method to track people in crowded using single or 
multiple laser range finder data. A Kalman filter-based trajectory is proposed in this 
research. The proposed method performed under different scenarios with the SICK 
planner scanning laser finder. The results illustrate that the proposed method able 
to track multiple people with low errors and with reasonable computational 
efficiency. 
Zhao and Shibasajki [20] study the application of LiDAR in indoor areas 
such as malls and exhibition halls to detect and track pedestrians using a single 
LiDAR scanner. The data are collected using a single-row laser range finder. The 
moving feet profiles are extracted from raw data and spatially integrated into a 
global coordinate system. A simplified Kalman filter is used to track pedestrian 
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trajectories. The method is evaluated using real-world and simulation-based data. 
The results suggest that the developed method is not robust and accurate under 
crowded place in the indoor environment compared to the crowded environment 
in an open area. 
Cui et al. [21] propose an algorithm to track people using multiple LiDAR 
sensors in an indoor environment. From the obtained raw data, stable features are 
extracted, which are the movement of legs of people from successive laser frames. 
A tracker is developed based on Kalman Filter. The developed algorithm is tested 
in the indoor environment at the exhibition hall; the result shows that the method 
is robust and works well compare to conventional laser-based trackers such as 
measurement split and temporal occlusion.  
Nashashibi et al. [22] introduce a robust method for detection, tracking, and 
classification of vehicles using mobile LiDAR sensors. The algorithm consists of 
three stages to detect and classify an object as a vehicle. The first stage uses the 
Ramer algorithm [23] to create a set of reflected data points using collected 
distance data. The Ramer algorithm allows reducing the number of points in a 
curve that is approximated to create a line segment. The second stage classifies 
the objects by analyzing length, vertices, and orientation of the points to the 
sensor. The third stage performs occlusion that handles the missing data causes 
due to obstructed LiDAR’s field of view. The results show that the developed 
methodology is able to classify the objects as vehicles in the background of the 
noisy data. 
Yang [24] develop a methodology to extract vehicles from the LiDAR 
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collected data. The system uses two LiDAR sensors mounted on the top of the 
probe vehicle to estimate the speed and length of the surrounding vehicles. Data 
from LiDAR sensors are first processed and combined to generate a 3-D LiDAR 
image. The methodology is efficiently extracted vehicles from the background 
environment with a miss-detection rate of 3.3% and a non-vehicle detection rate 
of 3.6%. Moreover, the vehicle classification system sorted vehicles into the 
predefined classes with 92.6% accuracy. 
Thornton et al. [25] examine the applicability of two-dimensional mobile 
LiDAR sensors for parking system management. The pilot study is conducted by 
placing four LiDAR sensors on the top of the driver's cabin. Host vehicles are 
equipped with multiple GPS to locate the host vehicle's presence on the road 
network. The proposed methodology is managed the data in three different stages. 
The first stage considers the position of the probe vehicle using GPS data for each 
LiDAR scan. The second stage integrates the information from successive LiDAR 
scans to identify vehicles from the background. After accounting for occlusions, 
the algorithm reports the globally referenced location for each vehicle, as well as 
measuring the vehicle's length, height, and heading. The third stage uses the 
vehicle information and assigned them to road segments and lanes, reporting the 
occupancy of each parking zone, along with other measures such as a vehicle-to-
vehicle gap. The proposed algorithm results are compared with the ground truth 
data collected through video and results showed 15 miscounts with a yielding error 
rate of 0.8%. 
Zhang et al. [26] suggest a LiDAR-based vehicle detection approach by 
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utilizing its range of information. The authors introduce a Difference of Normals 
(DoN) method [27] for potential clustering of 3-D LiDAR points cloud into a vehicle, 
pedestrian, bicycle, and streetlight lamp. Moreover, the Support Vector Machine 
(SVM) [28] is used to classify the clusters as vehicles and non-vehicle objects. The 
evaluation results illustrated 89.3% accuracy in classifying vehicles in urban 
environments. 
Thuy and León [29] propose a method to track an object over time using 2-
D LiDAR. The researchers introduce a multi-modal object-tracking algorithm that 
employs a particle filter-based solution. The study's primary objective is to 
eliminate the error propagation that occurred in the tracking due to the use of a 
linear Kalman filter. The study uses particle filter-based Monte Carlo simulations 
for object tracking to model the non-linear process. The suggested method is 
applied to the data collected by two separate one-layer scanners (2-D LiDAR), 
which are synchronized with an angular resolution of a half degree and an overall 
angular range of 180 degrees. Data are collected by mounting one of the LiDAR 
on the front bumper and the second LiDAR on the rear bumper. The vehicle is 
equipped with the Inertial Measurement Unit (IMU) and combined with a DGPS to 
obtain the precise location of the vehicle and LiDAR. The result shows that the 
proposed method reduces the error while tracking an object in a 2-D LiDAR 
environment.  
Taipalus and Ahtiainen [30] present an algorithm for detecting and tracking 
walking humans using 2-D mobile LiDAR. The algorithm consists of two separate 
steps; the first step identifies the detected cluster, and the second step tracks the 
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defined cluster over time within the scanning range of the LiDAR. A list of 
predefined features is provided in the process to identify the detected cluster points 
as a human. Based on the predefined features, if the two different clusters satisfy 
the condition, the object is defined as a human, and the human target is generated 
to track within the scanning range. 
Tarko et al. [31] develop a traffic scanner (TScan) method to measure and 
collect traffic data at an intersection accurately. A 64 channel 3-D Velodyne HD-
LiDAR is used to collect the traffic data. Distance information from the sensors is 
grouped and applied to spherical coordinates to identify the objects in the 
background. Once the object is identified, the clustering method is applied to define 
the collected points are from the same object or not. The clustering method 
analyzes the gap between the two successive LiDAR points; if the analyzed gap 
is higher than the threshold value, than it is assumed that the points were from the 
different physical surfaces. Once the detected object identified, a Kalman filter is 
applied to track the vehicle through the scanning range of the LiDAR. After 
tracking, the individual moving objects are classified into heavy and non-heavy 
vehicles, bicycles, and pedestrians. The results indicate that the method measured 
the vehicle positions and speeds with the higher accuracy. 
Kluge et al. [32] present a method to track multiple objects using laser range 
finder data. The method consists of steps such as object identification, object 
extraction, object matching, and object tracking. Objects are extracted from the 
laser range finder by calculating the difference between the successive laser range 
obtained data; if the difference is higher than the threshold, then the obtained data 
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identified as an object. Object identification and extraction are made by 
segmenting the scanning data into different groups, and the threshold value is 
chosen to identify the maximum gap and classified as different objects. A graph 
theory [33] and bipartite graph [34] is used to correspond the object of one scan 
into the successive scans. 
2.3  Continuous Wavelet Transform (CWT) Applications for Signal 
Analysis 
 
CWT is one of the efficient tools that allow analyzing the signal in detail by breaking 
it down into small waves, which are highly localized in time. Over the period, CWT 
has been used in Civil and Transportation Engineering studies for various 
purposes, such as identifying the location of the cracks in the structure and location 
of the bottlenecks on road segment.  
Ovanesova et al. [35] display the application of the discrete wavelet 
transform (DWT) to identify the cracks in different frame structures. The basic idea 
to use a wavelet transform for crack identification is to capture discontinuity in the 
signal since structure with a crack generates a difference signal compared to the 
crack-free structure. The proposed method does not depend on the previous 
knowledge of the undamaged structure to differentiate the signal caused due to 
crack in the structure. Moreover, the developed method can localize the source of 
the crack in the structures using the response signal. The study results indicate 
the effectiveness and responsiveness of wavelet analysis to extract the damage 
information from the response signal for various structures.  
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Rucka et al. [36] study the application of wavelet transforms for damage 
localization in the structure. The developed method is based on a two-dimensional 
continuous wavelet and applied on a cantilever beam and a plate with four fixed 
supports. The study finds that the CWT is more effective than the DWT. 
Solis et al. [37] study the same application of wavelet transform for beams 
to locate the damage from changes in the mode shapes. The difference between 
the proposed method and the previous method is that the developed system 
requires the mode shape of the undamaged structure to differentiate it accurately. 
Moreover, in this study, the modal parameters and wavelet analysis are combined. 
The secondary objective of the study is to localize the section in the frame that can 
be affected by the damage. The result shows that the developed methodology is 
very sensible to capture the smallest crack in the beam. 
Rakowski [38] discuss the application of the discrete dyadic wavelet 
transform (DDWT) to detect and localize the response signal features (slopes) 
caused by cracks in mechanical and civil structures. The primary objective of the 
study is to replace the computational burden of CWT to detect cracks that 
proposed in the previous research. The developed method is tested on the artificial 
signal of the length of 512 samples that consists of different slopes that originated 
from the damaged and undamaged structure. The results show that the method 
can detect the slightest change in the slope caused by a damaged structure. 
Application of wavelet transform analysis in traffic engineering is not new; 
Jiang et al. [39] develop a wavelet function to study traffic flow pattern analysis. 
The main objective of the research is to develop an autocorrelation function (ACF) 
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that helps to select a decomposition level of wavelet analysis for time series 
analysis of traffic flow. A hybrid wavelet packet-ACF method is developed that 
identifies the unique and fractal properties of the traffic flow combined with the 
discrete wavelet packet transform (DWPT) based denoising technique. The results 
suggest that the proposed method can capture the essential characteristics of 
traffic flow that can help to build an accurate traffic forecasting model.   
Giralda et al. [40] study the application of wavelet transform combined with 
neural networks for time series analysis of volume data. A fuzzy neural network 
with a stationary wavelet denoising process is introduced in the method to learn 
the time-series pattern of the traffic. The threshold values for the denoising process 
are determined by considering the fluctuation in the traffic flow. The developed 
methodology is applied to the data collected from three different interstate road 
and compared with the historical average, Kalman Filter, multilayer feed-forward 
neural network, and µ-support vector machine. The results suggest that the 
proposed model can achieve similar accuracy as the previous models. 
Zheng et al. [41] propose the application of a wavelet transform to study the 
location of a bottleneck in congested conditions using loop detector data. The 
methodology considers the wavelet-based energy of speed signals to locate the 
actual bottleneck. A segment of US 101 in Los Angles, California, is used to study 
the effectiveness of the methodology. The results justify CWT's capability to 




Mohan et al. [42] demonstrate the use of spectral graph wavelet transform 
to identify the traffic congestion on the road network by analyzing speed as an 
input signal. The method first calculates scaling functions using the spectral 
decomposition of the discrete graph Laplacian [43]. A wavelet coefficient is used 
to detect recurring or non-recurring congestion. The developed method is applied 
to a real-world expressway segment in Singapore. The results show that the 
method is able to detect speed changes during morning and evening peak hours. 
It is observed that the lower wavelet coefficients capture the minor changes in the 
signals. 
Zhao et al. [44] propose a CWT based methodology to detect the 
shockwaves by investigating sudden drops in speed collected from 
Connected/Automated vehicles. The primary objective of the research study is to 
avert the propagation of the shockwave to upstream traffic.  The proposed 
methodology is applied with VISSIM simulation; the results proved the 
effectiveness of CWT in detecting the shockwave by reducing travel time and delay 
by approximately 9% and 18%, respectively. Moreover, a developed methodology 
can detect the changes in the signal’s energy obtained from CWT to identify the 
shockwave starting point. 
2.4  Inverse Sensor Model  
Inverse sensor model and grid occupancy analysis is one of the widely accepted 
computer programing algorithms that deal with the development of maps using 
measurement data with a known robot position on the map. Currently, grid 
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occupancy analysis is extensively used in connected and autonomous vehicles 
(CAV) applications.  
The early application of the occupancy grid mapping is going back to the 
year 1988. Matthies and Elfes [45] propose the application of occupancy grid 
mapping fusing multiple sonar sensors for robot navigation. Bayesian estimation 
is applied at each scan to update the map of the surrounding area. The study uses 
the range information obtained from sonar and prepared a 2-D map.  The 
probability of occupancy for each cell is calculated based on the collected 
measurement, and the Bayesian estimation scheme is applied to update the map 
recursively. The results show that the occupancy grid analysis is able to produce 
accurate surrounding maps using noisy data. 
Vu et al. [46] present a simultaneous localization and mapping (SLAM) for 
detection and tracking an object in real-time. For the real-time application, the 
algorithm matches an incremental scan with odometry reading that works 
accurately in a dynamic environment. A global nearest neighborhood (GNN) is 
used to track the detected vehicle in real-time. The proposed method is tested 
under various conditions such as city streets, country roads, highways with 
maximum speed. The results suggest that the system can detect pedestrians and 
cars moving at a different speed and ability to generate accurate trajectories. 
In recent years Bouzouraa and Hofmann [47] present a method to integrate 
occupancy grid mapping with model-based object tracking. A primary objective of 
the conducted research is to propose a universal framework to generate 
surrounding vehicle maps that can be used for future driving assistance systems.  
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The authors present a robust algorithm to detect dynamic obstacles from the 
occupancy map and accommodate the mapping process with the object-tracking 
algorithm in real-time. Results with real sensor data and a reference system show 
that the proposed method is robust and accurate to process the occupancy grid 
map and object-tracking algorithm simultaneously. 
Wong et al. [48] propose a temporal joint probabilistic data association 
(JPDA) that combines the data from the previous scan, current scan, and next 
scan. The primary objective is to accurately detect and track an object that might 
be missed in consecutive scans since the previous research did not focus on that. 
The developed JPDA technique is associated with a SLAM algorithm. The 
technique is evaluated with an EKF based SLAM under two different scenarios in 
MATLAB based simulation. In the first scenario, an indoor environment is 
considered with static landmarks. The second scenario consists of static 
landmarks with a moving object, such as walking people. The results reveal that 
the method works well under scenario one, where there is no mobile object in the 
surrounding environment. On the other side, the method is not able to update the 
moving object accurately. The authors concluded that the method is more robust 
in the less dense area. 
Moras et al. [49] improvise the occupancy grid mapping by dealing with the 
various source of uncertainty for autonomous vehicles. The uncertainties are 
caused due to the moving obstacles, and inaccurate pose estimation with noisy 
data. This study's primary objective is to remove clustering calculation, which is 
based on the assumption of the shape of objects. A first idea of the developed 
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method is to fuse the global grid map with a local grid map of two sensors.  The 
developed method is tested with real-world data collected in an urban environment, 
and the results are compared with the previous approach. Experiment results 
suggest that the method is able to capture mobile objects with accuracy which 
helps to improve simultaneous localization using grid mapping. 
Schütz et al. [50] propose a robust approach to estimate the object shape 
robustly while integrating free space information obtained from LiDAR sensors. An 
occupancy grid map is fused with the object tracking to generate more detailed 
shape and tracking information on the grid map. To estimate the dynamic and 
static shape of the object, a particle filter is used. The proposed method is 
evaluated with a 4-layer laser scanner with 25Hz rational frequency mounted on 
the front side of the vehicle. The results are evaluated with a ground truth system 
in the form of two DGPS systems, each fused with a highly accurate IMU. Results 
show that the proposed method improved both object tracking and shape 
estimation compared to standard tracking using the box model. 
Hadji et al. [51] study the integration of the inverse sensor model with 
occupancy grid mapping. The primary objective is to eliminate the independency 
of nearby cells in occupancy grid mapping and consider the dependency of all cells 
in scanning. The primary objective of the research is to develop a framework to 
build a map autonomously with each scanning. The methodology is tested in an 
indoor environment by attaching LiDAR with a robot with the various surrounding 
environment. From the collected results, the authors could not draw accuracy since 
it required more data to collect. 
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Dia et al. [52] study further the integration of inverse sensor model and 
occupancy grid mapping. The main objective of the study is to understand the 
effect of sensor precision and grid resolution on the inverse sensor model. The 
method mainly focuses on single target sensors. The authors mathematically 
prove the strong relationship between the grid resolution and the sensor's 
precision on the occupancy estimations. 
Kim et al. [53] propose a methodology for occupancy grid mapping with a 
deep neural network. The method uses a recurrent neural network called long-
short term memory (LSTM) that study the temporal behavior and calculate future 
cell location of the detected object. The collected LiDAR information is sent to the 
LSTM, which calculates the probability of an object's future location on the grid. To 
evaluate the developed method, data is collected from the highway, and results 
are compared with Kalman filter-based occupancy grid mapping. The results 
suggest that the proposed system is accurate to predict the vehicle's future location 
on the grid and can create an accurate trajectory. 
Weston et al. [54] develop a similar application of occupancy grid mapping 
with the deep neural network as of Kim et al. The primary objective of the study is 
to deal with noisy data obtained from LiDAR due to various weather conditions and 
occlusion. The developed neural network works as a self-supervised learning 
engine that uses partially labeled data generated by LiDAR. Five hours of data are 
collected to evaluate the developed method under a dynamic urban environment. 
The result proves the efficiency of the method by successfully segmenting real 
world into occupied and free space. 
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Steyer et al. [55] propose a dynamic grid mapping approach incorporating 
the static occupancy, dynamic occupancy, free space, and combined hypothesis. 
An adapted evidential filter is used in a dynamic grid map that consistently 
estimates and accumulate hypotheses and distinguishes static and dynamic 
occupancy. The evidential grid mapping is combined with a low-level particle filter 
tracking to estimate cell velocity distributions and predict dynamic occupancy of 
the grid map. Static occupancy is directly modeled in the grid map without requiring 
particles, increasing efficiency, and improving the static/dynamic classification due 
to the persistent map accumulation. Experimental results with real sensor data 
suggest that the methodology is useful in challenging scenarios with occlusions 
and dense traffic. 
2.5  Kalman Filter based Object Tracking 
The application of Kalman Filter to track an object is more prevalent in robotics 
and gaining more attention in mobility area with the rise of CAV) and unmanned 
aerial vehicles (UAV). Moreover, the use of Kalman filter is not only limited to 
physically detected objects; over the past few years, researchers are using the 
Kalman filter to track an object using a computer vision (CV) technique. 
Prevost et al. [56] develop an extended Kalman filter-based methodology to 
estimate the state of a UAV detected object and predict its trajectory. The trajectory 
of an object is calculated using the defined motion model in the Kalman filter after 
defining the space of an object in the space. The developed method is tested in 
simulation, and results suggest that the proposed model can predict an object's 
trajectory in a dynamic environment. 
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Subramanian et al. [57] propose an algorithm to fuse multiple sensor 
information and develop a guidance system for an autonomous vehicle. The 
multiple sensors consist of vision sensors, laser sensors, inertial measurement 
units, and speed sensors. A fuzzy logic Kalman filter is the main component of a 
proposed algorithm. Fuzzy logic with Kalman filter is used since it can effectively 
control the divergence and update the parameter in the Kalman filter process. The 
method is applied to guide a tractor. The results suggest that the proposed 
multisensory fusion-based guides the vehicle accurately compare to individual 
sensor-based guidance with the Kalman filter. 
Li et al. [58] develop an approach to deal with an occlusion problem and 
track multiple objects in real-time. The methodology consists of the Kalman filter 
motion model. To study the effectiveness of the method, the video data are 
collected in an indoor and outdoor environment with the movement of humans and 
vehicles. The results show that the method can detect and track multiple objects 
in real-time. 
Salarpour et al. [59] develop a method to detect and track an object in the 
video by using region and feature-based tracking Kalman filter. The object from 
the video is detected using a background subtraction method. The primary 
objective of the developed method is to minimize the computation time and 
improve the feature-based tracking from the video that can deal with the occlusion 
problem. 
Barrios et al. [60] study the application of Kalman filter with internal multiple 
model (IMM) and geographic information system (GIS). An internal multiple model 
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is a system that calculates the future location of a vehicle. The primary objective 
of the study is to reduce the error of IMM by fusing Kalman filter, GIS, and GPS 
data at the curvature of the road. The method is tested in the real world. From the 
results, the authors conclude that the methodology can accurately predict the 
location of a vehicle at curvature, but it can be improved further. 
Li et al. [61] present a method to detect and track objects that are in the 
near field of vehicle. The proposed method uses the eight ultrasonic sensors 
attached linearly on the side of the vehicle. An unscented Kalman filter and 
extended kalam filter is designed to track the objects. The method consists of an 
empirical detection model developed by studying the shape of the objects obtained 
from single sensors and multiple sensors. An experimental study is conducted 
under two scenarios; in the first scenario, the ultrasonic sensors mounted on the 
side of a vehicle, as shown in Figure 2.3, the ultrasonic sound waves fire at the 
same time from all the sensors.  In the second scenario, the sensors are configured 
to fire sound waves simultaneously. The field test is conducted in an open area 
where the vehicle is driven in a straight line at a speed of 5 km/hr. The results are 
compared with the advanced triangulation method (ATM) by studying root mean 
square error (RMSE) of the actual position of an object versus the predicted 
positions. The proposed methodology based on EKF and UKF provides better 




Figure 2.3 Sensor array system layout. 
Source: [61] 
 
Maalej et al. [62] develop a methodology to detect and track objects using 3-
D LiDAR point cloud. The primary object of the study is to improve the perception 
of autonomous vehicles (AV). The methodology consists of EKF and a convolution 
neural network (CNN).  A primary purpose of using CNN is to identify persons and 
vehicles from 3-D LiDAR points cloud. The initial results show that the developed 
methodology can recognize and track objects accurately. 
Veeraraghavann and Papanikolopoulos [63] propose a methodology to 
track vehicles at an intersection using a camera-based system. The vehicles are 
identified using region segmentation and color analysis. A mean shift tracking 
algorithm is combined with an extended Kalman filter to track each vehicle frame 
by frame. The effectiveness of the methodology is studied using real-world data. 
The results show that the proposed method can effortlessly detect and track 
vehicles at an intersection. 
Bas et al. [64] develop a methodology to detect and count vehicles from the 
video footage. The vehicles are detected using the background subtraction 
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method, and the Kalman filter is applied to track the detected vehicles. The 
background subtraction is done by modeling a background scene with a gaussian 
mixture model (GMM), and the changes in the background pixel colors are used 
to detect a vehicle in the frame. A constant velocity model is defined in a Kalman 
filter to track a detected vehicle. The developed method is studied under various 
scenarios, such as different light and different weather conditions. The results 
show that the method can able to detect and track vehicles under various 
conditions effectively. 
Asvadi et al. [65] propose a methodology to track the objects fusing multiple 
sensors such as 3-D LiDAR, 2-D Red – Green – Blue (RGB) camera images, and 
an INS. The detection of an object is done by an adaptive color-based mean shift. 
A mean shift gradient estimation is applied to 3-D cloud points to localize the 
vehicle in the field of view, and to track an object, and a constant velocity model is 
defined to Kalman Filter. The proposed methodology is tested on the data set 
collected from the real world, and the results show the high-performance accuracy 
under different driving scenarios. 
2.6  Summary 
To this point, it is observed that in the previous research efforts, the LiDAR 
applications for traffic data collection are conducted under the controlled 
environment using expensive 3-D LiDAR sensors. Moreover, the application of 
LiDAR is mainly studied for autonomous vehicle applications with additional 
sensors such as image sensors, GPS, etc. Additionally, no research has been 
conducted that focuses on the turning movement counts at an intersection using a 
34 
 
low-cost 2-D LiDAR sensor. Based on the conducted literature review, it is noticed 
that a CWT is very sensible to capture minor changes in the signal, which is used 
in the proposed methodology. An inverse sensor model with occupancy grid 
mapping has been widely used in robotics and autonomous vehicle to localize the 
objects in the surrounding area. The literature review of Kalman filter application 
for object tracking indicates its efficiency to track moving objects, that is used to 



























3.1 Methodology for Traffic Counts 
This section presents an in-depth discussion on the methodology of LiDAR-based 
traffic data collection and its primary components: 1) LiDAR sensor, 2) CWT, and 
3) SVM. 
LiDAR technology is highly used in the autonomous car industry. Its higher 
demand makes technology economical and easily accessible. To achieve one of 
the primary objectives of this study to develop a low-cost vehicle count 
methodology using advanced technology, the LiDAR is adopted as sensor 
technology. Moreover, its 360-degree visibility and accurate distance information 
make it more reliable compare to RADAR, which uses electromagnetic waves 
instead of light rays. 
The obtained distance information from the LiDAR sensor is transformed 
into a signal for consecutive time intervals; CWT is employed to detect any 
deviation in it. Since the collected LiDAR data consists of noises that cause the 
deviation in the signal, the CWT is applied in this study to filter such ambiguous 
data and determined legitimate deviation in the signal caused by vehicles’ 
presence. CWT allows analyzing the signal in detail by breaking it down into small 
waves, which are highly localized in time. CWT is able to detect small changes in 
the signal over time; the captured slight deviation in the signal advocates the 
presence of an object in the LiDAR scanning range.  
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SVM is one of the useful supervised machine learning tools for data 
classification and regression. In the methodology, the SVM is applied to classify 
the distance data points obtained from the sensor into detection and non-detection 
cases, which are highly complex. In the proposed methodology, a non-linear SVM 
with kernel function is used to classify the data points into two classes.  
3.1.1 Basic Principle of LiDAR 
Light Detection and Ranging (LIDAR) fires hundreds of thousands of laser pulses 
each second to the targeted object. A distance of the targeted/ detected object is 
calculated by considering a time pulse takes to return to the sensor from the object 
and with a known speed of light. Equation (3.1) represents the basic formula that 
determines the distance of the detected object in the vicinity of a LiDAR sensor. 
 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  





LiDARs being used in the autonomous car industry, which is equipped with 
many emitters and receivers set, that allows it to produce a high sampling rate and 
a detailed point cloud of its surrounding environment. A single set of emitter and 
receiver (single channel) can process 100,000 pulses every second. Usually, high-
end LiDARs are equipped with 16, 32, and 64 channels (multiple channels), which 
can generate millions of data points per second.  
For the study purpose Scanse Sweep V1.0 LiDAR is used, which has an 
effective range of 40 meters (131 feet) with a maximum sample rate of 1,000 
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samples/second [68]. The Sweep LiDAR is a single plane scanner with a vertical 
field of view of 0.5 degrees. The LiDAR can be connected to microcontrollers or 
laptop using USB-to-serial converter [68]. 
3.1.2 Continuous Wavelet Transform (CWT) 
This section explains a CWT and its application in the dissertation. Wavelet 
transform has gained the attention of mathematicians over the last couple of 
decades and very prominent tool in the field of engineering, image processing, and 
signal processing. Wavelet transform is an improvised version of Fourier 
transform, which allows analyzing nonstationary signals over time. The Wavelet 
Transform is defined in two categories considering the type of signal;  
1) Continuous Wavelet Transform (CWT) and 2) Discrete Wavelet Transform 
(DWT). A CWT can be described by a continuous function, where DWT is a 
wavelet transform which is discretely sampled over time. A mathematical condition 
for wavelet is given as: 
 























Equation (3.4) is admissibility condition, where ?̂?(𝜔) is the Fourier 
Transform of 𝛹(𝑡). A wavelet function is constructed from translations and dilations 
of single function (mother wavelet) 𝛹(𝑡) and defined as below, 
 








 𝛼, 𝛽 ∈ 𝑅, 𝑎𝑛𝑑  𝛼 ≠ 0  
(3.5) 
 
The parameter 𝛼 in Equation (3.5) called scaling parameter that measures 
the degree of compression of a signal. A value less than 1 indicates the 
compressed version of the mother wavelet caused due to high frequencies. A 
value greater than 1 for scaling parameter suggests lower frequencies of signal 
and 𝛹𝛼,𝛽(𝑡) has a larger time width than 𝛹(𝑡). The parameter 𝛽 defined as a 
translation parameter regulates the time location of the wavelet.  






The Equation (3.6) can be called the wavelet series of 𝑓 and 〈𝑓, 𝛹𝛼,𝛽〉 can describes 
as shown in Equation (3.7), which is a wavelet coefficient of 𝑓. 
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For CWT, the Equation (3.7) can be described as, 






𝑓(𝑡) =  
1
𝐶𝛹









The general formulation of CWT for continuous signal is given as, 










Mother wavelets are characterized by properties such as orthogonality, 
compact support, symmetry, and vanishing moment. The Morlet and the Mexican 
hat are the two functions used for the wavelet analysis [66]. To select the wavelet 
function, the similarity between the signal and the mother wavelet is considered. 
In this study, a “Mexican hat wavelet” is selected for CWT analysis considering the 
resemblance of Mexican hat function’s shape with an input signal. The Mexican 































The average wavelet energy,𝐸(𝛽) at 𝑟 is calculated based on CWT for 












It is noticed that the distance information consists some noises that causes 
deviation in signal which can be resulted into false detection of vehicle as shown 
in Figure 3.1. A CWT is applied to handle such kind of inconsistency in the signal. 
The distance covered by a light pulse from the LiDAR sensor to the target surface 
(road surface) is consistent at any given time without the presence of an object 
(vehicles). Thus, a vehicle’s presence can be recognized by parsing little 
inconsistency (i.e., drop in the distance signal and peak in the calculated energy) 
in the transformed signal and calculated energy as shown in Figure 3.2. Figure 
3.2(a) displays a detection case of vehicle, and Figure 3.2(b) indicates a no-





Figure 3.1 Converted distance profile to signal. 
 
 
(a)                                                                  (b) 







3.1.3 Support Vector Machine (SVM) 
In this section explanation of the Support Vector Machine (SVM) is given. The SVM 
is supervised learning models with associated learning algorithms that analyze 
data and recognize patterns, used for classification and regression analysis. An 
SVM can be applied for linearly and nonlinearly separable data sets. The SVM 
application on highly nonlinearly separable data is improved by using "kernel trick," 
which helps to project nonlinearly separable data into a higher dimension and then 
used that mapped data in a higher dimension to apply SVM. For the given set of 
training examples, the SVM constructs a model that assigns new examples into 
one category or other. For the classification, the SVM's primary function is to 
construct hyperplanes in a high or infinite-dimensional space. The best separation 
or classification of data sets is achieved when a hyperplane has the most 
considerable distance from the nearest training data point. Figure 3.3 shows the 
classification of the data by achieving maximum distance from hyperplane to the 
nearest data point. Following is the primary explanation of nonlinear SVM model. 
For a given training data set, D, 
 
𝐷 = {(𝑥𝑖 , 𝑦𝑖)}|𝑥𝑖 ∈ 𝑅
𝑝, 𝑦𝑖 ∈ {−1,1}𝑖=1
𝑛  (3.14) 
Where: 
 𝑦𝑖 = either 1or 0 which indicates the class to which the point 𝑥𝑖 belongs. 
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Here, the objective is to identify maximum margin (C) hyperplane that 
divides the points from 𝑦𝑖 = 1 to 0 as shown in Figure 3.3. The hyperplanes can 
be represented as follows:  
 
𝑊 ∙ 𝑥 − 𝑏 = 1 𝑎𝑛𝑑 𝑊 ∙ 𝑥 − 𝑏 = 0 (3.15) 
 
Where: 
W  = Normal vector to the hyperplane  
x  = Set of points 
 
Figure 3.3 Data classification using SVM. 
The parameter b
W
 determines the offset of the hyperplane from the origin 
along the normal vectorW . The distance between these two hyperplanes is 2
W
. 
Therefore, to get the maximum distance between two hyperplanes, the value of 
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W should be minimize during the training process by considering the following 
constraint:  
 
𝑦𝑖(𝑊 ∙ 𝑥𝑖) − 𝑏 ≥ 1, 𝑓𝑜𝑟 𝑎𝑙𝑙 1 ≤ 𝑖 ≤ 𝑛 (3.16) 
 
 In nonlinear classifier SVM, every dot product is replaced by the kernel 
function. That helps the algorithm to fit the maximum-margin hyperplane in 
transformed feature space. This transformation may be nonlinear and transformed 
in high dimensional space. There are different types of "kernel function/trick" such 
as polynomial, radial basis function, and hyperbolic tangent. 
For analysis, a nonlinear SVM is selected to evaluate the calculated energy 
data as detection and non-detection cases since the energy data are closely 
located and not linearly separable. A Radial Basis Function (RBF) based kernel is 
used for SVM application. The RBF function transforms the nonlinearly separable 
data into a higher dimension, which helps to find optimal hyperplane width between 
two data sets. The RBF function is represented by Equation (3.17). 
 










 is a kernel parameter. 
The effectiveness of SVM is depends on kernel parameter ( ) and soft 
margin parameter (C). The best combination is selected using Bayesian 
optimization. 
 
3.2  Methodology for Turning Movement Counts 
This section discusses about the components used to develop vehicles’ trajectory 
using 2-D LiDAR data. The proposed methodology consists of 1) Inverse Sensor 
Model, 2) K-Means Clustering, and 3) Kalman Filter. 
 
3.2.1 Inverse Sensor Model 
The inverse sensor model is often used in robotics to generate the surrounding 
map using range information collected by LiDAR or RADAR with the known 
position of the robot. An inverse sensor model is primarily defined as a state model 
for occupancy grid mapping. The state model is the map of the surrounding area 
that identified the location of the detected objects by converting polar coordinates 




Figure 3.4 2-D Grid map. 
 
In the state model, the distance measurement from the known LiDAR 
position is used to identify the exact coordinates of the objects on the grid map. 
Figure 3.5 represents a hypothetical grid map with a LiDAR. A cell highlighted in 
black represents the location of an object calculated using Equation (3.18) and 
(3.19). A Known state of the LiDAR is given by 
1 2( , , )x x  . 
 






























Since the LiDAR is generating multiple light beams and collect distance 
measurements at the different azimuths (angles) the Equations (3.20) and (3.21) 





𝑑𝑘cos (𝜃 + 𝛼𝑘)




















1 2 3 4 5( , , , , )kd d d d d d=  
Direction of rays (azimuth): ( )1 2 3 4 5, , , ,k     =  
3.2.2 K- Means Clustering 
K-Means clustering is one of the unsupervised machine learning techniques to 
cluster the different data points into K clusters by calculating the nearest means. 
An unsupervised machine learning is selected since it can define the datasets into 
different groups without any known label, unlike supervised machine learning 
techniques. The K-Means clustering method uses an iterative process to achieve 
minimum distance between the centroid of the “K” groups and assigned data points 
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to that group. The less variation within clusters, the more homogeneous (similar) 
the data points are within the same cluster.  
Equations from (3.22) to (3.24) explains the K-Means Clustering algorithm. 
A set of data {𝑥1, 𝑥2, 𝑥3,……𝑥𝑛} s defined as an input to the K-mean clustering, where 
the defined data set is a d-dimensional data. The algorithm's primary objective is 
to assign the input data into the "k" cluster by minimizing the Euclidean distance 
between each set of data points and the centroid of the cluster. The objective 
function is defined as below, 
 











𝜔𝑗𝑘 = 1 for data points 𝑥
𝑗 if it belongs to cluster k else 𝜔𝑗𝑘 = 0 
𝜇𝑘 is the centroid of cluster 𝑥
𝑗 
The minimization process is conducted in two parts. First the Equation 
(3.22) is minimized with respect to 𝜔𝑗𝑘 and fixed 𝜇𝑘. During the minimization 
process, the function S is differentiated with respect to 𝜔𝑗𝑘 and update the cluster 
assignments as shown in Equation (3.23). Second the function S is differentiated 
with respect to 𝜇𝑘 and compute the centroids after the cluster assignments from 











1  𝑖𝑓 𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑗‖𝑥
𝑗 − 𝜇𝑘‖
2


















                  
In the proposed methodology, a K-Means Clustering is used to identify 
presence of multiple objects in the LiDAR field of view as shown in Figure 3.6. 
Figure 3.7 represents a logic about the K-means clustering steps, and a pseudo-
code is provided in Appendix A. 
 




Figure 3.7 K-Means clustering flowchart. 
3.2.3 Kalman Filter 
Kalman filter is one of the popular approaches that has been used to estimate the 
state of the dynamic system over the period, and in this study, it is used to track 
the movement of detected vehicles. Furthermore, the Kalman Filter application is 
gaining more popularity as one of the noise cancelation techniques in sensor data. 
Since its introduction to the mathematics, the Kalman Filter has been updated for 
different applications. Kalman Filter is classified into three different types: 
• A Discrete Kalman Filter, which is applied to solve a linear system problem. 
 
• An Extended Kalman Filter, which is designed for the nonlinear system. 
 
• An Unscented Kalman Filter applied for nonlinear function estimation and 
filtration. 
In this study, a Discrete Kalman Filter is used for prediction and tracking 
purposes. Furthermore, it helps to deal with noisy data. During the application of 
an algorithm, the state is assumed to be a linear system with a gaussian 
distribution. A discrete Kalman filter consists of two main steps: 1) Prediction, and 
2) Correction as shown in Figure 3.8. A prediction step allows estimating the 
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current state and error covariance to obtain the priory estimates for the next time 
step. The correction step is responsible for feedback by incorporating a new 
measurement into the priori estimate to get an improved estimation. Equations 
(3.25) and (3.26) represent the state prediction steps of discrete Kalman filter. 
 
Figure 3.8 Discrete Kalman Filter cycle. 
A constant velocity model is used for the Kalman filter, which is a renowned 
model to track moving objects. The model assumes that the velocity of an object 
is constant throughout the sampling interval. 
 
?̂?𝑠
̇ = 𝐴 ∗ ?̂?𝑠−1 + 𝐵 ∗ 𝑢𝑠 + 𝑤𝑠 (3.25) 
  
𝑃?̇? = 𝐴 ∗ 𝑃𝑠−1 ∗ 𝐴








𝐴 =  [
1 0 ∆𝑡 0
0 1 0 ∆𝑡
0 0 1 0






































𝑢 = control variable of matrix 
𝑤 = predicted state noise matrix 
𝑄 = process noise covariance matrix 
𝑋 = state matrix 
𝑠 = current step 
𝑠 − 1 = previous step 
𝑃 = state covariance matrix 
A control variable in Equation (3.25) is an acceleration parameter of a 
vehicle at an intersection. Since the constant velocity model is defined for the 
Kalman filter, the acceleration of a vehicle is assumed constant with the value of 4 
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ft/s (1.22 m/s2) [67]. In Equation (3.26), 𝑄 preserves the state covariance matrix to 
become too small or zero and it is represented as shown in Equation (3.30). 
 
𝑄 = [
1 0 0 0
0 1 0 0
∆𝑡 0 1 0




   
Here, ∆𝑡 represents the time difference between consecutive LiDAR 
scanning cycle. Equations (3.31) to (3.34) explains the measurement update 
steps. Equation (3.32) represents the update with the measurement by 
incorporating Kalman gain (𝐾). A Kalman gain is represented as per Equation 
(3.31), which is a weight factor based on comparing the error in the estimate to the 
error in measurement. Equation (3.34) calculates a posterior error covariance. At 
the end of each update measurement step the process is repeated with posterior 
estimates to predict a new prior estimate. Figure 3.9 and 3.10 shows the detailed 
representation about the Discrete Kalman Filter algorithm. 
 
𝐾𝑠 = (𝑃?̇? ∗ 𝐻
𝑇) ∗ [(𝐻 ∗ 𝑃?̇? ∗ 𝐻
𝑇) + 𝑅]−1 (3.31) 
  
𝑋?̂? = ?̂?𝑠 + [𝐾𝑠 ∗
̇ (𝑌𝑠 − 𝐻 ∗ ?̂?𝑠
̇ )] (3.32) 
 
Where, 
𝑅 = sensor noise covariance matrix 
𝑌𝑠 = measurement input 
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𝑌𝑠 = (𝐻 ∗ 𝑋𝑠) + 𝑚𝑠 (3.33) 
  
𝑃𝑠 = (𝐼 − 𝐾𝑠 ∗ 𝐻) ∗ 𝑃?̇? (3.34) 
  
𝑅 =  [
(0.6542)2 0 0 0
0 (0.6542)2 0 0
0 0 1 0




                                                                                            
A sensor noise covariance matrix 𝑅 is represented as shown in Equation 
(3.35). Sensor noises often occur during transmitting and receiving the signals 
caused by either faulty communication or power supply. Data imputation is 
adopted to study the measurement noises of the LiDAR sensor during the data 
collection procedure. Random scanning cycles (pair of azimuth & distance) are 
selected from the data sets, which has no missing values. To apply data 
imputation, some distance information is randomly removed and predicted using 
data imputation. A linear interpolation-based imputation technique is applied. 
Calculated standard deviation is compared with the manufacturers' defined 
measurement error. Equation (3.36) represents the basic idea of linear regression. 
The observed standard deviation after data imputation is 0.652 feet (19.89 cm). 
The error in measurements provided by the manufacturer is 0.591 feet (18 cm), 




𝑦 − 𝑦𝑖 =
𝑦𝑖+𝑛 − 𝑦𝑖
𝑥𝑖+𝑛 − 𝑥𝑖




𝑥 = Initial Azimuth Value 
𝑦 = Missing distance information 
𝑥𝑖 = Incremental Azimuth values 
𝑦𝑖 = First nonzero distance information in vector 
𝑦𝑖+𝑛 = Last nonzero distance information in vector 
𝑥𝑖+𝑛 =Last Azimuth Value 
 





















4.1 LiDAR Application for Traffic Counts 
Figure 4.1 illustrates a high-level framework of the proposed methodology 
performing the following stepwise procedure to extract traffic count data from a 
LiDAR sensor: 1) LiDAR data collection;2) CWT application for LiDAR signal 
analysis, and 3) SVM application for data classification.  
 
Figure 4.1 Proposed methodology for traffic counts using 2 - D LiDAR. 
 
During the data collection process, a LiDAR sensor is placed on a traffic 
signal pole at such a height that it does not affect the ongoing traffic, as shown in 
Figure 4.2. The installed sensor scanned its surrounding area from horizontal to 
the vertical plane. The distance and signal strength information is obtained with 
the corresponding azimuth. The azimuth is the angle at which the sensor receives 
the reflected light rays. The distance profile (cm) from the LiDAR sensor to the road 
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surface is obtained for several scanning cycles. Here, the scanning cycle is one 
complete revolution of the LiDAR head. Since the LiDAR has 360-degree sensing 
capability, the next step separates the distance profile for user-defined azimuth, 
which gives the collected distance information within the sensor coverage area. 
 
Figure 4.2 Visual presentation of LiDAR placement for traffic count data collection. 
 
In this study, the distance profile for the pre-defined time interval is 
converted into a signal. The CWT is performed on the transformed signal to 
recognize disparities in it by using Equation (3.4). The average-based energy is 
then calculated for various scales by applying Equation (3.10) for each signal. The 
mean energy and maximum energy are calculated for each signal. Based on the 
mean and maximum energy, 50% of the data is classified into detection and non-
detection cases by comparing it with collected videos from the field.  
Using the classified data, the SVM is trained to determine the class of 
undisclosed distance profiles. The undisclosed data set is considered as a testing 
data set (50%) in this study. Once the SVM conducted to estimate the class of new 
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data points, the output is compared with the ground truth count to measure the 
accuracy of the proposed approach.  
4.2  LiDAR Application for Turning Movement Counts 
This chapter discusses a proposed methodology to construct vehicle trajectory and 
conduct the turning movement counts. Figure 4.3 represents an outline of the 
framework of the proposed approach. An algorithm is divided into three different 
stages. The grouping stage handles the data, and the detected object/s are 
identified as a vehicle or pedestrian using the K-means clustering technique. In the 
next stage, the detected object/s are localized using the inverse sensor model 
followed by the tracking stage using a Kalman filter.  
 
Figure 4.3 Outline of proposed methodology for turning movement counts. 
At the beginning of the first stage, an empty matrix is created to save the 
updated input information. As an input, only azimuth (𝛼) with respect to the field of 
view (FOV) is provided with its corresponding distance (cm) information. The Field 
of View (FOV) is defined as 00 <> 900, 900 <> 1800, 1800 <> 2700, 𝑜𝑟 2700 <>
3600 for an individual LiDAR. Since the grid map cell dimensions are defined in 
feet and make the calculation uncomplicated, the collected distance information is 
converted into feet from centimeter. From the input information, the first scanning 
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cycle is selected to check the distance information. Figure 4.4 shows the grouping 
stage algorithm's detailed information, which is repeated for each scanning cycle. 
The steps shown in Figure 4.4 is repeated until there is no detection for thirty 
scanning cycles. It is observed that an individual pedestrian generates less than 
two reference points. 
 
Figure 4.4 Flow chart of grouping stage. 
Following Figure 4.5 shows the details to localize the detected vehicles on 
a grid map. The calculated mean values of the cluster from each scanning cycle 




Figure 4.5 Flow chart of inverse sensor model. 
In the tracking stage, a detected vehicle's trajectory is constructed with the 
application of the Kalman filter algorithm using calculated (X, Y) values. Figure 4.7 
shows a detailed procedure to construct a vehicle's trajectory and define the 
movement on a grid map. It is noticed that due to some outlier data points, the 
obtained through trajectories of the detected vehicle are not precise, as shown in 
Figure 4.6. A threshold window is defined to remove the outlier data points. The 
threshold window is for any movement is calculated by ±2  along its average value 
of primary axis. The obtained trajectory after removing the outlier data points is 
shown in Figure 4.6 (b). Figure 4.6 represents a North Bound through and right 
turning movements of the vehicles, respectively.  
 The movement of a vehicle is identified by calculating the variations of the 
plotted trajectory's data point along the primary axis in this study; axis 
perpendicular to the entrance point of the vehicle into the intersection is considered 
as a primary axis as shown in Figure 5.5 and 5.6. It is observed that the range of 
variation for through movement varies between 0.2 to 0.9. The small number of 
variations is caused due to minimal lateral movement of the vehicles. The 
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observed range of variation for non-through movements are between 1 to 11 
caused due to significant lateral movement. The vehicle movement progression is 
considered in the field of view of LiDAR to define the turning movement of the 
vehicles as a left or right. Since the various azimuth windows are defined as the 
field of view of LiDAR, it is pronounced that the vehicle's progression either away 
or into the field of view can be used to define the right or left-turning movement. 
 
Figure 4.6 North bound through movement at an intersection 1. 
 
 
a) Before application of threshold 
window 


















This chapter presents case studies to examine the effectiveness of the proposed 
methodology. Data from three different intersections are collected for LiDAR 
application of traffic count, and two intersections are studied to conduct a turning 
movement count using LiDAR. 
5.1  Data Collection for Traffic Count 
 
For the proof of concept test, a Scanse Sweep LiDAR (68) sensor is used. The 
power is provided using a laptop through a USB-to-serial convertor. Data collection 
is conducted at three locations across the city of Newark, NJ. Figure 5.1 (a) shows 
a Scanse LiDAR sensor head and the installed LiDAR sensor at sites 1 and 2, 
respectively, in Figure 5.1 (b) and (c). 
 
a) Scanse LiDAR b) Location 1 c) Location 2 
 
Figure 5.1 Scanse LiDAR head and lidar placements at location 1 & 2. 
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Table 5.1 shows the details of the test locations with data collection periods 
and sensor configurations. To collect high volume, the data collection is conducted 
during the peak hours at each location. The detection range of a LiDAR sensor is 
considered during the data collection to identify the number of lanes covered in the 
coverage area. A LiDAR sensor is installed on the roadside infrastructure (e.g., 
streetlight pole, traffic signal arm past) at least 13 feet above the ground. 
Table 5.1 Data Collection Locations for Traffic Counts and LiDAR Configurations 
 
 
Figure 5.2 shows the sensor locations deployed at each intersection with 
the coverage area. At location 1, only two out of three lanes traveling southbound 
are considered for data analysis considering a LiDAR’s effective range. A total of 
1-hour of data is collected at this location. The second location consists of one lane 
in each direction, and southbound traffic is captured for 48 minutes. For the third 
location, the traffic data for one lane traveling northbound direction is collected for 
34 minutes.  








1  Gouverneur 
St. at NJ-21  
10:00 to 
11:00 
9 1000 South 
Bound 
 






8 1000 North 
Bound 
3 Dr. Martin 
Luther King 









(a) Location 1: Gouverneur St. at NJ 21 
 
(b) Location 2: Irvine Turner Ave. at Muhammad Ali Ave 
 
(c) Location 3: Dr. Martin Luther King Jr. Blvd at Central Ave. 
Figure 5.2 LiDAR sensor locations for traffic counts data collection. 
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5.2 Data Collection for Turning Movement Counts 
The data are collected from two different intersections located in Newark, NJ, to 
study the accuracy of the developed algorithm. Table 5.2 and 5.3 provides detailed 
information about the data collection locations. Figure 5.3 shows the graphical 
representation of the LiDAR placements at an intersection. The LiDAR sensors are 
installed at 3’ to 3.5’ from the ground to get enough reflection from the surface of 
the vehicles. At each intersection minimum of three LiDAR sensors are installed. 
The primary reason to deploy multiple sensors at the intersections is to deal with 
occlusion problems. The occlusion often caused by two vehicles traveling side by 
side or detection of a vehicle obstructed by pedestrians. Enhancement in the 
detection is the second reason to place multiple sensors since it is observed that 
the detection ability of Scanse Sweep LiDAR in an open area is reduced while 
scanning a horizontal plane. 
Table 5.2 Data Collection Locations for Turning Movement Counts 
Intersection 
Number 




1 Central Ave. & Lock St. Yes (NB) NA 
    
2 Warren St. & Dr. Martin 
Luther King Jr. BLVD 
NA NA 
 
A python-based program is used to automate the data collection process, 
which allows the collection of the data for a more extended time period without any 
external interruption. The raspberry pi minicomputers are used to run a python 




















1 Central Ave. 
& Lock St. 
16:23 to 
18:17 
10 1000 3 
      














Figure 5.4 A LiDAR sensor placement at the intersection 1. 
 
The LiDAR sensors are installed at each corner of the intersection to cover 
all the approaches. A total of three and four LiDAR sensors are installed at 
intersection 1 and intersection 2, respectively, as shown in Figure 5.5 and Figure 
5.6. All LiDAR sensors are connected to the raspberry pi minicomputers, which 
indeed connected to the Wi-Fi hotspot to synchronize the clock of sensors. 
Synchronization of the timestamp is essential since it allows to identify multiple 



















6.1 LiDAR Based Traffic Counts 
For the analysis, one second of the time interval is selected, and the corresponding 
distance profile is transformed into a signal to capture the small changes using 
Equations (3.9). The mean and maximum energy for each signal is calculated by 
Equation (3.10). During the POC tests, it is discovered that the vertical curves and 
the smoothness of roadway pavement are one of the factors affecting capturing 
the accurate distance from a LiDAR sensor. Due to each location's discrete road 
condition, the mean energy values vary for individual location even though a LiDAR 
sensor is placed at the same height. By conducting manual observation, the 
threshold values (𝜏𝑛) are identified to determine each signal as detection and non-
detection cases. 𝜏 is the threshold value, and n is the corresponding location. The 
selected threshold values are{𝜏1, 𝜏2, 𝜏3} = {120, 50, 4}. During the grouping stage, 
the detection instances are defined as case- {1} and non-detection instances are 
defined as case- {0}.  
It is noted that the color of a vehicle's exterior surface affects the reflection 
of light rays towards the LiDAR sensor. That is, the black and metallic silver-
colored surfaces are less reflective. Such kind of color property causes missing 
detections than a white car, at the same distance. However, in this study, such 
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instances are handled by comparing a minuscule change in the calculated energy 
with recorded videos. 
Using the threshold values, 50% of the collected data is used to train the 
SVM, and the residual 50% of the data is used for testing (predict the case) 
purpose, resulting in 1403 and 1404 data points for training and testing, 
respectively. During the SVM training, the primary objective is to increase the width 
of the plane between two cases of data using Equation (3.13 to 3.15). For each 
location, the SVM is trained independently. Figure 6.1 shows the obtained optimal 












(a) Objective function results for location1 
 
(b) Objective function results for location 2 
 
(c) Objective function results for location 3 




Table 6.1 shows the estimated detection instances for each location and its 
comparison with the ground truth data. The result demonstrates that the proposed 
method can achieve an accuracy of 83% and higher. 
 









1 456 549 83.1% 
2 332 352 94.3% 
3 157 183 85.8% 
Moreover, the accuracy of the developed methodology is compared with the 
current technologies. Table 6.2 shows that the recommended method can achieve 
the accuracy close to the modern technologies for vehicle count. 














85% - 95% 90%-95% 85.2%-90.6% 73%-87% 
*: average error rate of vehicle counting decreases as interval increases (e.g., 20 
sec to 15 minutes) 
The impact of vehicles’ exterior colors on the accuracy of the proposed 
method is also examined, as summarized in Table 6.3. It is observed that bright 
colors, such as white and silver, achieved relatively higher accuracy than dark 
colors (e.g., black and blue). 
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Table 6.3 Impact of Exterior Colors on Accuracy 
Color Actual (a) Detected (b) Accuracy 
(100*(a/b)) 
White 188 175 93 % 
 
Silver 190 169 89 % 
Black 329 275 83 % 
Grey 177 150 85 % 
Blue 35 28 79 % 
Red 87 75 86 % 
Brown 42 35 84 % 
Others 35 26 74 % 
 
6.2  LiDAR Based Turning Movement Counts 
First, the collected LiDAR data are processed independently from each other to 
capture the vehicle trajectories using single LiDAR by applying the steps described 
in section 4.2. The nearest LiDAR for each movement is used to capture the turning 
movement. For the application of the inverse sensor model to localize the detected 
vehicles, a grid map of 50 𝑓𝑒𝑒𝑡 × 50 𝑓𝑒𝑒𝑡 is defined by defining LiDAR position at 
(0,0). The cell dimension is defined as 1 𝑓𝑒𝑒𝑡 ×  𝑓𝑒𝑒𝑡. Figure 6.2 shows the range 
of the variation along the primary axis, which is used to define the movement of 
the vehicles at the intersection. The obtained turning movement counts from each 
intersection is then compared with ground truth count, which is obtained using 




Figure 6.2 Observed range of variations along primary axis at each intersection. 
It is noticed that the distribution of the variations along the primary axis has 
normal distribution, that justifies the application of discrete Kalman Filter with the 
assumption of gaussian distribution of data. Table 6.4 shows the accuracy of 
turning movement count for each direction achieved using its nearest LiDAR for 
intersection - 1. The nearest LiDAR is defined as the immediate LiDAR for an 
entrance approach to an intersection.  During the data processing, it is observed 
that the accuracy for all the left-turning movements is below 75%. Movements 
within the intersection are studied to improve the accuracy of the proposed 
method, which is not captured by the nearest LiDAR due to occlusion or missing 
data points but captured in the middle of the intersection or at the exit of an 
intersection by another LiDAR. A timestamp for a detected vehicle is used to 
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reduce the double count errors since each LiDAR sensor is synchronized with the 
Wi-Fi clock.  Table 6.5 shows the accuracy for each turning movement at the 
intersection – 1 after considering all LiDAR data. 
Table 6.4 Turning Movements Count Accuracy Based on Nearest LiDAR/ Single 
LiDAR at Intersection - 1 
  Accuracy (%) 
Direction Nearest 
LiDAR 
Left Through Right 
NB 2 69.44% 82.32% 80.00% 
 
EB 4 55.55% 86.50% 82.60% 
 
WB 3 57.89% 85.71% 77.77% 
 
Overall accuracy 75.31% 
 
As shown in Table 6.4, the overall accuracy of the methodology at an 
intersection – 1 is improved from 75.31% to 87.31%. Moreover, it is noticed that 
the accuracy of all left-turning movements is improved significantly. Figure 6.3 to 
Figure 6.5 shows the comparison between ground truth obtained data and turning 
movement count obtained from the proposed methodology. 
Table 6.5 Turning Movements Count Accuracy using all LiDAR at Intersection –1 
 Accuracy (%) 
Direction Left Through Right 
NB 83.33% 88.23% 80.00% 
 
EB 77.77% 89.68% 91.30% 
 
WB 72.22% 87.50% 77.77% 
 





Figure 6.3 Comparison between ground truth turning counts vs. proposed 
methodology based turning movements count (intersection – 1) for NB. 
 
Figure 6.4 Comparison between ground truth turning counts vs. proposed 

































































Figure 6.5 Comparison between ground truth turning counts vs. proposed 
methodology based turning movement counts (intersection – 1) for WB. 
 
Table 6.6 and 6.7 shows the obtained accuracy of the proposed 
methodology at an intersection – 2 obtained from the nearest LiDAR and 
considering all LiDAR data. Unlike the intersection – 1, the intersection – 2 has 
more observed pedestrian activity. Furthermore, the intersection – 2 is wider 
compare to the intersection -1, and low accuracy has been noticed compare to an 
intersection – 1. Figure 6.6 to Figure 6.9 shows the comparison between ground 
truth obtained data and turning movement count obtained from the proposed 
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Table 6.6 Turning Movements Count Accuracy Based on Nearest LiDAR/ 
Individual LiDAR at Intersection - 2 
  Accuracy (%) 
Direction Nearest 
LiDAR 
Left Through Right 
NB 3 61.23% 72.56% 75.56% 
 
EB 4 54.78% 81.76% 74.39% 
 
WB 1 55.23% 79.89% 81.15% 
 
SB 2 59.65% 72.56% 74.12% 
Overall accuracy 70.15% 
 
Table 6.7 Turning Movements Count Accuracy using all LiDAR at Intersection –2 
 Accuracy (%) 
Direction Left Through Right 
NB 80.00% 79.70% 77.41% 
 
EB 78.26% 85.72% 76.92% 
 
WB 77.77% 83.33% 86.36% 
 
SB 75.55% 78.85% 77.35% 







Figure 6.6 Comparison between ground truth turning counts vs. proposed 
methodology based turning movements count (intersection – 2) for EB. 
 
 
Figure 6.7 Comparison between ground truth turning counts vs. proposed 





































































Figure 6.8 comparison between ground truth turning counts vs. proposed 
methodology based turning movements count (intersection – 2) for NB. 
 
 
Figure 6.9 Comparison between ground truth turning counts vs. proposed 
methodology based turning movements count (intersection – 2) for SB. 
 
Figure 6.10 and Figure 6.11 represents the R-squared value for the X and 
Y axis between proposed method-based localization points and reference points. 
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between LiDAR-based reference points of each axis vs. model-based localized 
points. The obtained R-squared value ranges between 0.87 and 0.89, which shows 
that the developed methodology can localize the detected object accurately. 
 
Figure 6.10 Comparison between LiDAR based reference points of X axis vs. 
proposed model based localized points. 
 
 
Figure 6.11 Comparison between LiDAR based reference points of Y axis vs. 



















































CONCLUSIONS AND FUTURE DIRECTIONS 
 
This chapter comprises the in-depth discussion of conducted research work and 
future direction. Moreover, a primary cost comparison is also conducted to 
illustrate the cost effectiveness of the proposed approach. 
 
7.1 Conclusions 
Two methodologies are proposed to utilize a low-cost 2-D LiDAR sensor for traffic 
count and turning movement count data collection at an intersection. An approach 
using a support vector machine (SVM) and continuous wavelet transform (CWT) 
is proposed for traffic count. The data from three intersections located in Newark, 
New Jersey, are used to examine the efficiency of the proposed traffic count 
methodology. A single direction data is captured from the intersections, as 
mentioned in Table 5.1. The LiDAR is installed at the height of thirteen feet from 
the ground, which scans a vertical plane and is powered by a laptop. A total of 142 
minutes of data are collected. The proposed methodology is applied to the 
collected data and predicted traffic count is compared with ground truth. The 
comparison shows that the proposed methodology can achieve accuracy between 
83% ~ 95%. However, it is noticed that the accuracy of the methodology is affected 
by the exterior color of the vehicles. The conducted study shows that the white-
colored vehicles are accurately detected in the methodology with an accuracy of 
93%; on the other side, blue-colored vehicles have the least detection with 79% 
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accuracy. The accuracy of the proposed methodology is compared with the current 
technologies such as RTMS, Loop detector, and Video Image processing. The 
comparison illustrates that the developed method can achieve acceptable 
accuracy with 2–D LiDAR sensor. 
The K-Means clustering method, inverse model, and Kalman filter-based 
methodology are proposed to detect, localize, and track a vehicle movement within 
the intersection. The data from two intersections are collected to study the 
effectiveness of the proposed turning movement count methodology. Unlike the 
LiDAR installation for traffic count data collection, the LiDAR is placed to scan the 
horizontal plane for this data collection activity. The Lidar sensors are mounted at 
the height of 3' ~ 3.2'. A maximum of three LiDAR sensors is used at an intersection 
during the data collection—the LiDAR sensors placed at each corner of an 
intersection. The sensors are connected to the raspberry pi minicomputer to store 
the data. The raspberry pi is connected to the external power supply, and a Wi-Fi 
network to accurately synchronize the system clock. The conducted data analysis 
shows that the proposed methodology can accurately detect, localize, and track 
79% ~ 88% of vehicles within the intersection. First, the movement counts obtained 
from individual LiDAR are compared with ground truth.  The comparison indicates 
the lower accuracy (<75%) for the left-turning movement for each direction, mainly 
caused due to the occlusion and missing data. All LiDAR data are considered to 
improve the accuracy. The after comparison demonstrates the improved accuracy 
of the left-turning movement, ranging between 72% ~ 82%. 
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The primary objective of this thesis is to develop a cost-effective data 
collection methodology using low-cost sensors. A cursory cost comparison is 
conducted, as shown in Table 7.1, to study the cost-effectiveness of the proposed 
method. The cost of the used LiDAR sensor array incurred the cost of a Scanse 
sweep LiDAR sensor, Raspberry pi mini-computer, external power source, and 
additional mounting gear. A Scanse sweep LiDAR is available at the cost of $ 250 
[73]. The cost of raspberry pi varies from $ 40 to $ 70 [74]. The external power 
source costs $ 200 [75], and additional mounting gear cost is considered as $ 150. 
The cost comparison illustrates that the proposed methodology can achieve 
acceptable accuracy at low cost which allows the planning authorities to conduct 
the data collection at large scale with low investments. 
























500 ~ 700 + 5,000 






















*The cost includes only a unit price; it does not incur additional expenses such as maintenance, 




Furthermore, the accuracy of the proposed method is compared with the 
recent research works that used 16, 32, or 64 channels 3 – D LiDAR to conduct 
traffic data collection, as shown in Table 7.2. As described earlier, the primary 
purpose of the conducted research is to develop the methodologies to handle low 
density 2–D LiDAR points cloud for traffic data collection, a cost comparison is 
made between 2–D LiDAR sensors and 3–D LiDAR sensors that are available in 
the market. It is observed that the existing 2–D LiDAR sensors available in the 
market costs between $ 400 to $ 2,000 per unit [83], whereas the cost of a single 
unit of 3–D LiDAR sensors exceeds $ 7,000 [83, 84]. 
















83% ~ 94% 95% ~ 97% 93% 90 % 88% 
 
 








7.2 Future Research 
From the conducted data collection and data analysis following recommendations 
are made for future research: 
1) Traffic count data: 
• Investigate the signal strength data retrieved along with the distance 
information from the LiDAR sensor for further analysis. 
 
• Focus on the development of the proposed methodology more robust, 




• Increase the data collection period for extended time interval with 
various locations, such as at the mid-way of freeway, at entry or exit 
ramp. 
 
• A large training data sets of detection and non-detection cases should 
be used to train the Support Vector Machine (SVM) that can improve 
the accuracy of proposed method. 
 
• Consider various weather conditions (e.g., rainy, cloudy) and daytimes 
(e.g., morning, evening, or night) to evaluate the impact of different 
conditions on proposed methodology. 
 
2) Turning movement count:  
• A constant velocity model based Kalman filter is used in the proposed 
approach, for the future study an unscented Kalman filter should be 
consider. 
 
• Different types of signalized intersections with various lane 
configuration should be consider. 
 
• Increase the number of LiDAR sensors at an intersection to study the 
impact on accuracy. 
Considering above recommendations, a brief cost-benefit analysis should also be 











PSEUDO CODES FOR VEHICLE TRAJECTORY CONSTRUCTION 
This section provides in detail pseudo code of Inverse Sensor Model, K-Means 
Clustering, and Kalman Filter. 
1. Following is the pseudocode for the Inverse Sensor Model (State model) 
 
Algorithm for Inverse Sensor Model ( , ,i i ix y t , i , id ) 
known LiDAR location 
1 1( , )x y  
set the cell dimensions ( )r  on a grid map 1r =  
for each elapsed time 
it LiDAR obtain ( i , id ) 
if 
i in field of view and id  >= 1 and <= 50 
                 1( ) (cos * )i ii t i i tx d x= +  
                 1( ) ( sin * )i ii t i i ty d y= − +  
                 _( ) (( ) / )
i ii t i t
Final x ceiling x r=  
                 _( ) (( ) / )
i ii t i t
Final y ceiling y r=  
                 ( _( ), _( ))
ii i t
return Final x Final y=  
            Else 
                 consider 
1it +    





















2. Following is the pseudocode for K-Means Clustering 
 
Algorithm for K-Means Clustering 
Define the number of clusters 2k =   
for [ , ]
ii i t
x y  
           randomly select k centroids: 1, 2,........., k    
           assign each ( , )i ix y to its closest cluster centroid k  
           calculate the distance between assign point and cluster: 
           2{ : arg min || || }k i k
k
c n k x = = −  
           recalculate the new cluster centers 
k  











=   





3. Following is the pseudocode for Kalman Filter (EKF) 
 
Algorithm for Kalman Filter ( , , )
ii i i t
x y v  
for [ , ]
ii i t
x y  
      control variable (
ku ):[ , ] ii i tv v  
      initial state: [ , , ]
ii i i t
x y v  
      previous state: 1[ , , ] ii i i tx y v −  
      new predicted state: 
1t t t kX Ax Bu −= + +  
                                       1P
T
t t tP Ax A Q−= +  











      new observation: 
t tm tY CY= +   
      current state: [ , ] [ * ]
p pi i t t t t t
x y X K Y H X= + −  
     update the covariance matrix: [ * ]*
Pt t t
P I K H P= −  
     return: ( , )
ii i t
x y  








RANGE OF OBSERVED VARIATIONS FOR EACH DIRECTION AT 
INTERSECTION – 1 
This section provides observed variations along primary axis for each movement 
at Intersection-1. 
 
(a) North Bound (NB) Direction 
 
(b) East Bound (EB) Direction 




(c) West Bound (WB) Direction 





















RANGE OF OBSERVED VARIATIONS FOR EACH DIRECTION AT 
INTERSECTION – 2 
 
This section provides observed variations along primary axis for each movement 
at Intersection-2. 
 
(a) East Bound (EB) Direction 
 
(b) West Bound (WB) Direction 




(c) North Bound (NB) Direction 
 
(d) South Bound (SB) Direction 









APPENDIX D  
SAMPLE TRAJECTORIES FROM INTERSECTION – 1 
This section provides a sample trajectory for each movement at Intersection-1. 
 
(a) North Bound (NB) Left Turn 
 
 
(b) North Bound (NB) Right Turn 
 




(c) North Bound (NB) Through 
 
 
(e) East Bound (EB) Left Turn 
 





(f) East Bound (EB) Right Turn 
 
 
(g) East Bound (EB) Through 
 




(h) West Bound (WB) Left Turn 
 
 
(i) West Bound (WB) Right Turn 
 





(j) West Bound (WB) Through 
 


















SAMPLE TRAJECTORIES FROM INTERSECTION – 2 
This section provides a sample trajectory for each movement at Intersection-2. 
 
(a) North Bound (NB) Left Turn 
 
 
(b) North Bound (NB) Right Turn 
 




(c) North Bound (NB) Through 
 
 
(d) South Bound (SB) Left Turn 
 




(e) South Bound (SB) Right Turn 
 
 
(f) South Bound (SB) Through 
 




(g) East Bound (EB) Left Turn 
 
 
(h) East Bound (EB) Right 
 




(i) East Bound (EB) Through 
 
 
(j) West Bound (WB) Left Turn 
 




(k) West Bound (WB) Right 
 
 
(i) West Bound (WB) Through 
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