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Introduction
Consider the system of linear equations T N x N = b N ; (1.1) where T N To our knowledge, up to now, for non-Hermitian Toeplitz systems and Toeplitz least squares problems only circulant preconditioners were constructed. See 13, 8] for circulant preconditioners with respect to some kind of normal equation (1.2), 9] for so-called displacement preconditioners and 15] . Note that another approach to the solution of (1.1) uses relations between Toeplitz{like matrices and Cauchy{like matrices 16, 25] . When we nished the paper, we became aware of new results of E.E. Tyrtyshnikov et al. concerning the convergence behaviour of the preconditioned GMRES-method 35] which avoids the transition of (1.1) to the normal equation. However, the preconditioners are again (improved) circulants, which were constructed with respect to T N . In this paper, we restrict our attention to nonsymmetric real Toeplitz matrices T N .
Here, it seems to be natural, to replace the circulant matrices by matrices which are diagonalizable by some real trigonometric matrices. In this way, arithmetic with complex numbers can be completely avoided. Of course, the commonly used trigonometric transforms are closely related to the Fourier transform. Indeed, for symmetric Toeplitz matrices T N with positive continuous 2 {periodic generating functions, trigonometric preconditioning signi cantly accelates the convergence of the CG-method (see 3, 5, 4, 7, 11, 19, 24] ).
In this paper, we suggest the solution of (1.1) by applying the CG-method to the preconditioned normal equation where in contrast to (1.2) , M N = M N (T 0 N T N ) denotes the optimal preconditioner with respect to T 0 N T N . We demonstrate that the construction of such optimal preconditioners can be realized with only O(N log N) arithmetical operations despite the fact that T 0 N T N is no longer a Toeplitz matrix. We prove that under certain assumptions on T N the eigenvalues of M ?1 N T 0 N T N are clustered at 1. Although our approach works in exactly the same way for di erent trigonometric transforms, we prefer to investigate the DCT{II preconditioner in detail and add only few facts concerning the other trigonometric preconditioners. We hope that our notation makes the approach for other trigonometric preconditioners immediately clear. Numerical tests were performed for the di erent trigonometric preconditioners. In all examples our preconditioning was superior over the method (1.2) with an optimal trigonometric preconditioner M N (T N ) of T N . This paper is organized as follows: Section 2 contains the basic matrix notation. In Section 3, we study the relations between trigonometric transforms and Toeplitz matrices. In particular, we introduce a method for the fast vector multiplication with real nonsymmetric Toeplitz matrices based on real trigonometric transforms. In Section 4, we introduce optimal trigonometric preconditioners. Section 5 is concerned with the proof that the eigenvalues of the preconditioned matrix M ?1 N T 0 N T N are clustered at 1.
In Section 6, we present the fast construction of the optimal preconditioner. Finally, Section 7 con rms the theoretical expectations by numerical tests.
Notation
For the sake of clarity, we collect the matrix notation in this preliminary section. 
we get by symmetry properties of cosine function that It is well-known that the singular values of T N are distributed as jfj 27] . Note that the above result was extended to functions f 2 L 2 2 C 2 in 34].
The following de nition is due to E.E. Tyrtyshnikov 34] . Note that the construction of the optimal preconditioner with respect to the C IV N or the S IV N is especially simple.
Numerical Results
Finally, we present examples of nonsymmetric Toeplitz systems (1.1) for which the preconditioning of the normal equation by an optimal trigonometric preconditioner 20 M N = M N (T 0 N T N ) of T 0 N T N signi cantly accerlerates the convergence of the CG{ method. The algorithms were realized for the optimal preconditioners with respect to the DCT{II, the DST{II, the DCT{IV and the DST{IV, respectively. Clearly, we can also use the DST{I preconditioner. Note that for symmetric Toeplitz matrices, the DST{I preconditioned CG{method for the solution of (1.1) shows a similar convergence behaviour as the DST{II preconditioned CG{method. The fast computation of the preconditioners in the initial step and the computation of the preconditioned CG{method (PCG{method) were implemented in Matlab and tested on a Sun SPARCstation 20. The fast trigonometric transforms appearing both in the initialization and in the PCG{steps were taken from the C{implementation based on 2, 31] by using the cmex{programm. Again, M N denotes the optimal trigonometric or circulant preconditioner of T N . Here we avoid the transition of (1.1) to the normal equation. The ninth columns contain the number of iteration steps of the GMRES{method without preconditioning. Since the optimal trigonometric preconditioners are symmetric, we expect no good convergence behaviour of the corresponding PCG{method. The tenth columns con rm these expectations. Finally, the last columns contain the number of iterations of the GMRES{ method with the optimal circulant preconditioner (see 35] ). The number of iteration steps in the last columns of the Tables 1, 2 and 4 are compatible with the number of iteration steps required by our new preconditioning method. Our preconditioning uses the normal equation of (1.1) but avoids complex arithmetic. Note that very ill{conditioned Toeplitz matrices will be handled in a forthcoming paper.
CG applied to (7.1) PCG applied to (7. 2) GMRES applied to (7.3) n I N C II N S II N C II N S II N C IV N S IV N I N C II N F N Although not all matrices in our examples ful l the assumptions of Theorem 5.5, the preconditioning with an optimal trigonometric preconditioner of T 0 N T N accerelates the convergence of the CG{method signi cantly. Further extensive numerical tests (see 28]) with matrices from 8, 9] show that at least one of our trigonometric preconditioners works better than the circulant preconditioners.
Except for the second example, where the condition numbers of T N are bounded for N ! 1, the number of iterations di ers, if we apply the preconditioners with respect to the DCT{II and the DST{II. Heuristically, this can be explained by the di erent structures of A C II N and A S II N and how ,,good" our example matrices t into this structure.
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CG applied to (7.1) PCG applied to (7. 2) GMRES applied to (7.3) n I N C II N S II N C II N S II N C IV N S IV N I N S by the PCG{method applied to the corresponding normal equation. Circulant preconditioning of the normal equation of (7.4) was considered in 8, 9] . Following the lines of Section 6, the computation of the optimal trigonometric preconditioner is straightforward. Table 4 : Number of iterations for example iv)
The number of iteration steps for the di erent optimal trigonometric preconditioners are contained in Table 5 .
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