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a b s t r a c t
We present a constrained version of the problem of enumerating all maximal directed
acyclic subgraphs (DAG) of a graph G. In this version, we enumerate maximal DAGs whose
sources and targets belong to a predefined subset of the nodes. We call such DAGs stories.
We first show how to compute one story in polynomial-time, and then describe two
different algorithms to ‘‘tell’’ all possible stories.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Wepresent a constrained version of the problem of enumerating all maximal directed acyclic subgraphs (DAG) of a graph
G [7]. In our version, only a given subset B of the nodes are allowed to be sources or targets of the DAGs to be enumerated.
This problemwasmotivated initially by a biological question [6] related to metabolic networks: in a representation of these
networks using so-called compound graphs, nodes correspond to chemical compounds and an arc between two nodes u
and v indicates that v can be obtained by a chemical transformation of u (plus possibly of some other compound(s)) via a
given metabolic reaction [5]. The subset B corresponds to compounds that have been experimentally identified as having
a significantly higher or lower production in a given condition (for instance when an organism is exposed to some stress).
The aim is then to extract all the interaction dependencies among the compounds in B which do not create cycles but at
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Fig. 1. In this case, B = {a, b, c} andW = {x, y}. There are 4 possible minimal FASs: {(a, x)}, {(x, c)}, {(c, y)}, and {(y, a)}. Only one of these minimal FASs
(that is, the first one) is also a minimal SAS. For example, the second one is not a SAS since G{(x,c)}− contains a white target (that is, node x). On the other
hand, another minimal SAS is {(c, y), (y, a)}, which is not a minimal FAS (even though it is a FAS).
the same time involve as many compounds as possible. These may require intermediate steps that concern compounds not
in B, but the initial and final steps must involve only compounds in B. A solution, that is a possible scenario of metabolic
dependencies, is called a (metabolic) story. A metabolic story has to capture the relationship between the nodes of interest in
a way that allows us to define a flow of matter from a set of sources to a set of target compounds. The need for this hierarchy
between the compounds led us to consider acyclic solutions. The maximality condition was added in order to capture all
alternative paths between the sources and the targets. The problem is then to ‘‘tell" all possible stories given as input a graph
G and a subset B of the nodes of G.
The idea of connecting a set of nodes in a graph suggests that our problem could be related to a Steiner problem, whose
applications have been already widely explored in biology [1]. However, a major difference is that Steiner problems look
for minimal structures. On the other hand, enumerating maximal DAGs in a graph is equivalent to enumerating feedback
arc sets (FASs), which is also a widely studied problem. However, we show in this paper that the constraint on the sets of
sources and targets is enough to change the nature of the problem.
More precisely, a feedback arc set is a minimal set of arcs that break all the cycles, i.e. the complement of a DAG. In this
sense enumerating stories is a generalisation of enumerating FASs, since the complement of a story is a minimal set of arcs
that breaks all the cycles and also avoids sources or targets that are not in B. We call such minimal sets of arcs story arc
sets (SASs). Hence every SAS is a FAS. We show that indeed not every FAS is a SAS, and give evidence that telling stories is
possibly harder than enumerating feedback arc sets.
The paper is organised in the following way. After introducing the main definitions and notations in Section 2, Section 3
presents some operations to simplify the graph without losing solutions. Section 4 shows a polynomial time algorithm
for finding one story and also a proof that the problem of finding stories with a specific set of sources and targets is NP-
complete. Sections 5.1 and 5.2 propose two different approaches to enumerate stories: the first one makes use of a minimal
feedback-arc-set enumerator but can only be applied to a specific class of graphs while the second one is an extension of
our algorithm to enumerate one story based on an initial permutation of the nodes and can be used for any graph. Finally,
Section 6 demonstrates complexity results for an alternative definition of stories.
2. Preliminaries
Let G = (B ∪ W, E) be a directed graph such that B ∩W = ∅. We write V = B ∪ W. Nodes in B are said to be black
while those inW are said to be white. Let d+(u) and d−(u) denote, respectively, the in-degree and the out-degree of a node
u. Node u is called a source if d+(u) = 0 and d−(u) > 0 and a target if d−(u) = 0 and d+(u) > 0.
A pitch of G is an acyclic subgraph G′ = (B∪W′, E ′) of GwithW′ ⊆ W and E ′ ⊆ E and, for each nodew ∈ W′, d+(w) > 0
and d−(w) > 0. A trivial pitch is G′ = (B∪ ∅,∅): the subgraph containing all the black nodes and no arc. We define a story
as a maximal pitch. We denote byΣ(G) the set of stories of G.
Problem enum-stories(G): Given G = (B ∪W, E) enumerateΣ(G).
For independent reading, we define a feedback arc set (FAS) of a directed graph G = (V , E), which is a subset F of E such
that GF− = (V , E \ F) is acyclic. A FAS is said to beminimal if there exists no f ∈ F such that F \ {f } is a FAS. We notice that, if
V = B ∪W, the complement of a FAS is not always a story since GF− may contain white sources or targets. Indeed, the FAS
enumeration problem is a particular instance of our problem in which every node is black, i.e.,W = ∅. We define a story
arc set (SAS) as a FAS S with the extra property that no white node in GS− is a source or a target. A SAS is said to beminimal
if there exists no subset S ′ of S such that S \ S ′ is a SAS. This implies that if S is minimal, then for every s ∈ S, the graph
GS−,s+ = (B ∪W, (E \ S)∪ {s}) either contains a cycle or contains a white source or target. If S is a minimal SAS, then GS− is
a story. A SAS is also a FAS. However, the example in Fig. 1 shows that, as expected, not every minimal FAS is a minimal SAS
and, more surprisingly, that not every minimal SAS is a minimal FAS. For this reason, the use of a polynomial-time-delay
enumeration algorithm forminimal FAS as the one proposed in [7] to enumerate stories is limited, since someminimal SASs
may not be detected. We shall see in a later section that this is not the case when we restrict ourselves to a particular class
of graphs.
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3. Preprocessing the graph
In this section, we show how a graph may be simplified without essentially changing the set of its stories. The
simplifications allow shorter proofs of our results.
The simplified graphs turn out to be interesting from a biological point of view since they correspond to a more compact
representation of graphs that is equivalent in terms of story sets.We applied the preprocessing steps described in this section
on a collection of 107 metabolic networks obtained from MetExplore [2], randomly choosing sets of black nodes with sizes
varying from 5% to 15%. The compression ratio on the number of nodes goes from 65% to 98% with an average reduction of
83%, while the compression ratio on the number of arcs goes from 56% to 99% with an average reduction of 77%. This more
compact representation of the interaction between the black nodes greatly facilitates the visualisation and analysis of the
input data.
We now define the following four simplification operations:
• Awhite source and target removal consists of removing iteratively a white node from the graph that is either a source
or a target. Clearly such nodes cannot appear in any story. Let de(G) be the graph resulting of such removals.
• A self-loop removal consists of removing all arcs of the form (u, u). Since stories are acyclic, such arcs do not appear in
any story. Let sl(G) be the resulting graph of such removals.
• A forward bottleneck removal consists of removing a white node v whose out-degree is equal to 1, and directly
connecting any predecessor of v to the unique successor of v (without creating multi-arcs). Let fb(G, v) be the resulting
graph.
• A backward bottleneck removal consists of removing a white node whose in-degree is equal to 1, and directly
connecting the unique predecessor of v to the successors of v (without creating multi-arcs). Let bb(G, v) be the resulting
graph.
We prove that the last two operations leave the set of stories essentially unaltered. First an observation:
Observation 1. Let v, p, and s be three nodes such that (p, v), (v, s), (p, s) ∈ E and v is a (white) bottleneck. Then, for any story
S, (p, v), (v, s) ∈ S if and only if (p, s) ∈ S.
Given three nodes v, p, s ∈ V with (p, v), (v, s) ∈ E and (p, s) ∉ E, let ab(G, v, p, s) denote the graph obtained by adding
to G the arc (p, s).
Lemma 1. Let v ∈ W be a forward bottleneck and let p, s ∈ V be such that (p, v), (v, s) ∈ E and (p, s) ∉ E. Then there exists a
bijection fromΣ(G) toΣ(ab(G, v, p, s)).
Proof. For any story S ∈ Σ(G), we define f (S) = S ∪ {(p, s)} if (p, v) ∈ S (and hence, (v, s) ∈ S since v is a forward
bottleneck), otherwise f (S) = S. To prove that f (S) ∈ Σ(ab(G, v, p, s)), we use Observation 1 to show that f (S) is acyclic if
and only if S is acyclic. We now show that f (S) is maximal. Indeed, if (p, s) ∈ f (S), then no set of arcs could be added to f (S)
since otherwise it could also be added to S. Otherwise, if (p, s) could be added to f (S), then, from Observation 1 also (p, v)
and (v, s) could be added to f (S) and, hence, these two arcs could be added to S.
Let us now prove that, if S1 and S2 are two stories such that S1 ≠ S2, then f (S1) ≠ f (S2). If (p, v) ∉ S1 ∪ S2, then
f (S1) = S1 ≠ S2 = f (S2). Otherwise, if (p, v) ∈ S1 ∩ S2, then f (S1) = S1 ∪ {(p, s)} ≠ S2 ∪ {(p, s)} = f (S2). Finally, if
(p, v) ∈ S1 \S2 (the other case can be dealt with similarly), then (p, s) ∈ f (S1)while (p, s) ∉ f (S2) and, hence, f (S1) ≠ f (S2).
It remains to show that, for any S ′ ∈ Σ(ab(G, v, p, s)), there exists a S ∈ Σ(G) such that f (S) = S ′. Define S = S ′\{(p, s)}.
Since S ′ is acyclic, so is S. If (p, s) ∉ S ′, then S = S ′ and S ∈ Σ(G), since the only difference between G and ab(G, v, p, s) is
the arc (p, s). Otherwise, from Observation 1, it follows that (p, v), (v, s) ∈ S ′ and, hence, (p, v), (v, s) ∈ S: the maximality
of S then follows from the maximality of S ′, since any set of arcs that could be added to S could also be added to S ′. 
By this lemma we may assume that, for any forward bottleneck v ∈ W whose unique successor is s, and for any
predecessor p of v, the graph contains the arc (p, s). To complete the forward bottleneck removal operation, we then need
to delete the vertex v without changing the stories set of the graph. Consider now the following operation: given a graph G
with a forward bottleneck v, dp(G, v) denote the graph obtained by deleting from G the vertex v and all incident arcs.
Lemma 2. Let v ∈ W be a forward bottleneck and s its unique successor. Suppose that for any predecessor p of v, the graph
contains the arc (p, s). Then there is a bijection fromΣ(G) toΣ(dp(G, v)).
Proof. For any S ∈ Σ(G), we define f (S) = S \ {v}, that is the subgraph obtained by removing v and all incident arcs from
S if v ∈ S. Since S is acyclic, so is f (S). Moreover, from Observation 1, it follows that if (p, v), (v, s) ∈ S, then (p, s) ∈ S and,
hence, (p, s) ∈ f (S). The maximality of f (S) then follows from the maximality of S, since any set of arcs that could be added
to f (S) could also be added to S.
Let us now prove that, if S1 and S2 are two stories such that S1 ≠ S2, then f (S1) ≠ f (S2). If (p, s) ∉ S1 ∪ S2, then
(p, v), (v, s) ∉ S1 ∪ S2 and f (S1) = S1 ≠ S2 = f (S2). Otherwise, if (p, s) ∈ S1 ∩ S2, then (p, v), (v, s) ∈ S1 ∩ S2 and
f (S1) = S1 \ {(p, v), (v, s)} ≠ S2 \ {(p, v), (v, s)} = f (S2). Finally, if (p, s) ∈ S1 \ S2 (the other case can be dealt with
similarly), then (p, s) ∈ f (S1)while (p, s) ∉ f (S2) and, hence, f (S1) ≠ f (S2).
Finally, let S ′ be a story of dp(G, v). Then S obtained by adding to S ′ the path (p, v), (v, s) for every predecessor p of v
such that (p, s) ∈ S ′ is clearly a story and f (S) = S ′. 
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Using the two previous lemmas, we obtain a justification for the third simplification operation.
Theorem 1. For any forward bottleneck v ∈ W,Σ(G) = Σ(fb(G, v)).
Analogously, we can justify the fourth operation.
Theorem 2. For any backward bottleneck v ∈ W,Σ(G) = Σ(bb(G, v)).
For any graph G, let fb(G) (respectively bb(G)) denote the graph obtained by applying as many times as possible the
forward (respectively backward) bottleneck removal operation. Notice that, even if G does not contain self-loops, it might
happen that fb(G) (respectively bb(G)) contains self-loops created by one bottleneck removal. Remember also that sl(G)
denotes the graph obtained by the removal of all self-loops from G and de(G) denotes the graph obtained by the iterative
removal of all white sources and targets from G. Our simplification procedure can now be described as follows.
(1) Let G0 = sl(de(G)) and let i = 0.
(2) Let Gi+1 = sl(bb(sl(fb(Gi)))).
(3) If Gi+1 = Gi then return Gi, otherwise let i = i+ 1 and go to Step 2.
As a consequence of the previous results, we have that if H is the graph returned by this procedure, then there is a
bijection betweenΣ(G) andΣ(H), and we may enumerateΣ(H) instead. Hence from now on, we assume that any v ∈ W
has d+(v) > 1 and d−(v) > 1. Notice that this avoids graphs like the one shown in Fig. 1. Indeed, in this case, the two arcs
(c, y) and (y, a) would disappear and the arc (c, a) would be inserted. Furthermore, also x will disappear and we get arcs
(b, c) and (a, c). Observe also that this simplification procedure does not guarantee that a minimal FAS enumerator would
produce all possible minimal SAS as we shall see in the next section.
4. Finding single stories
Let us first consider the case of finding some story. We show that this can be done in polynomial time. Our algorithm
basically starts with a pitch and grows it into a story by adding paths between black nodes while avoiding cycles. We can
start with a trivial pitch such as the subgraph containing all the black nodes and no arcs.
Algorithm complete_pitch(G, P)
Require: a graph G = (B ∪W, E))with B ∩W = ∅ and an initial pitch P;
Ensure: A story completing P
i ← 1
π ← any topological order of P
while i ≤ |V (P)|) do
u ← i-th element according to π with u ∈ V (P)
Apply BFS(u,G \ E(P)) until reaching a node v ∈ V (P)
if π(u) < π(v) ∨ (u and v are incomparable) then
include the path u❀ v in P and update π
i ← 1
else if no such node v exists then
i ← i+ 1
return P
Theorem 3. A story can be determined in polynomial time.
Proof. The algorithm complete_pitch determines a story by completing a starting pitch P . It chooses a topological order
π of the nodes consistent with the pitch. Starting in u, which can be any of the first nodes in this order that has not been
scanned yet, a breadth-first search (BFS) is performed using only arcs not in E(P). Any branch of the BFS tree is pruned as
soon as it hits a vertex v ∈ V (P). If v has π(u) < π(v) or u and v are incomparable, then the path u ❀ v is added to P
and the topological order is updated. This addition creates no cycle since there was no path v ❀ u in P due to the fact that
π(u) < π(v) or u and v were incomparable, which can be checked in polynomial time. Moreover, since P contained no
white source nor target before the addition of the path, then it does not contain any after adding the path because u and v,
which are the only candidates to become a source or target, were already present in P . Hence, the addition of u ❀ v to P
creates a new pitch.
This procedure is repeated until no new path starting from u can be found. At this point, we continue with the next node
in the updated order π . Every time a new path is found, π is updated and the procedure is started from the minimum node
according to the new order. Since at each updating of the topological order, we add at least one arc, the algorithm terminates
in polynomial time. The final pitch produced by this procedure is maximal and, therefore, a story. 
We proceed by showing that the problem becomes NP-complete if we wish to identify a specific single story, i.e., one
having a particular set of sources and/or targets.
Theorem 4. Deciding whether there exists a story with a given set of sources and targets is NP-complete.
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Fig. 2. The subgraph corresponding to the clause C7 = ¬x2 ∨ x5 ∨ x9 .
Fig. 3. The directed acyclic subgraph corresponding to the truth assignment τ(x2) = true, τ(x5) = false, and τ(x9) = true that satisfies the clause
C7 = ¬x2 ∨ x5 ∨ x9: the dashed arcs are in the FAS.
Proof. In order to prove this theorem,we show how the 3-SAT problem[4] is reducible to the problem of decidingwhether,
given a directed graph G = (V , E) and two subsets S and T of V , G contains a maximal DAG with its set of sources equal to
S, and its set of targets equal to T . If this is true for maximal DAGs, it is also true for stories since any story is also a maximal
DAG.
Consider a 3-CNF Boolean formula ϕwith clauses Ci, i = 1, . . . ,m, over a set Boolean variables xj, j = 1, . . . , n. We define
a directed graph G as follows (see also Fig. 2).
• For each variable xj, we create a set of six nodes, pj, psj , ptj , nj, nsj , ntj , and for each clause Ci, two nodes si and ti. We define
the set S = {psj , nsj | j = 1, . . . , n} ∪ {si | i = 1, . . . ,m} and the set T = {ptj , ntj | j = 1, . . . , n} ∪ {ti | i = 1, . . . ,m}.• The set of arcs of G includes the six arcs
(psj , pj), (pj, p
t
j ), (pj, nj), (nj, pj), (n
s
j , nj), (nj, n
t
j )
related to each variable xj and the arc (ti, si) for each clause Ci.
• For each clause Ci = l1i ∨ l2i ∨ l3i , we introduce for each literal two arcs: if lhi = xj thenwe create the arcs (si, pj) and (nj, ti),
and if lhi = ¬xj the arcs (si, nj) and (pj, ti), h = 1, 2, 3.
We prove that ϕ is satisfiable if and only if G includes a maximal DAGwhose sets of sources and targets are, respectively,
S and T .
Suppose ϕ is satisfiable and let τ be a satisfying truth-assignment. In the FAS F we include the arc (nj, pj) if τ(xj) = true
and the arc (pj, nj) if τ(xj) = false. Moreover, for each clause Ci, we include in F the arc (ti, si) (see Fig. 3). Clearly, the
resulting subgraph GF− is a DAG whose set of sources (respectively, targets) is equal to S (respectively, T ). Moreover, GF−
is maximal since removing any arc from F would create either a two-node variable cycle or, for some clause Ci, at least one
six-node cycle corresponding to a true literal in Ci.
Now suppose that G′ is a maximal DAG with sources S and targets T . Clearly, for each clause Ci, the arc (ti, si) is not in G′.
The maximality of G′ implies that for each variable xj, exactly one of (pj, nj) and (nj, pj) is in G′. All other arcs are included in
G′. Let τ be a truth-assignment defined as follows: for each variable xj, τ(xj) = true if and only if (pj, nj) is in G′. We prove
that this assignment satisfies ϕ. Suppose, to the contrary, that there exists an unsatisfied clause Ci. W.l.o.g. we may assume
that Ci = x1∨ x2∨ x3 (see Fig. 4). Then the three cycles containing the arc (ti, si) are broken both by this arc and by the three
arcs (nj, pj), j = 1, 2, 3 not in G′. Hence, G′ is not maximal since the arc (ti, si) can be added to G′ without creating any new
cycle. This contradicts the hypothesis on G′. 
It is easy to modify the previous reduction in order to prove that the same result holds even if we specify only the set of
sources or only the set of targets.
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Fig. 4. A directed acyclic subgraph (the dashed arcs are in the FAS) corresponding to the truth assignment τ(x2) = true, τ(x5) = false, and
τ(x9) = false that does not satisfy the clause C7 = ¬x2 ∨ x5 ∨ x9: the DAG is not maximal since the arc (t7, s7) can be taken out from the FAS.
Fig. 5. Example of a bad node. The minimal SAS {(a, x), (b, x), (x, c), (x, d)} is not a minimal FAS.
5. Enumerating stories
5.1. Enumerating stories by enumerating FASs
We already noticed that there exist graphs for which the set S(G) of minimal SASs and the set F (G) of minimal FASs are
not comparable in terms of the inclusion relation. In this section, we show that, for some particular cases, S(G) is contained
in F (G).
A white node v ∈ W is called bad if, for any predecessor p of v and for any successor s of v, there exists a cycle containing
the arcs (p, v) and (v, s) (see Fig. 5).
Proposition 1. Any v ∈ W, which is not bad, belongs to every story.
Proof. Consider a pitch P not containing v. As v is not bad, it has a predecessor p and a successor s such that there exists no
cycle containing the arcs (p, v) and (v, s). By simplification rule 2, there exists a path pk, pk−1, . . . , p1 = pwith k ≥ 1 such
that pk ∈ B and pi ∈ W, for any iwith i < k. Let j be the minimum i < k such that pi ∈ P: if no such j exists, then we define
j = k. Similarly a path s = s1, . . . , sℓ−1, sℓ ending in a black node exists, and let sj′ be the first node on that path belonging
to P , or sj′ = sℓ if no such node exists.
Then P ′ = P ∪ {(pj, pj−1), . . . , (p, v), (v, s), . . . , (sj′−1, sj′)} has no white source nor target as pj and sj′ are not white
sources or targets in P . Moreover, P ′ is acyclic as P is acyclic and any cycle containing the additional path would contradict
the fact that v is not a bad node. Thus any pitch not containing v is not maximal, hence not a story. 
Corollary 1. If G does not include any bad node, then any minimal SAS is a minimal FAS.
Proof. By absurdum, assume that A is a minimal SAS which is not a minimal FAS. Then, there exists an arc e = (u, v) ∈ A
such that A\{e} is a FAS but not a SAS. This implies that in G(A\e)− , either u is a white target or v is a white source. We restrict
ourselves to consider the latter case, since the former one can be dealt with similarly. Since v is a white source in G(A\e)− ,
and it is not in GA− , all arcs incident to v are in A. In other words, the story corresponding to A does not contain v, which
contradicts Proposition 1. 
The previous proposition and its corollary state that, in a graph with no bad nodes, each story corresponds to a minimal
FAS. This suggests that for such graphs, we could enumerate all stories by enumerating all theminimal FASs and by checking
for each of themwhether the resulting graph is a story (which can be done by checking that nowhite node is source or target).
Unfortunately, there are graphs with no bad nodes in which the number of minimal FASs is exponentially larger than the
number of minimal SASs. An example is given in Fig. 6.
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Fig. 6. Graph with no bad node and in which the number of minimal FASs is 2n and the number of minimal SASs is 2.
5.2. Enumerating stories by enumerating permutations
In the previous section, we suggested a method for enumerating all stories in the case of graphs with no bad nodes.
Unfortunately, many graphs arising from the biological application briefly described in the Introduction contain a huge
number of bad nodes. We thus need a method for enumerating stories which is able to deal with these cases.
Remember how we can find a single story as explained in the proof of Theorem 3. Consider the following two simple
operations, clean and consistent_arcs. For any graph G(B ∪W, E), and for any total order π of the nodes:
G′(B ∪W, E ′) ≡ consistent_arcs(G, π): for each arc (u, v) ∈ E, (u, v) ∈ E ′ if π(u) < π(v);
G′(B ∪W′, E ′) ≡ clean(G): recursively remove white nodes that are sources, targets or isolated in G.
We can thus define the composed operation
pitch(G, π) = clean(consistent_arcs(G, π)).
pitch produces a pitch since the resulting graph G′ contains only arcs that respect the order π and therefore is acyclic.
Moreover, due to the cleaning step, G′ is guaranteed to have neither white sources nor white targets.
Theorem 5. For any story S, there exists a permutation π such that pitch(G, π)= S.
Proof. It is enough to show that, for any story S of G = (B∪W, E) and for any topological order π of V (S), pitch(G, π) = S.
Because of themaximality of a story, it suffices to show that S ⊆ pitch(G, π). Given an arc (u, v) of S, we haveπ(u) < π(v).
Therefore (u, v) is in consistent_arcs(G, π). Since (u, v) is an arc of S, there exists a path p in S between two black nodes
containing u and v. Then p is also in consistent_arcs(G, π), and thus u and v are both black or, if one or both of them iswhite,
then they are neither source nor target in consistent_arcs(G, π). Since clean(consistent_arcs(G, π)) removes neither
black nor white nodes that are neither source nor target, we conclude that (u, v) is also in clean(consistent_arcs(G, π)) =
pitch(G, π). 
This theorem together with Theorem 3 suggest an approach to enumerate stories which simply consists of generating all
permutations π of the nodes of G and computing P = pitch(G, π): if P is not a story, then we use complete_pitch to grow
it into a story.
6. Alternative definition of a story
It is clear that, according to our definition of a story, no white node can be either source or target in the original graph,
since otherwise such a white node would not belong to any story. This implies that the original graph can be seen as the
union of a finite set P of directed paths between black nodes: in particular, if P includes all paths between every pair of
black nodes, then it is easy to verify that a story is a maximal subset S of P such that the graph defined as the union of the
paths in S is acyclic and there exists no path p in P − S that can be added to S without disturbing the acyclicity. Let us call
this alternative definition of story a path-story. A minimal number of paths to be removed fromP such that the union of the
remaining paths is a path-story is called a feedback path set.
A natural question is whether the problem changes when a set P is given as input, and the graph GP is defined by the
union of the paths of P , where the endpoints of the paths in P form the set of black nodes of GP . Clearly, since P may not
contain all paths between every pair of the black nodes in GP , the set of path-stories of GP is different from the set of stories
of GP (see for an example Fig. 7). Wewill prove that enumerating path-stories is at least as hard as enumerating hitting sets,
which is a well-known enumeration problem (for a survey, we refer to [3]) with its computational complexity still open,
after more than 28 years.
Theorem 6. Enumerating path-stories is at least as hard as enumerating minimal hitting sets.
Proof. Hitting Set. Let C be a collection of subsets of a domain set X . H ⊂ X is a hitting set of C if for any C ∈ C, H ∩ C ≠ ∅.
We reduce C to a collection P of paths, such that there is a bijective correspondence between (minimal) hitting sets of
C and (minimal) feedback path sets of P and, hence, between hitting sets of C and path-stories of P .
We order all sets of C and all elements of X . Within any set of C the elements are ordered. For each element in each
set we create a vertex of the graph GP . For each set Ci ∈ C with Ci = {xi1 , . . . , xiki }, create a cycle by introducing the arcs
(xiℓ , xiℓ+1), ℓ = 1, . . . , ki and (xiki , xi1). We call this cycle also Ci. Moreover, suppose that xiℓ = xj is the h-th occurrence of xj
and xrt the next occurrence, thenwe introduce an arc (xiℓ+1 , xrt ), i.e., there is a path of two arcs between any two consecutive
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Fig. 7. Graph obtained by two paths (a, b, d, c) and (b, a, c, d). According to the alternative definition, this graph clearly contains only two stories, which
correspond to the two paths. According to the original definition, instead, the graph contains the following fourminimal SAS: {(a, b), (c, d)}, {(a, b), (d, c)},
{(b, a), (c, d)}, and {(b, a), (d, c)}. Note that these four minimal SAS originated four stories which are all different from the two stories obtained according
to the second definition.
Fig. 8. An example of reduction: C1 = {A, B, C,D}, C2 = {C,D, E}, C3 = {A, B, E}, and C4 = {A,D, F ,G}.
occurrences of the same element. Let us call the latter set of arcs the element-arcs and the set of arcs on the cycles the set-arcs.
Notice that the element arcs are not in any cycle.
Now for each element xj we define a path Pj ∈ P , by starting in the vertex of the first occurrence of xj, and every time
selecting the two arcs connecting it to the next occurrence vertex, until we arrive at the last occurrence vertex.
The graph induced by P contains all the edges just introduced. In particular it contains all the cycles corresponding to
the sets in C. An example of the reduction is shown in Fig. 8.
It is easy to see that a path Pj cuts cycle Ci if and only if xj hits the set Ci. Hence there is a one-to-one correspondence
between a minimal path set of P and a minimal hitting set of C. This proves the theorem. 
In this paper we have mainly focused our attention on the first definition of stories, since this definition seems to fit
better with the informal subnetwork definition the biologists are looking for.
7. Conclusion
In this paper, we have introduced the new notion of a story, which is a maximal acyclic subgraph of a directed graph
in which only specified nodes can be sources or targets. We have proved some complexity results and designed some
algorithms for enumerating all possible stories of a graph. The main question left open by the paper is to establish the
complexity of the enumeration problem.
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