Abstract. The biological sciences are undergoing an explosion in the amount of available data. New data analysis methods are needed to deal with the data. We present work using KDD to analyse data from mutant phenotype growth experiments with the yeast S. cerevisiae to predict novel gene functions. The analysis of the data presented a number of challenges: multi-class labels, a large number of sparsely populated classes, the need to learn a set of accurate rules (not a complete classification), and a very large amount of missing values. We developed resampling strategies and modified the algorithm C4.5 to deal with these problems. Rules were learnt which are accurate and biologically meaningful. The rules predict function of 83 putative genes of currently unknown function at an estimated accuracy of ≥ 80%.
Introduction
The biological sciences are undergoing an unprecedented increase in the amount of available data. In the last few years the complete genomes of~30 microbes have been sequenced, as well as that of "the worm" (C. elegans) and "the fly" (D. melanogaster). The last few months have seen the sequencing of the first plant genome Arabidopsis [10] , and the greatest prize of all, the human genome [11, 33] . In addition to data from sequencing, new post genomic technologies are enabling the large-scale and parallel interrogation of cell states under different stages of development and under particular environmental conditions, generating very large databases. Such analyses may be carried out at the level of mRNA using micro-arrays (e.g. [6, 9] ) (the transcriptome). Similar analyses may be carried out at the level of the protein to define the proteome (e.g. [2] ), or at the level of small molecules, the metabolome (e.g. [27] ). This data is replete with undiscovered biological knowledge which holds the promise of revolutionising biotechnology and medicine. KDD techniques are well suited to extracting this knowledge. Currently most KDD analysis of bioinformatic data has been based on using unsupervised methods e.g. [9, 17, 32] , but some has been based on supervised methods [4, 7, 14] . New KDD methods are constantly required to meet the new challenges presented by new forms of bioinformatic data.
Perhaps the least analysed form of genomics data is that from phenotype experiments [25, 22, 18] . In these experiments specific genes are removed from the cells to form mutant strains, and these mutant strains are grown under different conditions with the aim of finding growth conditions where the mutant and the wild type (no mutation) differ ("a phenotype"). This approach is analogous to removing components from a car and then attempting to drive the car under different conditions to diagnose the role of the missing component.
In this paper we have developed KDD techniques to analyse phenotype experiment data. We wish to learn rules that given a particular set of phenotype experimental results predict the functional class of the gene mutated. This is an important biological problem because, even in yeast, one the best characterised organisms, the function of 30-40% of its genes are still currently unknown.
Phenotype experiment data presents a number of challenges to standard data analysis methods: the functional classes for genes exist in a hierarchy, a gene may have more than one functional class, and we wish to learn a set of accurate rules -not necessarily a complete classification. The recognition of functional class hierarchies has been one of the most important recent advances in bioinformatics [29, 1, 13] . For example in the Munich Information Center for Protein Sequences (MIPS) hierarchy (http://mips.gsf.de/proj/yeast/catalogues/funcat/) the top level of the hierarchy has classes such as: "Metabolism", "Energy", "Transcription" and "Protein Synthesis". Each of these classes is then subdivided into more specific classes, and these are in turn subdivided, and then again subdivided, so the hierarchy is up to 4 levels deep. An example of a subclass of "Metabolism" is "amino-acid metabolism", and an example of a subclass of this is "amino-acid biosynthesis". An example of a gene in this subclass is YPR145w (gene name ASN1, product "asparagine synthetase"). In neither machine learning or statistics has much work has been done on classification problems where there is a class hierarchy. However, such problems are relatively common in the real world, particularly in text classification [16, 24, 21] . We deal with the class hierarchy by learning separate classifiers for each level. This simple approach has the unfortunate side-effect of fragmenting the class structure and producing many classes with few members -e.g. there are 99 potential classes represented in the data for level 2 in the hierarchy. We have therefore developed a resampling method to deal with the problem of learning rules from sparse data and few examples per class.
Perhaps an even greater difficulty with the data is that genes may have more than one functional class. This is reflected in the MIPS classification scheme (where a single gene can belong to up to 10 different functional classes). This means that the classification problem is a multi-label one (as opposed to multiclass which usually refers to simply having more than two possible disjoint classes for the classifier to learn). There is only a limited literature on such problems, for example [12, 20, 30] . The UCI repository [3] currently contains just one dataset ("University") that can be considered a multi-label problem. (This dataset shows the academic emphasis of individual universities, which can be multi-valued, for example, business-education, engineering, accounting and fine-arts). The simplest approach to the multi-label problem is to learn separate classifiers for each class (with all genes not belonging to a specific class used as negative examples for that class). However this is clearly cumbersome and time-consuming when there are many classes -as is the case in the functional hierarchy for yeast. Also, in sparsely populated classes there would be very few positive examples of a class and overwhelmingly many negative examples. We have therefore developed a new algorithm based on the successful decision tree algorithm C4.5 [26] .
A third challenge in prediction of gene function from phenotype data is that we wish to learn a set of rules which accurately predict functional class. This differs from the standard statistical and machine learning supervised learning task of maximising the prediction accuracy on the test set. The problem resembles in some respects association rule learning in data mining.
In summary our aim is to discover new biological knowledge about:
-the biological functions of genes whose functions are currently unknown -the different discriminatory power of the various growth conditions under which the phenotype experiments are carried out For this we have developed a specific machine learning method which handles the problems provided by this data:
-many classes -multiple class labels per gene -the need to know accuracies of individual rules rather than the ruleset as a whole 2 Experimental method
Data
We used three separate sources of phenotypic data: TRIPLES [18] , EUROFAN [25] and MIPS [22] .
-The TRIPLES (TRansposon-Insertion Phenotypes, Localization and Expression in Saccharomyces) data was generated by randomly inserting transposons into the yeast genome. URLs: http://ygac.med.yale.edu/triples/triples.htm, (raw data) http://bioinfo.mbb.yale.edu/genome/phenotypes/ (processed data) -EUROFAN (European functional analysis network) is a large European network of research which has created a library of deletion mutants by using PCR-mediated gene replacement (replacing specific genes with a marker gene (kanMX)). We used data from EUROFAN 1. URL: http://mips.gsf.de/proj/eurofan/ -The MIPS (Munich Information Center for Protein Sequences) database contains a catalogue of yeast phenotype data. URL: http://mips.gsf.de/proj/yeast/ The data from the three sources were concatenated together to form a unified dataset, which can be seen at http://users.aber.ac.uk/ajc99/phenotype/. The phenotype data has the form of attribute-value vectors: with the attributes being the growth media, the values of the attributes being the observed sensitivity or resistance of the mutant compared with the wildtype, and the class the functional class of the gene. Notice that this data will not be available for all genes due to some mutants being inviable or untested, and not all growth media were tested/recorded for every gene, so there were very many missing values in the data.
The values that the attributes could take were the following:
n no data w wild-type (no phenotypic effect) s sensitive (less growth than for the wild-type) r resistance (better growth than for the wild-type)
There were 69 attributes, 68 of which were the various growth media (e.g. calcofluor white, caffeine, sorbitol, benomyl), and one which was a discretised count of how many of the media this mutant had shown a reaction to (i.e. for how many of the attributes this mutant had a value of "s" or "r").
Algorithm
The machine learning algorithm we chose to adapt for the analysis of phenotype data was the well known decision tree algorithm C4.5 [26] . C4.5 is known to be robust, and efficient [23] . The output of C4.5 is a decision tree, or equivalently a set of symbolic rules. The use of symbolic rules allows the output to be interpreted and compared with existing biological knowledge -this is not generally the case with other machine learning methods, such as neural networks, or support vector machines.
In C4.5 the tree is constructed top down. For each node the attribute is chosen which best classifies the remaining training examples. This is decided by considering the information gain, the difference between the entropy of the whole set of remaining training examples and the weighted sum of the entropy of the subsets caused by partitioning on the values of that attribute.
where A is the attribute being considered, S is the set of training examples being considered, and S v is the subset of S with value v for attribute A. The algorithms behind C4.5 are well documented and the code is open source, so this allowed the algorithm to be extended. Multiple labels are a problem for C4.5, and almost all other learning methods, as they expect each example to be labeled as belonging to just one class. For yeast this isn't the case, as a gene may belong to several different classes. In the case of a single class label for each example the entropy for a set of examples is just
where p(c i ) is the probability (relative frequency) of class c i in this set.
We need to modify this formula for multiple classes. Entropy is a measure of the amount of uncertainty in the dataset. It can be thought of as follows: Given an item of the dataset, how much information is needed to describe that item? This is equivalent to asking how many bits are needed to describe all the classes it belongs to.
To estimate this we sum the number of bits needed to describe membership or non-membership of each class (see appendix for intuition). In the general case where there are N classes and membership of each class c i has probability p(c i ) the total number of bits needed to describe an example is given by
where p(c i ) = probability (relative frequency) of class c i q(c i ) = 1 − p(c i ) = probability of not being member of class c i Now the new information after a partition according to some attribute, can be calculated as a weighted sum of the entropy for each subset (calculated as above), where this time, weighted sum means if an item appears twice in a subset because it belongs to two classes then we count it twice.
In allowing multiple labels per example we have to allow leaves of the tree to potentially be a set of class labels, i.e. the outcome of a classification of an example can be a set of classes. When we label the decision tree this needs to be taken into account, and also when we prune the tree. When we come to generate rules from the decision tree, this can be done in the usual way, except when it is the case that a leaf is a set of classes, a separate rule will be generated for each class, prior to the rule-pruning part of the C4.5rules algorithm. We could have generated rules which simply output a set of classes -it was an arbitrary choice to generate separate rules, chosen for comprehensibility of the results.
Resampling
The large number of classes meant that many classes have quite small numbers of examples. We were also required only to learn a set of accurate rules, not a complete classification. This unusual feature of the data made it necessary for us to develop a complicated resampling approach to estimating rule accuracy based on the bootstrap.
All accuracy measurements were made using the m-estimate [5] which is a generalisation of the Laplace estimate, taking into account the a priori probability of the class. The m-estimate for rule r (M(r)) is:
where P = total number of positive examples, N = total number of negative examples. p = number of positive examples covered by rule r, n = number of negative examples covered by rule r m = parameter to be altered Using this formula, the accuracy for rules with zero coverage will be the a priori probability of the class. m is a parameter which can be altered to weight the a priori probability. We used m=1.
The data set in this case is relatively small. We have 2452 genes with some recorded phenotypes, of which 991 are classified by MIPS as "Unclassified" or "
Classification not yet clear-cut". These genes of unknown classification cannot be used in supervised learning (though we can later make predictions for them). This leaves just 1461, each with many missing values. At the top level of the classification hierarchy (the most general classes), there are many examples for each class, but as we move to lower, more specific levels, the classes become more sparsely populated, and machine learning becomes difficult.
We aimed to learn rules for predicting functional classes which could be interpreted biologically. To this end we split the data set into 3 parts: training data, validation data to select the best rules from (rules were chosen that had an accuracy of at least 50% and correctly covered at least 2 examples), and test data. We used the validation data to avoid overfitting rules to the data. However, splitting the dataset into 3 parts means that the amount of data available for training will be even less. Similarly only a small amount will be available for testing. Initial experiments showed that the split of the data substantially affected the rulesets produced, sometimes producing many good rules, and sometimes none. The two standard methods for estimating accuracy under the circumstance of a small data set are 10-fold cross-validation and the bootstrap method [15, 8] . Because we are interested in the rules themselves, and not just the accuracy, we opted for the bootstrap method, because a 10-fold cross validation would make just 10 rulesets, whereas bootstrap sampling can be used to create hundreds of samples of the data and hence hundreds of rulesets. We can then examine these and see which rules occur regularly and are stable, not just artifacts of the split of the data.
The bootstrap is a method where data is repeatedly sampled with replacement to make hundreds of training sets. A classifier is constructed for each sample, and the accuracies of all the classifiers can be averaged to give a final measure of accuracy. First a bootstrap sample was taken from the original data. Items of the original data not used in the sample made up the test set. Then a new sample was taken with replacement from the sample. This second sample was used as training data, and items that were in the first sample but not in the second made up the validation set. All three data sets are non-overlapping.
We measured accuracy on the held-out test set. We are aware that this will give a pessimistic measure of accuracy (i.e. the true accuracy on the whole data set will be higher), but this is acceptable.
Results
We attempted to learn rules for all classes in the MIPS functional hierarchy http://mips.gsf.de/proj/yeast/catalogues/funcat/, using the catalogue as it was on 27 September 1999. 500 bootstrap samples were made, and so C4.5 was run 500 times and 500 rulesets were generated and tested. To discover which rules were stable and reliable we counted how many times each rule appeared across the 500 rulesets. Accurate stable rules were produced for many of the classes at levels 1 and 2 in the hierarchy. At levels 3 and 4 (the most specific levels with the least populated classes) no useful rules were found. That is, at the lower levels, few rules were produced and these were not especially general or accurate.
The good rules are generally very simple, with just one or two conditions necessary to discriminate the classes. This was expected, especially since most mutants were only sensitive/resistant to a few media. Some classes were far easier to recognise than others, for example, many good rules predicted class "CELLU-LAR BIOGENESIS" and its subclass "biogenesis of cell wall (cell envelope)".
Some examples of the rules and their accuracies follow. The full set of rules can be seen at http://users.aber.ac.uk/ajc99/phenotype/ along with the data sets used.
The 4 most frequently appearing rules at level 1 (the most general level in the functional catalogue) are all predictors for the class "CELLULAR BIOGEN-ESIS". These rules suggest that sensitivity to zymolase or papulacandin b, or any reaction (sensitivity or resistance) to calcofluor white is a general property of mutants whose deleted genes belong to the CELLULAR BIOGENESIS class. All correct genes matching these rules in fact also belong to the subclass "biogenesis of cell wall (cell envelope)". The rules are far more accurate than the prior probability of that class would suggest should occur by chance.
These are two of the rules regarding sensitivity/resistance to Calcofluor White.
if the gene is sensitive to calcofluor white and the gene is sensitive to zymolyase then its class is "biogenesis of cell wall (cell envelope)" Mean accuracy:
0 These rules confirm that Calcofluor White is useful for detecting cell wall mutations [28, 19] . Calcofluor White is a negatively charged fluorescent dye that does not enter the cell wall. Its main mode of action is believed to be through binding to chitin and prevention of microfibril formation and so weakening the cell wall. The explanation for disruption mutations in the cell wall having increased sensitivity to Calcofluor White is believed to be that if the cell wall is weak, then the cell may not be able to withstand further disturbance. The explanation for resistance is less clear, but the disruption mutations may cause the dye to bind less well to the cell wall. Zymolase is also known to interfere with cell wall formation [19] . Neither rule predicts the function of any gene of currently unassigned function. This is not surprising given the previous large scale analysis of Calcofluor White on mutants.
One rule that does predict a number of genes of unknown function is:
if the gene is sensitive to hydroxyurea then its class is "nuclear organization" Mean accuracy:
0.402 Prior prob of class: 0.215 Std dev accuracy: 0.066 Mean no. matching genes: 33.4 This rule predicts 27 genes of unassigned function. The rule is not of high accuracy but it is statistically highly significant. Hydoxyurea is known to inhibit DNA replication [31] , so the rule makes biological sense. Table 1 shows the number of genes of unassigned function predicted by the learnt rules at levels 1 and 2 in the functional hierarchy. These are plotted as a function of the estimated accuracy of the predictions and the significance (how many standard deviations the estimated accuracy is from the prior probability of the class). These figures record genes predicted by rules that have appeared at least 5 times during the bootstrap process. It can be seen that analysis of the phenotype growth data allows the prediction of the functional class of many of the genes of currently unassigned function. Table 2 shows the number of rules found for the classes at level 1. We did not expect to be able to learn rules for every class, as some classes may not be distinguishable given the growth media that were used. Table 3 . General statistics for rules that appeared more than 5 times. Surprisingly high accuracy at level 4 is due to very few level 4 classes, with one dominating class.
Discussion and conclusion
Working with the phenotypic growth data highlighted several learning issues which are interesting:
-We had to extend C4.5 to handle the problem of genes having more than one function, the multi-label problem. -We needed to select rules for biological interest rather than predicting all examples, this required us to use an unusual rule selection procedure, and this together with the small size of data set led to our choice of the bootstrap to give a clearer picture of the rules themselves.
Biologically important rules were learnt which allow the accurate prediction of functional class for~200 genes. We are in the process of experimentally testing these predictions. The prediction rules can be easily comprehended and compared with existing biological knowledge. The rules are also useful as they show future experimenters which media provide the most discrimination between functional classes. Many types of growth media are shown to be highly informative for identifying the functional class of disruption mutants (e.g. Calcofluor White), others are of little value (e.g. sodium chloride). The nature of the C4.5 algorithm is always to choose attributes which split the data in the most informative way. This knowledge can be used in the next round of phenotypic experiments.
Our work illustrates the value of cross-disciplinary work. Functional genomics is enriched by a technique for improved prediction of the functional class of genes: and KDD is enriched by provision of new data analysis challenges.
