In this article we compute the best Sobolev constants for various Hardy-Sobolev inequalities with sharp Hardy term. This is carried out in three different environments: interior point singularity in Euclidean space, interior point singularity in hyperbolic space and boundary point singularity in Euclidean domains.
Introduction
The standard Hardy inequality in R n , n ≥ 3, reads
The constant ((n − 2)/2) 2 is sharp and is not attained in any reasonable function space such as D 1,2 (R n ), the completion of C ∞ c (R n ) with respect to the norm ∇u L 2 . The same remains true if we replace R n by B 1 , the unit ball centered at zero.
Similarly the Sobolev inequality in R n , n ≥ 3, reads
where 2 * = 2n/(n − 2) and the sharp constant S n is given by S n = πn(n − 2) Γ( n 2 ) Γ(n) as well as translates and scaled versions of it.
The following family of inequalities interpolate between the Hardy inequality (1) and the Sobolev inequality: for any 2 < p ≤ 2 * there holds R n |∇u| 2 dx ≥ S n,p R n |x| p(n−2) 2 −n |u| p dx
The sharp constant S n,p has been computed in [15] and is given by
and one minimizer is the function
Let us define X(t) := 1 1 − ln t , t ∈ (0, 1).
In [2] , following earlier work in [10] , the Hardy-Sobolev inequality
n−2 (α|x|)|u| 2 * dx 2/2 *
was established for all 0 < α ≤ α n and all u ∈ C ∞ c (B 1 ), where α n = e n−3 n−2 . The exponent 2(n − 1)/(n − 2) is sharp which in particular implies the necessity of the logarithmic factor X for the validity of (6) . Moreover it was shown that the Sobolev constant is sharp for any 0 < α ≤ α n .
In this work we prove the following sharp interpolated inequality: for any 2 < p ≤ 2 * , 0 < α ≤ α n and all u ∈ C ∞ c (B 1 ) there holds 
Actually in Theorems 5 and 7 we establish improved versions of (7) .
More generally, our aim in this work is to obtain inequalities analogous to (7) in different geometric contexts, namely Euclidean or hyperbolic with interior point singularity and Euclidean with boundary point singularity.
One geometric environment where there has been a lot of recent activity on Hardy and Sobolev inequalities is the hyperbolic space H n ; see [3, 7, 8, 9, 12, 13, 14, 16, 17, 18, 19] . The analogue of the Sobolev inequality (2) in the hyperbolic space reads H n |∇ H n u| 2 dV − n(n − 2) 4 H n u 2 dV ≥ S n H n |u| 2 * dV 2/2 * , and the constant S n is sharp [13] . In fact the full interpolation inequality (3) can be translated to the hyperbolic environment where it takes the form , where S n,p is given by (4) and is sharp; see also [14, Corollary 2.3] for an analogous interpolated result.
It is not difficult to see that inequality (7) can be transformed to the hyperbolic environment giving that for all 2 < p ≤ 2 * , 0 < α ≤ α n and all v ∈ C ∞ c (H n ) there holds Moreover the Sobolev constant is sharp for any 0 < α ≤ α n .
Actually we prove a slightly stronger result that reads Theorem 1 (Hardy-Sobolev inequality) Let n ≥ 3 and 2 < p ≤ 2 * . For any 0 < α ≤ α n there holds H n |∇ H n u| 2 dV − n(n − 2) 4
It is worth noting that in case n = 3 the Sobolev constant of inequality (8) is equal to S 3,p whereas for n ≥ 4 it is strictly smaller than S n,p .
In a different direction in [3, 7] the following non-improvable [7] Poincaré-Hardy inequality was established
We note that (n − 1) 2 /4 is the bottom of the spectrum of the Laplace operator on H n . Here we consider the Poincaré-Hardy inequality
as well as, for n ≥ 3, the Poincaré-Sobolev inequality
where 2 < p ≤ 2 * and S n,p denotes the best constant. The positivity of S n,p follows from the positivity of S n,2 * (see [17] ) together with (9) .
Actually, using the half-space or the unit ball model of H n one can see that inequality (10) can be written in two equivalent ways, namely
and
the best constants of (10), (11) and (12) being equal. For work related to inequality (11) see also [11, 20] .
The precise value of S n,p is not known in general. In the case n = 3, p = 2 * = 6 it has been shown in [6] that
Adapting the ideas of [6] we compute in Theorem 14 the constant S 3,p for any 2 < p < 6 and find that S 3,p = S 3,p = p
The next problem we address is how the Sobolev constant in (10) is affected when we add a Hardy term with sharp constant in the RHS. To answer this question we need to study in detail the existence and asymptotic behaviour of positive solutions of the following two problems:
and, for n ≥ 3,
We shall see that these problems have unique solutions g and h which are actually positive and behave near zero in a way that allows us to define a function ρ = ρ(t) by
We then define
We have the following Theorem 2 (Poincaré-Hardy-Sobolev inequality I) Let n ≥ 3 and 2 < p ≤ 2 * . There holds
The function Y (t) above can be compared with the logarithmic function X(t) near zero; see Theorem 12 for a precise statement.
In case n = 3 we actually have sharpness of the constant with a logarithmic factor:
Theorem 3 (Poincaré-Hardy-Sobolev inequality) There exists an α 3 > 0 such that for all 0 < α ≤ α 3 and all v ∈ C ∞ c (H 3 ) there holds
Moreover the constant S 3,p is sharp for all 0 < α ≤ α 3 .
We next consider analogous inequalities in the case where the singularity is placed on the boundary of a bounded Euclidean domain Ω satisfying an exterior ball condition. Such Hardy-Sobolev inequalities have recently been obtained in [5] . Our aim here is to provide estimates for the Sobolev constant. For n ≥ 3 and 0 ≤ γ < n/2 we denote by S * n,γ the best constant for the inequality
We then have
Theorem 4 (Hardy-Sobolev inequality) Let Ω ⊂ R n , n ≥ 3, be a bounded domain with 0 ∈ ∂Ω and let D = sup Ω |x|. Assume that Ω satisfies an exterior ball condition at zero, that is there exists a ball B ρ ⊂ CΩ. Then given γ ∈ [0, n/2) there exist r n,γ and α * n,γ in (0, 1) both depending only on n and γ such that, if the radius ρ of the exterior ball satisfies ρ ≥ D/r n,γ then for all 0 < α ≤ α * n,γ there holds
In Theorem 17 we establish a more general result where the RHS involves a weighted L p norm, 2 < p ≤ 2 * .
The structure of the article is simple: in Section 2 we study Hardy-Sobolev inequalities in Euclidean space with an interior singularity, in Section 3 we study Hardy-Sobolev inequalities in hyperbolic space, whereas in Section 4 we study Hardy-Sobolev inequalities when the singularity is placed on the boundary of a Euclidean domain Ω.
Hardy-Sobolev inequalities on Euclidean space
In this section we establish improved Hardy-Sobolev inequalities in the Euclidean space with an interior point singularity. Our first result reads Theorem 5 Let n ≥ 3, 2 < p ≤ 2 * and 0 ≤ θ < 1/2. For any 0 < α ≤ α n and for any u
Moreover the constant ( 1−2θ n−2 ) p+2 p S n,p is sharp for any choice of the parameters.
Proof. Let τ n,p,θ,α denote the best Sobolev constant for the above inequality. Setting
and using polar coordinates we find τ n,p,θ,α = inf Setting t = X(αr) 2θ−1 , v(r, ω) = w(t, ω), we then obtain
On the other hand we have for any R > 0,
Making the change of variables
we easily arrive at
We now choose R so that R 2−n = X(α) 2θ−1 . We also note that for all 0 < α ≤ α n and 0 ≤ θ < 1/2 there holds X(α) −1 ≥ (1 − 2θ)/(n − 2). Therefore
for all t ≥ X(α) 2θ−1 .
Hence (19) follows from (20) and (21). The sharpness follows from the fact that for any R > 0,
Let θ ∈ (0, 2) and R > 1. For r ∈ (0, 1) we define the function
Lemma 6 Let θ ∈ (0, 2) and R > 1. Let α and β be defined by
Then there holds
Proof. We first note that (23) is written equivalently as
We thus consider the function
, r ∈ (0, 1),
We have
From this easily follows that g is decreasing. Now, we can write g(r) in an equivalent way as
and therefore
The result now follows from the monotonicity of g.
We note that if we choose θ = 0 in Theorem 5 we obtain inequality (7) . For our purposes we shall also need an improvement of (7) which we believe is of independent interest and reads as follows:
. We define R > 1 and α n,θ < 1 by
Then for all 0 < α ≤ α n,θ and for all u
Moreover the constant (n − 2) − p+2 p S n,p is sharp.
Proof. A simple computation shows that the function
.
Making the change of variables u = ψv and using Lemma 6 it then follows that in order to prove (24) it is enough to establish that
. Let τ n,θ,p denote the best constant for (25), so that
It is easily seen that r → t is a strictly decreasing map that maps (0, 1) onto (1, +∞) and in addition we have τ n,θ,p = inf
We claim that
This is written equivalently as
where t = t(r) is given by (26). Hence (27) follows by noting that the LHS of (28) is a decreasing function of r, being the product of two positive decreasing functions. Therefore
The sharpness of the constant of Theorem 5 for the choice θ = 0 implies the sharpness of the constant (n − 2) − p+2 p S n,p in (24).
Hardy-Sobolev inequalities on hyperbolic space
In this section we study Hardy-Sobolev inequalities on the hyperbolic space H n . There are two standard models for H n . The first one is the unit ball model, where the unit ball B 1 is equipped with the Riemannian metric
Under this model we have
Denoting by ρ(x) the distance of x ∈ B 1 to the origin we then have
We shall also use the half-space model of H n , namely R n + equipped with the Riemannian metric
Under this model we have |∇ H n v| 2 = x 2 n |∇ R n v| 2 , dV = x −n n dx .
Hardy-Sobolev inequalities
In this subsection we prove Hardy-Sobolev inequalities that are analogues to those of the Euclidean case for an interior point singularity. We start with Theorem 8 (Hardy-Sobolev inequality I) Let n ≥ 3 and 2 < p ≤ 2 * . For any 0 < α ≤ α n there holds
Proof. We use the ball model B 1 for H n , taking the centre of B 1 to correspond to the point x 0 where distance is taken from. Using this model the required inequality (29) takes the form
. To prove (30) we use Theorem 5 with the choice θ = 0. Making the change of variables
in (19) we obtain
Therefore to prove (30) it is enough to establish
for all x ∈ B 1 . This is written equivalently as
This follows setting t = |x| and using the elementary inequality
The sharpness of the constant is a consequence of the sharpness of the constant of Theorem 5.
We next have
Proof of Theorem 1. We first make the substitution
We then have
hence the required inequality (8) becomes
Using spherical hyperbolic coordinates around x 0 this is written
To prove (31) we change variables setting
Inequality (31) now follows from the last two relations together with (21). The sharpness of the constant (n − 2) − p+2 p S n,p is a consequence of the sharpness of the constant of Theorem 8.
Remark. Since n − 2 2
one can obtain inequality (29) as a consequence of inequality (8) . However the sharpness of the constant in (29) does not follow.
Poincaré-Hardy-Sobolev inequalities
In this subsection we give the proof of Theorem 2 and other related results.
We recall the definition of the hypergeometric function
We refer to [1, Section15] for various properties of the hypergeometric functions.
We shall use three specific hypergeometric functions. The first one is
We then have (32)
has a unique solution g(t). Moreover the solution is positive, strictly increasing and is given by
Proof. We shall first prove that if a solution of (32) exists then it is positive in (0, +∞). Suppose to the contrary that there exists a ρ > 0 such that g(ρ) = 0. Then
Since t < sinh t for t > 0, this implies that g is a minimizer for the standard Hardy inequality in (ρ, +∞), which is a contradiction since there is no minimizer. The monotonicity of g(t) then also follows immediately.
We now change variables in (32) setting
Simple computations show that g(t) is a solution of (32) if and only if A(ξ) is a solution of
For ξ ∈ (−1, 0) one solution of (34) is the hypergeometric function F (ξ) which is positive for ξ ∈ (−1, 0). A second solution of (34) for ξ ∈ (−1, 0) can be found by standard arguments; after simple computations we find that a second solution is
We note in particular that
Therefore the solution of (34) in (−1, 0) with A(0) = 1 is the function F (ξ) and hence the solution of (32) with lim t→+∞ g(t) = 1 is unique and is given by
We want to describe the solution g(t) for t ∈ (0, ln √ 2) and to do so we extend the corresponding function A(ξ) to the interval (−∞, −1). For this we first note that the function
is a solution of (34) if and only if A(ξ) is a solution of (34). It follows that the extension of A(ξ) has the form
for suitable constants c * 1 , c * 2 . The continuity of A(ξ) at ξ = −1 gives c * 1 = 1. Moreover, the differentiability of A(ξ) at ξ = −1 gives
This concludes the proof.
Remark. We note for future use that the above proof implies in particular that the hypergeometric function F (ξ) is positive and increasing in the interval (−1, 0) .
In our next lemma we make use of the hypergeometric functions
has a unique solution h(t). Moreover the solution is positive, strictly decreasing and there exist constants
Proof. The monotonicity and positivity of any solution h(t) of (35) follow from the differential equation by a simple argument.
We change variables setting ξ = 1 1 − e 2t , h(t) = A(ξ).
Equation (35) then becomes
One solution of (37) for ξ ∈ (−1, 0) is the hypergeometric function F 2 (ξ) defined above. A second solution of the ODE for ξ ∈ (−1, 0) is again found by standard arguments to be the function
which behaves like ln(−ξ) as ξ → 0−. Hence the solution of (37) in (−1, 0) with A(0) = 1 is the function F 2 (ξ) and therefore problem (35) has a unique solution h(t) which for t ≥ ln √ 2 is given by
We next describe the solution h(t) for t ∈ (0, ln √ 2) and to do so we extend the corresponding function A(ξ) to the interval (−∞, −1). For this we first note that the transformation
transforms a solution A(ξ), ξ < 0, of (37) to a solution B(w), w < 0, of
One solution of (39) for w ∈ (−1, 0) is the hypergeometric function F 1 (w) defined above. A second solution is the function
We thus conclude that there exist c # 1 , c # 2 so that
By the differentiability of A(ξ) at ξ = −1 we obtain
It remains to prove that c # 2 = 0. By (38) and the fact that h(t) is strictly decreasing we have F ′ 2 (−1)/F 2 (−1) < 0 and hence it suffices to establish that
Let as define the function
This function is a solution of
Moreover an elementary computation gives q ′ (0) = (n − 1)(3n + 1) 16n > 0, which implies in particular that q(w) < q(0) = (n − 1)/4 for w < 0 close enough to zero. Since
for −1 ≤ w < 0, a standard ODE comparison argument yields q(w) < (n − 1)/4, −1 ≤ w < 0, and (40) follows.
Lemma 11
The functions g(t) and h(t) satisfy the following asymptotic formulas as t → 0+ :
and in particular 1 − 1 π < B < 1.
(ii) If n ≥ 5 then
If n = 4 then
Here in both cases c # 2 is the non-zero coefficient of Lemma 10.
Proof. Part (i) follows from (33); we omit the details. We next prove the double inequality for B. To prove that B < 1 it is enough to establish that 1−(1+t)F 2 (−t) < 0 for t ∈ (0, 1) or equivalently 1−(1−ξ)F (ξ) 2 < 0 for ξ ∈ (−1, 0). We have
Since F (0) = 1 the result will follow once we establish that Q(ξ) > 0, ξ ∈ (−1, 0). Indeed, Q(0) = 1/2 and
To prove that B > 1 − 1/π we first note that
and the result follows.
To prove (ii) we first recall (cf. (36)) that
To estimate this we first note that F 1 (x) = 1 + n − 1 4
x + (n − 1)(n + 1) 2 32n
, as x → 0, and therefore
where A n = (2n 3 − 15n 2 + 28n + 1)/(16n). This implies that for small x > 0 we have
Combining these we conclude that
where
Setting x = e 2t − 1 we find
These together with (42) give the asymptotic formulas (ii).
Proof of Theorem 2. Using spherical coordinates in (10) we find that
is the function studied in Lemma 10 (in case n = 3 we simply take h(ρ) = 1). Simple computations then give that φ(ρ) satisfies
Setting u = φ w in (43) and using (44) we then find that
Let us now define
the best constant for inequality (17) . Using polar coordinates this is written as
We next define
is the solution of problem (14) . Simple computations then show that f (t) is a positive solution to the equation
Setting u = f v in (46) and using (47) we obtain
We shall compare the expressions at the RHSs of (45) and (48) and in order to do so we change variables in (48) setting (Here we note that both integrals are finite by the asymptotics of Lemma 11.) After some further computations we arrive at
Comparing (45) and (49) we conclude that in order to prove (17) it is enough to establish that
To see this we first recall from Lemmas 9 and 10 that g(t) < 1 and h(ρ) ≥ 1, so
and therefore ρ > t; this easily implies that
Therefore using the monotonicity of the functions g(t) and h(ρ),
which, together with (51), gives (50). This completes the proof of (17).
To prove the sharpness of the constant S n,p we use decreasing rearrangements. It is easy to see (cf. [4, Corollary 1]) that the the infimum (46) remains the same if it is only taken amongst radial functions. This, together with (45) and (49) implies the sharpness of the constant S n,p .
Theorem 12 (Poincaré-Hardy-Sobolev inequality II) Let n ≥ 3 and 2 < p ≤ 2 * . There exists 0 < α n < e which depends only on n such that for all 0 < α ≤ α n and for all v ∈ C ∞ c (H n ) there holds
Proof. By Theorem 2 and by the monotonicity of X it is enough to establish the existence of an α n ∈ (0, e) such that
By compactness, it is enough to prove that (52) is valid near zero and near infinity.
Case 1: Large t > 0. Let ρ = ρ(t) be the function defined in (15) . We claim there exist t n > 0 and c n > 0 so that
To prove this we first note that F ′ 2 (0) > 0 and hence there exists A > 0 such that
for all negative ξ small enough in absolute value. It then follows from (36) that for large enough ρ there
for some C 1 > 0.
Analogous computations are valid for the function g(t). We now use the estimate
which is valid for some b > 0 and large enough t > 0. This leads to
for some C 2 > 0 and large t > 0. Combining (16), (54) and (55) we conclude that (53) is valid provided t > 0 is large enough.
Suppose now that t > 0 is large enough so that (53) is valid. We then have
We thus conclude that if α n > 0 is such that X(α n ) < (n − 2)e −cn then
provided t is large enough.
Case 2: Small t > 0. It is not difficult to see that the constant A in (41) is negative. It then easily follows that from (i) of Lemma 11 that there exists µ > 0 so that
for small enough t > 0. We now distinguish cases according to the dimension n.
(i) n ≥ 5. Applying Lemma 11 we easily obtain
where τ n = (n − 1)(n − 2)(n − 3) 12n(n − 4) .
From (15), (56) and (57) we obtain that for some c > 0 and all small enough t > 0 there holds,
The required inequality (52) can be written as
We note that for small t > 0 we have
Writing M = 1 − ln(α/4) and using Lemma 11 we conclude that (59) will follow if we establish that for M > 0 large enough there holds
where c > 0 and c 1 ∈ R are fixed constants and the inequality is required to be valid for small enough t > 0. This is also written as
From (58) and (60) we conclude that it is enough to establish the inequality
hence for small ρ > 0,
On the other hand it is easily seen that if M > 0 is large enough then
for small enough t > 0. This completes the proof.
(ii) n = 4. Applying Lemma 11 we easily obtain
Hence, by (56), for some c > 0 and small t > 0 there holds,
Arguing as in the case n ≥ 5 we conclude that it is enough to establish that for M > 0 large enough there holds
where c > 0 is some fixed constant and the inequality is required to be valid for small enough t > 0.
Combining this with (62) we conclude that it is enough to establish that for small t > 0 there holds
Since for small ρ > 0 we have
the result follows from (61).
(iii) n = 3. In this case we take h(ρ) = 1 and therefore the LHS of (57) is equal to ρ. The rest of the argument is similar, indeed, simpler, than that of the cases n ≥ 5 or n = 4. This completes the proof of the theorem.
Remark. The function X α tanh(ρ/2) captures the actual small time behaviour of Y (t) in the sense that we omit the proof of this statement.
Identifying the constant S 3,p
Our aim in this subsection is to prove that S 3,p = S 3,p (cf. (13) ) and give the proof of Theorem 3. For this we shall use the half-space model of H n .
We start by establishing an inequality which is a consequence of inequality (3) and which will be used later on.
Theorem 13 Let n ≥ 3, 2 < p ≤ 2 * . Then for all u ∈ C ∞ c (R n ) there holds 
Moreover the constant is sharp and is attained by the function
Proof. The map S(y) = 1 |y + e n | 2 (2y ′ , 1 − |y| 2 ) maps conformally R n onto R n . We note that |S(y)| = |y − e n | |y + e n | . |y + e n | n−2 1 + |x|
In case n = 3 we have Theorem 14 For all 2 < p ≤ 6 there holds S 3,p = S 3,p = p
Proof. We begin by recalling from [6] that when n = 3 the fundamental solution of the equation
is given by
Let Q denote the generator of the semigroup associated to (65) and Q −1 (x, y) be the integral kernel of Q −1 so that.
It has been proved in [6] that we then have the estimate 
We conclude as in [6] that
Qu, u , that is
Hence S 3,p ≥ S 3,p . The reverse inequality S 3,p ≤ S 3,p follows by noting that S 3,p is the best constant for the inequality
Proof of Theorem 3. Inequality (18) follows from Theorems 12 and 14. The sharpness of S 3,p follows by a local argument near the origin. One uses the fact that the Sobolev constant of Theorem 5 remains invariant if we restrict to test functions with support in any given small neighbourhood of the origin.
Hardy-Sobolev inequalities with a boundary point singularity
In this section we obtain Hardy-Sobolev inequalities when we place a point singularity on the boundary of a bounded domain Ω ⊂ R n . Before doing so we consider the flat case Ω = B + 1 = {x ∈ B 1 : x n > 0}. Given n ≥ 3, 0 ≤ γ < n/2 and 2 < p ≤ 2 * we define
Our first result reads here ω n denotes the nth component of ω ∈ S n−1 + . We next change variables setting t = 1 n − 2γ r 2γ−n , v(r, ω) = w(t, ω).
After some more computations we arrive at
It is enough to establish (68) for α = α n,γ . Let τ * n,p,γ = inf , v(r, ω) = w(t, ω).
After some more computations we obtain τ * n,p,γ = inf 
Choosing ρ = 1 and noting that X(α n,γ ) = n − 2γ, we compare (69) and (70) and obtain τ * n,p,γ ≥ (n − 2γ) − p+2 p S * n,p,γ as required. Actually inequality (68) can be improved. The next result plays an important role in establishing Theorem 4 which is the main result of this section.
Theorem 16 Let n ≥ 3, 2 < p ≤ 2 * , 0 ≤ γ < n/2 and 0 < θ < 2. Let R = R θ,γ and α n,γ,θ be defined by
Then for all 0 < α ≤ α n,γ,θ and for all u ∈ C ∞ c (B + 1 ) there holds 
Proof. We recall (cf. (22)) that
r ∈ (0, 1).
To prove (71) we shall first establish the following inequality for all u ∈ C ∞ c (B + 1 ) 
Indeed, this is immediate for |x + e n | ≤ 2. Assuming that |x + e n | > 2 we set t = |x − e n |. We then have |x + e n | ≤ t + 2 and therefore (83) will follow provided n 2 R 1/2 r 1/2 t 1/2 (t + 4)(t + 2) 1/2 ≤ 4, for all t ≤ r. Simple computations give that the last inequality holds true provided t ≤ 1/(75n 4 Rr). This will be true for all t ≤ r if we choose r = r n,γ := 1 n √ 75R .
Finally, the inequality |x + e n | ≤ 3 implies X(α n,γ |x − e n |/r n,γ |x + e n |) ≥ X(α n,γ |x − e n |/3r n,γ ). Inequality (77) now follows with α * n,γ = α n,γ /3r n,γ by recalling (81) and (82). Since D ≤ r n,γ we may choose r = D in (77). Combining (77) with the inclusions Ω ⊂ Ω ∩ B(e n , D) ⊂ CB(1) ∩ B(e n , D) completes the proof of the theorem.
