We compare the thickness of shock-wave fronts at different Mach numbers, modeled via NavierStokes ͑NS͒ equations, with experimental results from the literature. Monoatomic argon and helium are considered. In this modeling a finite-difference scheme with second-order spatial accuracy is employed. For argon the calculated density thickness is in good agreement with the experimental results. For helium the NS results agree well with those from the bimodal model and with the few available experimental data. © 2005 American Institute of Physics. ͓DOI: 10.1063/1.1921267͔
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The strong gradients within a shock-wave lead to a number of associated effects of scientific and technological relevance which have attracted the attention of theoreticians and experimentalists for a long time. Though the main features of shock waves are well understood, much remains to be done to complete the prediction of their quantitative aspects. The structure of a stationary shock wave has often been employed as a testing problem for numerical models of rarefied gas flows. In this context the one-dimensional ͑1D͒ shock waves produced in atomic argon and helium have been usual test systems to check the numerical aspects of NavierStokes ͑NS͒ equations by comparison with experiment.
From the work done around 1950-1965 it was claimed that the NS approach could yield a reliable description of the density profile of the shock waves just up to Mach number Maϳ 2. This is more or less in accordance with the general validity criteria for the continuum description, as obtained from the classical Chapman-Enskog expansion of Boltzmann equation. A discussion of these aspects has been given by Kogan, 1 Cercignani, 2 and others. [3] [4] [5] Moreover, due to the sparse experimental temperature and velocity data on welldefined 1D shock waves produced in shock tubes, little was known about the actual merits of NS equations to model the profiles of these quantities across the shock wave. This limitation has prevailed up to now in spite of the wealth of density and temperature data on 2D shock waves produced in jets. 6, 7 Unfortunately, 2D flows pose a number of difficulties for numerical modeling of normal shock waves ͑complicated flow pattern, low temperature upstream of the shock, with poorly known dependence of the viscosity on the temperature͒. Therefore, 2D shock waves are not well suited for use in connection with the simple 1D mathematical formulation.
The main source of experimental 1D shock-wave density data suited for the present purpose has been compiled and completed with accurate original data by Alsmeyer. 8 In this work the experimental reciprocal thickness of argon and helium 1D shock waves is shown to be well characterized up to Ma= 10, while a few sparse helium data points have been included. Complete argon experimental density profiles were also reported by Alsmeyer for several MaϽ 10 values. Due to the shortage of experimental data on helium, the results of bimodal calculations have been also used as a reference, 9 since they are known to be quite reliable for shock-wave modeling. 10 In the present work the calculations of 1D shock-wave structures have been carried out by employing the NS equations, the results being compared with the referred experimental data 8 and bimodal model. 9, 10 Neither the velocity nor the temperature profiles were measured in the former experiments. The temperature upstream of the shock wave was 300 K, 8 allowing us to employ a simple and well founded description of the thermal dependence of the viscosity by means of the parameters reported by Bird.
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The NS equations for the one-dimensional plane flow read
Here stands for the gas density, u for the velocity, p = RT for the pressure, T for the temperature, ␥ for the specific heat ratio, and R for the gas constant; E = u 2 /2+ p / ͑␥ −1͒ and H = ͑E + p͒ / are, respectively, the total energy and enthalpy per unit volume. The mass flux density vector is j = u. The xx component of the shear-stress tensor in Eqs. ͑2͒ and ͑3͒ is given by
The heat flux vector is
Viscosity coefficient and heat conductivity coefficient are connected by the relations = ϱ ͑T / T ϱ ͒ , = ␥R / ͓͑␥ −1͒Pr͔, where ϱ is the value of for the temperature T ϱ and Pr is Prandtl number.
For the numerical solution of the system ͑1͒-͑3͒ the computational domain is covered with a uniform computational grid with the space step h x and the time step h t . The space derivatives are approximated by the central differences of the second order. The space step is taken much smaller than the shock wave thickness, ensuring the stability of the numerical algorithm without resorting to any artificial dissipation. The time derivatives are approximated by forward differences of the first order. The finite-difference scheme for the initial-boundary problem ͑1͒-͑3͒ is solved by means of an explicit algorithm where the steady-state solution is attained as the limit of a time-evolving process. The numerical solution is supposed to be achieved according to the criterium max͑ − ͒ / h t Ͻ=10 −3 , where and are the density values for consecutive time steps.
We calculate the shock-wave structure for Mach numbers in the range 1.5-10. Dimensionless quantities are introduced on the basis of the upstream gas parameters. The initial conditions are the following: for x Ͻ 0, = ͑1͒ =1, u = u ͑1͒ = Ma, p = p ͑1͒ =1/␥, and for x Ͼ 0, the values of ͑2͒ , u ͑2͒ , p ͑2͒ are defined via the Rankine-Hugoniot conditions. 12 The values of the upstream and downstream boundaries are fixed.
The reciprocal shock thickness is defined as / ␦, where is the upstream mean-free path and ␦ is the shock thickness, calculated in dimensionless form by the maximum value of the finite-difference derivative ‫ץ‬ / ‫ץ‬x: The following dimensionless finite-difference scheme is used:
The physical parameters were taken in the work of Bird:
11 for argon-␥ =5/3, = 0.81, Sc= 0.752, Pr=2/3; for helium-␥ =5/3, = 0.66, Sc= 0.7575, Pr=2/3. The number of space grid points is N x = 1200, while the space step is h x = 0.25. The time step is defined as h t = ␣h x / max͑ ͱ T + ͉u͉͒,
The calculated reciprocal shock thickness for argon is shown in Fig. 1 together with the experimental data collected by Alsmeyer. 8 Alsmeyer's original results are marked by ١. The experimental data were normalized for the hard sphere mean-free path ͑ = 0.5͒. This implies the following renormalization for our results: ͑0.5͒ = 1.32͑0.81͒ for argon; ͑0.5͒ = 1.16͑0.66͒ for helium. Figure 2 shows the density, temperature, and velocity profiles in a Ma= 9 shock wave in argon. The density profiles shown are normalized as f = ͑ − ͑1͒ ͒ / ͑ ͑2͒ − ͑1͒ ͒, where f is the value shown and ͑1͒ , ͑2͒ are the boundary values. A similar normalization holds for the temperature. The normalization for the velocity is given by f u = ͑u − u ͑2͒ ͒ / ͑u ͑1͒ − u ͑2͒ ͒. Figure 2 shows that the NS numerical results match reasonably Alsmeyer's density profile. 8 In Fig. 3 the density profile of a Ma= 9 argon shock wave is depicted in some detail. The computational points, marked by dots, show the noticeable fluctuations of the numerical solution behind the shock wave. These fluctuations display the periodicity of the spatial grid and are responsible for the slow convergence of the NS numerical method. The results for helium are presented in Fig. 4 , jointly with the few available experimental data 8 and with the results from the bimodal approach. 9 The bimodal approach, which is an approximate solution of the Boltzmann equation, is known to give an accurate description of shock-wave structure for high Mach numbers. The present results match reasonably well the experimental data for Ma= 3 and Ma = 4, as well as the bimodal calculation at higher Ma.
In this work it is concluded that the Navier-Stokes calculated density profiles and reciprocal shock thickness in argon agree with the experiments 8 much better than in previous works. [1] [2] [3] [4] [5] The reciprocal shock thickness in helium agrees reasonably well with the results of bimodal calculations 9 and with the few available experimental data.
The NS calculations were performed employing the second-order space approximation on a uniform spatial grid without artificial dissipation to stabilize the numerical solution. The numerical results from NS equations show a slow numerical convergence. This is related to the numerical oscillations of the solution. Such effect delays a converged NS solution, especially for large Mach numbers. The number of time steps for convergence varies in a range of 10 5 -10 8 . As shown here, the NS equations prove to be more precise than thought before for describing the density profile in an argon shock wave at Mach numbers in the range 1.5 Ͻ MaϽ 10. The previously anticipated limitations of NS equations for the shock structure problems at large Mach numbers may be attributed to numerical problems and imperfections of earlier calculations. For instance, in Refs. 1-5 the NS results for argon density thickness are off by ϳ100% at Maϳ 6. 
068101-3
Numerical simulation of shock-wave structure Phys. Fluids 17, 068101 ͑2005͒
