Abstract. Given a connected non-negative unit form we construct an extended affine Lie algebra by giving a Chevalley basis for it. We also obtain this algebra as a quotient of an algebra defined by means of generalized Serre relations by M. Barot, D. Kussin and H. Lenzing. This is done in an analogous way to the construction of the simply-laced affine Kac-Moody algebras. Thus, we obtain a family of extended affine Lie algebras of simply-laced Dynkin type and arbitrary nullity. Furthermore, there is a one-to-one correspondence between these Lie algebras and the equivalence classes of connected non-negative unit forms.
Introduction
To each unit form q : Z n → Z, M. Barot, D. Kussin and H. Lenzing associate in [3] a complex Lie algebraG(q) by means of generalized Serre relations. We are interested in the case when the form q is connected and non-negative, see Section 2 for definitions. When the rank of the radical of q is 0 or 1, the algebrã G(q) is a simply-laced finite dimensional simple Lie algebra or a simply-laced affine Kac-Moody algebra respectively. Also, the algebraG(q) admits a root space decomposition with respect to a finite dimensional abelian Cartan subalgebraH with the roots of q, i.e. the set R(q) := q −1 (0) ∪ q −1 (1), as root system. Moreover, R(q) is a so-called extended affine root system, see Definition 2.2 and Proposition 2.4. Extended affine root systems are a certain generalization of affine root systems; one important difference is that, in general, isotropic roots generate a subspace (of an euclidean space, say) of dimension higher than 1. Extended affine root systems are precisely the root systems associated with extended affine Lie algebras. Roughly speaking, extend affine Lie algebras are characterized by the existence of a non-degenerate symmetric invariant bilinear form which induces a root-space decomposition with respect to a finite dimensional abelian subalgebra; moreover, the adjoint representations of homogeneous elements of non-isotropic degree are locally nilpotent, see Definition 2.1. Examples of extended affine Lie algebras are both the simple finite-dimensional Lie algebras and the affine Kac-Moody algebras. We refer the reader to [1] for an introductory treatment of the theory of extended affine Lie algebras and motivation for their study.
Our aim is to study the connection between extended affine Lie algebras and the Lie algebraG(q) described above. In fact, the Lie algebraG(q) is very close to being an extended affine Lie algebra, but in general it lacks an invariant non-degenerate symmetric bilinear form (the non-degeneracy being the main obstruction). We can obtain such a form by passing to a natural quotient ofG(q). Thus, this article can be regarded as a simple extension of [3] towards the theory of extended affine Lie algebras.
Let us explain the contents of this article. In Section 2, we recall the definitions of an extended affine Lie algebra and of an extended affine root system. We also show how to associate an extended affine root system to a given connected non-negative unit form. In Section 3, given a connected non-negative unit form q, we construct a Lie algebra E(q) with root system R(q) and with nullity the corank of q. This construction is a slight modification of the construction of [3, Sec. 2], which also is related to a construction given by Borcherds in [4] . The modification concerns both the Cartan subalgebra and the root spaces associated to non-isotropic roots. Our main result is the following: Theorem 1.1 (see Theorems 3.7 and 4.5). Let q : Z n → Z be a connected nonnegative unit form with associated root system R(q). Then the Lie algebra E(q) is an extended affine Lie algebra with root system R(q). Furthermore, let q and q ′ be connected non-negative unit forms. Then, q and q ′ are equivalent if and only if E(q) and E(q ′ ) are isomorphic as graded Lie algebras.
In Section 4, we recall from [3] the construction of the Lie algebraG(q) by means of generalized Serre relations. We show that E(q) can also be obtained fromG(q) in a way that imitates the construction of the affine Kac-Moody algebras, cf. [5, Chapter 14] . More precisely, we have the following result: Theorem 1.2. Let q : Z n → Z be a connected non-negative unit form. Then there is an isomorphism of graded Lie algebras betweenG(q)/I and E(q) where I is the unique maximal ideal ofG(q) with I ∩H = {0}.
Preliminaries
We recall the definitions of an extended affine Lie algebra and of an extended affine root system. We follow closely the exposition of [1] . Afterwards, we recall basic concepts regarding unit forms and present a straightforward way to associate an extended affine root system with a connected non-negative unit form, see Proposition 2.4.
2.1.
Extended affine Lie algebras and their root systems. Let L be a Lie algebra over the field C of complex numbers having the following properties: (EA1) L has a non-degenerate symmetric bilinear form
which is invariant in the sense that
(EA2) L has a non-trivial finite dimensional abelian subalgebra H which equals its own centralizer in L and such that ad L h is diagonalizable for all h ∈ H.
where, for each α ∈ H * ,
We call
the root system of L with respect to H (note that (L α , L β ) = {0} whenever α + β = 0). Since the form (−, −) is invariant and ad L h is diagonalizable for all h ∈ H, the restriction of the form to H is non-degenerate. Thus we may transfer the bilinear form (−, −) to H * via the induced isomorphism
Then, we let
We call R 0 the set of isotropic roots and R × the set of non-isotropic roots.
× cannot be decomposed as a disjoint union R 1 ∐ R 2 where R 1 , R 2 are non-empty subsets of R × satisfying (R 1 , R 2 ) = {0}. The root systems of extended affine Lie algebras can be axiomatically described. They belong to the class of extended affine root systems. Definition 2.2. [1, Ch. II, Def. 2.1] Assume that V is a finite dimensional real vector space with a non-negative symmetric bilinear form (−, −), and that R is a subset of V . Let
We call R an extended affine root system in V if R has the following properties:
Unit forms.
A unit form is a quadratic form q : Z n → Z of the form
such that q ij ∈ Z for all 1 i < j n. We say that q is positive (resp. nonnegative) if q(x) > 0 (resp. q(x) 0) for all x ∈ Z n \ {0}. Recall that any unit form has an associated symmetric matrix C = C q ∈ Z n×n defined by
where {c 1 , . . . , c n } is the standard basis of Z n . Also, recall that
is the symmetric bilinear form associated with q and we have 2q(x) = q(x, x) for each x ∈ Z n . The radical of q is the subgroup of Z n defined by
Further, we set corank q := rank(rad q). Observe that rad q ⊆ q −1 (0). If q is non-negative, then rad q = q −1 (0). The associated bigraph of q is the graph with vertices 1, . . . , n and |q ij | solid edges between vertices i and j if q ij < 0 and |q ij | dotted edges between i and j if q ij > 0. We say that a unit form is connected if its associated bigraph is connected. We say that two non-negative unit forms q and q ′ are equivalent if there exist an automorphism T of Z n such that q ′ = q • T . Connected non-negative unit forms can be classified as follows:
where ν = corank q and ∆ is a Dynkin diagram with n − ν vertices uniquely determined by q. We call ∆ the Dynkin type of q.
Note that Theorem 2.3 implies that two connected non-negative unit forms are equivalent if and only if they have the same corank and the same Dynkin type, see the corollary after [2, Thm. (Dynkin-types)].
There is a straightforward way to associate an extended affine root system to a given connected non-negative unit form.
Definition-Proposition 2.4. Let q : Z n → Z be a connected non-negative unit form. Then
is an extended affine root system in R n with respect to the symmetric bilinear form of q.
Proof. All but properties (R6) and (R7) are easily verified (for property (R3) observe that the standard basis of Z n belongs to R(q) since q(c i ) = 1 for all i ∈ {1, . . . , n}). We first show that R(q) verifies axiom (R6). Let α ∈ q −1 (1), β ∈ R(q), and n ∈ Z. We need to determine the values of n for which q(β + nα) ∈ {0, 1}. Note that we have
First, suppose that q(β) = 0. Since q is non-negative we have that β ∈ rad q and thus q(α, β) = 0. Then we have that β + nα ∈ R(q) if and only if n ∈ {−1, 0, 1}. Thus, taking d = u = 1 gives the result in this case. Now suppose otherwise that q(β) = 1. A simple calculation shows that q(β + nα) = 1 if and only if n = 0 or n = −q(α, β). On the other hand, q(β + nα) = 0 if and only if
Since q(β + nα) 0, by putting x = − 1 2 q(α, β) and evaluating q(β + xα) we obtain that −2 q(α, β) 2. Hence q(β + nα) = 0 has integer solution if and only if q(α, β) ∈ {−2, 2}, which is given by n = − 1 2 q(α, β). Thus our analysis shows that q(β + nα) ∈ R(q) if and only if
Since q(α, β) = 2q(α,β) q(α,α) the claim follows in this case also. We now show that R(q) satisfies axiom (R7). Let R(q) × = R 1 ∐R 2 . Without loss of generality, we can assume using the connectedness of q that {c 1 , . . . , c n } ⊂ R 1 . On the other hand, for any α ∈ R 2 there exist
Hence if (R 1 , R 2 ) = {0}, then R 2 must be empty. This shows that R(q) is irreducible. Thus R(q) satisfies properties (R1)-(R8) and is thus an extended affine root system.
Main result
To a connected non-negative unit form q, we associate an extended affine Lie algebra E by modifying the construction of [3, Sec. 2] . The modification concerns the root spaces attached to non-zero isotropic roots. We give the proof of Theorem 1.1 in the second part of this section.
3.1. Construction. We fix a connected non-negative unit form q : Z n → Z with symmetric matrix C ∈ Z n×n . For simplicity, we let
Recall that since q is non-negative we have that R 0 = q −1 (0) = rad q. Let rad C q := C ⊗ Z rad q and define complex vector spaces N α = N (q) α for α ∈ R by
where (rad C q) * denotes the C-dual of rad C q and define
as a vector space. We can endow N with a Lie algebra structure as follows: Let π α : C n → N α be the canonical projection for each non-zero α ∈ R 0 ; by convention,
n and set ǫ(α, β) = (−1) B(α,β) . Finally, choose a projection ρ : C n → rad C q and define the following bracket rules that depend on the choice of B and ρ.
Let α, β ∈ R × , σ, τ ∈ R 0 , v, w ∈ C n and ξ, ζ ∈ (rad C q) * :
Remark 3.1. If α, β ∈ R × are such that α + β ∈ R 0 = rad q, then π α+β (β) = −π α+β (α). Hence the above bracket is anticommutative. * . Let ξ, ζ ∈ (rad C q) * and let x ∈ N α and y ∈ N β for some non-zero α ∈ R. We have two cases: The Lie algebra N is close to being an extended affine Lie algebra, but it lacks a non-degenerate invariant bilinear form. To achieve this we must consider the following quotient of N . Definition 3.3. Let E = E(q) be the factor Lie algebra of N induced by the canonical epimorphisms N α → C n / rad C q for α ∈ R 0 \ {0}. Thus the root spaces of E are given by
Remark 3.4. With some abuse of notation we also denote by π α the composition C n πα − − → N α → C n / rad C q. Thus rule (B1) induces the following rule on E:
where σ, τ ∈ R 0 and v, w ∈ C n .
The invariant bilinear form on E(q).
We define a bilinear form on E by the following rules:
and zero in other cases. We need the following properties of ǫ(−, −) which follow directly from the definition.
Lemma 3.5. Let α, β ∈ R × and σ, τ ∈ R 0 . Then (i) ǫ(α, α) = −1 and ǫ(σ, σ) = 1.
(ii) ǫ(σ, β) = ǫ(β, σ) and ǫ(σ, τ ) = ǫ(τ, σ).
Proposition 3.6. The symmetric bilinear form (−, −) : E × E → C is invariant and non-degenerate.
Proof. We first show that (−, −) is non-degenerate. Let x ∈ E α be non-zero. If α ∈ R × then x = λe α for some non-zero λ ∈ C. Hence (x, −e −α ) = λ = 0. Now suppose that α ∈ R 0 is non-zero and x = π α (v) for some v / ∈ rad C q. Then there exists some non-zero w ∈ C n such that
Finally, suppose that α = 0 and that x ∈ rad C q (resp. x ∈ (rad C q) * ). Then it is immediate that there exist some y ∈ (rad C q) * (resp. y ∈ rad C q) such that (x, y) = 0. This shows that the form (−, −) is non-degenerate. Now we prove that the form is invariant. Observe that it is sufficient to prove that
for homogeneous elements x, y, z ∈ E such that deg x + deg y + deg z = 0, where deg x = d for x ∈ E d as the form vanishes in other cases. In order to prove this, we distinguish various cases. First, we treat the case where x, y, z / ∈ (rad C q) * . Let α, β, γ ∈ R × , σ, τ, κ ∈ R 0 and u, v, w ∈ C n . (i) Since q(σ, −) = q(−, τ ) = 0 we have
(ii) We have
On the other hand, since σ + β + γ = 0, we have
Since γ + β ∈ R 0 , by Lemma 3.5(v) we have ǫ(β, γ) = ǫ(γ, β). Thus we have the required equality in this case.
(iii) We have (e α , [e β , e γ ]) = ǫ(β, γ)q(β, γ)(e α , e −α ) = −ǫ(β, γ)q(β, γ).
On the other hand, since α + β + γ = 0, we have
Since β + γ ∈ R × , by Lemma 3.5(iv) we have −ǫ(β, γ) = ǫ(γ, β). Finally, we have
Hence q(β, γ) = q(α, β). Thus we have the required equality in this case. We now consider the case when at least one of the elements involved lies in (rad C q) * . We must show that
for ξ ∈ (rad C q) * , x εα ∈ E(q) εα , α ∈ R and ε = ±1. There are two non-trivial cases:
(i) Let ξ ∈ (rad C q) * , v, w ∈ C n and let σ ∈ R 0 be non-zero. Then
(ii) Let ξ ∈ (rad C q) * and let α ∈ R × . Then (ξ, [e α , e −α ]) = ǫ(α, α)(ξ, π 0 (α)) = −ξ(ρ(α)) and
The following is the main result of this section.
Theorem 3.7. Let q : Z n → Z be a connected non-negative unit form. Then the triple (E(q), (−, −),H) is an extended affine Lie algebra with R(q) as root system.
Proof. It is shown in Proposition 3.6 that there exists a non-degenerate invariant symmetric bilinear form (−, −) : E × E → C. LetH = E 0 . Then the triple (E, (−, −),H) satisfies axioms (EA1), (EA2), (EA4) and (EA5) of extended affine Lie algebras, see Definition 2.1. It remains to show that E satisfies axiom (EA3). For this, let x α ∈ E α for some α ∈ R × and x β ∈ E β for some β ∈ R. Then for each n > 0 we have that (ad x α )
n (x β ) ∈ E β+nα . But since R is an extended affine root system it satisfies property (R6), hence β + nα ∈ R for only finitely many values of n. It follows that E β+nα = {0} for only finitely many values of n, thus ad x α acts locally nilpotently on E. This shows that the triple (E, (−, −),H) satisfies axioms of extended affine Lie algebras.
A Kac-Moody-like Construction of E(q)
We give an alternative construction of E = E(q) as a quotient of the Lie algebrã G =G(q) defined in [3] . This is done by analogy to construction of the simply-laced affine Kac-Moody algebras. We recall the construction ofG and some necessary results regarding the Lie algebraG. We give the proof of Theorem 1.2 at the end of the section.
Let q : Z n → Z be a connected non-negative unit form with symmetric matrix C ∈ Z n×n and let R := R(q) be the root system of q, see Definition-Proposition 2.4. We keep the notation of the previous section. Let F be the free Lie algebra on 3n generators {f −i , h i , f i | 1 i n} which are homogeneous of degree −c i , 0, c i respectively. Let I(q) be the ideal of F defined by the following generalized Serre relations:
Let G = G(q) := F/I(q) and let H be the abelian subalgebra of G generated by h 1 , . . . , h n .
A monomial in G is an element obtained from the generators using the bracket only. Thus every monomial has a well defined degree. Let G α be the space spanned by the monomials of degree α. In general, the algebra G does not have a root space decomposition, see [3, Sec. 5] . In order to achieve such a decomposition we need to extend F/I(q) by (rad C q) * , the C-dual of rad C q. Let ρ : C n → rad C q be any projection. We defineG := F/I(q) ⊕ (rad C q) * and we letH = H ⊕ (rad C q) * . We define the following bracket rules which depend on the choice of ρ:
* and x ∈ G α .
[ξ, ζ] = 0 for ξ, ζ ∈ (rad C q) * .
Proposition 4.1. [3, Lem. 5.2, Prop. 5.3(i)] Using the Lie algebra structure on G, the rules above define a Lie algebra structure onG which is independent of the choice of ρ.
We define a bilinear form (−, −) :H × H → C n by the rules
We observe that this form is non-degenerate in the second variable. Indeed, if r(h) ∈ rad C q is non-zero then there exists ξ ∈ (rad C q)
The Lie algebraG admits a root space decomposition, that isG = α∈RG α , wherẽ
Moreover, we have the following result. We now proceed by analogy with the construction of the Kac-Moody algebras, cf. [5, Ch. 14]. The Lie algebraG is anH * -gradedH-module, hence it contains a unique maximal ideal I such that I ∩H = {0}. The following proposition describes the relationship betweenG and E. Proposition 4.4. Let q : Z n → Z be a connected non-negative unit form and let R(q) be the extended affine root system associated with q, see Proposition 2.4. Then there is an epimorphism of graded Lie algebrasG → E which induces an isomorphism betweenH ⊂G andH ⊂ E. 
and f εi to εe εci for i ∈ {1, . . . , n} and ε = ±1 with the required properties. This morphism extends in a natural way to an epimorphism of graded Lie algebrasG → E. The last statement is immediate.
We are ready to give the proof of Theorem 1.2.
Proof of Theorem 1.2. It suffices to show that E has no non-zero ideal I with I ∩H = {0}, as in this case the epimorphism from Proposition 4.4 induces an isomorphism of graded Lie algebrasG/I → E. Suppose I is a non-zero ideal of E with I ∩H = {0}. Then I is a graded ideal, that is
Let x ∈ (E α ∩I) be a non-zero homogenous element of degree α ∈ R. We distinguish two cases:
× then we may assume that x = e α . But 0 = [e α , −e −α ] = π 0 (α) ∈ (H ∩ I) as I is an ideal, which contradicts I ∩H = {0}.
(ii) If α ∈ R 0 is non-zero then x = π α (v) for some v ∈ C n \ rad C q. Hence there exists some w ∈ C n such that q(v, w) = 0. Thus 0 = [π α (v), π −α (w)] = q(v, w)π 0 (α) ∈ (H ∩ I), which again contradicts I ∩H = {0}. This concludes the proof.
Finally, we obtain the following result.
Theorem 4.5. Let q and q ′ be two connected non-negative unit forms. If q and q ′ are equivalent, then there is an isomorphism of graded Lie algebras ϕ : E(q) → E(q ′ ) which maps the generators of E(q) to the generators of E(q ′ ). Conversely, if E(q) and E(q ′ ) are isomorphic as graded Lie algebras, then q and q ′ are equivalent.
Proof. Suppose that q and q ′ are equivalent. By Theorem 4.3 there exists an isomorphism of graded Lie algebrasφ :G(q) →G(q ′ ) which maps the generators of G(q) to the generators ofG(q ′ ). By Proposition 4.4, the isomorphismφ induces an isomorphism of graded Lie algebras ϕ : E(q) → E(q ′ ) which maps the generators of E(q) to the generators of E(q ′ ). Conversely, suppose that E(q) and E(q ′ ) are isomorphic as graded Lie algebras. In order to show that q and q ′ are equivalent, it is sufficient to show that they have the same corank and the same Dynkin type, see Theorem 2.3 and the remark after it. From the definition of E(q) and E(q ′ ) and the fact that E(q) and E(q ′ ) are isomorphic, it readily follows that corank q = 0 if and only if corank q ′ = 0. If q and q ′ do not have corank 0, let 0 = α ∈ R(q) 0 and 0 = α ′ ∈ R(q ′ ) 0 . It follows that
In both cases, it follows that q and q ′ have n variables, where n = dim CH (q) − corank q = dim CH (q ′ ) − corank q ′ .
Let ν = corank q = corank q ′ . To see that q and q ′ have the same Dynkin type, note that Theorem 2.3 implies that q −1 ∆ (1) induces a finite root systemṘ ⊆ R(q) × of rank n − ν and of the Dynkin type of q. Similarly, R(q ′ ) × contains a finite root systeṁ R ′ of rank n − ν and of the Dynkin type of q ′ . Finally, the graded isomorphism between E(q) and E(q ′ ) implies thatṘ andṘ ′ are isomorphic, as they correspond to isomorphic finite-dimensional Lie subalgebras of E(q) and E(q ′ ) respectively. Hence q and q ′ have the same Dynkin type. This concludes the proof.
