Genetic and gradient-based algorithms for post-nonlinear blind source separation are hybridised. Simulations show the effectiveness of the approach.
Here, f 1 , . . . , f N are unknown invertible derivable odd functions, a ij (1 i, j N ) denote the coefficients of a full-rank matrix A which is also unknown, and we assume that the signals s 1 (t), . . . , s N (t) are mutually independent, non-Gaussian and zero-mean. Let
w ij g j ðx j ðtÞÞ; i ¼ 1; . . . ; N ð2Þ
be the current estimate of s i (t). Existing approaches adjust the matrix W ¼ (w ij ) and the functions g i (i ¼ 1, . . . , N) so that the signals y 1 (t), . . . , y N (t) are as statistically independent as possible, which has been proven to be effective in many cases (see Lemma 1, [1] ). To this end, most methods seek to minimise some multimodal cost function, such as the mutual information between the signals y i (t). However, since all the algorithms are gradient-based, local minima limit the use of these methods in practice (even if we use intelligent procedures for initialising them, see [2, 3] ). To overcome this problem, we propose using a gradient descent method for optimising matrix W and, simultaneously, a genetic algorithm (GA) is applied to compute g 1 , . . . , g N . To the best of our knowledge, this is the first attempt to introduce a synergy between GAs and gradient descent methods in the post-nonlinear blind source separation problem. Simulations show the effectiveness of this approach.
Information-theoretic criterion:
The mutual information between y 1 , . . . , y N is defined by
Hðy i Þ ð 3Þ
where H(Á) is the well-known Shannon differential entropy and I( y 1 , . . . , y N ) ! 0 with equality if and only if the outputs are independent. Using some algebra, we get
where C 1 is constant, jWj is the magnitude of the determinant of W and g i 0 is the derivative of g i . Let us define
where g j1 , . . . , g jN are adjustable parameters: as follows from the wellknown 'Weierstrass approximation theorem', this polynomial can approximate any odd function, such as the inverse of f j , then
where h jk ¼ g jk =g j1 . Suppose that jh jk j ( 1 for k > 2 (the robustness of the method with respect to this assumption will be justified later on). Then,
Next, substituting (7) in (6) and using the fact that log(1 þ e) ' e, one gets 
where C 2 is constant,
] À 3. We will estimate (3) from (9) and (10).
Synergy between GAs and gradient methods: We apply a GA to maximise 1=I( y 1 , . . . , y N ) with respect to the coefficients of the polynomials g i . The crossover operator is 'Simple one-point crossover' and the mutation operator is 'Non-uniform mutation', which has the advantage of performing less changes to the chromosome when the GA is close to the optimal solution. Simultaneously, we use a natural gradient rule to compute W [4] :
where I is the identity matrix,
, T stands for transpose and the vector F(y) has elements
. The final step consists in standardising y 1 , . . . , y N after each iteration (since (10) is only valid for zero-mean unit-variance variables).
Note that the GA interacts with the gradient method, since the GA is capable of modifying y 1 , . . . , y N and this has an influence on (11). The logical consequence is that the GA prevents (11) from converging to local minima (i.e. those points in which DW ¼ 0 but I( y 1 , . . . , y N ) is not minimum). Conversely, the gradient algorithm directs the GA to optimal solutions (a pure GA approach would be slow and computationally demanding). 
Let s 1 (t) be the Spanish word 'adiós', s 2 (t) be the phrase 'where are you?' and s 3 (t) be a periodic square wave (6912 samples each). Note that s 1 (t) and s 2 (t) are highly nonstationary, so this is a very difficult problem. Regarding the parameters of the GA: population size ¼ 20, number of generations ¼ 30, crossover probability ¼ 0.8 and mutation probability per gene ¼ 0.04. After the separation, the crosstalks
.0 dB and C 3 ¼ À21.6 dB, respectively, which are considered acceptable (all the signals are available on request). The GA obtained
. Hence, the assumption jh jk j ¼ jg jk =g j1 j ( 1 does not hold; however, in view of the crosstalks, we conclude that the algorithm is robust with respect to that assumption. Figs. 1 and 2 show the observed signals x i (t) and the estimated signals y i (t), i ¼ 1, 2, 3. Conclusion: A satisfactory application of GAs to the complex problem of the blind separation of sources has been considered. We also present a new approximation, i.e. (9), to the joint entropy of the signals y 1 , . . . , y N . 
