In this paper we consider a nonlinear system of differential equations consisting of one parabolic equation and one ordinary differential equation. The system arises in chemotaxis, a process whereby living organisms respond to chemical substance by moving toward higher, or lower, concentrations of the chemical substance, or by aggregating or dispersing. We prove that stationary solutions of the system are asymptotically stable.
Introduction
Chemotaxis is the phenomenon whereby living organisms respond to chemical substance by motion and rearrangement (taxis). They may move toward the higher concentration of the chemical substance (positive taxis), or away from it (negative taxis), they may aggregate, or they may disperse.
A model that leads to aggregation of certain types of bacteria has been set up by Keller and Segel [11, 12] . The model involves the density distribution p of the bacteria and the chemical concentration w in a coupled system of partial differential equation, ∂p ∂t = ∆p − div pχ(w)∇w ,
This system was studied in [1, 2, [6] [7] [8] [9] [10] 18, 20 ] (see also [22] ). Another model, called reinforced random walk (after Davis [4] ), was more recently developed by Othmer and Stevens [19] . The motivation of this model was to gain understanding of the mechanism that causes the aggregation of myxobacteria. These common soil bacteria slide over slime trails thereby reinforcing the trails. Working first with a discrete number of steps, the model stipulates that the decision of the walker with conditional probability p n (t), at the nth site at time t, as to when and where to jump is affected by the densities of the control species, w m (t) . As the size of the random steps shrinks to zero, Othmer and Stevens derive a system of equations
where D is the diffusion constant and χ(w) is the chemotactic sensitivity of the bacteria. Both χ(w) and g(p, w) depend on the nature of the interaction between the bacteria and the chemical stimulus. In a very recent paper, Stevens [21] introduced a general stochastic many-particle system and rigorously derived chemotactic equations of the form A chemotaxis process occurs also in the growth of a tumor. The tumor secretes chemical species that attract the nearby endothelial cells, which form the surface of capillary blood vessels. In this way new blood vessels sprout towards the tumor and begin to provide it with additional nourishment. The phenomenon of sprouting of new blood vessels is called angiogenesis.
Recently, Levine et al. [14, 16] developed models of angiogenesis based on analysis of the relevant biochemical processes and on the methodology of the reinforced random walk of [19] . Their model involves several diffusing populations and several chemical species. Another model of angiogenesis with one diffusing population and two nondiffusing ones was studied by Anderson and Chaplain [3] .
In this paper we consider the system (1.1), (1.2) The assertion (1.4) means that, under the assumption (1.5), chemotaxis leads to uniform distribution as t → ∞ provided the initial distribution is nearly uniform. We shall also prove a similar result for more general initial distributions (under stronger assumptions than (1.5)).
The proof of (1.4) consists of three steps. In the first step (Section 3) we establish a priori bounds; in the second step (Section 4) we prove the existence and uniqueness of a global solution; and in the third step (Section 5) we prove that any solution with initial data near (p * , w * ) converges to a stationary solution as t → ∞.
Section 6 extends some of these results to the case where there are several chemical species, and also to some chemotaxis equations of the form (1.3).
In Section 7 we give several examples from among those that appear in [5, 15, 19] . We also give an application related to the angiogenesis model of [3] .
The main results
Let Ω be a bounded domain in R n with C 2+β boundary ∂Ω, 0 < β < 1. Consider the differential system
with the boundary conditions
where ∂p/∂n is the outward normal derivative, and initial conditions
We assume that
The function χ(w) is the chemotactic sensitivity function of the organisms. We first consider the case χ(w) > 0 for −∞ < w < ∞.
(2.5)
For w > 0 this condition means that the organisms react positively toward higher concentration of the chemical substance. The case w < 0 is not immediately relevant here, but it is convenient to include it in order to deal later on with the case of negative chemotactic sensitivity functions. The function g(p, w) is assumed to have the form 6) where, for some constants
there holds
Note that (p i , w i ) is a stationary solution of (2.1)-(2.3). Note also that w 1 , w 2 can be any real numbers. We shall further assume that
Introducing the function
we define a new variable q by 13) and set
We claim that 
by (2.10), (2.11) .
In terms of the variables q, w, the system (2.1)-(2.3) becomes 19) and
The initial conditions (2.4) become
For simplicity we assume that
The additional and more crucial assumption on the initial data is that
In Section 3 we prove the following a priori bounds. 
We introduce the quantitȳ 
Substituting this into (1.1) we get
In view of (2.10), (2.11), this equation is elliptic. Since also ∂w * /∂n = 0 on ∂Ω, it follows that w * = constant, and then also p * = constant. Thus any stationary solution satisfying (2.24) is constant. Introducing the number
we consider initial values "near" the stationary solution, in the sense that
where ε is sufficiently small. Then
for some constant C. Since ∂h/∂p > 0 and ∂h/∂w < 0, there exists a unique solutionw to the equation
wherep is defined in (2.27).
In Section 5 we prove the following asymptotic stability result for stationary solutions. 
Theorem 2.3. If (2.29) holds with ε sufficiently small then the solution p(x, t), w(x, t) (established in Theorem 2.2) has the following asymptotic behavior:
As will be seen, the proof of Theorem 2.3 yields the following more global asymptotic stability result in case ϕ ≡ 1. Note that in this theorem there is no smallness restriction on the size of the quantities w 2 − w 1 , p 2 − p 1 , but (2.23) must be satisfied.
Consider next the case of negative taxis, that is, Indeed, setting
whereg(p,w) =φ(p,w)h(p,w),φ > 0, andχ,h satisfy the assumptions of Theorems 2.1-2.3.
Proof of Theorem 2.1
We first prove the inequalities
Denote the right-hand side of (2.18) by Ψ (q, w). For any small δ > 0, consider the system
together with (2.20), (2.21), and denote its solution by (q δ , w δ ). The existence of this solution follows by considering the pair Q = q δ − q, W = w δ − w which satisfies a perturbed system about (q, w). We may view (Q, W ) as a solution to a fixed point transformation which, for δ small, is a contraction. Since the proof of this fact is quite standard, we omit the details. The proof also shows that q δ → q and w δ → w pointwise as δ → 0. We claim that q δ (x, t) < q 2 and w δ (x, t) < w 2 (3.4) in Ω T . Suppose this is not true. Then there is a point (x 0 , t 0 ) such that (3.4) holds in Ω t 0 for some 0 < t 0 T , and either
Consider first the case (3.5). By the maximum principle and (2.20), x 0 / ∈ ∂Ω and, by the mean value theorem,
where w δ w w 2 . Recalling that p 2 = q 2 f (w 2 ) and h(p 2 , w 2 ) = 0 and setting Having proved (3.4) we now let δ → 0 and obtain the inequalities2 , w w 2 , in Ω T . The proof of1 , w w 1 is similar, replacing −δ by +δ in (3.2), (3.3). ✷
Proof of Theorem 2.2
Denote the right-hand side of (2.18) by Φ(p, w). Given (p,w) we solve
in Ω T with the boundary and initial conditions (2.20), (2.21), and define a mapping S by
Using the Schauder estimates [13] one can prove that if T is sufficiently small then S is a contraction and thus it has a unique fixed point in the Hölder class
and that the solution actually belongs to
Since the proof is standard (see, for instance, [5] ) we omit the details. The proof also shows that T depends only on the (C 2+β x
(Ω T ) norm of the initial data. Hence, given any T 0 and 0 < T < T 0 , if we can establish the a priori bounds
for the solution (assuming it exists in Ω T ) with a constant C which is independent of T , then we can extend the solution step-by-step to Ω T 0 . Since T 0 is arbitrary, this will establish the existence of a global solution, which is clearly unique (by the fixed point argument). In order to prove (4.2) we write Eq. (2.18) in a "nearly" divergence form
where b = f and Φ = Φ(p, w) is as defined above. By Theorem 2.1 C for some α > 0, (4.5) where C is a constant independent of T . The proof in [13] is actually given for a solution with zero boundary values on ∂Ω × (0, T ), but the same proof is valid in the case (2.20) of zero normal derivatives.
If b ≡ 1 but satisfies the inequalities in (4.4), the proof given in [13, p. 204] needs to be slightly modified. The additional integral that we now get, after performing integration by parts on the integral
which occurs in that proof, is
and this is majored by other expressions. Using (4.5) we can next estimate the C α norm of w from (2.19) and, in fact, conclude that
We next wish to prove that
where C is again a constant independent of T . For the case where b = 1 in (4.3), this follows from Theorem 4.21 in [17, p. 69]. We shall briefly indicate how the proof can be extended to the case b = f (w), provided w satisfies (4.6). As in [17] we first want to estimate the interior C 1+α,α/2 x,t (Ω T ) norm of q, which we shall denote by |q| 1+α , in terms of the C 1 norm |q| 1 . That is, we want to prove, as in [17, p. 57] , that
The proof of (4.8) for the case b = 1 is based on deriving integral estimates for functions v (which are denoted there by w) vanishing on the parabolic boundary of domains
with small diameter. Use is made of the equation
for the case b ≡ 1 (see [17, p. 57] ). When b = f (w), the first term on the righthand side of (4.9) is treated in the same way as in case b = 1, and the second term is "harmless" and, in fact, in view of (4.6), can be absorbed by
The rest of the proof of (4.8) then proceeds as in the case b ≡ 1.
Next we wish to extend Combining the interior and boundary estimates, we conclude that
By the mean value theorem, if |x − x 0 | ε then
, so that
We now use partition of unity {ζ j } of Ω, and apply (4.10) to ζ j q, noting that ζ j q satisfies the same differential equations as q but with right-hand side bounded by the right-hand side of (4.10). Taking the diameter of supp ζ j to be smaller than ε, and applying also (4.11), we obtain, after summing over j , the bound Taking the scalar product with λ∇w, where λ is a positive number, and integrating over Ω T , we find that
Adding (5.1) to (5.2) results in the relation
where |O(1)| C, C independent of T . By Schwarz's inequality, the integral on the right-hand side is bounded by 
and
By Theorem 2.1 we then have
with another constant C and thus, in (5.6),
Recalling (2.10), (2.11), we then easily see that the expression in brackets in (5.6) is positive for all ε sufficiently small and that both roots are positive. Hence (5.4) is satisfied by choosing λ = (1/2)(λ 1 (p * , w * ) + λ 2 (p * , w * )), so that (5.5) holds. In order to complete the proof of (2.32) we shall need the following lemma:
Lemma 5.1. Let k(t) be a function satisfying
k(t) 0, ∞ 0 k(t) dt < ∞.
If either (i) |k (t)| C, or (ii) |k(t + s) − k(t)| ε(t), for all s > 0, where ε(t) → 0 as t → ∞,
Proof. If the assertion is not true then there is a sequence t n → ∞ such that
In case (i) we get
and in case (ii) we get
if n n 0 so that
Thus, in both cases
which is a contradiction. ✷
Consider the function
By Poincare's inequality and (5.5)
By (5.1) with 0, T replaced by t, t + s,
Using the relation
and (5.5), we then have
where ε(t) → 0 if t → ∞. Applying Lemma 5.1(ii), we obtain the first assertion in (2.32).
Similarly, setting
and introducing the function
we deduce, by Poincare's inequality and (5.5), that
By the boundedness of w t , |k | C. Hence, we may invoke Lemma 5.
Integrating (1.2) over Ω we get
where
and, as proved above,
Recalling (2.31) and introducing the function ξ(t) = W (t) −w, we can rewrite (5.8) in the form
and, since by (2.10), (2.11), g w ∼ ϕh w < 0 for (p, w) near (p * , w * ), we have
where σ c > 0. Using (5.9) we easily conclude that ξ(t) → 0 if t → ∞, so that
W (t) →w as t → ∞.
Combining this with (5.7), the second assertion in (2.32) follows. ✷
The above proof, in case ϕ ≡ 1, clearly yields the assertion of Theorem 2.4.
Remark 5.1. By the Sobolev imbedding, for any δ > 0 there holds
Recalling that Ω |∇w(x, t)| 2 dx < C for all t > 0, by (5.5), we easily conclude that 
Extensions
We first state an extension of Theorems 2. 
then Theorem 2.4 also holds.
Indeed, the proof of Theorem 2.1 requires the strict inequalities in (2.23), but not strict inequalities in (2.10), (2.11). The proof of Theorem 2.2 is also unchanged. As for the proof of Theorem 2.4, the only point that needs to be observed is that as a consequence of (6.1), (6.2) we have h w < 0 and, therefore, for anyp ∈ (p 1 , p 2 ) there is a uniquew such that h(p,w) = 0.
The results of this paper extend to chemotaxis equations with several chemical species. Consider, for example, the system
with boundary conditions
and ∂h i ∂p > 0, (6.6)
We introduce a variable q by
we further assume that 
The proof is similar to the proof of Theorems 2.1 and 2.2. We finally extend some of the previous results to systems of the form (1.3). For simplicity we consider just the case where the system consists of (2.1) and
where 0 < ε < 1, with the boundary conditions (2.3) and 12) and with the initial conditions (2.4). We assume that χ(w) > 0. In order to extend Theorem 2.1 we introduce a function q by p = f (w)q, where
We also take p 1 = w 1 = 0 and define q i as before, but replace (2.10), (2.11) by h p 0 for 0 p p 2 , 0 w w 2 , (6.14)
We finally assume that we get
From (6.13) and (6.16) we have
Lq −qf ϕ qf (w), w h qf (w), w .
We can now proceed to prove (3.1) exactly as in the case of Theorem 2.1, making use of the inequalities (6.14), (6.15) . x,t (Ω T ) bound is now independent of T , 0 < T < ∞. We can then use the Schauder estimates, first for w and then for p, in order to complete the proof. ✷ Remark 6.1. The Schauder estimates imply, in particular, that
We next state an extension of Theorem 2.3 assuming, for simplicity, that
In this case (6.14) holds, and (6.15) reduces to the inequality pχ (1 − ε)µ, which certainly holds if χ(0)p 2 (1 − ε)µ. We need to make one additional assumption. Let us denote by C(Ω) the smallest positive constant such that
The additional condition we need is Proof. Set
Integrating (6.11) over Ω we get W + µW =p, so that
We can write
by (6.20) . By Schwarz's inequality the first integral on the right-hand side is bounded by
Hence
and by Poincare's inequality we then get 
Due to the inequality (6.19), the quadratic equation
has two positive roots, say 0 < λ 1 < λ 2 . Choosing any λ ∈ (λ 1 , λ 2 ) we obtain from (6.25) the inequality
By (6.22) and (6.21) we then also get the same bound in ∇w, so that
We can now proceed as in the proof of Theorem 2. 
it follows that such solutions are necessarily constant.
Remark 6.4. Gajewsky and Zacharias [6] considered a system of two parabolic equations in a two-dimensional domain which, after some normalization, reduces to the system considered in Theorem 6.4 with χ(w) ≡ 1. Making smallness assumptions analogous to (6.19) they constructed Lyapunov functions and proved that global solutions exist and satisfy the asymptotic behaviour (6.26).
Examples
Example 1. 
was discussed in [19] where it was proved that if n = 1 and
then stationary solutions are linearly stable. Since in this case the condition (7.2) is satisfied, Theorem 2.3 implies that stationary solutions are in fact asymptotically stable.
in dimension n = 1, global solutions exist for any C 2+β initial data (see [5] ). This problem, which arises in a model of initiation of angiogenesis [16] , is not covered by Theorem 2.5.
Example 4.
w t = p(µ − w) (0 < µ 1), χ(w) = 1. This case is not included in Theorem 6.1. Nonetheless, we can use the transformation p = qw (as before) to write, analogously to (2.18), Lq = wq 2 .
Then, if 0 < q 1 q 0 (x) q 2 and 0 < w 0 (x) < ε we have, by comparison, q(x, t) q 1 and, therefore, w εe −q 1 t .
Again by comparison, q(x, t) Q(t)
, where Q satisfies the system
whose solution is given by
If ε < q 1 /q 2 then Q(t) remains bounded and there exists a global solution (p, w) with pw uniformly bounded. 
