Abstract. Let E be an elliptic curve without complex multiplication defined over a number field K. Let G E (ℓ) denote the image of the Galois representation induced by the action of the absolute Galois group of K on the ℓ-torsion subgroup of E. We present two probabilistic algorithm to simultaneously determine G E (ℓ) up to local conjugacy for all primes ℓ by sampling images of Frobenius elements. In each case we determine G E (ℓ) up to one of at most two isomorphic conjugacy classes of subgroups of GL 2 (ℓ), each of which occurs for an elliptic curve that is isogenous to E and has the same semi-simplification. Under the generalized Riemann hypothesis, both algorithms run in time polynomial in the bit-size n of an integral Weierstrass equation for E. Our first algorithm is a Las Vegas algorithm with expected running time polynomial in n, while the second is a Monte Carlo algorithm with one-sided error whose running time is quasi-linear in n. We have applied our Monte Carlo algorithm to all the non-CM elliptic curves in Cremona's tables and the Stein-Watkins database, some 140 million curves with conductors ranging up to 10 12 , thereby obtaining a conjecturally complete list of 63 exceptional Galois images G E (ℓ) that arise for non-CM elliptic curves E/Q. We also give several examples of exceptional Galois images for non-CM elliptic curves defined over various quadratic fields K that do not occur for non-CM elliptic curves over Q.
Introduction
Let E be an elliptic curve over a number field K with algebraic closureK. For each integer m > 1, let E[m] denote the m-torsion subgroup of E(K), which we recall is a free Z/mZ module of rank 2. The absolute Galois group Gal(K/K) acts on E[m] via its action on the coordinates of its points, and this action induces a Galois representation (a continuous homomorphism): ρ E,m : Gal(K/K) → Aut(E[m]) ≃ GL 2 (m) := GL 2 (Z/mZ).
We regard the image of ρ E,m as a subgroup G E (m) of GL 2 (m) that is determined only up to conjugacy, since the isomorphism Aut(E[m]) ≃ GL 2 (m) depends on a choice of basis. For fixed E and varying m, the representations ρ E,m form a compatible system, and we have the adelic Galois representation
whose image we denote G E . For each prime ℓ we also have the ℓ-adic representation
which coincides with the composition of ρ E with the natural projection GL 2 (Ẑ) ։ GL(Z ℓ [48] ), so long as E does not have complex multiplication (which excludes only a finite set ofK-isomorphism classes of elliptic curves), the adelic image G E has finite index in GL 2 (Ẑ). In particular, there is a minimal integer m E for which GL 2 (Ẑ) is the full inverse image of GL 2 (m E ) and a finite set S E of exceptional primes ℓ for which G E (ℓ) is properly contained in GL 2 (ℓ). Each such ℓ necessarily divides m E , but the converse is not true in general (and almost never true for elliptic curves over Q). However, a first step toward computing m E and G E (m E ) is to determine the set S E and the groups G E (ℓ) for ℓ ∈ S E .
A related motivating question is this: for a given number field K, which exceptional groups G E (ℓ) can arise for a non-CM elliptic curve E/K? Serre's theorem implies that for any fixed E this is a finite list, and Serre has asked whether this is still true when only K is fixed and E/K is allowed to vary. It is expected that the answer is yes. This can be regarded as a generalization of Mazur's results [36, 37] , which determine the primes ℓ for which an elliptic curve E/Q can admit a rational torsion point of order ℓ, or (weaker) a rational isogeny of degree ℓ. Both of these properties are determined by G E (ℓ), but the converse does not hold: G E (ℓ) may be exceptional even when E does not admit a rational isogeny of degree ℓ, and even when E has a rational torsion point of order ℓ, many different G E (ℓ) may occur. Serre's question remains open for all number fields K, but there has been some recent progress in the case K = Q: for ℓ > 37 any exceptional G E (ℓ) must lie in the normalizer of a non-split Cartan subgroup of GL 2 (ℓ) [2] , and for ℓ ≤ 11 the possible G E (ℓ) have been completely determined [63] . Little is known for number fields other than Q.
We are thus led to the problem at hand: given an elliptic curve E/K without CM, determine the set S E of exceptional primes ℓ and the groups G E (ℓ) for ℓ ∈ S. Serre's open image theorem can be made effective, and under the generalized Riemann hypothesis there are reasonably good bounds on the exceptional primes ℓ (quasi-linear in the norm of the conductor of E, by [32] ). This leaves the problem of computing G E (ℓ). In principal this is straight-forward: pick a basis for the ℓ-torsion subgroup E[ℓ] and compute the action of Gal(K/K) on this basis. This approach can be made entirely effective: the points in E[ℓ] are defined over an extension L of the splitting field of the ℓth division polynomial f ℓ (x) whose roots are the x-coordinates of the non-trivial ℓ-torsion points. There are well-known formulas for computing f ℓ (x), and one can then construct its splitting field and take a quadratic extension if necessary to obtain the y-coordinates of the points in E[ℓ] (at most one quadratic extension is required to get them all). One then computes a set of generators for Gal(L/K) and applies them to a chosen basis for E [ℓ] . Using the algorithm in [29] to compute Gal(L/K), this computation can be accomplished deterministic polynomial time; a short Magma script that implements this procedure is available at the author's website [59] .
Unfortunately this is feasible only for very small primes ℓ. While Gal(L/K) can be computed in time polynomial in ℓ, the exponents involved are quite large; indeed, the necessary first step of factoring f ℓ (x) is already non-trivial, even when K = Q. For ℓ > 2 the polynomial f ℓ has degree (ℓ 2 − 1)/2, which gives an O(ℓ 12+o (1) ) time for factoring f ℓ ∈ Z[x] using the best known bounds for polynomial factorization [44] ; in general, the time to compute the splitting field of f ℓ over K given in [29] is O(ℓ 18+o (1) [K : Q] 9+o (1) ). By contrast, the Monte Carlo algorithm we present here computes G E (ℓ) up to local conjugacy (defined below) in time that is quasi-linear in both ℓ and [K : Q]; in fact it does this simultaneously for all of the primes in S E in essentially the same running time, quasi-linear in max S E .
Two group representations ρ 1 , ρ 2 : Gal(K/K) → GL 2 (m) are said to be locally conjugate if ρ 1 (σ) and ρ 2 (σ) are conjugate in GL 2 (m) for every σ ∈ Gal(K/K) (not necessarily by the same matrix for every σ). We call two subgroups G and H of GL 2 (m) locally conjugate if there is a bijection of sets that maps each g ∈ G to an element h ∈ H that is conjugate to g in GL 2 (m); we emphasize that this bijection is not required to be a group isomorphism. The representations ρ 1 and ρ 2 are then locally conjugate if and only if their images in GL 2 (m) are locally conjugate.
In this article we present two probabilistic algorithms to determine the exceptional primes ℓ for a given elliptic curve E/K and to determine the groups G E (ℓ) up to local conjugacy. The algorithms work by computing the images of Frobenius elements Frob p at unramified primes p of K where E has good reduction, either for all such primes p of bounded norm, or for randomly chosen p with norms in a bounded interval. This implies that our algorithms can only determine G E (m) up to local conjugacy, but in the case that m = ℓ is prime this imposes very strong constraints on G E (ℓ). In particular, we show that every local conjugacy class of subgroups of GL 2 (ℓ) consists of at most two conjugacy classes of subgroups of GL 2 (ℓ) that are isomorphic as abstract groups and have the same semi-simplification. Moreover, we prove that whenever G E (ℓ) is locally conjugate to a subgroup G ′ of GL 2 (ℓ), there exists an isogenous elliptic curve E ′ /K for which G E ′ (ℓ) = G ′ ; see Theorem 31. Some practical methods for distinguishing pairs of locally conjugate but non-conjugate Galois images are discussed in §6.
To compute Frobenius images ρ E (Frob p ) we rely on three fundamental algorithms for elliptic curves over finite fields that we apply to the reduction E p /F q of E modulo p, where q = N K/Q (p). The first is Schoof's algorithm [45, 46] , which computes the trace t ∈ Z of the Frobenius endomorphism in time polynomial in log q; this tells us the trace t mod m and determinant q mod m of ρ E,m (Frob p ) for any positive integer m. The second is an algorithm to compute the endomorphism ring End(E p ) when E p is ordinary due to Bisson and the author [6] , which, under the generalized Riemann hypothesis (GRH), runs in time subexponential in log q [5] ; by a theorem of Duke and Tóth [17] , this information suffices to determine an integer matrix A p whose reduction modulo m is conjugate to ρ E,m (Frob p ) for any positive integer m. The third is Miller's algorithm to compute the Weil pairing [38] , which allows us to determine the rank of the ℓ-torsion subgroup of E p (F q ) in time polynomial in log q; this allows us to quickly determine the dimension of the 1-eigenspace of ρ E,ℓ (Frob p ) without computing A p , which suffices to distinguish unipotent elements of G E (ℓ).
In order to bound the norms of the primes p that we use, we rely on explicit Chebotarev bounds that depend on the GRH. In principal our algorithms can be implemented so that they do not depend on the GRH, but the running times would increase exponentially. The GRH also gives us good bounds on the largest exceptional prime ℓ that can occur for a given elliptic curve E/K; the results of Larson and Vaintrob [32] give GRH-based bounds that are quasi-linear in log N E , where N E is the absolute value of the norm of the conductor of E. Together these allow us to bound the norms of the primes p that we must consider by a polynomial in log f , where f denotes the maximum of the absolute values of the norms of the coefficients appearing in an integral Weierstrass equation y 2 = f (x) for E/K. We can now state our two main results. The first is a Las Vegas algorithm that given an elliptic curve E/K specified by an integral Weierstrass equation outputs a complete list of the primes ℓ for which G E (ℓ) = GL 2 (ℓ) and for each such prime a subgroup of GL 2 (ℓ) specified by generators that is locally conjugate to G E (ℓ). Under the GRH its expected running time is bounded by (log f ) 11+o(1) ; see Theorem 46. Our second main result is a Monte Carlo algorithm with the same output as our Las Vegas algorithm that is correct with probability at least 2/3; the error is one-sided in the sense that the subgroups of GL 2 (ℓ) output by the algorithm are always locally conjugate to a subgroup of GE ( ℓ), and by running the algorithm repeatedly the error probability can be made arbitrarily small. Under the GRH its expected running time is
which is quasi-linear in the input, the equation y 2 = f (x); see Theorem 53. An essential ingredient to both of our algorithms is the ability to distinguish and construct subgroups of GL 2 (ℓ) based on a compact representation of a subset of their element conjugacy classes. The classification of the possible images of subgroups of GL 2 (ℓ) in PGL 2 (ℓ) is classical [16] and well known, but for our we work we require a complete list of the subgroups of GL 2 (ℓ) up to conjugacy, and a precise understanding of the element conjugacy classes each contains. We address these questions in §3, where we also obtain exact formulas for the number of subgroups of GL 2 (ℓ) up to conjugacy (and for subgroups of various types) that may be of independent interest. We also give a quasi-linear time algorithm to enumerate these subgroups, with generators, which is described in §7.
We have applied our algorithms to a large collection of elliptic curves over Q, including all non-CM curves of conductor up to 350, 000 listed in Cremona's tables [12] , and all of the non-CM curves in the Stein-Watkins database, which includes a large proportion of the elliptic curves over Q of conductor up to 10 9 , and of prime conductor up to 10
12 . In total this amounts to over 140 million elliptic curves. In each case we were able to compute a complete list S E of the exceptional primes ℓ and the subgroups G E (ℓ) up to local conjugacy. By Theorem 31, in any case where G E (ℓ) is locally conjugate to two non-conjugate subgroups of G E (ℓ), both subgroups arise within the isogeny class of E, and this yields a conjecturally complete list of 63 exceptional subgroup conjugacy classes that arise as G E (ℓ) for some non-CM elliptic curve E/Q and prime ℓ; these are listed in Tables 3 and 4 in §7. Thanks to the recent work of Zywina in [63] , we have been able to independently verify our results for elliptic curves over Q, which we did for all the non-CM elliptic curves in Cremona's tables. In every case our results agreed with those in [63] .
We have also run our algorithms against various tables of elliptic curves defined over quadratic fields that have recently been made available in [34] , including the real field Q( √ 5) and five imaginary quadratic fields of class number 1. Examples of exceptional groups G E (ℓ) that do not arise over Q (or for the base change of an elliptic curve E/Q) are listed in the tables at the end of §7.
In principal our algorithms can also be used to determine G E (m) up to local conjugacy for any positive integer m, but the situation is more complicated when m is composite for three reasons: (1) local conjugacy imposes fewer constraints when m is composite, for example locally conjugate subgroups of GL 2 (m) need not be isomorphic; (2) the integers m for which G E (m) is exceptional and not the full inverse image of G E (m ′ ) for some m ′ |m may be exponentially larger than the largest exceptional prime ℓ; (3) our understanding of the conjugacy classes of subgroups of GL 2 (m) is much less refined that it is for GL 2 (ℓ). In spite of these obstacles, it is entirely feasible to apply our algorithms when m is small, and if we set the more modest goal of simply computing the index of G E (m) in GL 2 (m), this can be done efficiently. This suggests a practical method for computing m E and the index of G E in GL 2 (Ẑ) for a non-CM elliptic curve E/K; this is a topic we plan to address in a separate article.
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Notation
Throughout this article the symbols ℓ and p denote rational primes, and r, m and n denote positive integers. We use τ (n) to denote the number of positive divisors of an integer n and φ(n) := #(Z/nZ) × for the Euler function.
For any ring R, we use M r (R), to denote the ring of r ×r matrices, GL r (R) for the multiplicative group of invertible matrices in M r (R), and SL r (R) for the kernel of the determinant map det : GL r (R) → GL 1 (R).
For each integer m > 1 we define the notations
We denote the center of
It is the kernel of the canonical projection
which we denote by π throughout.
For an elliptic curve E over a number field K, composing the two-dimensional representation
with the determinant map GL 2 (Ẑ) →Ẑ induces a one-dimensional representation
For each prime p that is unramified in K(E[n])/K (all but finitely many p), the value of det •ρ E on the Frobenius element Frob p (which represents a conjugacy class) is given by
Thus the image of det •ρ E depends only on K, not on E; in fact, it depends only on the intersection of K with the maximal cyclotomic extension Q cyc of Q inK. The same comment applies to any GL 2 -representation of elliptic type, in the sense of [31, §1] . Remark 1. When K = Q the determinant map is surjective, and in general this will hold for all but a finite set of primes ℓ, depending on which cyclotomic fields Q(ζ ℓ ) intersect K non-trivially; such ℓ will necessarily divide the discriminant of K/Q and can be easily determined. One generically expects G E (ℓ) to be as large as possible, meaning that it contains SL 2 (ℓ). We are primarily interested in the cases where this does not occur; if we know that G E (ℓ) contains SL 2 (ℓ) then we know precisely which subgroup of GL 2 (ℓ) it is.
For any positive integer n, we use A n and S n to denote the alternating and symmetric groups on n elements. For the purpose of this article we consider the non-cyclic group of order 4 (the Klein group) to be a dihedral group. All of our complexity bounds count bit operations. We use M(n) to denote the time to multiply two n-bit integers, which we may bound by M(n) = n(log n) 1+o (1) via [43] ; see [24] for a more precise bound.
Subgroups of GL
The classification of subgroups of PGL 2 (ℓ) is classical [16] and well known; we briefly recall it below. Our algorithms require a complete classification of the subgroups of GL 2 (ℓ), up to conjugacy in GL 2 (ℓ), that allows us to distinguish subgroups by sampling element conjugacy classes corresponding to Frobenius elements. In this section we present such a classification, as well as explicit formulas to count subgroups of GL 2 (ℓ) up to conjugacy. Except when the case ℓ = 2 is specifically noted, we assume throughout this section that ℓ is an odd prime.
For any g ∈ GL 2 (ℓ) we define the discriminant
and its quadratic character
For ease of reference we list the element conjugacy classes of GL 2 (ℓ) in Table 1 . Here and throughout, ε denotes a fixed non-square element of Z(ℓ) × ; for the sake of concreteness, we let ε be the least positive integer that generates Z(ℓ) × . We note that Table 1 Table 1 . Conjugacy classes in GL 2 (ℓ) for prime ℓ > 2.
For any g ∈ GL 2 (ℓ) and positive integer n, the trace of g n can be computed as tr g n = a n , where a n is defined by the recurrence:
(1) a 0 := 2, a 1 := tr(g), a n+2 := a 1 a n+1 − a n det g.
This implies that for elements g whose order |g| is not divisible by ℓ, we can derive |g| from (det g, tr g). We are also interested in the order of the image of g in PGL 2 (ℓ). For this purpose we define
If |g| is divisible by ℓ then g is conjugate to some ( x 1 0 x ) and u(g) = 4. Otherwise, the order r of π(g) in PGL 2 (ℓ) is prime to ℓ and we have (2) u(g) = ζ r + ζ −1 r + 2, for some primitive rth root of unity for which ζ r + ζ −1 r ∈ F × ℓ , as explained in [30, p. 190] . Note that ζ r may lie in a quadratic extension F ℓ , but in any case r must divide (ℓ 2 − 1)/2 and u(g) − 2 is a root of the minimal polynomial of ζ r + ζ −1 r , which is defined over F ℓ ; and this allows |π(g)| = r to be unambiguously determined from u(g), and hence from (det g, tr g) whenever |g| is prime to ℓ. This implies, in particular, that the elements of GL 2 (ℓ) that have order 2 in PGL 2 (ℓ) are precisely the trace zero elements.
For each odd prime ℓ we define the split Cartan group C s (ℓ) and non-split Cartan group C ns (ℓ) by
Both groups have index 2 in their normalizers
, and similarly for C + ns (ℓ). We also define C s (2) as the trivial group, and C ns (2) as the kernel of the sign homomorphism GL 2 (2) ≃ S 3 ։ {±1}; both are normal in GL 2 (2) .
We refer to the conjugates of C s (ℓ) and C ns (ℓ) in GL 2 (ℓ) as split and non-split Cartan groups, respectively. Elements in the non-trivial coset of a Cartan group in its normalizer have trace zero, and the square of such an element g is the scalar matrix ( z 0 0 z ) ∈ Z(ℓ), where z = − det g. The Borel group B(ℓ) ⊆ GL 2 (ℓ) is the subgroup of upper triangular matrices; we refer to its conjugates in GL 2 (F ℓ ) as Borel groups. For ℓ > 2, the group B(ℓ) is nonabelian, and its commutator subgroup B(ℓ) ′ is the cyclic group of order ℓ generated by ( 1 1 0 1 ). The split Cartan subgroup C s (ℓ) is contained in B(ℓ), and for ℓ > 2 it is isomorphic to the abelian quotient B(ℓ)/[B(ℓ), B(ℓ)]. We also note that
We now recall the classification of subgroups of GL 2 (ℓ) in terms of their images in PGL 2 (ℓ).
Proposition 2. Let ℓ be an odd prime and let G be a subgroup of GL 2 (ℓ) with image H in PGL 2 (ℓ). If G contains an element of order ℓ then either B(ℓ) ⊆ G or G ⊆ SL 2 (ℓ). Otherwise, one of the following holds: Remark 3. In the exceptional case (3), if G contains an element whose determinant is not a square, then H contains a subgroup of index 2, which rules out both H ≃ A 4 and H ≃ A 5 . This applies when G = G E (ℓ) arises from an elliptic curve E over a number field K that does not contain the quadratic subfield of the cyclotomic field Q(ζ ℓ ); this includes the case K = Q.
3.1. Borel cases. In this section we address subgroups of the Borel group B(ℓ) that contain an element of order ℓ (hence do not lie in C s (ℓ)); as above we assume that ℓ is an odd prime.
Lemma 4. Let G be a subgroup of B(ℓ) that contains an element of order ℓ. Then G contains t = ( 1 1 0 1 ) and is equal to the internal semidirect product
which is a direct product if and only if G ∩ C s (ℓ) ⊆ Z(ℓ).
) for some nonzero x, and for ex ≡ 1 mod ℓ we have
is diagonal if and only if e ≡ −d/a mod ℓ. Thus every coset of t in G contains a unique element of H = G ∩ C s (ℓ). Thus G = t ⋊ H, since t is normal in G, and the action of H on t is trivial if and only if H ⊆ Z(ℓ).
Formulas to count subgroups of a given finite abelian group are well known; see [3] , for example. In the case of interest, the answer is particularly simple. Proof. For each subgroup of H ⊆ Z(n) × Z(n) there is a triple (a, b, i) with a, b|n and 0 ≤ i < gcd(a, b) determined by the generator x = (a, −a) of the trace zero subgroup H 0 ⊆ H, the order b of H/H 0 , and the least i ≥ 0 for which y := (ia/ gcd(a, b), n/b − ia/ gcd(a, b)) ∈ H. Conversely, each such triple (a, b, i) determines a subgroup H = x, y ; we thus have a bijection and α(n) counts the triples (a, b, i). The rightmost equality is a straight-forward calculation. Corollary 7. The number of non-conjugate subgroups G of GL 2 (ℓ) that lie in a Borel group and contain an element of order ℓ is equal to the number of subgroups of C s (ℓ), which is α(ℓ − 1).
Proof. It suffices to consider subgroups G ⊆ B(ℓ) that contain ( 1 1 0 1 ) up to conjugation in B(ℓ), since B(ℓ) is self-normalizing in GL 2 (ℓ). But every such G is normal in B(ℓ): the subgroup generated by ( 1 1 0 1 ) is normal and the B(ℓ)-conjugates of G ∩ C s (ℓ) all lie in G.
Lemma 8. Let G and H be conjugate subgroups of GL 2 (ℓ) that lie in C s (ℓ) and let t = ( 1 1 0 1 ). Then the subgroups G ′ := G, t and H ′ := H, t of B(ℓ) are locally conjugate in GL 2 (ℓ) and isomorphic.
Proof. When G = H the lemma clearly holds, so assume G = H. Then G and H are conjugate via s = ( 0 1 1 0 ). We have G ′ = t ⋊ G and H ′ = t ⋊ H, by Lemma 4, and the bijection from G ′ to H ′ given by swapping diagonal entries is class preserving (but typically not a homomorphism), hence G ′ and H ′ are locally conjugate. Let g ∈ G be an element with maximal projective order e, and let z ∈ G be a generator for G ∩ Z(ℓ) with order f ; then g e = z d for some integer d ∈ [1, ℓ − 1]. We have gtg −1 = t n , where n ∈ (Z/ℓZ) × is the ratio of the diagonal entries of g, while z commutes with t and g. Thus K is isomorphic to the abstract group G := t, g, z :
We now note that t lies in H ′ , and z generates H ′ ∩ Z(ℓ). 3.2. Cyclic cases. We now consider the subgroups of GL 2 (ℓ) with cyclic image in PGL 2 (ℓ); as above we assume that ℓ is an odd prime.
Lemma 10. Let n = p p ep be a positive integer. The number of subgroups of Z(n) × Z(n) that are fixed by the automorphism σ :
where β 2 (n) = 2(e 2 2 − e 2 ) + 3 if n even and β 2 (n) = 1 if n is odd.
Proof. Let G be a subgroup of Z(n) × Z(n) fixed by σ. The automorphism σ fixes each p-Sylow subgroup of G, so it suffices to consider the case #G = p e . The map ϕ defined by g → σ(g) − g is an endomorphism of G with kernel D := {(a, b) ∈ G : a = b} and image contained in
Conversely, every product of a diagonal and trace zero subgroup of Z(n) × Z(n) is fixed by σ, and there are (e p + 1) 2 such subgroups. For p = 2 we have β(2) = 3, and β(2 n+1 ) = β(2 n ) + 4n, where the 4n new groups all have exponent 2 n+1 : one is the full group, one is the even trace subgroup of index 2, two are index 4 subgroups (1, 1), (0, 4) and (1, −1), (0, 4) , and there are four subgroups of index 2 i for i from 3 to n + 1 of the form (1, ±1), (0, 2 i ) , (1, 2 i−1 ± 1), (0, 2 i ) . The formula for β 2 (n) then follows by induction.
Corollary 11. The number of subgroups H of C s (ℓ) that are normal in C
Corollary 12. The number of non-conjugate subgroups G of GL 2 (ℓ) that lie in a split Cartan group is
Proof. It suffices to count GL 2 (ℓ)-conjugacy classes of subgroups of C s (ℓ), and it is enough to consider C + s (ℓ) conjugacy classes, since C + s (ℓ) is the normalizer of C s (ℓ). The orbit of each subgroup G ⊆ C s (ℓ) under conjugation by C + s (ℓ) has order 1 or 2, depending on whether G is fixed by the action of ( 0 1 1 0 ), which swaps the diagonal entries. The counting formula then follows from Corollary 5 and Lemma 10.
Lemma 13. The number of non-conjugate subgroups G of GL 2 (ℓ) that lie in a non-split Cartan group is τ (ℓ 2 − 1), where τ (n) counts the positive divisors of n.
Proof. This is clear: the group C ns (ℓ) ≃ F × ℓ 2 is cyclic of order ℓ 2 − 1 and therefore contains exactly one subgroup for each divisor of ℓ 2 − 1, none of which can be conjugate.
3.3. Dihedral cases. Next up are the subgroups of GL 2 (ℓ) with dihedral image in PGL 2 (ℓ); as above we assume that ℓ is an odd prime and recall that we consider the Klein group to be dihedral.
If G is a subgroup of GL 2 (ℓ) with dihedral image in PGL 2 (ℓ), then G lies in the normalizer C + of a Cartan subgroup C and it contains the abelian subgroup H = G ∩ C with index 2. Let Z = G ∩ Z(ℓ) ⊆ H denote the scalar subgroup of G. The subgroup H is normal in G and in C, hence in C + = GC, and it follows that each non-scalar element h of H has a distinct conjugateh ∈ H; indeed,h = (
To better understand the relationship between G and H we consider the following maps:
There are two possibilities, depending on whether the sets det(H) and
coincide or not.
Lemma 14. Let G be a subgroup of the normalizer C + of a Cartan group C of GL 2 (ℓ) with dihedral image in PGL 2 (ℓ), let H = G ∩ C, and let Z = G ∩ Z(ℓ). Then H is normal in C + and one of the following holds:
Proof. We have [G : H] = 2, so H is normal in G, and its normalizer in C + also contains the abelian group C and must therefore be equal
Otherwise det(H) and − det(G − H) are disjoint. The image of the map H → Z is then an even index subgroup of Z, and its index is at most 2, since the image of the subgroup Z ⊆ H has index 2. It follows that det(H) = det(Z) corresponds to an index 2 subgroup of Z, and since Z has even order it contains −1.
In case (2a) we have G ′ = H, γ ′ for some γ ′ ∈ G − H with det γ ′ = −1, and then γ ′ is conjugate to γ in C + and therefore G ′ = H, γ ′ is conjugate to G = H, γ . In case (2b), the image of the map g → g 2 from (G − H) → Z is the non-trivial coset of im(h → hh) in Z, thus we may pick ( z 0 0 z ) ∈ Z that is the square of some γ ∈ G − H with det γ = −z. There must then be a γ ′ ∈ G ′ − H with det γ ′ = −z that is conjugate to γ in C + , and therefore
Remark 15. For an elliptic curve E over a number field with a real embedding, the group G E (ℓ) necessarily contains an element γ with trace 0 and determinant −1 corresponding to complex conjugation. This implies that for such a curve
ℓ that does not arise for any elliptic curve E/Q; the corresponding modular curve X ns (3) has genus zero but no non-cuspidal rational points.
Remark 16. For composite m and elliptic curves E over a number field with a real embedding, the criterion that G E (m) contains an element γ with tr γ = 0 and det γ = −1 is necessary but not sufficient. A stronger criterion is that γ must also fix an order-m element of Z(m)× Z(m). When m is prime this is already implied by tr γ = 0 and det γ = −1, but not in general. This explains why, for example, G E (4) = ( 1 2 2 3 ) , ( 3 0 0 3 ) for any elliptic curve E/Q, even though this group contains an element γ with tr γ = 0 and det γ = −1. As in the previous remark, the corresponding modular curve has genus 0 but no non-cuspidal rational points. More generally, the ten pointless conics noted in [42] that are models of modular curves associated to subgroups of GL 2 (2 n ) lack rational points for this reason.
Corollary 17. Let ℓ be an odd prime, let γ = 1 0 0 −1 , and let δ be a generator for
ns (ℓ) has dihedral image in PGL 2 (ℓ) and satisfies H = G 2 ∩ C ns (ℓ) with det(H) and − det(G 2 − H) disjoint. Up to conjugacy in GL 2 (ℓ), this accounts for all subgroups G that lie in the normalizer of a non-split Cartan group and have dihedral image in PGL 2 (ℓ).
The number of such G is
Proof. It is clear that G 1 and G 2 both have dihedral image in PGL 2 (ℓ) and intersect C ns (ℓ) in H, since γ and γr e both lie in C ns + (ℓ) but not C ns (ℓ) and their squares lie in H ∩ Z(ℓ). For G 1 it is clear that det(H) = − det(G 1 − H), and for G 2 we note that (γδ e ) 2 generates H ∩ Z(ℓ), by construction, and if det(H) = det(H ∩ Z(ℓ)) then − det(γr e ) ∈ det(H), and by Lemma 14, the sets det(H) and − det(G 2 − H) must then be disjoint.
Every subgroup H ⊆ C ns (ℓ) is normal in C + ns (ℓ) and has no GL 2 (ℓ)-conjugates that lie in C + ns (ℓ) other than itself. It follows from Lemma 14 that up to conjugacy in GL 2 (ℓ), each G 1 , G 2 arises for exactly one H.
The first two terms in the formula count subgroups H ⊆ C ns (ℓ) not in Z(ℓ). Among these, those that satisfy det(H) = det(H ∩ Z(ℓ)) and −1 ∈ H are precisely those that lie in the index 2 subgroup of C ns (ℓ) (squares) and contain a subgroup of order 2, which accounts for the last two terms in the formula.
The split dihedral case is slightly more complicated due to the fact that C s (ℓ) is not cyclic and contains subgroups that are not normal in C + s (ℓ). When G has projective image isomorphic to the Klein group, even if G is normal in C + s (ℓ) it may have distinct GL 2 (ℓ)-conjugates that also lie in C + s (ℓ) (this can occur only for ℓ ≡ 1 mod 4).
Corollary 18. Let ℓ be an odd prime, let γ = ( 0 1 1 0 ), and let δ ∈ C s (ℓ) be a coset representative of a generator for
, this accounts for all subgroups G that lie in the normalizer of a split Cartan subgroup and have dihedral image in PGL 2 (ℓ). The total number of such G is
Proof. The argument that G 1 and G 2 have the claimed properties is identical to that in the proof of the previous corollary, as is the argument that they are unique. The first two terms in the formula count the normal subgroups H of C s (ℓ) not in Z(ℓ), via Corollary 11, each of which gives rise to a G 1 ; these G 1 are all non-conjugate so long as |π(G 1 )| = 4. The last term in the formula is a correction factor to account for the case |π(G 1 )| = 4, corresponding to the Klein group.
The third and fourth terms in the formula account for subgroups H that satisfy det(H) = det(H ∩ Z(ℓ)) and −1 ∈ H. To see this note that in the proof of Lemma 10, adding the restriction det(H) = det(H ∩ Z(ℓ)) replaces the factor β 2 (n) with (e 2 + 1) 2 and the modified formula for β(n) is then τ (n) 2 ; using n = (ℓ − 1)/2 accounts for the constraint −1 ∈ H. Each such H gives rise to a G 2 , and these are all non-conjugate.
Lemma 19. Let ℓ be an odd prime and let G be a subgroup of GL 2 (ℓ) with dihedral image in PGL 2 (ℓ). Then G is contained in both the normalizer of a split Cartan subgroup and the normalizer of a non-split Cartan subgroup if and only if G is conjugate to a subgroup of the form
× is not a square, in which case the image of G in PGL 2 (ℓ) is a non-cyclic group of order 4. There is exactly one such H z for each odd divisor of ℓ − 1.
Proof. Every non-scalar element of G lies in the non-trivial coset of a subgroup of a Cartan subgroup in its normalizer, hence has trace zero and order 2 in PGL 2 (ℓ). It follows that the image of G in PGL 2 (ℓ) has order 4, and we can write G = g 1 , g 2 with tr g 1 = tr g 2 = 0, and det g 1 square, while det g 2 is not square.
If ℓ ≡ 1 mod 4, then after multiplication by a scalar, we can assume det g 1 = −1, and G is then conjugate to H z ⊆ C + s (ℓ) via an action that sends g 1 to 1 0 0 −1 and g 2 to ( 0 1 z 0 ), with z = − det g 2 not a square.
If ℓ ≡ 3 mod 4, then after multiplication by a scalar we can assume det g 2 = −1 and G is then conjugate to H z ⊆ C + ns (ℓ) via an action that sends g 2 to
and has dihedral image in PGL 2 (ℓ). If we fix a generator r for F × ℓ , the distinct groups H z that can arise are precisely those with z = r e with an odd divisor of ℓ − 1.
Remark 20. Not every G ⊆ GL 2 (ℓ) with projective image isomorphic to the Klein group is contained in the normalizer of a split Cartan subgroup and the normalizer of a non-split Cartan subgroup; this occurs if and only if G contains elements g, h with χ(g) = 1 and χ(h) = −1.
Exceptional cases.
We now consider the exceptional case (3) of Proposition 2. In all of these cases the group G ⊆ GL 2 (ℓ) is determined up to conjugacy by three criteria: the isomorphism class of its image in PGL 2 (ℓ), the cardinality of its scalar subgroup Z := G ∩ Z(ℓ), and the index [det(G) : det(Z)].
Lemma 21. Let ℓ ≥ 5 be prime, and suppose that G is a subgroup of GL 2 (ℓ) with projective image isomorphic to H ∈ {A 4 , S 4 , A 5 } and scalar subgroup Z = G ∩ Z(ℓ) containing −1.
(3a) If H = A 4 then one of the following holds: Moreover, every case listed above arises for exactly one conjugacy class of subgroups G in GL 2 (ℓ).
Proof. The lemma follows from the classification in [20] ; see Theorems 5.5, 5.8, and 5.11. It can also be derived from the analysis in [1, §5.2].
The explicit classification of primitive subgroups of GL 2 (ℓ) in [20] also provides a method for constructing a subgroup G ⊆ GL 2 (ℓ) that satisfies Lemma 21 for given values of H, Z and [det(G) : det(Z)], whenever such a G exists (if it exists, it is unique up to conjugacy, by the lemma). The complexity of this algorithm will be important in what follows, so we give it in full and then bound its complexity. The construction given in [20] gives generators for a subgroupG of GL 2 (F ℓ 2 ) that is conjugate to our desired G ⊆ GL 2 (ℓ); we then use the algorithm in [23] to efficiently conjugateG to G. Algorithm 1. Given a prime ℓ ≥ 5, a group H ∈ {A 4 , S 4 , A 5 }, a subgroup Z ⊆ Z(ℓ) containing −1 generated by λ, and i ∈ {1, 2, 3}, output generators for a group G ⊆ GL 2 (ℓ) with projective image isomorphic to H, and scalar subgroup Z ⊆ Z(ℓ) such that [det(G) : det(Z)] = i, or report that no such G exists.
1. Let ω ∈ F ℓ 2 be a primitive fourth root of unity, let s := 
f. Otherwise, report that no G exists and terminate. and letG = s, t, v, λ . b. Otherwise, report that no G exists and terminate. 5. By solving a linear system in 4 variables and at most 16 equations, construct a matrix C ∈ GL 2 (F ℓ 2 ) for which gC = Cg σ holds for all g ∈G, where σ = Gal(F ℓ 2 /F ℓ ). 6. Generate random matrices X ∈ M 2 (F ℓ 2 ) until A := X + CX is invertible. 7. Output G := A −1G A ⊆ GL 2 (ℓ) and terminate.
The last 3 steps of Algorithm 1 implement a special case of the probabilistic (Las Vegas) algorithm in [23] which, given a subgroupG of GL r (F p n ) finds a conjugate subgroup G in GL r (F p m ) with m|n minimal. The correctness of Algorithm 1, including the fact that a subgroup G ⊆ GL 2 (ℓ) conjugate toG ⊆ GL 2 (F ℓ 2 ) necessarily exists, is guaranteed by Theorems 5.5, 5.8, and 5.11 of [20] . We now analyze its complexity. Proof. Using standard probabilistic root-finding algorithms we can find the roots of any polynomial of bounded degree over F ℓ or F ℓ 2 in O(M(log ℓ) log ℓ) expected time [22] . Every other operation in Algorithm 1 takes O(M(log ℓ)) time, including the linear algebra in step 5, since the dimensions of the system are bounded. The expected number of random matrices needed in step 6 is bounded by 4; see [23, p. 1707 ].
3.5. Counting formulas. As a result of our classification we can now give precise a formula for the number of subgroups of GL 2 (ℓ) up to conjugacy. For ℓ = 2 there are four non-conjugate subgroups of GL 2 (2), namely, the groups C s (2), C ns (2), B(2), and GL 2 (2) = SL 2 (2). For primes ℓ > 2, every subgroup of GL 2 (ℓ) is conjugate to at least one of:
B: α(ℓ − 1) subgroups of B(ℓ) and contain an element of order ℓ; C s :
A 5 :
These 11 cases are disjoint except for C s and C ns , which intersect in Z, and C + s and C + ns , which intersect in C + s∩ns . Other than these intersections all of the groups listed are non-conjugate in GL 2 (ℓ). We thus obtain an explicit formula for the number of non-conjugate subgroups of GL 2 (ℓ) by summing the 11 cases listed above with the counts for Z and C s ∩ C + ns negated. Table 2 lists this data for odd primes ℓ < 200. These formulas can easily be adapted to count non-conjugate subgroups of SL 2 (ℓ) as well.
Remark 23. From the formulas for β(n) ≤ α(n) and α(n), and the fact that τ (n) = 2 O(log n/ log log n) = n o(1) , one may deduce that the number of subgroups of GL 2 (ℓ) grows quasi-linearly with ℓ. Indeed, the lower bound α(n) = Ω(n) is immediate, and the upper bound α(n) = O(n log log log n) is a straight-forward exercise.
3.6. Subgroup signatures.
Definition 24. For each g ∈ GL 2 (ℓ) we define
where dim 1 (g) ∈ {0, 1, 2} is the dimension of the 1-eigenspace of g. For each subgroup G ⊆ GL 2 (ℓ) we define the signature of G to be the set sig(G) : 2   3  2  5  4  4 2  1  3  1  0 0  0  16  5  3  15  11  8 3  5  7  1  2 1  0  48  7  4  30  21  10 4 10  10  2  3 2  0  84  11  4  40  26  16 4 10  18  2  2 2  2  114  13  6  90  59  16 6 32  14  2  6 2  0  217  17  5  83  55  18 5 31  21  1  4 7  0  218  19  6 115  71  24 6 27  27  3  5 3  3  272  23  4  70  41 Table 2 . Subgroups of GL 2 (ℓ) up to conjugacy. See §3.5 for an explanation of the column headings.
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Lemma 25. Let ℓ be an odd prime, and let G be a subgroup of ⊆ GL 2 (ℓ). Then (1, 2, 1) ∈ sig(G) if and only if G contains an element of order ℓ.
Proof. If G contains an element g of order ℓ then it is conjugate to ( x 1 0 x ) and sig(g ℓ−1 ) = (1, 2, 1) ∈ G. Conversely, if (1, 2, 1) ∈ sig(G) then G contains an element conjugate to ( 1 1 0 1 ), which has order ℓ.
Lemma 26. Suppose G and H are non-conjugate subgroups of GL 2 (ℓ) for which sig(G) = sig(H), with #G ≥ #H. Then up to conjugacy in GL 2 (ℓ) exactly one of the following holds:
and H = G ∩ C ns (ℓ) G; in this case ℓ ≡ 3 mod 4. (d) the images of G and H in PGL 2 (ℓ) are isomorphic to A 4 and S 3 , respectively.
For every subgroup G ⊆ GL 2 (ℓ) there is at most one conjugacy class of non-conjugate subgroups H that have the same signature.
Proof. The four conjugacy classes of subgroups in GL 2 (2) all have distinct signatures, in which case the lemma is vacuously true, so we assume ℓ is odd. The group G contains SL 2 (ℓ) if and only if sig(G) contains (1, 2, 1) and a triple (1, t, 0) with t 2 −4 not square, and in this case the conjugacy class of G is then determined by det(G), which is also determined by sig(G). The same applies to H, so this case cannot arise. Lemma 25 implies that either G and H both contain an element of order ℓ, or neither do, and if the former holds than we must be in case (a), by Lemma 8 and its proof.
We now assume neither G nor H contain an element of order ℓ. The scalar subgroup G ∩ Z(ℓ) of G and the possible orders of all g ∈ G in G and h ∈ π(G) are determined by sig(G), and they must be the same as for H. The groups π(G) and π(H) cannot both be cyclic, since Corollary 12 and Lemma 13 imply that in this cases the conjugacy classes of G and H are determined by their signatures. Similarly, π(G) and π(H) cannot both by dihedral, since Corollary 17, Corollary 18, and Lemma 19 imply that in this case the conjugacy classes of G and H are determined by their signatures.
The group S 4 (resp. A 5 ) may be distinguished from any cyclic or dihedral group by the fact that it contains elements of order 3 and 4 (resp. 3 and 5), but no element of order 12 (resp. 15). For the group A 4 , the only cyclic or dihedral group with the same set of element orders is S 3 . By Lemma 21, the conjugacy class of G in GL 2 (ℓ) with π(G) isomorphic to A 4 , S 4 , or A 5 is determined by det(G) and G ∩ Z(ℓ), thus the only case that can arise in which G or H has an exceptional projective image is case (d) of the lemma.
The only remaining possibility is that π(G) is dihedral and π(H) is cyclic (since we assume #G ≥ #H), and π(H) cannot be trivial, so H is contained in either a split Cartan subgroup or a non-split Cartan subgroup, but not both. The fact that G and H are both determined up to conjugacy by their signatures and G ∩ Z(ℓ) = H ∩ Z(ℓ) implies that G must contain an index-2 subgroup conjugate to H, so without loss of generality we assume H = G ∩ C, where C is either C s (ℓ) or C ns (ℓ), and let γH be the non-trivial coset of H in G, for some γ ∈ G − H. Now π(H) contains an element of order 2, since π(G) does, so H contains a trace-zero element h, and every trace-zero element of H is a scalar multiple of h. It follows that either all or none of the trace zero elements in H (and hence in G) have square determinants, depending on whether det h is square or not.
Suppose det h is not a square. The same must be true of every element of γH (since they all have trace zero), including γ, so every element of γγH = H has square determinant, but this includes h, which is a contradiction. So h and every element of γH has square determinant, including γ, and the same holds for γγH = H and hence for G;
for some y ∈ Z(ℓ) × with ε not square; thus det h = −εy 2 is square only if −1 is not square in Z(ℓ) × , in which case ℓ ≡ 3 mod 4.
We note that when det(G) is not contained in the subgroup of squares in Z(ℓ) × only case (a) of Lemma 26 can arise, and in this case G and H are isomorphic, by Lemma 8. This yields the following corollary. 14 Corollary 27. If E/K is an elliptic curve and ℓ is a prime for which K ∩ Q(ζ ℓ ) = Q then G E (ℓ) is determined up to isomorphism by its signature. This applies, in particular, to all elliptic curves over Q. 
In Proof. This follows from the previous lemma and Lemma 8.
3.7. Deriving subgroups from signatures. We now give an algorithm to determine a set of generators for a subgroup G of GL 2 (ℓ) that satisfies sig(G) = s and z(G) = z, given the signature s = sig(G ′ ) and trace-zero ratio z = z(G ′ ) of some subgroup G ′ of GL 2 (ℓ). By Corollary 29, the group G must be locally conjugate to G ′ . In order to do this more efficiently, we note that each signature s is uniquely determined by a small subset of its triples. It suffices to retain a subset s of s of signatures sig(g) for g ∈ G ′ that includes
• the triple (1, 2, 1) if #G is divisible by ℓ;
• a triple sig(g) for which det(g) = det(G ′ ) =: det(s); • a triple sig(g) for which g = Z(G ′ ) =: det(s); • a triple sig(g) for which |π(g)| = max{|π(h)| :
is not cyclic, triples sig(g 1 ) and sig(g 2 ) with |π(g 1 )| = |π(g 2 )| = 2 but π(g 1 ) = π(g 2 ).
Given any signature s = sig(G ′ ) we can always reduce s to a subset s of at most 11 elements that satisfy the above. Alternatively, as we shall do in §5, we can construct s by randomly sampling a sufficiently large subset of s, without ever needing to store more than O(log ℓ) triples, which requires just O(log 2 ℓ) bits of space, as opposed to O(ℓ 2 log ℓ) for the entire signature. More importantly, with the algorithm below we can obtain generators for a subgroup G locally conjugate to G ′ in expected time polynomial in log ℓ rather than ℓ, an exponential improvement. For any subgroup G of GL 2 (ℓ) let Z(G) denote the subgroup of scalar elements, and similarly let Z(s) denote the subset of signatures of scalar elements (d, t, n) with n ∈ {0, 2} and t 2 − 4d = 0.
Algorithm 2. Given a subset s of the signature s of a subgroup G ′ of GL 2 (ℓ) satisfying the requirements above and a rational number z ∈ [0, 1] with denominator at most #GL 2 (ℓ) satisfying |z(G ′ ) − z| < 1/8, output a set of generators for a subgroup G of GL 2 (ℓ) that is locally conjugate to G ′ as follows: 0 −1 and let r be a generator for C ns (ℓ). c. Output whichever of G = H, γ or G = H, γr e satisfies s ⊆ sig(G).
The correctness of Algorithm 2 follows from Proposition 2, Lemma 25, and Corollaries 17, 18, and 29. Note that in the dihedral case s is guaranteed to contain the signature of some h ∈ G−H, since we retain two projectively distinct elements of order 2 in this case, and det h will determine whether det(G) = − det(G−H) or not, which determines which of the two possible subgroups G is output in step 6c, by Corollaries 17 and 18. Proof. All the individual arithmetic operations in the algorithm involve O(log ℓ)-bit integers, including the numerator and denominator of z, and can be accomplished using O(M(log ℓ) log log ℓ) bit operations (including any field inversions). The subset s contains just O(1) elements, there are O(1) steps in the algorithm, and each can be completed in O(M(log ℓ) log ℓ) expected time, including the calls to Algorithm 1, by Proposition 22, and the time to obtain a generators ε for F(ℓ) and r for C ns (ℓ) using a probabilistic algorithm.
3.8. Locally conjugate subgroups. We conclude this section with a theorem that precisely characterizes the circumstances in which one can have an elliptic curve E/K for which G E (ℓ) is locally conjugate but not conjugate to another subgroup of GL 2 (ℓ).
Theorem 31. Let ℓ be a prime and let E be an elliptic curve over a number field K for which there exists a subgroup G ′ of GL 2 (ℓ) that is locally conjugate to G E (ℓ) but not conjugate to G E (ℓ). Then G ′ arises as G E ′ (ℓ) for an elliptic curve E ′ /K that is related to E by a cyclic isogeny whose degree is a power of ℓ; the curve E ′ is unique up to isomorphism.
Proof. It follows from the classification of Section 3 that up to conjugacy, G = G E (ℓ) and G ′ are of the form G = H ⋊ t and G ′ = H ′ ⋊ t , where t = ( 1 1 0 1 ) and H and H ′ are distinct subgroups of C s (ℓ) that are conjugate in GL 2 (ℓ) via ( 0 1 1 0 ). This implies that neither H nor H ′ lie in Z(ℓ). The group G lies in B(ℓ) but not C s (ℓ), so E admits a rational isogeny ϕ 1 of degree ℓ that is unique up to isomorphism. Let E 1 = ϕ 1 (E) and let G 1 = G E1 (ℓ). The isogeny ϕ 1 induces a homomorphism G → G 1 with kernel t . The existence of the dual isogeny implies that the order of G 1 is either equal to that of G or smaller by a factor of ℓ (it cannot be larger because ℓ 2 does not divide #GL 2 (ℓ)). In the latter case, G 1 lies in a split Cartan subgroup but is not contained in Z(ℓ) (since H is not), and E 1 admits exactly two distinct rational ℓ-isogenies, one of which is the dual of ϕ 1 .
If we let ϕ 2 : E 1 → E 2 be the rational ℓ-isogeny that is not dual to ϕ 1 and put G 2 = G E2 (ℓ), then either G 2 also lies in a split Cartan subgroup but not Z(ℓ) and we can repeat the same argument, or G 2 has the same order as G. The isogeny class of E is finite, so by following a chain of ℓ-isogenies whose composition ϕ has a cyclic kernel of ℓ-power order, we must eventually reach an elliptic curve E n = ϕ n (E) for which G n := G En (ℓ) has the same order as G. We may thus assume that G n lies in B(ℓ) but not C s (ℓ), and therefore has the form H n ⋊ t , where H n is a subgroup of C s (ℓ). The isogeny ϕ n induces a group homomorphism φ n : G → G n with kernel t . We can pick bases (P, Q) and (P ′ , Q ′ ) for E[ℓ] and E n [ℓ] (respectively) so that ϕ n (P ) = 0 and ϕ n (Q) = Q ′ , while for the dual isogenyφ n we haveφ n (Q ′ ) = 0 andφ n (P ′ ) = P . It follows that φ n restricts to an isomorphism from H to H n that corresponds to conjugation by ( 0 1 1 0 ) (swapping the diagonal elements). We therefore have H n = H ′ and G n = G ′ . The curve E ′ := E n is determined up to isomorphism by the kernel of the separable isogeny ϕ n , which is in turn determined up to isomorphism by E.
Remark 32. The theorem includes the possibility that E/K has CM, but rarely applies in this case. When E/K has CM the hypothesis of the theorem is satisfied only when when ℓ is ramified in the CM field and the ideal above ℓ in the CM field is non-principal (and thus has order 2 in the class group). This corresponds to an ℓ-volcano that consists of a single edge; see [57] . (5) , while the groups G E (5) = G, t and G E ′ (5) = H, t are non-conjugate but locally conjugate and isomorphic (as required by Lemma 8) . As can be seen from the groups G E (5) and G E ′ (5), the elliptic curve E has a rational 5-torsion point, but E ′ does not.
GRH Bounds
By the Generalized Riemann Hypothesis (GRH) we refer to the assumption that the non-trivial zeros of the Dedekind zeta function of a number field all lie on the critical line {s ∈ C : ℜs = 1/2}. As noted by Serre [49, p. 334], for our applications it is actually only necessary to assume there are no zeros with real part greater than 1/2, but we shall not be concerned with this distinction. We recall the logarithmic integral Li(x) := 
where p ranges over the prime ideals of K that are unramified in L and
is the Artin symbol. There are absolute effective constants c 1 and c 2 such that
holds for all x ≥ 2, and π C (x) ≥ 1 for all x ≥ c 2 log 2 d L . Moreover, there is an absolute effective constant c 3 such that π C (x) ≥ 1 for every conjugacy class C of G and
Proof. The first bound is [49, Thm. 4] , which sharpens the result in [27] . The second is [49, Thm. 5], which is also sketched in [27] . For the third bound, see the remark in [27] regarding the improvement to Corollary 1.2.
Remark 35. As noted in [49] , Oesterlé announced the explicit values c 1 = 2 and c 2 = 70 in [40] .
Proposition 36 (Larson-Vaintrob) . Assume the GRH. Let E be an elliptic curve without CM defined over a number field K, and let N E be the absolute value of the norm of its conductor. There is an effective constant c K depending only on K such that G E (ℓ) = GL 2 (ℓ) only occurs for primes
Proof. See [32, Thm. 2].
Remark 37. Without the GRH the best bounds on ℓ that are known are exponentially worse. Even in the case K = Q the best unconditional bound known is quasi-linear in N E [11] . For elliptic curves over Q with no primes of multiplicative reduction, an O( √ N E ) bound is given in [62] , which also gives much stronger bounds (logarithmic in the discriminant) for elliptic curves with non-integral j-invariants.
Proposition 38. Let E be an elliptic curve defined over a number field K, and let N E be the absolute value of the norm of the conductor of E. Let m > 1 be an integer, let L := K(E[m]) be the n-torsion field of E, and let
Proof. We have
where d L/K denotes the relative discriminant of L/K. The extension L/K has degree at most #GL 2 (m) which is less than m 4 , and is unramified at all primes p of K that do not divide m and for which E has good reduction; see [17, Thm. 1]. The ramification index e of any prime q|p cannot exceed [L : K] < m 4 , therefore the multiplicity of any prime q in the relative different D L/K cannot exceed e − 1 + v p (e)e < e(n K log 2 e + 1) < m 4 (4n K log 2 m + 1) =: B.
The multiplicity of any prime p in the relative discriminant
is also bounded by B, and since every ramified prime divides mN E , we have
Remark 39. The conductor norm N E can be replaced by its squarefree part in the proposition above.
Corollary 40. Assume the GRH. Let E be an elliptic curve defined over a number field K and let N E be the absolute value of the norm of its conductor. There is an effective constant c ′ K depending only on K such that every conjugacy class in G E (ℓ) arises as the image of a Frobenius element of Gal(K/K) for a prime p of good reduction for E with absolute norm N k/Q (p) ≤ x, provided that
For ℓ ≤ c K log N E (log log N E ) 3 as in Proposition 36, it suffices to have
Moreover, if p is chosen uniformly at random from the set {p : N k/Q (p) ∈ [P, 2P ]} with P ≥ x log log x and x as above, then for any conjugacy class C of G E (ℓ) we have
where the implied constant in the o(1) is effective.
Proof. Applying Proposition 38 with n = ℓ, we get log d L = O(ℓ 4 log ℓ log(ℓN E )), where the implied constant is effective and depends only on K. We then apply the last part of Proposition 34 to get the first lower bound on x. The second bound on x follows immediately, and the last statement follows from the upper and lower bounds on π C (x) given by Proposition 38 (we just need P to grow strictly faster than x).
Algorithms
All the fields k that we shall consider are either number fields K or finite fields F q of odd characteristic p, and in either case k is a finite extension of its prime field k 0 and can be explicitly represented as k 0 [α]/(F (α)) for some fixed monic polynomial F ∈ Z[α] of degree [k : k 0 ] whose image in k 0 [x] is irreducible. For the purpose of explicit computation, we assume that elements of k are uniquely represented as integer polynomials of degree less than [k : k 0 ], with coefficients in the interval [0, p − 1] in the case that k 0 is the finite field F p .
For number fields K = Q[α]/(F (α)), we assume that the polynomial F is fixed in advance, and that elliptic curves E/K are specified by an integral Weierstrass equation
is a cubic polynomial whose coefficients in Z[α] represent elements of K as described above. For each unramified prime p of K/Q where E has good reduction we may then represent the residue field F p of p as F p [α]/(G(α)), where p|p, and G divides the image of F in F p [α]; such a G can be efficiently obtained by factoring F over F p (indeed, this is how the p|p are typically determined). We may then compute the reduction E p of E modulo p by reducing the Z[α] coefficients of f (x) modulo p and G.
In practice we are primarily interested in sampling primes p of bounded norm, in which case there is no loss of generality in assuming that N (p) is prime and deg G = 1, since this accounts for all but a negligible proportion of the primes p with N (p) ≤ B for any sufficiently large bound B, but we present our algorithms generically.
Most of the algorithms we present are probabilistic algorithms, which we recall are typically distinguished as one of two types. Las Vegas algorithms produce outputs that are always correct but have running times may that depend on probabilistic choices. For such algorithms we give bounds on their expected running time (which is required to be finite). Monte Carlo algorithms by contrast, have bounded running times but may produce outputs that are incorrect with probability bounded by some c < 1/2; we will take c = 1/3. Assuming the correct output is unique, by running a Monte Carlo algorithm repeatedly and choosing the output produced most frequently, the probability of error may be made arbitrarily close to zero at a rate that is exponential in the number of repetitions. As noted in §2, our complexity bounds count bit operations, and we assume that fast arithmetic is used throughout.
Computing Frobenius triples.
Our strategy is to determine the signature of G E (ℓ) by sampling Frobenius elements Frob p . This requires us to compute the determinant, trace, and 1-eigenspace dimension of ρ E,ℓ (Frob p ). If we put q = N (p) and write E p for the reduction of E modulo an unramified prime p where E has good reduction, then for any prime ℓ not divisible by p, the Frobenius triple
where tr π Ep := q + 1 − #E p (F q ) is the trace of the Frobenius endomorphism π Ep of E p . We can efficiently compute tr π Ep using Schoof's algorithm [45, 46] , which runs in time (log q) 5+o(1) (see [51, Cor. 11] for a sharp bound when q is prime; up to factors of log log q, the non-prime case is the same). To compute #E p [ℓ](F q ) we rely on Miller's algorithm [38] for computing the Weil pairing. Recall that for an elliptic curve E over any field k, for each prime ℓ = char(k), the Weil pairing
is a non-degenerate alternating bilinear pairing. This implies that for any P, Q ∈ E[ℓ] ≃ Z(ℓ) × Z(ℓ), the points P and Q generate E[ℓ] if and only if ω ℓ (P, Q) = 1. In [38] , Miller gives an efficient algorithm to compute ω ℓ ; when k = F q is a finite field and P, Q lie in E(F q ) the running time is (log q) 3+o (1) . We now give a Las Vegas algorithm to compute Frobenius triples for a set S of primes ℓ for a given reduction E/F q of E/K at an unramified prime p of norm q. Algorithm 3. Given an elliptic curve E over a finite field F q of characteristic p and a set S of primes ℓ = p, compute the set T = {(ℓ, q mod ℓ, tr π E mod ℓ, log ℓ #E[ℓ](F q )) : ℓ ∈ S} as follows:
1. Use Schoof's algorithm to compute t = q + 1 − #Ē(F q ) and put N := q + 1 − t.
Initialize T to {} and for each ℓ ∈ P :
a. Put e := v ℓ (N ). b. If e = 0 then add (ℓ, q mod ℓ, t mod ℓ, 0) to T and proceed to the next ℓ ∈ S. c. If e = 1 or v ℓ (q − 1) = 0 then add (ℓ, q mod ℓ, t mod ℓ, 1) to T and proceed to the next ℓ ∈ S. d. Repeat the following: i. Generate random points P 1 , P 2 ∈Ē(F q ) and compute Q 1 = (N/ℓ e )P 1 and Q 2 = (N/ℓ e )P 2 .
ii. For i = 1, 2, determine the least e i ∈ [0, e] such that ℓ ei Q i = 0.
iii. If max(e 1 , e 2 ) = e then add (ℓ, q mod ℓ, t mod ℓ, 1) and proceed to the next ℓ ∈ S. iv. Use Miller's algorithm to compute ζ = ω ℓ (ℓ e1−1 Q 1 , ℓ e2−1 Q 2 ).
v. If ζ = 1 then add (ℓ, q mod ℓ, t mod ℓ, 2) to S and proceed to the next ℓ ∈ S.
3. Output T and terminate.
Proposition 41. The expected running time of Algorithm 3 is bounded by
Proof. Generating uniformly random non-trivial points P ∈ E(F q ) in step 3.d.i can be accomplished by repeatedly choosing uniformly random x 0 ∈ F q and attempting to find a root y 0 of
; to obtain a uniform distribution on E p (F q ) − {0} one picks the sign of y 0 at random and discards points with y 0 = 0 with probability 1/2. The expected time per random point (x 0 , y 0 ) is (log q)
1+o (1) and this matches the cost of step 3.d.ii. The time for step 3.d.iv is (log q)
3+o (1) , and this dominates the total cost of step 3.d, which we expect to execute less than twice, on average, for each ℓ ∈ S. If E(F q )[ℓ] has order ℓ, then with probability at least 1 − 1/ℓ 2 one of Q 1 or Q 2 will be a generator and the algorithm will then proceed to the next ℓ ∈ S in step 3.d.iii; otherwise we have E[ℓ] ⊆ E(F q ), and with probability at least 1 − 1/ℓ the points Q 1 and Q 2 generate E[ℓ] and the algorithm proceeds to the next ℓ ∈ S in step 3.d.v. The expected time for step 3.d is thus (log q)
3+o (1) for each prime ℓ, and the total time for step 3 is #S(log q) 3+o(1) .
Remark 42. By using the Schoof-Elkies-Atkin algorithm in step 2 of Algorithm 3, under the GRH one can obtain a tighter bound on its average running time for reductions of a fixed elliptic curve E/K modulo primes p of K with norm contained in any dyadic interval [x, 2x ]. An extension of [51, Cor. 3] yields an average expected time of
3+o (1) per prime. This also applies if we restrict to degree-1 primes, or to primes in an arithmetic progression with a sufficiently small modulus.
Computing Frobenius conjugacy classes.
We now give an asymptotically slower algorithm that instead of computing Frobenius triples for a given set of primes computes a single integer matrix
whose reduction modulo n is conjugate to ρ E,n (Frob p ) for all integers n > 1 prime to p (including all primes ℓ not divisible by p). The quantities a p , b p , ∆ p , δ p appearing in A p are defined as follows. Let R p be the subring of End(E p ) generated by Q(π Ep ) ∩ End(E p ); if π Ep ∈ Z then R p = Z and otherwise R p is an order in an imaginary quadratic field. We then define Theorem 43 (Duke-Tóth) . Let E be an elliptic curve over a number field K and let p be a prime of good reduction for E. For any integer m for which p is unramified in
When E p is supersingular, the matrix A p is determined by N (p) and a p . This follows from the fact that in this case End(E p ) is a maximal order in the quaternion algebra End(E) ⊗ Q, by [15] , and this means that either R p = Z (in which case b p = 0), or R p is the maximal order of Q( √ −p), where p|p. In the former case b p = 0 and in the latter case ∆ p = disc(Q( √ −p)) and b p = (a 2 p − 4N (p))/∆ p . To treat the ordinary case, we rely on the algorithm in [5] , which gives a GRH-based Las Vegas algorithm to compute the index f p of End(E p ) in the maximal order of the imaginary quadratic field End(E p ) ⊗ Q with an expected running time of
where L(x) := exp log x log log x. The first step of this algorithm is to compute a p via Schoof's algorithm and factor a . Let E be an elliptic curve over a number field K and let p be a prime of good reduction for E.
Under the GRH there is a Las Vegas algorithm to compute
1+o (1) expected time.
Remark 45. An exponential-time algorithm for computing A p using Hilbert class polynomials H D whose discriminants D divide a 2 p − 4N (p) is given in [10] ; the running time is not explicitly analyzed in [10] , but we note that there are several algorithms to compute Hilbert class polynomials whose running times are quasi-linear in |D|, which is close to the bit-size of H D [4] . The fastest of these relies on the GRH [55] , but the algorithm in [19] does not, and as noted in [53, Rem. 1.1], the heuristics used in [19] can be removed. This gives an unconditional deterministic algorithm to compute A p in time N (p) 1+o (1) , but this is too slow to be useful to us here (and we require the GRH in any case).
In terms of its complexity on q = N (p), the subexponential-time algorithm to compute A p is much slower than Algorithm 3, which computes the Frobenius triples (det A p mod ℓ, tr A p mod ℓ, dim 1 (A p mod ℓ)) for primes ℓ ∈ S in time polynomial in log q. However, when S is large (say on the order of (log N E )
1+o (1) ) and q is relatively small (log q polynomial in log N E ), the running times are essentially the same and computing A p gives us more information; in particular, it allows us to distinguish the conjugacy classes of ( x 0 0 x ) and ( x 1 0 x ) in GL 2 (ℓ) even when x = 1, which is not possible with just the Frobenius triple; We will take advantage of this in §5.4
5.3.
Las Vegas algorithm to compute mod-ℓ images. We now give a Las Vegas algorithm to compute G E (ℓ) up to local conjugacy for all primes ℓ up to a given bound L by sampling Frobenius elements with norm up to a given bound P . Using the GRH-based bounds of §4 to determine L and P yields an algorithm whose expected running time is polynomial in log f , where
and f represents the absolute value of the largest integer coefficient of f . Algorithm 4. Given an elliptic curve E :
with integral coefficients and bounds L and P , compute for each prime ℓ ≤ L a subgroup G ℓ ⊆ GL 2 (ℓ) that is locally conjugate to the subgroup of G E (ℓ) generated by ρ E,ℓ (Frob p ) for unramified primes p of K prime to ℓ and of good reduction for E with N (p) ≤ P as follows:
1. Let S be the set of primes ℓ ≤ L, and for each ℓ ∈ S initialize variables s ℓ ← {}, c ℓ = 0, z ℓ ← 0.
2.
Compute the norm ∆ E ∈ Z of the discriminant of E and compute the discriminant d K ∈ Z of K.
For each rational prime
b. For each G i with deg G i ≤ log P/ log p: i. Use Algorithm 3 to compute the Frobenius triples
for the prime p of K with reside field F q := F p [α]/G i (α) and each prime ℓ ∈ S − {p}. ii. For each prime ℓ ∈ S − {p} update s ℓ ← s ℓ ∪ t ℓ,p and c ℓ ← c ℓ + 1. iii. If tr ρ E,ℓ (Frob p ) = 0 then update z ℓ ← z ℓ + 1.
4.
For each prime ℓ ∈ S, use Algorithm 2 to construct generators for a subgroup G ℓ of GL 2 (ℓ) with sig(G ℓ ) = s ℓ and |z(G ℓ ) − z ℓ /c ℓ | < 1/8 (if this fails for any reason, report that P is too small and terminate).
5.
Output the subgroups G ℓ (specified by generators) and terminate.
Theorem 46. Assume the GRH and let K = Q[α]/(F (α)) be a fixed number field. There is a Las Vegas algorithm that, given an elliptic curve E/K in integral form
that does not have complex multiplication, determines for every prime ℓ a subgroup G ℓ ⊆ GL 2 (ℓ) locally conjugate to G E (ℓ). The algorithm outputs a bound L for which G E (ℓ) = GL 2 (ℓ) for all primes ℓ > L, and a list of generators for G ℓ for each prime ℓ ≤ L. The expected running time of the algorithm is
Proof. Under the GRH, Proposition 36 guarantees that we have G E (ℓ) = GL 2 (ℓ) for all primes ℓ larger than an c K (log N E (log log N E ) 3 ), where the constant c K is effective and N E is the absolute value of the norm of the conductor of E. By Ogg's formula [39] , N E is bounded by the norm of the discriminant of E, which can be expressed as a polynomial of bounded degree in terms of the coefficients of f . It follows that log N E = O(log f ), where the implied constant is effective and depends only on K. Thus we may take L = (log f )
1+o (1) as a bound on the primes ℓ that we need to consider. Since K is fixed, we have deg F = O(1) and log q = O(log p), and all the integers and finite field elements that arise in the algorithm have O(log p) bits. Using fast arithmetic, we can assume the cost of each arithmetic operation in Z or F q is (log p) 1+o(1) ; see [22] , for example. Using the Cantor-Zassenhaus algorithm [9] , the expected time for step 1 is O((log p) 2+o(1) ), by [22, Thm. 14.14], and the time to reduce E to E p in step 2 is (log f ) 1+o(1) . The time for step 3 is O((log p) 5+o(1) ); this follows from [51, Cor. 11] , which also applies to the constant degree extension F q /F p .
For the bound P , Corollary 40 implies that we can take P = (log f ) 10+o (1) , where the implied constants are again effective. Note that by Lemma 28, we only need to determine z(G(E)) to with an error of ǫ < 1/4. The running time of step 3 of Algorithm 4 is then bounded by
which easily dominates the cost of the other steps (including the time required to determine the primes ℓ ≤ L and primes p ≤ P .
5.4.
Monte Carlo algorithm to compute mod-ℓ images. We now give a more efficient Monte Carlo algorithm to solve the same problem. Although it has a negligible impact on the worst-case asymptotic complexity that we can prove under the GRH, for practical purposes it is better to split the problem into two stages: (1) determine the primes ℓ for which G E (ℓ) = GL 2 (ℓ), and (2) compute G E (ℓ) up to local conjugacy for each of these primes. Indeed, if one believes that Serre's question has an affirmative answer (meaning that the largest ℓ for which G E (ℓ) = GL 2 (ℓ) is bounded by a constant depending only on K), but we do not want the correctness of the algorithm to depend on this, so we will typically need to consider many more primes ℓ in stage (1) (up to the GRH bound given by Corollary 36) than in stage (2). The key difference is that if G E (ℓ) = GL 2 (ℓ), we can unequivocally determine this after sampling an expected O(1) random Frobenius elements, whereas computing G E (ℓ) GL 2 (ℓ) up to local conjugacy requires us to sample O(ℓ) random Frobenius elements in the worst case.
Proposition 47. Let ℓ > 7 be prime. A subgroup G of GL 2 (F ℓ ) contains SL 2 (F ℓ ) if and only if it contains elements g 1 , g 2 , g 3 with nonzero trace such that
Proof.
The reverse implication appears in [48, Prop. 19] and follows from Proposition 2; (1) and (2) together imply that no conjugate of G lies in C + s (ℓ), C + ns (ℓ), or B(ℓ), and (3) rules out the exceptional cases. Conversely, for ℓ > 7 there exist g 1 , g 2 , g 3 ∈ SL 2 (F ℓ ) satisfying conditions (1), (2), (3), respectively.
Up to constant factors the following proposition is essentially implied by [26, Thm. 5.1] (and its proof), but here we give a slightly more precise statement.
Proposition 48. Let ℓ > 7 be prime and let G be subgroup of GL 2 (F ℓ ) containing SL 2 (F ℓ ). Let X 1 , X 2 , . . . be a sequence of independent random variables uniformly distributed over G. Let τ be the integer random variable for which the event τ = k occurs whenever k is the least integer for which X 1 , . . . , X k include elements g 1 , g 2 , g 3 of nonzero trace that satisfy the three criteria of Proposition 47. Then E[τ ] < 8, and
Proof. We consider the waiting times for each of the conditions (1)- (3) in Proposition 47 to be satisfied. From Table 1 we see that SL 2 (F ℓ ) contains (ℓ − 1)(ℓ 2 + ℓ)/2 elements g 1 for which χ(g 1 ) = +1, of which at most ℓ 2 + ℓ have trace zero. The same is true of every coset of
and we note that the LHS is never less than 2/5 for ℓ ≥ 11. A similar argument shows that
and the LHS is at least 1/3 for ℓ ≥ 11. The events represented by these ratios are disjoint, so with probability approaching 1 as ℓ → ∞, one of them occurs for X 1 , and the expected waiting time both to occur approaches 3 as ℓ → ∞.
The images of C s (ℓ) ∩ SL 2 (F ℓ ) and C ns (ℓ) ∩ SL 2 (F ℓ ) in PSL 2 (F ℓ ) are cyclic groups of order (ℓ − 1)/2 and (ℓ + 1)/2, respectively, and the same applies to their conjugates. In each of these groups there are only 10 elements of order at most 5, hence these occur with probability approaching 0 as ℓ → ∞. Switching to a coset of SL 2 (F ℓ ) and considering images in PGL 2 (F ℓ ) can only decrease the probability of getting an element of order at most 5. On the other hand, every g ∈ G with χ(g) = ±1 lies in a conjugate of C s (ℓ) or C ns (ℓ), and we have already noted that the probability that X 1 is such an element approaches 1 as ℓ → ∞. Thus with probability approaching 1 as ℓ → ∞, condition (3) is satisfied by X 1 and this implies E[τ ] → 3.
A direct calculation shows that for ℓ > 7 the probability that X 1 satisfies both conditions (2) and (3) is never less than 1/6, and since (1) and (2) are disjoint, the expected waiting time for either (1) or both (2) and (3) to be satisfied is bounded by 30/17 < 2, and this implies E[τ ] < 2 + 6 = 8.
For ℓ ≤ 7 we rely on the following lemma.
Lemma 49. Let G be a subgroup of GL 2 (ℓ). For ℓ = 2 the group G contains SL 2 (2) if and only if it contains g 1 , g 2 with tr(g 1 ) = 1 and dim 1 (g 2 ) = 1. For ℓ > 2 the group G contains SL 2 (ℓ) if and only if it contains g 1 , g 2 with χ(g 1 ) = −1, χ(g 2 ) = 0 and dim 1 (g 2 ) = 1.
Proof. The case ℓ = 2 is easily checked, so we assume ℓ > 2. For the "if" direction, we note that the criteria for g 1 ensure that G is not contained in a Borel subgroup nor in the normalizer of a split Cartan. For ℓ > 5 the fact that g 2 has projective order divisible by ℓ rules out any exceptional subgroups, and for ℓ = 3, 5 every exceptional subgroup that contains an element of order ℓ also contains SL 2 (ℓ). For the "only if" direction, we note that SL 2 (ℓ) ∩ C ns (ℓ) has order ℓ + 1 and therefore contains a non-scalar element g 1 with χ(g 1 ) = −1, and SL 2 (ℓ) ∩ B(ℓ) has order divisible by ℓ and therefore contains a non-scalar element g 2 with χ(g 2 ) = 0 and dim 1 (g 2 ) = 1.
If one defines the integer random variable τ as in Proposition 48 using the criterion that X 1 , . . . , X k contain g 1 and g 2 as in Lemma 49, it is easy to show that E[τ ] < ℓ + 2. In particular, E[τ ] < 9 for ℓ ≤ 7. With these results in hand we can now give a Monte Carlo algorithm for determining the set of primes ℓ for which G E (ℓ) does not contain SL 2 (ℓ). Note that when G E (ℓ) contains SL 2 (ℓ) we can determine G E (ℓ) exactly by computing the intersection of k with the cyclotomic field Q(ζ ℓ ), a computation that does not depend on E and takes negligible time for any fixed k. In the algorithm below π(L) := {ℓ ≤ L : ℓ if prime} is the prime counting function.
Algorithm 5. Given an elliptic curve E :
) with integral coefficients, bounds L and P with P > max(L, ∆ E ) and L ≥ 5, attempt to determine the set of primes ℓ ≤ L for which G E (ℓ) does not contain SL 2 (ℓ) as follows:
1. Initialize S 1 ← {ℓ : ℓ ≤ L prime} and S 2 = {} and create a table T with boolean entries T ℓ,1, , T ℓ,2 , T ℓ, 3 initialized to 0 for each prime ℓ ≤ L and set T ℓ,3 = 1 for ℓ ≤ 7.
2.
Repeat the following 27⌈1 + log M ⌉ times, where M is the number of primes ℓ ≤ L: a. Pick a random prime p ∈ [P, 2P ] and a random prime p of K lying above p and use Algorithm 3 to compute Frobenius triples
for each prime ℓ ∈ S 1 . b. For each prime ℓ ∈ S 1 set T ℓ,i ← 1 if t ℓ,p matches the conjugacy class of an element g i ∈ GL 2 (ℓ) that satisfies criterion (i) of Proposition 48 (for ℓ > 7) or Lemma 49 (for ℓ ≤ 7). c. For each prime ℓ ∈ S 1 with T ℓ,1 , T ℓ,2 , T ℓ,3 = 1, remove ℓ from S 1 and add it to S 2 .
3. Output the set S 2 and terminate.
Theorem 50. Assume the GRH and let K = Q[α]/(F (α)) be a fixed number field. There is a Monte Carlo algorithm with one-sided error that, given a non-CM elliptic curve E/K in integral form
, determines the set S of primes ℓ for which G E (ℓ) does not contain SL 2 (ℓ) with probability at least 2/3. The running time of the algorithm is O (log f ) 1+o (1) and its output always contains the set S.
Proof. Under the GRH we can take L = (log f ) 1+o (1) , by Proposition 36, and we can choose P so that log P = O(log L). Each call to Algorithm 3 in step 2a then takes O((log f ) 1+o(1) ) time, and these calls dominate the total running time. After 27 repetitions in step 2, for each prime ℓ ∈ S, the probability that ℓ remains in S 1 is less than 1/3 (this follows from Proposition 48 for ℓ > 7 and from Lemma 49 for ℓ ≤ 7, since we always have E[τ ] < 9). After the completion of step 2, this probability is less than 1/(3#S), for each prime ℓ ∈ S, and a union bound shows that the probability that any of the primes ℓ ∈ S remain in S 2 is less than 1/3. Remark 51. As usual for Monte Carlo algorithms, the probability of correctness approaches 1 at an exponential rate if we run Algorithm 5 repeatedly. Since the algorithm has one-sided error, we can take the intersection of all the sets output by the algorithm as our final result.
We now give a Monte Carlo algorithm to compute G E (ℓ) up to local conjugacy for a given set of primes ℓ, which we may apply to the set S 2 output by Algorithm 5. Rather than attempting to compute the full signature s of each G E (ℓ), we rely on the fact that s can be compactly represented by a subset of s containing at most 11 triples, as explained in §3.7. Since we are sampling elements of s randomly, we have no way of knowing a priori whether a given triple necessarily belongs to s. Instead, we dynamically construct an approximation s ℓ to s that we update whenever we find a triple that cannot belong to the signature that corresponds to our current approximation; for example, whenever we find a triple whose projective order exceeds m(s) = max{|π(g)| : g ∈ G E (ℓ)} or does not divide λ(s) = lcm{|π(g)| : g ∈ G E (ℓ)}. When doing so we simultaneously remove any triples in s ℓ that are no longer necessary. Depending on the order in which we find elements, it may happen that the cardinality of s ℓ temporarily exceeds 11 (for example, this could occur if we find several elements whose projective orders are distinct prime divisors of λ(s) before we find one of maximal projective order), but the cardinality of s ℓ is always bounded by O(log ℓ) and will eventually be no greater than 11.
Algorithm 6. Given an elliptic curve E :
) with integral coefficients, a bound P with P > max(L, ∆ E ) and a nonempty set S of primes less than P , attempt to compute G E (ℓ) up to local conjugacy for each prime ℓ ∈ S as follows:
2. Repeat the following 9 max(S)⌈1 + log #S⌉ times:
a. Pick a random prime p ∈ [P, 2P ] not in S and a random prime p of K lying above p and then integer matrix compute A p as in Theorem 44. b. For each prime ℓ dividing (tr A p ) 2 − 4N (p) that lies in S determine whether the order of A p mod ℓ is divisible by ℓ and if so add the triple (1, 2, 1) to s ℓ .
3.
Repeat the following 9⌈60 + 2⌈1 + log log(1 + max(S))⌉⌈1 + log #S⌉ times:
a. Pick a random prime p ∈ [P, 2P ] not in S and a random prime p of K lying above p and then compute the integer matrix A p as in Theorem 44. b. For each prime ℓ ∈ S:
i. Compute A = A p mod ℓ, set A ← A ℓ , and update s ℓ to reflect the triple (det A, tr A, dim 1 A). ii. Increment c ℓ , and if tr A = 0 then increment z ℓ . iii. Compute A ← A |π(A)| and update s ℓ to reflect the triple (det A, tr A, dim 1 A).
4.
If the cardinality of any s ℓ exceeds 11, repeat step 3.
5.
For each prime ℓ ∈ S, use Algorithm 2 to construct generators for a subgroup G ℓ of GL 2 (ℓ) for which s := sig(G ℓ ) satisfies s = s ℓ and |z(G ℓ ) − z ℓ /c ℓ | < 1/8 (if this fails for any reason, return to step 2).
6. Output the subgroups G ℓ (specified by generators) and terminate.
Remark 52. The constants in steps 2 and 3 are larger than necessary and in fact step 3 of Algorithm 6 can be incorporated into an initial part of the loop in step 2. We have written the algorithm this way in order to simplify the complexity analysis.
Theorem 53. Assume the GRH. Let K = Q[α]/(F (α)) be a fixed number field, let E/K be an elliptic curve in integral form
, let S be a set of primes ℓ for which G E (ℓ) does not contain SL 2 (ℓ), and let P = (log N E ) 10+o(1) be as in Corollary 40. Given inputs E, P , and S, Algorithm 6 correctly determines G E (ℓ) up to local conjugacy for all ℓ ∈ S with probability at least 2/3, and its expected running time is bounded by
Proof. By Proposition 36, the largest prime ℓ ∈ S is bounded by (log N E ) 1+o (1) , and this also bounds the cardinality of S. As argued in the proof of Theorem 46, we have log N E = O(log f ), and this implies log P = O(log log f ). It follows from Theorem 44 that the time to compute A p for any prime p with N (p) ∈ [P, 2P ] is bounded by (log f ) o(1) . The number of primes dividing (tr A p ) 2 − 4N (p) is bounded by log P = O(log log f ), and it follows that the total time for step 2 is bounded by O((log f )
1+o (1) ), and this also applies to step 3. Note that the cost of updating s ℓ is negligible because the cardinality of s ℓ is bounded by a constant factor of log ℓ ≤ log P = (log log f ), and computing A ℓ can be accomplished in time O(M(log ℓ) log ℓ), which is also polynomial in log log f . The time for the check in step 4 is quasilinear in #S = O(log f ), the time for step 5 is bounded by O(#S(log P ) 1+o(1) ) = O((log f ) 1+o(1) ), by Proposition 22, and this also bounds the time for step 6. This addresses the bound on the expected running time of Algorithm 6. We now show that its output is correct with probability at least 2/3.
Let ℓ ∈ S be a prime greater than 5 for which G E (ℓ) has order divisible by ℓ. The proportion of elements of G E (ℓ) of order divisible by ℓ is at least 1/ℓ, since G E (ℓ) does not contain SL 2 (ℓ) and must therefore either lie in a Borel group or be an exceptional group whose image in PGL 2 (ℓ) has order divisible by ℓ = 3, 5 (the claim holds in either case). After 3 max S iterations of step 2 the probability that (1, 2, 1) ∈ s ℓ is less than 1/10, and after 9 max S⌈1 + log #S⌉ iterations the probability that (1, 2, 1) ∈ s ℓ for any ℓ ∈ S for which G E (ℓ) has order divisible by ℓ is less than 1/10.
The fact that step 3.b.v is executed at least 180⌈1 + log #S⌉ times ensures that the probability that for some ℓ ∈ S the set s ℓ does not contain the triple of a generator for the scalar subgroup of G E (ℓ) is minuscule, say less than 1/1000. The same comment applies to the probability that s ℓ does not contain a triple whose determinant generates det(G E (ℓ)) for some ℓ ∈ S.
For each ℓ ∈ S, after 3 · 60 · ⌈1 + log #S⌉ iterations of step 3 the probability that we have not encountered representative A in step 3.b.i for the projective image of every element of G E (ℓ) in the case that G ( ℓ) is an exceptional subgroup is less than 1/10, and after the completion of step 3 the probability that this is true for any ℓ ∈ S is less than 1/10. Similarly, for each ℓ ∈ S, after 6⌈1 + log log(1 + max(S))⌉ iterations of step 3 the probability that we have not encountered an A in step 3.b.i that has maximal projective order in the image of G E (ℓ) under the ℓ-power map is less than 1/10, and after the completion of step 3 the probability that this is true for any ℓ ∈ S is less than 1/10.
Additionally, after the completion of step 3 the probability that for some ℓ ∈ S for which G E (ℓ) has dihedral projective image the set s ℓ does not contain the signature of some h ∈ G E (ℓ) whose projective image is not contained in the subgroup generated by some g ∈ G E (ℓ) of maximal projective order whose signature lies in s ℓ is negligible, say less than 1/1000. Finally, we note that the probability that |z(G E (ℓ))−z ℓ /c ℓ | ≥ 1/8 for any ℓ ∈ S after the completion of step 3 is also negligible, say less than 1/1000.
Taking a union bound, it follows that the probability that at the end of step 3 any of the sets s ℓ does not satisfy all the criteria listed in § 3.7 for a suitable representative subset of s = sig(G E (ℓ)) is less than 0.304 < 1/3, and this also bounds the probability that any s ℓ has cardinality greater than 11. Thus we expect to return to step 3 in step 4 just O(1) times, and when we reach step 5 we will compute subgroups G ℓ that are locally conjugate to G E (ℓ) for all ℓ ∈ S with probability at least 2/3.
Remark 54. Unlike the Las Vegas algorithm in §5.3, our Monte Carlo algorithm explicitly relies on the use of compact representations s ℓ of the signature of G E (ℓ) that contain only a bounded number of triples (at most 11, as noted in §3.7), and on the fact that we can compute A p in subexponential time; both are crucial to obtaining a quasi-linear running time.
Implementation
We implemented our algorithms using the C programming language and the gcc compiler. For the computation of Frobenius triples in Algorithm 3, at primes up to 2 40 we relied on the smalljac software library [54] based on the algorithms described in [25] , and for larger primes we used the implementation of the SEA algorithm described in [58] . For the computation of A p described in §5.2 we used a modified version of the algorithm in [6] that was optimized for smaller primes, using techniques described in [55, §4] and [58] .
As a key practical optimization, we constructed precomputed tables of Frobenius triples for every elliptic curve E/F q for q ≤ 2 16 , allowing us to compute Frobenius triples for the reductions of any elliptic curve E/k at primes p of k with N (p) ≤ 2 16 by simply doing a table lookup; this is particular useful when applying our algorithms to large tables of curves as discussed in the next section. While 2 16 is typically much smaller than the (log N E )
10+o (1) bound given by the GRH-based Chebotarev bounds of Corollary 40, in the typical case where ρ E,ℓ is surjective, we can in practice obtain an unconditional proof of this fact simply by sampling Frobenius triples at a handful of small primes of good reduction (typically just ten or twenty primes suffice). Indeed, in the computations described in the next section, involving hundreds of millions of elliptic curves with conductors ranging up to 10 10 , we never found an example where ρ E,ℓ was surjective and we were unable to prove this using primes less than 2 16 (in fact typically less than 100). This optimization dramatically improves the practical efficiency of our algorithms because it allows us to very quickly determine a small set of primes S for which we know unconditionally that G E (ℓ) = GL 2 (ℓ) for all primes ℓ ∈ S; this is one of the main motivations for separating Algorithms 5 and 6. As written, our algorithms cannot distinguish non-conjugate subgroups G and G ′ of GL 2 (ℓ) that are locally conjugate. However, as noted in Remark 9, the only case this when this can occur is when G and G ′ are subgroups of the Borel B(ℓ) of the form G = H, t and G ′ = H ′ , t , where t = ( 1 1 0 1 ) and H and H ′ are subgroups of the split Cartan C s (ℓ) that are conjugate via s = ( 0 1 1 0 ) (so H ′ is effectively H ′ with the diagonal entries swapped). As proved in Theorem 31, if G = G E (ℓ) for some elliptic curve E/K, then G ′ = G E ′ (ℓ) for an elliptic curve E ′ /K isogenous to E that we can obtain by following a chain of ℓ-isogenies. In almost all cases, we can use the curves E and E ′ to efficiently distinguish G and G ′ . In the most typical case, the projection of H to Z(ℓ)
× from its upper and lower diagonal entries have different order; for example we might have H = ( 2 0 0 1 ) and H ′ = 12 . This means that E has a rational point of order ℓ, but E ′ does not. More generally, if the order of the subgroup of Z(ℓ) × generated by the lower diagonal entries of H is n while that of H ′ is n ′ , then the degree of the minimal extension L/K over which E has a rational point of order ℓ is n, while the degree of the corresponding extension
Whenever n = n ′ we can use this fact to efficiently distinguish G and G ′ . We do not need to actually compute any of these torsion points, nor do we need to explicitly construct the fields L and L ′ , we only need to determine n and n ′ . This can typically be done by working modulo a suitable chosen degree-1 prime p of good reduction for E and first computing the Elkies polynomial h ℓ (x) whose roots are the x-coordinates in the kernel of the unique ℓ-isogeny admitted by the reduced curve E p (we can always choose p so that there is exactly one), as is done in the Schoof-Elkies-Atkin (SEA) point-counting algorithm. This can be accomplished quite efficiently, even when p := N (p) and ℓ are very large; see [58] for details. By repeating this process for sufficiently many primes p we can recover h ℓ ∈ O K [x] via the Chinese remainder theorem (or use Hensel lifting, which is slightly faster). It follows from [8] and [58] that, under the GRH, this can be accomplished in time ℓ 3+o(1) . The degree of h ℓ is (ℓ − 1)/2, which by Proposition 36 is quasi-linear in f , where y 2 = f (x) is the equation for E. The bit-sizes of the coefficients of h ℓ in O K [x] are also quasi-linear in f 1+o (1) . Factoring h ℓ over O K [x] is then quite feasible if ℓ is not too large, and this is typically not even necessary; if n and n ′ are not divisible by the same sets of primes, for example, we can use a randomized approach to quickly find a prime p modulo which the factorization of h ℓ ∈ F p [x] will unequivocally determine which of n or n ′ is correct. Note that we can determine ahead of time whether or not this will work; given generators for G and G ′ we can readily compute the indices of the largest subgroups of each that fix a linear subspace of Z(ℓ) 2 ; these indices are precisely n and n ′ . This information is listed in the column d 1 for each of the exceptional Galois images G E (ℓ) that are listed in Tables 3 through 10 in the next section. Except for a single pair of groups for the prime ℓ = 11, these degrees are different in every case and we were able to use this to exactly determine G E (ℓ) and G E ′ (ℓ) up to conjugacy in GL 2 (ℓ). The one exception occurs for the groups labeled 11B.10.4 and 11B.10.5 listed in Table 4 ; for the handful of cases where G E (ℓ) was one of these two locally conjugate groups we used the slower method described in the introduction to distinguish them. 
A magma script to compute the label of any subgroup of GL 2 (ℓ) is available at [59] , which also includes a script to construct a subgroup based on its label, with generators as above. The later task takes time quasi-linear in log ℓ once the values of ε and r are known. With a probabilistic algorithm one can easily construct ε and r in (log ℓ) 2+o(1) expected time.
Remark 56. For each of the labels above, the total number of possible combinations of a, b, c, d that can arise is quasi-linear in ℓ; this follows from the fact that the number of subgroups of GL 2 (ℓ) is quasi-linear in ℓ, as noted in Remark 23. Moreover, after expending ℓ 1+o(1) time on a precomputation, one can readily construct a list of tuples (a, b, c, d) that contains all possible combinations that can occur in a group label. For example, in the Borel and split Cartan cases, there is a unique value of a for each divisor of ℓ − 1, and the total number of divisors of an integer n is asymptotically bounded by 2 O(log n/ log log n) which is n o(1) . Similar comments apply to r (which is determined by d), and for each a and r are one can determine the possible values of b and c in time O(ℓ 1+ǫ ). This yields a Las Vegas algorithm to enumerate the subgroups of GL 2 (ℓ) up to conjugacy, with explicit generators for each subgroup whose expected running time is ℓ 1+o(1) .
7.2. Results over Q. We ran Algorithm 6 on all of the non-CM elliptic curves in Cremona's tables of elliptic curves [12] , which includes every elliptic curve E/Q with conductor N E ≤ 350, 000, a total of 2, 188, 263 curves, of which 2, 183, 641 do not have CM. In order to obtain the set of (possibly) exceptional primes S E for each curve E we used an optimized version of Algorithm 5 described in §6 that uses a precomputed table of Frobenius triples for all elliptic curves E/F p with p ≤ 2 16 . This may result in sets S E that are larger than necessary, but if so this will be detected by Algorithm 6 (with high probability). With this optimization the total time to obtain the sets S E for all the non-CM curves in Cremona's tables was under 5 minutes on a single core. About half the curves were found to have no exceptional primes, and for at least 3/4 of those that did, the only exceptional prime was 2 (in most cases because the curve had a non-trivial 2-torsion).
For each curve we repeated Algorithm 6 at least 100 times and kept the largest groups G E (ℓ) for each prime ℓ, thereby ensuring that the error probability was below 3 −100 . Zywina's recent work in [63] gives an entirely independent method for computing G E (ℓ) for elliptic curves E/Q that works unconditionally in all the cases of G E (ℓ) that are known to arise for elliptic curves over Q (using explicit models of the corresponding modular curves). This allowed us to independently verify our results, and in no instance did we find that our computations were incorrect.
In collaboration with John Cremona, this data has now been incorporated in Cremona's tables and is also available in the online database of L-functions and modular forms (LMFDB) [33] .
We also run our algorithms against all of the non-CM curves in the Stein-Watkins database, which includes a large set of elliptic curves of conductor up to 10 9 and elliptic curves of prime conductor up to 10 12 , over 140 million curves in all. In this more extensive computation we did not find any new groups G E (ℓ) that did not already occur for some elliptic curve in Cremona's tables (the largest conductor needed to obtain all the groups G E (ℓ) that we found is 216320, which is the conductor of curve 216320.i.1 in Cremona's tables which has G E (13) in the conjugacy class with label 13B.5.4.
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In total we found 63 exceptional image G E (ℓ) arising for non-CM elliptic curves E/Q, which agrees with the list given by Zywina in [63] . These are listed in the tables that follow, along with an elliptic curve of minimal conductor that realizes G E (ℓ). Descriptions of the columns are listed below:
• the first column lists the label of the subgroup as defined above, the second lists its index in GL 2 (ℓ), and the third lists the set of generators indicated by the label, with trivial generators omitted; • the column"−1" indicates whether the group G contains the matrix −1 or not; • d 0 is the index of the largest subgroup of G that fixes a linear subspace of Z(ℓ) 2 ; equivalently, the degree of the minimal extension over which E admits a rational ℓ-isogeny.
• d 1 is the index of the largest subgroup of G that fixes a nonzero vector in Z(ℓ) 2 ; equivalently, the degree of the minimal extension over which E has a rational point of order ℓ.
• d is the order of the group; equivalently, the degree of the minimal extension k over which E has rational ℓ-torsion.
• e is the exponent of the group; equivalently, the least integer for which the reduction of E modulo any good prime p has rational ℓ-torsion over F p e .
• the last column lists the Cremona label (not the LMFDB label) of an elliptic curve E for which G E (ℓ) is conjugate to the listed subgroup.
7.3. Results over quadratic fields. The L-functions and modular forms database (LMFDB) [34] now includes data for modular elliptic curves over these fields for elliptic curves with conductor norm up to 1831 in the case of Q( √ 5), and up to 10, 000 for the five imaginary quadratic fields listed above. The database of elliptic curves over Q( √ 5) is described in [7] . The enumeration of modular elliptic curves over the imaginary quadratic fields above was first addressed by Cremona in [13, 14] , which gives results for curves with conductor norm up to 500, and recently extended to conductor norm 10, 000 by Cremona and Moore [35] .
In the tables below curves we identify curves by vectors of Weierstrass coefficients [a 1 , a 2 , a 3 , a 4 , a 6 ], corresponding to the curve y 2 + a 1 xy + a 3 y = x 3 + a 2 x 2 + a 4 x + a 6 , where a 1 , . . . , a 6 are elements of the ring of integers of the relevant number field. Over Q( √ 5) we tested 3340 elliptic curves without CM of conductor norm up to 1831, as listed in [34] . Among these curves we found 7 subgroups G E (ℓ) that are not listed in the tables above, all arising for ℓ = 5. This is not surprising; for an elliptic curve E/Q( √ 5) the determinants in G E (ℓ) are all squares modulo 5, hence G E (ℓ) cannot arise for an elliptic curve over Q; however, it may arise as the base change to Q( √ 5) of an elliptic curve defined over Q. Indeed, 5 of the 7 groups we found can be obtained in this way, but 2 cannot; these are listed in the Table 5 below.
We tested a total of 53,362 non-CM elliptic curves of conductor norm up to 10 4 over the imaginary quadratic fields Q(i),Q( √ −2),Q( √ −3),Q( √ −7), Q( √ −11). Tables 6 through 10 list the exceptional images G E (ℓ) we found that do not arise for a non-CM elliptic curve over Q (or as the base-change of such a curve). Table 6 . Exceptional G E (ℓ) for non-CM curves E/Q(i) with N E ≤ 10 4 ; i := √ −1.
[7] J. Bober, A. Table 10 . Exceptional G E (ℓ) for non-CM curves E/Q( √ −11) with N E ≤ 10 4 ; a :=
