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Abstract
In this article a new high order accurate cell-centered Arbitrary-Lagrangian-Eulerian (ALE) Godunov-
type finite volume method with time-accurate local time stepping (LTS) is presented. The method is
by construction locally and globally conservative. The scheme is based on a one-step predictor-corrector
methodology in space-time and uses three main building blocks: First, a high order piecewise polynomial
WENO reconstruction, to obtain a high order data representation in space from the known cell averages
of the underlying finite volume scheme. Second, a high order space-time Galerkin predictor step based
on a weak formulation of the governing PDE on moving control volumes. Third, a high order one-step
finite volume scheme, based directly on the integral formulation of the conservation law in space-time.
The algorithm being entirely based on space-time control volumes naturally allows for hanging nodes also
in time, hence in this framework the implementation of a consistent and conservative time-accurate LTS
becomes very natural and simple. The method is validated on some classical shock tube problems for
the Euler equations of compressible gasdynamics and the magnetohydrodynamics equations (MHD). The
performance of the new scheme is compared with a classical high order ALE finite volume scheme based on
global time stepping. To the knowledge of the author, this is the first high order accurate Lagrangian finite
volume method ever presented together with a conservative and time-accurate local time stepping feature.
Keywords: Arbitrary-Lagrangian-Eulerian (ALE) Godunov-type finite volume methods, high order
Lagrangian ADER-WENO schemes, time-accurate local time stepping (LTS), hyperbolic conservation
laws, Euler equations of compressible gas dynamics, magnetohydrodynamics equations (MHD)
1. Introduction
After the seminal paper [47] by Munz in 1994, many significant advances have been made in recent years
concerning the construction of accurate and robust Godunov-type Lagrangian schemes for hydrodynamics
in one and multiple space dimensions, see e.g. the cell-centered Lagrangian finite volume schemes proposed
by Maire et al. [46, 44, 43, 45] and Despre´s et al. [14, 8], the staggered Lagrangian scheme presented in [42]
or the very recent family of cell-centered ALE remap schemes introduced in [50, 4, 3, 37, 38, 36, 41]. The
first better than second order accurate cell-centered Lagrangian finite volume schemes have been proposed
by Cheng et al. [10, 39, 11, 12] on structured grids using a nonlinear reconstruction operator of the ENO-
type [32], while the first better than second order accurate cell-centered Lagrangian finite volume schemes
on unstructured meshes have been recently proposed by Boscheri and Dumbser in [6, 16]. For high order
unstructured Lagrangian finite-element schemes the reader is referred to [48, 51] and references therein.
A common shortcoming in all the above mentioned methods is the use of a global time stepping scheme,
i.e. the smallest cell usually dictates the timestep of all control volumes in the entire computational domain.
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Since strong mesh deformation and cell distorsion at shear waves and massive cell clustering at shock waves
are common features of all Lagrangian methods, and which naturally also mimick the flow physics on the
discrete level, all these methods suffer from very small time steps compared to classical Eulerian finite volume
schemes on a fixed mesh, where the mesh quality can be controlled by the user a priori.
In recent years, several successful attempts have been reported in literature to construct high order
Eulerian schemes on fixed meshes that allow for time-accurate local time stepping (LTS), where each element
can run at its own optimal time step, given by a local CFL stability condition. Most of these schemes were
of the discontinuous Galerkin finite element type [28, 20, 53, 40, 29, 35], but also high order accurate finite
volume schemes with time accurate LTS can be found, mostly in the context of adaptive mesh refinement
(AMR) methods and block-clustered local time-stepping, see [58, 9, 2, 1, 7, 25, 26]. High order Runge-Kutta
time integrators with time-accurate local-time stepping have been recently proposed in [31, 30].
In this article, a first attempt is made to introduce time-accurate local time stepping also into high order
cell-centered Lagrangian finite volume schemes, in order to reduce the computational effort in the presence
of small and highly deformed cells caused by the Lagrangian framework. The paper is organized as follows:
in Section 2 the time-accurate local time stepping algorithm is described and all important implementation
details are given; in Section 3 some numerical test problems are presented in order to validate the accuracy,
efficiency and robustness of the proposed approach; detailed comparisons with global time stepping (GTS)
are made; the paper is closed by concluding remarks and an outlook to future extensions in Section 4.
2. Algorithm Description
In this paper, one-dimensional hyperbolic systems of conservation laws of the form
∂
∂t
Q+
∂
∂x
f(Q) = 0, x ∈ Ω(t) ⊂ R, t ∈ R+0 , (1)
are considered, where Q ∈ ΩQ ⊂ Rν is the vector of conserved variables and f = f(Q) is the nonlinear
flux vector. Here, Ω(t) denotes the time-dependent computational domain and ΩQ is the set of admissible
states, the so-called phase-space or state-space. The computational domain Ω(t) is discretized by a set of
moving mesh points xi+ 1
2
(t), each of which can move with a generic local mesh velocity Vi+ 1
2
(t), so that the
trajectory of the point satisfies the ODE
d
dt
xi+ 1
2
= Vi+ 1
2
(t). (2)
The Arbitrary-Eulerian-Lagrangian flux vector and its Jacobian are introduced as
fV (Q, V ) = f(Q)− VQ, and AV (Q, V ) = ∂f
V
∂Q
, (3)
where V is the local mesh velocity.
The family of high order one-step cell-centered Lagrangian finite volume schemes described in this section
proceeds for each element and (local) time step with the following three subteps:
1. piecewise polynomial data reconstruction from known cell averages, Qni → wh(x, tn),
2. element-local data evolution in time, wh(x, t
n)→ qh(x, t) and
3. one-step element update Qni → Qn+1i and geometry update xni± 1
2
→ xn+1
i± 1
2
.
While this is the natural order of the three steps in the computer program and in the numerical scheme, in
the following subsections the three steps of the scheme are described in the opposite order for the sake of
clarity, i.e. first the finite volume scheme is presented, then the local data evolution is described and finally
the data reconstruction step is outlined.
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2.1. One-Step Cell-Centered Lagrangian Finite Volume Scheme with LTS
At time t the spatial control volumes are defined as Ti = Ti(t) = [xi− 1
2
(t);xi+ 1
2
(t)]. The aim is first to
construct a one-step finite volume scheme in space and time, because the use of a one-step time discretization
is one of the key ingredients to achieve a simple and efficient local time stepping algorithm1. Following [23],
the conservation law (1) is first integrated in space and time over a generic space-time control volume
Ci = Ti(t)× [tni ; tn+1i ],
∆xn+1i Q
n+1
i = ∆x
n
i Q
n
i −


t
n+1
i∫
tn
i
fV
(
Q(xi+ 1
2
(t), t), Vi+ 1
2
(t)
)
dt−
t
n+1
i∫
tn
i
fV
(
Q(xi− 1
2
(t), t), Vi− 1
2
(t)
)
dt

 . (4)
The integral formulation (4) is by construction locally and globally conservative. If one wants to achieve
time-accurate local time stepping (LTS) then a cell Ti has to satisfy the so-called update criterion or evolve
condition [20, 40]
tni +∆t
n
i ≤ min
j∈Ni
(
tnj +∆t
n
j
)
, or equivalently tn+1i ≤ min
j∈Ni
(
tn+1j
)
, (5)
where Ni = {i − 1, i + 1} are the side neighbors of Ti. The current time, the future time and the time
step in element Ti are denoted by t
n
i , t
n+1
i and ∆t
n
i , respectively. Condition (5) means that a cell can be
only updated if its future time is less or equal than all the future times of the neighbor elements. Since
a time-accurate local time-stepping (LTS) algorithm produces hanging nodes in time at the edges of an
element, the flux integrals appearing in (4) are conveniently computed at the aid of a memory variable that
properly takes into account all fluxes through the element interfaces xi± 1
2
in the past. The finite volume
scheme (4) with LTS then reads
∆xn+1i Q
n+1
i = ∆x
n
i Q
n
i −
(
∆tn
i+ 1
2
fV
i+ 1
2
−∆tn
i− 1
2
fV
i− 1
2
)
+QMi . (6)
In the relations above ∆xi(t) = xi+ 1
2
(t) − xi− 1
2
(t) denotes the mesh spacing at a general time t. While
∆tni = t
n+1
i − tni is the size of the current element-local time step the ∆tni± 1
2
denote the lengths of the
time-intervals on the edges. These edge time-intervals (or flux time-intervals) are defined as
∆tn
i± 1
2
= tn+1
i± 1
2
− tn
i± 1
2
, with
[
tn
i± 1
2
; tn+1
i± 1
2
]
=
[
max
(
tni , t
n
i±1
)
; min
(
tn+1i , t
n+1
i±1
)]
. (7)
For tni the time step number n is an element-local index and for t
n
i+ 1
2
it is an edge-local number, but to ease
notation we simply always write n, intending n = n(i) inside elements and n = n(i+ 12 ) at edges. From (5)
and (7) it follows that tn+1
i± 1
2
= tn+1i . Furthermore, ∆x
n
i = ∆xi(t
n
i ) and Q
n
i = Qi(t
n
i ). The cell averages are
defined as usual as
Qi(t) =
1
∆xi(t)
x
i+1
2
(t)∫
x
i− 1
2
(t)
Q(x, t)dx, (8)
while the time-averaged ALE interface flux across the element boundaries is defined as
fV
i+ 1
2
=
1
∆tn
i+ 1
2
t
n+1
i+1
2∫
tn
i+1
2
fV
(
Q(xi+ 1
2
(t), t), Vi+ 1
2
(t)
)
dt. (9)
1In contrast to the usual Runge-Kutta time stepping, which requires several sub-stages.
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In (6) QMi is the memory variable [20] that takes into account all fluxes through the element interfaces xi± 1
2
in the past between time tni and the times t
n
i± 1
2
, i.e.
QMi = −


tn
i+1
2∫
tn
i
fV
(
Q(xi+ 1
2
(t), t), Vi+ 1
2
(t)
)
dt−
tn
i− 1
2∫
tn
i
fV
(
Q(xi− 1
2
(t), t), Vi− 1
2
(t)
)
dt

 . (10)
Using the definition of the memory variable (10) and the LTS finite volume scheme (6) with (9) one obtains
again the original integral form of the conservation law (4). In practice, however, the memory variable is
not computed directly by formula (10), but according to the following strategy, see also [20]: After a local
time-step has been carried out by element Ti according to (6), then its memory variable is reset to zero and
the fluxes computed through the element interfaces are immediately accumulated into the memory variables
of the neighbor cells (to assure conservation), i.e.
QMi := 0, Q
M
i±1 := Q
M
i±1 ±∆tni± 1
2
fV
i± 1
2
. (11)
In other words, the flux contributions to the memory variable of a cell i are always computed by the
neighbor elements and only the reset step is done by the element itself. It is easy to see that algorithm (11)
is equivalent with definition (10), since the time integrals in (10) are additive.
While Eqn. (6) with (8), (9) and (10) is an exact integral relation, a numerical scheme is obtained by
using a numerical flux fVh (q
−
h ,q
+
h , V ) instead of (9), where the flux becomes a function of two state vectors,
namely the states q−h = qh(x
−
i+ 1
2
(t), t) and q+h = qh(x
+
i+ 1
2
(t), t) on the left and on the right of the interface,
respectively,
fV
i+ 1
2
=
1
∆tn
i+ 1
2
t
n+1
i+1
2∫
tn
i+1
2
fVh
(
qh(x
−
i+ 1
2
(t), t),qh(x
+
i+ 1
2
(t), t), Vi+ 1
2
(t)
)
dt. (12)
The procedure for the computation of qh(x, t) will be described in the next section. In this article, two dif-
ferent numerical fluxes are used: either a simple Rusanov-type flux [49], or an Osher-type flux, as introduced
in [21, 22]. The Rusanov-type flux reads
fVh (q
−
h ,q
+
h , Vi+ 12 ) =
1
2
(
fV (q−h , Vi+ 12 ) + f
V (q+h , Vi+ 12 )
)
− 1
2
smax
(
q+h − q−h
)
, (13)
where smax = max(max(|λ(AV (q−h , Vi+ 12 ))|),max(|λ(AV (q
+
h , Vi+ 12 ))|) is the maximum signal speed. The
Osher-type flux according to [21, 23] reads
fVh (q
−
h ,q
+
h , Vi+ 12 ) =
1
2
(
fV (q−h , Vi+ 12 ) + f
V (q+h , Vi+ 12 )
)
− 1
2

 1∫
0
∣∣∣AV (Ψ(s), Vi+ 1
2
)
∣∣∣ ds

(q+h − q−h ) , (14)
where
Ψ(s) = Ψ(q−h ,q
+
h , s) = q
−
h + s
(
q+h − q−h
)
(15)
is a straight-line segment path connecting the two states q−h and q
+
h in phase-space. The integral appearing
in Eqn. (14) is computed numerically using Gauss-Legendre quadrature formulae of appropriate order, see
[21, 22]. In (14), the usual definition for the absolute value of a matrix A applies:
|A| = R|Λ|R−1, (16)
with R the matrix of right-eigenvectors and R−1 its inverse, while |Λ| = diag(|λ1|, |λ2|, ..., |λν |) is the
diagonal matrix of the absolute values of the eigenvalues of A.
4
For the mesh velocity, needed in (18) and in the fluxes (13) and (14) the Roe averaged velocity for
Lagrangian gasdynamics is used, see [47],
Vi+ 1
2
=
1
2
(
V (q−h ) + V (q
+
h )
)
, (17)
where V = V (Q) is the local fluid velocity computed from the vector of conserved variables. Note that in
Lagrangian gas dynamics, the Roe average for the velocity is simply given by the arithmetic average of the
velocities, see [47] for details.
Finally, using (2) and (17), the new positions of the mesh points xi± 1
2
at times tn+1
i± 1
2
read
xn+1
i± 1
2
= xn
i± 1
2
+
1
2
t
n+1
i± 1
2∫
tn
i± 1
2
(
V (q−h ) + V (q
+
h )
)
dt, (18)
which is the integral form of the ODE (2). For Lagrangian LTS schemes, it is very important to distinguish
between the local element times tni within the space-time element Ci and the local node times tni± 1
2
at the
nodes of the element. Note further that if cell number i is updated, only the meshpoints xi± 1
2
move, the rest
of the mesh remains fixed. In other words: if an element Ti is updated in time according to (6) it pushes
the two nodes that compose element Ti according to Eqn. (18).
The integral conservation equation (6) only produces one evolution equation for the cell averages Qi(t),
but since the interface flux fV
i+ 1
2
needs values at the element boundaries, a spatial reconstruction operator is
necessary to produce appropriate interface values from the given cell averages. While a first order Godunov
finite volume scheme simply uses extrapolation of piecewise constant data to cell boundary xi+ 1
2
,
q−h = qh(x
−
i+ 1
2
, t) = Qni , and q
+
h = qh(x
+
i+ 1
2
, t) = Qni+1, (19)
higher order in space can be achieved in the finite volume context by using an appropriate reconstruction
or recovery operator. In this paper, a particular form of WENO reconstruction [34] is used, see [23] and
Section 2.3.
2.2. High Order Time-Evolution
The high order element-local data evolution stage is another key ingredient for the design of efficient and
simple time-accurate local time stepping schemes, see [20, 53, 40, 29]. Instead of the Cauchy-Kovalewski
procedure, which is based on cumbersome Taylor series and repeated differentiation of the governing PDE
and which has been used in the original ENO method of Harten et al. [32] and in the ADER schemes of
Titarev and Toro [54, 55] as well as in the Lagrangian finite volume schemes presented in [39, 12], here a
weak integral formulation of the governing PDE in space-time is used. This concept has been introduced
in [17, 24, 33], is capable of dealing with stiff algebraic source terms and has already been successfully
applied to Lagrangian finite volume schemes with global time stepping (GTS) in [23, 6, 16]. In this section
we summarize the description already given in [23], but for the sake of clarity the main steps are explained
again to make this article self-contained.
To get an element-local weak formulation of the PDE on a moving space-time control volume Ci =
[xi− 1
2
(t);xi+ 1
2
(t)] × [tn; tn+1], the governing PDE (1) is mapped to the reference space-time element CE =
[0; 1]2 using an isoparametric mapping, hence the mapping of the geometry is approximated with the same
space-time basis functions θm that are also used to approximate the discrete solution qh(x, t). In this
paper the θm are chosen to be the Lagrange interpolation polynomials of degree M that pass through
the tensor-product Gauss-Legendre quadrature points on the reference element CE , see [52] for details on
multidimensional quadrature. At the aid of the space-time basis functions θk, the mapping of x and t onto
ξ and τ reads
xh = x(ξ, τ) = xˆmθm(ξ, τ), th = t(ξ, τ) = tˆmθm(ξ, τ). (20)
5
Figure 1: Sketch of a third order isoparametric space-time element. Left: physical space-time element. Right: reference
space-time element. The interpolation nodes for the numerical solution and for the mapping, given by the tensor-product
Gauss-Legendre quadrature points, are numbered from 1 to 9. The initial location for the spatial Gauss-Legendre nodes xˆ0,m
is also highlighted.
Here, θm = θm(ξ, τ) and the coefficients xˆm and tˆm denote the nodal coordinates in physical space and time
and ξ and τ are the reference coordinates. A sketch of this isoparametric mapping is depicted in Fig. 1.
For the time coordinate one gets the following simple mapping, since the time coordinates are the same for
each spatial node at each time level:
th = t
n +∆tni τ. (21)
This reduces the Jacobian of the space-time mapping (ξ, τ)→ (x, t) and its inverse to
J =
(
xξ xτ
tξ tτ
)
=
(
xξ xτ
0 ∆tni
)
, J−1 =
(
ξx ξt
τx τt
)
=
(
1
xξ
− 1∆tn
i
xτ
xξ
0 1∆tn
i
)
. (22)
Using the chain rule PDE (1) is rewritten on the reference element CE as
∂Q
∂τ
− xτ
xξ
∂Q
∂ξ
+
∆tni
xξ
∂f
∂ξ
= 0, (23)
where the second term corresponds to the Lagrangian part of the flux caused by the motion of the mesh.
In the framework of isoparametric finite elements, the discrete solution and the flux of PDE (23) are
approximated with the same basis functions θm used for the mapping (20), i.e.
qh = qh(ξ, τ) = θm(ξ, τ)qˆm, fh = fh(ξ, τ) = θm(ξ, τ)fˆm. (24)
For a nodal basis, the degrees of freedom of the interpolation of the nonlinear flux are simply computed
pointwise as
fˆm = f(qˆm). (25)
Throughout the paper, the Einstein summation convention is used. To ease notation, the following operators
on CE are introduced:
[f, g]τ =
1∫
0
f(ξ, τ)g(ξ, τ) dξ, and 〈f, g〉 =
1∫
0+
1∫
0
f(ξ, τ)g(ξ, τ) dξ dτ. (26)
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Multiplication of Eqn. (23) with space-time test functions θk, integration over CE and integration of the
first term by parts in time yields
[θk,qh]
1 − [θk,wh]0 −
〈
∂
∂τ
θk,qh
〉
+
〈
θk,
∆tni
xξ
∂
∂ξ
fh(qh)− xτ
xξ
∂qh
∂ξ
〉
= 0. (27)
Here, the initial condition given by the WENO reconstruction polynomial wh(x, t
n) = ψm(ξ)wˆ
n
m at time t
n
(see the next sub section) has been introduced in a weak form.
With the definitions for the WENO reconstruction polynomial and the discrete space-time solution (24),
one obtains the following element-local nonlinear algebraic equation system:
K1kmqˆm +K
ξx
kmfˆm −Kξtkmqˆm = F 0kmwˆnm, (28)
with
K1km =
(〈
θk,
∂
∂τ
θm
〉
+ [θk, θm]
0
)
, (29)
Kξxkm =
〈
θk,
∆tni
xξ
∂θm
∂ξ
〉
, Kξtkm =
〈
θk,
xτ
xξ
∂θm
∂ξ
〉
, (30)
and
F 0km = [θk, ψm]
0
, Mkm = 〈θk, θm〉 . (31)
The element-local nonlinear algebraic systems (28) can be easily solved using the following iterative method,
see [24, 33]:
K1kmqˆ
l+1
m +K
ξx
kmfˆ
l
m −Kξtkmqˆlm = F 0kmwˆnm. (32)
For an efficient strategy to get the initial guess qˆ0m see [33]. The equation that determines the location of
the spatial coordinates xˆm of the space-time element is the ODE
dx
dt
= V (Q(x, t)), (33)
where V (Q(x, t)) is the local mesh velocity. For the local mesh velocity one can use again the nodal ansatz
Vh = V (qh(x, t)) = θm(x, t)vˆm, with vˆm = V (qˆm). (34)
The initial distribution of the spatial Gauss-Legendre quadrature points at time tni is given by
xˆ0,m = x
n
i− 1
2
+∆xni ζm, (35)
where the ζm are the quadrature points on the unit interval [0; 1] and the spatial Lagrange interpolation
polynomials passing through these points are denoted by φm. A discrete version of the ODE (33) can then
be obtained using again the local space-time DG method, see [15]:(
[θk, θm]
1 −
〈
∂
∂τ
θk, θm
〉)
xˆl+1m = [θk, φm]
0xˆ0,m +∆t
n
i 〈θk, θm〉 vˆlm. (36)
The weak formulation for the spatial coordinates (36) is iterated together with the weak formulation for
the solution (32) until convergence is reached. The temporal coordinates tˆm are fixed and are given by the
Gauss-Legendre points ζm in time and relation (21). The space-time polynomials qh(x, t) are computed for
each element in the computational domain and are then used as arguments for the numerical flux in Eqn.
(12).
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2.3. High Order WENO Reconstruction for LTS
In this paper the polynomial WENO reconstruction algorithm proposed in [18, 19, 17] is used. Its
output are reconstruction polynomials and not point values, as in the original optimal WENO scheme of
Jiang and Shu [34]. The details can be found in the above-mentioned references, hence only a brief summary
of the algorithm is given here together with the necessary modifications in order to support LTS. For the
sake of simplicity, componentwise reconstruction in conservative variables is assumed. For reconstruction
in characteristic variables see [32, 34]. A reconstruction polynomial wh(x, t
n
i ) of degree M is obtained
componentwise by requiring integral conservation on a stencil
Ssi =
i+r⋃
j=i−l
T nj (37)
with spatial extension l and r to the left and right, respectively. For odd order schemes there is one
central stencil (s = 1), with l = r = M/2, while for even order schemes there are two central stencils with
l =floor(M/2)+1 and r =floor(M/2) for the first central stencil (s = 0) and l =floor(M/2), r =floor(M/2)+1
for the second one (s = 1). All schemes have one fully left-sided stencil (s = 2) with l = M and r = 0 and
one fully right-sided stencil (s = 3) with l = 0 and r = M . The reconstruction polynomial for each stencil
is written in terms of some spatial basis functions ψm(ξ) as
wsh(x, t
n) =
M∑
m=0
ψm(ξ)wˆ
s
m := ψm(ξ)wˆ
n,s
m , (38)
with the mapping
x = xn
i− 1
2
+∆xni ξ. (39)
For the reconstruction basis functions ψm(ξ) one can either use Legendre polynomials rescaled to the unit
interval [0; 1], or, a nodal basis based on the Lagrangian interpolation polynomials passing through the
Gauss-Legendre quadrature points on the unit interval. To obtain the high order reconstruction polynomial
one usually requires integral conservation on all elements of the stencil as follows:
1
∆xnj
xn
j+1
2∫
xn
j− 1
2
wsh(x, t
n
i )dx = Q
n
j , ∀T nj ∈ Ssi . (40)
However, in the context of finite volume schemes with time-accurate local time stepping, each cell average
Qnj is usually defined at a different local time t
n
j 6= tni , i.e. Eqn. (40) can in general not be used for
reconstruction, since the cell averages needed for reconstruction are in general not available at the time tni
when they are needed. Also the geometry of the stencil is in general not available at the time tni required for
reconstruction. Instead, one has to use the following set of reconstruction equations, which uses the local
predictor solution qh in all elements T
n
j with j 6= i in order to predict the value of the cell averages and the
geometry at the required reconstruction time tni . These estimated values are distinguished from the real cell
averages and interface positions by the use of the tilde symbol:
1
∆x˜nj
x˜
j+1
2
(tni )∫
x˜
j− 1
2
(tn
i
)
wsh(x, t
n
i )dx = Q˜j(t
n
i ), ∀T nj ∈ Ssi , (41)
with ∆x˜nj = ∆x˜j(t
n
i ) = x˜j+ 1
2
(tni )− x˜j− 1
2
(tni ) and
Q˜j(t
n
i ) =


Qni , if i = j,
1
∆x˜n
j
x˜
j+1
2
(tni )∫
x˜
j− 1
2
(tn
i
)
qh(x, t
n
i )dx, if i 6= j. (42)
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The geometry at the reconstruction time tni is estimated by moving the interfaces virtually, just for the
purpose of reconstruction, as follows:
x˜j+ 1
2
(tni ) = xj+ 1
2
(tn
j+ 1
2
) +
tni∫
tn
j+1
2
Vj+ 1
2
(t)dt, (43)
where Vj+ 1
2
(t) = 12
(
V (qh(x
−
j+ 1
2
(t), t)) + V (qh(x
+
j+ 1
2
(t), t))
)
is again easily computed using the local pre-
dictor qh. Now, the reconstruction equations (41) are defined and the unknown coefficients w
n,s
m can be
obtained, using the virtual interface positions x˜j+ 1
2
(tni ) and the virtual cell averages Q˜
n
j at the reconstruction
time tni , computed from the element-local space-time predictor solution qh(x, t). As the reader can easily
appreciate, it is indeed the use of the predictor-corrector philosophy which allows a simple reconstruction
procedure with time-accurate local time-stepping, since the local space-time predictor qh provides an accu-
rate interpolation of the data and the geometry at any desired position in space and time. From (43) and
(42) it becomes clear that an element can only apply the reconstruction operator if the following condition
is satisfied:
max(tnj ) ≤ tni ≤ min(tn+1j ), ∀T nj ∈ Ssi , (44)
i.e. the reconstruction time tni must be contained within all local time intervals [t
n
j ; t
n+1
j ] of all stencil
elements so that the local predictor solution can be evaluated at a valid relative time 0 ≤ τ ≤ 1. The
predictor is not valid for τ < 0 (backward extrapolation in time) or τ > 1 (forward extrapolation in time).
Note that for better than second order schemes condition (44) is more restrictive than the simple update
criterion (5), hence from third order methods onward one has to obey condition (44).
With the oscillation indicators σs
σs = Σlmwˆ
n,s
l wˆ
n,s
m , Σlm =
M∑
α=1
1∫
0
∂αψl(ξ)
∂ξα
· ∂
αψm(ξ)
∂ξα
dξ, (45)
the nonlinear weights ωs are defined by
ω˜s =
λs
(σs + ǫ)
r , ωs =
ω˜s∑
q ω˜q
, (46)
where we use ǫ = 10−14, r = 8, λs = 1 for the one-sided stencils and λ = 10
5 for the central stencils,
according to [17, 18]. The final nonlinear WENO reconstruction polynomial and its coefficients are then
given by
wh(x, t
n) = ψm(ξ)wˆ
n
m, with wˆ
n
m =
∑
s
ωswˆ
n,s
m . (47)
For the computation of the time step ∆ti, each element obeys the following local CFL condition
∆tni = CFL · min
j∈Ni

 ∆x˜j(tni )∣∣∣λmax(Q˜j(tni ))∣∣∣

 , with CFL ≤ 1. (48)
This closes the description of the high order reconstruction operator in the context of LTS and thus
completes the general presentation of the algorithm, which consists in the three steps i) reconstruction, ii)
data evolution and iii) cell update.
2.4. Description of the Local Time-Stepping Algorithm
The workflow of an LTS algorithm is best illustrated on a simple example, as the one sketched in Figure
2. For other examples, see [20, 53, 40]. Note that in an LTS algorithm the order in which the elements are
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Figure 2: Sketch of the ALE-LTS procedure and the generated space-time mesh. Red space-time cells are currently being
updated, blue space-time cells have already been updated at least once and space-time cells with an available predictor solution
qh are highlighted in grey. The flux time intervals are depicted in green, the red arrows denote saving of flux contributions in
memory variables of neighbor cells and the horizontal dashed red lines indicate reconstruction using virtual data obtained by
interpolation from the space-time predictor qh. Note the hanging nodes in time produced by the ALE-LTS algorithm on the
element edges.
updated depends on the update criterion (44). For that reason, one cannot speak of timesteps any more, but
the time marching of the LTS code is organized by cycles. In each cycle, the scheme runs over all elements
of the domain and skips those which do not satisfy the update criterion (44). This verification is very fast
and does not add much computational overhead to the scheme. For the example used here, we suppose
M = 1, hence a second order scheme in space and time is used, for which the criteria (5) and (44) are the
same. In this example, suppose that elements Ti−2 and Ti+2 are on the boundary of the domain, hence they
have to fulfill the update criterion only with respect to neighbors within the computational domain.
At the beginning of the time marching, all elements are defined at the common initial time t = 0. The
cell averages are defined by the initial condition and the first WENO reconstruction can be done for all
elements directly based on the cell averages Qj , without the use of the virtual geometry or the virtual cell
averages Q˜j. For each element an element-local time step is defined according to the local CFL condition
(48). Note that for the computation of the first time step, the real geometry and the real cell averages
can be used in (48) instead of the virtual ones. After reconstruction and local time step computation, each
element can compute its element-local predictor solution qh. We are now in the situation depicted in Figure
2 a). All cells are at the same initial time t = 0, have different time steps and have computed their predictor
qh(x, t), which is valid through one local time step. The intervals with a valid space-time predictor solution
qh(x, t) are highlighted in grey in Figure 2. In the first cycle, only element Ti satisfies the update criterion
(44), hence it is updated according to the finite volume scheme (6), since on both element interfaces xi± 1
2
the necessary data for flux calculation is available under the form of the predictor qh. The updated cell
is highlighted in red in Figure 2 b) and the corresponding flux intervals in time according to Eqn. (7) are
highlighted in green. Note that the geometry is updated only for the nodes attached to the element which is
updated, hence xi− 1
2
and xi+ 1
2
advance in time, while the other nodes are still at their old time level. Once
the fluxes for cell Ti have been computed, they are added to the memory variables Q
M
i±1 of the neighbor cells
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(red arrows in Figure 2) and the memory variableQMi is reset to zero, according to (10). Now, the local time
of cell Ti is advanced by a local time step and reconstruction is performed for cell Ti at the new local time
tni . Since reconstruction requires information from the neighbor cells Ti±1, which are still at the initial time
t = 0, the reconstruction operator uses the virtual data defined in (42) and a virtual geometry according
to (43), which are both computed from the local space-time predictor qh(x, t). This reconstruction based
on virtual data is highlighted by the dashed red horizontal lines in Figure 2. After reconstruction, cell Ti
can compute its predictor, highlighted again in grey in Figure 2 b), and the first cycle is complete, since no
other cells satisfy the update criterion. The second cycle is depicted in Figure 2 c). Now, cells Ti−1 and
Ti+1 satisfy the update criterion and thus they are both updated in the same cycle. The resulting flux time
intervals according to Eqn. (7) are highlighted again in green. One can note in Figure 2 c) that the part of
the fluxes which has already been computed previously by element Ti and has been saved into the memory
variables of Ti+1 and Ti−1 is not computed again, but only the missing parts of the time intervals that are
necessary to reach the future times tn+1i+1 and t
n+1
i−1 , respectively. Again, the computed fluxes are added to the
memory variables of the neighbor elements, hence Ti−1 adds the corresponding flux contributions to element
Ti−2 on the left and to Ti on the right, see the red arrows in Figure 2 c). Likewise, element Ti+1 contributes
to the memory variables of Ti and Ti+2. After resetting their memory variables, elements Ti−1 and Ti+1
perform the reconstruction using the virtual geometry and data provided by the space-time predictor qh
in the neighbor elements, see the dashed lines in Figure 2. After reconstruction, the predictor is computed
again, see the grey shaded areas of elements Ti−1 and Ti+1. Since in the same cycle no other elements fulfill
the update criterion, the cycle ends and we have the situation depicted in Figure 2 d). The three elements
that have been updated so far are highlighted in blue, and the elements that satisfy the update criterion
within this cycle are Ti−2, Ti and Ti+2. As in the previous cycles, the flux time intervals are highlighted in
green, the communication with the memory variables of the neighbor elements is indicated by the red arrows
and the reconstruction based on the virtual data is highlighted by the red dashed horizontal lines. Recall
also, that the space-time mesh depicted in Figure 2 is constructed dynamically in each cycle according to
the local CFL condition (48) and the Lagrangian mesh motion. It is further important to note that only
the spatial nodes attached to the elements that are updated (highlighted in red) are advanced in time. The
other nodes remain at their old position at their old time. The resulting space-time mesh is non-conforming
in time. As a direct consequence, hanging nodes in time appear, which are conveniently treated by the
algorithm using memory variables and the fact that the flux time integrals are additive. The concept of
memory variables has first been introduced for LTS methods in [20].
3. Numerical Test problems
In this section, the numerical approach presented above is validated on a large set of one-dimensional
Riemann problems for the Euler equations of compressible gas dynamics and the equations of ideal magne-
tohydrodynamics (MHD). Furthermore, a detailed numerical convergence study is presented for the MHD
system for a smooth, non-trivial time-dependent test case.
3.1. Euler equations of compressible gas dynamics
For the first set of shock tube problems the classical Euler equations of compressible gasdynamics are
considered. In one space dimension they read
∂
∂t

 ρρu
ρE

+ ∂
∂x

 ρuρu2 + p
u(ρE + p)

 = 0, (49)
with
p = (γ − 1)(ρE − 1
2
ρu2), (50)
where ρ is the mass density, u is the velocity, p is the gas pressure, ρE is the total energy density and γ is
the ratio of specific heats.
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Table 1: Initial states left and right for the density ρ, velocity u and the pressure p for the compressible Euler equations. The
final output times, (tend) and the initial position of the discontinuity (xd) are also given.
Case ρL uL pL ρR uR pR tend xd
RP1 1.0 0.0 1.0 0.125 0.0 0.1 0.4 0.0
RP2 0.445 0.698 3.528 0.5 0.0 0.571 0.1 0.0
RP3 1.0 0.0 1000 1.0 0.0 0.01 0.012 0.1
RP4 5.99924 19.5975 460.894 5.99242 -6.19633 46.095 0.035 -0.2
The initial conditions for the four Riemann problems RP1 - RP4 solved in the following are all of the
type,
Q(x, 0) =
{
QL if x ≤ xd,
QR if x > xd.
(51)
The initial left and right states are listed in detail in Table 1, together with the initial position of the
discontinuity xd and the final simulation time tend. The initial computational domain is Ω(0) = [xL;xR],
where xL and xR can be easily identified for each problem from the bottom of Figures 3-6; in all cases
γ = 1.4. RP1 and RP2 are the classical Sod and Lax shock tube problems, respectively, while RP3 and
RP4 are taken from [56]. The exact solution has been computed using the exact Riemann solver described
in great detail in [56], where also a full FORTRAN listing is available.
The computational results obtained for density ρ and velocity u with a third order ADER-WENO scheme
(degree of the reconstruction polynomialM = 2) are depicted together with the exact solution in the top row
of Figures 3-6. The Osher-type flux (14) is used in all cases. The initial spatial mesh consists of 200 initially
equidistant control volumes for all test problems and the local CFL number is chosen as CFL=0.5. From
the computational results one can observe that the contact wave is very well resolved and that the results
are essentially non-oscillatory. Note that the scheme presented in this article is not purely Lagrangian,
but it is of the direct ALE type, hence a non-vanishing mass flux through the contact wave is possible,
which leads to a small, but visible, smearing of the contact discontinuity (see Figures 3-6). The resulting
space-time mesh for all test cases is shown in the bottom row of Figures 3-6. One can clearly identify the
emerging wave structure of the Riemann problem, as well as the local time steps, which are given by the
vertical extent of each single space-time control volume. Furthermore, the space-time meshes also show the
hanging nodes in time that arise within the LTS algorithm. For all cases RP1-RP4 it has been explicitly
verified that the relative conservation error was of the order of machine accuracy for all conserved quantities.
The total absolute conservation error at the final simulation time is listed for each test problem and for all
conserved quantities in Table 2, together with the necessary total number of element updates when using a
local time-stepping algorithm (LTS) or a traditional method based on global time stepping (GTS). The last
column of Table 2 contains the savings factor, which clearly indicates that for the test problems considered
here, a substantial savings in element updates can be achieved by using an LTS strategy.
Table 2: Euler equations: Total absolute conservation error for each test case and comparison of the computational efficiency
between GTS and LTS algorithm using the total number of element updates.
Conservation error Number of element updates
Case ρ ρu ρE GTS LTS GTS/LTS
RP1 2.08944E-13 4.60021E-13 9.86766E-13 73600 21840 3.37
RP2 2.24598E-13 1.69381E-12 7.67386E-12 65000 20579 3.16
RP3 1.13805E-11 9.82959E-10 5.47216E-08 167000 34222 4.88
RP4 1.23741E-11 3.40464E-10 5.94946E-09 294800 50481 5.84
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Figure 3: Exact and numerical solution for the Sod shock tube problem. Density (top left), velocity (top right) and resulting
space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative and time-accurate local
time stepping (bottom).
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3.2. Ideal classical MHD equations
In this section the equations of ideal classical magnetohydrodynamics (MHD) are solved with the pro-
posed Arbitrary-Lagrangian-Eulerian ADER-WENO finite volume scheme, together with the new local time
stepping (LTS) feature. The augmented PDE system including the hyperbolic divergence-correction term
proposed by Dedner et al. [13] reads
∂
∂t


ρ
ρ~v
ρE
~B
ψ

+∇ ·


ρ~v
ρ~v~v + ptI− 14pi ~B ~B
~v(ρE + pt)− 14pi ~B(~v · ~B)
~v ~B − ~B~v + ψI
c2h
~B

 = 0, (52)
with
p = (γ − 1)(ρE − 1
2
ρ~v2 − 1
8π
~B2), pt = p+
1
8π
~B2. (53)
In Eqn. 52, ρ is the density of the gas, ~v = (u, v, w) is the velocity vector, ~B = (Bx, By, Bz) is the vector of
the magnetic field, p is the gas pressure, pt is the sum of the gas and the magnetic pressure, ρE is the total
energy density and γ is the ratio of specific heats. I is the unit matrix and the notation ~x1~x2 denotes the
dyadic product of two vectors ~x1 and ~x2. The scalar ψ is used for divergence cleaning, see [13], to satisfy
the constraint ∇ · ~B = 0. In one space dimension, this constraint simply reduces to ∂Bx/∂x = 0.
In the following one-dimensional test problems either the classical Rusanov flux (13) is used, or the
new Osher-type flux given by Eqn. (14), which has been originally proposed by Dumbser and Toro for the
Eulerian case in [21, 22] and has subsequently been extended to Lagrangian schemes in [23].
Riemann problems. The initial conditions for the shock tube problems are listed in Table 3 and the ratio
of specific heats is set to γ = 53 for all cases. All shock-tube problems are solved on a mesh of 200
initially equidistant cells using the third order version of the ALE ADER-WENO scheme with LTS. The
computational results are depicted in Figs. 7 to 12, together with the exact solution and the resulting
space-time meshes. The exact Riemann solver for MHD has kindly been provided by S.A.E.G. Falle [27].
For an alternative exact Riemann solver of the MHD equations, see also [57]. In all cases, the numerical
results agree well with the exact solution, the contact wave is well resolved and most of the details of the
wave structure emerging from the Riemann problem are properly resolved. As can be seen from Figures
7-12 the space-time mesh directly reflects the wave pattern of the Riemann problem, as expected. One can
furthermore observe that in those regions where the mesh is compressed by the presence of a shock wave,
the time step is locally decreased, while inside the rarefaction fans, where the mesh is expanding, the time
step is locally increased. To assess the efficiency of the proposed local time stepping algorithm, the total
number of element updates is reported for all test problems in Table 4. Furthermore, the total conservation
error at the final time is reported for each test case in Table 4, showing that also with the use of an LTS
strategy a conservative scheme can be designed in the framework of high order Lagrangian finite volume
schemes.
Convergence study. Here we solve a smooth time-dependent problem for the MHD equations with exact
solution, so that the designed order of accuracy in space and time of the proposed Lagrangian ADER-
WENO scheme with LTS can be verified. The problem consists in a traveling Alfve´n wave and the exact
solution of the problem is given by ρ(x, t) = 1, u(x, t) = 0, v(x, t) = 1 −A exp(− 12 (x− vat)2/σ2), w(x, t) =
−√2− v(x, t)2, p(x, t) = 1, Bx(x, t) = √4π, By(x, t) = −√4πv(x, t) and Bz(x, t) = √4π√2− v(x, t)2, with
the Alfve´n speed va = 1. The amplitude and the halfwidth of the perturbation are given by A = 0.1 and
σ = 0.25, respectively. The simulation is run with third to fifth order schemes based on the Osher-type
flux (14). The initial domain is Ω(0) = [−2; 2]. In this simulation the mesh velocity has been chosen as
V = v to get a non-trivial mesh motion. The convergence rates for variable By at a final time of t = 0.1 are
reported in Table 5, where the number of grid cells used to discretize the domain Ω(t) is denoted by NG.
From the obtained results one can conclude that the designed high order of accuracy in space and time of
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Figure 7: Exact and numerical solution for the MHD shock tube problem RP1. Density (top left), magnetic field component By
(top right) and resulting space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative
and time-accurate local time stepping (bottom).
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Figure 8: Exact and numerical solution for the MHD shock tube problem RP2. Density (top left), magnetic field component By
(top right) and resulting space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative
and time-accurate local time stepping (bottom).
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Figure 9: Exact and numerical solution for the MHD shock tube problem RP3. Density (top left), magnetic field component By
(top right) and resulting space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative
and time-accurate local time stepping (bottom).
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Figure 10: Exact and numerical solution for the MHD shock tube problem RP4. Density (top left), magnetic field component By
(top right) and resulting space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative
and time-accurate local time stepping (bottom).
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Figure 11: Exact and numerical solution for the MHD shock tube problem RP5. Density (top left), magnetic field component By
(top right) and resulting space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative
and time-accurate local time stepping (bottom).
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Figure 12: Exact and numerical solution for the MHD shock tube problem RP6. Density (top left), magnetic field component By
(top right) and resulting space-time mesh of the third order Lagrangian ADER-WENO finite volume scheme with conservative
and time-accurate local time stepping (bottom).
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the Lagrangian ADER-WENO schemes is maintained when the local time stepping feature (LTS) presented
in this article is used. An example of a resulting space-time mesh is depicted for the grid NG = 100 in
Figure 13.
4. Conclusions
To the knowledge of the author, this is the first time that a high order Lagrangian finite volume scheme
with time-accurate local time stepping (LTS) has been presented. The design principle of the method is the
use of a non-conforming space-time mesh. High order of accuracy in time is achieved via a local space-time
discontinuous Galerkin predictor, which solves element-local Cauchy problems using a weak form of the
PDE in space-time. The initial condition of these local Cauchy problems is given by a high order WENO
reconstruction. Since the cell averages and the spatial grid points are usually defined at different time levels,
the reconstruction operator is applied on a virtual geometry and a virtual set of cell averages that can be
easily computed via L2 projection using the space-time predictor. The fluxes are computed in a consistent
and conservative way using memory variables, which allow to handle the non-conforming nodes in time very
easily from an algorithmic point of view.
The algorithm has been applied to the Euler equations of compressible gas dynamics and to the ideal
MHD equations. A set of 1D Riemann problems has been solved for both systems of conservation laws.
Furthermore, numerical convergence results on a smooth unsteady test problem with exact solution have
been shown for the MHD system using third to fifth order schemes in space and time.
Future research will concern the extension of the local time-stepping algorithm presented in this paper
to the multi-dimensional ALE ADER-WENO schemes presented in [5, 6, 16].
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Table 3: Initial states left and right for the density ρ, velocity vector ~v = (u, v, w), the pressure p and the magnetic field
vector ~B = (Bx, By , Bz) for the ideal classical MHD equations. The final output times, (tend) and the initial position of the
discontinuity (xd) are also given. In all cases γ = 5/3.
Case ρ u v w p Bx By Bz tend, xd
RP1 L: 1.0 0.0 0.0 0.0 1.0 34
√
4π
√
4π 0.0 0.1
R: 0.125 0.0 0.0 0.0 0.1 34
√
4π −√4π 0.0 0.0
RP2 L: 1.08 1.2 0.01 0.5 0.95 2.0 3.6 2.0 0.2
R: 0.9891 -0.0131 0.0269 0.010037 0.97159 2.0 4.0244 2.0026 -0.1
RP3 L: 0.15 21.55 1.0 1.0 0.28 0.05 -2.0 -1.0 0.04
R: 0.1 -26.45 0.0 0.0 0.1 0.05 2.0 1.0 0.0
RP4 L: 1.0 0.0 0.0 0.0 1.0 1.3
√
4π
√
4π 0.0 0.16
R: 0.4 0.0 0.0 0.0 0.4 1.3
√
4π −√4π 0.0 0.0
RP5 L: 1.0 36.87 -0.115 -0.0386 1.0 4.0 4.0 1.0 0.03
R: 1.0 -36.87 0.0 0.0 1.0 4.0 4.0 1.0 0.0
RP6 L: 1.7 0.0 0.0 0.0 1.7 3.899398 3.544908 0.0 0.15
R: 0.2 0.0 0.0 -1.496891 0.2 3.899398 2.785898 2.192064 -0.1
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Table 4: MHD equations: Conservation error for each test case and comparison of the computational efficiency between GTS
and LTS algorithm using the total number of element updates.
Conservation error Number of element updates
Case ρ ρu ρv ρE By GTS LTS GTS/LTS
RP1 1.188E-13 5.066E-13 5.117E-13 2.608E-12 8.825E-12 23060 49400 2.14
RP2 7.159E-13 1.006E-12 1.489E-12 6.823E-12 8.284E-12 36313 50600 1.39
RP3 1.616E-12 3.407E-11 1.618E-12 3.888E-10 2.117E-11 33635 69000 2.05
RP4 5.282E-13 2.857E-12 2.356E-12 5.349E-12 1.559E-11 29727 40200 1.35
RP5 2.770E-12 9.040E-11 3.176E-12 1.714E-09 1.136E-11 48383 93600 1.93
RP6 2.139E-13 7.934E-13 3.722E-13 8.717E-13 2.140E-12 36234 70800 1.95
Table 5: Numerical convergence results for the ideal MHD equations using third to fifth order Lagrangian ADER-WENO finite
volume schemes with time accurate local time stepping (LTS). The error norms refer to the variable By (density) at time
t = 0.1.
NG ǫL2 O(L2) NG ǫL2 O(L2) NG ǫL2 O(L2)
O3 O4 O5
100 2.1272E-04 25 3.1389E-03 25 1.5085E-03
200 9.3217E-06 4.51 100 4.9217E-06 4.66 100 2.6843E-06 4.57
400 1.1615E-06 3.00 200 2.0642E-07 4.58 150 3.6715E-07 4.91
800 1.4502E-07 3.00 300 3.2271E-08 4.58 200 8.9272E-08 4.92
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