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Comparative study of CBR and TCP performane ofMANET routing protoolsThomas Clausen, Philippe Jaquet and Laurent ViennotT.Clausenomputer.org,fphilippe.jaquet,laurent.viennotginria.frProjet HiPERCOM - INRIA RoquenourtB.P. 105, 78153 Le Chesnay Cedex, FRANCEPhone: +33 1 3963 5263, Fax: +33 1 3963 5566Tehnial subjet area: Wireless Ad-ho Net-works, performane evaluation, simulation, TCP,CBR.AbstratIn this paper, we evaluate the performane of twoMANET routing protools under varying traÆ,density and mobility onditions. We observe, thata rather large fration of the traÆ being arried onthe Internet today arries TCP. Thus, Internet traf- has inheritly dierent harateristis than thatof CBR traÆ, whih is the ommonly used traÆtype for evaluating MANET routing protool perfor-mane. Hene, in this paper, we extend our evalua-tions of the two protools to inlude the performaneof both TCP and CBR traÆ. We nd, that testinga protool using CBR traÆ is not a good indiatorfor the same protools performane when subjet toTCP traÆ.1 IntrodutionIn this paper, we desribe the Optimized Link StateRouting Protool (OLSR) [14℄,[19℄,[15℄, a proa-tive routing protool for Mobile Ad-ho NETworks(MANETs). We evaluate its performane throughexhaustive simulations using the Network Simula-tor 2 (ns2) [10℄, and ompare with the Ad-ho On-Demand Distane Vetor (AODV) [13℄ routing pro-tool.May also be ontated at: Mindpass Center for Dis-tributed Systems, Department of Computer Siene, AalborgUniversity, Fredrik Bajers Vej 7E, 9220 Aalborg , Denmark
The senarios, in whih we ompare the two pro-tools, span a wide range of mobility, density andtraÆ patterns. In partiular, we inlude studies ofthe performane of the two protools when subjetto both onstant bit rate (CBR) traÆ and TCP-traÆ. While CBR traÆ, due to its non-onformingnature, is useful for stress-testing a network, ap-proximately 95% of the traÆ on the Internet to-day arries TCP [5℄, [8℄. Hene, it is appropriate tostudy how well the dierent routing protools sup-port TCP.1.1 Mobile Ad Ho NetworksA mobile ad-ho network (MANET) is a olletionof nodes, onneted by wireless links whih are ableto onnet on a wireless medium forming an arbi-trary and dynami graph. That is, over time linksbetween nodes may hange, nodes may disappearand new nodes appear in the network. The physialsize of a MANET is expeted to be larger than theradio range of the wireless interfaes. Thus for anytwo nodes in the network to be able to ommuni-ate, multi-hop routing is neessary. A hallenge fora routing protool for MANETs is thus the abilityto respond quikly to a high degree of topologialhanges in the network and still maintain routes,while at the same time to not swamp the networkwith exessive ontrol traÆ.Other than ating as stand-alone networks,MANETs may nd use as \edge network": onnet-ing a loud of mobile nodes to e.g. the global Inter-net or another wired and engineered infrastruture.Another use inludes onneting separated wired in-frastrutures through an ad-ho network infrastru-ture. Thus a MANET should be able to support the
same types of traÆ as are present in wired networks.A large fration of published performane studiesof MANET routing protools, inluding [7, 4, 2, 3,9, 19℄ protools have emphasized or foused solelyon omparing or evaluating protools based on CBRtraÆ. However observing that approximately 95%of the traÆ on the Internet today arries TCP [5℄,[8℄, we nd that it is appropriate to study how wellthe dierent routing protools support TCP.1.2 Paper OutlineThe remainder of this paper will be organized as fol-lows: in setion 2, we desribe the OLSR and AODVrouting protools in some detail. Following, in se-tion 3, we haraterize TCP and CBR traÆ types,used for the simulations. In setion 4, we desribethe metris we use for evaluating the protools andsetion 5 presents our simulation senarios and re-sults. Finally, the paper is onluded in setion 6.2 Routing protools forMANETSSeveral protools exist, addressing the problems ofrouting in mobile ad-ho networks. Suh protoolsare, traditionally, divided into two lasses, depend-ing on when a node aquires a route to a destina-tion. Reative, demand-driven protools are har-aterized by nodes aquiring and maintaining routeson-demand. In general, when a route to an unknowndestination is required by a node, a query is oodedonto the network and replies, ontaining possibleroutes to the destination, are returned. Examplesof reative protools inlude the \Ad Ho On De-mand Distane Vetor Routing Protool" (AODV)[13℄ and \Dynami Soure Routing" (DSR) [6℄.Proative, table-driven protools are haraterizedby all nodes maintaining routes to all destinationsin the network at all times. Thus using a proa-tive protool, a node is immediately able to route(or drop) a paket based on information alreadypresent in the nodes routing-table. Examples ofproative protools inlude the \Topology Broadastbased on Reverse-Path Forwarding" routing proto-ol (TBRPF) [12℄ and the \Optimized Link StateRouting Protool" (OLSR) [14℄.OLSR and AODV thus present two radially dif-ferent approahes to routing in MANETs. OLSR isa proative, link-state routing protool, employingperiodi message exhange to update topologial in-formation in eah node in the network. AODV isa reative on-demand routing protools: route in-formation is maintained only as needed through a
request-reply yle. This implies dierent overheadand performane proles: [16℄ shows, that in termsof ontrol traÆ overhead, proative protools havean advantage in high-traÆ networks, whereas innetworks with little traÆ and a high degree of mo-bility, reative protools are of preferene. [17℄ on-rms the ndings of [16℄ and further shows that theon-demand disovery of routes in reative protoolsyield longer paket delivery delays than what is ex-periened with proative protools.2.1 The Optimized Link-State Rout-ing ProtoolThe Optimized Link-State Routing Protool(OLSR) is a proative link-state routing protool,employing periodi message exhange to updatetopologial information in eah node in the network.While having some ommonalities with OSPF [11℄,OLSR is speially designed to operate in theontext of MANETs, i.e. in bandwidth-onstrained,dynami networks.Coneptually, OLSR ontains three generi ele-ments: a mehanism for neighbor sensing, a meh-anism for eÆient diusion of ontrol traÆ, and amehanism for seleting and diusing suÆient topo-logial information in the network in order to provideoptimal routes.Neighbor sensing works based on periodi ex-hange of HELLO messages, through whih a nodemay aquire topologial information up to two hopsaway. This is utilized by eah node to, individually,onstrut a Multipoint Relay set (MPR set) fromamong its neighbors. A node must selet MPRs in away suh that a message emitted, and retransmittedby all MPRs, is reeived by all two-hop neighbors ofthat node. As illustrated in gure 1b,\areful" sele-tion of MPRs (the lled nodes) may greatly reduedupliate retransmissions.The aim of the MPR seletion is to devie an eÆ-ient way of broadasting information from one nodeto all other nodes in the MANET. We denote thismehanism MPR Flooding. [1℄ presents an analysisof MPR seletion algorithms, and [20℄ presents simu-lation omparisons between MPR ooding and otherooding mehanisms.Eah node, seleted by any other node as MPR,emits periodially a TC message ontaining a listof its MPR seletors1. This message is distributedto all nodes in the network through MPR ooding.Thus, all nodes reeive partial topologial informa-tion, desribing all nodes in the network and a subset1The MPR seletors of node a is the nodes, whih haveseleted node a as MPR.
(a) (b)Figure 1: Example of pure ooding (a) and diusionusing Multipoint Relays (b). The soure of the mes-sage is the node in the enter. Eah arrow pointingto a node, indiates that a node reeives a opy ofthe message. The lled nodes are seleted by theenter node as Multipoint Relay.of the links in the network2.It is important to emphasize that OLSR providesoptimal routes (in terms of number of hops) as wellas bi-diretionality (i.e. if there exists a route fromnode a to node b, then there exists a route fromnode b to node a as well - although this route maynot transverse the same links).2.2 The Ad-ho On-demand DistaneVetor Routing ProtoolThe ommon element in reative protools is themehanism used for disovering routes. The sourenode emits a request message, requesting a route tothe destination node. This message is ooded, i.e.relayed by all nodes in the network, until it reahesthe destination. The path followed by the requestmessage is reorded in the message, and returnedto the sender by the destination, or by intermedi-ate nodes with suÆient topologial information, ina reply message. Thus multiple reply messages mayresult, yielding multiple paths - of whih the shortestis to be used.In the Ad Ho On-Demand Distane Vetor pro-tool (AODV), when a soure requires a path to thedestination, a route request message is ooded in thenetwork. Upon reeiving suh a message, a node ex-amines its loal route-ahe to hek if a fresh routeto the required destination is available. If so, thenode uniasts a route reply message to the sourewith information about the route. Otherwise, theroute request is retransmitted using a pure oodingmehanism with loal dupliate elimination. As anoptimization, AODV employs an \expanding ring"ooding, where a route request is issued with a lim-ited TTL. If no route reply message is reeived within2Sine all nodes in a multi-hop network are required toselet a non-empty MPR set, all nodes will be advertised.
a ertain time, the message is issued again with alarger TTL. If still no reply, the TTL is inreased insteps, until a ertain maximum value.While this route disovery is performed, any IP-pakets to the destination are buered in the sourenode. When a route is established, the pakets aretransmitted. If no route an be established, thepakets are dropped.When a link is deteted to be broken (eitherthrough a neighbor disovery protool, as in OLSR,or through a link-layer notiation), the detetingnode issues a route error message to those neighborswho have been using a route over the now brokenlink. These nodes will then have to issue new routerequests to repair the broken routes.3 Data TraÆ TypesAs indiated in setion 1, the traÆ arried over aMANET may have dierent harateristis. In thissetion, we desribe two types of traÆ: onstantbit-rate traÆ, traditionally used for stress-testingnetworks, and TCP-traÆ. We keep the desriptionsbrief, and aim at exposing those harateristis thatare of importane when omparing MANET perfor-manes.3.1 Constant Bit Rate (CBR) TraÆ\Constant Bit Rate" traÆ is a terminology bor-rowed from the ATM world. It implies that dataare sent at a xed bit rate { a CBR stream is thusharaterized by data being sent in pakets of a xedsize with a xed interval between eah pakets. Thesoure of a CBR stream makes no attempt to de-tet if the destination reeives the transmitted data{ or even disovering if the destination exists. I.e.no onnetion establishment phase is required andtraÆ is owing only from the soure to the destina-tion with no feedbak from the destination or fromintermediate nodes.3.2 TCP TraÆContrary to CBR traÆ, TCP is a onnetion ori-ented, reliable and onforming transport protool.I.e., prior to transmitting data, a onnetion estab-lishment phase must be ompleted, denoted a three-way handshake. During transfer, TCP employs bothow ontrol and ongestion ontrol. The purposeof ow ontrol is to avoid overloading the reipient,while ongestion ontrol is employed to shape thetraÆ suh that it onforms to the available net-work apaity. Positive aknowledgments, timeouts
and retransmissions are employed to ensure reliabledata delivery.A soure for TCP data will maintain two \win-dows": a \reeive window" for eah destination, rep-resenting the available buer apaity of the des-tination, and a \ongestion window", representingthe available apaity of the network. As the souretransmits data, the size of both windows are reduedby an amount equal to the size of the data sent.When either window reahes zero, the soure is notallowed to transmit.The reeive window is, initially, set to a value ne-gotiated with the destination during the onnetionestablishment phase. For eah byte of data sent, thewindow size is redued by one byte. When aknowl-edgments are reeived from the destination, the win-dow size is inreased aordingly: for eah byte ofdata aknowledged, the window size is inreased byone byte. I.e. the transfer rate by the sender isontrolled by the apaity of the destination.The ongestion window is maintained in twophases, denoted slow start and ongestion avoid-ane respetively. During the slow start phase, TCPstarts with a very low data transfer rate. Indeed, theongestion window is initially set to the maximumsize of one TCP segment, allowing exatly one TCPsegment to be transmitted. In the slow-start phase,if an aknowledgment is reeived before its timeoutexpired, the ongestion window is doubled. I.e. theongestion window grows exponentially.When the ongestion window has reahed a spe-i threshold, the slow-start phase ends and is re-plaed by the ongestion avoidane phase. Dur-ing ongestion avoidane, eah timely aknowledgedTCP segment auses the ongestion window to growby one. I.e. during ongestion avoidane, the growthof the ongestion window is linear.If an aknowledgment is not reeived before it istimed out, TCP retransmits the data (to ensure re-liable delivery). Further, the abense of an aknowl-edgment is taken as an indiation of the network be-ing ongested. To aommodate for this ongestion,the ongestion window is reset to the maximum sizeof one TCP segment, and the threshold for going be-tween slow-start and ongestion avoidane is set tothe urrent size of the ongestion window, dividedby two.3.3 CBR, TCP and MANETsCBR and TCP traÆ impose dierent onditions onMANETs. In this subsetion, we will try to outlinethe impats of some of these onditions.First, we observe that for TCP, both during on-netion establishment and data transfer, bidire-
tional traÆ between the soure and the destinationis required in order for data to be suessfully deliv-ered. With CBR traÆ, traÆ from the soure tothe destination is suÆient. This implies that, forTCP traÆ, it is required that the routing protoolmaintains eetively two routes for eah onnetion{ whereas for CBR, only one route is required perstream of data.Seond, we observe that a long delay of an a-knowledgment is interpreted similarly to an abenseof aknowledgment { as an indiation of networkongestion. If the topology hanges in a MANET,a reative protool may have to exeute a renewedroute disovery in order to aquire a new route. Thedelay involved in this an be long enough to ausean aknowledgment to be delayed and, hene, timeout in the soure. I.e. a topologial hange in anotherwise not ongested network will be treated asif the network was ongested, and the sender willhave its transmission rate drastially dereased.4 MetrisIn order to ompare and evaluate the protools, thissetion presents the metris we use for representingthe performane of the protools.ontrol traÆ overheadThe ontrol traÆ overhead, measured in bytesper seond, represents the amount of routingprotool spei traÆ in the network. The on-trol traÆ overhead is measured in number ofbytes transmitted, inluding UDP and IP head-ers. This metri represents one omponent ofthe \ost" of employing a routing protool.delivery ratio (for CBR)The delivery ratio represents the fration ofdata traÆ that is suessfully reeived atthe intended destination, relative to the totalamount of transmitted data traÆ. For CBRtraÆ, this metri is useful as a \suess mea-sure": a high delivery ratio, lose to 1, impliesthat a high ratio of transmitted data are atu-ally delivered to the intended reipients.path lengthThe path length, measured in number of hops,represents the average length of a path a pakettakes from the soure to the destination. Sub-optimal routes represent another omponent ofthe \ost" of employing a routing protool[18℄.delayThe delay, measured in milliseonds, is the num-ber of milliseonds elapsing from a paket is
sent from the soure and until it is reeivedby the reipient. This is linked to the met-ri of path length (longer paths, in general, in-trodue longer delays), however is also aetedby the size of the queues in intermediate nodes(i.e. also dependent on both the ontrol traÆoverhead and on other traÆ in the network).The delay inludes all possible delays aused bybuering, during route disovery lateny, pro-essing to determine the path using QoS valuesduring data transmission, queuing at the inter-fae queue, retransmission delays at the MAC,and propagation and transfer times.total transfer time (for TCP)The total transfer time for TCP represents thetime it takes from the rst paket in the TCPonnetion is transmitted by the soure and un-til the last paket is reeived by the destination.normalized routing load (for TCP)The normalized routing load expresses the ra-tio of bytes transmitted in order to ensure thatone data byte is suessfully delivered at thedestination. TCP employs retransmissions andaknowledgments in order to ensure the reliabil-ity of data. Hene, for TCP traÆ this metri isuseful as \suess measure": a low normalizedrouting, preferably lose to 1, implies eÆienyin delivering a data paket to the intended re-ipient.5 SimulationsIn this setion, we present our simulations of OLSRand AODV under dierent senarios and with dif-ferent traÆ harateristis.For eah sample point, we speify an abstrat de-sription of the senario. This desription is fedthrough an automati senario generator to produe30 dierent senarios, onforming to the same ab-strat desription. We present the mean taken overthe 30 dierent senarios, and emphasize, that theset of 30 senarios per sample point are the same forboth of the tested protools. I.e. for a given samplepoint, OLSR and AODV are tested with the same 30senarios. By using randomized senario generation,and by running a large number of senarios for eahsample point, we eliminate any possible bias thatmight ome from a spei instane of a senariofavoring either of the protools.5.1 Simulation parametersOur simulations are onduted with a basi set ofparameters, shown in table 1, desribing the nodes


















































































































































































































Figure 11: Normalized routing load with varyingnumber of TCP streams.AODV yields a better delivery rate than OLSR forlow traÆ ratios. The same senarios, but with TCPtraÆ, yield a quite dierent results: OLSR ahievesa signiantly and onsistently better normalizedrouting load, indiating that a MANET with OLSRis better suited for transporting TCP traÆ.The dierenes between the performane resultsfrom CBR and TCP traÆ are to be found in theobservations than TCP is bi-diretional, thus requir-ing that the routing protools maintain bidiretionalroutes in order to operate.Comparing the time it takes for eah of the twoprotools to transmit data using TCP, we notie thattransfer of 16Kb with AODV takes, on average, 18%longer than with OLSR. For transferring 160Kb ofdata, 24% longer time is required with AODV. Thisis due to the ongestion ontrol mehanisms in TCP,whih interprets a delayed aknowledgment (due tobuering and route disovery in AODV) as a networkongestion and fores the to redue its transmissionrate.Thus we notie that while simulations using CBR-traÆ are useful for stress-testing a network, theperformane ahieved from suh simulations is notindiative for the performane of TCP.We also notie that in the ase of TCP-traÆ,OLSR as a proative protool has an obvious advan-tage from having bi-diretional routes immediatelyavailable - and from ontinuously maintaining suhroutes.Referen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