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Preface to “Electrical Power and Energy 
Systems for Transportation Applications” 
Dear colleagues, greetings from the Special Issue Editors. 
This book contains the successful invited submissions to a Special Issue of 
Energies Journal on the subject area of “Electrical Power and Energy Systems for 
Transportation Applications”.  
Electrical power and energy systems are at the forefront of application 
developments in, for example, more-electric and all-electric aircraft, electric and 
hybrid road vehicles and marine propulsion applications. The associated 
hardware, technologies and control methods are crucial to achieving critical global 
targets in energy efficiency, low-carbon and low-emissions operations. The 
greatest challenges occur when we combine new technologies at large-scale and 
often complex system levels. 
Topics of interest for the call included, but were not limited to: 
Novel Electrical Power Systems architectures and technologies; 
Energy vectors, integration with renewables, power and energy dense 
machines, converters and energy storage; 
Air, land and sea vehicles; electrical propulsion and actuation for land, 
sea and air vehicles; 
Electrical Machines, Drives, Systems and Applications—AC and DC 
machines and drives; 
Multiscale systems modeling; remote monitoring and diagnosis; 
Power Electronic Systems—Converters and emerging technologies; 
Modeling simulation and control, reliability and fault tolerance, safety 
critical operation; 
Electrical Power Generation Systems—Modeling and simulation of 
electrical power systems; 
Load management; power quality; distribution reliability; distributed and 
islanded power systems, sensor networks, communication and control; 
Electrical Power Systems Modeling and Control—Modeling and control 
methodologies and applications; 
Intelligent systems; optimization and advanced heuristics; adaptive 
systems; robust control. 
Response to our call was excellent, with the following statistics: 
 Submission: (101); 
 Publication: (25); 
 Rejection: (76); 




Authors' geographical distribution (published papers): 
 China (16) 
 Belgium (3) 
 Spain (2) 
 Korea (2) 
 Germany (2) 
Published submissions inform the broad spectrum of technologies interfacing 
energy with transport and fall into four general areas of Renewables and 
Transmission, Generators, Batteries, and Electric Vehicles as exemplified in the 
following diagram. 
 
We found the task of editing and selecting papers for this collection to both 
stimulating and rewarding. We would also like to thank the staff and reviewers of 
Energies for their effort and input. 
Yours….. 
Prof. Paul Stewart 
Prof. Chris Bingham 
Guest Editors 
Paul Stewart and Chris Bingham 
Guest Editors 

PID Controller Design for UPS Three-Phase
Inverters Considering Magnetic Coupling
Yu Zhang, Minying Li and Yong Kang
Abstract: In three-phase inverters used in uninterruptible power supplies (UPSs),
three-limb inductors and three-limb transformers are commonly used in
consideration of cost and size. However, magnetic coupling exists between the three
phases of the inverter, which can result in complex models. When instantaneous
feedback control strategies are introduced to achieve high quality output waveforms,
the transient analysis of the closed-loop inverters becomes difficult. In this paper,
the phenomenon of magnetic coupling in three-phase inverters due to three-limb
inductors and three-limb transformers is analyzed. A decoupled dynamic model
is derived based on the instantaneous symmetrical components transformation,
which comprises three decoupled equivalent circuits of instantaneous symmetrical
components. Analyses based on this model indicate that magnetic coupling may have
a significant impact on the performance of three-phase inverters under unbalanced
load conditions and transient responses. For three-phase inverters in UPSs with
Proportional-Integral-Differential (PID) closed-loop control strategies, the interactive
influence between instantaneous closed-loop regulation and magnetic coupling is
researched. Finally, a method of reliability analysis and PID controller design for
inverters with magnetic coupling is derived. Simulation and experiment results
validate the model and conclusions.
Reprinted from Energies. Cite as: Zhang, Y.; Li, M.; Kang, Y. PID Controller Design
for UPS Three-Phase Inverters Considering Magnetic Coupling. Energies 2014, 7,
8036–8055.
1. Introduction
In consideration of cost and size, the three-phase transformers and three-phase
inductors of three-phase inverters used in uninterruptible power supplies (UPS)
normally have magnet cores with a three-limb structure, also known as a core-type
structure [1–3]. Hence, coupling exists between the three phases of the inverter
because the main flux of each limb must pass through the other two limbs. In
addition, a pulse width modulation (PWM) inverter in a UPS must introduce various
instantaneous feedback control strategies, such as PID, multiple feedback controls, etc.
to adapt for diverse, unpredictable nonlinear loads [4,5]. However, in the design of
instantaneous control strategies, the appropriate dynamic models become complex
when magnetic coupling is considered. Typically this coupling has been ignored,
in other words, a three-limb transformer is treated as the combination of three
1
single-phase transformers and a three-limb inductor is treated as the combination of
three single-phase inductors [2,3]. For many practical problems, this approximation
is acceptable; however, its applicability is not fully understood.
While magnetic coupling is not considered for three-phase inverters, dynamic
models in the d-q rotation frame or in the α-β stationary frame are simpler than in the
a-b-c frame. Two sets of regulators, for positive and negative sequence components,
can be introduced for unbalanced load conditions [6–11]. Unfortunately, even
ignoring magnetic coupling, transient analysis is complex due to strong coupling
between axes [12–14].
In three-phase inverters, an unbalanced condition would occur when
unbalanced loads or unbalanced bridge voltages are present. Such conditions can
also appear during transient responses such as a sudden change of load, though
even in steady state analyses based on symmetrical components (SC), it has been
concluded that ignoring magnetic coupling in three-limb transformers and three-limb
inductors is not correct under unbalanced conditions [15]. During transient responses,
magnetic coupling cannot be ignored either.
SCs have been used for analyzing three-limb transformers and three-limb
inductors under unbalanced conditions for many years, especially for fault situations
of power systems [15–17]. Normally, periodic three-phase variables in each circle are
assumed. They are analyzed by their fundamental and harmonic SCs separately [18].
For three-limb transformers, a duality derived model [19] and an equivalent circuit
model in the a-b-c stationary frame have been proposed [20]. However, such models
based on SCs in the frequency domain are more suitable for analyzing slow transient
responses in a power system. In inverters where transient responses are fast, the
three-phase variables can no longer be treated as periodic waves. Hence they cannot
be expressed by SCs.
For inverters with a three-limb transformer and three-limb inductor, to obtain
optimal instantaneous closed-loop control, magnetic coupling should be considered
in the dynamic models so that transient performance can be properly considered. To
the authors’ knowledge, transient models in the design of instantaneous closed-loop
controllers while considering the magnetic coupling has been seldom reported
in literature.
A transformation known as the instantaneous symmetrical components
transformation (ISCT) has been proposed that can be used in the analysis of
transient responses in AC motors [21,22]. Its transformation matrix is similar to
the symmetrical components transformation (SCT), but is performed on three-phase
instantaneous variables. The transformation results in instantaneous symmetrical
components (ISC), which have also been used for extracting instantaneous values
or disturbances in three-phase power systems [9,23–25]. Because ISC-based
dynamic models for three-limb transformers and three-limb inductors are simpler in
2
formulation [26,27], it may also be a useful tool when magnetic coupling is taken into
account in transient responses of inverters. However, it has been seldom reported in
the literature.
In this paper, magnetic coupling is studied using ISCs, and we proceed as
follows: First, in Section 2, the instantaneous symmetrical component transformation
is reviewed. Next, in Section 3, a transient model for a three-phase PWM inverter
is derived based on ISCs which considers magnetic coupling due to a three-limb
inductor and three-limb transformer. Based on this model, in Section 4, the
transient performance of three-phase inverters is evaluated, especially considering
the influence of magnetic coupling. Furthermore, for inverters with PID closed-loop
control strategies, the influence between instantaneous closed-loop control and
magnetic coupling is analyzed. Then, a performance analysis and controller design
for a three-phase inverter with magnetic coupling is derived. Finally, in Section 5,
the results of the simulations are presented and validated with experiments and
Section 6 concludes the paper.
2. The Instantaneous Symmetrical Components Transformation
Main text paragraph. In this section, the instantaneous symmetrical components
transformation will be reviewed. The instantaneous symmetrical components


































where α = ej2π/3, the xa, xb, xc are three-phase instantaneous variables, and
x+, x´, x0 are the resulting ISCs, including the instantaneous positive-sequence
component (IPSC), the instantaneous negative-sequence component (INSC) and
the instantaneous zero-sequence component (IZSC), respectively. The inverse


































According to Equation (1), the IZSC is a real variable and the IPSC and INSC
are complex variables and are complex conjugates.
Typically, for normal three-phase, three-bridge inverters shown in Figure 1a,
no current flows in the IZSC. In contrast, we consider the three-phase full-bridge
inverter shown in Figure 1b, because the IZSC current output from the inverter
3
bridges can flow in the three-limb inductor and three-limb transformer. Hence, the
IZSC will influence the inverter and should be included in the dynamic model.
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transformer. Hence, the IZSC will influence the inverter and should be included in the dynamic model. 
































3. ISC Model for Three-Phase Inverters 
In this section, an ISC model for a three-phase inverter is presented, including a model for a  
three-limb transformer, a model for a three-limb inductor, a model for a three-phase load, and finally a 
complete model combining the three. 
3.1. ISC Model for Three-Limb Transformer 
The defining variables of the transformer are shown in Figure 2, where Au , Bu , Cu  and Ai , Bi , Ci  
are three-phase voltages and currents in the primary windings and au , bu , cu  and ai , bi , ci  are  
three-phase voltages and currents in the secondary windings. In addition, the number of turns of the 
Figure 1. (a) Three-phase three bridge inverter; (b) Three-phase full bridge inverter.
3. ISC Model for Three-Phase Inv rters
In this section, an ISC model for a three-phase inverter is presented, including a
model for a three-limb transformer, a model for a three-limb inductor, a model for a
three-phase load, and finally a complete model combining the three.
3.1. ISC Model for Three-Limb Transformer
Th defining variables of the transformer are shown i Figure 2, where uA, uB,
uC and iA, iB, iC are three-phase voltages and currents in the primary windings and
4
ua, ub, uc and ia, ib, ic are three-phase voltages and currents in the secondary windings.
In addition, the number of turns of the primary and secondary windings are given
by N1 and N2, respectively, ϕA, ϕB, ϕC are the flux linkages in the three primary
windings, and ϕa, ϕb, ϕc are the flux linkages in the three secondary windings.
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primary and secondary windings are given by 1N  and 2N , respectively, A , B , C  are the flux linkages 
in the three primary windings, and a , b , c  are the flux linkages in the three secondary windings. 











In each winding, ignoring any nonlinearity, the flux linkage is determined by the currents linearly as: 
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In Equation (3), xxL  (with x = A, B, C, a, b, or c) is the self-inductance of winding x and xyM  is the 
mutual inductance between winding x and winding y. In Equation (4), 1r  is the resistance of the 
primary windings and 2r  is the resistance of the secondary windings. 
Now, assuming that the three-phase windings are symmetrical and that the three limbs of the core 
have the same permeance  , then xxL  and xyM  can be expressed as [29]: 
1 1AA BB CC m lL L L L L     (5)
2 2aa bb cc m lL L L L L     (6)
1
12AB BA BC CB AC CA mM M M M M M L        (7)
1
22ab ba bc cb ac ca mM M M M M M L        (8)
12Aa aA Bb bB Cc cCM M M M M M M       (9)
Figure 2. Variables of the six windings in a three-limb transformer.
In each winding, ignoring any nonlinearity, the flux linkage is determined by



































LAA MAB MAC MAa Ab MAc
MBA LBB MBC MBa MBb MBc
MCA MCB LCC MCa Cb MCc
MaA MaB MaC Laa Mab Mac
MbA MbB MbC Mba Lbb Mbc







































































r1 0 0 0 0 0
0 r1 0 0 0 0
0 r1 0 0 0
0 0 0 r2 0 0
0 0 0 0 r2 0
































































In Equation (3), Lxx (with x = A, B, C, a, b, or c) is the self-inductance of
winding x and Mxy is the mutual inductance between winding x and winding y.
In Equation (4), r1 is the resistance of the primary windings and r2 is the resistance of
the secondary windings.
Now, assuming that the three-phase windings are symmetrical and that the
three limbs of the core have the same permeance λ, then Lxx and Mxy can be
expressed as [29]:
LAA “ LBB “ LCC “ L1m ` L1l (5)
Laa “ Lbb “ Lcc “ L2m ` L2l (6)








MAa “ MaA “ MBb “ MbB “ MCc “ McC “ M12 (9)
MAb “ MAc “ MBa “ MBc “ MCa “ MCb “ MaB “ MaC “ MbA “ MbC “ McA “ McB “ ´ 12 M12 (10)
In the above equations, L1l is leakage inductance of each primary winding and
L2l is leakage inductance of each secondary winding. In addition, L1m and L2m are the
inductances due to the main fluxes that flow through the limbs of the primary and
secondary windings respectively, and M12 is mutual inductance between the primary
and secondary winding due to the main fluxes in the limbs, which are given as:
L1m “ N1 ¨ piA ¨ N1q ¨ λ{iA “ λN21 (11)
L2m “ N2 ¨ pia ¨ N2q ¨ λ{ia “ λN22 (12)
M12 “ N1 ¨ pia ¨ N2q ¨ λ{ia “ λN1N2 (13)
All parameters of the secondary windings can be given in terms of those on the
primary side, so that:
L12m “ L2m ¨ pN1{N2q
2
“ M112 “ M12 ¨ pN1{N2q “ L1m (14)
and L2l and r2 of the secondary windings become:
L12l “ L2l ¨ pN1{N2q
2 (15)
r12 “ r2 ¨ pN1{N2q
2 (16)
6
For convenience, the prime symbol is omitted in the remainder of this paper.



































L1m ` L1l ´ 12 L1m ´
1
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1
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L1m ´ 12 L1m ´
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2 L1m L1m ` L2l ´
1
2 L1m
´ 12 L1m ´
1








































Next, using ISCT, the decoupled ISC equations can be derived from Equations (4)


















ϕ`1 ptq “ L1 ¨ i
`
1 ptq ` Lm ¨ i
`
2 ptq
ϕ´1 ptq “ L1 ¨ i
´
1 ptq ` Lm ¨ i
´
2 ptq
ϕ01ptq “ L1l ¨ i
0
1ptq
ϕ`2 ptq “ L2 ¨ i
`
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`
1 ptq
ϕ´2 ptq “ L2 ¨ i
´
2 ptq ` Lm ¨ i
´
1 ptq





















u`1 ptq “ r1 ¨ i
`









u´1 ptq “ r1 ¨ i
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u01ptq “ r1 ¨ i
0





u`2 ptq “ r2 ¨ i
`









u´2 ptq “ r2 ¨ i
´









u02ptq “ r2 ¨ i
0










































2 are ISCs of iA, iB, iC
and ia, ib, ic. Here, a subscript “1” of an ISC denotes the ISC in the primary windings,
and a subscript “2” denotes the ISC in the secondary windings. Using Equation (19),
ISC equivalent circuits can be derived and are shown in Figure 3. It is observed that
the equivalent circuits of the IPSC and INSC have the same form, which is different
from that of IZSC, as indicated by the dash line in Figure 3c.
7
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12m mL L , 1 1l mL L L   and 2 2l mL L L  . Also, the 1










2  are ISCs of A , 
B , C  and a , b , c , the 1























2i  are ISCs of Ai , Bi , Ci  and ai , bi , ci . Here, a subscript “1” of an ISC denotes 
the ISC in the primary windings, and a subscript “2” denotes the ISC in the secondary windings. Using 
Equation (19), ISC equivalent circuits can be derived and are shown in Figure 3. It is observed that the 
equivalent circuits of the IPSC and INSC have the same form, which is different from that of IZSC,  
as indicated by the dash line in Figure 3c.  




































Figure 3. The ISC equivalent circuits for the three-limb transformer: (a) IPSC;
(b) INSC; (c) IZSC.
Selecting i`1 , i
`









































where Km “ L1¨L2Lm ´ Lm . The INSC has the same state equation form as the IPSC.

































3.2. ISC Model for Three-Limb Inductor
The three-limb inductor has the same magnet core as the three-limb transformer,
but with only three windings. Variables rL and Ll are the resistance and leakage
inductance for each winding. Their flux linkages are defined as ϕLA , ϕLB , ϕLC , and
8
their voltages and currents are uLA , uLB , uLC and iLA , iLB , iLC , respectively, with
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L are the ISCs of iLA , iLB
, iLC . The equations of three-phase voltages in the inductors can also be simplified
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u0Lptq “ rL ¨ i
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are given as the equivalent circuits of the ISCs as shown in Figure 4.
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It can be observed from Figure 4 that the equivalent circuit of the IPSC has the same form as that of 
the INSC, but different from that of the IZSC. Importantly, the impedance seen by 
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Li  is L lr j L ,  





Li  are selected as state variables, from Equation (24), IPSC and IZSC state 
equations are derived as: 
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        (25)





      (26)
and the INSC has the same state equation form as that of the IPSC. 
3.3. ISC Model for Three-Phase Load 
For a three-phase load with voltages zau , zbu , zcu  and currents zai , zbi , zci , in the Laplace domain, 
they are related by: 
( ) 0 0 ( )
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where a a az r sL  , b b bz r sL   and c c cz r sL  . Applying the ISCT to Equation (27), the ISC 
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For unbalanced loads, a b cz z z  , thus z   and z   are not zero, while for balanced loads, 
a b c z zz z z r sL    , and Equation (28) becomes:  
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Figure 4. The ISC equivalent circuits for th three-limb inductor: (a) IPSC; (b) INSC;
(c) IZSC.
It can be observed from Figure 4 that the equivalent circuit of the IPSC has the
same form as that of the INSC, but different from that of the IZSC. Importantly, the
impedance seen by i0L is rL ` jωLl , not rL ` jωL .
Finally, if i`L and i
0
L are selected as state variables, from Equation (24), IPSC and
IZSC state equations are derived as:
d
dt
ri`L s “ ´
rL
L
¨ ri`L s `
1
L











and the INSC has the same state equation form as that of the IPSC.
3.3. ISC Model for Three-Phase Load
For a three-phase load with voltages uza , uzb , uzc and currents iza , izb , izc , in































where za “ ra ` sLa , zb “ rb ` sLb and zc “ rc ` sLc . Applying the ISCT to
































































For unbalanced loads, za ‰ zb ‰ zc , thus z` and z´ are not zero, while for














rz ` sLz 0 0
0 rz ` sLz 0















3.4. ISC Model for Whole Inverter
For three-phase inverters as shown in Figure 1, combining the ISC equivalent
circuits of the three-limb inductor and three-limb transformer, the ISC equivalent




PWM are the ISCs
of uPWMA , uPWMB , uPWMC .
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It should be noted that, a short circuit exists in the IZSC equivalent circuit as indicated by the 
dashed, red line in Figure 5c, and the inductance of the inductor highlighted in red is lL , not L . So, 
this inverter has different characteristics from three-phase inverters with three single-phase inductors 
and three single-phase transformers, wherein the IPSC, INSC and IZSC all have the same equation. 
It is also important to note that coupling does not exist between the IPSC, INSC and IZSC 
equivalent circuits. Therefore, the equivalent circuits in Figure 5 give an easy way to analyze the 
transient responses of three-phase inverters with magnetic coupling. In this paper, the transient model 
for a three-phase inverter with magnetic coupling is expressed by these three ISC equivalent circuits. 
4. Transient Characteristics of Three-Phase Inverters Considering Magnetic Coupling 
In this section, the transient behavior of three-phase inverters will be considered including magnetic 
coupling. To begin, in Figure 5c, the impedance of capacitor C  is given as 
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CZ sC
 . If we define
















































Figure 5. ISC equivalent circuits for three-phase inverters: (a) IPSC; (b) INSC;
(c) IZSC.
It should be noted that, a short circuit exists in the IZSC equivalent circuit as
indicated by the dashed, red line in Figure 5c, and the inductance of the inductor
highlighted in red is Ll , not L . So, this inv rter has different characteristics
from three-p as inverters with three s ngle-phase inductors and three single-phase
transformers, wherein the IPSC, INSC and IZSC all have the same equation.
It is also important to note that coupling does not exist between the IPSC, INSC
and IZSC equivalent circuits. Therefore, the equivalent circuits in Figure 5 give an
easy way to analyze the transient responses of three-phase inverters with magnetic
coupling. In this paper, the transient model for a three-phase inverter with magnetic
coupling is expressed by these three ISC equivalent circuits.
4. Transient Characteristics of Three-Phase Inverters Considering
Magnetic Coupling
In this section, the transient behavior of three-phase inverters will be considered
including magnetic coupling. To begin, in Figure 5c, the impedance of capacitor C
11
is given as ZC “ 1sC . If we define ZLl “ rL ` sLl and Z1l “ r1 ` sLl1 , the parallel
combination of ZC and Z1l results in:





Z1l ¨ sC` 1
(30)






prL ` r1q ` spLLl ` L1lq
(31)
In three-wire three-bridge inverters, i01 does not exist; however, for inverters
such as those in Figure 1b, current i01 is an inherent, serious problem that should
be evaluated. At low frequencies, the rL , r1 , ωLl , ωL1l are small, and therefore a
small voltage u0PWM can result in a large current i
0
1 , which may lead to over-current
in power switches and shutdown of inverters.
For inverters in UPSs, it is necessary to introduce various instantaneous control
strategies, such as PID and multiple feedback controls, to adapt for diverse nonlinear
loads [4,5]. Among various instantaneous control strategies, the PID control strategy
has a simple form and high robustness and is thus analyzed in this paper. Figure 6
gives a diagram of a three-phase inverter with three PID controllers in which the
voltages of the three-phase capacitor, uCA , uCB , uCC , are sampled. In Figure 6, Tr is
the three-limb transformer and L is the three-limb inductor. A PID controller Rpsq is
used for each phase, which has the form:




Based on the ISC equivalent circuits in Figure 5, the IPSC equivalent circuit of
Figure 6 is shown in Figure 7, where u`m is the IPSC of the modulation signals umA ,
umB , umC ; u`C is the IPSC of the capacitor voltages uCA , uCB , uCC ; u
`
ref is the IPSC
of the reference voltages urefA , urefB , urefC ; u`o is the IPSC of the load voltages uoa ,
uob , uoc ; and i`o is the IPSC of the load currents ioa , iob , ioc . For inverters in UPSs,
currents ioa , iob , ioc and their ISCs are treated as disturbances in the model because
the diverse sets of loads for UPS are unpredictable.
12
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Note that at low frequencies, 0sC  , thus 1para lZ Z . The current 
0
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( ) =
( ) ( )Ll l L Ll l
u s u s
i s
Z Z r r s L L

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 (31)
In three-wire three-bridge inverters, 
0
1i  does not exist; however, for inverters such as those in  
Figure 1b, current 
0
1i  is an inherent, serious problem that should be evaluated. At low frequencies,  
the Lr , 1r , lL , 1lL  are small, and therefore a small voltage 
0
PWMu  can result in a large current 
0
1i , 
which may lead to over-current in power switches and shutdown of inverters. 
For inverters in UPSs, it is necessary to introduce various instantaneous control strategies, such as 
PID and multiple feedback controls, to adapt for diverse nonlinear loads [4,5]. Among various 
instantaneous control strategies, the PID control strategy has a simple form and high robustness and is 
thus analyzed in this paper. Figure 6 gives a diagram of a three-phase inverter with three PID controllers 
in which the voltages of the three-phase capacitor, C Au , C Bu , C Cu , are sampled. In Figure 6, Tr is the 
three-limb transformer and L is the three-limb inductor. A PID controller ( )R s  is used for each phase, 
which has the form: 
( ) IP D
K
R s K K s
s
    (32)
Based on the ISC equivalent circuits in Figure 5, the IPSC equivalent circuit of Figure 6 is shown in 
Figure 7, where mu

 is the IPSC of the modulation signals m Au , m Bu , m Cu ; Cu

 is the IPSC of the 
capacitor voltages C Au , C Bu , C Cu ; refu

 is the IPSC of the reference voltages refAu , refBu , refCu ; ou

 is 
the IPSC of the load voltages oau , obu , ocu ; and oi

 is the IPSC of the load currents oai , obi , oci . For 
inverters in UPSs, currents oai , obi , oci  and their ISCs are treated as disturbances in the model because 
the diverse sets of loads for UPS are unpredictable. 


































Figure 6. A three-phase inverter with PID closed-loop controllers.
Energies 2014, 7 8047 
 
 




















Treating the transistors (see Figure 1), typically IGBTs, as ideal switches, when the DC bus voltage 
is constant and the switching frequency is high enough, the inverter bridges will amply low frequency 
modulation signals linearly and can be modeled as an amplifier with gain 
bK  [4,5], given by 
+
PW M m( ) ( )bu s K u s
    (33)
Neglecting 
1r , 2r  and mL , the transfer function block diagram of the IPSC derived from Figure 7 is 
shown in Figure 8. The inductance 
leakL  is defined as:  
1 2leak l lL L L   (34)
























Hence, from Figure 8, the IPSC transfer function is derived as: 
+
ref
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
b
o o leak o
close close
K R s L s
u s u s i s L s i s
P s P s
       (35)
where 2( ) ( ) ( ) 1close L b fP s LCs r Cs K H s R s     and ( ) LL s Ls r  . 
Since the INSC is always the complex conjugate of the IPSC, its equivalent circuit and the transfer 
function all have the same forms as those of IPSC. The IZSC equivalent circuit is shown in Figure 9. 
  
Figure 7. IPSC equivalent circuit for three-phase inverters with a PID controller.
Treating the transistors (see Figure 1), typically IGBTs, as ideal switches, when
the DC bus voltage is constant and the switching frequency is high enough, the
inverter bridges will amply low frequency modulation signals linearly and can be
modeled as an amplifier with gain Kb [4,5], given by




Neglecting r1 , r2 and Lm , the transfer function block diagram of the IPSC
derived from Figure 7 is shown in Figure 8. The inductance Lleak is defined as:
Lleak “ L1l ` L2l (34)
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i`o psq ´ Lleaks ¨ i
`
o psq (35)
where Pclosepsq “ LCs2 ` rLCs` KbH f psqRpsq ` 1 and Lpsq “ Ls` rL .
Since the INSC is always the complex conjugate of the IPSC, its equivalent
circuit and the transfer function all have the same forms as those of IPSC. The IZSC
equivalent circuit is shown in Figure 9.
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The corresponding block diagram for Equations (38)–(40) is shown in Figure 10. It can be observed 
that the IZSC voltage 0refu  and current 
0
oi  are added as two disturbances, which influence the  
three-phase inverter in unbalanced conditions. 
In the design of the PID controller, stability and high performance should be guaranteed while 
magnetic coupling exists. In a three-phase inverter, since the three-phase variables can be described by 
ISCs and its dynamic model can be expressed by ISC equivalent circuits, the analysis of the  
three-phase variables can be decomposed into the analysis of the IPSC, INSC and IZSC. In Figure 5, 
the IPSC and INSC equivalent circuits are the same, and they are also the same as a single-phase 
inverter when magnetic coupling is neglected so that the three-phase inverter is seen as three  
single-phase inverters. So, at the beginning of this analysis, the three-limb transformer and three-limb 
inductor can be treated as three, separated single-phase transformers and single-phase inductors, and 
the equivalent circuits of the IPSC and INSC can be obtained naturally. Hence the analysis results for a 
single-phase inverter are also valid for the IPSC and INSC equivalent circuit. In contrast, the IZSC 
equivalent circuit is different from that of the IPSC and INSC, so it should be evaluated separately; 
essentially, the effect of 0refu  and 
0
oi  must be evaluated. Based on this conclusion, the design procedure 
for the instantaneous controller should include two steps: 
1. The magnetic coupling is first neglected, and the three-phase inverter is modeled as three  
single-phase inverters so that the controller design can ensure the dynamic performance of the IPSC. 
2. The voltage 0refu  and current 
0
oi  are then evaluated to guarantee the performance of IZSC. 
Figure 9. IZSC equivalent circuit for three-phase inverters with instantaneous
feedback control.
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The corresponding block diagram for Equations (38)–(40) is shown in Figure 10.
It can be observed that the IZSC voltage u0ref and current i
0
o are added as two
disturbances, which influence the three-phase inverter in unbalanced conditions.
In the design of the PID controller, stability and high performance should
be guaranteed while magnetic coupling exists. In a three-phase inverter, since
the three-phase variables can be described by ISCs and its dynamic model can be
expressed by ISC equivalent circuits, the analysis of the three-phase variables can be
decomposed into the analysis of the IPSC, INSC and IZSC. In Figure 5, the IPSC and
INSC equivalent circuits are the same, and they are also the same as a single-phase
inverter when magnetic coupling is neglected so that the three-phase inverter is seen
as three single-phase inverters. So, at the beginning of this analysis, the three-limb
transformer and three-limb inductor can be treated as three, separated single-phase
transformers and single-phase inductors, and the equivalent circuits of the IPSC
and INSC can be obtained naturally. Hence the analysis results for a single-phase
inverter are also valid for the IPSC and INSC equivalent circuit. In contrast, the
IZSC equivalent circuit is different from that of the IPSC and INSC, so it should be
evaluated separately; essentially, the effect of u0ref and i
0
o must be evaluated. Based on
this conclusion, the design procedure for the instantaneous controller should include
two steps:
1. The magnetic coupling is first neglected, and the three-phase inverter is
modeled as three single-phase inverters so that the controller design can ensure
the dynamic performance of the IPSC.
2. The voltage u0ref and current i
0
o are then evaluated to guarantee the performance
of IZSC.
For the case shown in Figure 6, Rpsq can be designed according to the block
diagram shown in Figure 8. Next, according to Figure 9, u0PWM should be kept
zero, otherwise compensation is needed. In practice, however, keeping u0ref “ 0
is sufficient. The reference u0ref will appear in parallel inverter systems, and the
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independent regulation of three phase voltages for restraining circulating current in
each phase will result in considerable voltage u0PWM , giving rise to serious problems.
In addition, the 3rd order IZSC harmonics due to dead zones in the drive circuits of
the power switches contribute to u0PWM [30].
Unbalanced load currents contain i0o , which contribute u0o through Z2l=r2 ` L2ls
according to Figure 9. This is indeed an advantage of a three-limb transformer when
compared with three single-phase transformers, because u0o is not significant due
to small Z2l . However, on the other hand, u0o can’t be regulated by instantaneous
feedback controls because voltage u0PWM is bypassed by the three-limb transformer.
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Figure 10. Block diagram for a three-phase inverter with PID control considering
magnetic coupling.
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5. Simulation and Experiment Results
A prototype of 50 kVA three-phase inverter was built for the following
experiments, which had the structure given in Figure 1b. The three-limb transformer
Tr is used as the output transformer and the three-limb inductor L is used as a filter.
A PID controller is used for R(s). The parameters of the inverter and its controller are
shown in Table 1.
Table 1. Parameters of Inverter and Controller.
L C r L1l (per unit) L2l (per unit) Kb Hf (s) R(s)




The bode diagram of IPSC is shown in Figure 11. It can be seen that the PID
controller designed for IPSC behaves good performance. Then the INSC has the same
performance. However, according to Equation (36), the IZSC cannot be regulated by
PID controller due to magnetic couples.
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A simulation to analyze the effect of the IZSC is shown in Figure 12a. When 0PWM ( ) 0u s  ,  
the primary side current Ai  in the transformer is negligible and is not shown. The phase-shift between 
PWMAu  and PWMBu  is changed from 120° to 122.3°. The simulation shows that the current Ai  is 20A, 
even without load. The distortion of Ai  is due to dead-times of the power switches. In the experiment, 
Ai  is measured by an oscilloscope and is shown in Figure 12b. The experimental result is the similar to 
that of the simulation shown in Figure 12a. 
The proposed model in Figure 10 is also validated with a simulation incorporating an unbalanced 
load step-up which is realized by a step up of the resistive load during phase “a”. When the magnetic 
couples are neglected, the waveform of the load voltages is shown in Figure 13a. It can be seen that, 
only phase “a” is influenced during step-up process. Next, the magnetic couples are considered and the 
waveform of the load voltages is shown in Figure 13b. During single-phase load step-up, due to 
magnetic coupling, all three phases are influenced by the IZSCs. Also, due to the superposition of 0oi , 
which has the same waveform as ai , the voltage magnitudes of phases “b” and “c” are changed by 
0
oi . 
Figure 11. Bode diagram of IPSC.
A simulation to analyze the effect of the IZSC is shown in Figure 12a. When
u0PWMpsq “ 0 , the primary side curren iA in the transformer is negligible and is not
shown. The phase-shift between uPWMA and uPWMB is changed from 120˝ to 122.3˝.
The simulation shows that the current iA is 20A, even without load. The distortion of
iA is due to dead-times of the power switches. In the experiment, iA is measured by
an oscilloscope and is shown in Figure 12b. The experimental result is the similar to
that of the simulation shown in Figure 12a.
The proposed model in Figure 10 is also validated with a simulation
incorporating an unbalanced load step-up which is realized by a step up of the
resistive load during se “a”. When the magnetic coupl s are neglected, the
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waveform of the load voltages is shown in Figure 13a. It can be seen that, only phase
“a” is influenced during step-up process. Next, the magnetic couples are considered
and the waveform of the load voltages is shown in Figure 13b. During single-phase
load step-up, due to magnetic coupling, all three phases are influenced by the IZSCs.
Also, due to the superposition of i0o , which has the same waveform as ia , the voltage
magnitudes of phases “b” and “c” are changed by i0o . They have different values as
indicated by the dashed line labeled as “Line1” in Figure 13b. The largest voltage
magnitude appears in phase “c” and the lowest magnitude voltage appears in the
phase “a”.
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Figure 12. Primary current of three-limb transformer in unbalanced condition:
(a) Simulation; (b) Experiment.
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The corresponding IPSC locus is shown in Figure 13c. The dot labeled as “A” denotes the moment 
of load step-up. Before load step-up, the locus is a circle as indicated by the thin, red line. However, 
after step-up, the locus changes to an ellipse due to the unbalance three-phase load voltages as 
indicated by the thick line. 
A corresponding experiment was performed also by a step-up of resistive load in phase “a”, and the 
corresponding waveforms are shown in Figure 14. The waveform is similar to that of simulation, 
except for small oscillations in phases “b” and “c”, which are caused by the parasitic inductances and 
capacitance in the inverter. Unfortunately, these effects are difficult to include in the simulation. 
In this example, simulation and experiment show that the influence of magnetic couples on the 
inverter system is acceptable even though the IZSCs are not compensated, because the incurred IZSC 
is small due to small 0
invZ  and 
0 0refu  . However, for many applications, such as parallel inverter system, 
0
refu  or 
0
invZ  are large, then the compensations of IZSCs should be considered. 
  
Figure 13. Simulation waveforms of the three p ase lo d volt ge (single-phase
load step up): (a) No magnetic c uple ; (b) With magnetic couples; (c) IPSC ocus
of load voltage with magnetic cou les.
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The corresponding IPSC locus is shown in Figure 13c. The dot labeled as “A”
denotes the moment of load step-up. Before load step-up, the locus is a circle as
indicated by the thin, red line. However, after step-up, the locus changes to an ellipse
due to the unbalance three-phase load voltages as indicated by the thick line.
A corresponding experiment was performed also by a step-up of resistive
load in phase “a”, and the corresponding waveforms are shown in Figure 14. The
waveform is similar to that of simulation, except for small oscillations in phases
“b” and “c”, which are caused by the parasitic inductances and capacitance in the
inverter. Unfortunately, these effects are difficult to include in the simulation.
In this example, simulation and experiment show that the influence of magnetic
couples on the inverter system is acceptable even though the IZSCs are not
compensated, because the incurred IZSC is small due to small Z0inv and u
0
re f “ 0 .
However, for many applications, such as parallel inverter system, u0re f or Z
0
inv are
large, then the compensations of IZSCs should be considered.
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For three-phase inverters used in UPSs, three-limb transformers and three-limb inductors are 
commonly used in their construction, which can bring about magnetic coupling. Here, we derived a 
dynamic model based on the instantaneous symmetrical components transformation, which considers 
this magnetic coupling phenomenon. The model includes IPSC, INSC and IZSC equivalent circuits. 
There is no coupling between these circuits even with magnetic coupling, and hence the model is 
simple to solve and is suitable for analyzing the transient behavior of three-phase inverters with 
magnetic coupling. Based on this model, analysis indicated that magnetic coupling might have a 
significant impact on the dynamic performance of three-phase inverters under unbalanced conditions. 
For inverters with instantaneous PID closed-loop control strategies, the influence between closed-loop 
control and magnetic coupling was studied and a corresponding method for performance analysis and 
controller design for three-phase inverters considering magnetic coupling was derived. Finally, 
simulation and experimental results validated the model and conclusions.  
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Figure 14. Experimental waveforms of three-phase load voltages (step up of
single-phase resistive load)
6. Conclusions
For thr e-phase inverters used in UPSs, three-limb transformers nd three-limb
inductors are commonly used in their constr ction, which can bring about magne i
coupling. Here, we d rived a dynamic model based on the instantaneous
symmetrical components transformation, which considers this magnetic coupling
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phenomenon. The model includes IPSC, INSC and IZSC equivalent circuits. There is
no coupling between these circuits even with magnetic coupling, and hence the model
is simple to solve and is suitable for analyzing the transient behavior of three-phase
inverters with magnetic coupling. Based on this model, analysis indicated that
magnetic coupling might have a significant impact on the dynamic performance of
three-phase inverters under unbalanced conditions. For inverters with instantaneous
PID closed-loop control strategies, the influence between closed-loop control and
magnetic coupling was studied and a corresponding method for performance
analysis and controller design for three-phase inverters considering magnetic
coupling was derived. Finally, simulation and experimental results validated the
model and conclusions.
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Energy Management of a Hybrid AC–DC
Micro-Grid Based on a Battery
Testing System
Bo Long, Taek Won Jeong, Jong Deuk Lee, Yoo Cheol Jung and Kil To Chong
Abstract: Energy Recovery Battery Testing Systems (ERBTS) plays an important
role in battery manufacture. The conventional ERBTS configuration contains
a fundamental transformer, and a bidirectional Direct Current (DC)–DC and
Alternating Current (AC)–DC converter. All ERBTS are connected in parallel,
thus constituting a special and complicated AC micro-grid system. Aiming at
addressing their low energy recovery efficiency, complex grid-connected control
algorithm issues for islanded detection, and complicated power circuit topology
issues, a hierarchical DC-link voltage hybrid AC–DC micro-grid that contains
composite energy storing devices is proposed. Moreover, an energy management
optimal scheme for the proposed scheme is put forward. The system configuration
of the proposed scheme is described in detail. Compared to the conventional scheme,
the proposed scheme has the merits of simplified power circuit topology, no need
for phase synchronous control, and much higher energy recovery efficiency and
reliability. The validity and effectiveness of the proposed technique is verified
through numerous experimental results.
Reprinted from Energies. Cite as: Long, B.; Jeong, T.W.; Lee, J.D.; Jung, Y.C.;
Chong, K.T. Energy Management of a Hybrid AC–DC Micro-Grid Based on a Battery
Testing System. Energies 2015, 8, 1181–1194.
1. Introduction
With the recent rapid development of electric vehicle technology, many countries
and enterprises have invested heavily in developing electric vehicles (EVs). During
the last year the total number of battery manufacturing companies in China reached
700–800. The development of power batteries is the key issue for the massive
industrialization of electric vehicles. Battery performance greatly influences the
driving mileage and reliability of EVs, hence, the characteristics of the produced
batteries must be carefully evaluated. The common method of battery performance
analysis is the charge/discharge test experiment. In order to improve the accuracy
of test currents, most battery companies use the power-grid to supply the energy
for charging tests. When performing the discharging test, to minimize the current
ripple, the power transistors are forced to operate in the linear region instead of
switching state to get high accuracy current test performance data, with a large power
24
resistance adopted as the load; This discharged energy is totally wasted. According
to the statistics from Chinese government, this power consumption can reach up to
736 gigawatt (GW). The corresponding economic loss of the wasted energy could
reach up to 1.18 billion dollars.
To solve the above problems, Energy Recovery Power Battery Test Systems
(ERPBTS) have been developed by some companies such as Aeroviroment and
Bitrode Limited in the USA and Arbin and Digatron in Germany. Generally speaking,
a qualified ERBTS should satisfy the following requirements:
(1) High-voltage and large-current output capability (such as 450 V/500 A, 225 kW).
(2) Full adjustable test voltage and current. Time response of adjustable current
that ranges from zero to the command value should be kept within 15 ms, and
load current should be held steady while performing internal resistance tests.
(3) High power factor on the grid side with low total harmonic distortion (THD).
(4) Reversible energy converting ability so that the discharged energy can be
recovered to the power-grid with high efficiency.
Based on the aforementioned requirements, we have conducted ample research
work. In [1], parameter design and power flow control strategy of an energy recovery
battery testing system were presented. Considering that harmonic distortion usually
occurs for non-linear loads sharing the same AC-grid, a multi-functional ERPBTS is
designed in [2], in which the proposed scheme can simultaneously realize energy
recovery and harmonic compensation with fast time response. Moreover, modeling
and direct power control (DPC) of ERPBTS using an optimal switching table are
discussed in [3,4], respectively.
If many battery testing systems (BTSs) are simultaneously used by a battery
company, massive amounts of discharging energy can be recycled. However,
we found that these instruments have not been practically adopted due to the
following reasons.
1. Most enterprises focus on power circuit topology optimization and sophisticated
control strategy for BTS. For massive grid-connected instruments in an
AC-micro-grid, very few companies consider the energy saving issues as
a whole.
2. In the utility, since the maximum output power of a single ERBTS can reach
250 kW, the associated instantaneous power input, when interfacing with the
AC-grid, might cause an obvious rise and fall of the voltage at the point of
common coupling (PCC). Moreover, if the test instrument is not well controlled,
it might cause serious harmonic and voltage distortion problems on the nearby
devices sharing the same grid. Because of these unresolved issues, the electric
power department usually inhibits the interfacing of such high power ERPBTS
to the AC-grid directly.
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3. The conventional BTS has much lower energy recovery efficiency due to the
complex composite power circuit topology which is usually composed by
a bidirectional DC-DC converter and a bidirectional AC-DC converter with
a fundamental frequency isolation transformer as the interface. Moreover, the
conventional ERPBTS is very expensive. For a 200 kW testing system, the selling
price can reach about 240,000 USD.
In recent years, due to its obvious advantages, the DC micro-grid system
has received extensive attention in electric power systems. The DC micro-grid
system is especially suitable for applications with renewable energy sources, such
as photovoltaic (PV) energy, wind power, tidal energy, and geothermal energy.
Compared with the conventional structure, the DC micro-grid system can achieve
much higher efficiency and simpler power circuit topology due to the elimination
of extra AC–DC and DC–AC conversion stages, since many renewable DGs, energy
storage systems (ESSs) [5], and an increasing number of loads directly utilize DC
power. Additionally, the DC system offers improved controllability because the
complex phase synchronization, and the reactive power compensation control
problems intrinsic to the AC grid can be ignored [6,7]. Furthermore, the DC
micro-grid can be fully decoupled from the utility grid by an interface converter,
enabling the seamless transition between grid-connected and islanded operation
modes [8–10].
For the aforementioned reasons, the DC micro-grid is receiving increased
attention, especially for small-scale commercial and residential applications [11].
For AC and DC micro-grids, energy management control is one of the crucial
points for micro-grid operation. The control objective is coordinating the distributed
micro-grid terminals and to provide a simple, reliable, stable, and cost-effective
power supply for both local customers and the utility. Much research work have been
done to develop a standardized hierarchical power management framework [12–14].
Considering the merits and demerits of the AC and DC micro-grid system, we
found that very few papers describe the application of hybrid AC-DC micro-grid
architecture in ERPBTS. Hence, this paper proposes a hybrid AC-DC micro-grid
system based on ERPBTS, and the proposed scheme resolves the above drawbacks
of the conventional scheme. In the proposed system, the converter for battery testing
is a current-feed DC-DC converter, and all the testing instruments are connected to a
DC-bus, to form a DC-micro-grid system [15,16]. In this way, the recovered energy
can be reused in other local loads, which increase the system efficiency and simplify
the control strategy for a DC-micro-grid.
This paper is arranged as follows: in Section 2, we explain the system
configuration and operation principles of conventional ERPBTS based on an AC
micro-grid. In Section 3, the system configuration of a hybrid AC-DC micro-grid
for ERPBTS is illustrated. The topology and energy flow chart comparisons
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chart between the conventional AC and proposed hybrid AC-DC micro-grids are
elaborated. In Section 4, an optimal energy management control scheme and the
stability of the proposed system are analyzed. The corresponding experimental
results are also presented. Finally, in Section 5, the main contributions of this paper
are summarized and suggested future work is also presented.
2. System Configuration of the Conventional ERPBTS
In this section, we first illustrate the system configuration of the conventional
scheme. Then, control strategies for an AC micro-grid are presented, and drawbacks
of the direct AC-micro-grid are also shown.
Figure 1 demonstrates the block diagram of the massive AC-grid-connected
ERPBTS, in which the red line represents the main power grid. The black line
symbolizes the local micro-grid (AC 380 V), dividing the testing area into two
sections. The high-power testing instruments are connected to the high AC-voltage
(380 VAC) side, and relatively low-power test instruments are interconnected on
the single-phase (220 VAC) side. Each section contains a bidirectional AC–DC–DC
converter and the series-connected battery packs. The configurations show that
all the testing instruments are connected in parallel to form an AC-micro-grid.
Reactive power, power quality, reliability and frequency control are the main issues
in this system.
In this way, the battery testing instrument fulfills the battery testing and
energy recovery requirements. The discharged energy produced during the testing
procedure is recycled to the other loads sharing the AC-grid.
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Figure 1 demonstrates the configuration of the AC micro-grid systems, which
contains the AC 380 and AC 220 V systems. The popular ways of voltage/current
reference signals generation for power electronics converter in an AC-micro-grid are
summarized below.
(1) The first solution uses a master-slave controller, in which a master controller is
used to communicate with all sources using a fast communication technique. All
micro-sources (grid-connected converters) inform the master controller of the
current status of their local variables (such as voltage/current, frequency, etc.).
Based on that information, the master controller computes and transmits
the reference voltage/current and frequency values for all the sources. The
requirement of a fast communication technique increases the cost of the whole
system. Moreover, the reliability of the system is reduced due to the presence
of an additional communication circuit and the master controller [17].
(2) The second method uses a droop controller and measures only the local variables
of a source to calculate the reference/current signal of the power converter.
This decentralized control scheme does not need a fast communication system
between grid-connected converters for operation and has the merits of high
reliability, low cost, and easy scalability. Because of these advantages, droop
controller is extensively adopted in AC micro-grids.
Compared with the AC-micro-grid, the DC micro-grid has many advantages.
First, it does not require synchronous or frequency tracking control and so is more
reliable, controllable, and suitable for distributed generation system (DGs). Secondly,
in DC micro-grid systems, compared with a cascaded power converter, the topology
of the one-stage power converter is much simpler, resulting in much higher energy
recovery efficiency. Thirdly, the load voltage is not influenced by voltage regulation,
voltage dropdown, or unbalanced loads. Finally, the DC-voltage in transmission is
not influenced by the impulse current; thus, there is no need to consider the line
reactive power component, and the line power loss can be ignored. Therefore,
combining a DC micro-grid with an AC micro-grid to form a hybrid AC–DC
micro-grid can solve both the efficiency and energy balance problems for ERPBTS.
3. A Hybrid AC–DC Micro-Grid System for ERPBTS
In this section, a hybrid AC–DC micro-grid battery testing system is proposed.
System configuration, operation principle, and merits of the proposed scheme
are elaborated.
3.1. System Configuration
Figure 2 illustrates the layout of the hybrid AC–DC micro-grid based on ERPBTS.
The configuration is established based on the assumption that all the battery factories
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are connected to the utility grid and share a common micro-grid. Seen from the
outside, each test factory interfaced with the main grid can be regarded as a module.
Each battery test factory is regarded as the local microgrid, interfaced with the main
grid via an AC-breaker. Hence, seen from the grid-side, all the battery factories form
the AC-microgrid.
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Figure 2. The hybrid AC– icro-grid layout based on ERPBTS.
The internal configuration of a representative factory is shown in Figure 3,
showing that the testing instruments forms a DC micro-grid cont ining two level
DC-link voltage (high and low DC-link voltage). The large power testing instruments
are connected on the high voltage side; the relatively small power output testing
instruments are connected at the low voltage side. Moreover, a DC–DC converter
(blue color in Figure 3) is inserted between high and low DC-links for bidirectional
energy transmission.
In order to support the stability of the DC-link voltage, an ultracapacitor-battery
composite power supply system is adopted in the proposed system, and the
composite energy storing system (ESS) can satisfy the stable and peak power needs.
In addition, since the half-bridge DC–DC converter in this system usually operates
as a current-source converter, the operation condition of the DC micro-grid can be
dominated by ESS for power balance.
A bidirectional DC–AC converter is inserted between the main grid and the
DC-micro-grid in case the ESS and battery testing instrument reserves are not
adequate to meet the demands of the local loads. In such circumstances, the deficit
can be compensated by importing the energy from the utility; On the other hand,
excess energy reserve of the ESS and battery testing instruments leads to unbalance in
the DC-link power, and the additional energy can be exported to the utility. Generally
speaking, the DC–AC converter functions as a utility interface converter to maintain
the power balance within the DC-micro-grid.
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configuration in the micro-grid.
3.2. Topology Comparison
Figure 4 illustrates the operation principle comparisons between the conventional
and proposed schemes used for battery testing instruments. The comparison results
show that the proposed scheme has at least three distinct advantages:
(1) In the conventional AC micro-grid system based on ERPBTS, the internal power
converter topology is composed of DC–DC and DC–AC converters connected
in series. Thus, the two systems are strongly coupled; a decoupler control
algorithm is needed if no energy storing system is interfaced with the DC-link.
However, the power converter in the proposed scheme is composed of a single
DC–DC converter, resulting in considerably high accuracy and energy recovery
efficiency. Moreover, since the topology of the converter is greatly simplified,
the amount of software operations is considerably reduced, and reliability of
the testing instrument is maximally enhanced.
(2) In conventional ERBTS, the inverter is controlled to synchronize with the
power-grid on phase angle, frequency, and amplitude. In addition, in order to
eliminate the total harmonic distortion (THD) of the grid-connected inverter,
a complicated current filter (such inductance-capacitance-inductance (LCL)
type filter) is usually implemented, requiring complex closed-loop control
algorithms. In the proposed scheme, only the DC-link voltage should be
maintained stable and constant, resulting in a much simpler structure of the
proposed micro-grid.
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(3) In the proposed scheme, the energy interactions between different testing
instruments can be completed in a single stage (DC micro-grid), However,
the conventional scheme needs at least two stages. Hence, the proposed
scheme is much simpler, and the total expense of the proposed scheme can be
greatly reduced.
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4. Energy Management Strategy of a DC Micro-grid Based on ERPBTS and
an Energy Storage System
4.1. Energy Optimal Control
For an AC micro-grid system, the crucial points for its operation are intelligent
control and management. The control objective is to coordinate the distributed
micro-grid terminals in order to mitigate the power intermittency and uncertainty.
To provide a stable, reliable, and economic power supply for both local customers
and the utility, a series of control strategies have been published for AC micro-grids.
Yet, the control strategies for AC-micro-grid cannot be simply migrated to DC
micro-grids due to the aforementioned special features of the DC system.
Like an AC-grid, the control methods for a DC micro-grid system can also be
categorized into two classes of centralized and decentralized control structures. For
centralized control, all the micro-source converters sharing the same DC-bus are
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controlled by a central energy controller through a communication link (such as
CAN-bus). A data center (server) is needed for acquiring the information of voltage,
current, and the node address of each converter. This solution has the drawbacks
of limited nodes on power converters, difficulty expanding the nodes, need for an
additional central controller, and a required hardware circuit for fast communication.
Compared with the centralized solution, a decentralized control structure is
proposed in which all the distributed terminals operate independently, and the
control decisions are made based on local information [18]. The common droop
control methods used in DC micro-grids for power management are Voltage/Current
(V/I) and Voltage/Power (V/P) control. The core issue for V/I and V/P control
methods is using the deviation of DC-bus voltage for autonomous power sharing
among different power sources [19]. The limitation of the V/I and V/P schemes is
that all the terminals sharing the same DC bus have to rigidly follow the preset droop
curves without a flexible mode transition mechanism, especially when a voltage
change occurs in the DC micro-grid [20].
From [5], when the DC-link voltage is regulated by different power sources, the
operation modes for the proposed system are: (a) Utility-dominating mode; (b) Energy
storage system-dominating mode; (c) Battery testing instruments-dominating mode.
Hence, a seamless transition from one dominating mode to another according to the
DC-bus voltage deviation is the key issue. Power variables of different terminals can
be defined as:
PESS_CH, PESS_DSC—The maximum charging and discharging power values,
these values are determined by the status of charge (SOC) in the energy storage
system; if the SOC of batteries and the ultra-capacitor is zero, this means that the ESS
is fully discharged, PESS_DSC = 0.
Vdcbus—DC-bus voltage;
Pload—Local load power consumption, including the linear and non-linear loads
sharing the same DC-bus;
Vupper, Vlower—Threshold DC-link voltages for the operation modes.
PBTS_CHG, PBTS_DSC—The total charging power input and discharging power
output of ERPBTS.
The characteristics of each dominating mode determined by the DC-link voltage
range are listed in Table 1, which shows that the power characteristics of each terminal
determines the rise and fall of the DC-link voltage. In mode I, when the DC-link
voltage falls below the lower limit, the utility will dominate the DC-link voltage.
In mode II, when the DC-link voltage falls between the upper and lower voltage
limits, the battery-ultracapacitor energy storage system will dominate the DC-link
voltage. In mode III, when there is redundant power output to charge the capacitors
and give rise of the DC-link voltage, the ERPBTS will dominate the DC-bus.
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Table 1. Energy optimal scheme for hybrid AC-DC microgrid.
Dominating Mode Power Characteristics Voltage Range DC-link VoltageRegulation
Utility (Mode I) Pload + PBTS_CHG + PESS_CH >PESS_DSC + PBTS_DSC
Vdcbus < Vlower Utility Units
ESS (Mode II) PESS_CH < Pload + PBTS_CHG ´PBTS_DSC < PESS_DSC
Vlower < Vdcbus < Vupper ESS Units
ERBTS (Mode III) PBTS_DSC > Pload + PBTS_CHG +PESS_CH ´ PESS_DSG
Vdcbus > Vupper ERPBTS Units
4.2. Experimental Results
In order to verify the stable behavior of the proposed configuration and
droop-controlled strategy, a scaled-down laboratory prototype of a three-node,
three-branch DC-micro-grid is developed. The component specifications used in
experiment are illustrated in Figure 5. The schematic diagram of this system in which
each micro-source converter is a DC–DC converter is illustrated in Figure 2.
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Specifications of the bidirectional DC–DC and AC–DC converters are given
in Tables 1 and 2 in the Appendix A. The core controller (CPU) chosen for
implementation of voltage and current droop control algorithm is the TMS320F28335
from Texas Instruments (Dallas, TX, USA).
The experimental hardware setup for the proposed hybrid AC–DC micro-grid
contains four parts (refer to Table 2): (1) The utility grid that contains a three-phase
voltage source converter (VSC) with isolation transformer; (2) Two bidirectional
DC–DC converters for the ESS system; (3) Two bidirectional DC–DC converters for
the battery testing systems, one for charging, another for discharging; and (4) Two
power resistors serves as the loads.
Table 2. List of the all the terminals used in experiments.
Energy Source Converter Type Rated Power Quantity
Utility Grid Three-phase voltage source inverterwith isolation transformer 30 kW 1
Ultracapacitor-Battery
Energy storing System (ESS)
Bidirectional DC–DC converter for
batteries + Bidirectional DC–DC
converter for ultra-capacitors
5.0 kW 2
ERPBTS Bidirectional DC–DC converter 15 kW 2
Loads Power resistors 3 kW 2
For safety considerations, the conventional 380 V three-phase AC distribution
system is reduced to a 75 V three-phase AC-grid using a step-down transformer; the
DC-bus voltage of the tested DC micro-grid system is set between 200 and 250 V. The
corresponding voltage of each operation mode is allocated within this range. The
thresholds of the DC-bus voltage range are listed in Table 3.
Table 3. DC-link voltage range definition for each operation mode.
Operation Mode (Mode I) (Mode II) (Mode III)
DC-bus Voltage <200 200~250 V >250 V
Table 3 gives the operation mode definition for each operation mode, totally,
there are three operation modes.
Table 1 shows that, when the DC-bus voltage falls below the lower limit Vlower,
the DC-bus will be dominated by the utility grid via a voltage source converter (VSC)
that operates as a PWM rectifier. Figure 6a illustrates the waveforms of active and
reactive current components when the DC micro-grid is interfacing with the AC
micro-grid using unit power factor control (PFC) method. Figure 6b shows the phase
voltage and phase current of the VSC rectifier when there is a deficit in power needs
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in a DC micro-grid. By dynamically controlling the reactive current component, the
DC-bus voltage is maintained stable (in mode I).
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Figure 7a illustrates the dominating mode transition process of the three-phase
converter (from mode II to mode I) when the DC micro-grid initially operates in
ESS storage-dominating mode for charging testing. When a power deficit occurs,
the domination mode will automatically change to mode I, and the utility will
compensate the additional power needs. Figure 7b demonstrates the dominating
mode transition process of the three-phase VSC converter (from grid connected mode
to islanded mode).
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reference voltage Vupper (Vdcbus > Vupper), implying sufficient power output in the DC-link. This additional 
energy will automatically charge the capacitors and increase the DC-bus voltage, ultimately resulting in 
a high voltage breakdown of the power transistors. Therefore, in order to release the additional energy, 
the operation mode of ERPBTS should be changed from discharging mode to charging mode.  
Figure 8b shows the waveform of mode transition when the battery test current changes from +20 A 
(discharging current) to −20 A (charging current). The experimental results show that the proposed 
scheme is feasible and applicable. 
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Figure 8a shows the transition process of the utility-dominating mode switching
from islanded mode to grid connected mode. The battery charging current in ERPBTS
is illustrated in Figure 8b, showing that the dominating mode of dc-link voltage in
dc-micro-grid changes from utility-dominating mode to ERPBTS-dominating mode.
In this case, the DC-bus voltage Vdcbus is greater than the upper limit of reference
voltage Vupper (Vdcbus > Vupper), implying sufficient power output in the DC-link.
This additional energy will automatically charge the capacitors and increase the
DC-bus voltage, ultimately resulting in a high voltage breakdown of the power
transistors. Therefore, in order to release the additional energy, the operation mode
of ERPBTS should be changed from discharging mode to charging mode. Figure 8b
shows the waveform of mode transition when the battery test current changes from
+20 A (discharging current) to ´20 A (charging current). The experimental results




Figure 8. (a) Waveform of the AC-DC converter switching from islanded mode to  
grid-connected mode; (b) Waveform of the battery charging current. 
5. Conclusions 
This paper describes a novel system configuration of hybrid AC–DC micro-grid system for massive 
grid-connected energy recovery battery testing systems. Energy flow comparisons between the proposed 
and conventional schemes are illustrated. The comparison results show that the proposed scheme has the 
merits of simplified power circuit topology, high energy recovery efficiency and high current/voltage 
test resolution. Based on the analysis results, an optimal energy management decentralized control 
strategy was suggested. Detailed implementation based on the laboratory AC–DC hybrid micro-grid test 
system verifies the performance of the proposed strategy. 
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5. Conclusions
This paper describes a novel system configuration of hybrid AC–DC micro-grid
system for massive grid-connected energy recovery battery testing systems. Energy
flow comparisons between the proposed and conventional schemes are illustrated.
The co parison results show that the proposed scheme has the merits of simplified
power circuit topology, high energy recovery efficiency and high current/voltage
test resolution. Based on the analysis results, an optimal energy management
decentralized control strategy was suggested. Detailed implementation based on
the laboratory AC–DC hybrid micro-grid test system verifies the performance of the
proposed strategy.
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Appendix A.
Table 1. Power transistor specifications of the three-phase VSC converter.
Components Part name/Manufacturer Rating values
IGBT SKM400GB128D/SEMIKRON 1200 V–400 A
Fast DIODE SKKD75F12/SEMIKRON 1200 V–75 A
Capacitor YDK 450 V–5000 µF
Table 2. Specifications of the proposed ERPBTS.
Elements Parameters Values
Power Battery Pack Battery terminal voltage Vbat 240 V
Battery type Li-ion
Utility Grid
Grid voltage (line to line voltage) Vg 380 V
Line frequency f n 50 Hz
Equivalent inductance at grid side Lg 1 mH
L Type Filter Converter side inductor L 1 mH
DC–DC Converter
Nominal power 175 kW
Inductor for boost chopping L 4 mH
Switching frequency f s 5000 Hz
Dead time td 2 us
DC–AC Converter
Nominal power Pe 175 kW
Two series DC-link capacitor Cdc 16,000 uF
Initial DC-link capacitor voltage Vc0 500 V
DC-link voltage reference Vdc_ref 900 V
IGBT switching frequency f inv 2000 Hz
Dead time td 2 us
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Coordinated Charging Strategy for Electric
Taxis in Temporal and Spatial Scale
Yuqing Yang, Weige Zhang, Liyong Niu and Jiuchun Jiang
Abstract: Currently, electric taxis have been deployed in many cities of China.
However, the charging unbalance in both temporal and spatial scale has become a
rising problem, which leads to low charging efficiency or charging congestion in
different stations or time periods. This paper presents a multi-objective coordinated
charging strategy for electric taxis in the temporal and spatial scale. That is, the
objectives are maximizing the utilization efficiency of charging facilities, minimizing
the load unbalance of the regional power system and minimizing the customers’ cost.
Besides, the basic configuration of a charging station and operation rules of electric
taxis would be the constraints. To tackle this multi-objective optimizing problems,
a fuzzy mathematical method has been utilized to transfer the multi-objective
optimization to a single optimization issue, and furthermore, the Improved Particle
Swarm Optimization (IPSO) Algorithm has been used to solve the optimization
problem. Moreover, simulation cases are carried out, Case 1 is the original charging
procedure, and Cases 2 and 3 are the temporal and spatial scale optimized separately,
followed with Case 4, the combined coordinated charging. The simulation shows the
significant improvement in charging facilities efficiency and users’ benefits, as well
as the better dispatching of electric taxis’ charging loads.
Reprinted from Energies. Cite as: Yang, Y.; Zhang, W.; Niu, L.; Jiang, J. Coordinated
Charging Strategy for Electric Taxis in Temporal and Spatial Scale. Energies 2015, 8,
1256–1272.
1. Introduction
In recent years, Electric Vehicle (EV) technologies have developed rapidly with
the high attention from governments all over the world. In China, the government
document, Energy Saving and New Energy Vehicles Industry Development Planning
(2011–2020), put forward that the number of EVs should reach 5 million in 2020,
and according to the research report from the Ministry of Industry and Information
Technology, the figure is predicted to be 60 million in 2030 [1]. At the same time,
with the development of the EV industry, related charging facilities must be built to
meet the anticipated significantly increased charging demand. There are also many
local plans for the construction of charging stations, chargers and intelligent charging
service system, such as in Beijing, Shenzhen.
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As pioneers, electric buses and electric taxis are first to be demonstrated for
utilization of EVs. In Shenzhen, an EV charging network has been set up with electric
buses, electric taxis, charging stations and related charging services.
In this paper, only electric taxis are considered. After running for a while, some
issues have arisen with the operation of electric taxis. According to investigation of
operational data from Shenzhen, taxi drivers work two shifts, one for day-time, the
other for night. The shift-swapping time and position are not strict, but are usually
around 5:00/17:00 and somewhere near the drivers’ places. In terms of the hidden
rules that electric taxis should start with full State of Charge (SOC), two charging
peaks occur before the work shifts. Moreover, charging twice is not enough to operate
for the whole day, and another two charges are needed during the operation periods.
All of these facts result in four load peaks in the temporal scale. At the same time,
unbalanced distribution in the spatial scale also arises for the reason that most drivers
prefer the charging station to be near their places.
If the charging load distribution of EVs is unbalanced in either the temporal
or spatial scale, the utilization efficiency of charging facilities will be much lower.
It may also trigger some relative load unbalance problems when EV load penetration
gets higher, for example, more charging costs for drivers and more feeder losses in
regional power systems.
Some researchers have proposed some charging strategies to solve similar
electric taxi operation problems. In [2], with some investigation of EV taxi data from
Shenzhen, the authors understood that the status (e.g., operational patterns, driver
income and charging behaviors) of EV taxis can provide invaluable information to
policy makers and studied the patterns from two aspects: operational behaviors
and charging behaviors, but a rescheduling strategy was not proposed. In [3–6], the
research group mainly focused on maximizing the profit to reach optimal charging
for electric taxis, minimizing their charging cost in face of time-varying electricity
prices and some pricing schemes for electric taxis to track the load profile, whose
scope is mainly for cost or benefit optimization from a temporal perspective without
consideration of the spatial scope. Besides, other work [7] proposed a facility
optimization model to minimize the life circle cost (LCC) of charging/swapping
facilities, the time value of electric taxis under the constraints of queuing model
and the price spread between oil and electricity. A new dispatching policy also
presented in [8] with consideration of the taxi demand, the remaining power of
electrical taxis, and the availability of battery charging/switching stations in order to
reduce the waiting time for power recharging and thus increase the workable hours
for taxi drivers.
Most of the works above have a relatively narrow vision for electric taxis. In this
paper, we summarize the problems of electric taxi operation to be on a temporal and
spatial scale. Moreover, the issue of coordinated charging for electric taxis at both
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scales was modeled by using a multi-objective approach based on three separate
objectives: maximizing the utilization efficiency of charging facilities, minimizing
the load unbalance co-operated with the regional power system and minimizing the
customers’ cost. Then the problem was solved by a fuzzy mathematical method and
Improved PSO algorithm.
In summary, the originality of this paper, as well as the differences between
the proposed strategy and the EV optimization in the literature, is: (i) in this
paper, with the investigation of electric taxis operated in Shenzhen, most of the
settings are assumed based on real operation data. The optimization formulation
proposed is oriented to handle the practical problems arising from real electric taxi
operation; (ii) in the previous research, electric taxi optimization was formulated for
electricity cost, or for the charging facilities, or for the customer demands, but those
studies only considered this issue from specific perspective. This paper proposes an
integrated strategy for electric taxis’ coordinated charging, considering the charging
facilities, charging load influence related to the regional power system and customers’
composite cost; and (iii) most previous research only considers the electric taxi
optimization problem from a time perspective. This paper explored the electric taxi
charging problem with different visions, with a temporal, spatial and combined
scope, so the new strategy involves the solution of a multi-objective and multi-scale
constrained optimization model for coordinated charging.
Furthermore, we focused mainly on coordinated charging for electric taxis.
However, the proposed procedure can also be extended easily to other types of EV
users, e.g., commuting EVs charging at stations. The remainder of this paper is
organized as follows: Section 2 formulates our coordinated charging model and
shows the strategy proposed for solving the mentioned charging problem; Section 3
presents the mathematical methodology to solve the proposed model, fuzzy method
and Improved PSO algorithm. Our simulations for different cases are presented in
Section 4. Section 5 summarizes the conclusions.
2. Coordinated Charging Strategy
In this paper, the proposed strategy is oriented to tackle the unbalance
problem in the temporal and spatial domain. Figure 1 shows the relationship and
communication between electric taxis and charging stations. Electric taxis would
send the real time data to a charging station through 3G/4G, including geographical
information, battery management information and operation information. The
charging station would send the command of the time and station to charge for each
electric taxi after the optimization procedure.
The main purpose of the coordinated charging for electric taxis is to determine
the optimal time and the optimal station to charge. More preciously, for coordinated
charging in the temporal scale, the objective is to seek the best time period to
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charge; and for coordinated charging in the spatial scale, the objective is to find
the best station to charge. The coordinated charging variable, the time period and
station to charge, would be optimized under minimizing or maximizing one or more
objective functions while satisfying the several equality and inequality constraints.
Its mathematical model can established as:
Min f pxq
s.t.gpxq “ 0, hpxq ď 0
(1)
where, f is the objective function to be optimized; g and h are the equality and
inequality constrains, respectively; x is the vector of time or station selection variable.
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Figure 1. Framework of charging station and electric taxis. 
In this paper, three optimization objectives are put forward for electric taxis’ coordinated charging, 
including maximizing the utilization efficiency of charging facilities, minimizing the load unbalance in 
the regional power system and minimizing the customers’ cost. Their mathematical models and 
constraints are described as follows. 
2.1. Objective Functions 
2.1.1. Maximizing the Utilization Efficiency of Charging Facilities 
In terms of the operation characteristics of electric taxis, the unbalanced utilization of charging 
equipment leads to most electric taxis turning to charge at a certain period of time or at a certain station, 
which reduces the temporal and spatial utilization rate of the charging equipment. From the perspective 
of charging station operators, in order to improve the utilization efficiency of charging infrastructure in 
temporal and spatial scale, a scheme should be proposed to average the temporal and spatial 
characteristic of charging behaviors, which is shown as below: 
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Figure 1. Framework of charging station and electric taxis.
In this paper, three optimization objectives are put forward for electric
taxis’ coordinated charging, including maximizing the utilization efficiency of
charging facilities, minimizing the load unbalance in the regional power system
and minimizing the customers’ cost. Their mathematical models and constraints are
described as follows.
2.1. Objective Functions
2.1.1. Maximizing the Utilization Efficiency of Ch rg ng Facilities
In terms of the operation characteristics of electric taxis, the unbalanced
utilization of charging equipment leads to most electric taxis turning to charge at a
certain period of time or at a certain station, which reduces the temporal and spatial
utilization rate of the charging equipment. From the perspective of charging station
oper ors, in orde to improve the utilization efficiency o harging infrastructure in
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temporal and spatial scale, a scheme should be proposed to average the temporal









































t “ 1, 2, ..., T; m “ 1, 2, ..., M; n “ 1, 2, ..., N;
where, M and N is the number of electric taxis and stations in this region, respectively;
T is the simulation duration; xm,t and xm,n are the selection variable for temporal and
spatial optimization. Besides, Pm is the charging power of electric taxi m; and Cn is
the number of chargers in charging station n.
2.1.2. Minimizing the Load Unbalance in the Regional Power System
The unbalanced charging load will also lead to an uneven distribution in the
regional power system in both the temporal and spatial scale. The corresponding
bad side impact is higher power losses that are one of the most important issues for
power system operation. By this means, minimizing power losses is also considered
to be an objective, shown as below:















where, Ploss and Qloss are the active and reactive power loss and t and nbrh are the
time point and branch number, respectively.
However, to obtain Ploss and Qloss, the power flow calculation should be
involved, which would severely delay the calculation speed for optimization.
Additionally, Qloss is usually neglected after the power factor correction. To simplify
the model, based on the conclusions shown in [9,10] that the power losses are
approximately linearly related to load variance in a radial power system, we extended
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load variance from the temporal scale to the spatial scale, and use this value to
estimate power losses in the regional power system:












where, Pt and Pnbus are the active load of regional power system in period t; active
load of nbus, respectively. Besides, PT and PNbus are the average active power in the
corresponding scale.
2.1.3. Minimizing the Customers’ Cost
Electric taxis are operated for making profits, however, the charging cost is one
of the basic costs for electric taxis, just like the oil expense for fuel vehicles. Besides,
the charging procedure, which needs at least two hours with 1/2C charging rate from
0% to 100% Battery State of Charge (SOC), is not like refilling the oil. In this way, the
time cost (the charging time and the time waiting to charge) and travel cost (travel to
charging station) are also involved into the cost function, which is depicted below,
F3 “ min Ctime ` Ctravel ` Cutility (8)
where, Ctime, Ctravel and Cutility are the cost of time, travel and the electricity bills,
respectively (Unit:RMB). This equation could be used in the three scales above. For
the details:
Ctime “ α ¨
ÿ
pTc ` Twq (9)
















In the equation above, Tc and Tw represent the time to charging and to wait
for charging (Unit: h); Ltravel means the travel distance to the station for charging
(Unit: km); α, β are the price coefficients of time and travelling; ct, cn are the service
price of charging station in each period and each station (unit: RMB/kWh).
Besides, the EV battery cost (e.g., degradation and replacement) is not
considered in this paper, because the optimizing formulation proposed is to operate
the electric taxi charging issue for both temporal and spatial scale in the period
duration of one day. The EV battery degradation and replacement cost in one day
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is negligible, compared to the operation cost for the whole day, so to simplify this
paper, the battery degradation cost has been neglected.
2.2. Constraints
2.2.1. Constraints with Electric Taxi Operation
(1) In the strategy proposed, the electric taxis have limited charging times
for one simulation duration. For example, we consider 24 h to be one simulation






(2) Besides, the electric taxi drivers who are willing to charge have N options to




xm,n “ 1 (13)
(3) Next, to make sure enough electricity for the electric taxi reaches the assigned
charging station, the travel distance during each charging interval should be less
than the driving mileage (DM) of the electric taxi. In Equation (14), the Loperation is
the electric taxis’ operation distance between two adjacent chargings is:
Loperation ď DM (14)
2.2.2. Electric Taxi Battery Constraints
(1) For the Charging Power, the charging power for a single charger is also
constrained by the capability of the charging facilities. The limitation is shown
as follows:
Pc´min ď Pc ď Pc´max (15)
where, Pc´min and Pc´max are the bottom and upper power limit of the charger.
(2) For SOC of battery, the SOC of battery also has some constraints:
SOCmin ď SOCm,t ď SOCmax (16)
where, SOCmin is the bottom power limit of SOC; SOCmax is the upper power limit
of SOC; SOCm,t is the SOC of vehicle m in period t.
(3) Next, as the experiment data indicates, lithium battery charging is usually
done in the Constant Current Constant Voltage mode [11,12]. Shown in Figure 2, the
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five charging profiles are overlapped no matter what the value of the original SOC is.
In this way, we can draw the conclusion that the entire charging pattern is fixed as
the initiation of 0%, and any charging power profile with a certain initial SOC could
be decided by the entire charging pattern and its value of initial SOC [13].
Energies 2015, 8 1262 
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Figure 2. The charging pattern of various SOC at the beginning of charging. 
3. Methodology 
3.1. Fuzzy Mathematical Method for Multi-Objective Problems 
In this paper, the problem for coordinated charging turns out to be a multi-objective optimization 
problem. Usually, the weighting method and the fuzzy mathematics method are utilized to handle each 
objective weight of a multi-objective optimization problem. Compared to subjective setting or several 
tests for weighting methods to get proper weight coefficients, the fuzzy mathematics method uses a 
membership function to perform objective function fuzzification to form the fuzzy multi-objective 
function. There is no need to use weighting coefficients to tackle multi-objective problems in the fuzzy 
mathematics method, and the solution is obtained objectively [14]. 
For objectively considering the weight of each optimization objective, the linear membership function 
is used to make the objective functions fuzzification to form the fuzzy multi-objective function.  
The linear membership function can be described as: 
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3. Methodology
3.1. Fuzzy Mathematical Method for Multi-Objectiv Problems
In this paper, the problem for coordinated charging turns out to be a
multi-objective optimization problem. Usually, the weighting method and the fuzzy
mathematics method are utilized to handle each objective weight of a multi-objective
optimization problem. Compared to subjective setting or several tests for weighting
methods to get proper weight coefficients, the fuzzy mathematics method uses a
membership function to perform objective function fuzzification to form the fuzzy
multi-objective function. There is no need to use weighting coefficients to tackle
multi-objective problems in the fuzzy mathematics method, and the solution is
obtained objectively [14].
For objectively considering the weight of each optimization objective, the linear
membership function is used to make the objective functions fuzzification to form the





























where, ( )if x  is ith objective function of fuzzy multi-objective problem; μ ( )i x is the membership 
function of ( )if x ; m is the number of objective functions; minic， , maxic， are the upper and lower limit 
values of ( )if x , respectively; minic，  is the optimal value obtained by a single objective function;  
and maxic，  is the initial value of each objective function, the details of which are summarized in Table 1. 
The membership function curves given by Equation (17) are shown in Figure 3. 
Table 1. Case setting of charging period. 
Time/h 1 2 3 4 5 6 7 8 
Waiting coefficient 0.1 0.5 1 0.5 0.1 0 0 0.1 
Charging price 0.5 0.5 0.5 0.5 0.5 0.5 0.5 1 
Nominated load profile 0.76 0.71 0.67 0.66 0.65 0.66 0.69 0.72 
Time/h 9 10 11 12 13 14 15 16 
Waiting coefficient 0.5 0.8 0.5 0.1 0.1 0.5 1 0.5 
Charging price 1 1 2 2 2 2 2 1 
Nominated load profile 0.81 0.89 0.93 0.94 0.91 0.87 0.85 0.85 
Time/h 17 18 19 20 21 22 23 24 
Waiting coefficient 0.1 0 0 0.1 0.5 0.8 0.5 0.1 
Charging price 1 1 2 2 2 1 1 0.5 
Nominated load profile 0.89 0.99 1.00 0.98 0.97 0.93 0.86 0.80 
 
Figure 3. Membership function of sub-objective. 
3.2. Improved Self-Adaptive PSO Algorithm with Detection Function 
The coordinated charging problem in the strategy of Section 2 is considered a complex multi-constraints, 
nonlinear optimization problem. Compared to many classical algorithms, such as linear programming, 
quadratic programming, gradient descending method and other numerical algorithms, heuristic 
algorithms are novel algorithms for solving optimization problems and are much easier to implement 






where, fipxq is ith objective function of fuzzy multi-objective problem; µipxq is the
membership function of fipxq; m is the number of objective functions; ci,min, ci,max
are the upper and lower limit values of fipxq, respectively; ci,min is the optimal value
obtained by a single objective function; and ci,max is the initial value of each objective
function, the details of which are summarized in Table 1. The membership function
curves given by Equation (17) are shown in Figure 3.
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3.2. Improved Self-Adaptive PSO Algorithm with Detection Function
The coordinated charging problem in the strategy of Section 2 is considered
a complex multi-constraints, nonlinear optimization problem. Compared to many
classical algorithms, such a linear programming, quadratic programming, gradient
descending method and other numerical algorithms, heuristic algorithms are novel
algorithms for solving optimization problems and are much easier to implement
and extend. The typical heuristic methods include genetic algorithms (GA), particle
swarm optimization (PSO), differential evolution (DE), artificial immune algorithm,
and artificial bee colony (ABC) algorithm. These algorithms are based on multi-point
stochastic searching, and they can effectively solve optimization problems in
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different situations. Their global convergence capacity is better than that of the
classical algorithms.
The PSO algorithm possesses superior performance in its implementation and
a good trade-off between exploration and exploitation ability. It was introduced
by Kennedy and Eberhart in 1995 [15], and originates from the simulation of birds’
behaviour and fish behaviour. PSO is an algorithm with a simple structure, simple
parameter setting and fast convergence speed, which has been widely applied in
function optimization, mathematical modelling, system control, and some other
areas [16].
In basic PSO algorithms,ω, c1 and c2 are fixed values. For the search accuracy
and search speed, many improved PSO methods were proposed to modify the
parameters, especially the inertia weight, so that the search space can be changed
steadily from the global to the local. In this paper, the improved inertia weight is
shown in Equation (20). The algorithm may adjustω dynamically via Equation (20),
so that it can optimize dynamically by taking both global search and local search into
account during changing. The improved PSO is shown as follows:
vk`1id “ ωpkqv
k
id ` c1r1ppid ´ z
k














where, ωstart and ωend represent the initial value and the final value of ω,
respectively; T is the maximum number of evolutionary generations; k is the current
number of the evolutionary generation.
3.3. The Mathematical Procedure
In this section, we present the mathematical procedure for the coordinated
charging strategy proposed based on multi-objective and multi-scale optimization.
During this procedure, the operation of the charging process has been simulated,
and besides, there should be a monitor system collecting the operation data for the
optimization platform. After the optimization calculation, the command from the
control center would be sent to execute the elements which decide when and where
to charge the electric taxi. All of these are performed in the aggregator, the brain of
this system. In details, this is expressed as follows:
STEP 1: During operation, the electric taxi information is collected at the control
center through the monitoring system, including the ID of vehicles, the geographical
data, the SOC condition, etc. For simulation, all of these data would be generated by
a stochastic process.
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STEP 2: The optimization process:
‚ Case 2: For temporally-coordinated charging: the operation scheduling of
electric taxis for one simulation duration is collected, which is the original
operation. Then, the scheduling would be optimized through the proposed
multi-objective strategy. The new electric taxi scheduling would be better in
facility utilization, charging load profile and operation cost.
‚ Case 3: For spatially-coordinated charging: this optimization is quite similar to
the temporal model, with the difference that the variable is the choice of charging
station in a certain period rather than charging period for a long duration.
‚ Case 4: For combination coordinated charging: When the temporally-coordinated
charging is running, once the charging period dispatching for one simulation
interval is accomplished, then the spatial coordinated charging procedure would
be called for optimal charging station selection.
STEP 3: When the temporal or spatial coordinated charging is called, the
Improved PSO algorithm for the corresponding fitness function, where the fuzzy
mathematical method has turned multi-objective optimization into single objective
optimization, would be executed. The optimization procedure-based improved PSO
is shown in Figure 4.
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4. Simulations and Results
4.1. Case Setting
In this section, some operation data are generated based on the original
operation statistics of electric taxis in Shenzhen. Assuming that:
(1) There are N charging station and M electric taxis running in the region with a
charging demand distribution in four time intervals, according to the statistical
results in [17]. In this case, N = 8; M = 100.
(2) The value of selection variables, xm,t and xm,n, either 1 or 0, xm,t = 1 means the
electric taxi m would start charging at period t, xm,t = 0 means not; and xm,n = 1
means the electric taxi m would choose to charge at station n, xm,n = 0 also
means not.
(3) Assume that the distance between the position of the electric taxis and their
assigned charging station shows a normal distribution N~(10, 2) (unit: km).
Besides, we neglect the bad traffic conditions, such as the traffic congestion,
and suppose that electric taxi m is running with the speed of vm. The speeds of
electric taxis are also in a normal distribution N~(40, 5) (unit: km/h).
(4) In Equations (9) and (10), α, β are the price coefficients of extra time and travel
for EV operation, respectively. According to the investigation, we assume that
the wages and the working hours of electric taxi drivers during a working shift
would be 300 yuan and 12 h, respectively. So 25 (unit: RMB/h) is considered to
be the value of α for time coefficient in the simulation cases. Besides, with the
speed value of each taxi, vm, the coefficient of travel could be transferred from
the coefficient of time. By this mean, β is considered to be α{vm (unit: yuan/km).
(5) The charging rate for electric taxis used in this simulation is 0.5 C, and it is
constant for all the charging facilities, which also comes from the investigation
for the Shenzhen case.
(6) The time shifts and the time starting to charge distribution are assumed as in
Figure 5 below.
(7) The SOC of vehicles when arriving at the station are assumed to be in a normal
distribution, with the mean value of 50% and standard deviation of 10% shown
in Figure 6. Besides, the charging duration would be derived through the initial
SOC of electric taxis.
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(8) The waiting coefficient of different time period stations are assumed in terms of the statistical results, 
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(9) Next, the regional power system and charging station geographical information are shown in  
Figure 7, which is a modified IEEE 33 bus system with charging station loads. The load in each bus 
and the fluctuation are emulated in Table 2. 
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(8) The waiting coe ficient of differ nt time period stations are assumed in erms of
t e statistical results, and the charging price of temporal scale is assumed based
on the peak-valley price, which are shown in Tables 1 and 2.
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(9) Next, the regional power system and charging station geographical information
are shown in Figure 7, which is a modified IEEE 33 bus system with charging
station loads. The load in each bus and the fluctuation are emulated in Table 2.
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(10) In the simulation cases, the parameters of the Improved PSO Algorithm, c1, c2,
ωstart andωend, have been assigned to be 1.49, 1.49, 0.9 and 0.4, respectively.
(11) The upper and lower limitations ci,min, ci,max of the fuzzy mathematic method
are shown in Table 3.
Table 3. Upper and lower sub-objective limits.
Sub-Objective Objective 1 Objective 2 Objective 3
Original value, ci ,max (Temporal) 4.7683 ˆ 108 4.8068 ˆ 108 1.1824 ˆ 106
Optimal value, ci ,min (Temporal) 2.0288 ˆ 107 2.7157 ˆ 107 9.2963 ˆ 105
Original value, ci ,max (Spatial) 9.8929 ˆ 108 1.2391 ˆ 108 2.2636 ˆ 104
Optimal value, ci ,min (Spatial) 4.0234 ˆ 108 3.5364 ˆ 103 2.1236 ˆ 104
4.2. Results
4.2.1. The Effectiveness of the Improved PSO Algorithm
In this paper, we utilized the Improved PSO Algorithm to solve a multi-
constraints, nonlinear optimization problem. In Figure 8, the fitness optimization
process of the Improved PSO and the original PSO are compared. Compared to the
original PSO algorithm, we can see that the Improved PSO with the changing inertia
weight, still has the better search ability and better optimization results.
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4.2.2. Results of Cases 1, 2 and 4
With the chargin strat gy in temporal s ale, the charging power dispatches
are compared in Figure 9, that is, the ori inal charging load profile, generat d
based on the operation characteristics shown in Figure 5, and the temporal and
combined coordin ted charging profiles obtained from the corresponding strategy.
Table 4 displays the sub-objective values and multi-objective values in the three
different cases.
In the Figure above and Table below, it is shown that the charging load curve has
a better deployment with a much better choice of charging time, for both spatial and
combined coordinated charging. The charging peak has declined from approximately
2000 kW to 1000 kW and 1500 kW, respectively.
Table 4. Sub-objective value of temporal coordinated charging strategy.
Objective Objective 1 Objective 2 Objective 3 Multi-Objective
Original charging 4.7683 ˆ 108 4.8068 ˆ 108 1.1824 ˆ 106 3.0000
Temporal coordinated charging 2.2597 ˆ 107 3.1242 ˆ 107 1.1490 ˆ 106 0.8819
Combined coordinated charging 6.5921 ˆ 107 7.1438 ˆ 107 1.1118 ˆ 106 0.9183
Additionally, the Table depicts the details of the optimization process, with an
apparent decrease in all of the three objectives, especially for Objective 1 and 2, as
well as the multi-objective. It is noticed that the combined coordinated charging
has a modest optimizing effect, compared to separated spatial coordinated charging,
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with the reason that the combined dispatching considered only one time interval
with a limited vision for global optimization.
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Figure 9. The comparison of original, temporal and combined coordinated
charging load.
Besides, we could see the effectiveness of the temporal and combined
coordinated charging strategy in a modified IEEE 33 bus test system. In Table 5, the
Cases 2 and 4 both show the improvement in power loss and voltage deviation, and
Case 2 is even better, which conforms to the conclusion of Table 4.
Table 5. Effects in modified IEEE 33-bus system with coordinated charging strategy.
Case Case 1 Case 2 Case 4
Power loss (kWh) 7081.4 6818.9 6824.6
Voltage deviation (kV2) 2.5318 ˆ 104 2.4427 ˆ 104 2.4439 ˆ 104
4.2.3. Results of Cases 1, 3 and 4
With the charging strategy in spatial scale, the charging selection for stations
are compared in Figure 10. That is, the original charging, generated based on the
positions of eight charging stations shown in Figure 5, with the assumption that
the geographical information is the only factor that taxi drivers consider, and the
spatial and combined coordinated charging results obtained from the corresponding
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strategy. Table 6, displays the sub-objective values and multi-objective values in
three different cases.
Table 6. Sub-objective value of spatial coordinated charging strategy.
Objective Objective 1 Objective 2 Objective 3 Multi-Objective
Original charging 9.8929 ˆ 108 1.2391 ˆ 107 2.2636 ˆ 104 3.0000
Spatial coordinated charging 4.9374 ˆ 108 6.4124 ˆ 105 2.1961 ˆ 104 0.6787
Combination coordinated charging 5.0361 ˆ 108 1.8533 ˆ 106 2.2036 ˆ 104 0.7589
In Figure 10, the original charging scenario is supposed to result in charging
congestion and charging delay at related stations, and the dispatching is much better
after applying the new dispatching rules for station selection. The sub-objective
values have been reduced, especially for Objective 2, which verifies the effectiveness
of the spatial and combined coordinated charging strategy. The combined
coordinated charging still has the same problem, showing restrained improvement
compared to separate optimization.
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5. Conclusions
In this paper, a new strategy has been proposed for electric taxi coordinated
charging, subject to the charging facilities, charging load influence in the regional
power system and customers’ composite cost; additionally, this work also applies
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different visions to evaluate this problem, in the temporal, spatial and combined
scales, and the key of this problem is to intelligently identify the appropriate
charging periods and stations to charge. The new strategy involves the solution of
a constrained multi-objective and multi-scale optimization model for coordinated
charging. Moreover, the simulations could prove that this strategy shows significant
effectiveness for coordinated charging in the temporal and spatial scale.
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MV and LV Residential Grid Impact of
Combined Slow and Fast Charging of
Electric Vehicles
Niels Leemput, Frederik Geth, Juan Van Roy, Pol Olivella-Rosell, Johan Driesen
and Andreas Sumper
Abstract: This article investigates the combined low voltage (LV) and medium
voltage (MV) residential grid impact for slow and fast electric vehicle (EV) charging,
for an increasing local penetration rate and for different residential slow charging
strategies. A realistic case study for a Flemish urban distribution grid is used,
for which three residential slow charging strategies are modeled: uncoordinated
charging, residential off-peak charging, and EV-based peak shaving. For each slow
charging strategy, the EV hosting capacity is determined, with and without the
possibility of fast charging, while keeping the grid within its operating limits. The
results show that the distribution grid impact is much less sensitive to the presence of
fast charging compared to the slow charging strategy. EV-based peak shaving results
in the lowest grid impact, allowing for the highest EV hosting capacity. Residential
off-peak charging has the highest grid impact, due the load synchronization effect
that occurs, resulting in the lowest EV hosting capacity. Therefore, the EV users
should be incentivized to charge their EVs in a more grid-friendly manner when
the local EV penetration rate becomes significant, as this increases the EV hosting
capacity much more than the presence of fast charging decreases it.
Reprinted from Energies. Cite as: Leemput, N.; Geth, F.; Van Roy, J.; Olivella-Rosell, P.;
Driesen, J.; Sumper, A. MV and LV Residential Grid Impact of Combined Slow and
Fast Charging of Electric Vehicles. Energies 2015, 8, 1760–1783.
1. Introduction
Electric vehicles (EVs) are available on the market and their sales are growing.
A primary difference with conventional vehicles is the way of refueling. EVs can
charge at every location that offers a compatible electrical socket, of which the
most common ones are at home and the workplace [1]. Due to the typically long
standstill times at these locations, and the low average daily driven distances [2],
a low charging power at these locations is sufficient to fulfill the majority of the
mobility needs, thereby keeping the charging infrastructure investments low.
Typically, mode 2 or mode 3 charging, as defined in the IEC 61851-1 standard [3],
are used to charge EVs at their standstill locations. Mode 2 charging makes use of a
standard domestic socket, whereas mode 3 makes use of a dedicated grid connection.
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In Europe, single-phase charging is commonly rated at 10 A for mode 2 and 16 A for
mode 3 [4]. As 90% of the daily EV energy consumption is below 18 kWh [2], the
daily charging time for mode 2 and mode 3, respectively, remains below 9 and 6 h,
90% of time.
For occasional long-distance trips, fast charging is a necessary addition to slow
charging, given the typical driving range of EVs nowadays. The implementation
of fast charging networks that cover large contiguous regions make EVs a viable
alternative for conventional vehicles [5,6]. The power rating for fast chargers
vary from 50 kW [1] up to 120 kW [6], which allows recharging EVs within an
acceptable time span, typically within half an hour. Multistandard fast chargers
provide compatibility with the different types of fast charging standards that are
used nowadays [1].
EV charging will impact the power system, e.g., peak power demand, load
profile and voltage magnitude deviations [7]. For slow charging, the residential low
voltage (LV) grid impact may be significant, due to the simultaneity between the
residential power peak and the plugging in of EVs when arriving at home, which
starts the charging process for uncoordinated charging. Therefore, an extensive
amount of research is conducted on coordinated slow charging strategies [8].
For fast charging, two typical infrastructure configurations are used. The first
one is a network of single- or dual-outlet fast chargers that allow reaching the next fast
charger. This is a configuration for the initial rollout of fast charging infrastructure [9].
The fast chargers are connected to the local LV grid, and therefore, the grid impact
will strongly depend on the local situation, e.g., being connected to the distribution
transformer through a separate feeder or through an existing feeder that contains
other loads.
In the second configuration, fast charging stations with multiple fast chargers
(>4) are located next to busy traffic arteries. These stations resemble conventional
highway refueling stations in their setup, and are typically commercially operated [1].
Because the total power rating of such stations is in the order of magnitude of a typical
European residential LV grid (>200 kVA), they are connected to the medium voltage
(MV) grid through a dedicated transformer.
1.1. Literature Overview
1.1.1. Slow Charging
Different large-scale coordination objectives have been considered for mode 2 and
mode 3 EV charging, e.g., integrating a higher share of intermittent renewable energy
in the power system [10–12], congestion management [13], frequency regulation [14],
portfolio imbalance reduction [15], charging cost minimization [16–18]. Large-scale
coordinated charging shows to be effective to obtain such objectives. However,
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fast charging is not taken into account in their coordination strategies. Because the
large-scale strategies require a substantial high EV penetration rate for the benefits to
be noticeable [19], widespread coordinated charging is not expected soon. However,
EV clusters may occur soon, which significantly impact the distribution grid.
EV charging can be controlled locally to smoothen the power profile of the
distribution system [7], e.g., distribution grid peak shaving as explicit objective [20–22],
or as a constraint in cost-minimizing coordination strategies [23,24]. Distribution
grid peak shaving can be chosen as an optimization objective, to mitigate local load
peaks in the distribution grid. This reduces the simultaneity of household and EV
power demand, which positively impacts voltage deviations [20] and grid losses [21].
Voltage deviation reduction can also be considered as a coordination objective during
times of excessive deviations [7].
A wide range of programming techniques are used to implement optimized
charging strategies, e.g., linear programming [24,25], sequential quadratic
programming [7,26], dynamic programming [7,14], convex quadratic programming [21],
and heuristic programming [11,27]. The choice of the programming technique is a
trade-off between optimality, completeness, accuracy, robustness, and execution time.
Because no optimization model will be used here to represent control decision, but
rather a set of rules, a further analysis of the different techniques is out of scope.
All of the above mentioned charging optimization strategies require
communication between the grid and the EVs. Therefore, such strategies are
ineffective in case of malicious or absent communication. To overcome this problem,
local parameters can be used for a rule-based control of the EV charging process,
opposed to the abovementioned optimization strategies. For example, the EV
charging power rating can be reduced based on the required charging energy, which
can be calculated by the EV itself based on the time until the next departure, which
can be delivered as an input by the EV user. This concept is hereafter referred to as
EV-based peak shaving. In previous work, this rule-based charging strategy has been
investigated for one LV distribution grid [28]. In the considered grid, EV-based peak
shaving allowed for a higher EV hosting capacity compared to other strategies. Fast
charging was not included there.
1.1.2. Fast Charging
Several aspects of fast charging are investigated in the literature: economic
assessments, infrastructure usage optimization, MV grid impact assessments, and
the power electronic converter design. An economic analysis on fast charging
infrastructure is performed for Germany [29] and China [30]. For both countries, it
is concluded that fast charging infrastructure is hardly profitable with the present
energy pricing and battery costs, and a high EV penetration rate is required for a
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profitable exploitation [29]. Both [29] and [30] do not use a time-based fast charging
scenario in their modeling, as this is not the scope of an economic analysis.
Traffic modeling is used to determine the fast charging demand in space and
time in [31]. The optimization of EV charging scheduling for highway fast chargers
is discussed in [32] and [33]. The time-based occupation of the fast charging stations,
and the variation of the EV battery state of charge at the start of the highway
trip are based on a mathematical distribution, not on mobility behavior or slow
charging behavior.
The MV grid impact of fast charging stations is discussed in [34–36]. A static
worst-case load scenario is modeled in [34], assuming all fast chargers are used
simultaneously at their rated power. Time-based vehicle arrival pattern of
conventional refueling stations are used in [35], and time-based road occupation
profiles are used in [36], to model the demand for fast charging. No slow charging
behavior is taken into account, and in [35] and [36] it is assumed that the EVs
continuously draw the rated fast charging power. Three-phase balanced loads are
assumed in the MV grid, thereby not taking into account phase unbalance.
The electric and power electronic design of fast chargers is discussed in [37]
and [38]. As these components need to be sized for the peak load, a worst-case
scenario for the fast charging demand is used. The design of a fast charging station
with local energy storage and local photovoltaic power production is discussed
in [39]. The fast charging demand is based upon mobility behavior and takes into
account residential slow charging. Load flow is not assessed, because the scope is on
the sizing of the fast charging station and the power flow between its components.
1.2. Scope
To the best of the authors’ knowledge, neither the combination of slow and fast
charging, nor the combined MV and LV grid impact assessment is investigated in
the literature. Both slow and fast charging behavior are modeled here, because they
influence each other, and therefore, their interaction influences the grid impact. Grid
impact is assessed for MV and LV, as both network levels influence each other.
A realistic Flemish distribution grid topology and a scenario realistic for the
Flemish situation, are used here. Realistic single-phase Flemish household LV load
profiles and measured photovoltaic (PV) power production profiles are used. The EV
charging behavior is based upon Flemish mobility behavior and passenger vehicle
fleet composition.
Three residential slow charging strategies are compared in terms of their EV
hosting capacity, with and without the presence of fast charging. Fast charging
is modeled to supplement slow charging at home and the workplace, when the
battery capacity is insufficient to fulfill the mobility requirements otherwise. The fast
charging infrastructure is assumed to consist out of charging stations with multiple
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fast chargers, sized to fulfill the fast charging demands of the area it covers. The fast
charging stations are connected to the MV grid through a dedicated transformer.
2. Materials and Methods
2.1. Distribution Grid
Three feeders are used to model three residential LV grid topologies, as
illustrated in Figure 1 and with the parameters summarized in Table 1. These feeders
are provided by the Flemish distribution system operators (DSOs) and are identified
as (semi-) urban topologies, with a TT (Terra-Terra) grounding arrangement [40].
Cable parameters are taken from the design specifications of the cable standard
NBN C33-322 [41]. All household loads h are assumed to have a single-phase
grid connection between one of the three phases pp P ta, b, cuq and the common
neutral conductor (n), through feeder branching from the main one. The houses
are connected alternatingly to each of the three phases. The rated neutral-to-phase
voltage Unom is 230 V.
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Table 1. LV grid parameters.
Grid LV1 LV2 LV3
Cable type Primary Al-4 ˆ 95 mm
2 Al-4 ˆ 150 mm2





Primary 0.320 + 0.078i 0.206 + 0.078i
Secondary 1.15 + 0.083i (0.524 + 0.081i)
# nodes/feeder 42 29 62
# loads/feeder 42 39 62
Parallel feeders
# Added feeders 5 3 5
Length [m] 250 250 300
Total # LV loads 252 156 372
Z transformer [Ω] 0.008 + 0.029i 0.013 + 0.045i 0.004 + 0.020i
The three feeders are connected to three different MV/LV transformers
(Delta-Wye+N), which have three commonly occurring power ratings for Flanders:
250, 400, and 630 kVA. The transformer impedances are derived from [42], and their
taps are set at 1 pu. A higher transformer tap could be selected to increase the
lowest occurring voltages, which would reduce the impact of the EV charging load
on the voltage deviations. However, this would also increase the highest occurring
voltages, as no on-load tap changers are used at MV/LV transformers in Flanders.
This can cause overvoltage events, at moments of high residential PV production, as
residential PV power production reduces the operational margins [43]. Therefore,
the taps are chosen at 1 pu here, as the goal is not to find the optimal tap settings,
but to provide a realistic scenario for a Flemish distribution grid with PV power
generation. Different tap settings would obviously influence the results, but the
qualitative results of the comparative analysis of the different charging strategies
would remain the same, as the tap settings remain fixed during this analysis.
Because multiple LV feeders are connected to each MV/LV transformer,
a number of simplified parallel feeders, as summarized in Table 2, are added to
each of the three grid topologies, as in [29]. An aggregated load, with an equivalent
number of households as for each of the three detailed feeders, is added to the end of
each parallel feeder. The three LV grid topologies are each used three times, together
with the fast charging station (FCS), to connect to a MV feeder with 9 nodes, as
illustrated in Figure 2. As a result, a total of 2340 household loads are connected to
the MV feeder. The rated MV line-to-line voltage is 11 kV, and the distance between
each node is 600 m. This is a realistic urban MV feeder topology for Flanders [44],
where MV grids are operated in an open-ring topology with few or absent laterals [45].
The MV cable is a three-core armored aluminum conductor, i.e., Al 11 kV-3ˆ 95 mm2,
with an impedance of 0.411 + 0.105i Ω/km, and a current rating of 200 A [46].
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Table 2. LV feeder locations of the randomly assigned PV installations.
MV Node Houses with a PV Installation
1 1, 17, 21, 24, 42, 46, 50
2 6, 15, 20, 27, 43, 57, 58
3 10, 16, 17, 23
4 10, 17, 20, 25
5 1, 6, 17, 21, 37
6 3, 26, 28, 30, 42
7 9, 21, 25, 31
8 2, 8, 22, 27, 33
9 6, 7, 18, 23, 37, 49, 58
The end-user distribution grid voltages should stay within the operation limits





















FVUi,k ď 2%, for > 95% of all 10 min intervals of any week (3)








and FVUi,k are, respectively,
the voltage rms magnitude and the voltage unbalance factor at phase p, grid node i,
and time step k.
These voltage magnitude and unbalance constraints, together with the above
mentioned feeder current constraints, will determine how much EV charging load
the distribution grid can accept, additional to the residential load and the PV power
generation. As a result, these constraints will determine the EV hosting capacity.
Opposed to the current and voltage constraints, the transformer power rating is
not a hard real-time constraint. Exceeding the transformer power rating accelerates
its ageing, which reduces the technical lifetime of the transformer. If this technical
lifetime goes below the economic lifetime, the transformer will need to be replaced
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earlier than initially expected. This is a cost that should be taken into account, but it
does not require immediate action.
2.2. Residential Load and PV Generation
A residential electric load profile generator is used to create a statistically
representative set Ho of single-phase Flemish household electric power
consumption profiles h, with a 15 min time resolution, as presented in [48]. Variations
between week and weekend days, as well as seasonal variations, are taken into
account in the profiles. Reactive power consumption is neglected, because this is
not generated by the profile generator. This is because residential grid-connected
PV power generation amounts to 10% of the residential power consumption in
Flanders [49]. Therefore, a PV installation is randomly assigned to 10% of the houses.
The random assignment of the PV installation locations on the detailed feeders,
as summarized in Table 2, is done to take into account the locational sensitivity of
their grid impact.
The PV power profiles are based upon full-year measurements on an installation
at the KU Leuven, with a 15 min time resolution. Therefore, seasonal variations in PV
power generation are taken into account. The profiles are scaled to match the annual
energy generation to the annual energy consumption at the selected household,
taking into account the single-phase regulatory inverter power rating limit of 5 kVA
in Flanders [50]. A power factor (PF) of 1 is assumed for the inverter [51].
2.3. EV Charging Load
A mobility profile generator is used to create a representative Flemish set ε0 of
EV charging profiles e (1 vehicle per household = 100% EV penetration rate) with
a 1 min time resolution Ts. The model is explained in detail in [29], and consists of
three sub-models: (1) a mobility behavior model; (2) a battery energy storage model;
and (3) a charge behavior model.
The mobility profile of each EV is created with the mobility simulation tool that
is discussed in [52]. This tool uses statistical data on Flemish transportation behavior,
to create realistic driving patterns. For each vehicle, it is known when it is driving,
standing still, and also where it is standing still: at home, at the workplace, or at other
locations. In this model, the difference in mobility behavior during weekdays and
weekend days is included. Seasonal variations are not taken into account, because
for Flanders, no useful data is available on such variations.
The diversity of vehicle types and vehicle fuels within the fleet, and the resulting
variations in specific power consumption and yearly driven distances are taken into
account. The fleet consists out of three vehicle types: subcompact, midsize, and
large vehicles. The vehicle types are modeled, based upon two vehicles within
that category. The type-specific parameters are summarized in Table 3 for the
66
modeled vehicles. Other parameters remain identical for all the vehicle type, e.g.,
the tire rolling resistance factor (0.01) and the auxiliary power consumption (500 W).
A detailed explanation, including all assumptions, parameters, and drive cycles, can
be found in [52]. The resulting fleet consists out 945 subcompact (40.4%), 1124 midsize
(48%) and 271 large vehicles (11.6%).
Table 3. Summary of the parameters for the vehicle types [52].
Vehicle model Mass [kg] Frontal Surface [m2] CX
Subcompact Mistubishi i-MiEV 1100 2.37 0.33
Smart Electric Drive 975 2.40 0.35
Midsize
Nissan Leaf 1521 2.70 0.28
Chevrolet Volt 1800 2.55 0.28
Large Toyota RAV4 EV 2000 3.10 0.33
eRUF Cayenne 2670 3.30 0.36
The resulting specific power consumption for each vehicle category is,
respectively, 0.181, 0.213 and 0.302 kWh/km. The differences are significant, due to
the differences in vehicle weight and air resistance. Given the average vehicle speed
in Flanders of 42 km/h, the average battery discharging power Pdk for each vehicle
category is, respectively, 7.6, 8.9, and 12.7 kW, during driving.
The battery energy storage model, as discussed in detail in [53], is used to
calculate the evolution of the battery energy content Ek and the state of charge
SOCk during each one-minute time step of the one-week simulation as specified in
Section 2.5pk ε t1, 2, . . . , 10 080uq:








SOCk “ 100¨Ek{Enom (5)
The self-discharge δsdk is equal to 3% of the rated battery capacity E
nom per
month, which is 20, 30, and 40 kWh for the three vehicle types, respectively. Pchk
and Pdk are the charging and discharging power during each time step k. Both
Equations (4) and (5) are valid for all time steps of the simulation, as they are
both applicable during driving and during standstill. Obviously, an EV cannot be
simultaneously charging and discharging pPchk .P
d
k “ 0q, as an EV cannot be grid
connected and driving at the same time. Therefore, during driving Pchk “ 0, and
during standstill Pdk “ 0. Furthermore, when an EV is not grid connected during
standstill or when the battery is already fully charged, then also Pchk “ 0. The
charging and discharging efficiencies ηch and ηd are 90.25%, which includes the
electrochemical (95%) and the power electronic (95%) conversion efficiencies. The
battery is never discharged below 20% SOC, to extend the battery cycle life [54].
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The EVs are grid-connected at home and at the workplace, whenever they are
standing still for more than 15 min. For shorter standstill times, it is assumed that
the EV user will not make the effort to connect the EV to the charging infrastructure,
because of the limited SOC increase during such a short time span. Mode 3 charging
is assumed at these locations [3], with the commonly occurring single-phase charging
power rating Pch of 3.3 kW, which results in a current of 16 A at 90% of Unom in
continental Europe [4]. The end-of-charge power limit PEOC pSOCkq, as illustrated
in Figure 3, is based upon measurements performed on real vehicles, as discussed
in [54]. When the SOC exceeds 92%, PEOC pSOCkq will limit the effective charging to
below Pch.
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The fast charging demand is modeled as discussed in [40]: the EVs will interrupt
their trip if the SOC goes below the threshold value SOCpthq, which is chosen
uniformly between 20% and 30% for each trip: SOCpthq ε t20% . . . 30%u. This is to
take into account that an EV will not be exactly located at a fa t ch rging station
when the SOC reaches the 20% limit, as discussed above. When fast charging occurs,
it is assumed that the battery will be fast charged up to 80% SOC. The fast charging
power profile PFC pSOCkq, as illustrated in Figure 3, is based upon measurements
that are discussed in [55]. Point A and point F coincide with SOCpthq and point 80%,
respectively. As a result, depending on SOCpthq, points B to E occur at a different
SOC values. The calculation of these points is summarized in Table 4. As can be seen,
the fast chargers inject reactive power QFC into the grid, which are included in the
simulations. The reactive power injection reduces in 4 discrete steps, as a function of
the active fast charging power that is drawn. This behavior is implemented in the
fast charger by the manufacturer as a way to reduce the voltage drop induced by the
fast charger, i.e., phase leading behavior.
2.4. Slow Charging Cases
Slow charging occurs in all cases c, which are summarized in Table 5 and are
compared to the case without EVs, i.e., case 0. Each case is simulated (a) without
68
and (b) with fast charging. The EVs are modeled as extended range electric vehicles,
in which the combustion engine is only engaged when the battery is depleted.
Therefore, even if the battery is depleted in the cases without fast charging, all
mobility requirements are met. Three slow charging strategies are modeled, which
represent three typical charging objectives: high comfort, low charging cost, and low
grid impact. Further assessments and more advanced charging strategies could be
considered, but this is out of scope for this article.
Table 4. Calculation of the SOC values for the fast charging profile.
Point SOC Value
A SOCpthq
B SOC pthq ` ppSOCpFq ´ SOCpthqq¨ p1{15qq
C SOC pthq ` ppSOCpFq ´ SOCpthqq¨ p1{5qq
D SOC pthq ` ppSOCpFq ´ SOCpthqq¨ p2{3qq
E SOC pthq ` ppSOCpFq ´ SOCpthqq¨ p5{6qq
F 80%
Table 5. Summary of the slow charging cases.
Case c Description
0 No EVs
1a Uncoordinated charging without fast charging
1b Uncoordinated charging with fast charging
2a Off-peak charging without fast charging
2b Off-peak charging with fast charging
3a EV-based peak shaving without fast charging
3b EV-based peak shaving with fast charging
For c “ 1, the objective is to maximize the user’s comfort. Each EV immediately
starts charging when it is grid-connected at home and at the workplace. The charging





For c “ 2, the objective is to decrease the residential charging cost. Therefore,
the EVs only charge at home during the off-peak tariff period, when the end
user electricity price is about 30% lower than during the on-peak tariff period in
Flanders [56]. This tariff occurs when the time of day Tk is between 10 pm and 7 am:
Psetk,2 “
#
Pch, 10 pm ď Tk ď 7 am
0, 7 am ă Tk ă 10 pm
(7)
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At the workplace, the EVs will still be able to charge between 7 am and 10 pm,
because the charging cost at the workplace might be significantly different from the
one at home. This rule-based strategy only makes use of the time of day (Tk), which
is known by the onboard computer.
For c “ 3, the objective is to reduce the local grid impact with a strategy that can
be implemented without interaction between the end user and the grid. EV-based
peak shaving, a rule-based strategy as explained in detail in [29], is used: the nominal
set point Pset,nomk,3 is the minimum power rating required to get the battery charged in
the time span until the next departure Tdep, taking into account the upper limit of
Pch and the end-of-charge power limitation PEOC pSOCkq:
Psetk,3 “ f
´
Enom, Ek, Tdep, Pch, PEOC pSOCkq
¯
(8)
As a result, the battery charged to the same level at the departure time as with
case 1. This charging strategy makes use of one user input: the next departure time.
The other parameters are already available in the onboard computer.
For all cases, the end of charge behavior limits the effective charging power Pchk,c
at SOC values above 92%:
Pchk,c “
#
Psetk,j , SOCk ď 92%
PEOC pSOCkq , SOCk ą 92%
(9)
Neither one of the three charging cases makes use of an optimization
strategy. For c “ 1, the charging behavior is directly determined by the mobility
behavior. For c “ 2{3, the charging behavior is controlled by a rule-based strategy
that makes use of onboard parameters, and an additional user input for c “ 2.
2.5. Simulation Approach
The simulations are conducted for a one-week scenario, resulting in a number of
time steps nt = 10,080, i.e., k ε t1, 2, . . . , ntu. The one-week scenario is conducted for
a week that is representative for the first quarter of the year, because this is the period
of the year when high grid loads occur in Flanders. Therefore, the grid constraints
will be exceeded the soonest when additional load, due to EV charging, is added.
The simulations are conducted for an EV penetration rate that increases in steps of
10% until 100%, or until the load flow offers no feasible solution. The LV feeder
locations of the vehicles that are added for each step are summarized in Table 6. As
can be seen, the location is diversified, to take into account the locational sensitivity
of the results.
For each 1 min time step Ts, the evolution of the SOC of the EVs is calculated as
formulated in Equations (4) and (5). The resulting residential EV charging profile is
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added to the residential load and generation profile at the respective LV grid nodes.
The residential load and generation profiles are kept constant for their 15 min period.
The aggregated fast charging load is added to the 5th node on the MV grid through
a separate MV/LV transformer, as illustrated in Figure 2. The workplace charging
profiles are not added, as it is assumed that there are no workplace charging locations
in this residential grid.
Table 6. Location (house number) of the EVs on the LV feeders.
EV Group MV Grid Node
1 2 3 4 5 6 7 8 9
10% 4, 7, 13, 16,27, 37, 54
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60% 2, 19, 23, 24,33, 38, 60
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80% 5, 14, 22,25, 47, 55
















90% 1, 31, 32,45, 50, 59
















100% 9, 26, 29,49, 58, 62
11, 15, 30,









To obtain grid impact results as discussed in Section 3.3, Section 3.4, Section 3.5,
a three-phase unbalanced load flow algorithm is implemented in MATLAB.
Unbalanced loads are taken into account, as well as the resulting LV neutral conductor
voltage drop. The backward-forward sweep technique is used, because of the
radial layout of the grid [57]. The problem is converged when the worst time step
voltage error eV is below 0.1 V. All loads are modeled as constant power loads with
unity power factor, except for the fast chargers, which will inject a reactive power
PFC pSOCkq during fast charging, as illustrated in Figure 3.
For each charging case, the EV hosting capacity is calculated, which is the
highest EV penetration rate that can be achieved without exceeding the feeder
current constraints and the grid voltage constraints, as discussed in Section 2.1.
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3. Results and Discussion
3.1. User Impact
To assess the dependency of the EVs on their range extender for the cases
without fast charging, the utility function FU is defined as the ratio of the electrically
driven distances to the total driven distances [58]. Obviously, FU is 100% for each EV
when fast charging is possible, given that the fast charging stations have a sufficient
geographical spreading. For all cases without fast charging, the maximum FU is
100%, i.e., there is at least one vehicle in the fleet of 2340 EVs that will drive purely
electrically during the simulated week. For c “ 1a{3a, the minimal and mean FU are
84.2% and 96.7%, respectively. The values are identical for both cases, because they
provide the same SOC by the next departure time. For c “ 2a, it has a marginally
lower minimal and mean FU, namely 82.6% and 96.2%, respectively. The difference
compared to c “ 1a{3a is very small, because the charging time is usually well below
the standstill time within the off-peak time span.
The total required electric driving energy for the EVs is 170,636 kWh, for the
fleet of 2340 EVs during the one-week simulation period that is created here. This
account for the energy being delivered by the EV batteries, by slow and fast charging
for the b-cases, and by slow charging and the range extender for the a-cases. The
share of charging energy for the different locations is summarized in Table 7. The
majority of EV charging occurs at home, while workplace charging only accounts for
5.6% to 6.7% of the charging energy, due to the low average distance between home
and the workplace. For c “ 2, the slightly higher share in workplace charging energy
is due to the limitation of the charging time at home. Therefore, sometimes the EV
is not fully charged when leaving home to go to work. As a result, more charging
energy is delivered at the workplace.
Table 7. Share of charging energy for the different locations.
Case 1/3a 1/3b 2a 2b
Home (slow) 94.0 83.3 93.3 81.1
Work (slow) 6.0 5.6 6.7 6.0
Fast / 11.1 / 12.9
Fast charging delivers 11.1% up to 12.9% of the charging energy, depending on
the slow charging case. The presence of fast charging mainly reduces the share of
residential charging energy, as can be seen when comparing the shares of charging
energy at home of the a-cases with the b-cases. The share of fast charging energy
strongly depends on the assumptions being made. In theory, fast charging could
be used to charge the batteries exactly up to the SOC that is required to reach the
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next charging destination, instead of charging up to 80% by default. Also, if the fast
charging infrastructure would be perfectly spread out, each EV would reach a fast
charge station when their battery SOC reaches the 20% threshold value. Under these
theoretical assumptions, the share of fast charging energy would equal the share of
energy being delivered by the range extenders for the cases without fast charging,
i.e., 3.3% for c “ 1b{3b, and 3.8% for c “ 2b. Furthermore, larger battery capacities
will also decrease the need for fast charging. For example, a doubling of the battery
capacities decreases the share of fast charging energy to 2.3% for c “ 1b{3b, and 3.2%
for c “ 2b.
3.2. Charging Behavior
As a detailed illustration of the difference in charging behavior between the
different charging cases, the charging profile for a single EV is shown in Figure 4 for
a 17 h timespan, for c “ 1b{2b{3b. Also, the evolution of the SOC is shown. In this
example, the fast charging profiles are identical for the three cases, but the residential
charging profiles are different. The latter is similar in shape for c “ 1b and c “ 2b, but
shifted in time. For c “ 1b, the charging process at home starts immediately when the
EV arrives there (around 21.15 h), while for c “ 2b, the charging starts at 22:00, when
the off-peak tariff period starts. For c “ 3b, the charging also starts immediately
when arriving at home, but with charging power significantly reduced, because in
this example, there is a long standstill time at home before the next departure (more
than 15 h until the next departure). As a result, the SOC rises more slowly for c “ 3b,
compared to c “ 1b{2b. This clearly illustrates how the slow charging profiles are
significantly affected by the applied charging strategy.
To illustrate the aggregated grid impact of the EV charging behavior in detail,
the profiles for a 40% EV penetration rate (936 EVs) are illustrated in Figure 5, for a
12 h timespan. As can be seen, the residential grid impact differs significantly for the
three cases. The highest residential charging peak occurs for c “ 2b, which results
in the highest MV feeder load. This is due to the synchronization effect that occurs
at the start of the off-peak tariff period, which does not occur for c “ 1b, because
the distribution of the arrival at home of EVs. The lowest peak power occurs for
c “ 3b, resulting in the lowest MV feeder load of the three cases. This is due to the
combination of the spread on the EV arrival times at home, the SOC when arriving
at home, and the time until the next departure time. Therefore, there is a spread on
the charging time and charging power, which significantly reduces the peak load,
as can be seen in Figure 5.
The fast charging profiles are identical for c “ 1b and c “ 3b, as the SOC for
both cases is identical at the time of departure for each trip. As a consequence, their
SOC profiles will be identical during driving, so there is an identical need for fast
charging for both cases. The fast charging profile is different for c “ 2b, but it has
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similar peak values, as the need for fast charging is only slightly higher, which can
be seen when comparing the fast charge energy share of the different cases in Table 7.
The fast charge peak load is significantly lower than the residential slow charging
peak, because it only accounts for a small share of the charging actions. Therefore,
the grid impact of the slow charging strategy is more significant than the presence of




Figure 4. Fast (left) and slow (right) charging profiles (top), and the evolution of the state 
of charge (bottom). 
To illustrate the aggregated grid impact of the EV charging behavior in detail, the profiles for a  
40% EV penetration rate (936 EVs) are illustrated in Figure 5, for a 12 h timespan. As can be seen,  
the residential grid impact differs significantly for the three cases. The highest residential charging 
peak occurs for 𝑐 = 2𝑏, which results in the highest MV feeder load. This is due to the synchronization 
effect that occurs at the start of the off-peak tariff period, which does not occur for 𝑐 = 1𝑏, because the 
distribution of the arrival at home of EVs. The lowest peak power occurs for 𝑐 = 3𝑏, resulting in the 
lowest MV feeder load of the three cases. This is due to the combination of the spread on the EV 
arrival times at home, the SOC when arriving at home, and the time until the next departure time. 
Therefore, there is a spread on the charging time and charging power, which significantly reduces the 
peak load, as can be seen in Figure 5. 
The fast charging profiles are identical for 𝑐 = 1𝑏  and 𝑐 = 3𝑏 , as the SOC for both cases is 
identical at the time of departure for each trip. As a consequence, their SOC profiles will be identical 
during driving, so there is an identical need for fast charging for both cases. The fast charging profile is 
different for 𝑐 = 2𝑏, but it has similar peak values, as the need for fast charging is only slightly higher, 
which can be seen when comparing the fast charge energy share of the different cases in Table 7.  
The fast charge peak load is significantly lower than the residential slow charging peak, because it only 
accounts for a small share of the charging actions. Therefore, the grid impact of the slow charging 
strategy is more significant than the presence of fast charging. 
Figure 4. Fast (left) and slow (right) charging profiles (top), and the evolution of
the state of charge (bottom).




Figure 5. Load impact for a 40% EV penetration rate. The white surface in the bottom 
figure represents the non-EV residential load. 
3.3. EV Hosting Capacity 
To illustrate the impact of the EV load on the grid voltages in detail, the per-phase nodal voltages 
are illustrated in Figure 6 for a one-hour time period between 19 h and 20 h, for 𝑐 = 1𝑏, with a 40% 
EV penetration rate. The per-phase MV feeder load and the resulting per-phase voltages at the 9th 
node of the MV feeder are shown. Also, the per-phase LV grid load at the 9th MV node are illustrated, 
as well as the nodal voltages at the LV node the farthest away from the MV/LV transformer are 
illustrated, i.e., node 62 of feeder topology LV3 that is connected to the 9th MV node. In this way,  
the per-phase loads and voltages at the MV and LV level are illustrated in detail for a one-hour 
timespan when uncoordinated EV charging occurs. 
As can be seen, there are notable differences in load of the phases. This is due to the fact that the 
households have a single-phase grid connection, which a common type of residential grid connection 
in Flanders. As a result, there is unbalance in the instantaneous grid load, due to the differences in 
household power consumption profiles. The modeled EV chargers are also single-phase, causing 
unbalance as well. It is seen that even on the aggregated MV level, this unbalance in the per-phase 
loads is not negligible. Also, the PV installation are not evenly spread over the three phases, resulting 
in an unbalanced PV power injection. The fast chargers each have a three-phase grid connection, 
therefore they act as a balanced grid load. 
The unbalanced loads result in noticeable differences in the nodal phase voltages. The difference in 
the per-phase voltage magnitudes exceeds 0.01 pu at the 9th node of the MV feeder, and they exceed 
Figure 5. Load impact for a 40% EV penetration rate. The white surface in the
bottom figure represents the non-EV residential load.
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3.3. EV Hosting Capacity
To illustrate the impact of the EV load on the grid voltages in detail, the
per-phase nodal voltages are illustrated in Figure 6 for a one-hour time period
between 19 h and 20 h, for c “ 1b, with a 40% EV penetration rate. The per-phase MV
feeder load and the resulting per-phase voltages at the 9th node of the MV feeder are
shown. Also, the per-phase LV grid load at the 9th MV node are illustrated, as well as
the nodal voltages at the LV node the farthest away from the MV/LV transformer are
illustrated, i.e., node 62 of feeder topology LV3 that is connected to the 9th MV node.
In this way, the per-phase loads and voltages at the MV and LV level are illustrated
in detail for a one-hour timespan when uncoordinated EV charging occurs.
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load flow (as will be discussed below), otherwise the voltage deviations are underestimated when 
assuming a balanced situation at the MV/LV interface. As a result, the EV hosting capacity would  
be overestimated. 
 
Figure 6. Per-phase load profiles (left) and voltage magnitudes (right), at the last MV node 
(top) and the last LV node (bottom), for case 1b with a 40% EV penetration rate. 
For each charging case 𝑐, the EV hosting capacity is calculated as the maximum EV penetration rate 
𝑅MAX
EV  that can be accepted, while not exceeding the grid voltage constraints and the feeder current 
constraints, as discussed in Section 2.1. The resulting EV hosting capacity for the charging cases are 
summarized in Table 8. For each case considered here, the voltage magnitude constraints, i.e., 
Equations (1) and (2), are the most stringent ones. As can be seen, the cases without fast charging result 
in an equal or higher 𝑅MAXEV  than the cases with fast charging. However, the differences between the cases 
with and without fast charging are limited to only 10 percentage points, which is equal to only 1 step of 
increase in the EV penetration rate. This is due to the limited share of fast charging in the charging 
behavior of the EVs, while residential charging accounts for the vast majority of charging actions. 
Table 8. EV hosting capacity [%]. 
Case 1a 1b 2a 2b 3a 3b 
𝑹MAX
EV  80 70 50 40 100 100 
𝑅MAX
EV  is more influenced by the slow charging strategies than whether or not fast charging occurs, 
as differences up to 60 percentage points occur between the different slow charging cases.  
Figure 6. Per-phase load profiles (left) and voltage magnitudes (right), at the
last MV node (top) and the last LV node (bottom), for case 1b with a 40% EV
penetration rate.
As can be seen, there are notable differences in load of the phases. This is due to
the fact that the households have a single-phase grid connection, which a common
type of residential grid connection in Flanders. As a result, there is unbalance in the
instant neous grid load, due to the differences in househol power consumption
profiles. The modeled EV charg rs are also single-phase, causing unbalance as well.
It is seen that ev n on the aggregated MV level, this unbalan e in the per-phase
loads is not negligible. Also, the PV installation ar no evenl spre d over the three
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phases, resulting in an unbalanced PV power injection. The fast chargers each have
a three-phase grid connection, therefore they act as a balanced grid load.
The unbalanced loads result in noticeable differences in the nodal phase voltages.
The difference in the per-phase voltage magnitudes exceeds 0.01 pu at the 9th
node of the MV feeder, and they exceed 0.05 pu at the 62th node of the LV feeder.
This illustrates the added value of performing an unbalanced load flow (as will
be discussed below), otherwise the voltage deviations are underestimated when
assuming a balanced situation at the MV/LV interface. As a result, the EV hosting
capacity would be overestimated.
For each charging case c, the EV hosting capacity is calculated as the maximum
EV penetration rate REVMAX that can be accepted, while not exceeding the grid voltage
constraints and the feeder current constraints, as discussed in Section 2.1. The
resulting EV hosting capacity for the charging cases are summarized in Table 8.
For each case considered here, the voltage magnitude constraints, i.e., Equations (1)
and (2), are the most stringent ones. As can be seen, the cases without fast charging
result in an equal or higher REVMAX than the cases with fast charging. However, the
differences between the cases with and without fast charging are limited to only
10 percentage points, which is equal to only 1 step of increase in the EV penetration
rate. This is due to the limited share of fast charging in the charging behavior of the
EVs, while residential charging accounts for the vast majority of charging actions.
Table 8. EV hosting capacity [%].
Case 1a 1b 2a 2b 3a 3b
REVMAX 80 70 50 40 100 100
REVMAX is more influenced by the slow charging strategies than whether or not
fast charging occurs, as differences up to 60 percentage points occur between the
different slow charging cases. These results show that the additional grid impact due
to the presence of fast charging can easily be compensated for by the implementation
of a more grid-friendly residential charging strategy. For instance, by incentivizing
EV users to start charging immediately when arriving at home (c “ 1a{1b) instead
of waiting until the off-peak tariff period starts (c “ 2a{2b), a significantly higher
REVMAX, even if fast charging is possible. This is due to the synchronization effect of EV
charging at the start of the off-peak tariff period for c “ 2a{2b, which creates a peak
in the power demand. This power peak results in a voltage drop that negates the
beneficial effect of shifting the charging load away from the time of the residential
peak demand. An even higher REVMAX is possible when EV-based peak shaving is
applied (c “ 3a{3b), as it allows for a 100% EV penetration rate for the scenario
discussed here, whether or not fast charging occurs. Therefore, when the local EV
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penetration rate increases to significant levels, the EV users should be incentivized to
charge their EVs in a more grid-friendly manner, as this can allow for a substantially
higher EV hosting capacity with the same grid infrastructure.
3.4. Fast Charging Requirements
The fast charging power peak and the one percent peak (OPP) value are
illustrated in Figure 7 for EV penetration rates up to REVMAX. The OPP is the value
above which only 1% of the values are situated. For c “ 1b and c “ 3b, the values
are identical for fast charging, but the values for penetration rates above 70% are
only applicable for c “ 3b, as this is the REVMAX for c “ 1b. For c “ 2b, the values
are only marginally different from those of the other two cases, as the fast charging
requirements very similar. The OPP for fast charging power is significantly smaller
than the peak value, which is related to the fact that the fast charging power profile
for each EV, as illustrated in Figure 3, only draws its maximal power for a short period
and it quickly declines as the SOC increases. Therefore, the MV/LV transformer that
connects the fast charging station to the MV grid, might be sized for a power rating
smaller than the expected peak value, as this value only occurs for a very short time.
The peak value and the OPP value for the occupation of fast chargers is also
illustrated in Figure 7. As can be seen, 19 fast chargers are needed to cover the
requirements at all times. However, for 99% of time, 16 fast chargers are sufficient.
Therefore, it might be more efficient to allow for a limited waiting time during these
peak situations, and thereby avoiding the investment in additional chargers that are
only useful for 1% of time. Furthermore, this would reduce the fast charging power
peak, which would lower the grid impact of the fast charging infrastructure. These
results are in line with [40], where the number of fast chargers is reduced with 40%,
which resulted in waiting times below 10 min for 99.7% of time.
For an increasing EV penetration rate, i.e., from 10% to 100% for c “ 3b, the ratio
of fast chargers to EVs lowers significantly: from 3% to 0.9% for the peak value, and
from 1.7% to 0.7% for the OPP. This means that there is a need for one fast charger for
each 111–142 EVs, when there is a sufficiently high amount of EVs on the roads. This
number can be compared to the ratio of fuel stations per car in Europe, which varies
from 1/1500 (Luxembourg) to 1/3500 (Germany) stations per vehicle [59]. Thus, for
a fast charging infrastructure with the same spatial spreading as the current fueling
infrastructure and a 100% EV penetration rate, the fast charging infrastructure would
consist out of stations with on average 11–25 fast chargers to cover the OPP, or with
on average 14–32 fast chargers to cover the peak value.
An increase in EV battery capacity would decrease the ratio of fast chargers
to EVs significantly, because the share of fast charging increases significantly when
the EV battery increases, as discussed in Section 3.1. For the cases discussed here,
a doubling of the EV battery capacities would reduce the peak value and the OPP
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value for the ratio to 0.4% and 0.3%, for a 100% EV penetration rate. The resulting
fast charging infrastructure would consist out of stations with on average 5–11 fast
chargers to cover the OPP, or on average 6–14 fast chargers to cover the peak value.
These results show that the fast charging infrastructure needs to be extensive, even
though fast charging only account for a minority of the charging actions. This is due




Figure 7. Peak values and one percent peak (OPP) for the fast charging load (left);  
and fast charger occupation (right). 
An increase in EV battery capacity would decrease the ratio of fast chargers to EVs significantly, 
because the share of fast charging increases significantly when the EV battery increases, as discussed 
in Section 3.1. For the cases discussed here, a doubling of the EV battery capacities would reduce the 
peak value and the OPP value for the ratio to 0.4% and 0.3%, for a 100% EV penetration rate. The 
resulting fast charging infrastructure would consist out of stations with on average 5–11 fast chargers 
to cover the OPP, or on average 6–14 fast chargers to cover the peak value. These results show that the 
fast charging infrastructure needs to be extensive, even though fast charging only account for a 
minority of the charging actions. This is due to the fact that a fast charger fuels a vehicle more slowly 
than a fuel pump. 
3.5. Peak Load 
The MV distribution feeder peak load, and the highest MV/LV residential grid transformer load are 
illustrated in Figure 8. As can be seen, the presence of fast charging reduces the LV residential peak 
load, but only slightly, as the presence of fast charging only accounts for a limited amount of the 
charging energy. Conversely, the presence of fast charging increases the peak load on the MV feeder, 
as this is where the fast charging infrastructure is connected to the grid. These opposing trends show 
how the presence of fast charging substitutes a fraction of the home charging actions. However,  
the difference in grid impact between the three slow charging cases is substantially larger than the 
difference between the situation with or without fast charging. Therefore, the increased grid impact of 
fast charging can be mitigated in an effective manner by implementing a grid-friendly slow  
charging strategy. 
For 𝑐 = 1𝑎/1𝑏  and 𝑐 = 2𝑎/2𝑏 , the LV residential peak loads are approximately the double at 
𝑅MAX
EV , compared to the case without EVs. The peak load is above 100% for 𝑐 = 1𝑎 and 𝑐 = 2𝑎/2𝑏,  
at the higher EV penetration rates. This means that at least one of the 9 residential grid MV/LV 
transformers is loaded above its rated power. It must be assessed if the increase in transformer ageing 
Figure 7. Peak values and one ercent ( ) for the fast charging load (left);
and fast charger occupation (right).
3.5. Peak Load
The MV distribution feeder peak load, and the highest MV/LV residential grid
transformer load are illustrated in Figure 8. As can be seen, the presence of fast
charging reduces the LV residential peak load, but only slightly, as the presence of
fast charging only accounts for a limited amount of the charging energy. Conversely,
the presence of fast charging increases the peak load on the MV feeder, as this is
where the fast charging infrastructure is connected to the grid. These opposing trends
show how the presence of fast charging substitutes a fraction of the home charging
actions. However, the difference in grid impact between the three slow charging
cases is substantially larger than the difference between the situation with or without
fast charging. Therefore, the increased grid impact of fast charging can be mitigated
in an effect ve manner by impleme ting a rid-friendly slow charg ng strategy.
For c “ 1a{1b and c “ 2a{2b, the LV residential peak loads are approx mate y
the d uble at REVMAX, compared to the ase without EVs. The peak load is above
100% fo c “ 1a and c “ 2a{2b, at the higher EV penetration rates. This means that
at least one of the 9 res dential grid MV/LV transform rs s loaded ab ve its rated
power. It must be assessed if the increase in ra sformer ag ing is acceptable, or if
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a transformer upgrade is required. For c “ 3a{3b, the peak load increases to a smaller
degree, because the EVs on average charge at a significantly lower effective power
rating. As a result, the transformer peak load stays well below the rated power for
c “ 3a{3b. The initial drop in the MV feeder load is due an initial reduction in load
unbalance, when the low amount of EV charging load reduces the load unbalance
on the grid.
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Figure 8. Highest MV/LV transformer peak load (left) and MV feeder peak load (right). 
4. Conclusions 
The distribution grid impact of EV charging is expected to be far more sensitive to the applied 
residential slow charging strategy, than to the presence or absence of fast charging. For a given 
residential slow charging strategy, the presence of fast charging decreases the EV hosting capacity 
with 10 percentage points or less. A more grid-friendly residential slow charging strategy increases the 
EV hosting capacity much more than the presence of fast charging decreases it. This is because EV 
charging at home accounts for the vast majority of EV charging, due to the long standstill times there. 
Fast charging only accounts for a low share of the EV charging energy, which even decreases further if 
EV battery capacities increase. As a result, fast charging stations have a limited impact on the medium 
voltage level, because the load increase is limited, compared to the load increase caused by residential 
slow charging. However, despite the limited share in the charging energy, fast charging infrastructure 
is indispensable to allow the vehicle fleet to drive close to purely electrically. 
The choice of the slow charging strategy at home strongly influences the EV hosting capacity, 
which varies from 40% up to 100%. The highest hosting capacity occurs when EV-based peak shaving 
is implemented, both with and without fast charging, as for most of the time the effective charging 
power will be significantly lower than the rated power. This is due to the typical long standstill times at 
home and the typical low daily driven distances. Therefore, EV-based peak shaving significantly 
reduces the distribution grid impact, compared to the other two strategies. The lowest EV hosting 
Figure 8. Highest MV/LV transformer peak load (left) and MV feeder peak
load (right).
4. Conclusions
The distribution grid impact of EV charging is exp cted to be far more sensitive
to he applied residential slow charging stra egy, than to the presence or absence
of fast charging. F a given r sidential slow charging strate y, the presenc of
fast charging decreases the EV osting apacity with 10 p rcentage point or le s.
A more grid-friendly esidential slow charging strategy incr ases the EV hosting
capac ty much more than the presence of fast charging decreases it. This is b ca se
EV charging at home accounts for the vast majori y of EV charging, due o the long
standstill time there. Fast ch rg ng only a counts for a low share of the EV cha ging
energy, which even decr as s further if EV battery capacities increase. As a re ult,
fa t ch rging stations have a limite impact on the m dium voltage level, because
t e load increase is limited, compared to the load increase caus d by residential
slow cha ging. However, despite the limited share in the c arging energy, fast
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charging infrastructure is indispensable to allow the vehicle fleet to drive close to
purely electrically.
The choice of the slow charging strategy at home strongly influences the EV
hosting capacity, which varies from 40% up to 100%. The highest hosting capacity
occurs when EV-based peak shaving is implemented, both with and without fast
charging, as for most of the time the effective charging power will be significantly
lower than the rated power. This is due to the typical long standstill times at home
and the typical low daily driven distances. Therefore, EV-based peak shaving
significantly reduces the distribution grid impact, compared to the other two
strategies. The lowest EV hosting capacity occurs for off-peak residential charging,
due to the synchronization of the residential charging actions at the start of the
off-peak period. This synchronization of EV load creates a peak that is higher than
for the other cases. Therefore, distribution grid operators should consider adapting
the peak/off-peak tariff scheme for households with an EV, when a significant
local EV penetration rate occurs. By incentivizing more grid-friendly EV charging
strategies, a higher EV penetration rate can be accepted without the need to invest in
grid infrastructure.
Fast charging stations are fundamentally different from refueling stations for
conventional vehicles. The latter are responsible for all of the refueling needs, while
the former are only responsible for a fraction of the charging needs. However,
because the charging actions take much more time than for conventional refueling,
the infrastructure will still be substantial. Furthermore, the fast chargers have a
three-phase power electronic interface that is permanently connected to the grid.
Therefore, this widespread infrastructure of permanently grid-connected power
electronic interfaces offers possibilities to supply grid services, even without the
presence of stationary energy storage, e.g., active filtering, reactive power support,
and grid balancing. Such services might be useful, as voltage deviations are
observed at the MV grid level, due to the load situation of the grid, but also due to
load unbalance.
Acknowledgments: Niels Leemput has a Ph.D. grant of the Institute for the Promotion of
Innovation through Science and Technology in Flanders (IWT-Vlaanderen). Niels Leemput
and Juan Van Roy are enrolled in the Ph.D. School of EIT-KIC InnoEnergy. KU Leuven is a
partner of EnergyVille, Dennenstraat 7, 3600 Genk, Belgium.
Author Contributions: N.L., P.O.-R. and A.S. conceived and designed the experiments; N.L.
performed the simulations; N.L., P.O.-R. and A.S. analyzed the data; N.L., F.G., J.V.R. and J.D.
contributed materials and analysis tools; N.L. wrote the paper.
Conflicts of Interest: The authors declare no conflict of interest.
80
References
1. Bruninga, R.; Sorensen, J.A.T. Charging EVs efficiently now while waiting for the smart
grid. In Proceedings of the IEEE Green Technologies Conferences, Denver, CO, USA,
4–5 April 2013; pp. 1–7.
2. Leemput, N.; van Roy, J.; Geth, F.; Driesen, J.; de Breucker, S. Grid and fleet impact
mapping of EV charge opportunities. In Data Science and Simulation in Transportation
Research; Janssens, D., Ed.; IGI Global: Hershey, PA, USA, 2013; pp. 364–390.
3. Electric Vehicle Conductive Charging System—Part 1: General Requirements; IEC Standard
61851-1; International Electrotechnical Commission: Geneva, Switzerland, 2010.
4. Schneider Electric. Connection System on the Recharging Spot: A Key Element for
Electric Vehicles. Available online: http://www.evplugalliance.org/en/doc/ (accessed
on 8 December 2014).
5. Fast Charging along the Highway. Available online: http://www.fastned.nl/en
(accessed on 8 December 2014).
6. Supercharger. Available online: http://www.teslamotors.com/supercharger (accessed
on 8 December 2014).
7. Clement-Nyns, K.; Haesen, E.; Driesen, J. The impact of charging plug-in hybrid electric
vehicles on a residential distribution grid. IEEE Trans. Power Syst. 2010, 25, 371–380.
8. Leemput, N.; van Roy, J.; Geth, F.; Tant, P.; Claessens, B.; Driesen, J. Comparative analysis
of coordination strategies for electric vehicles. In Proceedings of the 2011 IEEE PES ISGT
Europe, Manchester, UK, 5–7 December 2011; pp. 1–8.
9. Electric Car Charging: Electric Vehicle Charging Points in Ireland. Available online: http:
//www.esb.ie/electric-cars/electric-car-charging.jsp (accessed on 8 December 2014).
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Research on a Small Signal Stability Region
Boundary Model of the Interconnected
Power System with Large-Scale Wind Power
Wenying Liu, Rundong Ge, Quancheng Lv, Huiyong Li and Jiangbei Ge
Abstract: For the interconnected power system with large-scale wind power, the
problem of the small signal stability has become the bottleneck of restricting the
sending-out of wind power as well as the security and stability of the whole power
system. Around this issue, this paper establishes a small signal stability region
boundary model of the interconnected power system with large-scale wind power
based on catastrophe theory, providing a new method for analyzing the small signal
stability. Firstly, we analyzed the typical characteristics and the mathematic model of
the interconnected power system with wind power and pointed out that conventional
methods can’t directly identify the topological properties of small signal stability
region boundaries. For this problem, adopting catastrophe theory, we established a
small signal stability region boundary model of the interconnected power system
with large-scale wind power in two-dimensional power injection space and extended
it to multiple dimensions to obtain the boundary model in multidimensional power
injection space. Thirdly, we analyzed qualitatively the topological property’s changes
of the small signal stability region boundary caused by large-scale wind power
integration. Finally, we built simulation models by DIgSILENT/PowerFactory
software and the final simulation results verified the correctness and effectiveness of
the proposed model.
Reprinted from Energies. Cite as: Liu, W.; Ge, R.; Lv, Q.; Li, H.; Ge, J. Research on a
Small Signal Stability Region Boundary Model of the Interconnected Power System
with Large-Scale Wind Power. Energies 2015, 8, 2312–2336.
1. Introduction
With the facts of fossil energy exhaustion and global ecology environment
deterioration, wind power generation [1–3], as the most mature and effective
renewable energy technology, is developing rapidly all over the world. In particular,
China plans to construct nine ten-million kilowatt wind power bases [4,5] and
parts of these bases have been put into operation. After these large-scale wind
farms were put into operation, the large-scale wind power and traditional power
system were connected to each other, sending out wind-thermal-bundled [6,7] power,
which has become the typical operation mode of the power system. However, the
current structure of the wind power transmission grid is still not strong enough to
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satisfy the scale of wind power integration. Thus, small signal stability has become
the bottleneck restricting the sending-out of large-scale wind power as well as the
transmission capacity of the power grid. To maintain the stability margin of the
power grid, wind farms may even need to cease power production frequently. Thus,
it is necessary to research the small signal stability of power grids with large-scale
wind power integration.
Some [8–10] have studied the small signal stability of power systems with wind
power integration so far. Generally speaking, however, most of this research is limited
to a certain grid and typical working conditions, which is not a universal situation
and may even yield conflicting results. The study of the small signal stability region
boundary has broader perspectives and shows all the critical operating points of the
small signal stability, which provides a more scientific and reasonable basis for the
safety monitoring, defense and control of power systems.
In theory, the small signal stability region boundary [11,12] consists of saddle
node bifurcation (SNB), Hopf bifurcation (HB) and singularity induced bifurcation
(SIB). Among them, HB [13,14], which physically represents a pair of conjugate
eigenvalues crossing the imaginary axis, is related to the system oscillatory
instability. This paper mainly focuses on stability region boundary consisting of
Hopf bifurcations.
At present, some papers also report research on the small signal stability region
boundary. Seydel [15], Roose et al. [16] and Hiskens [17] studied the methods for
obtaining the small signal stability region boundary based on a direct method and
a continuation method, respectively. Sun and Yu [18] proposed fitting a boundary
consisting of Hopf bifurcations using hyper-planes. Based on an implicit function,
Yang et al. [19] presented a method to obtain the small signal stability region
boundary through polynomial approximation. Jia et al. [20,21], and Li et al. [22]
studied the influences on the small signal stability region boundary of exciter voltage
limits, time delays and saturated links, respectively. Generally, these works were
mainly focused on quickly finding the small signal stability region boundary of
the traditional power system and the influences of various factors on the small
signal stability region boundary, without paying attention to the boundary of the
interconnected power system with large-scale wind power. Besides, most of the
research methods in these papers are just massive calculations and iterations based
on the electromagnetic model of the power system, unable to directly provide
enough information to reveal the topological properties of the small signal stability
region boundary on the whole. In fact, for the interconnected power system with
large-scale wind power, the small signal stability region boundary is still determined
by the eigenvalue. From the perspective of the eigenvalues’ changes, under certain
conditions, a pair of complex eigenvalues may turn into real eigenvalues or from
the opposite direction [23,24]. This phenomenon that the eigenvalues’ change under
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critical conditions essentially shows obvious catastrophe indications and it’s a kind
of typical catastrophe phenomenon. Catastrophe theory [25–27] is often used in
systems with obvious catastrophe indications. A significant advantage of catastrophe
theory is that it can establish a functional relationship between control variables and
state variables without contacting any special inner mechanism to avoid solving
differential equations of the whole power system. At present, catastrophe theory has
been widely applied in road traffic [28], biology [29], geotechnical engineering [30],
and sociology [31], but seldom in power systems. Sallam and Dineley [32], and
Wvong and Mihiring [33,34] studied the dynamic stability and transient stability
of power systems based on catastrophe theory. Mahmoud [35] used catastrophe
theory to analyze the voltage stability of a distribution network and proposed
some new voltage indexes. Yusheng et al. [36] set up a cusp catastrophe model for
over-heating faults of oil-immersed transformers and further proposed a remaining
life prediction method for this kind of transformer. However, catastrophe theory has
no application in small signal stability or other related wind power research as of yet.
Hence, this paper establishes the small signal stability region boundary model of
an interconnected power system with large-scale wind power based on catastrophe
theory and the catastrophe indications of the eigenvalues.
The paper is organized as follows: the first section, as a preface, expounded
the current situation of the research and problems studied in this paper. The
second section analyzed typical characteristics and mathematical models of the
interconnected power system with large-scale wind power. The third section
discussed the disadvantages of traditional analysis methods of small signal stability
region boundary. Section 4 introduced the basic principles of catastrophe theory.
Section 5 analyzed the catastrophe indications of eigenvalues to apply catastrophe
theory to the analysis of eigenvalues. Section 6 established the small signal stability
region boundary model of interconnected power system with large-scale wind
power in two-dimensional power injection space and extend the 2D model to multi
dimensions. In Section 7, simulations were conducted to verify the model. In the
end, we summarized our work of this paper.
2. An Interconnected Power System with Large-Scale Wind Power and
Its Model
2.1. Interconnected Power System with Large-Scale Wind Power and Its
Typical Characteristics
Due to that wind power resources in China are centralized and far from the
load centers, wind power development always uses the manner of centralized
development and long-distance transportation. For now, China is planning to
construct nine ten-million kilowatts wind power bases in Gansu, Xinjiang, Hebei etc.,
which are connected to the traditional power system and together form the
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interconnected power system with large-scale wind power. These systems show
some visible characteristics as follows: the capacity of wind power is much larger
than that of the local loads which makes it hard for it to be consumed on site; wind
farms cover large areas and the power of each wind farm is transmitted into a higher
voltage power grid after collection at power collection points through transmission
lines; wind power needs long distance lines to be sent out; wind power bases are
always located together at the end of the power grid and the outward power delivery
structure is relatively weak, which results in serious stability problems, etc. Figure 1
shows the Jiuquan wind power base and its outward power transmission channels.
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2.2. Equivalence of Large-Scale Wind Power Base 
In the interconnected power system with large-scale wind power, a wind power base is composed of  
a large number of wind farms, covering a large area. Thus, wind power from the same area is always 
collected at certain HV bus power collection points and then sent out at a higher voltage class through a 
transformer. For example, the first-stage project of Jiuquan wind power base, mainly located in Yumen 
and Guazhou, forms nine power collection points, including seven 330 kV booster stations and  
two 330 kV substations. The wind power is then sent out through a 750 kV line. 
The wind farms of the same power collection point include large numbers of wind turbines, so it is 
impossible to establish different models for each wind turbine. On the other hand, the power output of 
these wind turbines show similar change trends [7] and the wind turbines have similar states when large 
amounts of wind is available. Therefore, it’s feasible to establish an equivalent model to simulate the 
operation of a wind farm group. That is to say, regard the power collection point as a unit and replace 
the wind farms of the same power collection point by an equivalent wind turbine, which specifically 
comes down to two steps: firstly, replace m wind turbines of the same wind farm by one equivalent wind 
turbine adopting the capacity weighted method [37]. The calculation of the parameters of the equivalent 
wind turbine is shown in Equation (1): 
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2.2. Equivalence of Larg -Scale Wind Power Base
In the interconnected power system with large-scale wind power, a wind power
base is composed of a large number of wind farms, covering a large area. Thus, wind
power from the same area is always collected at certain HV bus power collection
points and then sent out at a higher voltage class through a transformer. For example,
the first-stage project of Jiuquan wind power base, mainly located in Yumen and
Guazhou, forms nine power collection points, including seven 330 kV booster stations
and two 330 kV substations. The wind power is then sent out through a 750 kV line.
The wind farms of the same power collection point i clude large umbers of
wind turbines, so it is imp ssible to establ sh different mod ls for each wind turbine.
On the other hand, the power output of these wind tur i show similar change
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trends [7] and the wind turbines have similar states when large amounts of wind is
available. Therefore, it’s feasible to establish an equivalent model to simulate the
operation of a wind farm group. That is to say, regard the power collection point as a
unit and replace the wind farms of the same power collection point by an equivalent
wind turbine, which specifically comes down to two steps: firstly, replace m wind
turbines of the same wind farm by one equivalent wind turbine adopting the capacity
weighted method [37]. The calculation of the parameters of the equivalent wind
















m eq m s eq s r eq r
i i ieq eq eq
m m
i i




eq i eq i eq i
i i ieq eq eq
S S P P Q Q
S S S
x x x x x x
S S S
S S
r r r r
S S
S S S
























In Equation (1), subscript m is the total number of wind turbines in a wind farm. Subscript i is the 
number of wind turbines. Subscript eq means equivalent parameters. xm is the magnetizing reactance,  
xs and rs represent the reactance and resistance of the stator circuit respectively, xr and rr represent the 
reactance and resistance of the rotor circuit respectively, the units of which are Ω. S is the capacity of 
the wind turbine in MVA. P is the active output of the wind turbine in MW. Q is the reactive output in 
Mvar. H is the inertia time constant in s. K represents the shafting stiffness coefficient in N·m/rad.  
D is the shafting damping coefficient in s. 
After the wind farm is made equivalent to one wind turbine, each power collection point will connect 
several equivalent wind farms. A typical sending-out model of wind power at the same power collection 
point is shown in Figure 2. 
 
Figure 2. Typical sending-out model of wind power. 
In Figure 2, Pi + jQi is the output power of wind farm i. The PCC bus of each wind farm is connected 
to the collection bus through the transmission line whose impedance is Ri + jXi, and the collection point 
is connected to the high voltage access point through the transmission line whose impedance is R + jX 
and the transformer. 
For the typical system with wind power sending-out in Figure 2, with the same method, several 
equivalent wind turbines of the same power collection point were replaced by another equivalent wind 
turbine. For the collection system, an equivalent power loss method was adopted, assuming that different 
wind farms have the same voltage U. The voltage of the equivalent wind farm is also U and RΣ + jXΣ 
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In Equation (1), subscript m is the total number of wind turbines in a wind farm.
Subscript i is the number of wind turbines. Subscript eq means equivalent parameters.
xm is the magnetizing reactance, xs and rs represent the reactance and resistance of
the stator circuit respectively, xr and rr represent the reactance and resistance of the
rotor circuit respectively, the units of which are Ω. S is the capacity of the wind
turbine in MVA. P is the active output of the wind turbi e in MW. Q is the reactive
output in Mvar. H is the nertia time constant in s. K represents the shafting stiffness
coefficient in Nm/rad. D is the shafting damping coefficient in s.
After the wind farm is made equivalent to one wind turbine, each power
collection point will connect several equivalent wind farms. A typical sending-out
model of wind power at the same power collection point is shown in Figure 2.
In Figure 2, Pi + jQi is the output power of wind farm i. The PCC bus of each
wind farm is connected to the collection bus through the transmission line whose
impedance is Ri + jXi, and the collection point is connected to the high voltage access
point through the transmission line whose impedance is R + jX and the transformer.
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Figure 2. Typical sending-out model of wind power.
For the typical system with wind power sending-out in Figure 2, with the same
method, several equivalent wind turbines of the same power collection point were
replaced by another equivalent wind turbine. For the collection system, an equivalent
power loss method was adopted, assuming that different wind farms have the same
voltage U. The voltage of the equivalent wind farm is also U and RΣ + jXΣ represents
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So far, we have replaced the wind farm group of the same power collection
point with an equivalent wind turbine. Because a wind power base always consists
of limited power collection points, we replace the base with a group of wind turbines.
Now, the typical structure of interconnected power system with large-scale wind
power is as shown in Figure 3.
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Then we obtain:  
 (3)
So far, we have replaced the wind farm group of the same power collection point with an equivalent 
wind turbine. Because a wind power base always consists of limited power collection points, we replace 
the base with a group of wind turbines. Now, the typical structure of interconnected power system with 
large-scale wind power is as shown in Figure 3. 
 
Figure 3. Typical structure of interconnected power system with large-scale wind power. 
2.3. Model of Interconnected Power System with Large-Scale Wind Power 
For the interconnected power system with large-scale wind power, the dynamic elements including 
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Figure 3. Typical structure of interconnected power system with large-scale
wind power.
2.3. Model of Interconnected Power System with Large-Scale Wind Power
For the interconnected power system with large-scale wind power, the dynamic
elements including the wind turbine can be expressed as a set of differential algebraic
equations [38,39]: # .
xi  fipxi, uiq
ii  gipxi, uiq
(4)
In Equation (4), xi is state variable of each dynamic element; ui is the terminal
voltages of each dynamic element; ii is the current injected into the network.
Collecting all of these equations of dynamic elements w obtain a set of
di ferential algebraic equations of an interconnected power system with large-scale
wind power: # .
x  f px, uq
i  gpx, uq
(5)
where x is the state variable vector of the power system; u is the vector of the bus
terminal voltage; i is the current vector injected into the bus; f and g are nonlinear
differential equations composing of fi, gi.
In Equation (5), the current i and voltage u follow the basic principle of
the circuit:
i  Ynu (6)
where Yn is the network admittance matrix. Equations (5) and (6) together form the
model of an interconnected power system with large-scale wind power.
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3. Traditional Analysis Method of Small Signal Stability Region Boundary and
Its Disadvantage
In the traditional analysis method, we establish a state matrix to acquire the
small signal stability region boundary based on the model of the power system.
Concrete steps are as follows:




x  AD∆x   BD∆u
∆i  CD∆x  YD∆u
(7)
where AD = Bf/Bx, BD = Bf/Bu, CD = Bg/Bx, YD = Bg/Bu; ∆x is the micro-increment of
x; ∆u is the micro-increment of u and ∆i is the micro-increment of i.
From Equation (6) we obtain:
∆i  Yn∆u (8)




x  rAD   BDpYN YDq
1CDs∆x  A∆x (9)
The eigenvalues of the system state matrix A will decide whether the system
reaches the small signal stability region boundary under some critical conditions:
(1) SNB occurs when a pair of real eigenvalues cross the imaginary axis; (2) HB occurs
when a pair of complex conjugate eigenvalues cross the imaginary axis; (3) SIB occurs
when (YN  YD) is singular. These three kinds of bifurcation form the small signal
stability region boundary BΩsssr:
BΩsssr  tSNBsuU tHBsuU tSIBsu (10)
where SNBs is the point set of SNB, HBs is the point set of HB, SIBs is the point set
of SIB.
The key to analyzing the small signal stability region boundary is figuring out
when the parameters of the power system reach a critical condition. Conventional
methods acquire the boundary by continuous adjustment of the system parameters
and calculating the eigenvalues of the system state matrix. Because of the huge order
and complex coupling properties of the power system model, conventional methods
are trapped in complicated calculations and lack enough information to directly
reveal the topological properties of the small signal stability region boundary on
the whole.
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In contrast, based on catastrophe theory, we can directly establish a function
between control variables and state variables without contacting any special inner
mechanism, thus avoiding solving the differential equations of the whole system and
making it very applicable to the analysis of systems with an unknown or difficult
to obtain inner mechanism. Nevertheless, catastrophe theory itself has inherent
drawbacks. On one hand, in a practical complex system, it’s difficult to establish
its potential function through derivation. On the other hand, catastrophe theory is
mainly applied to systems with no more than five control variables. However, this
does not affect the application of catastrophe theory in this paper. Thus we adopt
catastrophe theory to discuss the model of the small signal stability region boundary
of interconnected power systems with large-scale wind power.
4. Catastrophe Theory
Catastrophe theory was first proposed in 1972 by Thom, a French mathematician.
This theory held that system dynamics can be derived through a smooth potential
and critical points can be classified according to potential function [27].
The form of the system potential function is as follows:
f : VpXC) (11)
where X is the state variable vector (x1, x2, . . . , xn); C is the control variable vector
(c1, c2, . . . , cr) which represents r independent control variables. The equilibrium
surface M, which is a subset of Rn  Rr space, represents the system’s stable operating
points, defined as Equation (12):
V1pxq  0 (12)
where superscript “1” represents the derivation of x for V. The definition of singularity
set S is a subset of M consisting of all degenerate critical points of V, namely:
V2pxq  0 (13)
Mapping S to the control space C, then we obtain the bifurcation set B which is
the control parameter set when catastrophe happens to the system’s operating state.
The bifurcation set B can be obtained by combing Equations (12) and (13) to eliminate
the state variable vector X. Appendix A shows a typical catastrophe mechanism
explaining the principle of catastrophe theory.
Thom’s proof [25,36] indicated that the property of the potential function was
not decided by state variables but the number of control variables. Generally,
when the number was no more than four, there were only seven different kinds
of catastrophe. Table 1 shows different potential functions of these seven basic kinds
of catastrophe, where x, y are state variables and v, µ, w, t are control variables.
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Table 1. Elementary catastrophe models and their potential functions.
Catastrophe model Potential functions
Fold V(x) = x3 + vx
Cusp V(x) = x4 + µx2 + vx
Swallowtail V(x) = x5 + µx3 + vx2 +ωx
Butterfly V(x) = x6 + tx4 + µx3 + vx2 +ωx
Elliptic V(x, y) = x3  xy2 + w(x2 + y2) + µx + υy
Hyperbolic V(x, y) = x3 + y3 +ωxy + µx + υy
Parabolic V(x, y) = y4 + x2y + wx2 + ty2 + µx + υy
5. Eigenvalue Catastrophe Indications
Catastrophe theory is often used in systems with obvious catastrophe
indications. The catastrophe indications [26,27,36] are certain obvious characteristics
of a catastrophe system including catastrophe, multi-modes and divergence, etc.
Among them catastrophe is the most basic and obvious catastrophe indication,
indicating some sudden change of the system state; multi-modes means that the
number of the system states may be more than one; divergence shows the instability
of the path perturbation of control parameters. Usually, a small perturbation of
control parameters usually only causes small changes of the state variables except
the perturbation near the degenerate critical point, which may causes huge changes
in the final value of state variables.
Small signal stability is decided by the eigenvalues of the system. From
the perspective of the change of eigenvalues, under some certain conditions, a
pair of complex eigenvalues may turn into real eigenvalues or from the opposite
direction, which is a typical kind of catastrophe phenomenon remarkably similar to
changes of the equations’ roots in Appendix A. This process also shows multi-mode
characteristics. In addition, a small perturbation of parameters near the critical point
would cause huge changes in the properties of the eigenvalues, thus showing the
typical characteristics of divergence. Therefore, a change of eigenvalues indicates
obvious catastrophe indications and shows that the use of catastrophe theory is both
feasible and reasonable.
There are two kinds of application of catastrophe theory to specific problems,
which are the analysis method and the empirical method. The analysis method
is deducing where the equilibrium position of dynamical system is, while the
empirical method establishes a system catastrophe model according to system
external characteristics with mathematical descriptions of the unknown bifurcation
set. It builds equilibrium surface equations of the system by data fitting or qualitative
fitting [26,27] and chooses an appropriate catastrophe model according to the number
of control variables and state variables.
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6. Small Signal Stability Region Boundary Model of the Interconnected Power
System with Large-Scale Wind Power
Hopf bifurcation is related to the system oscillatory instability and this paper
mainly focuses on the stability region boundary consisting of Hopf bifurcations. Here,
we established the small signal stability region boundary model of the interconnected
power system with large-scale wind power in two-dimensional power injection space
and extend the 2D model to multiple dimensions to obtain the small signal stability
region boundary model in multidimensional power injection space.
6.1. Small Signal Stability Region Boundary Model in Two-Dimensional Power
Injection Space
In this paper, we assumed power sources 1 and 2 were any two power sources,
which can influence the dominant oscillation mode and their type were wind power
or conventional power units. We choose a large unit which is far from and unrelated
to the dominant oscillation mode as the system balancing machine. Keeping the
structure and parameters of the system unchanged and at the same time keeping
the node power injected unchanged except for the balancing machine, then active
power injected by source 1 and 2 forms a two-dimensional small signal stability
region boundary.
Essentially, this boundary is decided by the system eigenvalues. Because the
analysis method involves complex nonlinear differential equations, this paper adopts
the empirical method to establish the catastrophe model. We choose P1, the active
power of source 1 and P2, the active power of source 2 as control variables and
the eigenvalues of the dominant oscillation mode as state variable x. There are two
control variables and one state variable in total, corresponding to the cusp catastrophe
model in Table 1.
In catastrophe theory, the potential function is expanded according to a Taylor
series abandoning high-order terms and simplifies the model by differentiable
homeomorphism. The simplest model is called a canonical form [25] such as the
potential functions in Table 1. The differentiable homeomorphism of the cusp
catastrophe model only involves linear transformation [25], so the differences
between each parameter and the canonical form of the cusp catastrophe model
are no more than a coefficient and a constant, that is:
Vpxq  apx x0q4   bpP1   cqpx x0q2   pP2 + dqpx x0q (14)
where a, x0, b, c, d are unknown constants. The formulation of equilibrium surface is
as follows:
V'pxq  4apx x0q3   bpP1   cqpx x0q   P2 + d  0 (15)
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Hopf bifurcation is the operating point of the equilibrium surface and the state
variable in accord to the Hopf bifurcation point is x = 0  jn. Substitute x = 0  jn
into Equation (15) and we obtain:
#
4ax30   12an
2x0  p4an2  12ax20qx0   P2   d  0
bpP1   cq   6ax20  2an
2  0
(16)
After arranging Equation (16):
#
P1  2ab n
2  1b pbc+6ax
2
0q
P2  8ax0n2  8ax30  d
(17)
By eliminating variable n we get:





f12  pd   4bcx0   32ax30q
(19)
Here e12 and f 12 are both constants. According to Equation (18), P1 and P2 show a
linear change relationship on the small signal stability region boundary. Equation (18)
is the small signal stability region boundary model of the interconnected power
system with large-scale wind power in two-dimensional power injection space. We
can determine the small signal stability region boundary according to e12 and f 12
acquired by data fitting.
It needs to be indicated that Hopf bifurcations is not the bifurcation set B of
catastrophe theory. The bifurcation set B corresponds to catastrophe points of the
catastrophe model. However, the catastrophe point of the catastrophe theory in
fact represents a sudden jump of the properties of eigenvalues, including complex
eigenvalues turning into real eigenvalues or real eigenvalues turning into complex
eigenvalues while Hopf bifurcation represents eigenvalues crossing the imaginary
axis. The comparison sketch between Hopf bifurcation and catastrophe point is
shown in Figure 4.
This difference should not discourage the application of catastrophe theory. The
potential function of catastrophe theory is expanded according to a Taylor series and
abandons unnecessary high-order terms, which is a standard technique in catastrophe
theory. Catastrophe theory provides a rigorous proof [25] and truncation to make
this approach has a reliable foundation. Thus, the potential function obtained in
this way still has enough accuracy for all the operating points of the system. The
equilibrium surface equation consists of the derived functions is also widely valid
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and applicable. That is to say, the equilibrium surface equations are still reasonable
for Hopf bifurcation.
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Figure 4. The comparison sketch betwe n f bifurcation and catastrophe point.
6.2. Small Signal Stability Region Boundary Model in Multidimensional Power
Injection Space
Based on the two-dimensional boundary model, this section deduced the small
signal stability region boundary model in multidimensional power injection space.
Assume power source 1, 2, . . . , n, which can influence the dominant oscillation mode
and their type are wind power or conventional power units. These n power sources
can for these two-dim nsional boundaries as Equat n (20) shows:
$'''&
'''%
e12P1   e21P2  f12 tP3, P4,    Pn constantu
e13P1   e31P3  f13 tP2, P4,    Pn constantu
                 
e1nP1   en1Pn  f1n tP2, P3,    Pn1 constantu
(20)















tP2, P4,    Pn constantu







tP2, P3,    Pn1 constantu
(21)
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When their outputs change synchronously, these n sources form an
n-dimensional boundary as Equation (22) shows:
k1P1   k2P2      kiPi    knPn  r (22)
where k1, , ki, , kn, and r can be constants as well as functions. Then make the




P2       
ki
k1







For P1 and Pi (i P {2, , n}), keep the other power injection in Equation (23) fixed




















Subscript 0 represents fixed value. According to Equation (21), the relationship
between P1 and Pi is linear, with a slope of ei1/e1i. To make Equation (24) satisfy the
relationship in Equation (21), we kept ki/k1 = ei1/e1i.
Because i represents any number of {2, , n}, we obtain k2/k1 = e21/e12, ,
kn/k1 = en1/e1n. All of the coefficients above are constants. For Equation (24), r/k1
must be constant, or else the right side of Equation (24) will be variable and fail to
satisfy the linear relationship in Equation (21).
Therefore, coefficients in Equation (22) are determined:
P1   e2P2      eiPi    enPn  f (25)
where, e2 = e21/e12, , en = en1/e1n. e2, , en; f are all constants.
Equation (25) is the small signal stability region boundary model in
multidimensional power injection space. We can determine the small signal stability
region boundary according to the coefficients of variables acquired by data fitting.
Sun and Yu [18] proposed a method to fit the small signal stability region
boundary using a hyper-plane but lacked theories to support their arguments.
However, the research in this paper provides theoretical support for their proposal.
In the analysis above, this paper never limits the type of power source, so
large-scale wind power injection doesn’t change the form of the small signal stability
region boundary model but only changes the dimensions of the hyper-plane and
the values of the parameters. When wind power is injected into system instead
of common units, both the number of power sources and the dimensions of the
hyper-plane will remain unchanged. However, values of the parameters will change
because the difference between properties of wind power and common units is
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very big. Wind power injection into a certain node in the power system makes the
number of power sources increase, leading to changes of the parameters as well as
the dimension of hyper-plane.
7. Simulation Verification
To verify the validity of the small signal stability region boundary model
proposed in this paper, we tested two examples below.
7.1. Example 1
We built the simulation system shown in Figure 5 using DIgSILENT/
PowerFactory software, where bus D is an infinite bus, buses A, B, C are respectively
connected to normal generators G1 with excitation system, DFIG wind farm 1 and
DFIG wind farm 2. The capacity of wind farm 1 and wind farm 2 are 210 MVA and
300 MVA, respectively. Both of these wind farms consist of several sets of DFIG with
the same parameters and operation conditions in parallel. In the analysis, each wind
farm is equivalent to a wind turbine. We chose the 2 MW wind turbine built into the
DIgSILENT/PowerFactory software as the wind turbine model and Hansen et al. [39]
introduced the model in detail. Appendix A shows the parameters of each element
in the system(Table 1 shows the parameters of one single DFIG; Table 2 shows the
parameters of generator G1; Table 3 shows the parameters of the excitation system
equipped on G1; Appendix A shows the parameters of the transmission lines.).
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7.1.1. Test of the Two-Dimensional Boundary Model 
Assume that P1 is the active power of G1, P2 is the active power of wind farm 1 and P3 is the active 
power of wind farm 2. Every power source operates with unity power factor. Keep P3 = 200 MW and 
adjust the values of P1 and P2. When Hopf bifurcation occurs, take a sample of the data. Table C1 of 
Appendix C shows the sampling points. 
Substitute the data in Table C1 into Equation (18) and obtain e12 = 1.3616, f12 = 413.1675, that is:  






DFIG wind farm 1
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DFIG wind farm 2
Figure 5. The wire map of the power system.
7.1.1. Test of the Two-Dimensio al Boun ary Model
Assume that P1 is the active power of G1, P2 is the active power of wind farm
1 and P3 is the active power of wind farm 2. Every power source operates with
unity power factor. Keep P3 = 200 MW and adjust the values of P1 and P2. When
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Hopf bifurcation occurs, take a sample of the data. Table 4 of Appendix A shows the
sampling points.
Substitute the data in Table 4 into Equation (18) and obtain e12 = 1.3616,
f 12 = 413.1675, that is:
1.3616P1   P2  413.1675 (26)
Figure 6 shows the comparison between sampling points and the fitting
boundary, where P1 is the abscissa and P2 is the ordinate. According to Figure 6, they
have good consistency. In order to accurately express the error between the sampling







where d is the distance from sampling points to the fitting boundary. After calculation,
we obtained that the average error was 0.319% and the biggest was 0.645%, which
had good accuracy and showed that the model was reasonable and feasible. Detailed
errors are shown in Table 5 of Appendix A.
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Figure 6. The two-dimensional stability region boundary contrast figure. 
7.1.2. Verification of the Multidimensional Boundary Model 
Every power source operates with unity power factor and we adjusted P1, P2 and P3. When Hopf 
bifurcation occurs, take a sample of the data. Table C3 in Appendix C shows the sampling points. 
Substitute the data in Table C3 into Equation (25) and obtain e2 = 0.7339, e3 = 0.5871, f = 421.2902, 
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Figure 6. The two-dimensional stability region boundary contrast figure.
7.1.2. Verification of the Multidimensional Boundary Model
Every power source operates with unity power factor and we adjusted P1, P2 and
P3. When Hopf bifurcation occurs, take a sample of the data. Table 6 in Appendix A
sh ws the sampling oints.
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Substitute the data in Table 6 into Equation (25) and obtain e2 = 0.7339, e3 = 0.5871,
f = 421.2902, that is:
P1   0.7339P2   0.5871P3  421.2902 (28)
Figure 7 shows the contrast between sampling points and the fitting plane,
where P1, P2, P3 are three axes. According to Figure 7, they have good consistency.
In order to accurately express the error between sampling points and the fitting
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Figure 7. The three-dimension stability boundary contrast figure. 
To make further analysis of the boundary, assume P3 = 200 MW and turn Equation (28) into:  
1.3626P1 + P2 = 414.0485 (30)
This is the boundary equation degenerating into two dimensions. The difference between  
Equations (26) and (30) is very small, showing that the theory is reasonable and feasible. 
7.1.3. Time-Domain Simulation Verification 
To further test the accuracy of the boundary, we choose two operating points near the boundary:  
point 1 (210, 139, 180) and point 2 (210, 150, 180) and observe the stability of the system affected under 
a small disturbance by adopting time-domain simulation. Operating point 1 was in the boundary while 
point 2 was out of the boundary. The small disturbance was set as the mechanical torque’s increasing  
0.01 p.u of generator G1 at 1 s, then restoring to the original level at 2 s. The simulation time was set at 
50 s. Under the above disturbance, the power angle swing curves of generator G1 at operating point 1 
and point 2 were shown in Figure 8. 
As can be seen from Figure 8, the swing amplitude of the angle at operation point 2 becomes larger 
and larger and the system would finally lose stability; while at operation point 1, the swing amplitude of 
the angle showed a decreasing trend and finally was stable. Thus, the time-domain simulation results 
also verified the validity of our theory on the stability boundary. 
  
Figure 7. The three-dimension stability boundary contrast figure.
To make further analysis of the boundary, assume P3 = 200 MW and turn
Equation (28) into:
1.3626P1   P2  414.0485 (30)
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This is the boundary equation degenerating into two dimensions. The difference
between Equations (26) and (30) is very small, showing that the theory is reasonable
and feasible.
7.1.3. Time-Domain Simulation Verification
To further test the accuracy of the boundary, we choose two operating points
near the boundary: point 1 (210, 139, 180) and point 2 (210, 150, 180) and observe the
stability of the system affected under a small disturbance by adopting time-domain
simulation. Operating point 1 was in the boundary while point 2 was out of the
boundary. The small disturbance was set as the mechanical torque’s increasing
0.01 p.u of generator G1 at 1 s, then restoring to the original level at 2 s. The simulation
time was set at 50 s. Under the above disturbance, the power angle swing curves of
generator G1 at operating point 1 and point 2 were shown in Figure 8.
As can be seen from Figure 8, the swing amplitude of the angle at operation
point 2 becomes larger and larger and the system would finally lose stability; while
at operation point 1, the swing amplitude of the angle showed a decreasing trend
and finally was stable. Thus, the time-domain simulation results also verified the














Figure 8. The angle swing curves of generator G1 at operation point 1 and point 2. 
7.2. Example 2 
The second simulation test uses the improved three generators and nine buses system. The length of 
each line in the IEEE three generators and nine buses system [40] is extended to 220% of the original 
value. Active power of load A (Figure 9) is set at 200 MW, load B at 250 MW, and load C at 200 MW. 
The remaining values stay unchanged. The DFIG wind farm 1 and wind farm 2 are connected to BUS7 
and BUS9, respectively, through transformers. The system with the wind farm connected to it is shown  
in Figure 9. 
 
Figure 9. The improved model diagram of the three generators and nine buses system. 
New equipment in this system include DFIG wind farm 1, DFIG wind farms 2, transformer Tw1, 
transformer Tw2, bus BUS W1, and bus BUS W2. Among them, DFIG wind farm 1 and 2 are both 
equivalent wind farms with a capacity of 150 MVA. Each single wind turbine still uses the 2 MW wind 
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7.2. Example 2
The second simulation test uses the improved three generators and nine buses
system. The length of each line in the IEEE three generators and nine buses
system [40] is extended to 220% of the original value. Active power of load A
(Figure 9) is set at 200 MW, load B at 250 MW, and C 0 . The remaining
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values stay unchanged. The DFIG wind farm 1 and wind farm 2 are connected to
BUS7 and BUS9, respectively, through transformers. The system with the wind farm
connected to it is shown in Figure 9.
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Figure 9. The improved model diagram of the three generators and nine
buses system.
New equipment in this system include DFIG wind farm 1, DFIG wind farms 2,
transformer Tw1, transformer Tw2, bus BUS W1, and bus BUS W2. Among
them, DFIG wind farm 1 and 2 are both equivalent wind farms with a capacity of
150 MVA. Each single wind turbine still uses the 2 MW wind turbine model in the
DIgSILENT/PowerFactory in the equivalence. The parameters of the transformers
Tw1 and Tw2 are shown in Table 2. The system was modeled by DIgSILENT/
PowerFactory software.











Tw1, Tw2 20/0.69 166.65 5 3 YN/yn0
There are two oscillation modes in the improved system. The frequency of one
mode is around 1.15 HZ and the other is around 0.2 HZ. The 0.2 HZ mode has a
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strong damping in any case and the corresponding eigenvalues are far away from
HB. Thus the paper does not consider this situation and mainly focuses on the 1.15
HZ mode.
Mark the active output of conventional unit G2 as P1, the active output of DFGI
wind farm 1 as P2, the active output of conventional unit G3 as P3 and the active
output of DFGI wind farm 2 as P4. The new wind farms adopt the unity power factor
operation mode. Set G1 as the balance unit and G2, G3 as PV nodes. Adjust the value
of P1, P2, P3, P4 and sample data when HB occurs. Table 8 in Appendix A shows the
sampling points.
Substitute the data in Table 8 into Equation (25) and obtain e2 = 1.0542,
e3 = 0.8195, e4 = 0.878, f = 489.563. That is
P1   1.0542P2   0.8195P3   0.878P4  489.563 (31)











In Equation (32), d is the distance between the sampling points and the plane.
The average value of the error was calculated to be 0.0384% and the maximum error
was 0.0843%, which was of high accuracy. Detailed errors are shown in Table 9
of Appendix A. The results of time domain simulation were similar to Figure 8
and it was unnecessary to go into detail. The simulation above also verified the
multi-dimensional boundary model.
From the above analysis, the stability region boundary provides a critical stable
operating range of the system. The shorter the distance between current operating
point and stability region boundary is, the more likely it is the system will lose
stability. Thus, when the operation point is close to the stability region boundary, we
need to adjust the output of each power supply timely and make the system away
from the boundary, in order to avoid oscillation and instability of the system.
8. Conclusions
This paper provides a new method of analysis of the small signal stability
region boundary for an interconnected power system with large-scale wind power.
Compared with conventional analysis methods, based on the external characteristic
modeling method of the running track, catastrophe theory directly established a
function between control variables and state variables without contacting any special
inner mechanism. Applying catastrophe theory, this paper established a small signal
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stability region boundary model consisting of Hopf bifurcations and drawn the
following conclusions:
(1) The small signal stability region boundary model in two-dimensional power
injection space is a straight line. When the other injected power doesn’t change,
the power from the two power sources influencing the dominant oscillation
mode shows a linear relation between them.
(2) The small signal stability region boundary model in multidimensional power
injection space is a hyper-plane. When the other injected power doesn’t change,
the power from sources influencing the dominant oscillation mode forms
a hyper-plane.
(3) Compared with the conventional system, large-scale wind power integration
doesn’t change the form of the small signal stability region boundary model
but only the dimensions of the hyper-plane and the values of the parameters.
This paper developed a deeper understanding of the small signal stability region
boundary of the interconnected power system with large-scale wind power and also
presented new ideas and methods for its study.
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Appendix A. Appendices
Appendix A: A typical catastrophe mechanism explaining the basic principle of
catastrophe theory, (Figure 1)
The process of this mechanism is very simple. Firstly, pick two nearly identical
rubber bands and cut from thin cardboard a disk whose diameter is one unit. Push a
drawing pin through the disc at a point Q near the circumference with the point of
this pin upwards. Mount the disc on a suitable base by pushing a second pin through
the center, O. Loop the two rubber bands over the pin at Q, and use a third drawing
pin to fasten the other end of one of the rubber bands to a point R on the base, two
units from O. The remaining end, P, is left free.
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Figure A1. A typical catastrophe mechanism. 
We operate the machine by moving P slowly in the plane of the machine. If we experiment for some 
time, we discover some curious features. The most obvious of these is that while the machine almost 
always responds smoothly to small changes in the position of P, is occasionally jumps suddenly. If we 
mark on the base the positions of P at which these jumps occur, we find that they form the perimeter of 
a curved diamond. 
Saunders [25] made a detailed analysis of this sudden jump and turned the potential function of the 
mechanism into the following form:  
V(x) = x4 + μx2 + vx (A1)
That was the simplest model of the cusp catastrophe and the equilibrium surface was:  
V′(x) = 4x3 + 2ux + v = 0 (A2)
Equation (A2) is a cubic equation, which has three real roots or just one real root. The literature [25] 
reveals that the mathematical essence of the sudden jump is changes in the real roots’ number, namely 
a pair of complex roots turning into real roots or real roots turning into complex roots. The number of 
real roots was decided by the discriminant:  
Δ = 8u3 + 27v2 (A3)
When Δ < 0, there were three real roots; when Δ > 0, there was only one real root, while Δ = 0 was 
the critical condition of the changes of the number of real roots. It was easy to verify that V′(x) = Δ = 0  
was totally equivalent to V′(x) = V″(x) = 0, which was the bifurcation set B of the catastrophe system. 
Figure A2 shows the Equilibrium surface and bifurcation set of the cusp catastrophe model. 
The equilibrium surface was divided into an upper lobe, middle lobe, and lower lobe. The bifurcation 
set B was the projection of two creases of the equilibrium surface on the u–v surface. If control variables 
changed to the bifurcation set B, there must be sudden jumps of equilibrium points (upper lobe jumped 
to lower lobe or lower lobe jumped to upper lobe). Obviously, the outline in Figure A1 is composed of 
the bifurcation set B in Figure A2. 
Figure 1. A typical cat strophe is .
We operate the machine by moving P slowly in the plane of the machine. If we
experiment for some time, we discover some curious features. The most obvious of
these is that while the machine almost always responds smoothly to small changes
in the position of P, is occasionally jumps suddenly. If we mark on the base the
positions of P at which th se jumps occur, w find that they form the perimeter f a
curved diamond.
Saunders [25] made a detailed analysis of this sudden jump and turned the
potential function of the mechanism into the following form:
p q 4 +µ 2 + vx 1)
That was the simplest model of the cusp catastrophe and the equilibrium
surface was:
V1pxq= 4x3 + 2ux + v = 0 (A2)
Equation (A2) is a cubic equation, which has three real roots or just one real
root. The literature [25] reveals that the mathematical essence of the sudden jump is
changes in the real roots’ number, namely a pair of complex roots turning into real
roots or real roots turning into complex roots. The number of real roots was decided
by the discriminant:
∆  8u3   27v2 (A3)
When ∆ < 0, there were three real roots; when ∆ > 0, there was only one real root,
while ∆ = 0 was the critical condition of the changes of the number of real roots. It
was easy to verify that V1(x) = ∆ = 0 was totally equivalent to V1(x) = V”(x) = 0, which
was the bifurcation set B of the catastrophe system. Figure 2 shows the Equilibrium
surface and bifurcation set of the cusp catastrophe model.
The equilibrium surface was divided into an upper lobe, middle lobe, and lower
lobe. The bifurcation set B was the projection of two creases of the equilibrium
surface on the u–v surface. If control variables changed to the bifurcation set B, there
must be sudden jumps of equilibrium points (upper lobe jumped to lower lobe or
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lower lobe jumped to upper lobe). Obviously, the outline in Figure 1 is composed of




Figure A2. The Equilibrium surface and the bifurcation set of the cusp catastrophe model. 
Appendix B 
Appendix B1: DFIG Parameters 
Table B1. DFIG parameters. 
Pn (MW) Us (V) Rs (p.u) Xs (p.u) Xm (p.u) Rr (p.u) Xr (p.u) Hw (s) Hg (s) K 
2 690 0.01 0.1 3.5 0.01 0.1 4.02 0.47 80.27 
Appendix B2: Generator Parameters 
Table B2. Generator parameters. 
Generator Capacity (WVA) Voltage (KV) xd (p.u) 
' (p.u)dx  xq (p.u) 
' (p.u)qx  
'
0 (s)dT  
'
0 (s)qT  
G1 300 18 1.72 1.66 0.23 0.378 0.8 0.12 
The voltage and power reference values are this machine’s rated voltage and capacity. 
Appendix B3: Excitation Parameters 
Details of the excitation system model refer to the A type exciter in Appendix B2 of reference [40]. 
The specific parameters are as follows: 
Table B3. Excitation parameters. 
τR τA1 KA τA2 VRmax VRmin τE KE KF τF E1 Se1 E2 Se2 
0.001 0.05 400 0.01 3 −3 0.95 −0.17 0.04 1 3.66 0.03 4.89 0.1 
Appendix B4: Line Parameters  
Line type is LGJ-400, L1 of 60 km in length, L2 of 30 km in length, L3 of 30 km in length, L4 of  
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x1q pp.uq T1d0 psq T
1
q0 psq
G1 300 18 1.72 1.66 0.23 0.378 0.8 0.12
The voltage and power reference values are this machin ’s rated voltage
and capacity.
Appendix B3: Excitation Parameters
Detail of the excitation system model refer to the A type exciter in Appendix A
of refer ce [40]. The specific parameters are as follows:
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Table 3. Excitation parameters.
τR τA1 KA τA2 VRmax VRmin τE KE KF τF E1 Se1 E2 Se2
0.001 0.05 400 0.01 3 3 0.95 0.17 0.04 1 3.66 0.03 4.89 0.1
Appendix B4: Line Parameters
Line type is LGJ-400, L1 of 60 km in length, L2 of 30 km in length, L3 of 30 km in
length, L4 of 30 km in length and L5 of 100 km in length.
Appendix C
Table 4. The two-dimension boundary sampling points of small-signal
stability region.
P1 (MW) P2 (MW) Real part Imaginary part
160 192.95 0.00002 7.371781
170 180.84 0.00001 7.42214
180 168.34 0.00004 7.473076
190 155.49 0.00001 7.518541
200 142.43 0.00003 7.544407
210 128.98 0 7.568171
220 115.07 0 7.593426
230 100.64 0.00004 7.62154
240 85.64 0.00001 7.65214
250 69.94 0.00002 7.689427
Table 5. The errors of the two-dimension sampling points.












Table 6. The three-dimension boundary sampling points of small-signal
stability region.
P1 (MW) P2 (MW) P3 (MW) Real part Imaginary part
190 170.76 180 0.0001 7.536991
200 157.61 180 0 7.585456
210 144.3 180 0.00002 7.610067
220 130.58 180 0.00002 7.63315
230 116.39 180 0.00001 7.656929
190 163.21 190 0 7.52991
200 150.12 190 0.00002 7.565746
210 136.74 190 0.00004 7.590114
220 122.94 190 0.00001 7.613221
230 108.64 190 0.00001 7.638675
190 147.67 210 0.00002 7.49535
200 134.54 210 0 7.520848
210 121 210 0.00003 7.545433
220 106.98 210 0.00003 7.572346
230 92.41 210 0.00002 7.603393
190 139.64 220 0.00002 7.470371
200 126.43 220 0 7.496321
Table 7. The errors of the three-dimension sampling points.
P1 (MW) P2 (MW) P3 (MW) Error (%)
190 170.76 180 0.067958
200 157.61 180 0.013502
210 144.3 180 0.067639
220 130.58 180 0.051357
230 116.39 180 0.044867
190 163.21 190 0.008951
200 150.12 190 0.100204
210 136.74 190 0.141877
220 122.94 190 0.111855
230 108.64 190 0.002365
190 147.67 210 0.085745
200 134.54 210 0.16861
210 121 210 0.182398
220 106.98 210 0.116044
230 92.41 210 0.040263
190 139.64 220 0.079899
200 126.43 220 0.148584
210 112.78 220 0.144009
220 98.64 220 0.058873
230 83.92 220 0.119396
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Table 8. The four-dimension boundary sampling points of small-signal stability region.
P1 (MW) P2 (MW) P3 (MW) P4 (MW) Real part Imaginary part
164.25 130 90 130 0.00002 6.182942
162 130.11 93 130 0.00005 6.135284
160 132 95 128.23 0.00002 6.130719
155 135 92 133.33 0.00009 6.108222
155 135 89 136.1 0.00006 6.11538
150 139.94 90 135 0.00012 6.123751
153.94 140 90 130 0.00003 6.195451
156.63 130 100 130 0 6.015732
155.96 130 90 140 0 6.026069
151 135 108 123.01 0.00001 5.995063
154.24 140 95 125 0.00001 6.186703
142.92 145 103 125 0.00005 6.069223
143.43 150 90 130 0.00003 6.213094
147 135 100 134.51 0.00008 5.94512
152.053 130 105 130 0 5.92228
136 148.31 80 150 0.00013 6.061767
130.98 150 105 130 0.00007 5.96777
Table 9. The errors of the four-dimension sampling points.
P1 (MW) P2 (MW) P3 (MW) P4 (MW) Error (%)
164.25 130 90 130 0.084283
162 130.11 93 130 0.019028
160 132 95 128.23 0.003579
155 135 92 133.33 0.033593
155 135 89 136.1 0.028496
150 139.94 90 135 0.040916
153.94 140 90 130 0.03755
156.63 130 100 130 0.031047
155.96 130 90 140 0.01475
151 135 108 123.01 0.042525
154.24 140 95 125 0.036604
142.92 145 103 125 0.065856
143.43 150 90 130 0.031106
147 135 100 134.51 0.050112
152.053 130 105 130 0.066951
136 148.31 80 150 0.001088
130.98 150 105 130 0.064887
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The Three-Phase Power Router and Its
Operation with Matrix Converter toward
Smart-Grid Applications
Alexandros Kordonis, Ryo Takahashi, Daichi Nishihara and Takashi Hikihara
Abstract: A power router has been recently developed for both AC and DC
applications that has the potential for smart-grid applications. This study focuses
on three-phase power switching through the development of an experimental setup
which consists of a three-phase direct AC/AC matrix converter with a power router
attached to its output. Various experimental switching scenarios with the loads
connected to different input sources were investigated. The crescent introduction
of decentralized power generators throughout the power-grid obligates us to take
measurements for a better distribution and management of the power. Power routers
and matrix converters have great potential to succeed this goal with the help of
power electronics devices. In this paper, a novel experimental three-phase power
switching was achieved and the advantages of this operation are presented, such as
on-demand and constant power supply at the desired loads.
Reprinted from Energies. Cite as: Kordonis, A.; Takahashi, R.; Nishihara, D.;
Hikihara, T. The Three-Phase Power Router and Its Operation with Matrix Converter
toward Smart-Grid Applications. Energies 2015, 8, 3034–3046.
1. Introduction
Distribution power-grids are undoubtedly one of the most complex systems
humanity has ever created. Their structural vulnerability is a crucial factor [1] and the
introduction of smart-grids and renewable energy sources has increased the difficulty
of the analysis [2] since many parameters have to be taken into consideration in
contrast with the straight-forward classic power supply. This increase in complexity
requires new methods of power routing. In other words, it is obvious that power
management is necessary in order to perform an effective power routing of this vast
amount of newly incorporated renewable resources.
The initial stage of a power router has already been developed for DC
applications [3] where the power is transferred on demand from the desired source
to the desired load. This is now expanded to include AC applications [4,5] with
circuit switching of two power lines and multiple routers in both parallel and series
configurations, i.e., an AC power routing network system can be created. The
purpose of this project is to create a power network that can be readily adapted
to the existing one, and can ultimately provide better regulation, distribution, and
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transmission of power. Power packet dispatching systems [6] and intelligent power
switches [7,8] have also been investigated for the purpose of improved power
delivery. The feasibility of the power router requires further testing for practical
applications; however, this study is aimed at demonstrating the feasibility of power
router switching in three-phase systems. Such a system is investigated in this work
because three-phase systems are commonly used in the majority of power-grids.
Another emerging technology for power systems is the matrix converter [9], which
also has potential in applications with renewable resources and smart-grids [10–12] as
it can convert energy like a classic transformer but also offers other advantages such
as control of bidirectional power flow and better isolation [13,14]. Previous studies
have already experimented with a matrix converter [15] and AC conversion [16], and
the combination of both in a single apparatus is a natural extension of this research.
Matrix converters have the potential to be an essential part of the power
electronic transformer (PET) [17,18] as a crucial means of coordinating between
centralized and decentralized control, as also one of the “great challenges” of the
power systems mentioned in [19]. The conventional way of transformer reaches
the end of its era with the constant development of power electronics and the
introduction of matrix converter and PET. Matrix converter has shown good efficiency
results with the use of SiC devices in higher switching frequencies [15], fact that
allows the replacement of the classic transformer by matrix converter topologies.
Furthermore, a matrix converter with high frequency transformers has already shown
its superiority versus the conventional ways as in [20,21]. PET has the possibility
of achieving this challenge since it implements power electronics devices that can
easily function under control. Other great advantages of PET include reduction
of the overall size and cost [22] by implementing high frequency operation. It is
important to mention, that in the final PET design other issues have to be taken into
consideration such as voltage insulation, core size, flux densities, etc. [23].
This paper consists of four sections including this introduction. Section II of this
paper describes the power router and matrix converter, and how the overall circuit is
assembled. Section III describes the experimental and simulated results for various
switching scenarios. The final section presents our conclusions.
2. Matrix Converter and Power Router
With the power control being increasingly decentralized, we consider the case
of an area where power routers can be installed in every house or commercial facility,
as shown in Figure 1. The utility-grid is linked to the smart-grid through the point
of common coupling (PCC) with various loads and decentralized power generators
(DPG) distributed throughout the latter smart-grid. The introduction of power
routers, represented by the red blocks, enables the partitioning of the smart-grid into
smaller segments, called micro-grids.
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With the power control being increasingly decentralized, we consider the case of an area where
power routers can be installed in every house or commercial facility, as shown in Figure 1. The
utility-grid is linked to the smart-grid through the point of common coupling (PCC) with various loads
and decentralized power generators (DPG) distributed throughout the latter smart-grid. The introduction







Figure 1. Smart-grid schematic. Power routers are distributed throughout the smart-grid
(red blocks) partitioning it into smaller parts called micro-grids. Connection with the
utility-grid is achieved at the point of common coupling (PCC). The conventional PCC (bulk
transformer) will be replaced by a power electronic transformer (PET) which is smaller and
more effective than the conventional one. The decentralized power generators (DPG) can be
wind generators, solar cells, batteries, electric vehicles, etc.
The PCC is conventionally a bulk transformer that can transform the medium level voltage supply
to low voltage supply. The introduction of PET [24,25] however leads to better regulation and
control of the bidirectional power flow between the utility- and smart-grids. A possible PET assembly
compromises two AC/AC matrix converters with a high frequency link wherein a compact electronic
transformer is installed. Various PET topologies have been compared in previous literature [26] and the
efficiency superiority of high frequency transformer versus the conventional low frequency one is
investigated in [27].
Figure 1. Smart-grid schematic. Power routers are distributed throughout
the smart-grid (red blocks) partitioning it into smaller parts called micro-grids.
Connection with the utility-grid is achieved at the point of common coupling (PCC).
The conventional PCC (bulk transformer) will be replaced by a power electronic
transform r (PET) which is smaller and more effective than the conventional one.
The decentralized power generators (DPG) can be wind generators, solar cells,
batteries, electric vehicles, etc.
The PCC is conventionally a bulk transformer that can transform the medium
level voltage supply to low voltage supply. The introduction of PET [24,25] however
leads to better regulation and control of the bidirectional power flow between the
utility- and smart-grids. A possible PET assembly compromises two AC/AC matrix
converters with a high frequency link wherein a compact electronic transformer is
installed. Various PET top logi s have been compared in previous literature [26] and
the efficiency superiority of high frequency transformer versus the conventional low
frequency one is investigated in [27].
Power routers, which can be distributed according to the load-demand, can
perform switching to connect particular loads with the desired input sources. We
assume the routers and matrix converters to have m inputs and n outputs, as shown
in Figure 2. The matrix converter receives the input phases from the utility-grid and
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outputs them to the power routers installed on the smart-grid which may also receive
power from DPGs. One or more routers together can form a micro-grid according
to the localized control system needs. This study considers the most common case
scenario of a three-phase system. Therefore, we will scale down our experiments to
only three-phases. It can be understood from Figure 2 that the power routers can
form a power network that will be consisted not only from power utilities but also
from information ones. This can also be described as a next step towards the so-called
Enernet [28,29], where the electrical power (i.e., electrical energy) can coexist with
the information (i.e., internet, communications, etc.) [30]. Another important part
is to distinguish the roles of matrix converter and power router. Matrix converters
have the ability to replace the bulk transformers by offering active control of the
point of common coupling. That is the main reason a matrix converter is used in this
experimental work. On the other hand, the main focus is on power line switching
with the aid of power routers.
Energies 2015, 8 3037
Power routers, which can be distributed according to the load-demand, can perform switching to
connect particular loads with the desired input sources. We assume the routers and matrix converters to
have m inputs and n outputs, as shown in Figure 2. The matrix converter receives the input phases
from the utility-grid and outputs them to the power routers installed on the smart-grid which may
also receive power from DPGs. One or more routers ogether can form a micro-grid according to the
localized control system needs. This study considers the most common case scenario of a three-phase
system. Therefore, we will scale down our experiments to only three-phases. It can be understood from
Figure 2 that the power routers can form a power network that will be consisted not only from power
utilities but also from information ones. This can also be described as a next step towards the so-called
Enernet [28,29], where the electrical power (i.e., electrical energy) can coexist with the information
(i.e., internet, communications, etc.) [30]. Another important part is to distinguish the roles of matrix
converter and power router. Matrix converters have the ability to replace the bulk transformers by
offering active control f the po t of common coupling. That is the main reason a matrix converter is
used in this xperimental work. On the other ha , t e ain focus is on power line switching with the aid
of power routers.





    





    





    











      
 
 
Figure 2. Generalized idea of matrix converter and power routers. All can have multiple
input/output ports and various decentralized power generators (DPG) are distributed within
the smart-grid.
The matrix converter has already been studied through both simulation and experiment from the
authors [15]. This is called direct topology and its main difference from the indirect one is the lack of
the DC link. Several advantages of the DC link have been proposed for better power quality such as
in [31]. On the other hand, the authors’ goal is mainly focused on a solid-state solution with no DC
link for more compact final design. The behavior of the combined power router and matrix converter
represents the next step towards the implementation of a system of PET with power routers. The system
into consideration is shown in Figure 3. A three-phase voltage source feeds nine bidirectional switches
with power supplied through the input filter. Ideal switches can be considered for the simulations but in
the experiment two power MOSFETs with their sources connected can form a bidirectional switch. After
the output filter, the lines are distributed to the inputs of the power router. It is important to note that a
Figure 2. Generalized idea of matrix converter and power routers. All can have
multiple input/output ports and various decentralized power generators (DPG)
are d stributed within the smart-grid.
The matrix converter has already been studied through b th simulation and
experiment from the authors [15]. This is called direct topology and its main
difference from the indirect one is the lack of the DC link. Several advantages
of the DC link have been proposed for better power quality such as in [31]. On the
other hand, the authors’ goal is mainly focused on a solid-state solution with no DC
link for more compact final design. The behavior of the combined power router and
matrix converter represents the next step towards the implementation of a system
of PET with po er routers. The system into consideration is shown in Figure 3.
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A three-phase voltage source feeds nine bidirectional switches with power supplied
through the input filter. Ideal switches can be considered for the simulations but
in the experiment two power MOSFETs with their sources connected can form a
bidirectional switch. After the output filter, the lines are distributed to the inputs
of the power router. It is important to note that a power router has several inputs.
Apart from the three-phase utility-grid sources, renewable energy power sources
could also be connected with the power router. This is exactly where the advantage
and the full potential of the power router lie on. It can accordingly distribute the
supplies to the equivalent loads by ensuring constant power at certain loads. In
addition, it can use DPGs to their maximum capacity by ensuring a not overloaded
utility-grid as well as a novel and agile power delivery.
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Figure 3. Simplified circuit topology of the direct matrix converter and the power router
attached to its output. Both are three-phase input/output systems. The switch groups for
state 1 and 2 of Table 1 are also obvious.
Table 1. State 1 is the steady state before switching. Each load is fed with a
different phase-to-phase voltage after switching (State 2). AB, BC, and CA refer to the
phase-to-phase voltages.




The matrix converter utilizes the Venturini control modulation [32] described in [33]. This modulation
creates an output voltage via the feedback of the input and target output voltages. As it was mentioned
in the beginning, PET usually performs medium level voltage transformation into low level voltage
(e.g., 6.6 kV to 100 V). In this paper, since the limitation of facilities at high voltage in laboratory,
test level voltages are applied. As a result for the sake of equivalency in the experimental setup, the
input voltage is set to 10 V and the voltage ratio of the matrix converter is set to 0.1 so that the output
voltage of the converter is 1 V. Keeping the generality of discussion, let us consider the system base
for both experiment and simulation results represented in per unit quantities. The LC filters are included
in order to cut off any high frequency harmonics and are set as follows: L = 33 mH, C = 180 µF,
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The matrix converter utilizes the Venturini control modulation [32] described
in [33]. This modulation creates an output voltage via the feedback of the input and
target output voltages. As it was mentioned in the beginning, PET usually performs
medium level voltage transformation into low level voltage (e.g., 6.6 kV to 100 V).
In this paper, since the limitation of facilities at high voltage in laboratory, test level
voltages are applied. As a result for the sake of equivalency in the experimental
setup, the input voltage is set to 10 V and the voltage ratio of the matrix converter is
set to 0.1 so that the output voltage of the converter is 1 V. Keeping the generality
of discussion, let us consider the system base for both experiment and simulation
results represented in per unit quantities. The LC filters are included in order to
cut off any high frequency harmonics and are set as follows: L = 33 mH, C = 180 ¯F,
Load1,2,3 = 15 Ω with the line resistances of a few Ohms for the sake of device
protection. The switching frequency is set to 24.4 kHz and the pulses are digitally
created utilizing a field programmable gate array (FPGA).
As it was mentioned before, smart power distribution, circuit switching, and
constant power delivery to the desired loads are very challenging and important
tasks. Ideally, all loads should have the capability of being fed with power from
more than one input source. This basic switching scenario is also shown in Figure 3.
The switches of the power router are separated into two groups. At first, the purple
switches are on, and state 1 is set to the output. State 2 is set according to Table 1
during which the blue switches are on after the moment of switching. The loads
are always fed with power but from different sources after the switching. The
experimental prototype power router is shown in Figure 4. The line connections of
the power cables are also schematically presented. Power router has four inputs
and eight outputs and each input can be programmed to be outputted at one of
its equivalent two outputs. Power line communication (PLC), which is the black
box in the photograph, is used for controlling the power router through a personal
computer. As Figure 4 shows, a power router input is considered to be a matrix
converter output phase-to-phase voltage. When switching is performed such that a
line is considered to fail, the equivalent phase-to-phase voltage is not reproduced at
the output of the power router.
The power router specifications are a maximum operating voltage of 100–200 Vrms,
continuous maximum power of 1 kW, and with Si-MOSFETs implemented as
switches (450 V, 17 A). Increase of maximum power can be succeeded by
implementing wide-bandgap SiC devices and such power routers are under
development by our research group. Every ideal switch has to be implemented
with the combination of two power MOSFETs. An insight figure of the power router
is shown at Figure 5. How a single input phase can be transmitted to either of the two
possible outputs is shown in the low part of the figure. Four bidirectional switches
with their equivalent drive circuits are the main parts of the system. On the top,
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one of the bidirectional switches with its control circuit is graphically represented.
It is obvious that the two MOSFETs have their sources connected so that only one
drive circuit is sufficient. A photocoupler is the main responsible circuit for the
bidirectional switch control. The combination of output ports among the different
switch circuit units realises the circuit switching function of the power router. The
design of the power router has scalability since the change of the number of switching
circuit units does not affect the generality of the function. The following experimental
results, although performed in test level voltages, can be scaled to higher voltage
setup when the device ratings and power capacities are increased.
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of the power cables are also schematically presented. Power router has four inputs and eight outputs
and each input can be programmed to be outputted at one of its equivalent two outputs. Power line
communication (PLC), which is the black box in the photograph, is used for controlling the power router
through a personal computer. As Figure 4 shows, a power router input is con idered to be a matrix
converter output phase-to-phase voltage. When switching is performed such that a line is considered to
fail, the equivalent phase-to-phase voltage is not reproduced at the output of the power router.
Figure 4. Experimental prototype power router and connection setup of input and output
phases. This power router can be fed with up to four input sources and has eight outputs.
For example, input 1 can be outputted at port A1-A2 or B1-B2 by the equivalent control.
The last input of the power router is unconnected since three-phase switching is desired.
The power router specifications are a maximum operating voltage of 100–200 Vrms, continuous
maximum power of 1 kW, and with Si-MOSFETs implemented as switches (450 V, 17 A). Increase
of maximum power can be succeeded by implementing wide-bandgap SiC devices and such power
routers are under development by our research group. Every ideal switch has to be implemented with the
combination of two power MOSFETs. An insight figure of the power router is shown at Figure 5. How a
Figure 4. Experimental prototype power router and co ction setup of input and
output phases. This power router can be fed with up to four input sources and
has eight outputs. For example, input 1 can be outputted at port A1-A2 or B1-B2
by the equivalent control. The last input of the power router is unconnected since
three-p ase s itching is desired.
Although the isolation can be achieved in the PET topology, it can also be
achieved in the topology of Figure 3 and especially of that of Figure 2. This ability
is based on the power routers. The input of the system, i.e., the matrix converter,
can be isolated in case of an emergency if the equival nt power router isconnects
from its loads. As a result, the operation of the input and the other power routers
can remain safe.
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single input phase can be transmitted to either of the two possible outputs is shown in the low part of the
figure. Four bidirectional switches with their equivalent drive circuits are the main parts of the system.
On the top, one of the bidirectional switches with its control circuit is graphically represented. It is
obvious that the two MOSFETs have their sources connected so that only one drive circuit is sufficient.
A photocoupler is the main responsible circuit for the bidirectional switch control. The combination
of output ports among the different switch circuit units realises the circuit switching function of the
power router. The design of the power router has scalability since the change of the number of switching
circuit units does not affect the generality of the function. The following experimental results, although















































Figure 5. Power router switch layout and how a single input is transmitted to either of the
two available outputs.
Although the isolation can be achieved in the PET topology, it can also be achieved in the topology
of Figure 3 and especially of that of Figure 2. This ability is based on the power routers. The input of
the system, i.e., the matrix converter, can be isolated in case of an emergency if the equivalent power
router disconnects from its loads. As a result, the operation of the input and the other power routers can
remain safe.
3. Results and Discussion
In the beginning, the scenario discussed in the previous section will be presented. It is a three-phase
switching during which all the loads are connected to different inputs. In particular, Table 1 shows
load 1 which is initially connected to phase AB, but after switching it is connected to phase CA. Load 2
switches from BC to AB, and load three switches from CA to BC. The experimental results are shown
in Figure 6a. In the small circuit diagram, the colored lines indicate the line connections after switching
and refer to the phase-to-phase voltages. The experimental result is also confirmed from the simulations
Figure 5. Power router switch layout and how a single input is transmitted to either
of the two available outputs.
3. Results and Discussion
In the beginning, the scenario discussed in the previous section will be presented.
It is a three-phase switching during which all the loads are connected to different
inputs. In particular, Table 1 shows load 1 which is initially connected to phase
AB, but after switching it is connected to phase CA. Load 2 switches from BC to
AB, and load three switches from CA to BC. The experimental results are shown in
Figure 6a. In the small circuit diagram, the colored lines indicate the line connections
after switching and refer to the phase-to-phase voltages. The experimental result
is also confirmed from the simulations in Figure 6b. If the practical system is
considered (medium level voltage at 6.6 kV and low level voltage at 100 V) then 1 p.u.
corresponds to 100 V. The simulations are generated from a Simulink Matlab model
based on Figure 3.
Various switching scenarios were further tested. Instead of a phase-to-phase
voltage from now on, we will just refer to phase A, B, and C for the sake of simplicity.
For the case of a critical load in phase C (load 3), phases B and C are disconnected
from the output representative of a system failure. In this case, switching between
phases A and C shou d take place as show in Fig re 7a. The voltag has been
maintained at output C as a result of the succesful power routing. Verification of the
experiment is shown in the simulation of Figure 7b. There is a small overvoltage in
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the output of power router after the moment of switching, which is possibly due to
a resonance between the power router and the output filter of the matrix converter.
On the other hand, some line resistances have been installed in the experimental
power router input for its protection and also for the suppression of such kind of
undesired transients.
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Figure 6. (a) shows the experimental three-phase switching based on Table 1. The loads
are fed with power but from different sources after power routing. (b) is the simulation
verification. There is good correspondence between the two methods.
Various switching scenarios were further tested. Instead of a phase-to-phase voltage from now on,
we will just refer to phase A, B, and C for the sake of simplicity. For the case of a critical load in
phase C (load 3), phases B and C are disconnected from the output representative of a system failure.
In this case, switching between phases A and C should take place as shown in Figure 7a. The voltage has
been maintained at output C as a result of the succesful power routing. Verification of the experiment
is shown in the simulation of Figure 7b. There is a small overvoltage in the output of power router
after the moment of switching, which is possibly due to a resonance between the power router and
the output filter of the matrix converter. On the other hand, some line resistances have been installed
in the experimental power router input for its protection and also for the suppression of such kind of
undesired transients.
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Figure 7. (a) shows the experimental switching with one critical load and failure in 2
power router outputs. The critical load is successfully fed with power; (b) is the simulation
verification. Small transients at the moment of switching caused by resonances between the
power router and matrix converter output filter.
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power router outputs. The critical load is successfully fed with power; (b) is the simulation
verification. Small transients at the moment of switching caused by resonances between the
power router and matrix converter output filter.
Figure 6. (a) shows the experimental three-phase switching based on Table 1. The
loads are fed with power but from different sources after power routing. (b) is the
simulation verification. There is good correspondence between the two methods.
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Figure 7. (a) shows the exp rimental switching with one critical load nd failure in 2
power router outp ts. The critical load is successfully fed with power; (b) is the simulation
verification. Small transients a the mo ent of switching caused by resonances betw en the
power router and matrix converter outp t fil er.
Figure 7. (a) shows the experimental s itching with one critical load and failure
in 2 power router outputs. The critical load is successfully fed with power; (b) is
the simulation verification. Small transients at the moment of switching caused by
resonances between the power router and matrix converter output filter.
The final switching scenario is as shown in Figure 8a. In this case, phase B fails
but load 2 is successfully fed with power due to switching with phase A. Phase C on
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the other hand feeds load 1 in phase A after power switching. In this case, load 3 has
no power but the other two loads are successfully functioning. The transients are
more obvious here, as shown in Figure 8b simulation results. Currents show similar
behavior since we are experimenting with resistive loads.
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Figure 8. (a) shows the experimental power switching in a three-phase load while there
is one failure in a power router output and two line switchings; (b) is the simulation
verification. The transients become apparent at the moment of switching. Line resistances
in the experimental power router inputs were implemented to ensure safe operation.
In general, power router realizes the switching between two input lines at the moment when the two
powers of these lines are equal in order to achieve soft-switching and reduce the power losses. During
the above experiments however, several switchings are simultaneously performed so that hard-switching
was also implemented. The Simulink model implements hard-switching techniques in all cases.
Future studies should include the investigation of new control methods with faster and lower power
loss switching, as well as power routing with both DC and AC sources. Investigation of unbalanced
input sources is also of great importance as the majority of loads throughout the grid are unbalanced.
The matrix converter creates an unbalanced output supply and power routing is performed as shown in
Figure 9. There is also a characteristic delay between the switching due to the fact that the power router
is unable to function properly for some msec due to the voltage imbalance (i.e., power imbalance), but in
the end it performs the necessary switchings. As it was mentioned before, power comparison decides the
moment of switching. The unbalanced scenario creates unbalanced powers so as a result the comparison
between them is a more complicated task for the control unit which is based on a more symmetrical
scenario. We are currently working on such topics such as this delay reduction in order to reduce the
switching losses. Load imbalance scenarios for power router are also investigated in [5]. In addition,
the control modulation should cooperate with the power router so that matrix converter can create the
desired voltage amplitude and phase correction according to the power need of each load. The main next
topic is the inclusion of a PET in this system and the investigation of dynamics of the overall system.
In detail, research remains to be done as far as the practical materials and engineering problems of PET
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Figure 8. (a) shows the experimental po er switching in a three-phase load while
there is one failure in a power router output and two line switchings; (b) is the
simulation verification. The transients become apparent at the moment of switching.
Line resistances in the experimental power router inputs were implemented to
ensure safe o eration.
In general, power router realizes the switching between two input lines at
the moment when the two powers of these lines are equal in order to achieve
soft-switching and reduce the power losses. During the above experiments however,
several witchings are simult neously performed so that hard-switching w s also
i plemented. The Simulink model implements hard-switching techniques in
all cases.
Future studies should include the investigation of new control methods with
faster and lower power loss switching, as well as power routing with both DC and
AC sources. Investigation of unbalanced input source is also of great importance
as the majority of loads through t the grid are unbalanced. The matrix c nverter
creates an unbalanced output supply and power routing is performed as shown
in Figure 9. There is also a characteristic delay between the switching due to the
fact that the power router is unable to function properly for some msec due to the
voltage imbalan (i.e., po er imbalance), but in the end it p rforms the necessary
switchings. As it was mentioned before, power comparison decides the moment of
switching. The unbalanced scenario creates unbalanced powers so as a result the
comparison between them is a more complicated task for the control unit which is
123
based on a more symmetrical scenario. We are currently working on such topics
such as this delay reduction in order to reduce the switching losses. Load imbalance
scenarios for power router are also investigated in [5]. In addition, the control
modulation should cooperate with the power router so that matrix converter can
create the desired voltage amplitude and phase correction according to the power
need of each load. The main next topic is the inclusion of a PET in this system and
the investigation of dynamics of the overall system. In detail, research remains to be
done as far as the practical materials and engineering problems of PET are concerned
including isolation, devices, and so on. These are the future problems as the history
of conventional power apparatuses.
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are concerned including isolation, devices, and so on. These are the future problems as the history of
conventional power apparatuses.
Figure 9. Experimental power routing for unbalanced sources. Power router can
successfully make the switching but there is a characteristic delay between switching caused
by this voltage imbalance.
4. Conclusions
This paper demonstrates a novel three-phase power routing. An experimental prototype power router
was used with a direct AC/AC matrix converter. The overall system was tested under various switching
scenarios and was successfully operated. Matrix converters and power routers will constitute the next
generation of power-grids so that their investigation in a unified system is critical. The overall system
successfully performed power routing but with some delay in the unbalanced sources scenario.
Acknowledgments
This work is partially supported by the Regional Innovation Cluster Program “Kyoto Environmental
Nanotechnology Cluster”, JST supported Super Cluster Project of Kyoto, Consultation of a
High-Efficiency Energy Utilization System Realizing Clean and Low Environmental Load Society,
and the Excellent Graduate Schools Program in Kyoto University. Moreover this work was
supported by Global Warming Mitigation Measure Technology and Demonstration Research Project:
“Developing a Local-Exchange Energy System that Uses the Rail System to Create Heat and Power
Source Independency for Existing Equipment” by the Japanese Ministry of Environment (fiscal years
2012–2014). The authors are grateful to the reviewers for their comments and careful reading
of the manuscript.
We would also like to acknowledge the assistance of ROHM Semiconductor Co. Ltd. for the
prototype Silicon Carbide semiconductor providing. Alexandros Kordonis would also like to appreciate
the help of Alexander Draude for his contribution of Figure 1.
Figure 9. Experimental power routing for unbalanced sources. Power router
can successfully make the switching but there is a characteristic delay between
switching caused by this voltage imbalance.
4. Conclusions
This paper demonstrates a novel three-phase power routing. An experimental
prototype power router was used with a direct AC/AC matrix converter. The
overall system was tested under various switching scenarios and was successfully
operated. Matrix converters and power routers will constitute the next generation
of power-grids so that their investigation in a unified system is critical. The overall
system successfully performed pow routing but with ome delay in th unbala ced
sources scenario.
Acknowledgments: This work is partially supported by the Regional Innovation Cluster
Program “Ky to Environmental Nanotechnology Cluster”, JST upported Super Cluster
Project of Kyoto, Consultation of a High-Efficiency Energy Utilization System Realizing Clean
and Low Environmental Load Society, and the Excellent Graduate Schools Program in Kyoto
124
University. Moreover this work was supported by Global Warming Mitigation Measure
Technology and Demonstration Research Project: “Developing a Local-Exchange Energy
System that Uses the Rail System to Create Heat and Power Source Independency for Existing
Equipment” by the Japanese Ministry of Environment (fiscal years 2012–2014). The authors are
grateful to the reviewers for their comments and careful reading of the manuscript. We would
also like to acknowledge the assistance of ROHM Semiconductor Co. Ltd. for the prototype
Silicon Carbide semiconductor providing. Alexandros Kordonis would also like to appreciate
the help of Alexander Draude for his contribution of Figure 1.
Author Contributions: Alexandros Kordonis contributed to the simulation/experimental
results and to the general organization of the article writing process. Ryo Takahashi and Daichi
Nishihara contributed to the development of the power router and have the responsibilities on
the programed operation. Takashi Hikihara has a responsibility on the project to develop PET
and power router, including circuit design, based on the applications of SiC power devices.
All of the authors contributed to the writing process of this research article.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. Mei, S.; Cao, M.; Zhang, X. Power Grid Complexity; Springer: Berlin, Germany, 2011.
2. Hammons, T. Integrating renewable energy sources into european grids. Int. J. Electr.
Power Energy Syst. 2008, 30, 462–475.
3. Takuno, T.; Koyama, M.; Hikihara, T. In-home power distribution systems by circuit
switching and power packet dispatching. In Proceedings of the First IEEE International
Conference Smart Grid Communications (SmartGridComm), Gaithersburg, MD, USA,
4–6 October 2010; pp. 427–430.
4. Takuno, T.; Kitamori, Y.; Takahashi, R.; Hikihara, T. Ac power routing system in home
based on demand and supply utilizing distributed power sources. Energies 2011, 4,
717–726.
5. Takahashi, R.; Kitamori, Y.; Hikihara, T. Ac power local network with multiple power
routers. Energies 2013, 6, 6293–6303.
6. Tashiro, K.; Takahashi, R.; Hikihara, T. Feasibility of power packet dispatching at in-home
dc distribution network. In Proceedings of the IEEE Third International Conference
Smart Grid Communications (SmartGridComm), Tainan, Taiwan, 5–8 November 2012;
pp. 401–405.
7. He, M.M.; Reutzel, E.M.; Jiang, X.; Katz, R.H.; Sanders, S.R.; Culler, D.E.; Lutz, K.
An architecture for local energy generation, distribution, and sharing. In Proceedings of
the IEEE Conference Energy 2030, Atlanta, GA, USA, 17–18 November 2008; pp. 1–6.
8. Lu, G.; De, D.; Song, W.Z. Smartgridlab: A laboratory-based smart grid testbed.
In Proceedings of the First IEEE International Conference Smart Grid Communications
(SmartGridComm), Gaithersburg, MD, USA, 4–6 October 2010; pp. 143–148.
9. Szczesniak, P. Three-Phase AC–AC Power Converters Based on Matrix Converter Topology;
Springer: London, UK, 2013.
10. Chang, Y.H. Design and analysis of power-cmos-gate-based switched-capacitor dc-dc
converter with step-down and step-up modes. Int. J. Circuit Theory Appl. 2003, 31,
483–511.
125
11. Sumithira, T.; Kumar, A.N. An experimental investigation on off-grid solar photovoltaic
power system using matrix converter. J. Sci. Ind. Res. 2014, 73, 124–128.
12. Cárdenas, R.; Peña, R.; Tobar, G.; Clare, J.; Wheeler, P.; Asher, G. Stability analysis of
a wind energy conversion system based on a doubly fed induction generator fed by a
matrix converter. IEEE Trans. Ind. Electr. 2009, 56, 4194–4206.
13. Shah, J.; Gupta, R.K.; Mohapatra, K.K.; Mohan, N. Power management with a dynamic
power limit by a power electronic transformer for micro-grid. In Proceedings of the
Power and Energy Society General Meeting, Minneapolis, MN, USA, 25–29 July 2010;
pp. 1–5.
14. Mohapatra, K.K.; Gupta, R.; Thuta, S.; Somani, A.; Umarikar, A.; Basu, K.; Mohan, N. New
research on ac–ac converters without intermediate storage and their applications in
power-electronic transformers and ac drives. IEEJ Trans. Electr. Electron. Eng. 2009, 4,
591–601.
15. Kordonis, A.; Hikihara, T. Dynamic model of direct matrix converter and its experimental
validation. Int. J. Circuit Theory Appl. 2015, doi:10.1002/cta.2072.
16. Kordonis, A.; Takahashi, R.; Hikihara, T. Ac/Ac converter towards power routing
systems in smart-grids: Advantage on operation by nonlinear dynamics. In Proceedings
of the IEEE 2nd Global Conference Consumer Electronics (GCCE), Tolyo, Japan,
1–4 October 2013; pp. 158–159.
17. Manjrekar, M.D.; Kieferndorf, R.; Venkataramanan, G. Power electronic transformers for
utility applications. In Proceedings of the Industry Applications Conference, Rome,
Italy, 8–12 October 2000; Volume 4, pp. 2496–2502.
18. Ronan, E.R.; Sudhoff, S.D.; Glover, S.F.; Galloway, D.L. A power electronic-based
distribution transformer. IEEE Trans. Power Deliv. 2002, 17, 537–543.
19. Amin, S.M.; Wollenberg, B.F. Toward a smart grid: Power delivery for the 21st Century.
IEEE Power Energy Mag. 2005, 3, 34–41.
20. Garces, A.; Molinas, M. A study of efficiency in a reduced matrix converter for offshore
wind farms. IEEE Trans. Ind. Electron. 2012, 59, 184–193.
21. Mohapatra, K.K.; Mohan, N. Matrix converter fed open-ended power electronic
transformer for power system application. In Proceedings of the Power and Energy
Society General Meeting—Conversion and Delivery of Electrical Energy in the 21st
Century, Pittsburgh, PA, USA, 20–24 July 2008; pp. 1–6.
22. Shah, J.K. Dynamic Power Flow Control for a Smart Micro-grid by a Power Electronic
Transformer. Ph.D. Thesis, University of Minnesota, Minneapolis, MN, USA, 2011.
23. Erickson, R.W.; Dragan, M. Fundamentals of Power Electronics; Springer: New York, NY,
USA, 2011.
24. Iman-Eini, H.; Schanen, J.; Farhangi, S.; Barbaroux, J.; Keradec, J. A power electronic
based transformer for feeding sensitive loads. In Proceedings of the Power Electronics
Specialists Conference, PESC 2008 IEEE, Rhodes, Greece, 15–19 June 2008; pp. 2549–2555.
126
25. Basu, K.; Gupta, R.K.; Nath, S.; Castelino, G.F.; Mohapatra, K.K.; Mohan, N. Research in
matrix-converter based three-phase power-electronic transformers. In Proceedings of
the IEEE International Conference Power Electronics Conference (IPEC), Sapporo, Japan,
21–24 June 2010; pp. 2799–2803.
26. Sabahi, M.; Goharrizi, A.Y.; Hosseini, S.H.; Sharifian, M.B.B.; Gharehpetian, G.B. Flexible
power electronic transformer. IEEE Trans. Power Electron. 2010, 25, 2159–2169.
27. Kang, M.; Enjeti, P.N.; Pitel, I.J. Analysis and design of electronic transformers for electric
power distribution system. IEEE Trans. Power Electron. 1999, 14, 1133–1141.
28. Metcalfe. B. Presented at Singularity University, Moffett Field, CA, USA, July 2009.
29. Patterson, B.T. DC, come home: DC microgrids and the birth of the "Enernet". IEEE Power
Energy Mag. 2012, 10, 60–69.
30. Ricciardi, S.; Santos-Boada, G.; Klinkowski, M.; Careglio, D.; Palmieri, F. Towards Service
Orchestration between Smart Grids and Telecom Networks; Springer: Berlin, Germany, 2013.
31. Watson, A.J.; Dang, H.Q.S.; Wheeler, P.W.; Clare, J.C.; Mondal, G.; Rufer, A.R.;
Kenzelmann, S.; De Novaes, Y. A novel multilevel converter structure integrated into
power systems and its performance evaluation. In Proceedings of the 13th European
Conference on Power Electronics and Applications, Barcelona, Spain, 8–10 September
2009; pp. 1–10.
32. Venturini, M.; Alesina, A. The generalised transformer-a new bidirectional sinusoidal
waveform frequency converter with continuously adjustable input power factor.
In Proceedings of the PESC’80, Power Electronics Specialists Conference, Atlanta, GA,
USA, 16–20 June 1980; pp. 242–252.
33. Wheeler, P.W.; Rodriguez, J.; Clare, J.C.; Empringham, L.; Weinstein, A. Matrix converters:
A technology review. IEEE Trans. Ind. Electron. 2002, 49, 276–288.
127
Estimation of State of Charge for Two Types
of Lithium-Ion Batteries by Nonlinear
Predictive Filter for Electric Vehicles
Yin Hua, Min Xu, Mian Li, Chengbin Ma and Chen Zhao
Abstract: Estimation of state of charge (SOC) is of great importance for lithium-ion
(Li-ion) batteries used in electric vehicles. This paper presents a state of charge
estimation method using nonlinear predictive filter (NPF) and evaluates the proposed
method on the lithium-ion batteries with different chemistries. Contrary to most
conventional filters which usually assume a zero mean white Gaussian process noise,
the advantage of NPF is that the process noise in NPF is treated as an unknown
model error and determined as a part of the solution without any prior assumption,
and it can take any statistical distribution form, which improves the estimation
accuracy. In consideration of the model accuracy and computational complexity,
a first-order equivalent circuit model is applied to characterize the battery behavior.
The experimental test is conducted on the LiCoO2 and LiFePO4 battery cells to
validate the proposed method. The results show that the NPF method is able to
accurately estimate the battery SOC and has good robust performance to the different
initial states for both cells. Furthermore, the comparison study between NPF and
well-established extended Kalman filter for battery SOC estimation indicates that the
proposed NPF method has better estimation accuracy and converges faster.
Reprinted from Energies. Cite as: Hua, Y.; Xu, M.; Li, M.; Ma, C.; Zhao, C. Estimation
of State of Charge for Two Types of Lithium-Ion Batteries by Nonlinear Predictive
Filter for Electric Vehicles. Energies 2015, 8, 3556–3577.
1. Introduction
Global warming, the petroleum crisis, and legislation pushing for higher fuel
economy and lower emissions, are leading to the development of electric vehicles
(EVs) [1,2]. As the key component of any electric vehicle, the energy storage system
attracts more and more attention. A variety of electrochemical energy storage devices
are currently used in EV applications, such as lithium-ion (Li-ion) battery, nickel metal
hydride (NiMH) battery, lead acid (LA) battery, and ultracapacitor (UC). Among
them, Li-ion batteries are viewed as the most promising energy storage units for EVs,
for its high energy density, high power density, low self-discharging rate, and long
lifespan [3,4].
However, strict requirements should be satisfied when using Li-ion batteries,
and a battery management system (BMS) is required to provide the functions
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of monitoring, estimation, and protection to ensure the safe operations of Li-ion
batteries. The state of charge (SOC), acting the similar role as the fuel meter for
the internal combustion engine system, is the most important factor for batteries
which should be accurately estimated by the BMS. The battery SOC indicates the
residual capacity of the battery system and has significant importance in predicting
the remaining driving range of EVs. Besides, accurate SOC estimation can also
prevent the batteries from over-charging and over-discharging conditions and thus
can extend the battery cycle life [5]. However, since the battery SOC cannot be
directly measured and it is affected by many factors, such as current, temperature
and battery age, estimation of the battery SOC is still a challenging problem that
needs to be solved.
A number of SOC estimation methods have been proposed. Each method
has its own advantages and limitations. Generally, these methods can be mainly
classified into two kinds: (1) direct measurement based estimation and (2) model
based estimation. The first kind of method directly uses the measurements from
battery system to calculate the SOC, such as current integration method [6], open
circuit voltage (OCV) based method [7]. The current integration method is easy to
implement with low computation, but it suffers from the low estimation accuracy
due to the accumulative errors caused by current sensor noises. In addition, it is
also difficult to obtain the initial SOC when using the current integration method.
Therefore, the open circuit voltage method is usually used complementarily with
the current integration method to recalibrate the SOC and to provide the initial SOC.
However, a long rest time of the tested battery is required to reach the open circuit
voltage, which is usually unrealistic for real world applications.
In the second kind of method, the battery model is utilized when estimating
the battery SOC. One of the model based methods for SOC estimation is based on
the black-box battery models, such as neural networks (NN) [8], fuzzy logic (FL) [9],
and support vector machine (SVM) [10]. Eddahech et al. [8] developed a recurrent
neural network as a SOC predictor that takes into account operational conditions, the
results show that the predictor allows very precise SOC estimation. Salkind et al. [9]
utilized the fuzzy logic to estimate the battery SOC by using the training datasets
obtained by impedance spectroscopy and coulomb counting techniques. Anton et al.
introduced a support vector machine based SOC estimator for a high-capacity lithium
iron manganese phosphate (LiFeMnPO4) battery cell, using cell current, cell voltage,
and cell temperature as independent variables. The results show that the SVM
SOC estimator maintains a high level of accuracy. According to the literatures, the
black-box model based methods can be quite accurate if sufficient experimental
data is used to train the model. However, their performance highly depends on the
quantity and quality of the training data set, a large amount of offline battery tests are
necessary to obtain a good model which can be very time-consuming. Optimum state
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filtering method is another kind of model based method for battery SOC estimation.
This method usually performs SOC estimation based on an equivalent circuit battery
model [11,12]. Many different state filtering methods have been investigated, such
as extended Kalman filter (EKF) [13–15], sigma point Kalman filter (SPKF) [16–18],
adaptive extended Kalman filter (AEKF) [19], adaptive unscented Kalman filter
(AUKF) [20], particle filter (PF) [21] and others [22–26]. Plett [13–17] established the
EKF and UKF based SOC estimation methods using different orders of equivalent
circuit battery models for simultaneous state and parameters estimation of LiPB
packs. Both of them obtained very good results, and the methods were robust to
different initial states. Han et al. adopt the AEKF method for SOC estimation
by adaptively updating the process and measurement noise covariance which
improved the estimation accuracy. Similarly, Hu et al. applied the AUKF for SOC
estimation. All of the Kalman filter (KF) based methods achieve very good estimation
performance because of online state error correction capability. However, there are
some shortcomings for KF based methods. For instance, the statistic distribution
of the process noise is assumed to be the zero mean white Gaussian process and
prior knowledge of the noise covariance should be known before estimating the
battery SOC. In fact, it is difficult to obtain the accurate information of the process
noises for real world applications, and the filter performance will decrease or even
diverge with inaccurate noise information. Besides, the assumption of the zero-mean
Gaussian process noises usually cannot be met in practice which can decrease the
estimation accuracy [27]. PF is another optimum state filtering methodology for SOC
estimation [21]. It is able to represent any probability density function for the state
by using Monte Carlo sampling methods which improves the estimation accuracy.
However, the computational effort is high for PF due to the large amount of particles
which makes it difficult to apply for real-world applications.
In this paper, the nonlinear predictive filter (NPF) is proposed to estimate the
SOC of Li-ion batteries and the proposed method is evaluated on the battery cells
with different chemistries. The NPF method was firstly proposed by Crassidis et al.,
for spacecraft attitude estimation and obtained satisfactory results [28]. It is a
nonlinear optimum state estimation method implemented on continuous-discrete
time systems, which is particularly suitable for battery systems [29]. In the NPF
method, the nonlinear dynamic system is treated as a preliminary model with a
to-be-determined model error part, where the preliminary model describes the
system dynamic and the model error mainly represents the system process noise.
The significant advantage of NPF method is that the process noise is treated as an
unknown model error determined as a part of the solution, and it is able to represent
any distribution form. Compared to the aforementioned direct measurement based
estimation method, the NPF method can provide more accurate results with better
robust performance of initial values due to its capability of correcting the state error
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online. In comparison with black-box model based method, the large amount of
training data sets is not required for NPF method which saves the computational
effort. The KF based method usually assumes a zero mean white Gaussian process
noise and requires the prior knowledge. In contrary, the process noise in NPF can
be any type without any restricting pre-assumptions. Therefore, the NPF based
SOC estimation method has better estimation performance and is more practical for
real-world applications. Compared to the PF method, the NPF method has lower
computation, since a large number of particles needs to be used and numerous matrix
operations are required for PF method which greatly increase the requirements for
hardware system. Additionally, the aforementioned literatures mainly perform their
methods on one type of batteries; the robustness performance of different battery
types is not discussed. In this study, the NPF method is performed on LiCoO2
(LCO) and LiFePO4 (LFP) battery cells, the experimental results show that the NPF
based method can accurately estimate the battery SOC with good robustness to
different initial values. Meanwhile, the estimation result of LFP battery suffers from
a lower accuracy than that of LCO battery due to the characteristics of the flat open
circuit voltage. Furthermore, the comparison study between NPF and EKF with the
same experimental conditions indicates that the proposed NPF method has better
estimation accuracy and faster convergence rate.
The rest of the paper is organized as follows. In Section 2, a first-order equivalent
circuit battery model is introduced. The description for SOC estimation of the Li-ion
battery cell using NPF is presented in Section 3. In Section 4, the estimation results
are analyzed and discussed to verify the proposed method. Finally, the conclusion is
provided in Section 5.
2. Battery Model
2.1. Model Structure
In order to apply NPF for SOC estimation, a suitable battery model is required
to characterize the electrochemical properties of Li-ion batteries, including: ohmic
resistance, charge transfer and diffusion. Different types of battery models have been
proposed in the literature. Among them, the equivalent circuit models (ECMs) are the
most commonly used ones for battery state estimation. The ECMs capture the battery
input-output dynamics through electrical circuit elements, such as resistor, capacitor
and voltage source, and can be easily used for model based estimation. Hu et al.
introduced a comprehensive study for different types of ECMs, and their results
indicate that the first-order ECM achieves an excellent compromise between accuracy
and complexity [30]. Therefore, as shown in Figure 1, a first-order ECM composed of
an open circuit voltage (OCV) source, a resistor, and an RC network, is used in this
study. The resistor represents the electrical resistance of battery components with
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the accumulation and dissipation of charge in the electrical double-layer. The RC
network describes the charge transfer and diffusion effect, and the voltage source
indicates the battery’s open circuit voltage which is a function of the battery SOC.
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The SOC definition f r the Li-ion battery is formulated as:






where SOCp0q is the initial SOC value, SOCptq is the battery SOC at time t, η is the
Coulombic efficiency (in this paper η is assumed as 1), IL is the input current (positive
for charge, negative for discharge) and Cn is the nominal capacity.
Equations (2) and (3) describe the electrical behavior of the Li-ion battery:
.
Upptq “ ´pRpCpq´1Upptq ` Cp´1 ILptq (2)
Utptq “ UocpSOCptqq `Up ` ILptqRs (3)
where Up is the polarization voltage, Rp and Cp are the polarization resistance and
capacitance, respectively, Ut is the battery terminal voltage, and Rs is the ohmic
resistance.
A spline function is employed to describe the relationship between the battery
open circuit voltage Uoc and battery SOC, given by Equation (4):
Uocptq “ SplinepSOCptqq (4)
2.2. Model Parameter Identification
2.2.1. Experimental Setup
In this work, two different types of battery cells, LiCoO2 (LCO) and LiFePO4
(LFP), are tested. The standard specifications of the tested cells are listed in Tables 1
and 2. The schematic diagram of the battery test bench is shown in Figure 2. It
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consists of a Takasago ZX-800LA electric power, a Kikusui PLZ150U electric load,
a NI cDAQ-9174 data acquisition system, a host PC, and a thermal chamber. The
ZX-800LA electric power can charge the battery cell with the maximum current
of 80A at the maximum voltage of 84V, while the PLZ150U electric load is able to
provide the maximum discharge current of 30A with the maximum voltage of 150V.
The electric power and load are remotely controlled by the host PC to determine the
charge/discharge power load of the tested battery cell. The data acquisition system
with a sampling rate of 10 Hz is used to capture the current, voltage, and temperature
of the tested battery and to transfer the obtained data to the host PC.
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Table 1. Battery cell (LCO) specification.
Item Specification
Cell Dimensions (mm) Ø 18 ˆ 69
Cell Weight (g) 48.2
Cell Capacity (nominal, Ah) 2.6
Cell Voltage (nominal, V) 3.7
Gravimetric Energy Density (nominal, Wh/kg) 180
Volumetric Energy Density (nominal, Wh/L) 464
Operating Temperature ´20 ˝C to 60 ˝C
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Table 2. Battery cell (LFP) specification.
Item Specification
Cell Dimensions (mm) Ø 32 ˆ 113
Cell Weight (g) 205
Cell Capacity (nominal, Ah) 4.5
Cell Voltage (nominal, V) 3.3
Gravimetric Energy Density (nominal, Wh/kg) 71
Volumetric Energy Density (nominal, Wh/L) 161
Operating Temperature ´30 ˝C to 55 ˝C
2.2.2. Parameter Identification
For the first-order battery model, the values of the model parameters as well as
the SOC-OCV relationship need to be identified. A series of battery tests, including:
capacity test, pulse current test, and open circuit voltage test, are conducted to extract
these parameters. The content of these tests are described as follows:
(1) Capacity test: The capacity test discharges the battery cell from the
fully charged state (upper-limit voltage) to the fully discharged state
(lower-limit voltage) with 0.5 C rate, and the cell capacity is referred as
the total Ampere-hours drained out of the battery during the test. The
cut-off voltages used during the test for LCO battery are Vmax = 4.2 V,
Vmin = 2.8 V, and the cut-off voltages for LFP battery are Vmax = 3.6 V,
Vmin = 2 V. The experimental results of the capacities for the tested LCO
and LFP cells are 2.62 Ah and 4.29 Ah, respectively.
(2) Pulse current test: To identify the values of the electrical circuit elements
in the first-order ECM, a pulse current test is conducted on the battery
cells at 10% SOC intervals starting from 0.9 to 0.3. During the test,
the environment temperature is controlled at 25 ˝C. The detailed test
procedure can be found in [31]. In this study, the time period between
two current pluses, when no current is applied, is used for parameters
identification. The current and voltage profiles during this time period





where Us is the instantaneous voltage response within one second, and IL is the
current before the rest time period. The polarization voltage Ut at time t can be
expressed by:
Ut “ Upp1´ e
´ tRpCp q, Up “ Rp IL (6)
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where Up is the maximum polarization voltage during the rest time period. The
polarization resistance and capacitance can be identified by minimizing the difference
between the model output and voltage measurement using the nonlinear least square
method. The identification results of Rs, Rp, Cp for LCO and LFP cells are shown
in Figure 4. It can be seen that the parameters vary at different battery SOC points.
However, to reduce the complexity of the battery model, Rs, Rp, Cp at different SOC
points are averaged to obtain the final model parameters and the results are shown
in Table 3.
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(3) Open circuit voltage test: To calibrate the nonlinear SOC-OCV
relationship, an open circuit voltage test is conducted as follows. The
battery cell is discharged using 0.5 C constant current at 5% SOC interval
from 100% SOC to 15% SOC. After each discharge period, the battery
cell is rested for 3 hours to reach the close-to-equilibrium open-circuit
potential for each SOC point. A similar procedure is conducted to get the
SOC-OCV curve under the battery charge condition. Since the possible
hysteresis voltage is neglected in this paper, the SOC-OCV relationship
for the battery model is defined as the average of the equilibrium
potentials of charging and discharging. The experimental results of the
SOC-OCV curves for LCO and LFP battery cells are shown in Figure 5.
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Table 3. Model par met rs.
LCO Battery Cell
Model parameters RspΩq RppΩq CppFq CnpAhq
Values 0.187 0.046 1969 2.62
LFP battery cell
Model parameters RspΩq RppΩq CppFq CnpAhq
Values 0.0048 0.0029 1186 4.29
2.3. Model Validation
In order to validate the battery models with identified parameters for LCO
and LFP battery cells, the experimental test using Urban Dynamometer Driving
Schedule (UDDS) driving cycle is conducted. UDDS is usually used for light duty
vehicle testing under the city driving condition [32]. Therefore, the UDDS driving
cycle is adopt d in this study to simulate the battery d namics under a realistic EV
scen rio. The model validation results for LCO n LFP b ttery cells are shown in
Figures 6 and 7. Figure 6a,b shows the compariso profiles of the estimated terminal
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voltage and measured terminal voltage for LCO battery cell. Figure 6c shows the
corresponding voltage error and it can be seen that the maximum model error is
around 0.02 V. Figure 6d shows the root mean squared error (RMSE) of the terminal
voltage, which is less than 0.007 V. Similar results for LFP battery cell are shown in
Figure 7. The maximum model error is within 0.01 V for LFP battery cell, while the
RMSE is less than 0.004 V. According to the results, it can be concluded that the first
order battery model is able to accurately capture the dynamic behavior of both Li-ion
battery cells.
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3. Nonlinear Predictive Filter for SOC Estimation
In this section, the description of nonlinear predictive filter (NPF) is firstly
introduced. Then, the NPF based SOC estimation using the first-order battery model
is presented.
3.1. Nonlinear Predictive Filter
Nonlinear predictive filter (NPF) is a model based state estimation method
implemented with nonlinear continuous-discrete time system. The state and
measurement equations in NPF are given by Equations (7) and (8):
.
xptq “ f rxptq, ts ` gptqdptq (7)
yptkq “ hrxptkq, tks ` vptkq (8)
where xptq is the state vector which needs to be estimated, f is system dynamic
function, dptq is the model error which mainly represents the process noise and gptq
is the model error distribution matrix. yptkq is the system output sampled at time
step tk, h is the system measurement function, v is the measurement noise which is
assumed to be an independent zero mean Gaussian white noise with:
Ervptkqs “ 0, Ervptkqvptk1q
T
s “ Rδkk1 (9)
where R is a positive-definite covariance matrix.
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In order to estimate the system states, the model error dptq needs be obtained
at every time step. A cost function consisting of the weighted sum square of the
measurement-minus-estimate residuals plus the weighted sum square of the model
correction term is established in order to get the mathematical expression of dptq,
as defined in Equaton (10):
Jrdptqs “ 0.5rypt` ∆tq ´ ŷpt` ∆tqsT R´1rypt`∆tq´ ŷpt`∆tqs` 0.5dptqTWdptq (10)
where yptq “ yptkq, ypt` ∆tq “ yptk`1q, ∆t is the sampling interval, W is a positive
semi-definite weighting matrix. A first-order Taylor expansion is used to approximate
ŷpt` ∆tq, given in Equation (11):




ŷptq ` ¨ ¨ ¨ « ŷptq ` Zpx̂ptq, ∆tq `Λp∆tqSpx̂ptqqdptq (11)






ˆrΛp∆tqSpx̂ptqqsT R´1rZpx̂ptq, ∆tq ` ŷptq ´ ypt` ∆tqs
(12)






















λ11 ¨ ¨ ¨ 0
... λii
...














L f ahipx̂ptqq, i “ 1, 2, ¨ ¨ ¨ , m (15)
Here, Lgj L f
ri´1hipx̂ptqq is the Lie derivation, defined as:
L f 0hipx̂ptqq “ hipx̂ptqq (16)
L f nhipx̂ptqq “
BL f n´1hipx̂ptqq
Bx̂







The index ri is the relative degree, which satisfies the following two
constrained equations:
Lgj L f
ni hipx̂ptqq “ 0pi “ 1, 2, ¨ ¨ ¨m; j “ 1, 2, ¨ ¨ ¨ , l, ni ă ri ´ 1q (19)
Lgj L f
ri´1hipx̂ptqq ‰ 0pi “ 1, 2, ¨ ¨ ¨m; j “ 1, 2, ¨ ¨ ¨ , lq (20)
Therefore, based on the measurement processed at time tk`1, the new dptq
in rtk : tk`1s can be found. After that, the state estimates are propagated to time tk`1.
The weighting matrix W in Equation (10) is derived as the inverse of the model
error’s covariance matrix D, given as follows:
W “ D´1 “ Covrdptqs´1 “ Erpdptq ´ Erdptqsqpdptq ´ ErdptqsqTs
´1
(21)
Assume that dptq is a stationary ergodic random process, then the covariance
matrix D of the model error can be iteratively derived with a certain time interval;
the steps of calculating W are listed as follows:





total time length L, the time interval for updating W is defined as l = L/r, where
r is the total iterations.
Step.2: For t P rtpk´1ql`1 : tkls: estimate the model error dptq for rtpk´1ql`1 : tkls,
and obtain the sequence of model error rdptpk´1ql`1q, . . . , dptklqs.
Step.3: For t “ tkl , update weighting matrix: W “ D
´1
k , Dk is the covariance for
rdptpk´1ql`1q, . . . , dptklqs.
Step.4: If k ă L{l, return to step.2.
Based on the definitions and descriptions above, the workflow of NPF can be
summarized as follows:
Step.1: Initialization: for k “ 0:





(b) Set weighting matrix update time interval: l = L/r.
Step.2: For every time step k “ 1, 2, ¨ ¨ ¨ , doing the following:
(a) Estimate system output: ŷptkq “ hrx̂ptkqs;
(b) Calculate the intermediate parameter matrices Spx̂ptkqq, Zpx̂ptkq, ∆tq, Λp∆tq;






T R´1rZpx̂ptkq, ∆tq ` ŷptkq ´ yptk`1qs
;
(d) Update state estimation from x̂ptkq to x̂ptk`1q using discretized state equation:.
x̂ptq “ f rx̂ptq, ts ` gptqdptq.
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Step.3: For k “ nl, 1 ď n ď r
(a) Calculate covariance for rdptpk´1ql`1q, . . . , dptklqs: Dk “ Covrdptqs,
t P rtpk´1ql`1 : tkls
(b) Update weighting matrix: W “ D´1k
It can be seen that the process noise is determined online as a part of the solution
without any prior assumption. As a result, the NPF method is robust to the process
noise with any statistic distribution.
3.2. NPF Based SOC Estimation
In order to apply the NPF method to estimate the battery SOC, a
continuous-discrete time model for the battery system is needed. According to
the description of the equivalent circuit battery model in Section 2.1, the battery












0 ¨ SOCptq ` ILptqCn








Utptkq “ UocrSOCptkqs `Upptkq ` ILptkqRs ` vptkq (23)
where the state vector x(t) consists the components of SOC(t) and Up(t), the model
error vector d(t) consists the components of d1(t) and d2(t) representing the errors
of SOC(t) and Up(t) respectively, and the battery’s terminal voltage Ut(tk) is the
system output sampled at tk. An identity matrix I2ˆ2 is assigned to the model error
distribution matrix g. In addition, the input current IL(t) is treated as a known
system parameter since we can sample the input current in every time step by the
current sensor.
The expressions of the intermediate parameter matrices Spx̂ptkqq, Zpx̂ptkq, ∆tq,
Λp∆tq for the nonlinear battery system are given in Equations (24)–(26), which are
derived according to Equations (13)–(15). The relative order r is 1 which can be
obtained following the definitions in Equations (19)–(20).













´ pRpCpq´1Upptkq ` Cp´1 ILptkq
¯
(25)
Λp∆tq “ ∆t (26)
The schematic diagram of the NPF based SOC estimation is shown in Figure 8.
The d1ptq and d2ptq will be estimated at every iterative loop to predict the model
errors of SOCptq and Upptq in the next time step, then the battery state estimation
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of the next time step can be obtained based on the predicted model errors and




 Figure 8. Schematic diagram of NPF based SOC estimation. 
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SOC estimation results with inaccurate initial SOC values. 
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initial SOC. Since the initial SOC is accurate and the integration time is not long, the SOC result obtained 
from coulomb counting is treated as an accurate estimation and thus taken as a reference. Figure 9b 
shows the estimation error between the reference SOC and estimated SOC and it can be seen that the 
maximum error is around 1%. Figure 9c,d shows the mean absolute error (MAE) and root mean squared 
error (RMSE) of SOC estimation, respectively. The results indicate that both of the MAE and RMSE are 
less than 0.4% at the end of estimation. Based on the discussion above, it can be concluded that the NPF 
method is able to accurately estimate the SOC of LCO battery cell. 
Figure 10a shows the estimation results with inaccurate initial SOC values, while Figure 10b shows 
the corresponding errors. Two different initial SOC values (0.5 and 0.3) are used. It can be seen that the 
SOC estimates can quickly converge to the true solutions within several sampling steps for both initial 
SOC values. Therefore, the proposed NPF based SOC estimation method is robust to inaccurate initial 
values for LCO battery cell. 
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4. Results and Discussion
4.1. Part A: Evaluate the SOC Estimation of LCO Battery Cell
In this part, the experimental data is used to validate the performance of the
NPF based estimation method for LCO battery cell. The model parameters in Table 3
are used in the estimation. The JC08 (Japanese Cycle 2008) driving cycle is applied
as the loading profile to evaluate the proposed method. Figure 9 shows the SOC
estimation results with the accurate initial SOC value, and Figure 10 shows the SOC
estimation results with inaccurate initial SOC values.
Figure 9a shows the comparison profiles of the reference SOC and estimated
SOC with the accurate initial SOC. Since the initial SOC is accurate and the integration
time is not long, the SOC result obtained from coulomb counting is treated as an
accurate estimation and thus taken as a reference. Figure 9b shows the estimation
rror between the re rence SOC and estimated SOC and it can be seen that the
maximum error is around 1%. Figure 9c,d shows the mean absolute error (MAE)
and root mean quared error (RMSE) of SOC stimation, respectiv ly. The results
indicate that both of the MAE and RMSE are less tha 0.4% at the end of estimation.
Based on the discussion above, it can be concluded that the NPF method is able to
accurately estimate the SOC of LCO battery cell.
142
Figure 10a shows the estimation results with inaccurate initial SOC values,
while Figure 10b shows the corresponding errors. Two different initial SOC values
(0.5 and 0.3) are used. It can be seen that the SOC estimates can quickly converge
to the true solutions within several sampling steps for both initial SOC values.
Therefore, the proposed NPF based SOC estimation method is robust to inaccurate
initial values for LCO battery cell.Energies 2015, 8 3569 
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4.2. Part B: Evaluate the SOC Estimation of LFP Battery Cell 
In this section, the SOC estimation using NPF for LFP battery cell is conducted. Similarly, the JC08 
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accurate initial SOC value. Figure 11a shows the comparison profiles of the estimated SOC and reference 
SOC, and Figure 11b shows the estimation error. It can be seen that the maximum estimation error is 
within 2%. Figure 11c,d shows the MAE and RMSE of SOC estimation, both of which are less than 
0.9% at the end of estimation. Figure 12 shows the SOC estimation with inaccurate initial SOC values, 
where Figure 12a shows the comparison of the reference SOC and estimated SOC, and Figure 12b shows 
Figure 9. SOC estimation results with accurate initial SOC for LCO battery
cell: (a) Comparativ profiles of reference and estimated SOC; (b) Error of SOC
estimati n; (c) MAE of SOC estimation; (d) RMAE of SOC estimation.
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Figure 10. Estimation results with inaccurate initial SOCs for LCO cell:
(a) Comparative profiles of ref rence and estimated SOC; (b) Error of SOC estimation.
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4.2. Part B: Evaluate the SOC Estimation of LFP Battery Cell
In this section, the SOC estimation using NPF for LFP battery cell is conducted.
Similarly, the JC08 driving cycle is applied as the loading profile. Figure 11 shows
the SOC estimation results with the accurate initial SOC value. Figure 11a shows
the comparison profiles of the estimated SOC and reference SOC, and Figure 11b
shows the estimation error. It can be seen that the maximum estimation error is
within 2%. Figure 11c,d shows the MAE and RMSE of SOC estimation, both of which
are less than 0.9% at the end of estimation. Figure 12 shows the SOC estimation
with inaccurate initial SOC values, where Figure 12a shows the comparison of the
reference SOC and estimated SOC, and Figure 12b shows the estimation error. Similar
to the LCO battery cell, two different initial SOC values are used. It can be seen from
those results that the SOC estimation can also converge to the true solution within
several sampling steps for both inaccurate initial values.
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Based on the estimation results of LCO and LFP battery cells, a comparison study of SOC estimation 
for LCO and LFP cells is conducted. The comparison results are listed in Table 4. Compared to LFP 
battery cell, the SOC estimation of the LCO battery cell is benefited by a 0.91% improvement in terms 
of the maximum error, and by 0.31% and 0.42% improvements in terms of MAE and RMSE. With 
respect to the convergence rate, the SOC estimation of the LCO battery cell converges much faster than 
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Figure 11. SOC estimation results with accurate initial SOC for LFP battery
cell: (a) Comparative profiles of reference and estimated SOC; (b) Error of SOC
estimation; (c) MAE of SOC estimation; (d) RMAE of SOC estimation.
Based on the estimation results of LCO and LFP battery cells, a comparison
study of SOC estimation for LCO and LFP cells is conducted. The comparison results
are listed in Table 4. Compared to LFP battery cell, the SOC estimation of the LCO
battery cell is benefited by a 0.91% improvement in terms of the maximum error,
and by 0.31% and 0.42% improvements in terms of MAE and RMSE. With respect to
the convergence rate, the SOC estimation of the LCO battery cell converges much
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faster than that of the LFP battery cell with inaccurate initial SOC values. It seems
that the estimation performance of the LCO battery cell is better than that of the LFP
battery cell. The difference in the estimation performance can be mainly explained
by the difference of the SOC-OCV relationships between these two cells, as shown in
Figure 13. The comparison results of SOC-OCV curves are shown in Figure 13a,b. It
is obvious that, compared to the LCO battery cell, the LFP battery cell has a much
flatter SOC-OCV curve with smaller derivation. In other words, for the same OCV
difference ∆OCV, the corresponding SOC difference ∆SOCLFP of LFP battery cell
will be much larger than the corresponding SOC difference ∆SOCLCO of LCO battery
cell. Therefore, the observability of the LFP battery cell is weaker than that of the
LCO battery cell. As a result, for similar model error, the SOC error of the LFP battery
cell will be larger than the SOC error of the LCO battery cell. Thus, the performance
of NPF based SOC estimation method for LFP battery cells is worse than that for
LCO battery cells due to weaker observability.
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Table 4. Comparison of LCO and LFP battery cells.
Estimation accuracy Maximum error MAE RMSE
LCO battery cell 1.01% 0.33% 0.39%
LFP battery cell 1.92% 0.64% 0.81%
Difference 0.91% 0.31% 0.42%
Convergence rate Convergence time(Initial SOC = 0.5)
Convergence time
(Initial SOC = 0.3)
LCO battery cell 302 s 427 s
LFP battery cell 392 s 556 s
Difference 29.8% 30.2%
4.3. Part C: Comparison with Extended Kalman Filter
In order to further evaluate the performance of proposed method, a comparison
study is conducted between the NPF method and the well-established extended
Kalman filter (EKF) method based on the same experimental conditions. The details
of EKF for SOC estimation can be found in [15]. To facilitate the understanding of
the SOC estimation using EKF, a summary of EKF is provided as follows:
Nonlinear sate´ space model :
#
xk`1 “ f pxk, ukq `wk
yk “ hpxk, ukq ` vk
(27)
Definitions : Âk “




















Step.1: Initialization: For k = 0, set: x̂`0 “ Erx0s, p
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0 “ Erpx0 ´ x̂
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Step.2: For k = 1,2, . . . n, do the following:
(a) State estimation time update: x̂´k “ f px̂
`
k´1, uk´1q

















(d) State estimation measurement update: x̂`k “ x̂
´
k ` Lkryk ´ hpx̂
´
k , ukqs
(e) Error covariance measurement update: p`k “ pI ´ LkĈkqp
´
k
where wk and vk are independent, zero-mean, Gaussian noise processes with
covariance matrices Rw and Qv.
In comparison with the NPF based method which uses a continuous-discrete




SOCk`1 “ SOCk `
η∆t
Cn IL,k `w1,k
Up,k`1 “ p1´ pRpCpq
´1∆tqUp,k ` ∆tCp IL,k `w2,k
(29)
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Measurement equations : Ut,k “ UocpSOCkq `Up,k ` IL,kRs ` vk (30)
In this paper, two main aspects, estimation accuracy and convergence rate, are
studied to show the advantages of the NPF based method.
To compare the estimation accuracy of these two methods, the SOC estimation
with the accurate initial SOC is evaluated. Figure 14 shows the comparison of SOC
estimation for LCO battery cell. Figure 14a shows the comparison of the reference
SOC and estimated SOCs by NPF and EKF, while Figure 14b shows the corresponding
errors. It can be seen that the NPF based method has better estimation accuracy than
the EKF based method. The MAE and RMSE of SOC estimation also indicate that
the NPF based method has better accuracy (shown in Figure 14c,d). Similarly, an
improvement of estimation accuracy by the NPF based method can also be found for
LFP battery cells, as shown in Figure 15. A summary of the estimation accuracy for
these two methods is listed in Table 5.





( , ) ( , )ˆ ˆ,
k k k k
k k k k
k k
k kx x x x
f x u h x u
A C





Step.1: Initialization: For k = 0, set: 0 0ˆ [ ]x E x
  , 0 0 0 0 0ˆ ˆ[( )( ) ]
Tp E x x x x      
Step.2: For k = 1,2, . . . n, do the following: 
(a) State estimation time update: 1 1ˆ ˆ( , )k k kx f x u
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(b) Error covariance time update: 1 1 1ˆ ˆ
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(c) Calculate the Kalman gain: 
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where kw and kv  are independent, zero-mean, Gaussian noise processes with covariance matrices wR   
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(d) RMSE of SOC estimation. 
Table 5. Comparison results of estimation accuracy. 
Estimation Accuracy Maximum Error MAE RMSE 
LCO battery cell 
EKF 1.64% 0.43% 0.54% 
NPF 1.01% 0.33% 0.39% 
Improvement 38.4% 17.9% 27.8% 
LFP battery cell 
EKF 4.66% 0.78% 1.01% 
NPF 1.92% 0.64% 0.81% 
Improvement 58.8% 17.9% 20.8% 
Figure 14. Comparison results of SOC estimation for LCO battery cell with accurate
initial SOC: (a) SOC estimation; (b) Error of SOC estimation; (c) MAE of SOC
estimation; (d) RMSE of SOC estimation.
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Figure 15. Comparison results of SOC estimation for LFP battery cell with accurate
initial SOC: (a) SOC estimation; (b) Error of SOC estimation; (c) MAE of SOC
estimation; (d) RMSE of SOC estimation.
Table 5. Comparison results of estimation accuracy.
Estimation Accuracy Maximum Error MAE RMSE
LCO battery cell
EKF 1.64% 0.43 0.54%
NPF 1.01% 0.33% 0.39%
Improvement 38.4% 17.9% 27.8%
LFP battery cell
EKF 4.66% 0.78% 1.01%
NPF 1.92% 0.64% 0.81%
Improvement 58.8% 17.9% 20.8%
To compare the convergence rate of these two methods, the SOC estimation with
the inaccurate initial SOC is conducted. For convenience, the initial SOC value used
in this study is set as 0.5 for both NPF and EKF. The results are shown in Figure 16
where Figure 16a,b shows the comparison for the LCO battery cell, and Figure 16c,d
shows the comparison for the LFP battery cell. It can be seen that the NPF based
method converges faster than the EKF based method for both cells. A summary of
the convergence rate for these two methods is given in Table 6.
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Table 6. Comparison results of convergence rate. 
Convergence Rate Time 
LCO battery cell 
EKF 439 s 
NPF 302 s 
Improvement 31.2% 
LFP battery cell 
EKF 586 s 
NPF 392 s 
Improvement 33.1% 
5. Conclusions 
In this paper, the nonlinear predictive filter is developed to estimate the SOC of Li-ion batteries with 
two different chemistries. First, in consideration of the model accuracy and computational complexity, 
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In this paper, the nonlinear predictive filter is developed to estimate the SOC
of Li-ion batteries with two different chemistries. First, in consideration of the
model accuracy and computational complexity, the first-order equivalent circuit
battery model is adopted to characterize the dynamic performance of Li-ion battery
cells. Second, a series of battery tests are conducted using two cells with different
chemistries (LCO and LFP) to identify the model parameters. The model validation
results based on UDDS driving cycle indicate that the battery models with identified
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parameters are able to accurately represent the behavior of LCO and LFP battery cells.
Third, the nonlinear predictive filter is introduced and developed to estimate the
battery SOC using the first-order battery model. The JC08 driving cycle is applied for
these two cells to evaluate the proposed method. According to the results, the NPF
based method is able to estimate the battery SOC accurately. Besides, the proposed
SOC estimation method has good robust performance to inaccurate initial values
(quickly converging to the true solution within several sampling steps). Finally, the
comparison of EKF and NPF based methods indicates that the proposed method has
better estimation accuracy and faster convergence rate than the EKF based method
for both cells.
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Comparative Study of a Fault-Tolerant
Multiphase Wound-Field Doubly Salient
Machine for Electrical Actuators
Li-Wei Shi and Bo Zhou
Abstract: New multiphase Wound-Field Doubly Salient Machines (WFDSMs) for
electrical actuators with symmetric phases are investigated and compared in this
paper. With a comparative study of the pole number and pole arc coefficient, the
salient pole topology of the three-phase, four-phase, five-phase, and six-phase
WFDSMs with little cogging torque is presented. A new winding configuration
that can provide symmetrical phases for the multiphase WFDSMs is proposed.
Suitable fault-tolerant converters for the multiphase WFDSM are presented. With
the simulated results in terms of the pole topology, flux linkage, back EMF and
converters, it can be concluded that the pole numbers of the new five-phase WFDSM
are very large. The high accuracy position sensors should be required to make
the five-phase WFDSM commutate frequently and accurately at a high speed. The
four-phase and the six-phase WFDSM can be divided into two isolated channels,
and both of them have a good performance as a fault-tolerant machine. All of the
investigations are verified by finite element analysis results.
Reprinted from Energies. Cite as: Shi, L.-W.; Zhou, B. Comparative Study of
a Fault-Tolerant Multiphase Wound-Field Doubly Salient Machine for Electrical
Actuators. Energies 2015, 8, 3640–3660.
1. Introduction
Today conventional aircraft are characterized by complex hydraulic nets. In
order to reduce the weight of the pipelines, cylinders, pump, valves and switches
of the hydraulic system, the aircraft is adopting more and more electrical systems
in preference to others. Now, researchers and engineers have proved that electrical
actuators can be used to reduce or to remove the traditional hydraulic, and
mechanical systems in the next few years [1]. The more electric aircraft approach is
widely discussed in the technical literature, which includes the following three main
drives [2]:
 The starter-generator for the engine;
 The electrical actuators for the flight control;
 The electric machines for the fuel pump.
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There are many different types of actuators in a conventional aircraft [3], such as
the actuators in the wings and in the tail. In the hydraulic actuation system, the flight
control is realized by a hydraulic pump and a hydraulic motor, several fluid pipelines
and hydraulic actuators. Now, more and more electric machines are being used to
replace or assist the hydraulic actuation system. For example, in the Boeing 787, the
spoilers and the horizontal stabilizer flight controls are driven by electric machines
in order to guarantee the operation in the case of a hydraulic failure.
A literature review reveals that several types of machine can be used as a
drive motor for electrical actuators [4]. Among them, PM machines and Switched
Reluctances Machines (SRMs) were abundantly studied in the past years, because of
their very-high power density.
In [5], a five-phase PM brushless machine was developed for an aircraft
flap actuator application, and the machine can endure the fault of one or two open
phases or a phase short circuit. In [6], a PM fractional slot machine was designed,
because the fractional slot windings have low mutual inductances between phases,
which meet the magnetic isolation demands of phase windings for multiphase
fault-tolerant PM synchronous machines [7]. Such fault-tolerant PM machines were
also studied in [8,9].
It is necessary to remark that the actuators of an airplane have to work in very
harsh ambient conditions, with temperature variations from60 C to +70 C and the
air pressure varies from almost 0 to 1 bar [2]. This harsh environment puts forward
higher requirements for high performance PM materials. Furthermore, many of the
electrical actuators care little about the torque ripple because the noise of the airplane
is very high. Therefore, switched reluctances machines were investigated to drive
the actuators in [10,11].
The Wound-Field Doubly Salient Machine (WFDSM) has the same rotor as
the SRM that will not suffer from faults of the PM materials or brush faults of the
wound-field synchronous motors. The WFDSM is derived from a doubly salient
PM machine (DSPM) [12] by using field windings instead of permanent magnet
excitation [13]. The WFDSM provides the excitation flux by the DC field windings
instead of the PMs. Therefore, the output torque and speed can be adjusted by
the field winding and phase windings. What’s more, the phase windings of the
WFDSM are isolated from each other, and it has low mutual inductances between
phases, which reduces the negative influence of the faulty phase. It has broad
application prospects in the fields that care little about the torque ripple, such as
mining machinery, electrical actuators, and starter-generators.
For example, a WFDSM with two-section twisted-rotor was developed as a
starter-generator for aerospace applications [14]. Recently, some new three-phase
WFDSMs with new winding arrangements have been developed to take the place
of traditional electric machines [15,16]. In the energy conversion area, a WFDSM
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worked as a DC generator was equipped in an EV range extender [17]. A prototype
of a 24/32-pole WFDSM was developed as a low speed wind turbine generator [13].
Multiphase machines with more than three phases can be applied for high
reliability applications because they can still run even with one or two open-circuited
phases [18]. To improve the reliability of the WFDSM, a traditional four-phase
WFDSM was studied in [17], which was similar to the 8/6-pole DSPM described
in [19]. A five-phase WFDSM was developed as a generator in [20], which showed
that it had good fault-tolerant characteristics. Therefore, the multiphase WFDSM is
very suitable to be designed as a fault-tolerant machine.
However, the four-phase and the five-phase WFDSMs discussed above are
traditional WFDSMs with their field windings wound around four and five stator
poles, respectively. They have the disadvantage of phase asymmetry. The phase
asymmetry of the three-phase WFDSM is not obvious, but we found that the phase
asymmetry will increase with the number of phases. It was considered that the
WFDSM cannot be designed with six phases, and there have been no reports of
six-phase WFDSMs until now.
In this paper, new multiphase WFDSMs for electrical actuators with symmetric
phases will be investigated and compared. With the comparative study of the poles
number and pole arc coefficient, the salient pole topology of the WFDSMs that have
little cogging torque will be presented. A new winding configuration to provide
symmetrical phases will be proposed. Suitable fault-tolerant converters for the
multiphase WFDSMs will be presented. With the comparison in terms of the pole
topology, flux linkage, back EMF and converters, comparative conclusions will be
proposed to select a multiphase WFDSM for electrical actuators.
2. Comparative Study of the Salient Pole Topology
2.1. Salient Pole Number
There is a wide range of possible combinations of the stator poles and the rotor
poles. Nevertheless, only few combinations are suitable to be selected. To outline the
pole combinations, the principle of the salient pole number should be studied first.
As we can see from the traditional three-phase WFDSM in Figure 1a, there are
6N stator poles and 4N rotor poles, where N is the number of element machines. Each
phase coil is wound around one stator pole, and the field coils are wound around
every three stator poles [17].
So the first law of the stator poles can be written as:
ps  mi (1)
where ps should be an even number, and it stands for the number of stator poles. m is
the phase number and i is a positive integer. If ps is an odd number, the north field
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winding will not be equal to the south field winding, and the machine will generate
an unbalanced magnetic force. Let pr be the rotor poles number. The mechanical
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Figure 1. Structure of the three-phase and multiphase DSG. (a) 12/8-pole three-phase of 
WFDSM; (b) 8/6-pole four-phase; (c) 20/16-pole five-phase; (d) 12/10-pole six-phase. 
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When m = 3, the elementary machine of three-phase WFDSM has six stator poles and four or eight 
rotor poles, which is called 6/4-pole machine or 6/8-pole machine [14]. In the same way, the elementary 
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When m = 3, the elementary machine of three-phase WFDSM has six stator
poles and four or eight rotor poles, which is called 6/4-pole machine or 6/8-pole
machine [14]. In the same way, the elementary machine of a traditional four-phase
WFDSM has an 8/6-pole or 8/10-pole structure. Table 1 gives the pole combinations
of the WFDSM with different phases.
Table 1. The poles combinations of the WFDSM.
Phase number Stator poles Rotor poles Example
Three-phase 6N 4N or 8N 12/8
Four-phase 4N 3N or 5N 8/6
Five-phase 10N 8N or 12N 20/16
Six-phase 6N 5N or 7N 12/10
2.2. Pole Arc Coefficient
The WFDSM stator is equipped with both field coils and phase coils. The
self-inductance of the phase winding and the field winding change with the rotor
positions and the pole arcs [21,22]. If the pole arc is not well-designed, the machine
will generate torque ripples because the reluctance and the flux of the field winding
will change with the rotor position [23]. In order to minimize the cogging torque
caused by the mutative reluctance of the field winding, the self-inductance of the
field winding should be constant when the rotor rotates. Overall, the increasing
phase number should be equal to the decreasing phase number.
For the common inner-rotor motor, the rotor pole number is usually less than
the stator pole number. Hence the rotor pole is generally wider than the stator pole.
As the narrow pole of the stator and the rotor determines the increasing or decreasing
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mechanical angle of the phase inductance, the increasing mechanical angle of the





where αs is the stator pole arc coefficient, which is the proportion of the stator pole
arc length lt and the pole pitch lp.












where x is the phase number that has a mutative self-inductance at any time, and
x ¤ m. If x is large, there will be more phases that can output torque or voltage, and
the fault-tolerant ability of the machine will be strong. Because the phase number
with increasing inductance should be equal to the phase number with decreasing
inductance, it can be concluded that x should be an even number.
For the three-phase WFDSM, while ps/pr = 3/2, θ = 120. We can draw from





Therefore, to make the machine have no cogging torque, reluctance and flux of
the field winding the pole arc coefficient of the three-phase WFDSM αs is equal to 0.5.
While ps > pr, the rotor pole width is not generally thinner than the stator pole
width. For the three-phase WFDSM, the mutual inductances of the field winding
and the phase windings Lpf are shown in Figure 2. When αr = 0.5, the machine can
be easily controlled by a BLDC controller, because one period can be divided into six
equal parts like a BLDC machine. When αr = 0.333, the machine can output a large
torque because the rotor poles and the stator poles are monospaced and the leakage
flux is small. Overall, the stator and the rotor pole arc coefficient should comply with
αs = 0.5 and αr = 0.5 or 0.333.
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output a large torque because the rotor poles and the stator poles are monospaced and the leakage flux 
is small. Overall, the stator and the rotor pole arc coefficient should comply with αs = 0.5 and  






Figure 2. Lpf of the three-phase WFDSM with different αr. (a) αr = 0.333; (b) αr = 0.5. 
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However, the four-phase WFDSM should not be designed with αr = 0.5. As we can see from  
Figure 3, if αr = 0.5, there will be three changing inductances at any time, x = 3. With this structure,  
the reluctance of the field winding will change with the position of the rotor, which will generate a big 
cogging torque, as well as field winding back EMF. 
In order to solve the problem of changeable field reluctance, a new four-phase WFDSM is proposed, 
whose pole arc coefficient complies with Equation (15): 
Figure 2. Lpf of the three-phase WFDSM with different αr. (a) αr = 0.333; (b) αr = 0.5.
It can be concluded that the pole arc coefficients of three-phase WFDSM should
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However, the four-phase WFDSM should not be designed with αr = 0.5. As we
can see from Figure 3, if αr = 0.5, there will be three changing inductances at any
time, x = 3. With this structure, the reluctance of the field winding will change with
the position of the rotor, which will generate a big cogging torque, as well as field
winding back EMF.
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Figure 3. Lpf of the four-phase WFDSM with different αr. (a) αs = 0.5, αr = 0.375;  
(b) αs = 0.667, αr = 0.5. 
For this new machine, there are two increasing phase inductances and two decreasing phase 
inductances at any time, as shown in Figure 3b. The field inductance is steady, and it will not generate 
cogging torque. The phase voltage waveform electrical angle of this machine is 180°, and the phase 
number with mutative inductance at any time x = 4. Therefore, all of the four-phase windings can output 
torque at any time, which improves the fault tolerance of the machine. 
Similarly, we can also deduce the pole arc coefficient of the other multiphase WFDSM, since the 
phase voltage waveform electrical angle of the five-phase WFDSM is 144°, and the angle of the  
six-phase WFDSM is 120°. In short, it can be newly concluded that the pole arc coefficient of the  
multi-phase WFDSM should comply with Equation (13). 
In short, to reduce the torque ripple caused by the field winding of multi-phase WFDSM, the stator 
poles, rotor poles and pole arc should follow topology criteria as shown in Equations (1), (6) and (13). 
The three pieces of topology criteria not only give a design basis for the WFDSMs with less than six 
phases, they can also be used to design PM doubly salient machines and hybrid excitation doubly salient 
machines. What is more, these topology criteria also provide a derivation example for the WFDSMs 
with more than seven phases. 
Figure 3. Lpf of the four-phase WFDSM with different αr. (a) αs = 0.5, αr = 0.375;
(b) αs = 0.667, αr = 0.5.
For this new machine, there are two increasing phase inductances and two
decreasing phase inductances at any time, as shown in Figure 3b. The field inductance
is steady, and it will not generate cogging torque. The phase voltage waveform
electrical angle of this machine is 180, and the phase number with mutative
inductance at any time x = 4. Therefore, all of the four-phase windings can output
torque at a y time, which improves the fault tolerance of the machine.
Similarly, we can also deduce the pole arc coefficient of the other multiphase
WFDSM, since the phase voltage waveform electrical angle of the five-phase WFDSM
is 144, and the angle of the six-phase WFDSM is 120. In short, it can be newly
concluded that the pole arc coefficient of the multi-phase WFDSM should comply
with Equation (13).
In short, to reduce the torque ripple caused by the field winding of multi-phase
WFDSM, the stator poles, rotor poles and pole arc should follow topology criteria as
shown in Equations (1), (6) and (13).
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The three pieces of topology criteria not only give a design basis for the WFDSMs
with less than six phases, they can also be used to design PM doubly salient machines
and hybrid excitation doubly salient machines. What is more, these topology criteria
also provide a derivation example for the WFDSMs with more than seven phases.
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Because the pole numbers and the switches of the converter increase with the
phase number, the WFDSM with more than six phases is not suitable to be applied
because of the weight and the cost of the converter is unacceptable, as well as the
pole number. Therefore, their application prospects are not as broad as those of
WFDSMs with less than six phases, because they are too complicated. This paper
focuses on the WFDSMs with less than seven phases.
2.3. Simulation Results
Figure 4 shows Lpf and back EMF waveforms of the traditional multiphase
WFDSMs, which are 12/8-pole three-phase, 8/6-pole four-phase 10/8-pole five-phase
and 12/10-pole six-phase with the same stator pole arc coefficient αs = 0.5, and
the rotor poles are as wide as the stator poles. The simulated result in Figure 4a
shows that Lpf of the three-phase and four-phase WFDSM are consistent with the
analysis result in Figures 2 and 3. The back EMF waveforms in Figure 4b show
that the electrical angles of the phase voltage waveforms of the four machines are
approximately 120, 135, 144 and 150. This verifies the calculation results in
Equation (8).
With the total torque formula given in Equation (14), we can see that there is a
torque component 12 if
2 dLf
dθ which has nothing to do with the phase current ip. It can


















where ip and if are the phase current and field current. In order to reduce the negative
impact of the armature reaction, the number of turns of the field winding is much





















Figure 4. Lpf and up of multi-phase WFDSM. (a) Lpf; (b) The back EMF. 
The self-inductance of the field winding Lf is much larger than the mutual inductance between the 
phase winding and field winding Lpf. Therefore, if Lf changes with the rotor position, and machine will 
generate a large cogging torque. 
For the four-phase WFDSM with αs = 0.5, θ = 135°, and x = 3, there are three inductances changing 
at any time. This situation does not conform to Equation (13). With the self-inductance of the field 
winding Lf waveform in Figure 5a, we can see that Lf will change with the rotor position, which will 
produce cogging torque ripples. If αs = 0.667 and x = 4, the self-inductance of the field winding Lf will 
be a constant, as shown in Figure 5b. Therefore, if x is an odd number, the machine will not generate 
cogging torque. 
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The self-inductance of the field winding Lf is much larger than the mutual
inductance between the phase winding and field winding Lpf. Therefore, if Lf
changes with the rotor osition, and machine will generate a large cogging torque.
For the f ur-phase WFDSM with αs = 0.5, θ = 135, and x = 3, there are three
inductances changing at any time. This situation does not conform to Equation (13).
With the self-inductance of the field winding Lf waveform in Figure 5a, we can see
that Lf will change with the rotor position, which will produce cogging torque ripples.
If αs = 0.667 and x = 4, the self-inductance of the field winding Lf will be a constant, as
shown in Figure 5b. Therefore, if x is an odd number, the machine will not generate
cogging torque.
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3. Comparative Study of the Symmetrical Phase Winding Configuration
3.1. The Symmetrical Phase Winding Configuration
As shown in Figure 1a, there are four field coils that are used to provide the
magnetic field. Each field coil is wound around three stator poles. In Figure 1b, there
are four stator poles in a field coil, which provides the magnetic field. Therefore,
each excitation source of traditional m-phase doubly salient machine couples with
m-phase coils. As the red lines show in Figure 1b, the magnetic circuit of phase A
and D which are close to the excitation source is much shorter than phase B and C,
and the inductance of phase A and D are larger than that of phase B and C. Overall
the amplitudes of the inductance of the traditional four-phase WFDSM have the
relationship given by Equation (15):
maxpLafq  maxpLdfq ¡ maxpLbfq  maxpLcfq (15)
If the phase coils with short flux road are divided averagely, the total inductances
added by the series coils will be equal [12]. Let j stand for the number of phase coils
that coupled by a field coil. The stator poles can be calculated with:
ps  m  k  jP (16)
where k and P are two natural numbers. Therefore, Ps is the least common multiple
of m and j at least. Together with Equation (6), we can list the pole numbers of the
four-phase WFDSM with different j in Table 2.
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Table 2. The pole numbers of the four-phase WFDSM with different j.
j Poles of an element machine
Four-phase Five-phase Six-phase
j = 1 8/6 10/8 12/10
j = 2 8/6 10/8 12/10
j = 3 12/9 30/24 12/10
j = 4 8/6 40/32 24/20
j = 5 – 10/8 30/25
j = 6 – – 12/10
When j = m, the machine is a traditional WFDSM with asymmetric phases.
If j = 4 in the five-phase WFDSM and six-phase WFDSM, the number of stator pole
will be very large since it increases with the least common multiple of j and m. And
if j = 2, the field winding coils will increase, which in turn increases the copper
consumption of the field winding. A three-phase 6/4-pole variable flux reluctance
doubly salient machine was reported in [16], which verified that the WFDSM can
operate well when j = 1. With the same configuration in [16], every stator pole of the
multiphase WFDSM is wound with a field winding.
In the traditional 8/6-pole WFDSM, as shown in Figure 6a, each field coil is
wound around four stator poles. All the coils of phase A and phase D are nearby the
field coil slots, and the coils of the other two phases are in the middle of the two field
coil slots. Therefore, the total reluctance of phase B is larger than the reluctance of
phase A.
The new 12/9-pole WFDSM has four field coils and twelve phase coils, which
can be divided into four phases. As shown in Figure 6b, each field coil is wound
around three stator poles, and the two neighboring field coils are in the opposite
direction. Every phase has three coils, one is in the middle of the two field coil
slots, and the other two phase coils are nearby the field coil slots. Therefore,
the total reluctances of the four phases are equal. With the above analysis, the
preferred configuration of the four-phase WFDSM with symmetry phases is with a
12/9-pole structure.
Similarly, we can draw the connected coils of the 30/24-pole five-phase WFDSM
and the 12/10-pole six-phase WFDSM according to Table 2. Therefore, the elementary
machine of the five-phase WFDSM with symmetry phases has a 30/24-pole structure.
In the six-phase WFDSM, if we wind the field coils around two or more stator
poles, the six-phase WFDSM will still has the serious drawback of asymmetric phases,
which will be verified by the simulation results in the next section Therefore, each
stator pole of the 12/10-pole six-phase WFDSM should have a field coil if we want
to get symmetrical phases.
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Figure 6. The connected coils of the multiphase WFDSM. (a) Traditional 8/6-pole  
four-phase; (b) new 12/9-pole four-phase; (c) 30/24-pole five-phase (half of the poles);  
(d) 12/10-pole six-phase. 
The new 12/9-pole WFDSM has four field coils and twelve phase coils, which can be divided into 
four phases. As shown in Figure 6b, each field coil is wound around three stator poles, and the two 
neighboring field coils are in the opposite direction. Every phase has three coils, one is in the middle of 
Figure 6. The connected coils of the multiphase WFDSM. (a) Traditional 8/6-pole
four-phase; (b) new 12/9-pole four-phase; (c) 30/24-pole five-phase (half of the
poles); (d) 12/10-pole six-phase.
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3.2. Simulation Results
To compare the above multiphase WFDSMs, the simulation models of the
traditional 8/6-pole and new 12/9-pole four-phase WFDSM were established.
Figure 7a shows the flux of the 12/9-pole machine. Figure 7b shows the inductance
between phase winding and field winding of the traditional 8/6-pole four-phase
WFDSM. This verifies the formula of Equation (17). Figure 7c shows the same
inductance of the new 12/9-pole four-phase WFDSG. It is shown that the amplitudes
of the inductances have the relationship with:
maxpLafq  maxpLdfq  maxpLbfq  maxpLcfq (17)
The 2D-FEA results agree well with the theoretical analysis results. Figure 7d,e
show the waveforms of the back EMF of the four-phase WFDSMs. The back EMFs
of the traditional 8/6-pole WFDSM have slight difference in the amplitude and the
shape of the waveform.
As the preferred five-phase WFDSM has a 30/24-pole structure, j = 3; its flux
distribution is shown in Figure 8a. Figure 8b shows the inductances between the
phase windings and the field winding of the traditional 10/8-pole five-phase WFDSM.
The same inductance of the new 30/24-pole four-phase WFDSG is shown in Figure 8c.
It shows that the traditional five-phase WFDSG has the disadvantage of asymmetric
phases. The new WFDSG with its field coils wound around three poles can solve this
problem. The theoretical analysis results are verified with these 2D-FEA results.
Figure 8d,e show the waveforms of the back EMF of the five-phase WFDSMs.
It can be calculated that the back EMFs of different phases of the traditional 10/8-pole
WFDSM have a difference of about 10.9%.
From the above analysis, we know that the traditional six-phase WFDSM with
j = 6 has the phase asymmetry problem because the field coils is wound around
six stator poles. We have set up the simulation models of the six-phase WFDSMs with
different j. But even if we let j = 5, 4 or 3, there will be phase asymmetry problem.
If j = 2, the 12/10-pole six-phase WFDSM has a field coil wound around every
two stator poles, and it also has the problem of asymmetric phases. As shown in
Figure 9a, when the rotor pole is sliding to the pole of phase B, the back EMF of the
phase B will be less than phase A because the pole of phase A has a lot of flux at
this time. When the rotor pole is sliding to the pole of phase A, the back EMF of the
phase A will be larger than phase B because the pole of phase B has no flux at this
time. This is verified by the Figure 9d, which shows that the amplitudes of ua and ub
are not equal. Therefore, the phases are still asymmetric even with j = 2.
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Figure 7. Comparison of the traditional and the new four-phase WFDSM. (a) The flux of 
the 12/9-pole WFDSM; (b) Lpf of the traditional 8/6-pole WFDSM; (c) Lpf of the new  
12/9-pole WFDSM; (d) Back EMF of the 8/6-pole WFDSM; (e) Back EMF of the  
12/9-pole WFDSM. 
Figure 7. Comparison of the traditional and the new four-phase WFDSM. (a) The
flux of the 12/9-pole WFDSM; (b) Lpf of the traditional 8/6-pole WFDSM; (c) Lpf of
the new 12/9-pole WFDSM; (d) Back EMF of the 8/6-pole WFDSM; (e) Back EMF
of the 12/9-pole WFDSM.
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Figure 8. Comparison of the traditional and the new five-phase WFDSM. (a) The flux of the 
30/24-pole WFDSM; (b) Lpf of the traditional 10/8-pole WFDSM; (c) Lpf of the new  
30/24-pole WFDSM; (d) Back EMF of the 10/8-pole WFDSM; (e) Back EMF of the  
30/24-pole WFDSM. 
The flux of the six-phase WFDSM with j = 1 is shown in Figure 9b. This new WFDSG has its field 
coils wound around every stator pole, and solves the problem of phase asymmetry. The 2D-FEA results 
in Figure 9f verified this theoretical analysis. However, this new machine has a drawback of large copper 
loss, because there are field coils in every slot, and the resistance and the weight of the field winding 
will be increased. 
  
Figure 8. Comparison of the traditional and the new five-phase WFDSM. (a) The
flux of the 30/24-pole WFDSM; (b) Lpf of the traditi nal 10/8-pole WFDSM; (c) Lpf
of the new 30/24-pole WFDSM; (d) Back EMF of the 10/8-pol WFDSM; (e) Back
EMF f the 30/24-pole WFDSM.
The flux of the six-phase WFDSM with j = 1 is shown in Figure 9b. This new
WFDSG has its field coils wound around every stator pole, and solves the problem of
phase asymmetry. The 2D-FEA results in Figure 9f verified this theoretical analysis.
However, this new machine has a drawback of large copper loss, because there are
field coils in every slot, and the resistance and the weight of the field winding will
be increased.
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Figure 9. Comparison of the new 12/10-pole six-phase WFDSM. (a) The flux of the 
WFDSM with j = 2; (b) The flux of the WFDSM with j = 2. (c) Lpf of the WFDSM with  
j = 2; (d) Lpf of the WFDSM with j = 1; (e) Back EMF of the WFDSM with j = 2;  
(f) Back EMF of the WFDSM with j = 1. 
4. Comparative Study of the Converter and Its Fault-Tolerant Performance  
4.1. The Fault-Tolerant Converters 
Multiphase machines can be divided into machines with prime number phases and machines with 
composite number phases. Because a composite number has at least one positive divisor other than 1 or 
the number itself, the machines with composite number phases can be divided into several channels 
Figure 9. Comparison of the new 12/10-pole six-phase WFDSM. (a) flu of the
WFDSM with j = 2; (b) The flux of the WFDSM with j = 2. (c) Lpf of the WFDSM
with j = 2; (d) Lpf of the WFDSM with j = 1; (e) Back EMF of the FDS ith j 2;
(f) Back EMF of the WFDSM with j = 1.
4. Comparative Study of the Converter and Its Fault-Tolerant Performance
4.1. The Fault-Tolerant Converters
Multiphase machines can be divided into machines with prime number phases
and machines with composite number phases. Because a composite number has
at least one positive divisor other than 1 or the number itself, the machines with
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composite number phases can be divided into several channels which have little
effect on each other [24]. For example, the four-phase WFDSM can be divided into
two independent channels. However, the five-phase WFDSM has no positive divisor,
and the machine may be susceptible to be suffer faults if the phase windings are
connected together.
The fault-tolerant machine is usually equipped with a fault-tolerant converter.
There are various types of fault-tolerant converters for different phase machines [25],
and the four-phase converters will be discussed as an example in this paper.
The four-phase WFDSM is usually powered with a four-phase full bridge
converter [26]. When there is a fault in one phase, the machine can keep on working
because the fault is isolated from the other two phases, as shown in Figure 10a.
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Figure 10. Comparison of the four-phase fault-tolerant converter. (a) The traditional  
four-phase converter; (b) The four-phase H bridges converter; (c) The half bridge  
four-phase converter. 
Figure 10. Comparison of the four-phase fault-tolerant converter. (a) The traditional
four-phase converter; (b) The four-phase H bridges converter; (c) The half bridge
four-phase converter.
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The most excellent converter is the four-phase H bridges converter, as shown in
Figure 10b, because all of the phases are isolated from each other. The machine can
be designed as a modular machine, which offers potential fault-tolerant capability
because the phase windings are isolated. When there is a fault in one phase, the other
phases can keep on working without any infection from the fault phase. However,
this converter design is not helpful to reduce the weight and the cost.
Figure 10c shows a half bridge four-phase converter. If phase A has an open
circuit fault in this fault-tolerant converter, phase C of the machine can keep on
operating with the help of split-phase capacitor C1. However, the five-phase WFDSM
cannot be divided into two or three isolated channels, so it doesn’t have such flexible
fault-tolerant converters, and the faults of the machine may be susceptible to be
infected if the phase windings are connected together.
As we can see from Figure 10, the switches increase with the phase number, and
WFDSMs with more than six phases are not suitable because the weight and the cost
are unacceptable. The WFDSMs with six phases or four phases can be divided into
two isolated channels, which will improve the fault tolerance of the machine.
4.2. Fault-Tolerant Performance Comparison
The torque-angle characteristics of the multiphase WFDSMs are shown in
Figure 11a. As we can see from the figure that the waveform of the 12/9-pole
four-phase WFDSM is wider than the others, because the electrical angle of the phase
voltage waveform of the four-phase WFDSM in Equation (8) is 180 and the phase
voltage waveform electrical angle of the five-phase WFDSM is 144, and the angle of
the six-phase WFDSM is 120.
There are four phases with mutative self-inductances at any time in all of the
three WFDSMs, which can be described as x = 4 in Equation (8). If one phase of the
four-phase WFDSM is isolated because of an open circuit or short circuit fault, the
other three phases can keep on working. If the phase current maintains the same
value because there is no fault, the fault-tolerant torque will be three-quarters of the
normal torque. This is verified with Figure 11b.
To compare the fault-tolerant performance, the torque waveform with one phase
open of the five-phase and the six-phase WFDSMs are shown in Figure 11b too. If the
five steps in one period are named as five beats, then in the five beats of the five-phase
WFDSM, there is a beat where the fault phase has no current. At this time, the output
torque is equal to the normal torque. In the other beats, the fault-tolerant torque
will be three-quarters of the normal torque too. The same result can be obtained
with the six-phase WFDSM. This phenomenon is shown in Figure 11b. Because
the WFDSMs are brushless DC machines, and their torque ripples are relatively
large, which is mainly caused by the commutation torque ripple in the four-phase
WFDSM. It should be noted that the commutation torque ripple of the WFDSM can
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be reduced by the optimal control method, which is investigated in [27]. Besides
the commutation torque ripples, the five-phase and the six-phase WFDSMs also
have the torque ripples caused by the differences between fault-tolerant beats and







Figure 11. The torque of the multiphase WFDSMs. (a) The torque-angle characteristics;  
(b) The torque with one phase isolated in an H bridge converter. 
What’s more, as a brushless DC machine, the WFDSM is usually equipped with Hall sensors. 
Therefore, the five-phase WFDSM needs five Hall sensors, and the six-phase WFDSM needs only three 
Hall sensors, because phase A and phase D of the six-phase WFDSM have adverse EMF. The accuracy 
of the sensor should increase with the rotor pole number. Because the rotor pole number of the  
five-phase WFDSM with symmetrical phases is larger than the others, therefore, it is not an optimal 
solution for a fault-tolerant machine. 
5. Conclusions  
The four-phase WFDSM with αs = 0.667 has four changing inductance phases at any time, and its 
self-inductance of the field winding Lf will be a constant, which will not produce cogging torque.  
If it is used as a fault-tolerant machine, it has fewer switches in the converters than five-phase or  
six-phase machines. 
The elementary machine of the five-phase WFDSM with symmetric phases has a 30/24-pole 
structure. It does not have cogging torque because the phase number with mutative inductance at any 
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(b) The torque with one phase isolated in an H bridge converter.
What’s more, as a brushless DC machine, the WFDSM is usually equipped with
Hall sensors. Therefore, the five-phase WFDSM needs five Hall sensors, and the
six-phase WFDSM needs only three Hall sensors, because phase A and phase D of
the six-phase WFDSM have adverse EMF. The accuracy of the sensor should increase
with the rotor pole number. Because the rotor pole number of the five-phase WFDSM
with symmetrical phases is larger than the others, therefore, it is not an optimal
solution for a fault-tolerant machine.
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5. Conclusions
The four-phase WFDSM with αs = 0.667 has four changing inductance phases
at any time, and its self-inductance of the field winding Lf will be a constant, which
will not produce cogging torque. If it is used as a fault-tolerant machine, it has fewer
switches in the converters than five-phase or six-phase machines.
The elementary machine of the five-phase WFDSM with symmetric phases has a
30/24-pole structure. It does not have cogging torque because the phase number with
mutative inductance at any time is four. Different from the other five-phase machines
with few poles, this five-phase WFDSM needs an expensive incremental encoder to
provide sufficient position accuracy for the commutation control, but it can be a high
performance fault-tolerant generator because it doesn’t need position sensors.
If we wind the field coils around two or more stator poles, the six-phase WFDSM
will have the serious drawback of asymmetric phases. The 12/10-pole six-phase
WFDSM which has a field coil around each stator pole has symmetric phases,
although it improves the copper loss of the field windings. Like the four-phase
WFDSM, the six-phase WFDSM can be divided into two isolated channels, which
will improve the fault tolerance of the machine. Because the switches of the converter
and the pole numbers increase with the phase number, WFDSMs with more than
six phases are not suitable because the weight and the cost of the converter are
unacceptable, as well as the pole numbers.
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Probabilistic Agent-Based Model of Electric
Vehicle Charging Demand to Analyse the
Impact on Distribution Networks
Pol Olivella-Rosell, Roberto Villafafila-Robles, Andreas Sumper and
Joan Bergas-Jané
Abstract: Electric Vehicles (EVs) have seen significant growth in sales recently and
it is not clear how power systems will support the charging of a great number
of vehicles. This paper proposes a methodology which allows the aggregated EV
charging demand to be determined. The methodology applied to obtain the model is
based on an agent-based approach to calculate the EV charging demand in a certain
area. This model simulates each EV driver to consider its EV model characteristics,
mobility needs, and charging processes required to reach its destination. This
methodology also permits to consider social and economic variables. Furthermore,
the model is stochastic, in order to consider the random pattern of some variables. The
model is applied to Barcelona’s (Spain) mobility pattern and uses the 37-node IEEE
test feeder adapted to common distribution grid characteristics from Barcelona. The
corresponding grid impact is analyzed in terms of voltage drop and four charging
strategies are compared. The case study indicates that the variability in scenarios
without control is relevant, but not in scenarios with control. Moreover, the voltages
do not reach the minimum voltage allowed, but the MV/LV substations could exceed
their capacities. Finally, it is determined that all EVs can charge during the valley
without any negative effect on the distribution grid. In conclusion, it is determined
that the methodology presented allows the EV charging demand to be calculated,
considering different variables, to obtain better accuracy in the results.
Reprinted from Energies. Cite as: Olivella-Rosell, P.; Villafafila-Robles, R.; Sumper, A.;
Bergas-Jané, J. Probabilistic Agent-Based Model of Electric Vehicle Charging Demand
to Analyse the Impact on Distribution Networks. Energies 2015, 8, 4160–4187.
1. Introduction
Electric vehicles (EVs) are presented as an alternative to current internal
combustion vehicles powered by fossil fuels. Increasing oil prices, greenhouse gas
emissions and environmental concerns of citizens boost interest in this technology.
Energy supply from power networks is required and the impact on the distribution
grids in a massive EV integration scenario has to be analyzed in detail [1]. Thus,
studies about EV impact on power networks are needed to ensure the viability of the
systems [2–4].
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The EV charging demand model should allow the analysis of possible effects of
this new demand supplied in present-day power networks.
In order to do so, an EV charging model should include specific characteristics
for each case, such as mobility, and it should allow one to compare different cases.
Moreover, it should consider probability distribution functions (PDF) to analyze the
uncertainties of possible EV charges. In addition, this model should be designed to
analyze the application of control strategies and enable their comparison.
Literature proposes models to calculate the demand with respect to vehicle,
charging infrastructure, mobility, and social parameters. [5–9] use different parameters
such as EV model, distance, and charging process among others to determine the EV
charging demand.
1.1. EV Type
From the point of view of EV charging demand, EVs main characteristics are
the vehicle type: Plug-in Hybrid Electric Vehicle (PHEV) or Battery Electric Vehicle
(BEV), battery capacity, battery technology, EV range and energy consumption.
Amjad et al. [10] expose an analysis about EV design considerations. Different authors
only consider PHEV [2,3,5,11–15]. Others only BEV [16–20] or a combination of
both [9,21–23]. Another option is to suppose average EV models, BEV and PHEV,
with average characteristics like different authors do [5,6,18]. Pang et al. [24] simulate
only two representative EV models: Chevy Volt (PHEV) and Nissan Leaf (BEV) and
Valsera et al. [17] simulate Mitsubishi i-MiEV (BEV) only.
Soares et al. [9] proposed a stochastic model with mobility variables, but the
vehicle characteristics are determined by a Gaussian distribution with standard
values for the capacity, energy consumption and charging power of EVs.
The majority of papers simplify the EV model selection, but the capacity and the
energy consumption are significant variables to be considered. The model presented
proposes using real EV models and their technical data to define the battery capacity
and energy consumption of each EV model. Moreover, the probability of each EV
model is based on sales forecasting [25] to decide which EV model is more probable.
1.2. Battery and Charging Process
Regarding EV batteries, there are three variables linked: capacity (kWh), range
(km) and energy consumption (kWh/km). [19,26] consider the battery characteristics
of real models and [15,20,27,28] consider average battery characteristics. Moreover,
it is important to take into account the relation between the power consumed and
the State-of-Charge (SoC). Valsera et al. [17] determine a relation between EV model,
battery characteristics (Li-ion, 50 Ah, 16 kWh and 330 V) and its charging process.
The charging process standards of IEC 61851 [29] from Europe and SAE
J1772 [30] from the USA could also change the impact in the power system.
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Maitra et al. [22] compare the impact of each SAE standard. The voltage level in
Europe for slow charges is 230 V and a maximum current of 16 or 20 A. In Belgium,
houses have a protection up to 20 A [31] and in Spain, the common protection is up to
16 A [17]. Valsera et al. use the power ratio of Mitsubishi i-MiEV when the initial SoC
is 20% and the EV needs 4 h to reach 100%. Zhang et al. [32] use level 1 (120 V–15 or
20 A) in the studio located in the United States. To compare, Grenier et al. [33] use
230 V and 15 A and the study is located in New Zealand. The efficiency used in the
studies is around 90%, as Collins et al. proposed [34] in 1983 and this assumption
was recently confirmed by Shuang et al. [12] and Clement et al. [2,35].
Different authors, such as Clement et al. [2] and Guo et al. [36], use constant
power profiles. On the other hand, Maitra et al. [22] consider variable power during
the charging profiles. Qian et al. [37] propose a charging process model which links
the power of the charger and SoC. Gao et al. [38] link the SoC and the charging
time. Different authors use the specific EV charging profile of a real EV. For example,
Qian et al. [37] and Lojowska et al. [39] use the charging profile of the Nissan Altra
EV with a battery of 29 kWh, while Multin et al. [40] use a three-phase charging
profile of Opel Meriva, which has a battery of 16 kWh.
1.3. Charging Infrastructure
Charging infrastructure parameters include the EV charging point’s socket and
availability to charge. The majority of works do not consider the EV infrastructure
when calculating the EV charging demand. Inherent to this hypothesis is to neglect
the effect of the queues at charging points by supposing there are enough charging
stations, and the assumption of full compatibility between charging stations and EV
connectors. Both could be reasonable in future scenarios with massive presence of
EV, but could be a problem for fast chargers. García-Valle et al. [41] introduce the
queue theory with exponential distribution function to simulate EV charging time
and relate it to the maximum charging power of the EV.
1.4. Mobility
Mobility is the third key point of EV charging demand. There is a strong link
between energy consumption of EV and urban mobility. For example, Keirstead et al. [42]
reviewed the energy consumption in urban areas, including electric mobility.
Some authors employ the NHTS (National Household Travel Survey) to analyse
the United States, such as [21,32,36,43–45]. In the United Kingdom, studies use
NTS (National Travel Survey) and UKTUS (United Kingdom Time Use Survey), for
instance [3,46,47]. In Germany, there is the MID (Mobilität in Deutschland) which
Schroeder et al. [48] and Loise [20] apply. The MON (Mobiliteitsonderzoek Nederland)
is utilised by Dutch studies, as Lojowska et al. [39]. The DTU Transport, DTU.
Transportvaneundersøgelsen is used by Jull et al. [49] for a case study of Denmark.
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In the case of Spain, there are different databases, for example Dades Bàsiques de
Mobilitat 2008 for Barcelona city [17] and MOVILIA for the whole Spain [50].
Metz [27] makes use of the Deutsches Mobilitätspanel to simulate 1000 mobility
of household profiles and this includes day and time of departure and arrival, travel
distance, vehicle used, and destination. Loise [20] makes projections of EV hourly
charging profiles based on MID 2008.
The present work proposes that the reason of displacement be included to
determine the destination and the instant of the day to displace. Due to that, it is
possible to distinguish between professional and personal mobility.
1.5. Social
There are social variables related to the EV driver profile that could influence
EV charging demand as GDP. Kelly et al. [43] analyze the EV charging demand
considering the income, age and gender of drivers as well as the location (urban
or rural). Sikai et al. [46] use the number of members of each household and the
corresponding number of vehicles based on the UKTUS database. Valsera et al. [8]
define the number of displacements, the number of houses, and the number of
vehicles per house. The proposal of the present work is to combine these three
approaches of the previous work to consider social aspects to calculate the EV
charging demand.
1.6. Simulation Techniques
To define the characteristics of simulations, there are different details set out
by each author. The first one is the data processing, after that the emulation of
parameters and lastly, the driver behavior emulation.
Considering data processing, there are different types of simulation models to
emulate the EV charging demand and the most used is agent-based. This type of
model considers each EV driver autonomously defining the internal (e.g., energy
consumption) and external (e.g., power demand to supply EV battery) variables.
The bottom-up approach simulates the system coupling all the agents of the system.
Different examples of agent-based and bottom-up approach studies are [44,51,52].
On the other hand, the bottom-down approach simulates the EV driver behavior
with the average parameters [17,22].
As concerns the emulation of parameters, some models use deterministic
variables and others stochastic ones. The deterministic approach considers just
average values of parameters and stochastic models use probability distribution
functions. The Monte Carlo technique is used to simulate stochastic variables in
many applications and it is also used in modeling load, EV charging demand and
distributed generation to determine their variability. The majority of studies set
out a deterministic approach, but some of them include stochastic variables such
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as [3,17,20,36,39,46,47]. Some of them use Monte Carlo techniques to simulate the
total demand.
EV driver behavior also influences the EV charging demand. This parameter is
linked to time of day and location for EV charging, such as public stations between
trips, at charging points at work or just home charging.
Venkatesan et al. [53] define user profiles related to estimated behavior in the
function of mobility, current electricity price and price forecasting. Waraich et al. [51] use
microsimulation techniques to emulate the driver behavior. Galus and Waraich [54,55]
use MATSim (Multi-Agent Transport Simulation) and this tool allows the creation
of more than a million connections between agents in transport issues. Balmer [56]
uses evolutionary algorithms; Hedegaard et al. [57] propose using the Balmorel
program to include distribution network, district heating, optimization, taxes and
geographical data.
[58] proposes including the game theory to simulate the interaction between
agents and including sale of electricity with V2G service. Smith et al. [59] use GPS
data and EV metering to calculate the energy consumption and later to optimize the
battery sizing of future PHEV.
The present work proposes combining some characteristics presented in
literature. The methodology presented is a bottom-up approach to process the
data with stochastic variables following the Monte Carlo formulation to emulate the
parameters. And the driver behavior is defined in function of the range anxiety, the
mobility needs and the energy price.
1.7. Power System Impact
Possible effects on power networks caused by EVs are related to power quality or
grid saturation. The majority of studies analyze the voltage drop or transformer load,
like Valsera et al. [8,17]. Clement et al. [2] include Joule losses and Maitra et al. [22]
include overloading and unbalances. Kleiwegt et al. [60] propose a methodology
to detect overloads in the course of a year. Moreover, vehicle-to-grid possibility is
analyzed in many studies such as [26,61,62]. Another possible impact on the power
system is economic and this is reviewed by Dallinger et al. [63]. The present work
analyses the distribution network in terms of the HV/MV and MV/LV transformer
capacities and the voltage of each node.
1.8. Contribution
The state-of-the-art analysis defined seven subjects to be determined in the EV
charging demand problem formulation:
• EV type and model: the majority of current models simplifies this aspect with
one model or an averaged model to represent a group of models.
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• Battery and the corresponding charging process: according to the literature
review, the main difference found in literature is the charging process. The most
common simplification is to consider a constant power but the appropriate way
is to consider the relation between the SoC and the power consumed.
• Power infrastructure: the majority of articles consider the AC slow charging
and the current limit depends in function on the country analyzed.
• Mobility: the papers which consider it try to use the public data according to
the country analysed.
• Social: the majority of the papers do not consider any economic or social
variables.
• Simulation technique: the majority of papers take a bottom-down deterministic
approach.analyzed
• How to analyze the impact on the power system: the majority of EV charging
models avoid this issue and some of them try to optimize the EV charges to
reduce some negative consequences.
The objective of this paper is to define a methodology based on agents to
determine EV charging demand. The main contribution of this paper is to propose
a methodology based on open data and combining social, technical and economic
variables to calculate the EV charging demand and then determine the effects on the
distribution networks. To do so, the parameters in literature were used separately;
however, this paper proposes that all of them be combined in a single model in order
to obtain more precise and realistic results. Figure 1 shows the relation among the
variables that are implemented in the present model. For example, EV agents have a
set of constant parameters as EV model (technical), place of residence (social), GDP
(economic) and others, as well as variable parameters of mobility such as distance,
day of the week and others.
EV agent












Figure 1. Basic scheme of EV charging demand parameters.
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Finally, the result of this methodology leads to the charging process model for
each EV agent, the total EV charging demand and consequently, it allows the impact
on power networks to be analyzed. The methodology proposed uses all sources from
public data and it is applied using statistics from the city of Barcelona.
The EV charging demand model is defined as the electric demand from EVs
during a certain time period, such as a day or week, to supply their batteries.
EV charging demand depends on EV user driving needs and it is linked to EV
characteristics and mobility of users.
The methodology proposed in this paper is the Agent-Based Modeling and
Simulation (ABMS). The main strengths and applications of ABMS are listed
as follows:
• Heterogeneous individual components: EV model and mobility pattern of each
EV owner.
• Flexible systems: to manage the charging demand of each EV.
• Influence of location: to consider the effects of the charging point location in
the power network.
• Representation of social interactions: different types of EV owners could have
different influences on the total system.
For these reasons, this methodology has been used for obtaining EV mobility
patterns with an heuristic approach [64]. Furthermore, this methodology enables to
simulate complex systems; for instance, load demand in power systems [7] or virtual
power plants to include different types of agents [65]. Thus, agent-based modeling
has been selected for this research.
In this work, the EVs are a set of agents that has been defined as autonomous
entities with their attributes and their processes are dynamic and time-dependent [66,67].
It allows defining each EV driver as an agent considering the usage of each
vehicle. Each agent is simulated individually including possible interactions through
the relationships between agents. Section 2 describes the characteristics of the
agent-based model to obtain the charging demand from EVs and their impact on the
distribution network.
2. EV Charging Demand Model
According to the Figure 1, the parameters needed to model the EV charging
demand can be clustered in three groups: the EV agent (Section 2.1), mobility pattern
(Section 2.2) and the charging process (Section 2.3). All these parameters permit the
determination of all charging processes needed to reach each destination.
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2.1. EV Agent
In the model developed, every EV agent represents an EV driver and its
vehicle. The EV agent attributes are the EV model, the mobility needs, and the
charging preferences. The EV agent behaviors are the trips taken (mobility), their
corresponding energy consumption from their battery, the energy consumed from
the electricity network to charge the battery, and the charging decision. For instance,
when EV agents reach their destination, their charging process begin depending
on the EV agent preferences and the energy price. The EV agent states with their
corresponding variables are: waiting, driving, and charging.
Moreover, there are two other agents that influence on EV agents behavior: the
Electricity Retailer Agent, who determines the electricity price for each instant, and
the EV Aggregator Agent, who control the EV charges to reduce the electricity price.
In the scenarios A, B and C, explained in the Section 3, there is no EV aggregator
and the price is determined by the Electricity Retailer Agent. In contrast, in the
scenario D, also explained in Section 3, the price is determined by the EV Aggregator
Agent and the Electricity Retailer Agent does not influence on EV agents.
The main rule is that each EV agent, after each trip, takes the decision of charging
in function of the battery state-of-charge, the electricity price and, in scenario D,
the signal from the EV aggregator. Moreover, before changing the state of an EV
agent from waiting to driving state, it is necessary that the battery has enough
energy to reach the destination. The EV agents structure, their relationships with
other agents and their environment are shown in Figure 2. Note that there are two
environments related to the EV agents: spatial distribution and electricity network.
Furthermore, the electricity market is the environment of Electricity Retailer Agent
and EV Aggregator Agent.
When the simulation begins, the system computes the EV agent mobility needs
and the battery state-of-charge variation.
The first step to define the EV agents is the definition of EV agent groups (Ci)
and their variables. For each group, it is necessary to define the number of agents
(N), spatial distribution of influence and charging preferences. And the EV model
of each agent is defined with variables ECi, Auti, Capi, Psi and Typei. The place of
residence, defined in Ri, is considered for each agent, and this depends on the power
network scenario and is modeled as a constant probability, based on public data such
as [68]. Ri is linked with the charging point in home usage.
The PDF of each EV model is based on [25] data and it just considers passenger
vehicles and Typei. This data was filtered for the case study in relation to EV model
characteristics and technical data available from automakers. It is shown in Figure 3.
In this model it is assumed that the PHEV drive is fully electric until the end
of the energy stored in the battery, when they consume gasoline as hybrid electric
vehicles. Other assumptions are exhibited in Section 2.4.
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Figure 3. EV model probability distribution function EVi. Based on [25] and
adapted to Barcelona-Spain and automakers data.
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2.2. Mobility Pattern
Mobility variables are assigned to each EV agent in order to model its mobility
behaviour. Different mobility patterns are based on open data sources. The variables
considered to define a mobility pattern are defined as follows:
• Trips per day (Si). The total trips are determined using a probabilistic variable
which is generated through a Poisson distribution function, which is defined
as [69] proposes with Poisson parameter (λ) of Equation (1).
P(k, λ) = (e−λλk)/k! (1)
This parameter is based on the average statistic value. It should ensure at least
two trips per day and is defined by Equation (2).
Si = 2 + λ (2)
In the present study analyzed, S̄i = 3.53 trips/day are based on [70].
• Distance (Li) and Distance per trip (lij). They are calculated using the
exponential distribution function from public reports. Figure 4 shows cumulative
exponential distribution functions of distance traveled per day from different






In the case study analyzed, L̄i = 83 km/day is based on [71]. If lij > 10 km, the
trip j is considered as metropolitan considering Barcelona characteristics.
• Destination (Dij). The model considers the reason of displacement to
determine the destination. The reasons considered for the case study are
based on the destination of each trip: for personal issues and for commuting.
It is strongly linked to grid node, where the EV is connected in relation to social
data and mobility pattern. The destination is modeled with a constant PDF
according to the power network topology.
• Day of the week (di) and Time distribution (mij). These parameters allow
knowing when an EV consumes energy as a function of the EV user’s
motivation to travel on a specific day. It is implemented in a PDF, as shown in
Figure 5 and Table 1 as an example applied in the case study.
• Velocity (vij). According to mobility data, velocity is modelled as a constant
value, depending if the trip is urban or metropolitan. The average velocity
from [70] and vurban = 22.2 km/h and vmetrop = 59.3 km/h are applied.
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• Initial/Final time (t0, t1). The relation between them is the average velocity
(vij) and distance (lij). Each pair of time variables is grouped in the matrix Yi,












• Social variables. Regarding the case study, it is necessary to take into account
different variables such as Gross Domestic Product (GDP) and population
density to determine the total number of agents (N) that could charge the EV
at the same connection point. Ci definition was described in Section 2.1 and
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Figure 5. Probability distribution function of Time distribution mij [71].
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The charging process considered is slow charging—AC single-phase, depending
on EV model, battery capacity, SoC, Energy required to arrive to next destination
and time between displacements.
All the EV models are supposed to have Li-ion batteries and the slow charging
process corresponds to a typical charging curve with two periods: constant period I
and descendant period II [72]. The power rate Psi considered for charging is 3.7 kW
(230 V, 16 A) because it is commonly available in residential and commercial areas in
Europe [73] and it is also used by Marra et al. [72]. The charging process depends on
initial SoC and energy required (Ereq) in the process. Figure 6 shows the charging
process of a battery with Capi and Ereq of 16.5 kWh.
In this model, it is assumed that period I requires 50% of time for a full charge
and period II finishes when the power output reaches 8% of Psi.
• Total energy (Battery capacity) is: Cap = EI + EI I .
• µ and k are the exponential function parameters used in Equation (6).
• Total process efficiency considered is 90% [2].
The equations of EV charging process described before are:
• Period I is described by the following equations:





• Period II is described by the following equations:















c = 0.08Psi (10)
The initial SoC depends on the EV agent consumption. In the first simulation,
the battery starts fully charged.





































Figure 6. Slow charging profile—General scheme in relation to battery capacity.
Based on [72].
2.4. Monte Carlo Simulation
Based on Figure 2, this paper proposes using the algorithm shown in Figure 7
to calculate the EV charging demand in a certain power network. This algorithm is
based on Monte Carlo Methodology to include stochastic variables per agent and
they are: Ri, Si, Li, lij, Di, t0, t1 and EVi. For this reason, it is necessary to define the
number of iterations (T). Furthermore, to start the algorithm, it is necessary to define
the number of agents (N) that charge the EV in the network analyzed. The time step
used is 5 min.
The algorithm is used to define the EV agent group, the mobility variables and




















- Energy consumption (ECi)
- Authonomy (Auti)
- Battery capacity (Capi)
- Charging power (Psi)
- Type of EV (Typei)












Figure 7. EV charging demand algorithm based on Monte Carlo.
3. Case Study
The proposed EV charging demand model is applied in a case study with
a 37-node IEEE test feeder adapted to a typical distribution network and mobility
data of Barcelona (Spain) [70]. The modeling of the case study was implemented in
MATLAB and the power flow is solved by means of the Newton-Raphson method.
Four charging scenarios (A-D) were defined to model EV agent behavior, which
are described in the following sections. The results are the energy (Zi) and charging
demand from EVs (P(t, x)) and the voltage profile in the distribution network.
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3.1. Distribution Network
This case study is an adapted MV network 37-node IEEE test feeder, which is
seen in Figure 8, and it applies Barcelona’s mobility data. This network is adapted to
a typical 25 kV MV network of Barcelona and the number of houses connected at the
same MV/LV transformer [8]. In order to do that, it is necessary to consider social
variables such as population density and technical regulation [74]. The maximum
voltage drop permitted by the distribution system operator is 10% according to
the EN 50160.
The total number of agents of group Ci is defined in relation to network topology
and population density of different neighborhoods. According to social data from
Barcelona and network branches, there are three zones: high, medium and low
inhabitants per house and vehicles per inhabitant density. The farthest branch is
linked with the high density zone. In this way, Dij of group C1 at the end of the day
is the corresponding network node. In Barcelona, 38% of vehicles are driven each















































Figure 8. MV network - IEEE Test-feeder 37 node.
Table 2 shows calculations to get N of group C1.
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Table 2. Number of agents C1.
Zone Nodes Inhab./Hou. Veh./Inhab. Inhab. Active Veh.
High 22–36 2.61 0.50 5016 950
Medium 3–5, 6–15 2.52 0.47 2541 448
Low 1, 2, 16–21 2.34 0.38 3288 471
Total C1 1870
Load demand: Base load demand in this distribution network is based on system
operator data [75] from national demand and it is adapted to network power capacity
as 80% of HV/MV transformer power. Analyzing the consumption in Spain between
2007 and 2011, load demand used in the case study is from 17 December 2007, when
the maximum energy demand reached 45,911 MWh between 18:00 and 19:00. This
allows analyzing EV charging increase relative to this base load.
The load presented in Figure 9a is the base case, without EVs, of the distribution
system analyzed. The peak demand is 10,640 kW and it occurs at 18:30. The load
demand of the distribution system increases during the morning (8–10 o’clock),
decreases during lunch time (13–16 o’clock) and increases during the evening
(19–21 o’clock), when people come back home. The peak period is 79% higher than
the valley period and the energy consumed during the course of a single day is
207.36 MWh. The voltage in the worst node is shown in Figure 9b; the minimum
voltage is 0.9707 p.u. at 18:30 and the maximum is 0.9839 p.u. at 4:45. The voltage
follows a similar behavior to the load demand. The lower limit of the voltage
magnitude permitted by EN 50160 is 0.90 p.u.











































Six agent groups (C1–C6) were defined to consider mobility and residence.
Mobility is divided between personal and professional reasons. According to the
usual place where the EV is connected at the end of the day, three different areas
of residence were defined: local, urban and metropolitan. Local area refers to the
distribution network analyzed, urban refers to the city, and metropolitan is outside
the city. Urban and metropolitan agents can plug in between displacements. On the
other hand, local agents can charge at any time. Table 3 shows the main characteristics
of each group. N is the number of EVs of each agent that charge their batteries in the
case study network.
Each group has specific energy requirements for charging (Ereq). Preferences
are related to when to charge and they are described above relative to agent group
definition. Regarding the Ereq for each feasible charge between displacements, it is
defined as the energy required to reach the next destination (Dij) and distance (lij).
Mobility variables from Barcelona data [70] are implemented in the case study.
Si depends on agent group, di is the average weekday and Li is according to [71].
Table 3. EV charging social characteristics in function of group.
Ci mij Active Veh. N Area Preferences
C1 1 & 2 1870 561 Local At-the-end
C2 1 & 2 449 135 Urban Between disp.
C3 1 & 2 273 82 Metropolitan Between disp.
C4 3 & 4 41 12 Local At-the-end
C5 3 & 4 41 12 Urban Between disp.
C6 3 & 4 10 3 Metropolitan Between disp.
Total 2684 805
3.3. Charging Scenarios
According to agent preferences, Ereq and electricity market assumptions, four
scenarios of EV charging demand are described, shown in Table 4.
Table 4. Table of charging scenarios.
Charging Scenario Description Range Anxiety
A—Intensive charge As soon as possible High
B—Plug-and-Play Just at home Medium
C—Tariff controlled Off-peak tariff Medium
D—Smart charging With Aggregator Low
Scenarios A and B consider constant electricity price for the whole day. In
scenario A, EVs charge at the end of each trip due to the high range anxiety of
EV agents. In scenario B, the EV agents have lower range anxiety and they charge
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the vehicle at home, when SoC is lower than 20% or lower than Ereq. In scenario
C it is considered that the EV agents have a Time-of-Use (TOU) tariff, special for
EVs [76]. The cheapest period of this tariff begins at 1:00 am, based on the Spanish
regulation [77], and then the EVs initiate the charge. The TOU tariff is an indirect
control strategy to manage the EV charges. Scenario D considers one aggregator who
manages all EV charges to consume the minimum power at the HV/MV transformer.
This is based on an aggregator dedicated to reducing the impact in the transmission
system, according to the Spanish regulation [77]. This scenario shows a direct control
strategy to manage the EV charges and the aggregator offers lower electricity prices
for EV agents.
3.4. Results
The following discussion presents the results of the four scenarios simulated.
The analysis is focused on the EV demand, total demand and the voltage drop
in the worst node. Due to the probabilistic design of the model, the results are
variable and the plots show the variation between the maximum and minimum
energy consumption. Furthermore, the plots also show the average consumption as
the most probable value.
All scenarios are simulated considering that 30% of active vehicles are
electric (N), based on maximum scenarios in [2,22,78]. EVi PDF is based on [25].
What is also considered is that the EV agents with the value Li greater than 100 km
are only PHEV (Typei).
The impact on power system is analyzed through voltage drop located in the
farthest node, which is the 35. Figure 10 shows the minimum voltage per node
during the whole day and the maximum voltage drop is located in node 35.



















A − Intensive charge
B − Plug−and−Play
C − Tariff controlled
D − Smart charging
No EV
Figure 10. Voltage per node.
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Iterations (iter). The standard deviations (std. dev.) of power demand are evaluated
to determine the number of iterations (T) to obtain valid results. To do that, a
simulation with 1200 iterations in scenario A for C1 group and with 30% of EVs was
carried out.
Figure 11 shows the std. dev. around hour 21 and it varies during the first
100 iterations significantly; it is nearly stable from iteration 200 and is constant
from iteration 600. The ideal should be to do 600 iterations for all the cases, but
the computing time to do it is very high and the volume of results to be stored
requires a huge amount of memory. For these reasons, it is not possible to simulate
600 iterations for all the scenarios and the number of iterations has to be lower.
The std. dev. varies around 10 kW from iteration 100 and from iteration 200, the
results are more stable than previously. According to this, the number of iterations
applied in the case study is 200. Other instances and scenarios are also checked and
they comply with the std. dev. analysis. The consumption variation is also checked
and it behaves similarly to the std. dev.



























Figure 11. Standard deviation variation in function of iterations T.
3.4.1. A—Intensive Charge
EV charging demand: As is shown in Figure 12a, the EV charging demand presents
two peaks with more consumption around 10:00 and 19:00. Both peaks are related to
Barcelona’s mobility pattern illustrated in Figure 5, which shows the same peaks: the
peak during the morning is caused by professional mobility and the peak during the
evening is caused by professional and personal back home reasons. The EV charging
demand variability, the difference between the minimum and the maximum case,
is significant in this scenario, and it can reach the 50% of the EV consumption as it
occurs at 20:00.
The EV peak demand is near to 500 kW and the total peak demand is 11.04 MW,
3.75% higher than in the base case without EVs, as Figure 12b demonstrates.
Furthermore, the peak during the morning is coupled with the residential and
commercial demand. This is reflected in Figure 12b, where the active power increase
is steeper from 6 to 12 hours due to the EV charging demand.
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Impact on power system: Figure 12c shows that the minimum voltage in node 35 is
0.9694 p.u. and it is 0.13% lower than in the No EV case, which is higher than the
lower limit of the standard of 0.9 p.u.








































































Figure 12. A—Intensive charge. (a) EV charging demand; (b) Total demand;
(c) Voltage drop.
3.4.2. B—Plug-and-Play
EV charging demand: In this scenario, the EV agents prefer to charge at home,
according to the back home time distributions (mij). As shown in Figure 13a, the first
peak demand is lower than in scenario A because the agents do not charge at work.
Moreover, the second peak demand is higher than before because the agents have
not charged at work and the energy required by them is higher than in scenario A.
In this scenario, the EV charging demand variability is also significant and it can
reach the 33% of the EV consumption, as it occurs at 20:00.
As Figure 13b shows, this effect causes that the peak during the morning in the
total demand is lower than the previous case. And the peak during the evening is
higher due to the energy required and the maximum power consumed is 11,12 MW
at 18:35 and the relative increase from the case without EV is 4.51%. Moreover, the
power consumption during the night is higher than in case A, because the SoC of EV
agents when they arrive at home is lower than previously.
Impact on power system: Figure 13c shows that the combination of the peak from
the residential demand with the EV demand causes a higher voltage drop than
scenario A, due to the different behaviors of the EV agents. The minimum voltage
reached during the peak demand is 0.9691 p.u., 0.16% lower than the case without EV,
and higher than the lower limit of 0.90 p.u.
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Figure 13. B—Plug-and-Play. (a) EV charging demand; (b) Total demand;
(c) Voltage drop.
3.4.3. C—Tariff Controlled
EV charging demand: In this case, the TOU tariff causes that the EV agents begin to
charge at 1:00, when the energy is cheaper. Therefore, the EV charging demand presents
a peak of 1.86 MW at this moment due to the simultaneous EV charges, as seen in
Figure 14a. What is more, the control reduces the EV charging demand variability.








































































Figure 14. C—Tariff controlled. (a) EV charging demand; (b) Total demand;
(c) Voltage drop.
The consumption during the rest of the day is related to the energy required
(Ereq) to reach the next destination (Dij) and the low SoC of each EV agent. The
maximum power consumed is 10.8 MW at 18:30, which means an increase of 1.5%
from the original case.
Figure 14b shows that this EV peak happens during the off-peak period and the
total demand increase is not significant. Despite this, the power generation gradient
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could be a problem, which should be analysed from the point of view of the power
generation and from the system stability point of view.
Impact on power system: The minimum voltage, shown in Figure 14c, is similar to
the original case without EVs. The minimum voltage reached is 0.9702 p.u., 0.05%
lower than without EVs, and higher than 0.90 p.u. The voltage variation at 1:00 could
be a problem, which could be analyzed in a transient analysis.
3.4.4. D—Smart Charging
EV charging demand: Figure 15a shows the EV charging demand controlled by the
aggregator which controls domestic EV charges. The EV charging demand is shifted
to the valley period to reduce the consumption through the HV/MV transformer
and to minimize the impact on the transmission system. According to this, the EV
charges occur between 2 and 8 o’clock and the variability, the difference between the
minimum and the maximum case, is very small.








































































Figure 15. D—Smart charging. (a) EV charging demand; (b) Total demand;
(c) Voltage drop.
Figure 15b shows that the total demand increases during the valley periods and
the power consumption is constant at 6.6 MW. During the rest of the day, sporadic
charges could occur, but the mean curve is near to the case without EVs.
Impact on power system: The minimum voltage is not increased by the EV charges,
as is exhibited in Figure 15c. The voltage during the valley period is lower than in
the original case according to the total demand, but this voltage is higher than during
the peak hours, and the difference between the minimum voltages is 0.02%, and the
minimum value of 0.90 p.u. is not reached.
197
The summary of all the scenarios is presented in Table 5. Voltage value is the
minimum and it means the maximum voltage drop.
Table 5. Maximum results.
EV Demand Peak Total Demand Peak VoltageScenario (Max) [kW] Time (Max) [kW] Variation Time (Min) [p.u.] Variation
No EV 18:30 10640 18:30 0.9707
A—Intensive charge 457 18:30 11040 3.76% 18:30 0.9694 −0.13%
B—Plug-and-Play 628 18:35 11120 4.51% 18:35 0.9691 −0.16%
C—Tariff controlled 1857 01:00 10800 1.50% 18.30 0.9702 −0.05%
D—Smart charging 799 04:30 10720 0.75% 18:35 0.9705 −0.02%
Box plots Figure 16a–d show total consumption in each node and this is
compared to MV/LV transformer capacity. The results show that the nodes with
less capacity could reach the nominal value in some cases, but the average value is
under nominal power. In the case of scenario D, total demand never exceeds the
nominal capacity of transformers, which means that there is enough capacity to
supply the EVs.




















































































Figure 16. Total demand in each MV/LV transformer. (a) A—Intensive charge;
(b) B—Plug-and-Play; (c) C—Tariff controlled; (d) D—Smart charging.
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4. Conclusions
The probabilistic agent-based model (ABM) obtained in this paper allows the
EV charging demand to be determined, taking into account different variables of
EV characteristics such as battery capacity and energy consumption of each trip,
economic and social attributes, mobility needs, and charging strategies of each agent.
The model developed takes into account the interaction of these variables, allowing
the obtainment of better accuracy in the results.
The probabilistic approach is useful to include the uncertainties related to the
real behavior of EV users, like the time distribution and energy consumed on each
trip. Therefore, the model permits the determination of the impact provoked on the
grid by these uncertainties.
Moreover, the model proposed is a benchmark to compare case studies, such
as different cities or areas in the same city. With this model, the weak regions of the
grid or the areas with high EV density can be detected.
The case study presented shows that the uncertainties cause variability in the EV
charging demand in scenarios without control on the EVs, as it is shown in scenarios
A and B. In contrast, the consumption variability in scenarios with indirect and direct
control on the EV charges, like scenarios C and D, respectively, is small.
The distribution feeder analyzed in the presented case study does not have a
significant impact on the smart charging strategy (D) during the off-peak period
and all EV agents can charge their EV. In contrast, some MV/LV transformers could
exceed their nominal power in the scenarios without control. The voltage in all the
scenarios is higher than the limit of 0.90 p.u. according to the EN 50160.
In further work, it could be very interesting to analyze the dynamic behavior
of the system in case C during the connection of all EV at 1:00. Furthermore, the
model permits analyzing the impact on distribution networks, but it can be applied
for transmission and low voltage grids, too. Finally, this model could be applied
and compared with a real distribution network with EVs to verify the accuracy of
the model.
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Nomenclature
Auti Autonomy Ci Agent group
Capi Battery capacity di Day of the week
Dij Destination ECi Energy consumption
EVi EV model i Agent
iter Iteration j Trip
Li Distance lij Distance per trip
mij Time distribution P(t, x)ij Charging process
Psi Power supply Ri Place of residence
Si Number of trips t0, t1 Initial/Final time
Typei Type of EV (BEV or PHEV) vij EV velocity
Yi Trips matrix Zi Energy consumed
References
1. Bullis, K. Could Electric Cars Threaten the Grid? In MIT Technology Review; Massachusetts
Institute of Technology (MIT): Cambridge, MA, USA, 2013.
2. Clement-Nyns, K.; Haesen, E.; Driesen, J. The Impact of Charging Plug-In Hybrid Electric
Vehicles on a Residential Distribution Grid. IEEE Trans. Power Syst. 2010, 25, 371–380.
3. Huang, S.; Infield, D. The impact of domestic Plug-in Hybrid Electric Vehicles on power
distribution system loads. In Proceedings of the 2010 International Conference on Power
System Technology (POWERCON), Hangzhou, China, 24–28 October 2010.
4. Villafafila-Robles, R.; Girbau-Llistuella, F.; Olivella-Rosell, P.; Sudria-Andreu, A.;
Bergas-Jane, J. Assessment of the impact of charging infrastructure for electric vehicles
on distribution networks. In Proceedings of the 15th European Conference on Power
Electronics and Applications, Lille, France, 2–6 September 2013.
5. Watts, R.A.; Letendre, S. The Effects of Plug-in Hybrid Electric Vehicles on the Vermont Electric
Transmission System; In Proceedings of the Transportation Research Board 88th Annual
Meeting, Washington, DC, USA, 11–15 January 2009.
6. Soãres, J.; Canizes, B.; Lobo, C.; Vale, Z.; Morais, H. Electric Vehicle Scenario Simulator
Tool for Smart Grid Operators. Energies 2012, 5, 1881–1899.
7. Acha, S.; van Dam, K.H.; Shah, N. Modelling Spatial and Temporal Agent Travel Patterns
for Optimal Charging of Electric Vehicles in Low Carbon Networks. In Proceedings of the
IEEE Power and Energy Society General Meeting, San Diego, CA, USA, 22–26 July 2012.
8. Valsera-Naranjo, E.; Sumper, A.; Villafafila-Robles, R.; Martinez-Vicente, D. Probabilistic
Method to Assess the Impact of Charging of Electric Vehicles on Distribution Grids.
Energies 2012, 5, 1503–1531.
9. Soares, F.J.; Lopes, J.A.P.; Almeida, P.M.R.; Moreira, C.L.; Seca, L. A stochastic model
to simulate electric vehicles motion and quantify the energy required from the grid.
In Proceedings of the Power Systems Computation Conference (PSCC), Stockholm,
Sweden, 22–26 August 2011.
200
10. Amjad, S.; Neelakrishnan, S.; Rudramoorthy, R. Review of design considerations and
technological challenges for successful development and deployment of plug-in hybrid
electric vehicles. Renew. Sustain. Energy Rev. 2010, 14, 1104–1110.
11. Peng, M.; Liu, L.; Jiang, C. A review on the economic dispatch and risk management
of the large-scale plug-in electric vehicles PHEVs-penetrated power systems. Renew.
Sustain. Energy Rev. 2012, 16, 1508–1515.
12. Gao, S.; Chau, K.T.; Wu, D.; Chan, C.C. Modeling and coordinated control for integrating
electric vehicles into the power grid. In Proceedings of the 2011 International Conference
on Electrical Machines and Systems (ICEMS), Beijing, China, 20–23 August 2011.
13. Sortomme, E.; Hindi, M.M.; MacPherson, S.D.J.; Venkata, S.S. Coordinated Charging of
Plug-In Hybrid Electric Vehicles to Minimize Distribution System Losses. IEEE Trans.
Smart Grid 2011, 2, 198–205.
14. Wang, J.; Liu, C.; Ton, D.; Zhou, Y.; Kim, J.; Vyas, A. Impact of plug-in hybrid electric
vehicles on power systems with demand response and wind power. Energy Policy 2011,
39, 4016–4021.
15. Waraich, R.A.; Galus, M.D.; Dobler, C.; Balmer, M.; Andersson, G.; Axhausen,
K.W. Plug-in hybrid electric vehicles and smart grids: Investigations based on a
microsimulation. Transp. Res. Part C Emerg. Technol. 2013, 28, 74–86.
16. Rahman, S.; Shrestha, G.B. An investigation into the impact of electric vehicle load on
the electric utility distribution system. IEEE Trans. Power Deliv. 1993, 8, 591–597.
17. Valsera-Naranjo, E.; Martinez-Vicente, D.; Sumper, A.; Villafafila-Robles, R.;
Sudria-Andreu, A. Deterministic and probabilistic assessment of the impact of the
electrical vehicles on the power grid. In Proceedings of the 2011 IEEE Power and Energy
Society General Meeting, San Diego, CA, USA, 24–29 July 2011.
18. Mateo, A.R. Evaluación del impacto de los vehículos eléctricos en las redes de
distribución. Master Thesis, Universidad Pontificia de Comillas—Escuela técnica
superior de ingeniería ICAI, Madrid, Spain, 2010.
19. Druitt, J.; Früh, W.G. Simulation of demand management and grid balancing with
electric vehicles. J. Power Sources 2012, 216, 104–116.
20. Loisel, R.; Pasaoglu, G.; Thiel, C. Large-scale deployment of electric vehicles in Germany
by 2030: An analysis of grid-to-vehicle and vehicle-to-grid concepts. Energy Policy 2014,
65, 432–443.
21. Lyon, T.P.; Michelin, M.; Jongejan, A.; Leahy, T. Is smart charging policy for electric
vehicles worthwhile? Energy Policy 2012, 41, 259–268.
22. Maitra, A.; Taylor, J.; Brooks, D.; Alexander, M.; Duvall, M. Integrating plug-in-electric
vehicles with the distribution system. In Proceedings of the 20th International
Conference and Exhibition on Electricity Distribution—Part 1, Prague, Czech Republic,
8–11 June 2009.
23. Lopes, J.A.P.; Soares, F.J.; Almeida, P.M.R. Identifying management procedures to deal
with connection of Electric Vehicles in the grid. In Proceedings of the 2009 IEEE Bucharest
PowerTech, Bucharest, Romania, 28 June–2 July 2009.
201
24. Pang, C.; Dutta, P.; Kezunovic, M. BEVs-PHEVs as Dispersed Energy Storage for V2B
Uses in the Smart Grid. IEEE Trans. Smart Grid 2012, 3, 473–482.
25. Frost & Sullivan. Executive Analysis of Global Electric Vehicle Forecast; Technical Report;
Frost & Sullivan: Mountain View, CA, USA, 2012.
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Modeling and Simulation of DC Microgrids
for Electric Vehicle Charging Stations
Fabrice Locment and Manuela Sechilariu
Abstract: This paper focuses on the evaluation of theoretical and numerical aspects
related to an original DC microgrid power architecture for efficient charging of
plug-in electric vehicles (PEVs). The proposed DC microgrid is based on photovoltaic
array (PVA) generation, electrochemical storage, and grid connection; it is assumed
that PEVs have a direct access to their DC charger input. As opposed to conventional
power architecture designs, the PVA is coupled directly on the DC link without
a static converter, which implies no DC voltage stabilization, increasing energy
efficiency, and reducing control complexity. Based on a real-time rule-based
algorithm, the proposed power management allows self-consumption according to
PVA power production and storage constraints, and the public grid is seen only as
back-up. The first phase of modeling aims to evaluate the main energy flows within
the proposed DC microgrid architecture and to identify the control structure and the
power management strategies. For this, an original model is obtained by applying
the Energetic Macroscopic Representation formalism, which allows deducing the
control design using Maximum Control Structure. The second phase of simulation
is based on the numerical characterization of the DC microgrid components and
the energy management strategies, which consider the power source requirements,
charging times of different PEVs, electrochemical storage ageing, and grid power
limitations for injection mode. The simulation results show the validity of the model
and the feasibility of the proposed DC microgrid power architecture which presents
good performance in terms of total efficiency and simplified control.
Reprinted from Energies. Cite as: Locment, F.; Sechilariu, M. Modeling and Simulation
of DC Microgrids for Electric Vehicle Charging Stations. Energies 2015, 8, 4335–4356.
1. Introduction
Plug-in electric vehicles (PEVs), whose growth is predicted in future years,
represent an important step to achieve low-carbon transport transition [1].
Nevertheless, PEV charging increases the real-time power consumption. Due to the
high current needed and depending on when and where the vehicles are plugged-in,
the charging stations causes issues and constraints in the public grid. The indirect
greenhouse gases emitted by the charging stations depend on the mix of the spinning
reserve generation capacity of the electric power system. The spinning reserve is
composed mainly by fossils-fuel power plants that are on-line but unloaded and can
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respond to the demand [2]. In order to accommodate the PEVs’ charging demand
and requirements, the capacity of this spinning reserve should be expanded [3].
Furthermore, concerning the end-users, most of the end-users’ preferences are to
charge PEV when it is convenient rather than during periods of lesser demand. Thus,
during the daytime, in many local areas the public grid could be strongly stressed by
a PEVs power demand threshold.
On the other hand, the energy transition leads to the incitation of policies that
support the expansion of renewable energy sources, such as distributed energy
generation, and their integration. However, the increasing distributed energy
generation reveals an increasing complexity for grid managers by requiring better
quality and reliability to regulate electricity flows and less mismatch between
electricity generation and demand. To overcome this grid issue, the distributed
renewable generation tends to be in favor of self-consumption and therefore less
stress is applied on the public grid. Therefore, the microgrid concept, aggregating
renewable and traditional energy sources, storage, and public grid connection, aims
to actively operate for power balancing of the electricity system. Microgrids are
reliable and efficient options to increase the small scale renewable energy penetration
while minimizing the energy cost [4–6], especially in urban areas. Due to the
negative impact of the total and permanent energy injection, incentive pricing policies
dedicated to self-consumption have recently been proposed in many countries.
Thus, facing the emergence of AC or DC microgrids [7,8], on the one hand,
and the increasing number of PEV charging stations, on the other hand, one of the
solutions is the local microgrid [9,10]. In this context, dedicated charging station
infrastructures, equipped with photovoltaic (PV) sources that are the most commonly
used renewable sources in urban areas, can be built. This is a matter of PV-based
microgrids, i.e., producer-consumer PEVs charging stations, aiming at achieving
self-consumption. The PV sources’ intermittency can be relieved by a storage system
well integrated in the microgrid [11,12]. These local microgrids become an alternative
to the total and permanent energy injection and reduce the dependence on the power
grid [13–15].
Nowadays many studies focus on the design, operation, optimization, and
scheduling of PEV charging stations. Currently the most commonly used PEV
batteries are based on Li-ion technology. A fast charger for this technology is
presented in [16]; the proposed bidirectional AC/DC converter allows a maximum
of 25 kWh charging in one hour. PEV charging stations based on PV sources with
optimal energy management are presented in several studies [17–21], however, the
proposed systems do not take into account either storage ageing or grid power
limitations for injection mode. Related to optimal charging and considering the
public grid tariffs to buy or sell energy, a day-ahead scheduling method is studied
in [22], in which, according to vehicle-to-grid strategy, a long term cost minimization
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model is proposed. An interesting strategy based on random vehicle charging and
taking into account the excess power is presented in [17]. A car parking PV-integrated
and grid-connected system is proposed as a charging station in [18], where the power
is controlled by a real-time energy management algorithm. For smart buildings
equipped with PV generators, a charging strategy based on the multi-agent approach
is proposed in [19].
In [23] the charging of the PEVs is controlled in order to eliminate or reduce the
stress on the grid but the impact of energy efficiency and the grid power limitation
for injection mode are not discussed. In this case the PV system is connected to the
DC link by employing a DC/DC boost converter.
An original PEV charging station topology based on PV system, superconducting
magnetic energy storage, and the public grid is presented in [24]. All these components
are respectively connected to a common DC bus with the corresponding converters.
The proposed energy management strategy focuses on the voltage stability of DC bus
and the energy transfer among these units. The building-integrated DC microgrid
proposed in [25] aggregates wind and PV sources, hybrid storage, and public grid
connection on a DC common bus, which offers fast or smart PEV charging. Compared
with the existing droop controls, the authors propose droop curves as a function of
the storage state-of-charge (SOC). However, control and architecture of the power
electronic interface either needed or not needed to implement the PV system are not
discussed in these references.
Through the use of a grid-tied neutral-point-clamped converter, a novel power
architecture for a PEV DC charging station is proposed in [26]. It concerns a bipolar
DC structure which reduces the step-down effort on the DC/DC fast chargers.
Regarding the control, this paper proposes a balancing mechanism that allows
handling any difference on the DC loads while keeping the midpoint voltage
accurately regulated; however, the grid power limitation for injection mode is not
taken into account.
Considering these different PEV charging station concepts, which aim to support
direct PEV charging (i.e., not for swapping batteries), it is noted that different
requirements and constraints are taken into account to develop energy management
strategies. Nevertheless, the studies mentioned above do not consider the overall
topology efficiency. This work aims to improve the existing PEVs charging stations
with a threefold scheme: (i) a novel DC microgrid power architecture to improve
overall efficiency; (ii) an original and easily comprehensible model with the aid
of Energetic Macroscopic Representations (EMR) and Maximum Control Structure
(MCS); (iii) a realistic approach for considering the effects of electrochemical storage
ageing and the public grid power injection limitations.
The proposed DC microgrid is based on a photovoltaic array (PVA), electrochemical
storage, and grid connection; and it allows self-consumption according to PVA
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production and storage constraints, while the public grid is seen only as a back-up.
To increase the overall efficiency, improve the utilization efficiency of PVA energy,
and decrease the cost and losses of converters, as opposed to conventional power
architecture designs, the PVA is coupled directly with the DC link without a static
converter, which implies no DC voltage stabilization and less control complexity. It is
also assumed that PEVs have direct access to their DC charger input. However, the
fluctuation of PVA output and the change of charging power vary randomly and in
this case will influence the power transfer among components of the PEV charging
station. To cope with this problem while dealing with storage ageing, a real-time
rules-based algorithm is proposed.
Following the presented considerations, the DC microgrid special power
architecture for PEVs charging station is described in Section 2. The global energetic
modelling of the DC microgrid based on EMR is presented in Section 3. Different
energetic configurations of the available power and energy sources are given. Then,
the DC microgrid control modeling using MCS, which is deduced from the EMR, is
introduced in Section 4. The simulation results performed with MATLAB Simulink
are given and discussed in Section 5. Conclusions and further discussions on
advantages and limitations of the proposed control are presented in Section 6.
2. DC Microgrid Special Power Architecture for an Electric Vehicle
Charging Station
The PEV charging station is designed based on the DC microgrid technology.
As illustrated in Figure 1a, it is composed of a PVA, public grid connection, PEVs’
batteries, and electrochemical storage. These components are connected directly or
indirectly to the DC link. The proposed local grid connected DC microgrid can be
car parking integrated, with PV panels installed on sun-shading roofs as shown in
Figure 1b [27,28].
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Expecting that the locally generated power is used where, when, and how it is generated, the DC 
microgrid energy management system operates with self-supply. The produced PV electricity is intended 
primarily for charging of PEVs. The storage represents an additional energy source to supply the PEVs 
or to absorb the excess of the produced PVA energy. The public grid connection is used as back-up and 
to sell the excess energy. For low PVA power, the needed complementary power to charge the PEVs is 
provided primarily by the storage, and then by the public grid. In contrast, if PVA power is higher than 
the power demanded by PEVs, the DC microgrid primarily feeds the storage and then injects excess 
power into the public grid. A bidirectional smart meter could be implemented for information about grid 
availability and dynamic pricing. Note that the operating mode called “vehicles to grid” is not developed in 
this work. 
The electrical scheme of the DC microgrid power architecture is given in Figure 2. Since the energy 
efficiency may be improved by eliminating energy conversion, the PVA is directly connected to the DC 
link without a static converter. However, PEVs and storage are connected to the same DC bus link 
through their dedicated static converters whose switching functions are fPEVs and fSTO, respectively.  
This power architecture is due to the fact that the DC link voltage is estimated to be about 1000 VDC; 
Figure 1. (a) DC micr grid for an el ctric vehicle ch rgi g stati n; (b) Computer
graphic picture.
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Expecting that the locally generated power is used where, when, and how it is
generated, the DC microgrid energy management system operates with self-supply.
The produced PV electricity is intended primarily for charging of PEVs. The storage
represents an additional energy source to supply the PEVs or to absorb the excess
of the produced PVA energy. The public grid connection is used as back-up and to
sell the excess energy. For low PVA power, the needed complementary power to
charge the PEVs is provided primarily by the storage, and then by the public grid.
In contrast, if PVA power is higher than the power demanded by PEVs, the DC
microgrid primarily feeds the storage and then injects excess power into the public
grid. A bidirectional smart meter could be implemented for information about grid
availability and dynamic pricing. Note that the operating mode called “vehicles to
grid” is not developed in this work.
The electrical scheme of the DC microgrid power architecture is given in Figure 2.
Since the energy efficiency may be improved by eliminating energy conversion, the
PVA is directly connected to the DC link without a static converter. However, PEVs
and storage are connected to the same DC bus link through their dedicated static
converters whose switching functions are fPEVs and fSTO, respectively. This power
architecture is due to the fact that the DC link voltage is estimated to be about
1000 VDC; hence, in order to correctly feed the PEVs and to charge the storage, static
converters are required. The public grid connection is carried out by a three-phase
bidirectional AC/DC converter with the following switching functions: fA, fB and fC.
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where pPG, pSTO and pPEVs are the power of the public grid, storage, and PEV charging system, respectively, 
νPVA is the PVA voltage, and C the DC link capacitor. The power balancing shows that the adjustment 
variables are the public grid and storage powers, within their physical and functional limitations. 
The required power reference p* for power balancing is calculated by Equation (2): 
* * *PG STOp p p   (2)
where the public grid power reference pPG* and the storage power reference pSTO* are calculated by 
Equation (3) according to the previously proposed strategy. For this, a distribution coefficient K  is 
introduced and defined as given by Equation (3): 
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power converter legs, the DC microgrid power balancing is given by Equation (1):




where pPG, pSTO and pPEVs are the power of the public grid, storage, and PEV charging
system, respectively, νPVA is the PVA voltage, and C the DC link capacitor. The power
balancing shows that the adjustment variables are the public grid and storage powers,
within their physical and functional limitations.
The required power reference p* for power balancing is calculated by
Equation (2):
p∗ = pPG ∗+pSTO∗ (2)
where the public grid power reference pPG* and the storage power reference pSTO*
are calculated by Equation (3) according to the previously proposed strategy. For
this, a distribution coefficient K is introduced and defined as given by Equation (3):
pSTO∗ = K · p ∗ with K ∈ [0, 1]
pPG∗ = (1− K) · p∗
(3)
3. Energetic Macroscopic Representation Modeling of the Electric Vehicle
Charging Station
The DC microgrid power architecture for the PEV charging station is modeled
by EMR, which is an energy-based graphical tool for a global energetic view. As
the PEV charging station is preeminently an energetic system, it is obvious that the
considerations of energy should be emphasized in EMR. EMR modeling could be
compared with Bond Graph formalism introduced successfully since 1950s, but bond
graphs cannot help the control design directly, while EMR focuses on both system
function and system structure. The EMR advantages lie in its clarity of physical
concepts, as well as its functional modeling; EMR contributes significantly to the
design of the control, and leads to energy management of systems.
EMR is a synthetic graphic tool that uses causal or functional representation.
EMR allows a systematic approach to design all the interactions between the different
subsystems of a complex system. The system representation is based on four basic
elements as illustrated in Figure 3.
These pictograms represent: energy sources, accumulation elements, conversion
elements, and coupling elements for energy distribution. They are interconnected
following the action and reaction principle using exchange variable and respecting
the integral causality. The instantaneous power exchanged between two elements
is the result of the product of action and reaction variables represented by arrows
(inputs and outputs).
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3.1. Photovoltaic Array Modeling 
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The integral causality considered in EMR defines an accumulation element by a
time-dependent relationship between its variables, in which case the output is an
integral function of the inputs. Other elements are described using relationships
without time dependence. In order to respect the integral causality, specific associated
rules are defined. Each element is internally described using transfer functions,
mathematical relations, or other modeling tool. EMR ll ws the representation
of multi-physic systems and the systematic deduction of control structures. The
EMR formalism has been already used in many real applications [29–31]; the
implementation is usually performed on MATLAB Simulink.
Following the electrical scheme of the DC microgrid given in Figure 2, all
elements are electrically connected to DC link represented by the capacitor noted C.




iPVA − i′STO − i′LPEVs − i′
C
(4)
where iPVA, i′STO, i′LPEVs , and i' are the currents of PVA, storage system, PEV charging
system, and the current of the inverter input side. The DC link is modeled by the
EMR formalism as one accumulation element and one electrical coupling (without
energy accumulation).
3.1. Photovoltaic Array Modeling
The proposed PEV charging station is based on 560 PV panels (60M250, SILLIA,
Lannion, France), whose power is estimated to be 140 kW under standard test
conditions. In consideration of the maximum 1000 V voltage, the 560 PV panels are
arranged in parallel and series: 20 parallel branches of 28 serial panels by branch.
By applying the EMR formalism, the PVA is modeled as a power source which
provides the current iPVA when the voltage vPVA is imposed, i.e., the power pPVA
(pPVA = vPVA · iP'VA). The voltage is imposed by a maximum power point tracking
(MPPT) algorithm. However, for stringent cases, a limited PVA power control could
also be applied. In this work, when a MPPT control is required, the well-known
method “Perturb & Observe” (P&O) is used to extract the maximum power of PVA
212
for any value of solar irradiance and PV cell temperature [32,33]. The evolution of
pPVA and iPVA under the solar irradiance g = 1000 W/m2 and for different PV cell
temperatures are shown as simulation results in Figure 4.
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Figure 4. PVA power and current under 1000 W/m2 irradiance and for different
PV cell temperatures.
The PVA system is modeled by the EMR formalism as a power source, denoted
PVA, to be connected to an electrical coupling element.
3.2. Modeling of PEVs Batteries Charging
In this work, the batteries of all PEVs are considered based on Li-ion technology.
The Li-ion battery charging is performed by a constant current (CC) mode followed
by a constant voltage (CV) mode, i.e., CC/CV procedure [34]. During the CC mode,
the charging current stays constant until the voltage rises to a cut-off voltage. During
the CV mode, the voltage re ains constant while the current drops. This CC/CV
procedure is supposed to be controlled by a battery management system already
integrated in PEV battery system.
To emulate the PEV charging, a CC/CV procedure has been applied to a 26650
LiFePO4 cell (A123 Systems LLC, Waltham, MA, USA) and recorded. The PEV
charging CC/CV profile is considered proportional to the profile recorded on one
cell. According to some end-user’s utilization models, the PEV i profiles
proposed in this study are:
- fast char ing time for a period of about 30 min;
- average charging time for a period of about 1 h and 30 min;
- slow charging time for a period of about 4 h.
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For one vehicle and for these three charging profiles, the PEV battery power,
denoted as pPEV, and its state of charge, noted SOCPEV, are presented in Figure 5.
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where 'PEVsv  and ' PEVsLi  are the voltage and current of the PEV converter’s output side, vPEVs and 
PEVsLi  are the voltage and current of PEVs converter input side, mPEVs the PEV control variable, iPEVs the 
PEVs current, LPEVs and CPEVs the PEVs inductor and capacitor, respectively, T the period, and t  the  
time variable. 
In order to simplify the numerical simulation, the PEV charging system’s assumptions considered in 
this study are:  
‐ arbitrarily it is considered that 15 vehicles could be recharged simultaneously;  
‐ for each PEV, charging operation starts from zero SOCPEV limit;  
‐ all PEVs remain in plug-in position to fulfill the battery (to achieve the complete CC/CV  
charging procedure). 
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Figure 5. Power pPEV and state of charge SOCPEV for one PEV.
These characteristics are obtained by coupling 28 parallel branches of 120 serial
cells; with the voltage of 3.6 V per cell. The total stored energy is about 24 kWh.
Depending on the type of vehicles, state of charge of battery, charging voltage level,
charging current level, and the dema ded charging time, the total PEV charging
power flow varies roughly. Regarding the electrical scheme presented in Figure 2,
the PEV charging modelling is given by Equation (5):
v′PEVs = fPEVs · vPVA ⇒ v′PEVs = mPEVs · vPVA
i′LPEVs = fPEVs · iLPEVs ⇒ i′LPEVs = mPEVs · iLPEVs
mPEVs = 1T
∫ T










where v′PEVs and i′LPEVs are the voltage and current of the PEV converter’s output
side, vPEVs and iLPEVs are the voltage and current of PEVs converter input side, mPEVs
the PEV control variable, iPEVs the PEVs current, LPEVs and CPEVs the PEVs inductor
and capacitor, respectively, T the period, and t the time variable.
In order to simplify the numerical simulation, the PEV charging system’s
assumptions considered in this study are:
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- arbitrarily it is considered that 15 vehicles could be recharged simultaneously;
- for each PEV, charging operation starts from zero SOCPEV limit;
- all PEVs remain in plug-in position to fulfill the battery (to achieve the complete
CC/CV charging procedure).
Figure 6 shows PEVs flow evolution and corresponding absorbed power
(pPEVs = vPEVs · iPEVs). The PEVs charging system is modeled by EMR formalism as
a power source, noted PEVs, associated with two accumulation elements and one
conversion element.
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The electrochemical storage is a complementary energy source for the DC microgrid; it is a system 
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where v'STO and i'STO represent the voltage and current of the storage DC link side (after converter), vSTO 
and iSTO are the voltage and current of the storage before the converter, mSTO the storage control variable, 
and LSTO the storage inductor. 
The storage system is modeled by EMR formalism as a power source, denoted STO, associated with 
one accumulation element and one conversion element. 
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3.3. Storage Modeling
The electrochemical storage is a complementary energy source for the DC
microgrid; it is a system composed by 35 serial batteries, characterized by 12V/230A
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each. Therefore, the whole storage system is characterized by 420 V/230 Ah. The
storage system modeling equations are expressed by Equation (6):
v′STO = fSTO · vPVA ⇒ v′STO = mSTO · vPVA
i′STO = fSTO · iSTO ⇒ i′STO = mSTO · iSTO
mSTO = 1T
∫ T






where v'STO and i'STO represent the voltage and current of the storage DC link side
(after converter), vSTO and iSTO are the voltage and current of the storage before the
converter, mSTO the storage control variable, and LSTO the storage inductor.
The storage system is modeled by EMR formalism as a power source, denoted
STO, associated with one accumulation element and one conversion element.
3.4. Public Grid Connection Modeling
The considered public grid is a low voltage network, characterized by 400 V
phase-to-phase and 50 Hz. The public grid connection modeling is based on the
inverter model. Thus, the simple voltages of the three phases, v'A, v'B and v'C,
and corresponding inverter switching functions, fA, fB, fC are used as shown by
Equation (7):
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where u'AC and u'BC are the output’s inverter voltages between the phases A and C, and B and C 
respectively, mA and mB the inverter control variables. The inverter current i' is expressed by using the 
currents of the three phases, iA, iB, and iC, following Equation (8): 
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The connection between the inverter and the public grid is made by power lines, with no mutual 
inductor but a self-inductance L and an internal resistance R. The relationship between voltages and 
currents of power lines is given in Equation (9): 
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(9)
where uAC and uBC represent the public grid voltages between the phases A and C, and B and C, 
respectively. The public grid system is modeled by EMR formalism as a power source, denoted PG, 
associated with one accumulation element and one conversion element. 
3.5. Energetic Macroscopic Representation of the DC Microgrid 
Based on the model of each component described above, the global EMR of the DC microgrid 
designed for PEVs charging station is obtained and shown in Figure 7. 
This system has six state variables (vPEVs, PEVsLi , iSTO, vPVA, iA, and iB) and four control variables 
(mPEVs, mSTO, mA and mB). A control structure adapted to the operating system strategy is needed and 
described below.  
(7)
where u'AC and u'BC are the output’s inverter voltages between the phases A and
C, and B and C respectively, mA and mB the inverter control variables. The inverter
current i' is expressed by using the currents of the three phases, iA, iB, and iC,
following Equation (8):
i′ = fA iA + fB iB + fC iC with iA + iB + iC = 0
i′ = ( fA − fC) iA + ( fB − fC) iB
i′ = mA iA + mB iB
(8)
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The connection between the inverter and the public grid is made by power lines,
with no mutual inductor but a self-inductance L and an internal resistance R. The





























where uAC and uBC represent the public grid voltages between the phases A and C,
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as a power source, denoted PG, associated with one accumulation element and one
conversion element.
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4. DC Microgrid Control Modeling Using the Maximum Control Structure 
The inversion-based control theory was introduced in 2000s. The control structure of a system is 
considered as an inversion model of the system. From EMR modeling, a MCS graphical representation 
can be obtained, which easily leads to a practical control structure. Generally, it is considered that the 
plant inversion is not robust to variations in the system parameters, but the MCS approach inherently 
assumes that the control structure can be obtained under the assumption that all variables are measurable. 
The merit of EMR/MCS modeling is highlighted by its systemic approach which involves the principle 
of holism that leads to studying the impact of subsystems association: Interconnected basic control 
blocks, dynamical performances, interest of the closed loop and so on. 
To design control structures based on the EMR formalism, a corresponding Maximum Control 
Structure (MCS) can be deduced through specific inversion rules [28,29]. Indeed, the system’s control 
computes the system’s inputs for which the desired output is obtained. Therefore, system’s control 
structure can be considered as an inversion model of the system. Thus, on one hand, the direct inversion, 
i.e., without controller, is applied for items that are not time dependent, such as the conversion elements. 
But, on the other hand, as EMR formalism does not allow the derivative causality, a direct inversion of 
time dependent item is not possible. For this reason an indirect inversion, i.e., the controller, is proposed 
for items that are time dependent. The accumulation elements are inverted using a close-loop control.  
The MCS representation is based on three basic elements as shown in Figure 8: control bloc without 
controller, control bloc with controller, and bloc strategy. 
 
Figure 8. (a) Control bloc without controller; (b) Control bloc with controller; (c) Bloc strategy. 
The DC microgrid control structure model is deduced from the EMR described in Section 3 and 
represented by MCS. The control variable mPEVs imposes constant DC voltage (vPEVs) across the 




























































Figure 7. Energetic macrosco ic represe tation of a DC microgrid for a PEV
charging station.
4. DC Microgrid Control Modeling Using the Maximum Control Structure
The inversion-based control theory was introduced in 2000s. The control
structure of a system is considered as an inversion model of the system. From
EMR modeling, a MCS graphical representation can be obtained, which easily leads
to a practical control structure. Generally, it is considered that the plant inversion is
not robust to variations in the system param ters, but the MCS ppro ch inherently
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assumes that the control structure can be obtained under the assumption that all
variables are measurable. The merit of EMR/MCS modeling is highlighted by its
systemic approach which involves the principle of holism that leads to studying the
impact of subsystems association: Interconnected basic control blocks, dynamical
performances, interest of the closed loop and so on.
To design control structures based on the EMR formalism, a corresponding
Maximum Control Structure (MCS) can be deduced through specific inversion
rules [28,29]. Indeed, the system’s control computes the system’s inputs for which the
desired output is obtained. Therefore, system’s control structure can be considered
as an inversion model of the system. Thus, on one hand, the direct inversion, i.e.,
without controller, is applied for items that are not time dependent, such as the
conversion elements. But, on the other hand, as EMR formalism does not allow the
derivative causality, a direct inversion of time dependent item is not possible. For
this reason an indirect inversion, i.e., the controller, is proposed for items that are
time dependent. The accumulation elements are inverted using a close-loop control.
The MCS representation is based on three basic elements as shown in Figure 8:
control bloc without controller, control bloc with controller, and bloc strategy.
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Figure 8. (a) Control bloc without controller; (b) Control bloc with controller;
(c) Bloc strategy.
The DC microgrid control structure model is deduced from the EMR described
in Section 3 and represented by MCS. The control variable mPEVs imposes constant
DC voltage (vPEVs) across the terminals of the vehicles. Usi g th aforemen io






iLPEVs∗ = CVPEVs (vPEVs ∗ −vPEVs) + iPEVs
mPEVs∗ = v′PEVs∗vPVA
(10)
where v′PEVs∗, vPEVs∗ are voltage references, iLPEVs∗ is current reference, CIPEVs
is an integral proportional corrector with a bandwidth of 500 Hz, and CVPEVs is
a proportional corrector with a bandwidth of 50 Hz. The integral proportional
corrector and the proportional corrector have been defined by the method of the
pole placement.
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The control variables mA, mB and mSTO impose a variable DC voltage vPVA across
the terminals of PVA. The value of this reference voltage (vPVA*) is imposed by the
MPPT algorithm. Inverting Equation (4) allows obtaining Equation (11):
i′ ∗+i′STO∗ = −CV (vPVA ∗ −vPVA) + iPVA − i′LPEVs (11)
where i'*, i'STO* and vPVA* are current reference and voltage reference respectively.
The capacitor C is considered as a pure integrator and the disturbances related to iPVA
and i′LPEVs are assumed to be compensated; therefore, CV is a proportional controller.
Based on the assumption that there are no losses in the system and considering
the power balancing, the active power reference of the public grid, modeled on
two-phase alpha-beta or stationary frame, is equal to:
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where vA, vB and vC are the single phase public grid voltages respectively (not shown
in Figure 2).
The reactive power reference is imposed arbitrarily to zero and is defined by:
qPG∗ = vαiβ ∗ −vβiα∗ = 0 (14)
Thus, the current references (iα*, iβ*) can be determined from Equations (12)
and (14) as follows:
iα∗ = vαvα2+vβ2 pPG∗ =
vα
vα2+vβ2







(1− K) · p∗
(15)
To simplify the currents control, the regulation is performed in dq reference or











cos (θ) −sin (θ)






where θ is the phase shift between the voltages (vA, vB and vC) and currents (iA, iB
and iC).
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Based on current references, the expression of the reference control variables























Knowing that a power balancing is always performed, the power reference of
storage is equal to:









Inverting Equation (6) allows obtaining Equation (20):
v′STO∗ = CISTO (iSTO ∗ −iSTO) + vSTO




where v'STO* and iSTO* are voltage reference and current reference respectively, CISTO
is the same as CIPEVs and has the same settings.
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where θ is the phase shift between the voltages (vA, vB and vC) and currents (iA, iB and iC). 
Based on current references, the expression of the reference control variables mA* and mB* is 
following Equation (17): 

















Knowing that a power balancing is always performed, the power reference of storage is equal to: 
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where v'STO* and iSTO* are voltage refer nce and current reference respectively, CISTO is the same as 
CIPEVs and has the same settings.  
 





























































































Figure 9. Maximum Control Structure for the DC microgrid for PEVs
charging station.
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The four control variables are known, thus the MCS of the DC microgrid could
be presented in Figure 9. This graphical description gives particularly the PVA
control strategy (P&O or limited power control), symbolized by S1, and the secure
operating system involving the storage and the public grid, symbolized by S2.
5. Simulation Results
To validate the DC microgrid for PEVs charging station modeling approach, the
system simulation is performed with MATLAB Simulink. The simulation results
are obtained with the following values: PEV charging station voltage vPEVs* = 200 V,
C = CPEVs = 10 mF and L = LPEVs = LSTO = 1 mH (with 1 mΩ internal resistance). The
calculation step is 5 kHz. The storage SOC evolution is considered between 20% and
80%, i.e., the low limit and the high limit respectively. The system simulation is based
on real experimental tests concerning: PV panel under real solar irradiation and its
control, CC/CV charging procedure for one PEV battery cell, electrochemical storage
charge/discharge and SOC calculation.
If the storage ageing has to be taken into account, a current limitation should
be imposed provided the operation time occurs during the off-peak period for the
public grid. In this way, the DC microgrid for the PEV charging station is secured
thanks to the power supplied by the public grid. On the other hand, if the public
grid power injection has to be limited for some off-peak period, the implemented
control should be able to take into consideration this power grid timed limitation.
Thus, the simulation results are presented following three cases: the storage current
is not limited, the storage current is limited, and the public grid power injection and
the storage current are both limited by the implemented control.
5.1. DC Microgrid Simulation Based on Storage without Current Limitation
Figure 10a shows the real solar irradiance and PV cell temperature during the
day of 2 June 2014 at Compiegne, France. It was a sunny day but with a lot of passing
clouds. The power evolutions of PVA, of PEVs charging, and the difference between
these two powers, ∆p = pPVA – pPEVs, are given in Figure 10b. Figure 10a,b prove
that the P&O algorithm work correctly since pPVA is proportional to solar irradiance
evolution. Figure 10c presents the storage SOC and the distribution coefficient
K evolution.
Figure 10d illustrates the variations of the power of public grid and storage.
Figure 10e gives the storage current evolution facing to the current limitation of 230 A
for the first charging curve of the considered storage.
For the period taken into account, it is observed that the strategy mentioned
before is well respected at all the time. The PVA system is under MPPT control
and the produced PVA energy is used primarily for self-feeding. Following the
Figure 10b,d for ∆p > 0 the storage and public grid receive energy, in contrast they
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provide when ∆p < 0. In case of insufficient energy to supply the PEVs charging,
the system security is provided by the storage system priorly. The storage charge
and discharge operations have priority over the public grid. Once the storage has
reached its upper or lower limit, the public grid takes over and provides or receives
energy. The distribution coefficient K evolution shown in Figure 10c presents clearly
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Figure 10. DC microgrid without storage current limitation case: (a) Solar irradiance and 
PV cell temperature; (b) Power evolutions of PVA, PEVs, and the difference between these 
two powers; (c) Storage SOC  and distribution coefficient K ; (d) Power evolutions of 
storage and public grid; (e) Storage current evolution. 
5.2. DC Microgrid Simulation with Current Limitation for Storage 
Based on the same meteorological conditions, this second simulation case presents the DC microgrid 
control with storage current limitation at 115 A while the PVA system is under MPPT control and the 
produced PVA energy is used primarily for self-feeding. Therefore, for this second case, the difference 
between PVA power and PEVs powers is the same as previously presented in Figure 10b. Figure 11 
shows the storage current limitation case for a value of 115 A. 
The distribution coefficient K given in Figure 11a does not take only binary values, but also fractional 
values between zero and one. Figure 11b shows clearly that during the current limitation periods the Δp 
is shared simultaneous between the storage and the grid, i.e., for all durations when 0 < K < 1. Figure 11c 
presents the storage current evolution facing to the 230 A limitation. 































Figure 10. DC microgrid without storage current limitation case: (a) Solar irradiance
and PV cell temperature; (b) Power volutions of PVA, PEVs, and the diff rence
between these two powers; (c) Storage SOC and distribution coefficient K; (d) Power
evolutions of storage and public grid; (e) Storage current evolution.
These esults show tha no matter he sign and the amplitude of the difference
of power between pPVA and pPEVs, the function of this system is secured.
5.2. DC Microgrid Simulation with Current Limitation for Storage
Based on the same meteorologic l conditi ns, this second simulat on case
presents the DC microgrid control with storage current limitation at 115 A while the
PVA system is under MPPT control and the produced PVA energy is used primarily
for self-feeding. Therefore, for this second case, the difference between PVA power
and PEVs powers is the same as previously presented in Figure 10b. Figure 11 shows
the storage current limitation case for a value of 115 A.
The distribution coefficient K given in Figure 11a does not take only binary
values, but also fractional values between zero and one. Figure 11b shows clearly
that during the current limitation periods the ∆p is shared simultaneous between the
storage and the grid, i.e., for all durations when 0 < K < 1. Figure 11c presents the
storage current evolution facing to the 230 A limitation.
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Figure 11. Storage current limitation case: (a) Storage SOC  and distribution coefficient K ; 
(b) Power evolutions of storage and public grid; (c) Storage current evolution. 
5.3. DC Microgrid Simulation Based on Storage Current Limitation and Grid Power  
Injection Limitation 
The same meteorological conditions are considered for this third case when the storage keeps the 
current limitation while the public grid power could be limited for injection. Figure 12 presents the 
storage current limitation for a value of 115 A and the public grid power limitation for the value of  
80 kW between two time slots: 12:30–13:30 and 16:30–17:30. 



















































Figure 11. Storage current limitation case: (a) Storage SOC and distribution
coefficient K; (b) Power evolutions of storage and public grid; (c) Storage
current evolution.
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5.3. DC Microgrid Simulation Based on Storage Current Limitation and Grid Power
Injection Limitation
The same meteorological conditions are considered for this third case when the
storage keeps the current limitation while the public grid power could be limited
for injection. Figure 12 presents the storage current limitation for a value of 115 A
and the public grid power limitation for the value of 80 kW between two time slots:
12:30–13:30 and 16:30–17:30.
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The power evolutions of PVA, of PEV charging, and the difference between these two powers,  
Δp = pPVA − pPEVs, are given in Figure 12a. Different from the cases presented above, due to the fact that 
the storage is full and the public grid power is limited at 80 kW, the PVA power also has to be shed 
between the same time slots: 12:30–13:30 and 16:30–17:30. Therefore, for this third case, the difference 
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Figure 12. Storage current limitation and public grid power injection limitation case:  
(a) Power evolutions of PVA, PEVs, and the difference between these two powers;  
(b) Storage SOC  and distribution coefficient K ; (c) Power evolutions of storage and  
public grid; (d) Storage current evolution. 
During the mentioned time slots, a PVA power shedding algorithm is applied for the PVA control as 
developed in [35]. The PVA power limitation is operated according to PEVs power demand and the 
public grid power limitation. At the end of each limitation time slot, the classical P&O MPPT control of 
the PVA takes over. 
The distribution coefficient K  given in Figure 12b is almost the same as that given in Figure 11a, 
while the storage current evolution shown in Figure 12d is almost the same as that given in Figure 11c.  
These similarities can be explained by the fact that the time slots limitation of the public grid power 
occur during K = 0, i.e., when the storage is not involved. Nevertheless, due to calculus implied by the 
simulation, here presented as new case, some very slight fluctuations make some very slight differences, 
almost imperceptible. 
Figure 12c gives the evolution of the storage power and the public grid power. Compared to  
Figure 11b, this figure shows clearly the public grid power limitation that occurs during the considered 
time slots: 12:30–13:30 and 16:30–17:30. 
Taking into account that the goal was to verify the feasibility of the suggested system control, finally, 
it can be stated that the overall DC microgrid system, as designed and modeled, responds satisfactorily 
to the outlined strategy. 
However, in order to fully and correctly use the available storage, its control may be improved. In 
addition, in our further work, K  values will be calculated according to techno-economic criteria such as 
weather, energy pricing, dynamic pricing, PEVs charging duration demand, etc. 
6. Conclusions 
Local renewable power production by microgrids becomes increasingly complex and selective for 
many types of loads. In this paper a DC microgrid special power architecture for a PEV charging station 
was presented. The proposed microgrid structure aims to maximize the efficiency of the PVA- produced 
energy by proposing self-feeding and direct coupling of the PVA to the DC link without a static 














Figure 12. Storage current limitation and public grid power injection li itation
case: (a) Power evolutions of PVA, PEVs, and the difference between these two
powers; (b) Storage SOC and distribution coefficient K; (c) Power evolutions of
storage and public grid; (d) Storage current evolution.
The power evolutions of PVA, of PEV charging, and the difference between
these two powers, ∆p = pPVA − pPEVs, are given in Figure 12a. Different from the cases
presented above, due to the fact that the storage is full and the public grid power is
limited at 80 kW, the PVA power also has to be shed between the same time slots:
12:30–13:30 and 16:30–17:30. Therefore, for this third case, the difference between
PVA power and PEVs power, ∆p, is not the same as that presented in Figure 10b.
During the mentioned time slots, a PVA power shedding algorithm is applied
for the PVA control as developed in [35]. The PVA power limitation is operated
according to PEVs power demand and the public grid power limitation. At the end
of each limitation time slot, the classical P&O MPPT control of the PVA takes over.
The distribution coefficient K given in Figure 12b is almost the same as that
given in Figure 11a, while the storage current evolution shown in Figure 12d is
almost the same as that given in Figure 11c. These sim larities can be explain d by
the fact that the time slots limitation of the public grid power occur during K = 0,
i.e., when the storage is not invol d. Nevertheless, due to calculus implied by the
simulation, here presented as new case, some very slight fluctuations make some
very slight differences, almost imperceptible.
Figure 12c gives the evolution of the storage power and the public grid power.
Compared to Figure 11b, this figure shows clearly the public grid power limitation
that occurs during the considered time slots: 12:30–13:30 and 16:30–17:30.
Taking into account that the goal was to verify the feasibility of the suggested
system control, finally, it can be stated that the overall DC microgrid system, as
designed and modeled, responds satisfactorily to the outlined strategy.
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However, in order to fully and correctly use the available storage, its control may
be improved. In addition, in our further work, K values will be calculated according
to techno-economic criteria such as weather, energy pricing, dynamic pricing, PEVs
charging duration demand, etc.
6. Conclusions
Local renewable power production by microgrids becomes increasingly complex
and selective for many types of loads. In this paper a DC microgrid special power
architecture for a PEV charging station was presented. The proposed microgrid
structure aims to maximize the efficiency of the PVA- produced energy by proposing
self-feeding and direct coupling of the PVA to the DC link without a static
converter. The study develops an original easy to comprehend EMR model that
is very and helpful for the analysis of the DC microgrid operation and the energy
management strategies.
The EMR formalism is one of the most efficient methodologies to describe a
complex system based on scientific fields and allows obtaining a unified graphical
representation and a physical modeling. Based on inversion rules applied to EMR
model, the system’s control structure is easily deduced using the MCS representation.
So, by using the EMR formalism, the DC microgrid physical integral modeling based
on the interaction principle becomes an attractive and very comprehensible graphical
description. The inversion-based control structure represented by MCS allows also a
quick graphical description.
The simulation results, given for one workday, show the feasibility of the DC
microgrid control for different PEV charging scenarios. The results show that by
using the PVA-produced energy within the microgrid, the power demand from the
public grid can be lowered or avoided entirely. Furthermore, this study showed a
realistic approach for considering the electrochemical storage ageing and the public
grid power injection limitation. For larger amount of PEVs, the system will require
improvements and optimization while taking into account constraints given by the
PVA, the load and the public grid. Based on the simulation model described in
this study, future research will focuses on the impact of more than fifteen PEVs and
analyze the limits of this model of DC microgrid.
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and analyzed the data; both authors have contributed to writing and preparing revision of
this manuscript.
Conflicts of Interest: The authors declare no conflict of interest.
227
References
1. Hajimiragha, A.; Cañizares, C.A.; Fowler, M.W.; Elkamel, A. Optimal transition to plug-in
hybrid electric vehicles in Ontario, Canada, considering the electricity-grid limitations.
IEEE Trans. Ind. Electron. 2010, 57, 690–701.
2. Jansen, K.H.; Brown, T.M.; Samuelsen, G.S. Emissions impacts of plug-in hybrid electric
vehicle deployment on the US western grid. J. Power Sour. 2010, 195, 5409–5416.
3. Richardson, D.B. Electric vehicles and the electric grid: A review of modeling approaches,
impacts, and renewable energy integration. Renew. Sustain. Energy Rev. 2013, 19,
247–254.
4. Patterson, B.T. DC, Come Home: DC microgrids and the birth of the “Enernet”.
IEEE Power Energy Mag. 2012, 10, 60–69.
5. Guerrero, J.M.; Chandorkar, M.; Lee, T.-L.; Loh, P.C. Advanced control architectures
for intelligent microgrids—Part I: Decentralized and hierarchical control. IEEE Trans.
Ind. Electron. 2013, 60, 1607–1618.
6. Schmitt, L.; Kumar, J.; Sun, D.; Kayal, S.; Venkata, S.S.M. Ecocity upon a Hill: Microgrids
and the future of the European city. IEEE Power Energy Mag. 2013, 11, 59–70.
7. Lasseter, R.H. Smart distribution: Coupled microgrids. Proc. IEEE 2011, 99, 1074–1082.
8. Guerrero, J.M.; Vasquez, J.C.; Matas, J.; de Vicuna, L.G.; Castilla, M. Hierarchical control
of droop-controlled AC and DC microgrids—A general approach toward standardization.
IEEE Trans. Ind. Electron. 2011, 58, 158–172.
9. Sechilariu, M.; Wang, B.C.; Locment, F.; Jouglet, A. DC microgrid power flow
optimization by multi-layer supervision control. Design and experimental validation.
Energy Convers. Manag. 2014, 82, 1–10.
10. Sechilariu, M.; Wang, B.; Locment, F. Building integrated photovoltaic system with
energy storage and smart grid communication. IEEE Trans. Ind. Electron. 2013, 60,
1607–1618.
11. Francesco, M.; Yang, G.Y.; Traeholt, C. EV Charging facilities and their application in LV
feeders with photovoltaics. IEEE Trans. Smart Grid 2013, 4, 1533–1540.
12. Traube, J.; Lu, F.; Maksimovic, D. Mitigation of solar irradiance intermittency in
photovoltaic power systems with integrated electric vehicle charging functionality.
IEEE Trans. Power Electron. 2013, 28, 3058–3067.
13. Wi, Y.M.; Lee, J.U.; Joo, S.K. Electric vehicle charging method for mart homes/buildings
with a photovoltaic system. IEEE Trans. Consum. Electron. 2013, 59, 323–328.
14. Sechilariu, M.; Wang, B.; Locment, F. Building-integrated microgrid: Advanced local
energy management for forthcoming smart power grid communication. Energy Build.
2013, 59, 236–243.
15. Wang, B.C.; Sechilariu, M.; Locment, F. Intelligent DC microgrid with smart grid
communications: Control strategy consideration and design. IEEE Trans. Smart Grid
2012, 3, 2148–2156.
16. Kuperman, A.; Levy, U.; Goren, J.; Zafransky, A.; Savernin, A. Battery charger for electric
vehicle traction battery switch station. IEEE Trans. Ind. Electron. 2013, 60, 5391–5399.
228
17. Van Roy, J.; Leemput, N.; Geth, F.; Buscher, J. Electric vehicle charging in an office
building microgrid with distributed energy resources. IEEE Trans. Sustain. Energy 2014,
99, 1–8.
18. Mohamed, A.; Salehi, V.; Tan, M.; Mohammed, O. Real-time energy management
algorithm for plug-in hybrid electric vehicle charging parks involving sustainable energy.
IEEE Trans. Sustain. Energy 2014, 5, 577–586.
19. Zhu, W.; Wang, L.F.; Dounis, A.I.; Yang, R. Integration of plug-in hybrid electric vehicles
into energy and comfort management for smart building. Energy Build. 2012, 47, 260–266.
20. Byeon, G.; Yoon, T.; Oh, S.; Jang, G. Energy management strategy of the DC distribution
system in buildings using the EV service model. IEEE Trans. Power Electron. 2013, 28,
1544–1554.
21. Jin, C.; Wang, P.; Xiao, J.; Tang, Y. Implementation of hierarchical control in DC microgrids.
IEEE Trans. Ind. Electron. 2014, 61, 4032–4042.
22. Armstrong, M.; El Hajj Moussa, C.; Adnot, J.; Galli, A.; Rivière, P. Optimal recharging
strategy for battery-switch stations for electric vehicles in France. Energy Policy 2013, 60,
569–582.
23. Goli, P.; Shireen, W. PV integrated smart charging of PHEVs based on DC link voltage
sensing. IEEE Trans. Smart Grid 2014, 5, 1421–1428.
24. Liu, Y.; Tang, Y.; Shi, J.; Shi, X. Application of small-sized SMES in an EV charging station
with DC bus and PV system. IEEE Trans. Appl. Supercond. 2015, 25, 5700406.
25. Strunz, K.; Abbasi, E.; Huu, D.N. DC microgrid for wind and solar power integration.
IEEE J. Emerg. Sel. Top. Power Electron. 2014, 2, 115–126.
26. Rivera, S.; Wu, B.; Kouro, S.; Yaramasu, V.; Wang, J. Electric vehicle charging station
using a neutral point clamped converter with bipolar DC bus. IEEE Trans. Ind. Electron.
2015, 62, 1999–2009.
27. Locment, F.; Sechilariu, M.; Forgez, C. Electric vehicle charging system with PV
grid-connected configuration. In Proceedings of the IEEE Vehicle Power and Propulsion
Conference, Lille, France, 1–3 September 2010.
28. Locment, F.; Sechilariu, M. DC microgrid for future electric vehicle charging station
designed by energetic macroscopic representation and maximum control structure.
In Proceedings of the IEEE International Energy Conference, Dubrovnik, Croatia,
13–16 May 2014; pp. 1454–1460.
29. Wei, W.; Bouscayrol, A.; Ming, C. Comparison of two different traction systems for
subway application using Energetic Macroscopic Representation. In Proceedings of
the IEEE Vehicle Power and Propulsion Conference, Seoul, Korea, 9–12 October 2012;
pp. 984–989.
30. Lhomme, W.; Delarue, P.; Giraud, F.; Lemaire-Semail, B.; Bouscayrol, A. Simulation
of a photovoltaic conversion system using Energetic Macroscopic Representation. In
Proceedings of the European Power Electronics and Power Electronics and Motion
Control Conference, Novi Sad, Serbia, 4–6 September 2012.
229
31. Yu, H.; Lu, R.; Wang, T.; Zhu, C. Energetic Macroscopic Representation based modeling
and control for battery/ultra-capacitor hybrid energy storage system in HEV. In
Proceedings of the IEEE Vehicle Power and Propulsion Conference, Dearborn, MI, USA,
7–11 September 2009; pp. 1390–1394.
32. Houssamo, I.; Locment, F.; Sechilariu, M. Experimental analysis of impact of MPPT
methods on energy efficiency for photovoltaic power systems. Int. J. Electr. Power
Energy Syst. 2013, 46, 98–107.
33. Houssamo, I.; Locment, F.; Sechilariu, M. Maximum power tracking for photovoltaic
power system: Development and experimental comparison of two algorithms.
Renew. Energy 2010, 35, 2381–2387.
34. Bergveld, H.J.; Notten, P.H.L.; Kruijt, W.S. Battery Management Systems: Design by
Modeling; Philips Research Book Series; Kluwer Academic Publishers: Boston, MA,
USA, 2002.
35. Wang, B.C.; Sechilariu, M.; Locment, F. A simple PV Constrained Production Control
Strategy. In Proceedings of the IEEE International Symposium on Industrial Electronics
(ISIE), Hangzhou, China, 28–31 May 2012; pp. 969–974.
230
Fast Charging Battery Buses for the
Electrification of Urban Public
Transport—A Feasibility Study Focusing
on Charging Infrastructure and Energy
Storage Requirements
Matthias Rogge, Sebastian Wollny and Dirk Uwe Sauer
Abstract: The electrification of public transport bus networks can be carried out
utilizing different technological solutions, like trolley, battery or fuel cell buses. The
purpose of this paper is to analyze how and to what extent existing bus networks can
be electrified with fast charging battery buses. The so called opportunity chargers
use mainly the regular dwell time at the stops to charge their batteries. This results
in a strong linkage between the vehicle scheduling and the infrastructure planning.
The analysis is based on real-world data of the bus network in Muenster, a mid-sized
city in Germany. The outcomes underline the necessity to focus on entire vehicle
schedules instead on individual trips. The tradeoff between required battery capacity
and charging power is explained in detail. Furthermore, the impact on the electricity
grid is discussed based on the load profiles of a selected charging station and a
combined load profile of the entire network.
Reprinted from Energies. Cite as: Rogge, M.; Wollny, S.; Sauer, D.U. Fast Charging
Battery Buses for the Electrification of Urban Public Transport—A Feasibility Study
Focusing on Charging Infrastructure and Energy Storage Requirements. Energies
2015, 8, 4587–4606.
1. Introduction
Electric buses support the transition process towards a more sustainable public
transport. The different electric bus systems in the market use basically the same
traction system to convert electricity into propulsion. The supply of electricity is the
defining difference between them. A simple and proven concept is for example the
trolley bus. It is continuously connected to overhead wires, which cover the energy
demand at any time. However, the overhead wire system causes high invest costs
and maintenance efforts [1]. The bus is furthermore bound to certain tracks so that
the level of flexibility is very low. Serial diesel hybrid buses generate the electricity
onboard with a combustion engine and a generator. An all-day operation without
refueling is manageable, due to the high energy density of diesel. A high level of
flexibility is furthermore guaranteed, because no infrastructure is needed on the
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track. Fuel cell buses use hydrogen as their energy source. The available driving
range is lower compared to diesel hybrid buses [2], but they still offer a high level
of flexibility. The three concepts can always be combined with an energy storage
inside the vehicle. Hybrid and fuel cell buses have for example energy storages
for the recovery of braking energy [3–5]. The energy storage in hybrid buses can
also be used for a partial emission free operation [6,7]. Furthermore, the battery of
some hybrid buses can be charged externally. These concepts are also named plug-in
hybrid bus or battery bus with range extender, depending on the size of the energy
storage and the charging possibilities. Trolley buses can use energy storages for a
partial operation without overhead wires [8].
Battery electric buses neither have a continuous power supply nor generate
electricity onboard. Their energy is stored in the battery. The energy density of
batteries is rather low compared to diesel or hydrogen [9]. The driving range of
battery buses is therefore limited and the charging process requires a certain time.
There are mainly two concepts for the charging of the battery, standard and fast
charging [10]. Standard charging is performed with a moderate charging power
mainly in the bus depot overnight and during longer brakes. This causes a high
battery capacity and a high weight of the system, when the bus shall be operated
the entire day [11]. Fast charging on the track during operation can reduce the
battery capacity and therefore the weight significantly. However, the bus schedule
must provide sufficient charging times at certain locations. The existing research
in this field focusses mainly on the adaption of the vehicle scheduling on fixed
predetermined charging infrastructure and vehicle configurations [12–14] or on
the dimensioning of the battery capacity and charging infrastructure for a single
bus route or standard driving cycle, without considering the vehicle scheduling in
detail [11,15]. This works expands the scope from the secondly mentioned work to
the entire bus network taking especially the influence of the vehicle scheduling on
the system design into account. It is analyzed how and to what extend entire bus
networks can be electrified with fast charging battery bus systems, without changing
the existing bus routes and trips. This ensures a straightforward transition process
from the conventional to an electrified bus fleet, because the operator does not have
to adjust the already optimized operational planning. The results are discussed
with the focus on the general feasibility and the required minimal battery capacity.
Furthermore, the limits of this approach are shown and discussed based on examples.
2. Material and Boundary Conditions
This section highlights the processed raw data and the relevant boundary
conditions for the analysis. The first part describes the considered bus network
consisting of the routes and a certain set of service trips (trips on a bus route in
regular passenger service), which are currently operated with conventional diesel
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buses. A common set of service trip types is identified and subsequently used in the
energy consumption calculation. Part 2 focuses on current technological solutions for
the fast charging process in public transport applications. Their characteristic data is
shown and the modeling for the simulation is described. The third part introduces
solutions for the positioning of fast charging stations and describes the concept used
in this analysis.
2.1. Bus Network
The analysis is conducted for the bus network of Muenster, a medium sized
city in Germany. The local bus operator “Stadtwerke Muenster” publishes the bus
schedules online [16], but detailed vehicle schedules are not available to the public.
Therefore, the trips on each bus route in regular passenger service, the so called
service trips, are identified manually. The dataset of a workday is chosen, because
it places the highest demand on the bus system referring to the number of vehicles
and the service frequency. The prepared dataset is shown in Table 1. It consists of
1588 service trips, which have an accumulated driving distance of about 27,000 km
per day. The service trips are performed on 23 different bus routes. Buses on the same
route leave in 20 min intervals. Superposition of different routes is used to achieve
a higher frequency in critical areas. Separate trips for demand response transport,
e.g., school transport, are excluded from the scope of this analysis. Regional bus
routes to suburbs are also not taken into account, because they are not operated by
“Stadtwerke Muenster”.


















1 4 98 2,297 13 2 90 583
2 5 88 1,558 14 2 91 1,063
3 1 45 550 15 2 94 1,977
4 1 45 562 16 4 91 1,768
5 3 95 2,201 17 7 90 1,184
6 4 116 1,847 80 2 16 224
7 7 93 2,019 81 2 16 453
8 4 92 1,700 82 7 17 312
9 3 91 1,678 83 2 16 323
10 6 90 1,962 84 2 16 279
11 2 92 1,392 85 2 16 419
12 2 90 653 ∑ 76 1,588 27,003
The service trips on each bus route are clustered into 76 service trip types,
which have a common course and duration. The number of service trip types differs
depending on the considered bus routes. For bus routes which have two terminal
stops and no shortenings during the day exist only 2 service trip types, representing
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the back and return trip. A higher value reveals that there are shortenings during the
day, which use different terminal stops. The value 1 for route 3 and 4 indicates that
the return trip is missing. In this special case, the return trip of bus route 3 is the trip
of bus route 4. In the following analysis route 3 and 4 are combined to route 34. The
service trip types are used in the simulation of the energy consumption. They can be
transformed to individual service trips by adding a certain starting time.
Route 1–17 are operated until 8 p.m. and called day routes in the following.
Afterwards the night routes 80–85 start their service. The night routes are considered
as individual routes in this analysis, because their course differs from the day routes.
The daily driven distance of the night routes is lower compared to the day routes due
to the shorter operating time. Information about the vehicles serving the different
bus routes is not available. Therefore, it is assumed that each bus route is served
by articulated buses with a length of 18 m. This bus type dominates the fleet of
“Stadtwerke Muenster” and is furthermore the largest bus operated by them. More
detailed vehicle parameters are given in Section 3.1.
2.2. Fast Charging Systems
The fast charging systems available in the market are based on different coupling
technologies. The concepts can be divided in two groups, which use conductive
or inductive energy transfer. Conductive coupling devices are offered for example
by ABB, Oprid, Schunk or Proterra. A further system is developed within the
German research project SEB by the RWTH Aachen University. The conductive
coupling devices enable a very high charging power of up to 500 kW, which is
demonstrated for example by Proterra in the US [17]. The charging power of the
inductive systems is about 200 kW for the Bombardier Primove system [18] and
120 kW for the system of Conductix Wampfler [19]. Table 2 shows the charging
power of some exemplary systems.
Table 2. Examples of current fast charging systems [17–20].
Supplier System Technology Charging power
Proterra FastFill conductive 500 kW
Bombardier Primove inductive 200 kW
ABB TOSA conductive 200 kW; 400 kW (15 s)
Conductix
Wampfler IPT charger inductive 60–180 kW
The detailed coupling procedure is excluded from the scope of this analysis.
Charging systems are modeled by their maximum continuous charging power and
the duration of the coupling und decoupling process. The analysis takes into account
charging powers from 100 kW to 500 kW in steps of 100 kW for simplicity reasons.
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This subdivision reflects the currently available systems in the market. However, this
value is the maximum charging power capability. The required charging power is
determined in each case by the consumed energy and the available charging time.
2.3. Positioning of Fast Charging Infrastructure
Studies focusing on the positioning of charging stations for passenger vehicles have
to predict the customer behavior in order to get information on the demand [21–23].
However, in the field of public transport buses, the operating conditions of the energy
consumers are well known. The buses have a fixed route and the dwell time can be
estimated based on the bus schedule and an expected delay. The fast charging can
take place at the bus stops on the track, at the terminal stops and in the bus depot.
Especially inductive solutions offer also the possibility to charge during driving, but
this has not yet been implemented in practice for a public transport bus. The longest
dwell time is usually located at the terminal stops, so that delays can be compensated
and the bus driver can have a break according to the regulations of driving time.
Furthermore, the terminal stops are usually located outside the city center, where
the construction of a charging station can be carried out easier. The terminal stops
appear therefore as a highly suitable location for the charging stations. In practice,
the concept of fast charging at the terminal stops is implemented for example in the
battery bus project in Vienna [24].
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Figure 1. Localization of fast charging stations at the terminal stops in the
surroundings of the city center.
For this analysis, it is assumed that all fast charging stations are located at
the terminal stops of the bus routes in Muenster. The current dataset contains
44 individual terminal stops resulting in 44 charging stations. The charging stations
located in the surroundings of the city center as well as the corresponding bus routes
can be seen in Figure 1. The charging stations in the simulation are modeled by a
235
predefined charging power for every demanding bus. A simultaneous charging of
multiple buses with the full charging power is possible.
3. Calculation Method
The simulation is divided in 3 steps. First, the energy consumption of each
service trip type is simulated based on the defined bus type and the geographical
characteristics of the bus route. Secondly, the service trip types are combined to
individual vehicle schedules based on the determined set of service trips including
the available charging time at the terminal stops. Furthermore, the resulting power
profiles are derived for every charging station and the entire network, which reveals
the impact of simultaneous charging processes. In the third step, the required battery
capacity is calculated for each bus route based on the given charging power.
3.1. Energy Consumption
The simulation of the energy consumption is performed according to the
methodology of Sinhuber [11]. The proposed simulation model consists of a track
and a vehicle model. The track model uses data from Openstreetmap on the course
of the bus route and the position of the stops. The Shuttle Radar Topography Mission
(SRTM) data of the NASA is used to calculate the height profile. It is assumed that
the bus waits at every bus stop for 20 s and at every traffic light for 15 s. The energy
demand for the traction system is calculated based on the driving resistances, which
consists of air drag, rolling and climbing resistance. However, the air drag resistance
is of minor importance, due to the low vehicle speed.
In addition to the energy consumption of the traction system, the consumption
of the auxiliaries has to be taken into account [25,26]. Main consumers are for
example the steering support, the compressor and the air condition. The interior
heating can be realized by an electric heater, like a heat pump or a PTC heater, or by
a conventional heating system which uses fossil fuels. However, especially the use
of a PTC heater would lead to extreme energy demands, which intensively affects
the outcomes of this analysis. A standard 18 m bus has for example an energy
consumption without interior heating of about 2 kWh/km. Taking an average speed
of 15 km/h into account, the average traction power can be calculated to 30 kW. The
required power for the PTC heating system can equal this value in extreme conditions
and therefore double the total energy consumption [27]. Heat pump systems have a
lower energy consumption and they enable the use of waste heat from the traction
system [28]. The measured system in the analysis of Cho et al. supplied a heating
power of 30 kW with an electric energy consumption of 10 kW for the compressor.
The use of a conventional heating system with fossil fuels enables heat generation
without electricity. The conventional systems are used in many current battery bus
projects and therefore chosen for this analysis. Hence, the energy consumption of the
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air conditioning system is dominated by the cooling scenario in the summer. The
moderate climate conditions in Germany allow an energy efficient cooling concept.
The German Transport Association recommends a cooling to a defined temperature
difference between the vehicle interior and outside temperature, instead of cooling
to a defined vehicle interior temperature [29]. The total power of the air condition
system in the summer can therefore be limited to 6.75 kW for an 18 m bus. The
dynamic behavior of the auxiliaries is not taken into account, because the main focus
of the simulation is the overall energy consumption. The auxiliaries are therefore
modeled by a constant load in the simulation.
The basic vehicle model, consisting of the mechanical and the traction system
part, is parameterized and verified with data of the APTS Phileas bus. The data was
gained within the “H2-Bus NRW” project [30]. The energy supply system of the
“H2-Bus” consists of a fuel cell, double layer capacitors and a NiMH battery. In this
analysis, these components are replaced by a lithium-ion battery, which is represented
by its efficiency. Table 3 highlights the relevant parameters of the bus, which are
used in the simulation. One important key parameter is the weight. It affects directly
the rolling and climbing resistance and has therefore a strong impact on the energy
consumption. This analysis focusses on the technical feasibility, which should be
proven under the most challenging conditions. Thus, the maximum gross vehicle
weight of 28 t is used in the simulation, which represents a fully packed vehicle.
This value includes also the weight of the battery. The worst case scenario for the
auxiliaries is represented by the summer condition, in which the vehicle interior
is continuously cooled (6.75 kW) and the maximum continuous auxiliary power
(2.25 kW) is demanded.
Table 3. Vehicle parameter.


































3.2. Vehicle Scheduling and Grid Load Profiles
The technical feasibility of the electrification is analyzed individually for every
bus route. A transition between the day and the night routes is therefore not taken
into account. A lean algorithm is used for the vehicle scheduling to enable separate
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analysis of each route. Every bus serves only one route without any deadheading
trips. After a service trip is finished, the bus waits at the terminal stop until the next
service trip on the same route starts from the current stop. If there is no ongoing trip
during the day, the bus will drive back to the depot. During the dwell time at the
terminal stop, the bus has the possibility to charge its battery. The available charging
time is calculated based on the resulting dwell time reduced by the average delay of
the bus system and the required time for the coupling process of the fast charging
system. The average delay for the bus system in Muenster is about 3 min [31]. The
coupling time differs according to the considered system. This analysis compares
different charging systems represented by the charging power, without focusing on
the detailed coupling process. The coupling and decoupling time is set to 30 s. The
resulting charging time can be calculated to:
Tcharge,av = Tdwell − Tdelay − 2 Tcoupling (1)
It is assumed that the battery of each bus is fully charged at the beginning of
the shift, which means that the SOC (State of Charge) is 100%. This value is the
upper limit and cannot be exceeded during the charging process. Within the charging
process every bus tries to charge to 100% SOC. The required charging power can be
calculated based on the energy demand from the traction system and the auxiliaries,







The calculated charging power represents the value at the DC-output of the
charging station and includes the losses of the battery system during charging.
Furthermore, the efficiency of the charging system has to be taken into account in the





It is assumed that the efficiency of the charging system is 90%. The overall
power demand represents the AC-input power of the charger and has to be covered
by the electrical grid. All charging powers mentioned in the following correspond to
this value.
The use of the available charging time in Equation (2) ensures that the entire
dwell time is utilized. Another possibility would be to charge the bus with the
maximum available charging power followed by a waiting period until the end of
the break. This procedure is not recommended, because the losses increase with the
applied charging power. Furthermore, the additional losses could raise the battery
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temperature, which results in an accelerated aging [32]. If the required charging
power cannot be supplied by the charging station, the bus will charge with the
maximum available power. In this case, the SOC will not reach 100%. The remaining
energy deficit will be added to the energy demand of the next charging process.
This causes an increase of the required battery capacity. At the end of the shift, the
bus has additional 20 min charging time in order to compensate an energy deficit
accumulated during the day. The charging time is limited because the buses arrive in
20 min intervals at the terminal stops. A remaining energy deficit is recharged in the
bus depot overnight.
The resulting power of the individual charging processes is afterwards combined
to a power profile for each charging station. This enables a spatially resolved analysis,
which is important to discuss the electrical grid stability. The power profiles can
furthermore be merged to an overall load profile for the entire bus network, which
enables a conclusion about the simultaneities and the overlapping.
3.3. Battery Capacity
Different energy storages can be used for opportunity charging buses depending
on the localization of the fast charging stations respectively the desired operating
range and on the demanded charging power. Supercapacitors offer a very high
charging power, but the energy density is rather low [33]. The operating range of the
vehicle is therefore limited, so that charging stations at several bus stops along the
route are required. The operating range can be increased when Supercapacitors are
combined with a battery [15]. However, with the improvements in the lithium-ion
battery technology their performance becomes sufficient for the opportunity charging
application even without the use of Supercapacitors. Current battery systems
in electric public transport buses are therefore mainly based on the lithium-ion
technology (except of the 24 V lead acid batteries).
The capacity of a lithium-ion battery is not a constant value during its lifetime.
It fades because of aging processes, which are time and usage depended [34]. The end
of life (EOL) of a lithium-ion battery is usually defined as a remaining capacity of
80% or as a doubled internal resistance, whichever occurs first. The EOL conditions
are important for the dimensioning of the battery capacity. To enable an unrestricted
operation even at the EOL, a 20% reserve has to be taken into account. The fast
charging application causes an additional reduction of the usable capacity due to the
voltage limitation. At high SOCs the charging current has to be reduced in order not
to exceed the upper voltage limit of the battery. This effect increases with the aging of
the battery due to the increasing internal resistance [35]. The reduction of the current
leads to an increase of the charging time, which contradicts the fast charging purpose.
The upper region of the SOC can therefore not be used fast charging applications.
This effect depends on the applied charging current and the used cell chemistry [35].
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Figure 2 highlights the usable battery capacity at EOL of a typical NMC lithium-ion
cell and of an ideal battery.
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can be transferred to real world conditions by multiplication with the oversizing factor. In the example 
in Figure 2 the factor is 1.43. It has been observed that the aging of a lithium-ion battery could depend 
on the applied cycle depth [36]. Therefore, it can be useful to use even higher oversizing factors to 
reduce the depth of discharge. However, this is always a tradeoff between the resulting weight of the 
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Figure 2. Usable battery capacity of an exemplary lithium-ion cell at EOL.
In this analysis, an ideal battery is used to achieve technological independence.
The ideal battery can be charged to a SOC of 100% with the maximum charging
current and the capacity does not fade during the lifetime of the battery. Nonetheless,
the efficiency is taken into account in order to calculate realistic power profiles. The
required capacity of the ideal battery is calculated based on the energy consumption
of the service trips and the energy supply of the fast charging system. Therefore,
the value differs according to the bus schedules. It is assumed that all buses, which
are operated on the same bus route, have an identical battery system. The battery
capacity must therefore cover the worst case scenario of the considered bus sc edules
on th ou e. The calculated capacity for the ideal batt ry can be transferred to
real world conditions by multiplication with t e oversizing factor. I the example
in Figure 2 the factor is 1.43. It has bee observed that the agin of a lithium-ion
battery could depend on the applied cycle depth [36]. Therefore, it can be useful
to use even higher oversizing factors to reduce the depth of discharge. However,
this is always a tradeoff between the resulting weight of the battery system and the
lifetime advantages.
4. Results and Discussion
The described bus network from Section 2 is analyzed with the calculation
method described in Section 3 taking different charging power capabilities into
account. e gained results are discuss d with broadening scope in this section,
starting from th service trip over the route until the entire network scope. The first
sectio focu ses on the worst-case energy consumption f the service trip types on
each bus route. The shown values reveal the mi imum for the subsequent battery
capacity calculation in the second part. The third part describes the proportion of
routes, which can be electrified with a certain combination of charging power and
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battery capacity. The last part reveals the resulting power profiles of the charging
stations and discusses the effects on the electrical grid.
4.1. Energy Consumption
The entire bus network of “Stadtwerke Muenster” can be fully described, in
terms of energy consumption, by the 76 service trip types. The service trip types
have a different course and therefore a different track profile consisting of elevation
data, required stops, traffic signs etc. The energy consumption of the auxiliaries is
determined by the travel time. Two simulations are conducted to reveal the influence
of the auxiliaries on the overall energy consumption. In the first simulation the
auxiliary power is set to zero, so that the outcome represents only the traction energy.
The values range from 1.79 to 2.10 kWh/km with an average of 1.96 kWh/km. The
distribution is highlighted in Figure 3 on the left. Sinhuber proposed a value of
0.072 kWh/km·t [11], which leads to an energy consumption of 2.016 kWh/km for a
bus with a weight of 28 t. This matches the simulation results of this analysis.
The energy consumption increases significantly when the auxiliaries are taken
into account. The distribution of the results from the second simulation with the
maximum auxiliary power of 9 kW is shown in the right part of Figure 3. The
minimum value is 2.26 kWh/km and the maximum 2.69 kWh/km. The average
value is about 2.47 kWh/km, which is an increase by 26% compared to the average
value of the traction without auxiliaries. This observation confirms the necessity of
including the auxiliaries in the overall energy consumption simulation. The defined
scenario for the auxiliaries represents the summer with an active interior cooling,
which will be the worst case condition, if a conventional heating system with fossil
fuels is used in the winter. An electric heating system would increase the energy
consumption of the auxiliaries as described in Section 3.1.
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Figure 4 gives an overview on the energy consumption of the individual bus routes. To enable a 
direct link to the required battery capacity for the bus route, only the service trip types with the highest 
energy consumption are shown. The values range from 18 kWh (route 13) to more than 70 kWh  
(route 7). These values represent the minimum requirements for the battery capacity of the bus routes 
and give a first indication on the electrification potential. However, it is not possible to draw a 
conclusion out of this data, unless the vehicle schedules are taken into account. As a consequence of 
the vehicle schedules, it is always possible that several short trips with minor energy consumption are 
combined without sufficient charging stops, so that the required battery capacity increases. 
















































Figure 3. Histogram of the energy consumption of all service trip types.
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Figure 4 gives an overview on the energy consumption of the individual bus
routes. To enable a direct link to the required battery capacity for the bus route, only
the service trip types with the highest energy consumption are shown. The values
range from 18 kWh (route 13) to more than 70 kWh (route 7). These values represent
the minimum requirements for the battery capacity of the bus routes and give a
first indication on the electrification potential. However, it is not possible to draw a
conclusion out of this data, unless the vehicle schedules are taken into account. As a
consequence of the vehicle schedules, it is always possible that several short trips
with minor energy consumption are combined without sufficient charging stops, so




Figure 4. Highest energy consumption of the service trip types on the different routes. 
4.2. Impact of the Charging Power on the Required Battery Capacity 
The service trip types are combined to vehicle schedules according to the set of identified service 
trips and the methodology described in Section 3.2. In this section, the required battery capacity is 
analyzed separately for every route taking the worst case condition and different charging power 
capabilities into account. 
Table 4 reveals the results of the calculation. The values shown for the charging power of 0 kW 
represent a full day operation without recharging. For the day routes they range from 433 kWh  
(route 12) to 715 kWh (route 7) and the values for the night routes range from 192 kWh (route 80) to 
243 kWh (route 85). The differentiation between the day and the night routes is also clearly visible in 
the visualization shown in Figure 5. The different routes are shown on the x-axis, the charging power 
on the y-axis and the required battery capacity on the z-axis. 
Table 4. Required usable battery capacity in kilowatt hours (kWh) for different charging 
power limits. 
Route 
Charging Power [kW] 
Route 
Charging Power [kW] 
0 100 200 300 400 500 0 100 200 300 400 500 
1 695 590 514 446 379 311 14 531 425 315 215 116 49 
2 672 629 580 537 504 471 15 632 504 362 219 130 122 
5 680 578 464 350 236 122 16 697 595 481 367 267 169 
6 630 550 460 370 290 215 17 515 342 186 89 82 74 
7 715 559 385 211 146 146 34 485 296 91 35 33 33 
8 614 463 315 220 155 137 80 192 163 129 94 60 58 
9 594 486 364 267 169 92 81 201 184 165 145 126 106 
10 671 582 482 403 340 279 82 243 207 166 133 104 84 
11 533 339 124 76 76 76 83 236 200 158 125 102 96 
12 433 217 32 29 26 23 84 207 138 105 84 84 84 
13 512 430 337 245 166 94 85 243 227 209 191 173 155 

























Figure 4. Highest energy consumption of the service trip types on the
different routes.
4.2. Impact of the Charging Power on the Required Battery Capacity
The service trip types are combined to vehicle schedules according to the set of
identified service trips and the methodology described in Section 3.2. In this section,
the required battery capacity is analyzed separately for every route taking the worst
case condition and different charging power capabilities into account.
Table 4 reveals the results of the calculation. The values shown for the charging
power of 0 kW represent a full day operation without recharging. For the day routes
they range from 433 kWh (rout 12) to 715 kWh (route 7) and the values for the night
routes range from 192 kWh (route 80) to 243 kWh (route 85). The differentiation
between the day and the night routes is als cl arly visible in the visualization shown
in Figure 5. The different routes are shown on the x-axis, the charging power on the
y-axis and the required battery capacity on the z-axis.
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6 630 550 460 370 290 215 17 515 342 186 89 82 74
7 715 559 385 211 146 146 34 485 296 91 35 33 33
8 614 463 315 220 155 137 80 192 163 129 94 60 58
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Figure 5. Required capacity of the ideal battery over charging power for every bus route. 
The limiting factor for the installable battery capacity in an electric bus is the weight. Thus, it is 
always a tradeoff between passenger and battery capacity. The unloaded weight of an electric 18 m 
articulated bus is estimated to 14.5 t. It includes the weight of the electrical traction system, but not the 
weight of the battery system. Taking into account the defined gross vehicle weight in Section 3.1 of  
28 t, the bus offers a theoretical passenger capacity of 180 people. The passenger capacity of 
conventional 18 m articulated buses range from 140 to 160 persons depending on the unloaded weight 
of the bus [37,38]. Current lithium-ion battery systems for fast charging applications achieve energy 
densities of about 100 Wh/kg on system level [39,40]. Even the battery system of the weight optimized 
BMW i3 is in this range [41]. The maximum installable battery capacity can be calculated by: 
	 ∙ ∙ 	 (4) 
With a total mass of 28 t, 140 passengers of 75 kg, an unloaded weight of 14.5 t and an energy 
density of 100 Wh/kg of the battery system the maximum installable battery capacity can be calculated 
to 300 kWh (ideal battery). Taking the oversizing factor of 1.43 into account reveals that the usable 
capacity at the EOL of the battery is limited to 210 kWh for a state-of-the-art lithium-ion system. 
Under this condition, only some night routes can be electrified without opportunity charging. A partly 
electrification of a small proportion of the day routes and a large part of the night routes requires at 
least a charging power of 200 kW. 
The required battery capacity decreases with an increasing charging power. This effect is expected 
and can be observed for every route. The intensity of the decline differs among the routes. The 
required battery capacity for route 12 decreases very rapidly and reaches a value close to the minimum 
with a charging power of 200 kW. A further increase of the charging power has only a limited effect. 
This can also be observed for route 7, 11, 17, 34 and 84. Other routes like for example route 1 show a 
different behavior. The required battery capacity decreases even at the step from 400 kW to 500 kW.  
A further increase of the charging power is required, when the battery capacity should be minimized. 
The intensity of the decline is mainly caused by the available charging time. Therefore, it would be 
beneficial to express the slope based on the information on the dwell time of the vehicle schedules. 
However, this is not possible due to the limitation of the SOC of the battery. Additional charging time 
is not useful, when the battery is already charged to 100%. It is therefore mandatory to focus always on 
the resulting profiles instead of only on single values. 
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Figure 5. Required capacity of the ideal battery over charging power for every
bus route.
The limiting factor for the installable battery capacity in an electric bus is the
weight. Thus, it is always a tradeoff between passenger and battery capacity. The
unloaded weight of an electric 18 m articulated bus is estimated to 14.5 t. It includes
the weight of the electrical traction system, but not the weight of the battery system.
Taking into account the defined gross vehicle weight in Section 3.1 of 28 t, the bus
offers a theoretical passenger capacity of 180 people. The passenger capacity of
conventional 18 m artic lated buses range from 140 to 160 persons depending on
the unloaded weight of the bus [37,38]. Current lithium-ion battery systems for
fast charging applications achieve energy densities of about 100 Wh/kg on system
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level [39,40]. Even the battery system of the weight optimized BMW i3 is in this
range [41]. The maximum installable battery capacity can be calculated by:
Emax = (mbus total − npassengers · mpassenger − mbus unloaded) · ωbattery (4)
With a total mass of 28 t, 140 passengers of 75 kg, an unloaded weight of 14.5 t
and an energy density of 100 Wh/kg of the battery system the maximum installable
battery capacity can be calculated to 300 kWh (ideal battery). Taking the oversizing
factor of 1.43 into account reveals that the usable capacity at the EOL of the battery is
limited to 210 kWh for a state-of-the-art lithium-ion system. Under this condition,
only some night routes can be electrified without opportunity charging. A partly
electrification of a small proportion of the day routes and a large part of the night
routes requires at least a charging power of 200 kW.
The required battery capacity decreases with an increasing charging power. This
effect is expected and can be observed for every route. The intensity of the decline
differs among the routes. The required battery capacity for route 12 decreases very
rapidly and reaches a value close to the minimum with a charging power of 200 kW.
A further increase of the charging power has only a limited effect. This can also be
observed for route 7, 11, 17, 34 and 84. Other routes like for example route 1 show
a different behavior. The required battery capacity decreases even at the step from
400 kW to 500 kW. A further increase of the charging power is required, when the
battery capacity should be minimized. The intensity of the decline is mainly caused
by the available charging time. Therefore, it would be beneficial to express the slope
based on the information on the dwell time of the vehicle schedules. However, this is
not possible due to the limitation of the SOC of the battery. Additional charging time
is not useful, when the battery is already charged to 100%. It is therefore mandatory
to focus always on the resulting profiles instead of only on single values.
The results shown in Figure 5 indicate clearly that it is beneficial to focus on the
entire vehicle schedules instead of focusing on single trips as in Figure 4. Route 2
has for example less than 50 kWh energy consumption per trip, which sounds
manageable for an electrification. However, the route is operated heavily without
sufficient charging time. The analysis of the vehicle schedules reveals that route 2
is the most problematic route to electrify. Another example is route 7 with an
energy consumption per trip of more than 70 kWh. The analysis of the vehicle
schedule reveals that the route can be operated with a charging power of 400 kW
and a minimized battery capacity of 146 kWh, which points out that even routes
with a high energy demand can be electrified if the dwell time at the terminal stop
is sufficient.
The discussed values for the charging power describe the maximum power
capability of the charging station. The power demand of the vehicles may be less than
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the offered charging power, depending on the energy consumption and the available
charging time. Figure 6 highlights the distribution of the applied charging power
for the 1588 service trips in the 500 kW scenario. The interval between 0 and 25 kW
is dominated by the trips without any charging possibility. Due to the insufficient
dwell time, no charging action can take place. A large part (46%) of the charging
processes uses a charging power between 450 kW and 500 kW. This high proportion
is caused by the definition of the charging process. Every vehicle tries to charge its
batteries as fast as possible even if there is plenty of time at the next terminal stop.
This issue can be solved with an intelligent control algorithm. The algorithm has
to predict the future charging possibilities for the vehicle so that an optimization of
the charging power can take place. The optimization criteria in this case would be
the resulting life-cycle costs for the entire system taking the costs for the charging
infrastructure as well as the costs for the battery system into account.
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The electrification level reveals the percentage of a given bus network which can be electrified with 
a certain charging power and battery capacity. It is measured route wise and weighted based on the 
daily driven distance of each bus route. The weighting of the electrification level with the daily driven 
distance enables a direct connection with the CO2 reduction potential, if CO2 neutral electricity is used 
for the charging. An electrification level of 100% for a bus network means that all trips on all routes 
can be carried out with the defined charging power and battery capacity, even under worst-case conditions.  



















Figure 6. Histogram of the applied charging power for all 1588 service trips in the
500 kW scenario.
4.3. Electrification Level of the Bus Network
The electrification level reveals the percentage of a given bus network which
can be electrified with a certain charging power and battery capacity. It is measured
route wise and weighted based on the da ly driven distance of each bus route. The
weighting of the electrification level with the daily driven distance enables a direct
connection with the CO2 reduction potential, if CO2 neutral electricity is used for the
charging. An electrification level of 100% for a bus network means that all trips on
all routes can be carried out with the defined charging power and battery capacity,
even under worst-case conditions.
The described calculation procedure for the minimum battery capacity does
not require that the whole energy consumed during operation is charged on the
track. An energy deficit at the end of the shift is allowed. This leads to an additional
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charging overnight in the bus depot, where it can be done with lower power than
the charging on the track due to the long dwell time.
The calculated electrification levels are shown in Figure 7. The night routes
can easily be identified when the 0 kW curve is considered. Their required capacity
of the ideal battery is less than 300 kWh, but the influence on the electrification
level is rather low, due to their limited daily driving distance. The influence of the
increasing charging power can be assessed based on the gap between the colored
curves. The gap fades with an increasing charging power, because some routes have
already reached the minimum value for the required battery capacity. An increase
of the charging power from 400 kW to 500 kW has therefore only limited effects. In
Section 4.2, route 2 was identified as the most problematic route to electrify. The
influence of route 2 can also be observed in Figure 7. The electrification level above
95% is dominated by route 2. An increase of the charging power has only a minor
impact due to the extremely limited charging time.
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The second and third x-axis in Figure 7 highlight the tradeoff between battery and passenger 
capacity. The resulting passenger capacity is calculated based on the parameters discussed in  
Section 4.2, taking the oversizing factor of 1.43 and a specific energy density of the battery system into 
account. The value of 180 passengers can be seen as the maximum, due to the available space inside 
the vehicle. The second x-axis bases on a specific energy density of 100 Wh/kg, which is a realistic 
value for current battery systems. It can be seen that an electrification level above 20% with a 
passenger capacity of 140 people can only be reached with a charging power of at least 200 kW. The 
electrification level can be increased to 50% with a charging power of 300 kW and a battery capacity 
of 220 kWh. A further increase of the charging power to 500 kW enables an electrification level of 
about 80%, with a passenger capacity of nearly 140 people. The electrification level exceeds 90% by 
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Figure 7. Electrification level of the bus network as a function of usable battery
capacity and charging power.
The second and third x-axis in Figure 7 ig light the tradeoff betw en battery
and passenger capacity. The resulting passenger capacity is calculated based on the
parameters discussed in Section 4.2, taking the oversizing factor of 1.43 and a specific
energy density of the battery system into account. The value of 180 passengers
can be seen as the maximum, due to the available space inside the vehicle. The
second x-axis bases on a specific energy density of 100 Wh/kg, which is a realistic
value for current battery systems. It can be seen that an electrification level above
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20% with a passenger capacity of 140 people can only be reached with a charging
power of at least 200 kW. The electrification level can be increased to 50% with a
charging power of 300 kW and a battery capacity of 220 kWh. A further increase
of the charging power to 500 kW enables an electrification level of about 80%, with
a passenger capacity of nearly 140 people. The electrification level exceeds 90%
by decreasing the passenger capacity to 115 people and therefore increasing the
installed battery capacity to 310 kWh. The third x-axis is also calculated based on
the oversizing factor of 1.43, but the specific energy density for the battery system
is set to 133 Wh/kg, which represents an estimation for the future technological
development. Considering the increased energy density, an electrification level of
90% and a passenger capacity of over 150 people can be achieved with a charging
power of 500 kW.
The analysis reveals that a significant electrification level and therefore a
significant CO2 reduction can be achieved with state of the art fast charging battery
bus technology. This is possible even in the worst-case scenario without changing
the current bus timetables. A defined electrification level can be reached by different
combinations of charging power and battery capacity. However, this analysis
proves the technical feasibility. The most economical solution has to be identified
in life-cycle-cost calculations taking into account investment costs for infrastructure
and vehicles, maintenance costs, replacement costs as well as energy costs. The result
is always a tradeoff between battery capacity and charging power, which causes
the lowest life-cycle costs for the entire system. It can for example be beneficial
to increase the battery capacity in order to be able to reduce the charging power
at critical locations or even to omit the construction of a certain charging station.
Furthermore, an increase in the number of operated buses and an adaptation of the
vehicle scheduling could extent the dwell times and therefore lower the required
battery capacity and charging power. However, the additional costs for the further
vehicles and drivers have to be compensated by the savings. This optimization
problem is highly complex, because it addresses technical issues as the dimensioning
of the components as well as the area of operations research in terms of vehicle
scheduling and crew rostering.
4.4. Grid Load Profile
The electrification of bus networks with fast charging battery bus systems
influences not only the transport sector. The high power demand of the buses cause
also effects in the electrical grid. Figure 8 shows an exemplary power profile of the
charging station at “Gallenkamp” with a maximum charging capability of 500 kW.
The maximum charging power is not demanded in this case. The dwell time is
sufficient for a complete charging of the battery even at a lower power of 475 kW. The
shape of the power profile has a high dynamic. The sporadic peaks with a delta of
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475 kW could cause problems in the electrical grid. The peaks can be equalized with
peak shaving strategies. A stationary battery can for example buffer energy when
no bus is charged and supply this energy afterwards in the charging process [42,43].
The moving average in Figure 8 gives a first indicative on the resulting power profile
utilizing such a system. Another advantage of the peak shaving is that the grid
connection costs for the bus operator could be reduced, because the operator has to
pay a monthly fee for the installed power capability regardless of using time [44]. The
optimal configuration for a peak shaving system can be determined by life-cycle-cost
calculations taking the invest costs for the grid connection, the stationary storage
and the monthly fee for the grid connection and consumed electricity into account.
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Figure 8. Power profile of the charging station at “Gallenkamp” with a charging
capability of 500 kW.
The power profiles of all 44 charging stations can be merged to a power profile
of the entire network, which is presented in Figure 9. The pow profiles of the
individual charging stations overlap, so that a continuous load is applied to the grid.
However, the resulting power profile has still intensive fluctuations. The frequency
is caused by the 20 min intervals of the bus schedules. The highest value of more
than 9 MW is demanded in the evening, when the buses that serve the day routes
finish their shift. The defined interval of 20 min for the charging at the end of the
shift is longer than the usual dwell time. This leads to an increasing overlap between
the individual charging processes. A decrease of this time frame and therefore a shift
of the charging process to the bus depot can lower this peak.
The power profile of the entire network is not applied at only one single location.
The individual charging stations, which are located throughout the city, are connected
to the local electricity grid. The overall power profile has therefore in addition to
the time also a geographical dependency, which has to be taken into account in
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the realization of the fast charging system in order to ensure the stability of the
electricity grid.
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Figure 9. Power profile of the entire bus network with a charging capability of 500
kW per bus.
5. Conclusions
This work analyzed the existing bus network of the German city of Muenster
regardless its electrification potential with fast charging battery buses. State of the
art fast charging technology was presented and the locations of 44 fast charging
stations were derived out of the bus network data. The energy consumption for
individual service trip types was calculated for 18 m articulated buses and combined
to vehicle schedules for every route. The analysis points out that it is necessary to
focus on the entire vehicle schedules instead of individual trips, when the required
battery size is calculated. It has been shown that 50% of the service trips can be
electrified with a charging power capability of 300 kW and a usable battery capacity
of 220 kWh. This is possible even under worst-case conditions using currently
available battery systems and without any changes in the existing schedules. An
increase of the charging power capability to 500 kW enables an electrification level
of about 80%. The resulting power profiles for the charging stations have a high
dynamic. Therefore, it can be beneficial to install additional hardware at the charging
stations to equalize the load. The tradeoff between the required battery capacity
and the passenger capacity was explained in detail. A reduction of the demanded
passenger capacity enables an increase of the installable battery capacity, so that
the required charging power can be reduced. This analysis proves the technical
feasibility of the electrification with fast charging battery buses. Based on this, the
cost-optimized electrification scenario can be derived in a life-cycle-cost calculation.
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Protection Principle for a DC Distribution
System with a Resistive Superconductive
Fault Current Limiter
Shimin Xue, Feng Gao, Wenpeng Sun and Botong Li
Abstract: A DC distribution system, which is suitable for access to distributed power
generation and DC loads, is one of the development directions in power systems.
Furthermore, it could greatly improve the energy efficiency and reduce the loss
of power transportation. The huge short circuit current is always a great threat
to the safety of the components, especially the capacitors and diodes. A resistive
superconductive fault current limiter (SFCL), which could respond quickly once a
fault happens and limit the fault current to a relatively low level, becomes a good
solution to this problem. In this paper, the operational principle of the resistive
SFCL is introduced first, and then, the DC short-circuit fault characteristic of the
DC distribution system with the SFCL is analyzed and the effectiveness of the SFCL
verified. In order to realize the selectivity of the protection in the DC distribution
system with SFCL, a new transient current protection principle based on Ip (the peak
value of the current) and tp (the transient time that the current takes to reach its
peak value) is proposed. Finally, a model of a 10-kV DC distribution system with
an SFCL is established and simulated in PSCAD/METDC. Simulation results have
demonstrated the validity of the analysis and protection principle.
Reprinted from Energies. Cite as: Xue, S.; Gao, F.; Sun, W.; Li, B. Protection Principle
for a DC Distribution System with a Resistive Superconductive Fault Current Limiter.
Energies 2015, 8, 4839–4852.
1. Introduction
Nowadays, more and more electric appliances, such as electric vehicles, LED
lamps, mobile phones and computers, are becoming DC consumers with the
development of power electronics technology. Scholars are now putting forward
the DC distribution system based on the widely studied and applied distributed
generation, which supplies DC power. Compared with the AC distribution system,
a DC distribution system based on a voltage source converter (VSC) presents
much more advantages, such as better power quality, larger power transportation
capacity, higher reliability, being more economical, having lower energy waste, and
so on [1–5]. Therefore, the research on DC the distribution system has drawn more
and more attention.
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However, in the DC distribution system based on a VSC, the Insulated Gate
Bipolar Transistor (IGBTs) will be blocked from self-protection during the DC
short-circuit fault. In this case, the VSC turns into an uncontrolled rectifier, as the
freewheeling diodes will feed the fault [6]. In the meantime, the DC-link capacitance
discharges, and the DC current rises rapidly to a relatively large value, which may
be dozens of times the normal one and poses a considerable threat with respect to
the safety issue. As a result, a current-limiting device is necessary, and the resistive
superconductive fault current limiter (SFCL) is a good choice because of its fast
response and low power loss characteristics [7].
Currently, SFCLs are mainly applied to the AC system. For example, a 220-kV
saturated iron-core superconductive fault current limiter (SISFCL) has been installed
in a high voltage transmission system in Tianjin, China. There are few studies about
how resistive SFCL is to be used in the DC system, and some have evaluated its
performance based on the effect of limiting the voltage and current only [8,9], while
some studied the suitable location for the SFCL in the DC system considering the
influence of the current only [7,9,10]. However, the influence of the SFCL on the
fault characteristic and relay protection of the DC distribution system has had no
research results till now. At present, most of the research about relay protection of the
DC distribution system does not take the current limiters into consideration [11–18].
These protection schemes all apply a great short-circuit current and a low voltage.
The impact of the SFCL on the protection of the DC distribution system needs to
be further investigated, for introducing the SFCL will bring about problems with
respect to protection.
In this paper, the fault characteristic of the DC distribution system with the
SFCL and the influence of the SFCL on protection of the DC distribution system are
studied. Then, a new transient current protection principle based on Ip (the peak
value of the current) and tp (the transient time that the current takes to reach its peak
value) is introduced and investigated in detail. Finally, many fault simulations are
completed to verify the accuracy of the protection principle.
2. Resistive Superconducting Fault Current Limiter
A resistive SFCL is composed of a superconducting cable and a shunt resistance.
The equivalent model of the SFCL is a variable resistance RSFCL and a shunt resistance
in parallel, which is shown in Figure 1. The shunt resistance is necessary for reducing
the overvoltage. Then, the resistive SFCL uses the transformation between the
superconducting state and the normal resistive state to limit the increase of the
current. When a fault happens, the resistive SFCL responds rapidly, so that the fault
current is limited [8].
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where Tc is the critical temperature expressed in units of K; and T0 is the initial temperature. Here,  
Tc = 95 K; T0 = 77 K; and Jc(77) = 1.5 × 107 A/m2. 
(2) Flux flow state:  
When the current density exceeds the critical value, the SFCL enters this state, and the electric field 
starts increasing. Then, the resistance of the SFCL begins increasing, and as a result, the current starts 
to be limited and the temperature of the material begins to increase. Additionally, the increase of 
temperature makes the Jc(T) decrease, so the electric field will increase continuously. In this state,  
the electric field is: 
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where E0 = 0.1 V/m is the electric field during the transition from the superconducting state to the flux 
flow state. 2 ≤ β ≤ 4. 
(3) Normal resistive state: 
After the temperature gets higher than the critical temperature, the SFCL enters the normal resistive 
state. In this state, the resistance and the electric field are mainly dependent on the current density and 
the temperature. Additionally, the electric field is: 
   , c
c
T
E J T T J
T
   (4)
where ρ(Tc) is the normal conducting resistivity, and here, ρ(Tc) = 1 × 10−6 Ω·m. 
Figure 1. Structure of the resistive superconductive fault current limiter (SFCL).
In this paper, we choose Bi2212 as the material of the SFCL. The transformation
of the resistive SFCL can be divided into three states as follows [8,19,20]:
(1) Superconducting state:
In this state, the current density going through the SFCL is below the critical
value, and the resistance of the SFCL is very small. The electric field is:
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where Tc is the critical temperature expressed in units of K; and T0 is the initial
temperature. Here, Tc = 95 K; T0 = 77 K; and Jc(77) = 1.5 ˆ 107 A/m2.
(2) Flux flow state:
When the current density exceeds the critical value, the SFCL enters this state,
and the electric field starts increasing. Then, the resistance of the SFCL begins
incre sing, and as a result, the current starts to be limited and the temperature of
the material begins to increase. Additionally, the increase of temperature makes the
Jc(T) decrease, so the electric field will increase continuously. In this state, the electric
field is:













where E0 = 0.1 V/m is the electric field during the transition from the
superconducting state to the flux flow state. 2 ď β ď 4.
(3) Normal resistive state:
After the temperature gets higher than the critical temperature, the SFCL enters
the normal resistive state. In this state, the resistance and the electric field are mainly
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dependent on the current density and the temperature. Additionally, the electric
field is:




where ρ(Tc) is the normal conducting resistivity, and here, ρ(Tc) = 1 ˆ 10´6 Ω¨m.





where the isc is the current going through the superconducting wire and lsc is the
length of the wire.








where θsc = 1/[κ(lsc¨2πr + 2S)]; κ = 1.5 ˆ 103 W/(K¨m2); r is the radius of the
superconducting wire and C = 1.58T (in units of J/(kg¨K)). Here, the length of the
superconducting wire is lsc = 200 m, and the volumetric density is ρv = 6 g/cm3. When
the critical current is chosen, the cross-sectional area can be calculated by S = Ic/Jc.
The resistive SFCL model is established in PSCAD/EMTDC. In order to limit
the surge current discharged by the capacitor, the resistance of the SFCL needs to
become large enough quickly before the current gets to the peak value. In this paper,
the length of the superconducting wire is assumed to be 200 m. In the DC distribution
system, when a fault happens at 0.5 s, the variation of the resistance of the SFCL with
respect to time is as shown in Figure 2.
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When a DC short-circuit fault happens on the DC side of VSC, the IGBTs are blocked from  
self-protection. All of the diodes are blocked because of the reverse voltage. As a result, the AC system 
is separated from the DC side, and the AC current drops to zero [6]. If a SFCL is not used, the fault 
characteristic can be divided into four stages [16], which are shown in Figure 3. In the first stage, the 
capacitor discharges rapidly, and the DC current gets to a large value. This is a great threat to the safety 
of the capacitors. Additionally, in the third stage, the AC system is equivalent to a three-phase short 
circuit. These are unfavorable conditions for the system, and the large AC current is harmful for the 
diodes. Whether the third stage appears is decided by the damping property of the circuit. However, the 
installation of a resistive SFCL can limit the discharge of the capacitor and make the third stage 
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3. Analysis of Fault Characteristic in the DC Distribution System with the SFCL
When a DC short-circuit fault happens on the DC side of VSC, the IGBTs are
blocked from self-protection. All of the diodes are blocked because of the reverse
voltage. As a result, the AC system is separated from the DC side, and the AC
current drops to zero [6]. If a SFCL is not used, the fault characteristic can be divided
into four stages [16], which are shown in Figure 3. In the first stage, the capacitor
discharges rapidly, and the DC current gets to a large value. This is a great threat
to the safety of the capacitors. Additionally, in the third stage, the AC system is
equivalent to a three-phase short circuit. These are unfavorable conditions for the
system, and the large AC current is harmful for the diodes. Whether the third stage
appears is decided by the damping property of the circuit. However, the installation
of a resistive SFCL can limit the discharge of the capacitor and make the third stage
disappear. Therefore, the resistive SFCL can limit the fault current on both the AC
and DC sides, and the system will be safer. Then, the breaking capacity of the DC
circuit breakers could be reduced. The fault characteristic under a particular situation
of the simulation system is shown in Figures 4 and 5.
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Figure 3. The four stages for the rectifier during a DC short-circuit fault without
the SFCL.
As shown in Figures 4 and 5, the peak current is reduced from 14 down to
2.20 kA after the SFCL is installed, about an 84.3% decrease. The peak current is
limited because of the fast operation of the SFCL. Furthermore, due to the SFCL,
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the time that the current takes from the beginning of the fault to the peak becomes
shorter. In the steady state of the fault, the current is limited to a very low level with
the increasing resistance of the SFCL. At this time, the current is close to 0.3 kA, even
smaller than the normal value.
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Figure 4. The fault characteristic of the voltage source converter (VSC) without the
SFCL during a DC short-circuit fault.
In addition, the decrease of the DC voltage is also limited by the SFCL. The
rate of descent is reduced greatly. Additionally, the steady value of the voltage
rises from about 1 up to 4.4 kV, about a 77% increase. Furthermore, once the SFCL
is installed, the voltage will remain at a relatively high value, and the third stage
disappears. Therefore, the resistive SFCL overcomes the equivalent three-phase short
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The analysis of the fault characteristic is carried on in detail as follows. 
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blocked, the capacity, the cable and the SFCL compose the discharge circuit on the DC side. During this 
period, the voltage begins to decrease, and the DC current will rise to the maximum, then decrease.  
The equivalent circuit is shown in Figure 6. 
Figure 5. The fault characteristic of the VSC with the SFCL during a DC
short-circuit fault.
The analysis of the fault characteristic is carried on in detail as follows.
3.1. The Transient State of the DC Short-Circuit Fault with the Resistive SFCL
Stage 1: In the initial period of the fault, when the resistive SFCL is included and
the IGBTs are blocked, the capacity, the cable and the SFCL compose the discharge
circuit on the DC side. During this period, the voltage begins to decrease, and the
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According to the circuit, the voltage and current of the DC side can be calculated by: 
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3.2. The Steady State of the DC Short-Circuit Fault with the Resistive SFCL 
In the steady state, the VSC changes into an uncontrolled rectifier, as shown in Figure 7. The output 
voltage is impacted by the flow angle of the diodes. Additionally, the voltage changes between 2.34 U 
and 2.45 U, where U is the RMS value of the phase voltage of the AC system. 
Because the resistance of the SFCL is much greater than the impedance of the cable, the analysis can 
be done ignoring the inductance. Then, the flow angle (θ) of the diodes is influenced by ωRC, and the 
relationship is shown in Figure 8. 
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Stage 2: With the decrease of the DC voltage, the diodes start to turn on after
the DC voltage is less than the AC voltage. The AC current begins to rise from zero.
Then, the fault reaches the steady state gradually. The equivalent circuit at this stage
is the same as the circuit in the steady state, which is shown in Figure 7. However,
the discharge of the capacitor plays a major role at this stage. Additionally, the fault
waveform of Stage 2 is shown in Figure 5.
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3.2. The Steady State of the DC Short-Circuit Fault with the Resistive SFCL
In the st ady state, the VSC changes into uncontroll d rectifier as shown in
Figur 7. The output voltage is impacted by the fl w angle of the diodes. Additionally,
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the voltage changes between 2.34 U and 2.45 U, where U is the RMS value of the
phase voltage of the AC system.
Because the resistance of the SFCL is much greater than the impedance of the
cable, the analysis can be done ignoring the inductance. Then, the flow angle (θ) of




Figure 8. The flow angle (θ) versus ωRC. 
From Figure 8, it is known that the flow angle (θ) will decrease, with the increase of ωRC. The critical 
condition is 3RC  . When 3RC  , the AC current of the uncontrolled bridge rectifier will be 
discontinuous, as shown in Figure 5. With the large increase of the resistance in the fault circuit, the 
current in the steady state may be close to or less than the value in the normal condition. Additionally, 
in the steady state of the fault, the voltage increases greatly compared with the condition that the SFCL 
is not installed. On the other hand, the current in the steady state of the fault cannot be used for protection; 
otherwise, the protection will be incorrectly tripped. 
4. Protection Principle and Verification  
4.1. Transient Current Protection and Its Coordination 
Overcurrent protection using the peak current is widely used in the DC distribution system.  
As we know, before the integration of the SFCL, the overcurrent protection using the peak current could 
coordinate very well [16]. It can satisfy the requests for protection. However, after the integration of the 
SFCL, the difference among the peak currents of different fault positions becomes little. In this situation, 
if we still apply the overcurrent protection, the reliability coefficient will be too small to satisfy the 
request for sensitivity and reliability. Therefore, the overcurrent protection needs to be improved. 
In this paper, it is assumed that the fault resistance of the DC short-circuit fault between the cables is 
very small. According to the analysis above, we can get the relationship between the fault position and 
peak current, as shown in Figure 9. If the SFCL is included, the peak current has an approximately linear 
relationship with the position of the fault. However, the peak current changes a little with respect to the 
increasing of the distance of the fault. However, the time that the current takes to reach the maximum 
varies greatly when a fault happens at different positions, as shown in Figure 10. Then, if the ratio of the 
peak current to the time is used for the protection, as shown in Figure 11, the sensitivity and reliability 
could be ensured. 
Figure 8. The flow angle (θ) versusωRC.
From Figure 8, it is known that the flo angle (θ) will decrease, with the increase
fωRC. The critical condition is ωRC “
?
3. When ωRC ą
?
3, the AC current o the
uncontrolled bridge rectifier will be discontinuous, as shown in Figure 5. With the
large increase of the resistance in the fault circuit, the current in the steady state may
be close to or less than the value in the normal condition. Additionally, in the steady
state of the fault, the voltage increases greatly compared with the condition that the
SFCL is not installed. On the other hand, the current in the steady state of the fault
cannot be used for protection; otherwise, the protection will be incorrectly tripped.
4. Protection Principle and Verification
4.1. Transient Current Protection and Its Coordination
Overcurrent protection using th peak current is widely used in the DC
distributi n system. As we know, before the integration f the SFCL, the overcur ent
protection using the peak current co ld co rdinate very well [16]. It can satisfy the
requests for protection. However, after the integration of the SFCL, the difference
among the peak currents of different fault positions becomes little. In this situation, if
we still apply the overcurrent protection, the reliability coefficient will be too small to
satisfy the request for sensitivity and reliability. Therefore, the overcurrent protection
needs to be improved.
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In this paper, it is assumed that the fault resistance of the DC short-circuit fault
between the cables is very small. According to the analysis above, we can get the
relationship between the fault position and peak current, as shown in Figure 9. If
the SFCL is included, the peak current has an approximately linear relationship with
the position of the fault. However, the peak current changes a little with respect to
the increasing of the distance of the fault. However, the time that the current takes
to reach the maximum varies greatly when a fault happens at different positions, as
shown in Figure 10. Then, if the ratio of the peak current to the time is used for the




Figure 9. Peak currents of different fault positions. 
 
Figure 10. The time that the current takes to reach the peak versus the fault position. 
 
Figure 11. The ratio of the peak current to the time versus the fault position. 
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Under the condition that the SFCL is installed, transient current protection is set according to the 
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Figure 10. The time that the current takes to reach the peak versus the fault position.
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principle that the threshold is above the ratio of Ik peak end 1 (the peak of the short circuit current at the end 
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4.1.1. Transient Current Protection
Under the condition that the SFCL is installed, transient current protection is set
according to the principle that the threshold is above the ratio of Ik peak end 1 (the peak
of the short circuit current at the end of the line) to ∆tk peak end 1 (the time that the



















where Ipeak is the maximum of the short circuit current during the fault; ∆t is the time
that the current takes to reach the maximum from the start of the fault and KIrel is the
reliability coefficient, which can be 1.2–1.3. Therefore, transient current protection
can only protect about 80% or less of the line. However, the protection will operate
without delay once the ratio exceeds the threshold.
4.1.2. Time-Limit under Voltage Protection Started by the Transient Current
Time-limit overcurrent protection coordinates with the downstream line by the
time delay. The time delay can be 0.1 s or more in the DC system [16], considering
the coordination with the downstream line and the operation time that the DC circuit
breaker takes. However, when the SFCL is installed, the current has already been
in the steady state at 0.1 s, and the value is close to the normal value after the fault.
Therefore, traditional time-limited overcurrent protection cannot be applied directly
to the DC system with the SFCL.
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However, the DC voltage will decrease to a relatively low level at 0.1 s after the
fault. When the resistive SFCL is installed, the voltage in the steady state changes
little with the change of the fault position. Therefore, the under voltage protection
alone cannot ensure the selectivity. Then, the transient current protection is combined
with the under voltage protection, called the time-limit under the voltage protection
started by the transient current. This kind of protection still protects the whole line
and does not exceed the range of the transient current protection of the downstream
line. It coordinates with the downstream line by a time delay. The starting value is
the threshold of the transient current protection, and it can guarantee the selectivity
of protection. After the time delay, whether the breaker operates is decided by the





















































is the threshold of the transient current protection of the downstream
line; KIIrel is the reliability coefficient, which can be 1.1–1.2; U
II
set¨1 is the threshold
of the under voltage protection; UN is the rated KIIu¨rel is the reliability coefficient;
KIIu¨rel “ 0.5´ 0.6, t
I
2 is the inherent opening time of the transient current protection
and ∆t is the time delay, always ∆t = 0.1–0.3 s.
4.2. Case Study
A 10-kV DC distribution system with the resistive SFCL is simulated by
PSCAD/EMTDC. The structure of the system is shown in Figure 12. It is assumed
that DC short-circuit fault occurs at 0.5 s in the different positions of the DC side.
The fault resistance is 0.001 Ω. Each of the lines in the system is 10 km long. The
equivalent parameter of the line is R = 0.078 Ω/km and L = 0.48 mH/km. When the
system operates in the normal condition, the currents that go through each line are
Iline1 = 0.35 kA, Iline2 = 0.252 kA and Iline3 = 0.157 kA.
265
Energies 2015, 8 4849 
 
 





  is the threshold 
of the transient current protection of the downstream line; IIrelK  is the reliability coefficient, which can 
be 1.1–1.2; IIset 1U   is the threshold of the under voltage protection; UN is the rated voltage; 
II
u relK   is the 
reliability coefficient; IIu rel 0.5 0.6K    , 
I
2t  is the inherent opening time of the transient current protection 
and ∆t is the time delay, always ∆t = 0.1–0.3 s. 
4.2. Case Study 
A 10-kV DC distribution system with the resistive SFCL is simulated by PSCAD/EMTDC. The 
structure of the system is shown in Figure 12. It is assumed that DC short-circuit fault occurs at 0.5 s in 
the different positions of the DC side. The fault resistance is 0.001 Ω. Each of the lines in the system is 
10 km long. The equivalent parameter of the line is R = 0.078 Ω/km and L = 0.48 mH/km. When the 
system operates in the normal condition, the currents that go through each line are Iline1 = 0.35 kA,  
Iline2 = 0.252 kA and Iline3 = 0.157 kA. 
 
Figure 12. The structure of the DC distribution, including the SFCL. 
According to the analysis above, the thresholds of protection are listed in Table 1. Because Line 3 is 
the last section of the transmission line, traditional overcurrent protection can be applied for Line 3. 
Therefore, the threshold can be several times the load current, and the instantaneous overcurrent 
protection protects the whole line. In this situation, the time-limited overcurrent protection is the backup 
protection of Line 3. Then, the principle of the protection mentioned above is verified in this system, 
and the result is listed in Table 2. 
Table 1. The thresholds of protection. 
Line  Parameters Thresholds 
Line1 (CB1) 
I transient current threshold 1.424 (kA/ms) 
II 
transient current threshold 0.812 (kA/ms) 
under voltage threshold 5.0 (kV) 
time delay threshold 0.2 (s) 
Line2 (CB2) 
I transient current threshold 0.738 (kA/ms) 
II 
transient current threshold 0.496 (kA/ms) 
under voltage threshold 5.0 (kV) 
 time delay threshold 0.2 (s) 
Line3 (CB3) 
I instantaneous overcurrent threshold 1.5 (kA) 
II 
time-limit overcurrent threshold 1.5 (kA) 
time delay threshold 0.2 (s) 
  
Figure 12. The structur f t istri ti , i cl ing the SFCL.
According to the analysis above, the thresholds of protection are listed in Table 1.
Because Line 3 is the last section of the transmission line, traditional overcurrent
protection can be applied for Line 3. Therefore, the threshold can be several times the
load current, and the instantaneous overcurrent protection protects the whole line.
In this situation, the time-limited overcurrent protection is the backup protection
of Line 3. Then, the principle of the protection mentioned above is verified in this
system, and the result is listed in Table 2.
Table 1. The thresholds of protection.
Line Parameters Thresholds
Line1 (CB1)
I transient current threshold 1.424 (kA/ms)
II
transient current threshold 0.812 (kA/ms)
under voltage threshold 5.0 (kV)
time delay threshold 0.2 (s)
Line2 (CB2)
I transient curren threshold 0.738 kA/ms)
II
transient current threshold 0.496 (kA/ms)
under voltage threshold .0 (kV)
time delay threshold 0.2 (s)
Line3 (CB3)
I instantaneous overcurrent threshold 1.5 (kA)
II
time-limit overcurrent threshold 1.5 (kA)
time delay threshold 0.2 (s)
From the result, it can be seen that the presented protection principle could
clear the fault quickly and accurately. The transient current protection can protect
about 80% of the length of the section. Additionally, it operates without a time delay.
With the increasing of the distance of the fault, the rising of current slows down.
Therefore, the operation time of the transient current protection becomes longer,
but still operates very quickly. On the other hand, the time-limited under voltage
protection started by the transient current can protect the whole length of the line
with a time delay. It can operate at about 0.2 s or more after the fault. This kind
of protection may operate slowly, but it can guarantee the selectivity between the
upstream line and the downstream line.
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Table 2. The action situation of each CB.
Line
Fault Location
(Percentage of the Line)
The Action of Breakers (Time for
Receiving Trip Instruction) (s)
CB1 CB2 CB3
Line1
30% 0.5010 # #
80% 0.5017 # #
100% 0.7021 # #
Line2
30% # 0.5027 #
80% # 0.5034 #
100% # 0.7038 #
Line3
30% # # 0.5026
80% # # 0.5033
100% # # 0.5039
Note: # is defined as that the circuit breaker (CB) of the Line will not operate.
Therefore, for the DC distribution system, including the SFCL, this principle of
protection can operate within a short time for the feeder faults, and the coordination
of the upstream and downstream protective relays is ensured.
5. Conclusions
A resistive SFCL has good performance for current limiting in the DC
distribution system. It is suitable for a system with a high fault current and a high
current rising speed. However, the integration of the SFCL has a serious influence
on the coordination of the protection. In this paper, the influence of the SFCL on the
protection and the fault characteristic is analyzed in detail. Then, the transient current
protection is presented, and the time-limited under voltage protection started by the
transient current is proposed. Finally, the principle of the protection is verified in
PSCAD/EMTDC. The result demonstrates that this principle of protection can ensure
the coordination of the upstream and downstream protective relays. Nevertheless,
a DC short-circuit fault with fault resistance is not considered in this paper, which
would be the main work in the future.
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Metamodel for Efficient Estimation of
Capacity-Fade Uncertainty in Li-Ion
Batteries for Electric Vehicles
Jaewook Lee, Woosuk Sung and Joo-Ho Choi
Abstract: This paper presents an efficient method for estimating capacity-fade
uncertainty in lithium-ion batteries (LIBs) in order to integrate them into the battery-
management system (BMS) of electric vehicles, which requires simple and inexpensive
computation for successful application. The study uses the pseudo-two-dimensional
(P2D) electrochemical model, which simulates the battery state by solving a system
of coupled nonlinear partial differential equations (PDEs). The model parameters
that are responsible for electrode degradation are identified and estimated, based
on battery data obtained from the charge cycles. The Bayesian approach, with
parameters estimated by probability distributions, is employed to account for
uncertainties arising in the model and battery data. The Markov Chain Monte Carlo
(MCMC) technique is used to draw samples from the distributions. The complex
computations that solve a PDE system for each sample are avoided by employing a
polynomial-based metamodel. As a result, the computational cost is reduced from
5.5 h to a few seconds, enabling the integration of the method into the vehicle BMS.
Using this approach, the conservative bound of capacity fade can be determined for
the vehicle in service, which represents the safety margin reflecting the uncertainty.
Reprinted from Energies. Cite as: Lee, J.; Sung, W.; Choi, J.-H. Metamodel for Efficient
Estimation of Capacity-Fade Uncertainty in Li-Ion Batteries for Electric Vehicles.
Energies 2015, 8, 5538–5554.
1. Introduction
Electric vehicles (EVs) or hybrid electric vehicles (HEVs), which use lithium-ion
batteries (LIBs) as their main energy source, are being widely adopted as a
transportation innovation. During use, however, the batteries degrade, losing some
of their capacity as they undergo charge and discharge cycles and eventually they will
suddenly stop functioning. Therefore, top concerns for EVs are limited the battery
life and potential battery failure on the road while in use, as observed in a study
by the US-based Consumer Electronics Association (CEA) [1]. In order to prevent
on-road failure and ensure safe and reliable operation, a battery management system
(BMS) must provide functions to monitor the batteries’ state of health (SOH) and
predict the remaining life, thermal management, safety protection, charge control,
cell balancing, and so on. While BMS technology in small-scale portable electronics
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such as cellular phones is relatively mature, it is not yet fully developed for EVs or
HEVs due to the fact that the power and number of cells needed are hundreds of
times greater due to the critical need to monitor the batteries’ SOH [2].
The SOH represents the real-time physical condition of the battery and is
usually defined by capacity fade, which typically occurs as the battery ages due
to electrode degradation. The most influential factors for this degradation are
temperature, charge/discharge rate, and depth of discharge. Considerable effort has
been directed at developing a method for estimating the SOH [3–6]. The conventional
approach has been to employ empirical models that make use of an equivalent
circuit model (ECM) to mimic the battery dynamics. Electrochemical impedance
spectroscopy (EIS) or direct current internal resistance (DCIR) tests have been widely
used as a non-invasive method to estimate the changes in the internal parameters,
which are the capacitance and resistance of the equivalent circuit. The estimated
parameters are then correlated with the actual capacity and used as the indicator of
capacity fade. The EIS measurement, however, is costly and not available aboard a
vehicle. Moreover, the ECM does not provide insight into the physical and chemical
phenomena driving the voltage dynamics of the cell, unless great care is taken to
associate the parameters with specific electrochemical processes.
A more advanced SOH estimation approach that has recently gained attention
is the use of a physics-based electrochemical model that solves coupled nonlinear
partial differential equations (PDEs) in spatiotemporal coordinates that are related to
the conservation of mass and charge in the solid and liquid phases [7–9]. Because
the parameters used in this model have a physical interpretation, they are directly
correlated with battery aging. The parameters can be estimated using battery-state
data provided by the BMS, i.e., the current, voltage, and temperature during the
charge/discharge process. This approach has two advantages: (1) it does not require
any extra means or interruption of the BMS, which enables online applications, and
more importantly, (2) it provides a more accurate assessment of capacity fade than
the ECM in view of diverse loading conditions from slow to rapid charging. Once
capacity fade has been detected, it can be used to determine which cell, if any, of the
battery pack needs to be replaced.
In parameter estimation, actual online measurements suffer from various
uncertainties associated with the inaccuracy of battery-state data, inherent material
variances, and harsh operating/environmental conditions. Due to the inability to
account for these uncertainties, results obtained by deterministic optimization may
give questionable results with regard to SOH estimation. In order to provide more
reliable management, uncertainty should be incorporated into SOH monitoring
by using probabilistic methods, which estimate parameters based on real-time
battery-state data. The lower bound then can be estimated for the faded capacity
under a given level of confidence. There have been numerous efforts in this
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direction, which addresses the uncertainty issue for SOH estimation in the recent
years [3,4,10–12]. In the literature, most of the works were however based on the data
driven approach and/or the empirical model which does not account for the physics
associated with the degradation, hence, can be less insightful than the physics-based
estimation. Only a few studies have been made in physics-based SOH estimation
with uncertainty. Tong et al. [13] carried out a Markov Chain Monte Carlo (MCMC)
simulation by generating samples that satisfied the probability distributions and
then running a simulation for each sample to capture the probabilistic nature of
parameter uncertainties. However, the parameter estimation was not conditional
on battery-state data. In Ramadesigan et al. [14], the effective parameters and their
uncertainties were estimated in the form of samples based on battery data, using the
Bayesian approach and a mathematical reformulation of a porous electrode model.
In their study, however, the computation cost to simulate the model with such large
samples is not clearly stated; it is likely very high, which may limit its applicability
to the on-board vehicle BMS.
Therefore, the purpose of this paper is to propose an efficient method to estimate
battery capacity fade, including uncertainty factors. This method could then be easily
integrated into the vehicle BMS. The pseudo-two dimensional (P2D) electrochemical
model is employed, which simulates the battery state under the profile of the input
current by solving a system of coupled nonlinear partial differential equations (PDEs).
The reliability of this electrochemical model has been validated by experiments in
which the simulated and measured voltage curves were compared under various
charge and discharge conditions [15]. Rather than using data at discharge cycles,
which usually undergo arbitrary conditions, this study uses the data at charge cycles,
which tend to occur under a constant C-rate. By comparing the simulated and
experimental voltage curves, the model parameters representing degradation are
estimated by way of large samples to reflect their probabilistic nature.
In order to incorporate the uncertainties in the capacity fade estimation,
probabilistic approach is needed, from which the confidence bounds can be
determined. In that case, the results are given by the probability distributions instead
of a deterministic value. In the practical implementation, a large number of samples
(at least 5000) are necessary to represent the distributions, which means that the P2D
model should be solved that number of times. Even though a single computation to
solve a P2D model only takes a few seconds, it can take several hours to implement
the whole number of P2D solutions, which is intractable from a practical viewpoint.
Thus, a polynomial-based metamodel is developed to replace P2D electrochemical
model. The output variable of the metamodel is the voltage at discrete time steps,
and the input variables are the physical parameters such as diffusion coefficients and
reaction constants. For the additional alleviation of the computational burden, only
one dominant variable is selected as the input variable of the metamodel, and the
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operating current condition is fixed as the charging cycle with constant C-rate. Note
that the computational environment of vehicle BMS is extremely limited. Once the
dominant parameter is estimated using the polynomial metamodel, a conservative
capacity fade boundary can be determined in the vehicle’s BMS at the 95% confidence
level, which represents the safety margin reflecting the uncertainty.
The outline of this paper is as follows: in Section 2, the physical parameters of
the LIB electrochemical model are estimated using a Bayesian-based probabilistic
approach. The estimation is performed for five transport and kinetic factors
that are the principal parameters affecting capacity fade. The estimation results
reveal that one parameter dominates in determining capacity fade, which means
that this parameter alone can be used to monitor SOH. The metamodel for the
selected parameter is constructed in Section 3. The validity of the metamodel is
proven through the comparison of voltage curves, and thus the metamodel with its
acceptable error can replace the original electrochemical model. Section 4 shows the
parameter estimation results obtained using the generated metamodel. The estimated
results are again similar to those produced by the original electrochemical model.
However, with the metamodel, the computational cost is reduced from 5.5 h to only
a few seconds. This huge reduction in computational cost enables us to integrate
SOH monitoring into a vehicle BMS, based on physical parameter estimation. Finally,
Section 5 summarizes the paper’s conclusions.
2. Parameter Estimation
This section presents the parameter estimation of the LIB electrochemical
model. In more detail, the physical parameters of the P2D electrochemical model
are estimated using a distribution based on Bayesian inference. The estimation is
performed by comparing the voltage curves: (a) measured from the experiments and
(b) obtained by solving the model equation. In this section, the LIB electrochemical
model [16–18] is explained briefly. Then the MCMC method for parameter estimation
is introduced. Finally, the estimation results are presented and discussed. From the
parameter estimation results, the critical parameter of the LIB electrochemical model
is determined.
2.1. Pseudo-Two Dimensional Electrochemical Model
The P2D electrochemical models that simulate the state of the LIB are well
described in [16–18]. The model aims to obtain the output voltage curve with
respect to time when applying the profile of the input current by calculating
state variables such as electric potential ϕ, Li-ion concentration c, and molar flux
j of Li at the surface of the spherical particles of active material. These state
variables can be calculated by solving a system of coupled nonlinear PDEs [16–18],
which represent the electrochemical phenomenon occurring in the LIB. The various
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numerical methodologies to solve a system of equations efficiently have been
reported in [15,19,20]. The equations for the electrochemical model include the
physical parameters θ, which represent the geometric parameters and transport
and kinetic properties. Among the parameters, those that mainly affect capacity
fade are selected as targets of the estimation for SOH monitoring. In this work, five
transport and kinetic parameters are chosen per the study by [15]: (1) the liquid-phase
diffusivity of Li-ion De, the solid-phase diffusivities of Li in the (2) positive Dsp and
(3) negative Dsn electrodes, and the electrochemical reaction rate constants in the
(4) positive kp and (5) negative kn electrodes. The effective solid-phase diffusivity
was believed to be able to best describe the Li transport through the porous electrode
as it is a function of almost all relevant parameters such as Li’s molecular diffusivity,
porosity and tortuosity. Similarly, the electrochemical reaction rate constant was
considered to be able to represent the charge transfer across the SEI, which is also
effective as it is inclusive of the true electrochemical reaction rate constant and the
surface area available for electrochemical reactions [12]. The selected five transport
and kinetic parameters are estimated by using MCMC method based on the measured
voltage data.
2.2. The MCMC Approach for Parameter Estimation
The approach for parameter estimation is based on Bayesian inference, which
updates a hypothesis as more observational data are acquired [21,22]. Specifically,
the posterior probability density function (PDF) of the model parameter θ = {De,
Dsp, Dsn, kp, kn}, which is conditional on the measured data y, i.e., P(θ|y), can be
calculated by Bayes’ rule:
P (θ| y) ∝ L (y| θ) p(θ) (1)
where L(y|θ) is the likelihood function of the data y conditional on θ, and p(θ) is
the prior distribution of θ. The rule states that the degree of likelihood based on
unknown parameters is given by the updated or posterior PDF conditional on the
data y, which consists of the prior likelihood p(θ) and the likelihood of the data y.
In this work, the data y become the vector of measured voltage Vk at discrete time
intervals tk (k = 1,2, . . . ,n). The likelihood function for kth data yk (i.e., L(yk|θ)) can be
defined based on the assumption that the error of the data against the model follows
the normal distribution:














where σ is the standard deviation and yk(θ) is the model value corresponding to
observed data yk, which, in this work, is the electrochemical model voltage at interval
274
k. The equation represents the PDF value of the observation yk with the mean being
yk(θ) and the standard deviation σ based on the assumption of normal distribution.
The symbol | represents that the PDF of yk is given conditional on the parameters
yk(θ) and σ. The joint likelihood function L(y|θ) of the voltage data y becomes the
multiplier of the data at whole-number intervals:




L (yk| θ, σ) = L (y1| θ, σ)× L (y2| θ, σ)× ...× L (yn| θ, σ) (3)
The prior distribution for θ, and σ in this work is set as the uniform distribution
function U between the upper bound Ub and the lower bound Lb:
p (θ, σ) = U(Lb, Ub) (4)
Note that the standard deviation σ is also unknown and estimated from
the process. As a result, the unknown parameters consists of the five model
parameters θ={De, Dsp, Dsn, kp, kn} and the standard deviation ion σ is also unknown
and estimated from the process.y. The final joint posterior PDF of the unknown
parameters is then revised from Equation (1) to:
P (θ, σ| y) ∝ L (y| θ, σ) p(θ, σ) (5)
From this point on, the unknown parameters will be denoted by a single symbol
θ by including σ in it. The posterior PDF P(θ|y) can be effectively evaluated using
the MCMC approach, which is widely used as a sampling method in modern
computational statistics [21,22]. The MCMC approach is based on the fact that
the PDFs built by the Markov Chain process converge on the actual distribution as
the sample size increases. Among various sampling method for the MCMC approach,
the Metropolis-Hastings (M-H) algorithm is the most representative method applied
in this work [23]. The flowchart and illustration of the M-H algorithm are given in
Figures 1 and 2, respectively. As shown in Figure 1, the M-H algorithm finds N large
samples of the model parameter θ, using a process that includes variate generation
and comparison. First, we start with an arbitrary initial sample θ. Then, a new
parameter sample θ* is obtained by calculating a random variate from the parameter
sample in the previous step θi-1 using the weighting vector w and randomly sampled
value u from the uniform distribution between 0 and 1, i.e., U(0,1). Next, the
posterior PDF conditional on the measured data y is calculated at the variate θ*.
Then, the ratio of the posterior PDF of the new sample θ* and the previous sample
θi-1 (i.e., P(θ*|y)/P(θi-1|y) is compared with the randomly sampled value u from the
uniform distribution between 0 and 1, i.e., U(0,1). If the ratio is larger than u, the
sample at the current step θi becomes variate θ*. Otherwise, the sample at the current
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step θi reverts to the value for the old sample at the previous step θi-1. By repeating
the process, N samples of the model parameters are calculated, and the posterior
PDF P(θ|y) is determined by counting the number of samples at each interval. The
conceptual illustration of the M-H algorithm is presented in Figure 2.
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2.3. Parameter Estimation Result
The parameters for the electrochemical model are estimated using the MCMC
approach with the M-H algorithm explain d previously. The Li-ion cells used in
this work are large-formatted with a nominal capacity of 42.5 Ah. Each cell consists
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of 21 positive electrodes and 22 negative electrodes; those are all two-sided. The
active materials of the positive and negative electrodes are composite LiNi1/3Mn1/3
Co1/3O2-LiMn2O4 (NMC-LMO) and natural carbon, respectively. The electrolyte
consists of LiPF6 salt in a tertiary solvent mixture of ethylene carbonate (EC), ethyl
methyl carbonate (EMC) and diethyl carbonate (DEC). Each of the 21 positive
electrodes is bagged by a separator and each of the 22 negative electrodes is
sandwiched between the 21 positive electrode-containing separator bags. The entire
assembly of positive and negative electrodes and separator is finally enclosed by
a pouch. The cycling experiment is performed at 45 ◦C in 2C-rate condition with
full charge and discharge cycles, which leads to capacity degradation. The reason
for employing 2C-rate is because the rapid charge is usually made at 2C-rate. Full
charging occurs until an end-of-charge voltage of 4.2 V is reached followed by
constant voltage charging at 4.2 V until the current tapers down to 0.0235 C-rate. An
hour later, the cycle continues with the constant current discharge at a 2C-rate down
to a cut-off voltage of 2.5 V.
Note that although the discharge in this work occurs at a constant rate, the
battery generally experiences arbitrary loading conditions. On the other hand,
charging always takes place at a constant rate. In this sense, use of the data during
charge is more desirable for estimation of parameters. The voltage data are collected
every 10 s from beginning to end of the constant current charge process. Voltage
profiles are taken at 200-cycle intervals between 200 and 2400 cycles. So the 12 data
sets are obtained for the voltage profiles as shown in Figure 3. As the cycle progresses,
the curve shifts to the left, which indicates that the time required to attain full charge
is gradually reduced, resulting in capacity fade. Table 1 presents capacity fade
percentage with respect to cycle number. Capacity fade occurs almost linearly as the
cycling number increases.
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Table 1. Capacity fade (%) with respect to the cycle number.
Cycle number Fade % Cycle number Fade %
200 5.5 1400 19.7
400 9.0 1600 21.3
600 11.4 1800 23.3
800 13.6 2000 24.9
1000 15.8 2200 27.4
1200 17.7 2400 30.3
Based on the approach in Section 2.2, the unknown parameters at each given
cycle are estimated based on the voltage data using the MCMC algorithm. The
results are given in Figure 4 for the case at 1200 cycles. In the MCMC process, as was
noted in the procedure at lines 22–32, the sampling starts with an arbitrary initial
value. Although the MCMC technique is less affected by the initial values due to the
unique algorithm of random walk which ensures the sampling convergence toward
the target distribution, it is advised to choose the initial values at higher likelihood
such as the mean or median of the distribution. In this study, to this end, the initial
values of P2D model parameters are given by finding out the solution that minimizes
the sum square error (SSE) between the data and the model:
min
θ
SSE = ∑ nk=1(yk − yk(θ))
2
(6)
Then the initial value of the standard deviation is chosen from the square root
of SSE, which is 0.004. The upper bound Ub and the lower bound Lb in Equation (4)
are set as 0.4 and 5 times of the initial values of each parameter, respectively. The
total number of samples in M-H algorithm is set as 10,000. The upper histograms
in Figure 4 represent the PDF thus obtained. The lower plots represent plot the
samples until the end of the MCMC iteration. Note that the first 1000 samples
that are affected by the initial distribution are considered a burn-in period and are
discarded [21]. The results as shown in this figure give more valuable information for
the estimated parameters because they incorporate the uncertainties in both model
and measurements, which is contrasted with the deterministic optimization that
gives only point-estimated values.
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Figure 4. Parameter estimation as a result of voltage data at cycle 1200 (capacity fade 
17.7%). The upper histograms show the number of samples of the M-H algorithm over the 
probable range, which represents the estimated PDF. The lower plots show the values of 
each parameter up to 10,000 iterations, as explained in Figure 2: (a) liquid-phase diffusivity De; 
(b) solid-phase diffusivity in the positive electrode Dsp (c) solid-phase diffusivity in the 
negative electrode Dsn; (d) electrochemical reaction-rate constant in the positive electrode kp; 
(e) reaction-rate constant in the negative electrode kn; (f) standard deviation σ of the 
likelihood function. 
In comparing the estimated PDFs of each parameter, the PDF of Dsp is noted to be much narrower 
than that of the other parameters. This narrower PDF means that the uncertainty of the parameter Dsp is 
much lower than that of the other parameters for the given data set. The estimation using the MCMC 
approach is performed for all 12 data sets obtained from between 200 and 2400 cycles in 200-cycle 
increments. From the obtained histogram representing the PDF, the 95% confidence interval and mean 
value are calculated and plotted in Figure 5 as a function of the capacity fade %. The figure shows that 
the parameter Dsp decreases considerably with narrower confidence bounds than the others as capacity 
fade progresses. Thus there is a strong correlation between Dsp and capacity fade, indicating that Dsp is 
the dominant parameter affecting capacity fade for the given data set. 
Figure 4. P ram ter estimation as a result of at cycle 1200 (cap city fade
17.7%). The upper histograms show the number of samples of the M-H algorithm
over the probable rang , which represents the estimated PDF. T e lower plots
show the values of each parameter up to 10,000 iterations, as explained in Figure 2:
(a) liquid-phase diffusivity De; (b) solid-phase diffusivity in the positive electrode
Dsp (c) solid-phase diffusivity in the negative electrode Dsn; (d) electrochemical
reaction-rate constant in the positive electrode kp; (e) reaction-rate constant in the
negative electrode kn; (f) standard deviation σ of the likelihood function.
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In comparing the estimated PDFs of each parameter, the PDF of Dsp is noted to
be much narrower than that of the other parameters. This narrower PDF means that
the uncertainty of the parameter Dsp is much lower than that of the other parameters
for the given data set. The estimation using the MCMC approach is performed for
all 12 data sets obtained from between 200 and 2400 cycles in 200-cycle increments.
From the obtained histogram representing the PDF, the 95% confidence interval and
mean value are calculated and plotted in Figure 5 as a function of the capacity fade %.
The figure shows that the parameter Dsp decreases considerably with narrower
confidence bounds than the others as capacity fade progresses. Thus there is a
strong correlation between Dsp and capacity fade, indicating that Dsp is the dominant





Figure 5. Interval estimation results of battery parameters as capacity fade progresses from 
5.5% (cycle 200) to 30.3% (cycle 2400). The 95% confidence intervals and mean values are 
presented for each model parameter: (a) De; (b) Dsp; (c) Dsn; (d) kp; (e) kn; (f) σ. 
3. Metamodel Generation 
The metamodel approximates the original complex model with simplified, explicit functions.  
In this study, the metamodel can replace the complex electrochemical model to reduce computational 
cost during parameter estimation by using the MCMC approach. In this section, the Response Surface 
Method (RSM) used to generate the metamodel is explained. Then the generated model is validated by 
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In this study, the metamodel can replace the complex electrochemical model to reduce computational 
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Figure 5. Interval estimation results of battery parameters as capacity fade
progresses from 5.5% (cycle 200) to 30.3% (cycle 2400). The 95% confidence intervals
and mean values are presented for each model parameter: (a) De; (b) Dsp; (c) Dsn;
(d) kp; (e) kn; (f) σ.
3. Metamodel Generation
The metamodel approximates the original complex model with simplified, explicit
functions. In this study, the metamodel can replace the complex electroche ical
model to reduce computational cost during parameter estimation by using the MCMC
approach. In this s ction, the Response Surface Method (RSM) used to generate the
metamodel is explained. Then the generated model is validated by comparing the
voltage curves of both metamodel and the original electrochemical model.
3.1. Response Surface Method
The RSM is a representative way to generate the metamodel [24]. The steps for
generating the metamodel are as follows. First, output function values at multiple
input sample points are evaluated from the original complex models. Considering
the trend of output function values with respect to the input variables, the form of
the approximated mathematical function is determined. Finally, the coefficients of
the approximated function are found, based on the least-squares method.
In this study, the solid-phase diffusivity in positive electrode Dsp is the only
input variable of the metamodel. The terminal voltage is set as the output function
because it is the single most critical parameter for the change of the voltage curve as
capacity fade occurs. Four other model parameters are fixed at their mean values,
which are obtained using cycle-200 experimental data. By employing only one
parameter Dsp instead of all five, the complexity of the metamodel can be greatly
reduced. In order to validate the complexity reduction, P2D simulations are carried
out every 200 cycles, first using all five estimated parameters and then using only
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one estimated parameter Dsp with the other four fixed at their mean at cycle 200.
Because the parameters and responses are all given by distributions, only the means
of the voltage outputs are plotted against the experimental data for the sake of easy
comparison. Figure 6 shows the results (a) using all the five model parameters and
(b) using only Dsp.
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parameters are fixed at mean value of cycle 200.  
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Figure 6. Comparision of the voltage obtained fro the P2D model with
experimental data. The dots represent the simulated result using the mean of
estimated parameters: (a) all five model parameters estimated from experimental
data; (b) only Dsp estimated while other parameters are fixed at mean value of
cycle 200.
At each cycle i, the relative error ei of the output voltage against the experimental











× 100 (%) (7)
where Vki* and Vki are model output and experimental data at the time interval tk
(k = 1~n) and ith cycle number, respectively. The error ei is calculated at cycles 200,
800, 1600, and 2400 for each case, and the results are summarized in the first and
second row in Table 2.
Table 2. Error ei of the model with respect to experimental data.
Cycle 200 Cycle 800 Cycle 1600 Cycle 2400
P2D w/5 parameters (Figure 6a) 0.195% 0.142% 0.110% 0.078%
P2D w/ Dsp (Figure 6b) 0.195% 0.332% 0.346% 0.262%
Metamodel (Figure 7) 0.210% 0.310% 0.351% 0.241%
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The greatest error value, a maximum of 0.346%, is produced by only one
parameter, as compared with the maximum value of 0.195% by the five parameters.
However, the difference in magnitude is small enough to justify that the parameter
Dsp can be used as the single input variable of the metamodel. The metamodel of the
P2D electrochemical model is built using RSM. First, the response data are obtained
using the original P2D electrochemical model, which is the terminal voltage Vki at
discrete time intervals tk (k = 1~n) and at m equally spaced discrete input variables
Dsp;i (I = 1~m). In this study, the interval of the metamodel is 50 s, n = 24, and the
end time is 1200 s. The number m is set as 10, with the lower and upper bounds Dsp;1
and Dsp;10 being 0.5 10−15 and 2.5 × 10−15 respectively, considering the behavior of
Dsp in Figure 5b. In Figure 8, the obtained response values Vki are plotted as dots at
the discrete values of the variable Dsp and time t. From the figure, it can be seen that
the voltages at fixed intervals tk decrease monotonically with respect to Dsp. So, a
simple polynomial is introduced to represent voltage as a function of Dsp at each
discrete interval.
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Figure 8. Output voltage with respect to input variable Dsp for various time intervals.  
The red dot represents the voltage Vki at Dsp and interval tk;i as obtained from the P2D model; 
the solid black line represents the voltage curve Vk(Dsp) obtained using fourth-order 
polynomials in the metamodel. 
After calculating the error between metamodel and original model, the order of the polynomials is 
determined to be fourth degree. Then the voltage curves at time tk are represented as: 
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In the above equation, the coefficients akp at time tk, with p being the polynomial order, are calculated 
to match with the original response data, using the least-squares method. Because the polynomial 
function is linear with respect to the coefficients akp, a typical linear regression algorithm can be used, 
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Then, the 5-by-m matrix a can be obtained as: 
10 20 0
11 21 0 1
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Figure 8. Output voltage with respect to input variable Dsp for various time
intervals. The red dot represents the voltage Vki at Dsp and interval tk;i as obtained
from the P2D model; the solid black line represents the voltage curve Vk(Dsp)
obtained using fourth-order polynomials in the metamodel.
After calculating the error between metamodel and original model, the order of
the polynomials is determined to be fourth degree. Then the voltage curves at time
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In the above equation, the coefficients akp at time tk, with p being the polynomial
order, are calculated to match with the original response data, using the least-squares
method. Because the polynomial function is linear with respect to the coefficients akp,
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Then, the 5-by-m matrix a can be obtained as:
a = akp =





a14 a24 · · · an0
 = (XTX)−1XTy (10)
where y denotes the m-by-n matrix composed of Vki corresponding to ith input
variable Dsp;i at kth time interval tk:
y = Vki =





V1m V2m · · · Vnm
 (11)
In Figure 8, the solid black line represents the metamodel in which the voltage
curve Vk is given by the fourth-order polynomial with respect to the input variable
Dsp. This model is used instead of the original electrochemical model to gain
computational efficiency during the MCMC sampling process.
3.2. Model Validation
The generated metamodel is validated by comparing the metamodel’s output
voltage with the corresponding experimental data for various cycles. The result of
the comparison is presented in Figure 7, which shows that the metamodel describes
the voltage curve of the experimental data well. To evaluate the accuracy of the
metamodel against the original P2D model, the error ei as defined by Equation (7) is
calculated for the metamodel at the cycles 200, 800, 1600 and 2400, and the results are
given in the third row of Table 2. The errors of the metamodel and the P2D model
with one parameter show similar magnitude, with the maximum being about 0.35%.
4. Parameter Estimation Using the Metamodel
Based on the generated metamodel, the parameter estimation is again performed
using the MCMC approach, and the estimation result is presented in Figure 9, in
which the 95% confidence interval and mean value are plotted as a function of the
capacity fade %. Please note that only one estimated parameter Dsp in Figure 9
includes all the sources of uncertainty. The various uncertainties are involved in
one estimated parameter through the standard deviation σ. Here, the standard
deviation σ is set as 0.05 V considering the uncertainty of the experimental data. Next,
the estimated parameters are applied to the metamodel’s voltage curve to obtain
capacity fade in the form of distribution, from which the upper and lower bounds
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are calculated. The results in Figure 10 are given in terms of cycles at a 200-cycle
increment. Using the metamodel based on fourth-order polynomials instead of the
original P2D model that solves a system of nonlinear PDEs, the computational cost is
tremendously reduced.
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Figure 10. Capacity-fade estimation using the metamodel over the cycles. 
Given 10,000 samples, the original model’s computing time is 5.5 h (about 2 s per sample) on an 
octacore workstation with a 3.4 GHz processor and 16 GB of RAM. However, the same computation 
takes only a few seconds using the metamodel. Thanks to this reduction, the integration of the proposed 
approach into a vehicle BMS becomes a feasible option. 
5. Conclusions and Future Work 
This study proposes an efficient method of uncertainty estimation of capacity fade in LIBs, with the 
goal of integrating it into the BMS of electric vehicles. The physical parameters of the LIB 
electrochemical model are estimated using the Bayesian-based probabilistic approach. The estimation is 
performed for five transport and kinetic parameters that are known to affect capacity fade most 
significantly. Battery data from the full charge/discharge cycles with 2C-rate condition are utilized to 
implement the method. From the estimation, it is found that one parameter, the solid-phase diffusivity 
in the positive electrode, is much more responsible than the others for capacity fade. The metamodel is 
constructed in terms of this parameter in order to avoid the huge computations that occur in the P2D 
model for MCMC simulation. As a result, computation cost is reduced from 5.5 h to only a few seconds. 
The reduction of computation time allows the uncertainty estimation of the parameters in real time during 
battery use, which adds value to the BMS relative to safety and reliability.  
This study considers only the case of 2C-rate full charge/discharge process to illustrate the method, 
in which the data at charge cycle are used for the capacity-fade estimation. The reason for 2C-rate is to 
accelerate the cycles. In practice, the rapid charge is usually made at 2C-rate. Therefore, the constructed 
metamodel works only under the same charge condition. In other words, as long as the parameters are 
estimated under the same charge condition during usage, the estimated results are reliable and represent 
the actual faded state at that cycle, regardless of the discharge condition the battery went through.  
If another C-rate (e.g., the normal 1C-rate) is used for charging, the metamodel can be constructed using 
the same procedure and applied to that condition. As a result, two models with different C-rate conditions 
can be installed in one BMS and can be used as appropriate to estimate capacity fade.  
Figure 10. Capacity-fade estimation using the metamodel over the cycles.
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Given 10,000 samples, the original model’s computing time is 5.5 h (about 2 s
per sample) on an octacore workstation with a 3.4 GHz processor and 16 GB of RAM.
However, the same computation takes only a few seconds using the metamodel.
Thanks to this reduction, the integration of the proposed approach into a vehicle
BMS becomes a feasible option.
5. Conclusions and Future Work
This study proposes an efficient method of uncertainty estimation of capacity
fade in LIBs, with the goal of integrating it into the BMS of electric vehicles. The
physical parameters of the LIB electrochemical model are estimated using the
Bayesian-based probabilistic approach. The estimation is performed for five transport
and kinetic parameters that are known to affect capacity fade most significantly.
Battery data from the full charge/discharge cycles with 2C-rate condition are utilized
to implement the method. From the estimation, it is found that one parameter, the
solid-phase diffusivity in the positive electrode, is much more responsible than the
others for capacity fade. The metamodel is constructed in terms of this parameter in
order to avoid the huge computations that occur in the P2D model for MCMC
simulation. As a result, computation cost is reduced from 5.5 h to only a few
seconds. The reduction of computation time allows the uncertainty estimation
of the parameters in real time during battery use, which adds value to the BMS
relative to safety and reliability.
This study considers only the case of 2C-rate full charge/discharge process to
illustrate the method, in which the data at charge cycle are used for the capacity-fade
estimation. The reason for 2C-rate is to accelerate the cycles. In practice, the rapid
charge is usually made at 2C-rate. Therefore, the constructed metamodel works only
under the same charge condition. In other words, as long as the parameters are
estimated under the same charge condition during usage, the estimated results are
reliable and represent the actual faded state at that cycle, regardless of the discharge
condition the battery went through. If another C-rate (e.g., the normal 1C-rate) is
used for charging, the metamodel can be constructed using the same procedure and
applied to that condition. As a result, two models with different C-rate conditions
can be installed in one BMS and can be used as appropriate to estimate capacity fade.
In this study, only the full-charge condition is addressed. In actual practice,
however, the range of completely charged to completely discharged is never available,
and a partial charge is more realistic. The proposed method is unable to estimate in
this case, which is a challenge to be addressed in future work.
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Analysis and Design of a Permanent Magnet
Bi-Stable Electro-Magnetic Clutch Unit for
In-Wheel Electric Vehicle Drives
Wanli Cai, Chenglin Gu and Xiaodong Hu
Abstract: Clutches have been used in internal combustion vehicles and concentrated
electric vehicles (EVs) to smoothen impulsion while starting and shifting. This paper
proposes a permanent magnet bi-stable electromagnetic clutch unit (PMBECU) which
is specially introduced into in-wheel EVs to make the rigid connection between hub
and wheel more flexible. Firstly, the operation principle of the PMBECU is illustrated.
Then, the basic magnetic circuit model is presented and analyzed, followed by
optimal design of the main structural parameters by investigating the PM leakage
flux coefficient. Further, according to the basic electromagnetic characteristics of the
PMBECU, the current pulse supply is put forward, and the minimum pulse width
which enables the operation of the PMBECU and its dynamic characteristics are
analyzed by an improved finite element method. Finally, a prototype machine is
manufactured and tested to validate all the analysis results.
Reprinted from Energies. Cite as: Cai, W.; Gu, C.; Hu, X. Analysis and Design of
a Permanent Magnet Bi-Stable Electro-Magnetic Clutch Unit for In-Wheel Electric
Vehicle Drives. Energies 2015, 8, 5598–5612.
1. Introduction
Electric vehicles (EV) have been intensively investigated recently as potential
solutions for the growing problems of the energy crisis and environmental
pollution [1–4], focusing on the drive form, electric motor, controller, battery, energy
system, drive comfort, etc. Compared with centralized drive, the in-wheel EV drive
is considered the more competent drive form for EVs in the near future [5–7], because
of its merits of direct drive (no-gearbox), more flexible control strategy (torque at each
wheel is independently controlled), high mechanical integrity (greatly different from
conventional gasoline cars). However, the rigid connection between hub and motor,
inevitably introduces mechanical shocks and electromagnetic impulsion during
sudden start and stop processes, which can potentially harm the motor and controller
and reduce drive comfort [8–10].
Referring to traditional gasoline cars, this electromechanical impulsion in
in-wheel EV drives can be ameliorated by introducing a clutch between the hub
and motor to make the rigid connection more flexible [11]. The simulation and
experimental results of a conventional clutch between motor and load presented
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in [12,13] show that the starting current and jerk in clutch coupling starts under
different idle speeds can be reduced to less than 1/2 compared to direct starting, and
the impulsive back electromotive force to the controller can be eliminated by detached
braking (the motor stops naturally after being disconnected from the braking load).
Besides, in hybrid EVs, the conventional clutch has been used to cut off the engine or
electrical machine while idling to avoid spin losses and extend the life cycle of the
machine [14]. Moreover, in in-wheel driven EVs, clutches have been used to detach
the motor from hub to reduce losses while coasting [15].
However, the conventional mechanical clutch system [16,17] is not suitable for
the limited space available in a hub and suffers from a need for regular maintenance
which makes it unsuitable for in-wheel EV drives. In addition, electromagnetic
clutches [18,19], which can be easily manipulated by current control, are
energy-consuming and also suffer from the problem of accommodating their shape
in the hub. In other clutches [20] one encounters one or all of the aforementioned
problems, thus are also not suitable options.
This paper proposes a permanent magnet bi-stable electromagnetic clutch unit
(PMBECU), which is controlled by current and held by the PM in a steady state, and
thus is energy-saving, and it also has a flat structure that makes its placement in a
limited space viable. The clutch system is realized by assembling several PMBECUs
around motors, combined with friction or jaw pairs.
As key parts of the clutch system, this paper focuses on the electromagnetic
design and analysis of the PMBECU. The design and analysis of linear
electromagnetic devices, such as electromagnetic valves [21], electric tools [22],
oscillators [23,24], and switch gears [25–27], are mainly carried out by the finite
element method (FEM). Likewise, aiming to satisfy the need to accommodate
the clutch in the limited space available in the hub, the optimal design of the
main structure parameters of the PMBECU are carried out by FEM which focuses
especially on investigating the leakage flux coefficient of the PM. Moreover, in
order to realize simple and reliable control of the operation of the PMBECU, the
dynamic characteristics of the PMBECU are calculated by improved FEM, which
shows that the low power capacitor pulse supply is very suitable. The influence of
the temperature on the dynamic performance is also analyzed. The analysis method
and results are finally validated by measurements taken on a prototype machine.
2. Operation Principle
The assembly of the PMBECUs to realize the flexible connection between hub
and motor is shown in Figure 1a, and the structure of the PMBECU, in which two PMs
with opposite polarities are mounted on each side of a rigid E-type ferromagnetic
base, is shown in Figure 1b. The ferromagnetic mover is placed in two low-frictional
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slideways which are non-magnetic. Two coils are connected n series and wound
around each slideway.
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movement variables. 
 
Figure 2. 2D analysis model of the PMBECU. 
The flux line distribution of the PMBECU without current injected into the coils is shown in  
Figure 3a. Apparently, the mover is held by the left PM in a steady state without energy consumption. 
When current with a suitable orientation (i.e., the current direction shown in Figure 2) and value 
accesses the coils, the mover is polarized, and the corresponding flux lines distribution is shown in 
Figure 3b. The mover will soon be propelled from the left steady state to the right by the resultant 
electromagnetic force. Meanwhile, the current is switched off automatically by the position sensor, and 
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position sensor, and the mover is held by the right PM, again without any energy




Figure 3. Magnetic flux lines distribution. (a) Steady state; (b) Action. 
It is evident that the PMBECU has a flat structure thus is suitable for placement in a limited space, 
and the switchover between engagement and disengagement is electrically-controlled thus it can be 
conveniently manipulated, and only an instant current is required for switchover, but most time it is in 
a steady state which is held by a PM and thus is energy-saving.  
3. Electromagnetic Design  
3.1. Magnetic Circuit Model 
According to the magnetic flux line distribution shown in Figure 3a, assuming the ferromagnetic 
material has infinite permeability and neglecting the contact air gaps, the magnetic circuit relations of 
the PMBECU under open circuit of the coils conditions can be expressed by a simplified magnetic 
network as shown in Figure 4.  
 
Figure 4. Simplified magnetic network.  
The magnetic network comprises two independent branches, where Fmj (j = 1, 2), Λδj, and  
Φδj are the magneto-motive force furnished to the air gap by the PM, air gap permeance, and  
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conditions can be expressed by a simplified magnetic network as shown in Figure 4.




Figure 3. Magnetic flux lines distribution. (a) Steady state; (b) Action. 
It is evident that the PMBECU has a flat structure thus is suitable for placement in a limited space, 
and the switchover b tween ngagement and disengagement is electrically-controlled thus it can be 
conveniently manipulated, and only an instant current is required for switchover, but most time it is in 
a steady state which is held by a PM and thus is energy-saving.  
3. Electromagnetic Design  
3.1. Magnetic Circuit Model 
According to the magnetic flux line distribution shown in Figure 3a, assuming the ferromagnetic 
material has infinite permeability and neglecting the contact air gaps, the magnetic circuit relations of 
the PMBECU under open cir u t of the c ils conditions can be ex ressed by a simplified magnetic 
network as shown in Figure 4.  
 
Figure 4. Simplified magnetic network.  
The magnetic network comprises two independent branches, where Fmj (j = 1, 2), Λδj, and  
Φδj are the magneto-motive force furnished to the air gap by the PM, air gap permeance, and  
magnetic flux pass through the pole face of the mover at each side, which are calculated by  

















Sμ δ   (2) 
 1Fm1 Fm2
 1  2
 2
Figure 4. Simplified magnetic network.
The magnetic network comprises two independent branches, where Fmj (j = 1, 2),
Λδj, and Φδj are the magneto-motive force furnished to the air gap by the PM, air
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gap permeance, and magnetic flux pass through the pole face of the mover at each
side, which are calculated by Equations (1)–(3), respectively:
Fmj = Hchm
δj(












where Br, Hc, and µr are remanence, coercivity, and relative permeability of the PM,
hm and Sm are the thickness and pole face area of the PM, δj is the air gap length as
labeled in Figure 2, µ0 is the permeability of air, and kσj is the leakage flux coefficient





where Φmj is main magnetic flux through bottom face of PM.








where Bn, Bs are the outer normal and tangential components of the flux density on
the mover, respectively. Out of an infinite permeable surface, the flux density only
has a normal component. Hence, combined with Equation (3), the holding force












kσ2 + µr lthm
)2
 (6)
With forces normalized to f b = 0.5Br2Sm/µ0 (the same hereafter), the holding
force is:
fH = 1 −
1(
kσ2 + µr lthm
)2 (7)
Apparently, the holding force of the PMBECU is determined by kσ2 (leakage
coefficient at δ = lt), the ratio of travel length to thickness of the PM lt/hm, and the
PM characteristics. Moreover, the leakage flux coefficient kσ2 is a function of the
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structure parameters, and can be calculated by Equation (4) after the magnetic flux
derived from FEM analysis.
By increasing the current from 0, the electromagnetic force experienced by
the mover can be obtained, and then the ideal threshold current iT which critically
enables the action of the mover can be obtained by FEM as well, corresponding to
the horizontal electromagnetic force f mx = 0. In this paper, current is all normalized
to ib = Hchm/N, where N is the number of turns for one coil.
3.2. Main Structure Parameters Design
The PMBECU works at steady state most of the time, which is reliably
maintained by the holding force, thus the holding force is the most significant
index. According to Equation (7), the leakage flux coefficient kσ2 at the detached
side, which is a function of the structure parameters, has a great influence on the
holding force. Moreover, the leakage flux coefficient determines the reasonable
usage of the PM. Thus, the main structure parameters (as labelled in Figure 2), i.e.,
the width of the PM wm, the height from the PM to the base hp, and the travel
length of mover lt, are optimized by studying kσ2, combined with accounting for the
holding force and threshold current, where, other size ratios (proportioned to hm)
remain unchanged while one varies the parameters within the ranges hp/hm = 1.2,
wm/hm = 2.5, lt/hm = 2.
The variation of kσ2 versus different structure parameters is shown in Figure 5.
Figure 5a shows that the leakage flux coefficient increases quite slowly when hp is
1.5 times bigger than hm, hence hp would better be within 1–1.5 times of hm, which
also indicates the PMBECU is capable of a flat structure. Likewise, wm would better
be around 2.5 times of hm as seen in Figure 5b. Figure 5c shows the leakage flux
coefficient kσ2 increases almost linearly with lt, which shows no clear inflection
point. But from Figure 5d, the holding force increases very slowly when lt is 2 times
larger than hm, meanwhile, the threshold current keeps increasing, which makes the
action of the mover harder. Hence, lt within 1.5–2 times the thickness of the PM is
more sensible.
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4.1. Electromagnetic Characteristics  
Based on the aforementioned analyses, a PMBECU prototype designed with the main parameters 
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Figure 5. Opimization. (a) Height from PM to base; (b) Width of PM; (c) Travel
length; (d) Travel length.
4. Dynamics Analysis
4.1. Electromagnetic Characteristics
Bas d on th aforementioned analyses, a PMBECU prototype desig ed with
the main parameters listed in Table 1 is sh wn in Figure 6. Assuming the mover
is fixed at different positions, changing the current (constant DC wave) in the coil,
computing the magnetic field by FEM and the forces experienced by mover by (5),
then the electromagnetic forces on the mover versus current i and displacement x are
obtained as shown in Figure 7.
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Table 1. Leading design parameters.
Parameter Value Parameter Value
Thickness of PM hm 2.5 mm Width of base wb 80 mm
Width of PM wm 6 mm Remanence of PM Br 0.4 T
Length of PM lm 20 mm Coercivity of PM Hc 318 kA/m
Height of PM to base hp 3 mm Turns of coil N 60
Travel length lt 4.8 mm Mass of mover m 56 g
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Figure 6. Prototype. 
From Figure 7a, for open circuit conditions, the i = 0 horizontal force curve indicates that the 
PMBECU has two steady states held by the magnetic force from the PM, and an unstable equilibrium 
point (the half travel length location). When the mover exceeds this unstable point, the mover can be 
drawn to the other steady state automatically even if the current is switched off. Since the current 
increases to the ideal threshold current (enabling the action of the mover) i = 0.49, the mover starts 
moving. The maximum current in the coil is limited by the inflection point of the demagnetizing curve 
of the PM (critical point of irreversible demagnetization), which is i = 0.77 in this prototype. 
In fact, because of the asymmetric structure in the vertical direction, the mover experiences a 
downward vertical electromagnetic force (as shown in Figure 7b) which introduces frictional 
resistance. Hence, accounting for friction, and other errors (material, model, measuring, etc.), the real 
threshold current iT is bigger than the calculated value, which is iT = 0.52 for the prototype. Moreover, 
to guarantee the performance of the PM, the maximum current should be limited to iM = 0.7. 
Figure 6. Prototype.
From Figure 7a, for open circuit conditions, the i = 0 horizontal force curve
indicates that the PMBECU has two steady states held by the magnetic force from
the PM, and an unstable equilibrium point (the half travel length location). When
the mover exceeds this unstable point, the mover can be drawn to the other steady
state automatically even if the urrent is switc d off. Since the curr nt increases
to the ideal threshold current (enabling the action of the mover) i = 0.49, the mover
starts moving. The maximum current in the coil is limited by the inflection point of
the demagnetizing curve of the PM (critical point of irreversible demagnetization),
which is i = 0.77 in this prototype.
In fact, b cause of the asymmetric structure in the vertical direction, the mover
experiences a downward vertical electromagnetic force (as shown in Figure 7b)
which introduces frictional resistance. Hence, accounting for friction, and other
errors (material, model, measuring, etc.), the real threshold current iT is bigger than
the calculated value, which is iT = 0.52 for the prototype. Moreover, t guarantee the
performance of the PM, the maximum current should be limited to iM = 0.7.
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Figure 7. Electromagnetic forces. (a) Horizontal; (b) Vertical. 
When the current is larger than the threshold current, the resultant positive horizontal force starts to 
drive the mover, and the force is a monotonously increasing function of the displacement. After 
moving through the middle point of the PMBECU, the mover can reach another steady state with the 
current switched off (i.e., the pulse current sustains only half the travel length width). What’s more, 
considering the inertial motion and variation of the kinetic friction coefficient, the pulse width of the 
current can be even smaller. Thus, a dynamics analysis of the PMBECU should be carried out. 
4.2. Dynamics Equations and Analysis Method 
Because of the motion symmetry of the PMBECU, only the movement of the mover from left to 
right is investigated. Supposing the static friction coefficient is equal to the kinetic friction coefficient, 
then the magnetic-kinematic coupled mathematic equations which determines the dynamics characteristics 
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where fmx and fmy are the horizontal and vertical electromagnetic forces on the mover, fz is the resisting 
force, v is the velocity of the mover, μs is the static friction coefficient which is 0.065 in this prototype 
(measured), and g is the acceleration constant of gravity. 
The dynamics analysis of the PMBECU is to illustrate the coupling of the magnetic field and the 
movement. To cope with the varying friction resistance conditions of the PMBECU, and give 
consideration to the convenience of analysis of varied structure sizes, an improved FEM is proposed. 
As shown in Figure 8a, two lt length rectangular areas (namely, the material variation area) in 
proximity to the PMs are established and uniformly meshed into n steps of quadrilateral shape, i.e., the 






















































Figure 7. Electromagnetic forces. (a) Horizontal; (b) Vertical.
When the current is larger than the threshold current, the resultant positive
horizontal force starts to drive the mover, and the force is a monotonously increasing
function of the displacement. After moving through the middle point of the PMBECU,
the mover can reach another steady state with the current switched off (i.e., the pulse
current sustains only half the travel length width). What’s more, considering the
inertial motion and variation of the kinetic friction coefficient, the pulse width of the
current can be even smaller. Thus, a dynamics analysis of the PMBECU should be
carried out.
4.2. Dynamics Equations and Analysis Method
Because of the motion symmetry of the PMBECU, only the movement
of the mover from left to right is investigated. Supposing the static friction
coefficient is equal to the kinetic friction coefficient, then the magnetic-kinematic
coupled mathematic equations which determines the dynamics characteristics are
described as:








fmx = q(x, i), fmy = p(x, i) (10)
fz = µs( fmy + mg) (11)
where f mx and f my are the horizontal and vertical electromagnetic forces on the
mover, f z is the resisting force, v is the velocity of the mover, µs is the static friction
coefficient which is 0.065 in this prototype (measured), and g is the acceleration
constant of gravity.
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The dynamics analysis of the PMBECU is to illustrate the coupling of the
magnetic field and the movement. To cope with the varying friction resistance
conditions of the PMBECU, and give consideration to the convenience of analysis of
varied structure sizes, an improved FEM is proposed. As shown in Figure 8a, two lt
length rectangular areas (namely, the material variation area) in proximity to the PMs
are established and uniformly meshed into n steps of quadrilateral shape, i.e., the
step length is ∆x = lt/n. The initial permeability of the left part and the right are set as
iron (µFe) and air (µ0) respectively. As shown in Figure 8b, if the permeability of the
first ∆x meshes in the left material variation area is changed into µ0 and the first ∆x
meshes at the right into µFe, a ∆x displacement of the mover is equivalently realized.
Thus, a onetime mesh can cover the travel length displacement of the mover [23].
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Figure 8. Onetime mesh technique. (a) Mesh; (b) Principle. 
Further, by setting displacement as a known quality but time as an unknown variable, and 
calculating the time, velocity, and current before each time of material variation, the whole PMBECU 
movement process (i.e., the dynamics characteristics of the PMBECU) can be solved by using only a 
onetime mesh. This improved FEM analysis flow chart is shown in Figure 9, where both the current 
change and resistance variation can be taken into account, which can be easily realized by commercial 
FEM software (e.g., ANSYS programmable design language). In this paper, at each side of the mover, 
the front part of the material variation area is finely meshed and the rear part is roughly meshed 
(because the front part of displacement takes much more time), so as to improve accuracy and reduce 
the amount of computation. 
4.3. Minimum Driving Pulse Width 
With the pulse threshold current accessed (in the calculations, the pulse width is given by the length 
of the displacement), the dynamics equations can be solved by the improved FEM, then the time pulse 
width, and finally the force and velocity curves versus displacement and different pulse widths, all can 
be obtained. The minimum pulse width tw is the pulse width of the threshold current which critically 
enables the switchover of the PMBECU between engagement and disengagement, i.e., the velocity of 
mover will be negative if the pulse width is less than tw. The resultant force and velocity curve of the 










Figure 8. Onetime mesh technique. (a) Mesh; (b) Principle.
Further, by setting displacement as a known quality but time as an unknown
variable, and calculating the time, velocity, and current before each time of material
variation, the whole PMBECU movement process (i.e., the dynamics characteristics
of the PMBECU) can be solved by using only a onetime mesh. This improved FEM
analysis flow chart is shown in Figure 9, here both t e curre t change and resistance
variation can be taken into account, which can be easily realized by commercial FEM
software (e.g., ANSYS programmable design language). In this paper, at each side
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of the mover, the front part of the material variation area is finely meshed and the
rear part is roughly meshed (because the front part of displacement takes much more
time), so as to improve accuracy and reduce the amount of computation.
4.3. Minimum Driving Pulse Width
With the pulse threshold current accessed (in the calculations, the pulse width
is given by the length of the displacement), the dynamics equations can be solved
by the improved FEM, then the time pulse width, and finally the force and velocity
curves versus displacement and different pulse widths, all can be obtained. The
minimum pulse width tw is the pulse width of the threshold current which critically
enables the switchover of the PMBECU between engagement and disengagement,
i.e., the velocity of mover will be negative if the pulse width is less than tw. The
resultant force and velocity curve of the prototype, which vary with displacement




Figure 9. Flowchart for solving the dynamics by improved FEM. 
(a) (b) 
Figure 10. Dynamics characteristic under different pulse width. (a) Resultant horizontal force; 
(b) Velocity. 
The smaller the width of the accessed pulse current, the more homogeneous the switchover process 
experienced by the mover will be. When the accelerating displacement is just longer than the 
decelerating displacement, it is the minimum current pulse width that accomplishes the switchover of 
the PMBECU between steady states, which is tw = 18 ms in this prototype. 
5. Experimental Validation 
The experimental electric circuit as well as the experimental rig of the PMBECU are shown in 
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Figure 9. Flowchart for solving the dynamics by improved FEM.
300




Figure 9. Flowchart for solving the dynamics by improved FEM. 
(a) (b) 
Figure 10. Dynamics characteristic under different pulse width. (a) Resultant horizontal force; 
(b) Velocity. 
The smaller the width of the accessed pulse current, the more homogeneous the switchover process 
experienced by the mover will be. When the accelerating displacement is just longer than the 
decelerating displacement, it is the minimum current pulse width that accomplishes the switchover of 
the PMBECU between steady states, which is tw = 18 ms in this prototype. 
5. Experimental Validation 
The experimental electric circuit as well as the experimental rig of the PMBECU are shown in 








Apply current N·ik-1, 
Solving
Get fmx and fmy



















































Figure 10. Dynamics characteristic under different pulse width. (a) Resultant
horizontal force; (b) Velocity.
The smaller the width of the accessed pulse current, the more homogeneous
the switchover process experienced by the mover will be. When the accelerating
displacement is just longer than the decelerating displacement, it is the minimum
current puls width that accompli hes the switchover of the PMBECU between
steady states, which is tw = 18 ms in this prototype.
5. Experimental Validation
The experimental electric circuit as well as the experimental rig of the PMBECU
are shown in Figure 11. First, the holding force at different positions was measured
and compared to the FEM calculation results (there is an initial air gap δ1 = 0.1 mm
and a contact air gap in the mid part of δ0 = 0.18 mm which had been accounted in
the FEM model) as shown in Figure 12. The experimental results are a little smaller
than the simulation results which is mainly attributed to the round corners of the
PM, but it still shows an acceptable engineering accuracy.
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Figure 12. Comparison of the holding force at different positions. 
The pulse current applied to coil is approximately generated by a capacitor discharge lower power 
pulse supply. By changing the capacitance (i.e., changing pulse width), and tuning the charging voltage 
(keeping iM = 0.7), the practicable minimum pulse width can be obtained, which is tw = 5.2 ms in this 
prototype, and the corresponding discharge current curve is shown in Figure 13. Because the 
maximum discharge current is larger than the threshold current, and the continuous discharging current 
curve is superior to the rectangular pulse current, the minimum pulse width of the low power capacitor 
supply is much smaller. 
In the dynamics experiments of the PMBECU (at an ambient temperature of 25 °C), the main 
electrical parameters are Cb = 8.6 mF, Rb = 1.15 Ω, and the displacement of the mover is recorded by a 
laser displacement transducer. In fact, the dynamics characteristics and minimum pulse width of the 
low power capacitor supply also can be obtained by the improved FEM, with the current value at each 





































Figure 11. (a) Experimental circuit; (b) Experimental rig, 1© Prototype, 2© Capacitor
supply, 3© Laser displacement transducer.
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Figure 12. Comparison of the holding force at different positions.
The pulse current applied to coil is approximately genera ed by a capacito
discharge lower power ulse supply. By changing the cap citance (i.e., nging
pulse width), and tuning the charging voltage (keeping iM = 0.7), the practicable
minimum pulse width can be obtained, which is tw = 5.2 ms in this prototype, and the
corresponding discharge current curve is shown in Figure 13. Because the maximum
discharge current is larger than the threshold current, and the continuous discharging
current curve is superior to the rectangular pulse current, the minimum pulse width




Figure 13. Discharge current curve of the low power supply which critically enables the 
switchover of the prototype. 
The comparison between the improved FEM simulation and the experimental dynamics 
characteristics results are displayed in Figure 14, which shows a satisfactory agreement aside from the 
slight bounce of the mover, where the experimental velocity and dynamics force of the mover are 
derived from the differential and second order differential of the measured displacement curve. Thus, 
the improved FEM is an effective method for dynamics analysis of the PMBECU. What’s more, 
compared to the dynamics characteristics under constant current, the force on the mover is evener, the 
velocity of the mover is steadier, and the control is much simpler (the current decays automatically 
without switching off by position detection), and thus represents the optimal power supply scheme for 
the PMBECU. 
(a) (b) 
Figure 14. Comparison of dynamics characteristics under low power pulse supply.  
(a) Velocity; (b) Resultant horizontal force. 
In in-wheel drive applications, the device suffers from harsh working conditions—vibration, 
temperature variation and EMI, etc. The vibration and EMI influence the mechanical and control 
reliability of the PMBECU, respectively. However, from the aspect of electromagnetic analysis, the 
temperature variation mainly changes the electromagnetic characteristics of the PMBECU. When the 





































































Figure 13. Discharge current curve of the low power supply which critically enables
the switchover of the prototype.
In the dynamics experiments of the PMBECU (at an ambient temperature
of 25 ◦C), the main electrical parameters are Cb = 8.6 mF, Rb = 1.15 Ω, and the
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displacement of the mover is recorded by a laser displacement transducer. In fact,
the dynamics characteristics and minimum pulse width of the low power capacitor
supply also can be obtained by the improved FEM, with the current value at each
step solved by the electric circuit equation.
The comparison between the improved FEM simulation and the experimental
dynamics characteristics results are displayed in Figure 14, which shows a satisfactory
agreement aside from the slight bounce of the mover, where the experimental velocity
and dynamics force of the mover are derived from the differential and second order
differential of the measured displacement curve. Thus, the improved FEM is an
effective method for dynamics analysis of the PMBECU. What’s more, compared
to the dynamics characteristics under constant current, the force on the mover is
evener, the velocity of the mover is steadier, and the control is much simpler (the
current decays automatically without switching off by position detection), and thus
represents the optimal power supply scheme for the PMBECU.




Figure 13. Discharge current curve of the low power supply which critically enables the 
switchover of the prototype. 
The comparison between the improved FEM simulation and the experimental dynamics 
characteristics results are displayed in Figure 14, which shows a satisfactory agreement aside from the 
slight bounce of the mover, where the experimental velocity and dynamics force of the mover are 
derived from the differential and second order differential of the measured displacement curve. Thus, 
the improved FEM is an effective method for dynamics analysis of the PMBECU. What’s more, 
compared to the dynamics characteristics er constant current, the force on the mover is vener, the 
velocity of the mover is steadier, and the control is much simpler (the current decays automatically 
without switching off by position detection), and thus represents the optimal power supply scheme for 
the PMBECU. 
(a) (b) 
Figure 14. Comparison of dynamics characteristics under low power pulse supply.  
(a) Velocity; (b) Resultant horizontal force. 
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temperature variation and EMI, etc. The vibration and EMI influence the mechanical and control 
reliability of the PMBECU, respectively. However, from the aspect of electromagnetic analysis, the 
temperature variation mainly changes the electromagnetic characteristics of the PMBECU. When the 





































































Figure 14. Comparison of dynamics c r cteristics under low power pulse supply.
(a) Velocity; (b) Resultant horizontal force.
In in-wheel drive applications, the device suffers from harsh working
conditions—vibration, t mperature variation and EMI, etc. The vibration and
EMI influence the mechanical and control reliability of the PMBECU, respectively.
However, fro the aspect of electromagnetic analysis, the temperature variation
mainly changes the electromagnetic characteristics of the PMBECU. When the
temperature rises, the resistance approximately increases 0.43% per degree Celsius
(compared to resistance Rb at 25 ◦C). The corresponding variation of the maximum
discharge current imax is shown in Figure 15a. As shown, when temperature is less
than 0 ◦C, imax is 10% larger than iM which is about to irreversibly demagnetize
the PM, thus indication that a NdFeB PM is a better choice than a ferrite PM. When
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the temperature is higher than 150 ◦C, imax is less than the threshold current iT
even though the capacitor is infinite, which will disable the PMBECU, and thus
should be avoided. Figure 15b shows the variation of the minimum capacitor Cmin
(compared to Cb at 25 ◦C) which critically enables the work of the PMBECU at
different temperatures. Four measurement points of experiments prove the validity
of the simulation. From Figure 15b, when the temperature rises, the work of the
PMBECU requires a bigger capacitor because of the reduction of imax. Hence, the
capacitor size should be determined by the maximum working temperature.
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6. Conclusions 
This paper proposes a permanent magnetic bi-stable electromagnetic clutch unit, which is introduced 
into in-wheel EV drives to turn the rigid connection between the hub and wheel into a more flexible 
form. The main structure parameters of the PMBECU are optimized by studying the leakage coefficient, 
holding force, and threshold current, which gives that the width of the PM, height from the PM to the 
base, and the travel length should better be around 2.5, 1.2, 2 times the thickness of the PM, respectively. 
Based on the optimal structure parameters, a PMBECU prototype is fabricated. The basic 
electromagnetic characteristics indicate that the PMBECU is better controlled by pulse supply. 
Accordingly, an improved FEM is put forward to obtain the dynamics characteristics and minimum 
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Figure 15. Electromagnetic characteristics variation with temperature. (a) Maximum
discharge current; (b) Minimum capacitor enables the work of the PMBECU.
6. C clusions
This paper proposes a permanent magnetic bi-stable electromagnetic clutch unit,
which is introduced into in-wheel EV drives to turn the rigid connection between
the hub and wheel into a more flexible form. The main structure parameters of
the PMBECU are optimized by studying the leakage coefficient, holding force, and
threshold current, which gives that the width of the PM, height from the PM to the
base, and the travel length should better be around 2.5, 1.2, 2 times the thickness of
the PM, respectively.
Based on the optimal structure parameters, a PMBECU prototype is fabricated.
The basic electromagnetic characteristics indicate that the PMBECU is better
controlled by pulse supply. Accordingly, an improved FEM is put forward to obtain
the dynamics characteristics and minimum pulse width of the threshold current. The
simulation results of both static force and dynamics characteristics are validated by
experimental measurements on the prototype. Both the analysis and experimental
results show that a low power capacitor supply is very suitable for the PMBECU, and
the capacitor size should be determined under the maximum working conditions
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temperature. The analysis method and results lay a solid basis of the further design
of whole clutch system.
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Effects of Scavenging System Configuration
on In-Cylinder Air Flow Organization of
an Opposed-Piston Two-Stroke Engine
Fukang Ma, Changlu Zhao, Fujun Zhang, Zhenfeng Zhao and Shuanlu Zhang
Abstract: In-cylinder air flow is very important from the point of view of mixture
formation and combustion. In this direction, intake chamber structure and piston
crown shape play a very crucial role for in-cylinder air pattern of opposed-piston
two-stroke (OP2S) engines. This study is concerned with the three-dimensional (3D)
computational fluid dynamics (CFD) analysis of in-cylinder air motion coupled with
the comparison of predicted results with the zero-dimensional (0D) parametric model.
Three configurations viz., a flat piston uniform scavenging chamber, a flat piston
non-uniform scavenging chamber and a pit piston non-uniform scavenging chamber
have been studied. 0D model analysis of in-cylinder air flow is consistent with 3D
CFD simulation. It is concluded that a pit piston non-uniform scavenging chamber is
the best design from the point of view of tumble ratio, turbulent kinetic energy and
turbulent intensity, which play very important roles in imparting proper air motion.
Meanwhile a flat piston uniform scavenging chamber can organize a higher swirl
ratio and lower tumble ratio which is important to improve the scavenging process.
Reprinted from Energies. Cite as: Ma, F.; Zhao, C.; Zhang, F.; Zhao, Z.; Zhang, S.
Effects of Scavenging System Configuration on In-Cylinder Air Flow Organization of
an Opposed-Piston Two-Stroke Engine. Energies 2015, 8, 5866–5884.
1. Introduction
The OP2S engine concept can be traced back to the late 1800s. Since then,
many novel applications have been used in aircraft, ships and vehicles. In the first
half of the 20th century, OP2S engines were developed in multiple countries for
a wide variety of applications. However, modern emission regulations stopped
widespread development of most two-stroke engines in the latter half of the 20th
century [1]. In recent years, with the application of advanced design technology,
modern analytical tools, materials and engineering methods, the emission problems
no longer limit the successful design of a clean and efficient OP2S [2], so OP2S
engines are once again attracting intensive attention to improve engine efficiency and
emission performance [3–7]. Compared with conventional engines, OP2S engines
have many fundamental advantages [8]. The opposed-piston structure characterized
by two pistons reciprocating opposite to each other in a common cylinder, cancels
the need for the cylinder head and valve mechanism, which leads to lower heat loss
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for a higher wall temperature with two piston crowns compared to a cylinder head,
while the nearly symmetrical movement of opposed pistons leads to excellent engine
balance, even for single cylinder configurations.
For conventional two-stroke gasoline engines, the serious fuel short circuit
loss during the scavenging process results in poor fuel economy and high emission
levels. OP2S gasoline direct injection (GDI) engines use uniflow scavenging and
GDI technology to separate the injection and scavenging processes. For GDI engines,
the air-fuel mixture is formed in the cylinder, so in-cylinder fluid dynamics play
a crucial role in the mixture formation and combustion process. On one hand, in
order to accelerate air-fuel mixing, high intensity turbulence is required from a micro
perspective. On the other hand, in-cylinder air motion velocity is needed for forming
a homogenous mixture from a macro perspective [9]. Swirl, tumble and squish
are used to form the air-fuel mixture. For conventional four-stroke GDI engines,
in-cylinder flow organization depends on intake duct structure, inlet valve shape,
bore-stroke ratio and combustion-chamber shape [10,11]. The injector is installed
on the cylinder head. Because injection happens in the intake process, mixing time
is more than sufficient. For OPTS-GDI engines, mixture formation time is short
since the fuel injection process mainly occurs during the compression process. Fluid
motion inside the cylinder is inherently unsteady, turbulent and three dimensional.
Gas motion is unstable during the scavenging and compression processes and breaks
down into three dimensional turbulent motions. Therefore, a proper understanding
of in-cylinder air motion organization and also the effect of intake chamber structure
and piston configuration are required to improve mixture formation.
Nowadays, a number of cold and hot flow CFD simulation studies have been
carried out to understand in-cylinder flow field, combustion and emission processes
in IC engines [12–15]. These investigations have shown that complex flow structures
like swirl, tumble and turbulence exist inside the engine cylinder, even after the
closure of the intake valve [16]. Nordgren et al. [17] studied the in-cylinder air motion
through experimental and theoretical methods viz., PIV and CFD. Sweetland and
Reitz [18] used the KIVA code to study the in-cylinder flow field during the intake
and compression strokes using real intake port geometry and moving intake valves.
They reported that turbulent kinetic energy estimated from the PIV photographs
agreed well with the KIVA code. Gunasekaran and Ganesan [19] simulated the
fuel-air interaction in a four stroke four valve direct injected spark ignition engine
and reported that in order to achieve a combustible fuel-air mixture near the spark
plug, proper air motion during induction and compression process is necessary.
Rakapoulos et al. [20] investigated the three piston bowl geometries in diesel engines
through CFD against a quasi-dimensional model by changing the ratio of piston
bowl diameter to cylinder diameter. They concluded that both the models predicted
similar cylinder pressure and temperature as well as axial and radial velocities.
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Lin et al. [21], Shimoda et al. [22] and Dolak et al. [23] reported that even though the
shape and design of the intake port play a predominant role in generating tumble,
the combustion chamber geometry also plays a part in vortex formation, turbulence
generation, combustion and emission processes in an internal combustion engine.
In [24] the authors used numerical simulation to assess the influence of some intake
duct geometrical parameters on the tumble motion generation during both the
intake and the compression strokes to highlight the turbulence production process.
In [25] the authors presented a theoretical model capable of describing the interaction
between the squish velocity and the tumble velocity depending on the engine class.
Ramajo et al. [26] reported results obtained running a mono-dimensional (1D) model
developed for predicting in-cylinder tumble motion formation and breakdown till
the appearance of high turbulence level close to TDC.
From the literature survey, it is clear that for conventional two-stroke gasoline
engines the in-cylinder fluid flow is heavily dependent on the intake duct structure,
inlet valve shape, bore-stroke ratio and combustion-chamber shape. However,
limited research exists about the effect of intake chamber structure and piston bowl
configuration on the in-cylinder flow characteristics. The aim of the paper is to
introduce a new analysis approach to provide deep insight into the 0D parametric
model development and 3D-CFD results performed to assess the intake chamber
structure influence on the optimization of the in-cylinder flow organization during
both the scavenging and compression processes. All the CFD simulations presented
in the paper were performed by the AVL-Fire CFD code on an OPTS-GDI engine
characterized by a unit displacement of 250 cm3. The scavenging flow was changed
during the analysis by changing the scavenging system configuration. The effects of
in-cylinder air motion variations were evaluated in terms of the tumble ratio, swirl
ratio, the turbulent kinetic energy and the squish characterization before inner dead
center (IDC).
2. OP2S Engine Scavenging System
2.1. Engine Configuration
As shown in Figure 1, the OPTS-GDI engine is equipped with a GDI system
and a “port-to-port” uniflow scavenging system, and its injector and spark plug
are placed on the cylinder liner. The opposed crank-connecting rod mechanism
is placed on both sides of cylinder body and a chain transmission mechanism is
designed to realize the synchronized working of opposed pistons. On both sides
of the cylinder liner there are gas ports, an intake ports on one side and an exhaust
port on the other side. Intake ports are used to deliver fresh air into the cylinder,
and exhaust port are used to remove exhaust gas from the cylinder. In the working
process, the piston motion controls the opening and closing of ports. There are two
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pistons placed in the cylinder liner, and the combustion chamber is formed when the
two pistons move to the closest position. The reciprocating movements of pistons
are driven by the opposed crank-connecting rod mechanism, and the synchronous
movements of opposed pistons are ensured by the synchronous chain. With the
exception of accomplishing energy conversion, the reciprocating movement can
accomplish air-exchange by combining the position with the air ports. The piston
which controls the opening and closing of intake air ports is defined as the intake
piston and the piston which controls the opening and closing of the exhaust air
ports is defined as the exhaust piston. When the distance between two pistons is
minimized, it is defined as the inner dead center (IDC); when the distance between
two pistons is maximized, it is defined as the outer dead center (ODC). The structure
parameters are shown in Table 1.
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Table 1. Engine specifications. 
Parameters Unit Value 
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Connecting rod mm 82.5 
Effective compression Ratio – 10.5 
Engine speed rpm 6000 
Number of intake ports – 10 
Number of exhaust ports – 10 
Intake port height mm 12 
Exhaust port height mm 14 
Intake port circumference ratio – 0.75 
Exhaust port circumference ratio – 0.6 
Intake port radial angle ° 15 
Exhaust port radial angle ° 0 
Power kW 15 
Fuel consumption rate g/kW·h 276 
The exhaust port opens first before ODC and a blow down discharge process commences.  
The discharge period up to the time of the scavenging port opening is called the free exhaust period.  
The intake port opens also before ODC when the cylinder pressure slightly exceeds the scavenging 
pressure. When the cylinder pressure is less than the scavenging pressure fresh air enters the cylinder 
and the scavenging process starts. The intake port closes after the exhaust port closes, since the flow 
towards the intake port occurs continuously, and additional fresh air is obtained. The fuel injection starts 
after the exhaust port closes, which can avoid fuel short circuits. The spark plug fires before IDC, igniting 
the compressed air-fuel mixture which produces a powerful expansion of the vapor. On the expansion 
stoke, the opposed piston moves to ODC and the exhaust port is opened first. 
Figure 1. OP2S-GDI engine.
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Table 1. Engine specifications.
Parameters Unit Value
Bore mm 56
Stroke mm 49.5 (×2)
Connecting rod mm 82.5
Effective compression Ratio – 10.5
Engine speed rpm 6000
Number of intake ports – 10
Number of exhaust ports – 10
Intake port height mm 12
Exhaust port height mm 14
Intake port circumference ratio – 0.75
Exhaust port circumference ratio – 0.6
Intake port radial angle ◦ 15
Exhaust port radial angle ◦ 0
Power kW 15
Fuel consumption rate g/kW·h 276
The exhaust port opens first before ODC and a blow down discharge process
commences. The discharge period up to the time of the scavenging port opening
is called the free exhaust period. The intake port opens also before ODC when
the cylinder pressure slightly exceeds the scavenging pressure. When the cylinder
pressure is less than the scavenging pressure fresh air enters the cylinder and the
scavenging process starts. The intake port closes after the exhaust port closes, since
the flow towards the intake port occurs continuously, and additional fresh air is
obtained. The fuel injection starts after the exhaust port closes, which can avoid
fuel short circuits. The spark plug fires before IDC, igniting the compressed air-fuel
mixture which produces a powerful expansion of the vapor. On the expansion stoke,
the opposed piston moves to ODC and the exhaust port is opened first.
2.2. In-Cylinder Air flow Organization
The intake chamber structure affects scavenging flow resistance, initial swirl,
tumble level and air motion velocity. By the design of a non-uniform intake chamber
structure, the velocity and flow rate of intake ports away from the inlet are decreased
because of wall friction and structural mutation. With respect to intake ports close
to the inlet, as flow momentum is small, the velocity and mass flow are bigger. On
these ground, the simulation studied uniform and non-uniform inlets, respectively,
with the same radial angle of 15◦ and flat pistons and pit pistons with the same
compression ratio, as shown in Figure 2.
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Figure 2. Intake chamber schemes and piston crown. (a) Uniform; (b) non-uniform;
(c) pit piston.
As shown in Figure 3, for the uniflow scavenging system OP2S engine,
in-cylinder swirl is formed by intake port radial angle and tumble is formed by
the non-uniform in ake chamber and pit piston. I addition, the pit piston scheme is
used to produce squish around IDC.
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Figure 3. In-cylinder air flow organization. (a) Swirl organization by intake
port radial angle; (b) tumble organization by non-uniform intake; (c) tumble
organization by pit piston; (d) squish organization by pit piston.
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3. Theoretic-Interpretative 0D Model
The current paper deals with the development of the 0D parametric model for
qualitatively predicting how intake chamber schemes and piston crown affect the
tumble, swirl and squish velocity value in the scavenging process and compression
strokes, as shown in Figure 4.
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3.1. Tumble Velocity of Non-Uniform Scavenging Process
Under the hypothesis of steady flow conditions through the intake ports in
























If the instantaneous flow velocity through the intake ports is vin in the scavenging
process, the expression volume mass flow can be written as the following form:
dVs
dφ
= vi · F (2)
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Because of the non-uniform scavenging process, every intake port has a different
instantaneous flow velocity vin_i, as shown in Figure 4a. The instantaneous flow
velocity vin can be seen as the mean velocity of every intake ports’ instantaneous
flow velocity.
If every intake ports’ instantaneous flow velocity vin_i directed along the cylinder
radius and the number of ports is m, then vin_i is the vectorial sum of the X axial
component vin_i_x and the Y axial component vin_i_y, as shown in Figure 4a. The sum
of the X axial component vx is zero but the sum of the Y axial component vy is the





vin_i_y = vT_s (4)
The more the degree of non-uniform scavenging process, the more the
tumble velocity vT_s. These considerations can be summed up by introducing
the parameter K1 proportional to the instantaneous flow velocity vin. Equation (4)
could be rearranged as reported below, considering the tumble velocity vT_s in the
scavenging process:
vT_s ∝ K1 · vin (5)
The final expression of the tumble velocity vT_s using Equations (3) and (5) becomes:




















The tumble velocity vT_s in the scavenging process is related to the intake port
flow coefficient µs, so the in-cylinder tumble ratio increases first and then decreases.
3.2. The Tumble Velocity in Compression Strokes
During the compression stroke vortex deformation due to the reduction of
the distance between the opposed pistons and the fluid vortex inertia I is reduced
too so there is an acceleration of the vortex rotational speed ωT—this is called
“spin-up phase”. This causes an increase of the Y axial component of the intake port
instantaneous flow velocity and thus of the tumble velocity, as shown in Figure 4c. In
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the compression process, the tumble velocity component is dissipated and turbulence





At IPC the inertia angular momentum is:







The vortex inertia is defined as the fluid mass of the equivalent rotating solid
body multiplied by the h squared, so it is possible to deduce the expression for the
tumble velocity vT_c in the compression process:














The ratio of hIPC to hc lets us assess the degree of deformation of the tumble
vortex during the compression stroke: the larger the ratio of hIPC to hc is, the larger
the ratio of hIPC is and the larger the degree of distortion of the tumble vortex is. The
tumble ratio increases in the initial stage of the compression stroke and decreases
before IDC because of the distortion of the tumble vortex.
3.3. Squish Velocity around IDC
Looking at Figure 4d, when the opposed pistons are approaching each other,
fresh mixture is pushing forward the combustion chamber middle. It is possible to
apply the mass conservation law through the squish outlet area Asc:




The ratio of the squish compression area to the cylinder cross section area
is called K2 and the relative velocity of the opposed pistons dhs/dt before IDC is
replaced by VP. So the expression of the squish velocity is as follows:
Vsquish ∝ K2 ·VP (11)
The squish velocity before IDC can be assessed by the ratio of squish




4.1. CFD Model and Setup
The AVL-Fire software was used to build the CFD model for the working process
simulation. Fame Engine is used to generate the moving meshes of the cylinder by
defining moving selection, buffer selection, interpolation selection and the relative
motion rules of the opposed pistons. Intake and exhaust chamber are generated
by the non-moving meshes which are refined near the intake and exhaust ports, in
order to accurately capture the significant flow gradients, as shown in Figure 5. The
dynamic piston motion mesh of the intake and exhaust strokes has been treated
according to realistic opposed piston motion rules. The scavenging calculation is
from exhaust port opening (EPO) to intake ports closing (IPC), while the in-cylinder
working process is from IPC to EPO. Mesh movement includes three parts: intake
and exhaust piston and cylinder to simulate the gas motion during the entire working
process. The K− εmodel was used in the calculation of turbulence.
The base engine for CFD analysis is the same for all three scavenging system
configurations in Table 2. The mesh size is between 225,000 cells and 245,000 cells,
varying slightly between the scavenging system configurations, including flat piston
uniform scavenging chamber Scheme 1, flat piston non-uniform scavenging chamber
Scheme 2 and pit piston non-uniform scavenging chamber Scheme 3.
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Table 2. The various scavenging system configurations.
Scheme Arrangement Comments
1
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4.2. Boundary and Initial Conditions
The b undary conditions were chosen to reflect the physical condit ons i
the validation model and the prototype engine. A constant pressure boundary
condition is used for both intake and exhaust ports. Mean scavenging pressure is
taken as 1.2 bar and mean exhaust receiver pressure is taken as 1 bar. Frictional
effects at the walls are not taken into account, i.e., the smooth wall option is used
for turbulent flow boundary conditions. The initial conditions in the cylinder for
every scheme are extracted fr m the GT-Power software simulation. The flow field
is ini ialized b specifying the temperatur , pressu and turbulenc intensity. By
performance prediction, the initial pressure and temperature in the cylinder are
computed in a scheme of 15 kW at an engine speed of 6000 rpm, which are the initial
conditions for CFD. Initial temperatures of cylinder, intake chamber and exhaust
chamber are given a value of 788 K, 322 K, and 634 K, respectively.
4.3. Model Validation
In order to investigate the mesh independence, two additional meshes are tested
for Scheme 2. One with approximately 150,000 cells denoted “coarse” and one with
approximately 237,000 cells denoted “medium”. The reference mesh of 304,000 cells
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is referred to as “fine” [27]. The effect of mesh resolution is presented by comparing
the radial profiles of the tangential velocity as shown in Figure 6. The profiles are
sampled at the cylinder center cross section when the opposed piston is at the ODC.
The comparison shows that the velocity profiles show good agreement and the
medium mesh can be considered as the practical mesh.
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5. Simulation Results and Discussion
5.1. In-Cylinder Air Motion
In-cylinder flow is divided into a swirl component around the cylinder axis
and a tumble component around the vertical cylinder axis, respectively. Figure 8
shows that tumble ratio changes using different scavenging system configurations
at an engine speed of 6000 rpm. As shown in Figure 8a, for Schemes 1 and 2, the
result shows that tumble is hardly possible in the uniform intake chamber scheme. In
contrast, the in-cylinder tumble ratio corresponding to non-uniform intake chamber
scheme shows a rising tendency throughout the initial phases of scavenging process
and compression process, reaching its maximum value at 200 ◦CA and 310 ◦CA,
respectively, while in the later phases of scavenging and compression process, the
tumble ratio decreases due to tumble vortex crushing. As shown in Figure 8b
for Schemes 2 and 3, two approaches can be adopted to organize tumble by the
non-uniform intake chamber scheme and using different piston crown shapes. This
simulation carried out a study on the flat piston and pit piston configurations with
both using the same scavenging method. In-cylinder tumble changes remain similar
in either flat and pit piston and the tumble ratio in Scheme 2 exceeds that in Scheme 1.
Due to an earlier opening of exhaust ports corresponding to pit piston and the
flow-guiding effect of the exhaust piston pit design, in-cylinder tumble ratio in
Scheme 2 is bigger during the initial exhaust phase in which non-uniform exhaust
plays the main role in tumble organization. As scavenging proceeds, the non-uniform
intake chamber and flow-guiding effect generated by the intake piston pit intensify
the tumble and tumble ratio increases accordingly. During the post-scavenging
period after ODC, as in-cylinder air velocity reduces the in-cylinder tumble drops,
reaching its minimum value at intake port closing. Due to the inertia effect caused by
air motion and the directional organization of opposed pistons on in-cylinder flow,
in-cylinder tumble ratio increases. As a result, tumble ratio in Scheme 2 exceeds that
in Scheme 1. The result also shows that the tumble ratio decreases due to large-scale
directional flow crushing in the compression process and tends to be uniform near
the inner dead point.
In-cylinder swirl in uniflow scavenging is defined as an in-cylinder flow round
the cylinder axis directionally mainly through intake port radial angle. Figure 9a
shows that swirl the results of Schemes 1 and 2 show the influence of different
intake chamber schemes on swirl ratio at the same intake radial angle: the swirl ratio
organized by uniform intake chamber is obviously higher than that produced by
a non-uniform intake chamber. The simulation study also proves that a non-uniform
intake chamber with a coordinated intake port radial angle can produce inclined-axis
tumble. The effect on in-cylinder swirl of different piston crown schemes is shown in
Schemes 2 and 3 by the same scavenging chamber method. The result shows that
319
in-cylinder swirl changes tend to be uniform and swirl ratio in Scheme 2 exceeds the
value in Scheme 3. Due to an earlier opening of the intake ports for the pit piston,
swirl in Scheme 3 forms earlier than in Scheme 2. Meanwhile, the circumferential
flow is unevenly distributed, resulting in an increasing tumble momentum and a
decreasing swirl momentum. As shown in Figure 9b, the swirl ratio in Scheme 3 is
lower than that in Scheme 1 in the scavenging and compression process. After ODC
in-cylinder swirl motion slows down at the end of scavenging.
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The comparison of squish around IDC for different opposed pistons
characterized is shown in Figure 10. Figure 10a shows that the effect of flat piston on
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in-cylinder radial squish around IDC is small with a radial velocity approaching to
zero, visible in Scheme 2. In contrast, Scheme 3 pit piston affects the squish around
IDC significantly and the radial velocity is symmetric with respect to IDC. The SOC is
at 340 ◦CA and Figure 10b shows that at SOC the piston crown with pit has a higher
in-cylinder radial velocity.Energies 2015, 8 5878 
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decrease rate is small. A relatively small peak value is shown at 340 °CA, owing to high-frequency 
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significant difference between the in-cylinder tumble and swirl components when a uniform intake 
chamber scheme is adopted, swirl continuously weakens by compression thereupon resulting in a 
decrease in the TKE level. TKE using non-uniform intake methods is higher than that obtained by 
uniform intake methods.  
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5.2. Turbulence Kinetic Energy
Figure 11 shows that the variation of mean turbulence kinetic energy (TKE) for
different scavenging system configuratio s at an engine speed of 6000 pm. During
th initial phase of the scaveng process, TKE is high r due to a high-frequency
turbulence and is maximized around 190 ◦CA for the non-uniform intake c amb r
scheme. Though showing a downwa d trend in the compression process, the TKE
decrease rat is small. A relatively small pe k value is sh w at 340 ◦CA, owi g
to high-frequency turbulence prod ced by tum le crushing, swirl decrease and
sustained tumble. In contrast, due to a significant difference between the in-cylinder
tu ble and swirl components when a uniform intake chamber scheme is adopted,
swirl continuously weakens by compression thereupon resulting in a decrease in the
TKE level. TKE using non-uniform intake methods is higher than that obtained by
uniform intake methods.
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The simulation of Schemes 2 and 3 studied flat and pit pistons using the same
intake chamber methods for both. The result shows that in-cylinder TKE intensifies
in the scavenging process but TKE is lower in the compression process due to tumble
shearing and dissipation. At SOC Scheme 3 has the highest TKE, which is 2.5 times
higher than in Scheme 2. In the initial scavenging process, the in-cylinder TKE
changes of the two schemes tend to be uniform and the TKE value in Scheme 3
exceeds that in Scheme 2, yet the changes in the two schemes diversify after ODC:
variance in TKE is small since Scheme 3 is more advantageous than Scheme 2 due to
a higher tumble ratio in Scheme 3. The simulation result indicates that during the
initial and meta-phases of compression, the crushing and organization of in-cylinder
tumble maintain a relatively high-level TKE. In contrast, Scheme 3 promotes the
formation of internal tumble and swirl, produces a higher TKE in compression and
keeps a rising tendency where squish is organized around IDC. Therefore, it can be
concluded that continuous in-cylinder tumble and swirl form a relatively high TKE
and an efficient squish motion further enhances TKE.
5.3. Scavenging Process
Figure 12 shows that the different scavenging system configurations affect
scavenging efficiency and delivery ratio at 6000 rpm.
Compared with the uniform intake chamber scheme, the scavenging efficiency
of the non-uniform intake chamber scheme is lower. During scavenging, the uniform
intake chamber scheme can organize a higher swirl and produce a relatively high
scavenging efficiency as well by virtue of an extremely low tumble level which
avoids the blending of fresh charge and burnt gas. Because of the pit piston structure,
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Scheme 3 allows an advanced and durable scavenging process compared with
Scheme 2. The simulation result also shows that due to the characteristics of flat
pistons which have a small influence on swirl, and the in-cylinder tumble is lower.
As a result, the scavenging efficiency of Scheme 2 is higher than that of Scheme 3.
Conversely, the pit piston design on the one hand aggravates non-uniform intake,
but also hinders in-cylinder swirl organization resulting in a relatively lower swirl
ratio. Meanwhile, Scheme 3 can promote in-cylinder tumble organization whereby
a relatively higher tumble ratio is produced, thus decreasing scavenging efficiency.
With respect to scavenging efficiency, the pit piston design is inferior to the flat piston
one but similar in delivery ratio. During the meta-phase of the scavenging process,
a larger tumble ratio hinders air flow and the delivery ratio is lower, while the delivery
ratios of the two schemes tend to be uniform during the later scavenging process.
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Delivery ratio, trapping efficiency and scavenging efficiency were usually
employed as evaluation index on the two-stroke scavenging system [28]:
The delivery ratio:
l0 =
mass of delivered air (or mixture) per cyclerefer
reference mass
(12)
Th reference mass is defined as displaced volume × ambient air (or mixture).




mass of delivered air (or mixture) retained
mass of delivered air (or mixture)
(13)
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The trapping efficiency indicates what fraction of the air (or mixture) supplied
to the cylinder is retained in the cylinder.
The scavenging efficiency:
ηsc =
mass of delivered air (or mixture) retained
mass of trapped cylinder charge
(14)
The scavenging efficiency indicates to what extent the residual gases in the
cylinder have been replaced with fresh air. When the reference mass in the definition
of delivery ratio is the trapped cylinder mass (or closely approximated by it) then:
ηsc = l0 · ηtr (15)
For the perfect scavenging model, trapping and scavenging efficiency vary with
delivery ratio as follows:
ηtr = 1 ηsc = l0 for l0 ≤ 1
ηtr = 1/l0 ηsc = 1 for l0 > 1
(16)
For the perfect mixing model, trapping and scavenging efficiency vary with








ηsc = 1− e−l0
(17)
As shown in Figure 13, by comparing the scavenging data of the three schemes
with the results in reference [28], scavenging efficiency and delivery ratio of three
schemes fall in between perfect scavenging and perfect mixing.Energies 2015, 8 5881 
 
 
Figure 13. Comparison of the three scavenging schemes. 
6. Conclusions 
The important conclusions derived from the simulation of in-cylinder air motion in an OP2S engine 
with different scavenging system configurations can be summarized as follows: 
(1) The coincidence of the 3D calculation results with the theoretical-interpretative results of the 0D 
model manifests the veracity of this approach. 
(2) The swirl ratio organized by uniform intake chamber is obviously higher than that obtained by  
a non-uniform intake chamber, while the non-uniform intake chamber can organize inclined-axis 
tumble, which increases TKE around IDC. 
(3) For the non-uniform intake chamber, the pit piston scheme is more beneficial to tumble vortex 
formation compared to all other scavenging schemes, with a maximum tumble ratio improvement 
of about 26% over the flat piston scheme. 
(4) At 340 °CA, CFD results show that there is an increase in TKE of about 150% for a pit piston 
compared to that of a flat piston, which is due to squish effect of the pit piston. The uniform intake 
chamber scheme is not beneficial to the tumble vortex formation and the TKE is minimum before IDC. 
(5) The scavenging efficiency and delivery ratio are higher for the uniform intake chamber scheme. 
It is concluded that a pit piston non-uniform scavenging chamber is a better choice to have good 
tumble ratio and TKE, but a flat piston uniform scavenging chamber is a better choice to have 
good swirl ratio, scavenging efficiency and delivery ratio. 
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6. Conclusions
The important conclusions derived from the simulation of in-cylinder air
motion in an OP2S engine with different scavenging system configurations can
be summarized as follows:
(1) The coincidence of the 3D calculation results with the theoretical-interpretative
results of the 0D model manifests the veracity of this approach.
(2) The swirl ratio organized by uniform intake chamber is obviously higher than
that obtained by a non-uniform intake chamber, while the non-uniform intake
chamber can organize inclined-axis tumble, which increases TKE around IDC.
(3) For the non-uniform intake chamber, the pit piston scheme is more beneficial
to tumble vortex formation compared to all other scavenging schemes, with a
maximum tumble ratio improvement of about 26% over the flat piston scheme.
(4) At 340 ◦CA, CFD results show that there is an increase in TKE of about 150%
for a pit piston compared to that of a flat piston, which is due to squish effect
of the pit piston. The uniform intake chamber scheme is not beneficial to the
tumble vortex formation and the TKE is minimum before IDC.
(5) The scavenging efficiency and delivery ratio are higher for the uniform intake
chamber scheme. It is concluded that a pit piston non-uniform scavenging
chamber is a better choice to have good tumble ratio and TKE, but a flat
piston uniform scavenging chamber is a better choice to have good swirl ratio,
scavenging efficiency and delivery ratio.
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Nomenclature
0D zero-dimensional m number of intake port
1D mono-dimensional n engine speed
3D three-dimensional ODC outer dead center
Asquish squish compression area OP2S opposed-piston two-stroke
CFD computational fluid dynamics PIV particle image velocimetry
dhs/dt relative velocity of the
opposed pistons
pz in-cylinder gas pressure
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EPO exhaust port opening R gas constant
Fs area of intake port in different
crank angle
rT radius of tumble vortex
GDI gasoline direct injection SOC start of combustion
g gravitational acceleration T gas temperature
h distance between the
opposed pistons
TDC top dead center
hIPC half distance between the opposed
pistons at IPC
VP relative velocity of the opposed
pistons before IDC
hc half distance between the opposed
pistons in compression process
Vsquish squish velocity
hs instantaneous squish height vin instantaneous flow velocity of
intake ports
I fluid vortex inertia vin_i instantaneous flow velocity of
every intake ports
Ic fluid vortex inertia in
compression process
vin_i_x vectorial sum of the X
axial component
IIPC the fluid vortex inertia at IPC vin_i_y vectorial sum of the Y
axial component
IDC inner dead center vT_c tumble velocity in
compression process
IC ignition combustion vT_IPC the tumble velocity at IPC
IPC intake ports closing vT_s the tumble velocity
J angular momentum vx the X axial component
JIPC inertia angular momentum at IPC vy the Y axial component
K1 proportionality coefficient ωT angular velocity of the equivalent
rotating solid body
K2 ratio of squish compression area to
cylinder cross section area
µs intake port flow coefficient
k adiabatic exponent φ crank angle
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Credibility Theory-Based Available Transfer
Capability Assessment
Yanan Zheng, Jin Yang, Zhaoguang Hu, Ming Zhou and Gengyin Li
Abstract: Since the development of large scale power grid interconnections and
power markets, research on available transfer capability (ATC) has attracted great
attention. The challenges for accurate assessment of ATC originate from the
numerous uncertainties in electricity generation, transmission, distribution and
utilization sectors. Power system uncertainties can be mainly described as two types:
randomness and fuzziness. However, the traditional transmission reliability margin
(TRM) approach only considers randomness. Based on credibility theory, this paper
firstly built models of generators, transmission lines and loads according to their
features of both randomness and fuzziness. Then a random fuzzy simulation is
applied, along with a novel method proposed for ATC assessment, in which both
randomness and fuzziness are considered. The bootstrap method and multi-core
parallel computing technique are introduced to enhance the processing speed. By
implementing simulation for the IEEE-30-bus system and a real-life system located
in Northwest China, the viability of the models and the proposed method is verified.
Reprinted from Energies. Cite as: Zheng, Y.; Yang, J.; Hu, Z.; Zhou, M.; Li, G.
Credibility Theory-Based Available Transfer Capability Assessment. Energies 2015, 8,
6059–6078.
1. Introduction
Available transfer capability (ATC) expresses a measure of transfer capability
remaining in a physical transmission network for further commercial activity over
and above already committed uses [1]. It is not only an important technical index
for measuring the stability margin of the power grid, but also a useful tool for
guiding transactions and market planning in the power market. Therefore it is very
important to correctly assess ATC between different areas. The modern power system
is a large scale dynamic system. As power systems have grown, their operation
has become more complex with the introduction of more outside interferences.
As a result, uncertainty factors are becoming prevalent in the assessment of ATC.
Moreover, power industry reforms necessarily lead to an increasing number of
market participants, which greatly changes the trade mode and operation control.
These also produce more uncertainties in the ATC assessment. Hence how to correctly
describe and fully consider uncertainties is the key issue of ATC assessment [2].
The uncertainty represents the unknown state of the future. The power system
uncertainties mainly come from equipment outages, load changes, operation modes
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and so on. The concept of transmission reliability margin (TRM) was introduced
by the North American Electric Reliability Council (NERC) in 1996 to consider the
impacts of these uncertainties on ATC. It represents the amount of transmission
transfer capability needed to ensure that the interconnected transmission network
is secure under a reasonable range of uncertainties under the system conditions.
Currently two approaches are usually used to deal with TRM [3,4]: (1) take a
fixed percentage of the total transfer capability (TTC), such as 4% of TTC or reduce
the limit of equipment parameters by a certain percent. This approach is easy to
carry out but it is difficult to choose a reasonable percentage, and a rough result
is achieved; (2) use stochastic methods [5,6] whereby according to the random
distributions of the uncertainties, the ATC calculations are repeated using different
uncertainty parameters, then the ATC distribution can be obtained, and TRM is
the difference between the maximum value and the expected value of this ATC
distribution. This type of approach only considers the power system randomness.
However, power systems actually contain two types of uncertainties—randomness
and fuzziness—and there a lot of uncertainties in power systems with both random
and fuzzy features. For example, the failure of a generator is random, while its
available output is fuzzy; similarly a transmission line failure is a random event,
and its failure rate which is affected by many factors that embody fuzziness; the
probability distribution of a load is random, but its distribution variance is fuzzy.
Both randomness and fuzziness are important characteristics of the uncertainties in
power systems, and each has great effects. Therefore, how to comprehensively
describe these uncertainty features is an important potential difficulty in ATC
assessment, but with little achievement reported in the state-of-the-art literature.
Although research on comprehensive evaluations that consider both
randomness and fuzziness simultaneously has been constantly tried, a series of
problems that cannot be easily overcome have made progress in this field very slow.
The biggest obstacle is that there was no complete theory to support it in the field
of basic mathematics until the credibility measure was proposed by Liu in 2002
and then the credibility theory was established [7–11]. The theory puts forward the
concept of the opportunity space and mixed variables, allowing a comprehensive
evaluation method for randomness and fuzziness to be set up.
Now the credibility theory has been applied to power systems [12–14].
According to the two-fold uncertainty combining randomness and fuzziness in
power system operations, a novel operation risk assessment method based on
credibility theory is presented; the expected value and the average chance measure
of random fuzzy variables was used to build on index of operation risk in [12].
Considering both the randomness of force outage rates and the fuzziness of hydro
energy, a comprehensive model of hydro-thermal generator maintenance scheduling
based on credibility theory was established in [13]. In [14] a new methodological
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framework with chance-constrained random fuzzy programming, which evaluated
the randomness of the forecasted load, the fuzziness of rivals’ biddings strategies
and price-demand elasticity, was developed for building optimal bidding strategies
for generation companies with uncertainty theory-based risk management taken into
account was presented and a hybrid intelligent algorithm with combined random
fuzzy simulation, artificial neural network and genetic algorithm was proposed to
solve the random fuzzy programming problem.
However, very limited work has considered both the randomness and fuzziness
that actually coexist in the assessment of ATC. A chance-constrained random fuzzy
programming method to consider TRM was introduced in [15], but it still treated the
important factors which affected the reliable of transmission as random variables or
ones that obeyed a normal distribution. Comprehensive research which considers
both randomness and fuzziness at the same time has not been done. This paper
builds for the first time comprehensive models of generators, transmission lines
and loads according to their randomness and fuzziness features. No stochastic or
possibilistic programming can single-handedly deal with these complex uncertainty
models, therefore a random fuzzy simulation is also introduced for the first time to
the assessment of ATC. A novel assessment method is proposed based on credibility
theory. The bootstrap method and multi-core parallel computing technique are
used to enhance the speed of processing. As the main contribution of this paper,
the concept and approach have been tested on the IEEE-30-bus system and a
real-life system.
The paper is organized as follows: the basic concepts of credibility theory with
some application examples concerning power systems are introduced in Section 2,
which includes four axioms, credibility measure, random fuzzy variables and their
expected values and variances In Section 3. some subjects such as random fuzzy
modeling of the main uncertainty factors, the ATC calculation model and the
assessment indices, bootstrap method and multi-core parallel computing technique,
and the ATC assessment of random fuzzy simulation are presented. A numerical
simulation with the IEEE 30 bus system and an actual Chinese system aregiven
to demonstrate the feasibility of the proposed models and methods in Section 4,
followed by our conclusions in Section 5.
2. Credibility Theory
There are a large amount of uncertainties in the real world. They could be in
results, categories, or their combinations. The result uncertainties are represented
by probability methods. The corresponding theory and methods have already
been well developed, whereas some other uncertainties affected by the weather,
the environment and operational conditions are changing from time to time under
real-time conditions. In other words, they may vary significantly under different
331
conditions, so it is difficult to simply quantify the co-relationship among these
uncertainties by randomness. Fortunately, they can be described using fuzzy
words based on experienced operators’ judgment (such as “most adverse”, “fairly
adverse” or “less adverse”, etc.), which can be modeled using a fuzzy membership
function [9,16–19]. Fuzzy theory and its methods have been popular yet challenging
for many years. In 1975 Kaufmann proposed the concept of fuzzy variables for
the first time [20]. Then in 1978 Zadeh put forward the possibility theory which
depicted the possibility of occurrence of fuzzy events [21], and laid an important
foundation for the development of fuzzy theory, although at that time incompatible
counter-examples in fuzzy theory still existed, and fuzzy theory had not been verified
axiomatically. The axiomatic system of fuzzy theory was finally verified by the
Chinese mathematician Baoding Liu in the 21st century. Since then credibility theory
was developed and now offers a strict theoretical foundation for modeling and
solving problems with randomness and fuzziness.
2.1. Basic Concept
The following four axioms are the base of fuzzy theory. Let Θ be a non-empty
set and φ an empty set. P(Θ) is the power set of Θ, ∧ is the minimum operator and
sup is the supremum operator. The possibility measure of the event A is defined
as Pos{A}:
Axiom 1: Pos {Θ} = 1.
Axiom 2: Pos {φ} = 0.
Axiom 3: for any set {Ai} in P(Θ).
Pos {∪i Ai} = supiPos {Ai}.
Axiom 4: if ΘI is a non-empty set, Posi{·}, i=1,2, . . . ,n meets the first three axioms,
and Θ=Θ1×Θ2× . . . ×Θn, for any set A∈P(Θ), Pos{A} = sup
(θ1,θ2,··· ,θn)∈A
Pos1{θ1} ∧
Pos2{θ2} ∧ · · · ∧ Posn{θn}.
Definition 1: if POS meets the first three axioms, POS is defined as the possibility
measure. (Θ, P(Θ), POS) is a possibility space. If Ac is the complement of A, the
necessity measure Nec is defined as Nec{A}=1 − Pos{Ac}. Obviously, POS and Nec are





When the possibility measure of a fuzzy event is 1, the event may not exist,
but when the necessity measure of a fuzzy event is 0, this event may still exist.
However, the fuzzy event must exist if its credibility is 1, otherwise it does not exist
if its credibility is 0. The basis of credibility theory is the definition of a credibility
measure, whose position equals one of the probability measures in probability theory.
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Definition 2: A fuzzy variable ξ is a function from the possibility space (Θ, P(Θ),
POS) to the real line R. The triangle fuzzy variable and the trapezoidal fuzzy variable
are commonly used ones.
Definition 3: Let ξ be a fuzzy variable in a possibility space (Θ, P(Θ), POS), the
membership function of ξ is:
µ(x) = Pos {θ ∈ Θ|ξ(θ) = x} , x ∈ R (2)
Through the above definition the following inversion formula can be proved:
for any set B of real numbers, we have:
Cr{ξ ∈ B} = (sup
x∈B
µ(x) + 1− sup
x∈Bc
µ(x))/2 (3)
Example 1: The available output of a generator has an uncertain feature.
Especially when green energy forms, such as hydropower, wind power, solar power
and so on are vigorously developed, its unreliable forecasting characteristics and
the weather dependency will increase the uncertainties. It is very difficult to get the
exact output of a generator, but we can roughly use a triangle fuzzy variable ξG to
represent its available output. Suppose the available output ξG = (35, 50, 55) MW, we
have the credibility measure of ξG:
Cr{ξG ≥ r} =

1, r ≤ 35
65− r
30
, 35 < r ≤ 50
55− r
10
, 50 < r ≤ 55
0, 55 < r
Definition 4: Let ξ be a fuzzy variable. The expected value of ξ is defined as:
E f uz[ξ] =
w ∞
0
Cr {ξ ≥ r} dr−
w 0
−∞
Cr {ξ ≤ r} dr (4)
To avoid possible occurrence of ∞–∞, at least one of the two integrals is limited
in the above Equation (4).
Example 2: The expected value of a triangle fuzzy variable (a, b, c) can
be obtained:
E f uz[ξ] = (a + 2b + c)/4
The expected value of a trapezoidal variable (a, b, c, d) is:
E f uz[ξ] = (a + b + c + d)/4
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2.2. Random Fuzzy Variable
Definition 5: A random fuzzy variable ε is a function from the possibility space
(Θ, P(Θ), POS) to the set of random variables.
Example 3: There are two states of a generator: on state, and off fault state. They
are random, while its available output is fuzzy, so the state of a generator can be
represented using a two-point distribution random fuzzy variable ε. For instance,
it can be represented as Ppro,G(ε = ξG) = 0.99, Ppro,G(ε = 0) = 0.01. ξG is a triangle fuzzy
variable as defined in Example 1.
Definition 6: Let ε be a random fuzzy variable, the expected value of ε is
defined as:
Epro− f uz[ε] =
r ∞
0 Cr {θ ∈ Θ|E[ε(θ)] ≥ r} dr
−
r 0
−∞ Cr {θ ∈ Θ|E[ε(θ)] ≤ r} dr
(5)
Also to avoid the situation of ∞–∞, at least one of the two integrals is limited in
Equation (5).
Definition 7: Let ε be a random fuzzy variable and it has a limited expected value.
The variance of ε is defined as:
V[ε] = E[(ε−E[ε])2] (6)
Example 4: The random fuzzy variable ε(θ) defined in Example 3 is a two-point
distribution random variable for each θ, where θ is a sample from a possibility space.
The expected value of ε(θ) is:
Epro[ε(θ)] = 0.99ξG(θ)
According to Definition 4, the expected value of a two-point distribution random
fuzzy variable ε is:
Epro− f uz(ε) = 0.99E f uz[ξG]
= 0.99× ((35 + 2× 50 + 55)/4) = 47.025
3. Credibility Theory-Based ATC Assessment Approach
3.1. Modeling Uncertainties in ATC Calculation
The assessment to ATC involves many uncertain factors, such as those in
generation scheduling, in load forecasting and so on. Compared with previous
methods, this paper comprehensively considers three main uncertain factors: random
fuzzy models of generators, transmission lines and loads (to consider faults and
fluctuations). It is worth noting that other uncertainty factors included in ATC
calculation can also be treated in a similar way using credibility theory, and are
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potentially applicable to enrich and make the ATC calculation flexible by considering
more factors. The corresponding random fuzzy models are built up as follows:
(1) For generators under the combined effects of the internal and external factors,
there are two common states that are on-state and off-state. They are subject to a
two-point random distribution according to the forced outage rate which comes from
the statistics. When the generator is on-state, its output is greatly affected by many
factors such as coal quality, reserve requirements, weather conditions and so on, so
for a specific generator, its output is not an exact value and may vary significantly
under different conditions. Although the equivalent forced outage rate [22] considers
the conditions of outage and output reduction, it could not involve the conditions
of overload operation, and since it depends on the statistics of a large number of
historical data and the complex calculations, its value is hard to get for each generator
in practical systems, especially for a newly installed generator, while through the
simple fuzzy membership function of generator available output, which needs few
parameters, the complex conditions can be described well by fuzzy variables, thus,
the states of generators are suitable for being represented as discrete random fuzzy
variables εG with two-point distribution:
Ppro,G(εG) =




aG,M−aG,L , aG,L ≤ ξG ≤ aG,M
aG,H−ξG
aG,H−aG,M , aG,M ≤ ξG ≤ aG,H
0, Other
(7)
where Ppro,G is the state occurrence probability of the generator; εG = ξG refers to
the normal on-state, and εG = 0 is the off-state; the triangle fuzzy variable ξG is
used to represents the fuzzy available output of a generator, and Ffuz,G represents
its membership function; aG,L, aG,M, aG,H are the minimum possible value, the most
likely possible value and the maximum possible value of ξG, respectively. In this
paper triangle fuzzy variables are used to represent the fuzzy states of the generator,
transmission line and load, but other types of fuzzy variables such as trapezoidal
fuzzy variables, can also be used according to specific conditions.
(2) The state of transmission line also obeys a two-point random distribution
according to its failure rate. Conventionally, the longer the transmission line, the
higher the failure rate in the same area and for the same voltage level, but practical
experience indicates that the occurrence of faults in outdoor transmission lines is
affected by many factors, including the weather conditions. Therefore the failure
rate is a fuzzy value for a specific transmission line, which changes with the weather
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conditions and the area considered [23]. The method presented in [24] where the
failure rate can be modified through probability statistics is hard to apply in practical
systems, so in order to comprehensively describe randomness and fuzziness on
the whole, it is proper to representthe states of transmission lines as random fuzzy
variables εB as follows:
Ppro,B(εB) =




aB,M−aB,L , aB,L ≤ ξB ≤ aB,M
aB,H−ξB
aB,H−aB,M , aB,M ≤ ξB ≤ aB,H
0, Otherwise
(8)
where Ppro,B is the state occurrence probability of the transmission line; εB = 1
expresses the normal on-state, and εB = 0 is the off-state; the triangle fuzzy variable
ξB is used to represents the fuzzy failure rate of the transmission line, and Ffuz,B
represents its membership function; aB,L, aB,M, aB,H are the minimum possible value,
the most likely possible value and the maximum possible value of ξB, respectively.
(3) As a main uncertainty factor in ATC assessment, the fluctuation of nodal
load is considered to obey a normal distribution N(βL, σL) in traditional methods.
Here the parameter βL is the expected value of the distribution, which usually takes
the predicted value of the nodal load. The parameter σL is the variance of the
distribution, which shows the degree of deviation between the real value of the
load and the forecasted one, and is usually determined according to the operator’s
experience. Actually, σL is not a fixed value, but a fuzzy one, so the fluctuation of
nodal load has both randomness and fuzziness features, so the random fuzzy load
εL is represented as follows:




aL,M−aL,L , aL,L ≤ ξL ≤ aL,M
aL,H−ξL
aL,H−aL,M , aL,M ≤ ξL ≤ aL,H
0, Otherwise
(9)
where the triangle fuzzy variable ξL is used to represents the fuzzy variance of a
nodal load, and Ffuz,L represents its membership function; aL,L, aL,M, aL,H are the
minimum possible value, the most likely possible value and the maximum possible
value of ξL, respectively.
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3.2. ATC Calculation Model
An improved repeated power flow method is adopted to calculate the ATC for
each simulation state in this paper. The method starts from an initial operation point,
then increases the load powers in the receiving area according to their proportion
of the initial power, at the same time increases the generators’ power outputs in
the sending area according to their generation cost, until a certain constraint hits
its limit, such as the node voltage exceeding its operating limit, or the transmission
line being overloaded and so on. The net increase on the researched interface is the
ATC of this simulation state. Such a conventional repeated power flow method only
pays attention to system safety, but neglects the economics, so this paper introduces
the optimal power flow [25,26] as shown in Equation (10) into every power flow
computation of the repeated power flow method to comprehensively consider both
safety and economy; it can get a more accurate results and better meet the real
application needs in the power market:
min f
s.t. Pg − Pd −Vx∑ Vy(Gxycosδxy + Bxysinδxy) = 0
Qg −Qd + Vx∑ Vy(Gxycosδxy − Bxysinδxy) = 0
Pming ≤ Pg ≤ Pmaxg
Qming ≤ Qg ≤ Qmaxg
Vminz ≤ Vz ≤ Vmaxz
|Sl | ≤ Smaxl
(10)
where the first two equality constraints are the active and reactive power balance
equations and the remaining are the inequality constraints of generator output, node
voltage and apparent power of the transmission lines.
3.3. ATC Assessment Indices
In order to accurately assess ATC and make a comparison with different
methods, three assessment indices are proposed as follows:
(a) The expected value of random fuzzy ATC—EATC—it comprehensively reflects
the ATC of a power system.
Epro− f uzz,ATC =
r ∞
0 Cr {θ ∈ Θ|E[εATC(θ)] ≥ r} dr
−
r 0
−∞ Cr {θ ∈ Θ|E[εATC(θ)] ≤ r} dr
(11)
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(b) The variance of random fuzzy ATC—VATC—it expresses the fluctuation of ATC
and reflects the impacts of uncertainties on ATC:
Vpro− f uz,ATC = E[(εATC − EATC)2] (12)
(c) Calculation time t: it reflects the efficiency of different ATC calculation approaches
under the same initial conditions.
3.4. Parallel Algorithm with Bootstrap Method
The bootstrap method is a statistical analysis method adopted in numerical
computation, which was for the first time put forward by Efron at Stanford
University [27,28]. It makes full use of the information of samples and can provide
an approximate distribution of the unknown parameters in an unknown system
directly through (repeated) re-sampling in a small sample set. The bootstrap method
is adopted in the random simulation in this paper, and as a result the sample size can
be decreased remarkably and the processing speed is enhanced. ATC calculation for
each simulation state is a complex nonlinear optimization problem. The primal-dual
interior-point algorithm in Matpower4.0b4 [29] is applied to solve the problem, which
makes full use of multi-core and multi-threading CPUs by parallel computing.
3.5. Random Fuzzy Simulation Based ATC Assessment
According to the above random fuzzy models of generators, transmission lines
and loads, how to simulate these random and fuzzy uncertain factors is the key
issue in ATC assessment. Obviously the conventional probability methods are
invalid, and these models cannot be directly changed to deterministic equivalence
problems, so the random fuzzy simulation is proposed to solve the ATC assessment
with randomness and fuzziness. Firstly, according to the above models the fuzzy
parameters are sampled, based on each fuzzy sample Monte Carlo random sampling
is done for every random parameter, and as a result the possible states are simulated
with the comprehensive consideration of both randomness and fuzziness.
Then the value of ATC for each simulation state is calculated by the improved
repeated power flow method. The bootstrap method helps find the random
distribution of ATC with fewer calculation results and enhances the processing
speed. Lastly the comprehensive assessment indices can be obtained according to
the random fuzzy computational framework. Figure 1 illustrates the procedure for
assessing ATC. Detailed steps are described as follows:
(1) Read the initial parameters of generators, transmission lines and loads, build
basic system information and set e = 0, i = 1.
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Figure 1. The flowchart of ATC assessment. Figure 1. The flowchart of ATC assessment.
(2) From the set Θ extract a θk which meets POS{θk} ≥ ε (ε is a permissible small
value making the sample space be bounded), get the variables of generators,
transmission lines and loads, and produce a set of fuzzy sampling vectors:
ξi,G, ξi,B, ξi,L.
339
(3) According to ξi,G, ξi,B, ξi,L and the corresponding equipment random
parameters, get the system state vectors: ”G(ξi,G), ”B(ξi,B), ”L(ξi,L), change
the random fuzzy models of generators, transmission lines and loads to the
random ones, then the fuzziness is eliminated. Then the Monte Carlo random
simulation is applied M times, and the value of ATC can be calculated by the
improved repeated power flow method for each simulation state.
(4) By the bootstrap method re-sample in the above obtained ATC values, and
calculate their expected value of ATC. Figure 2 illustrates the bootstrap
method procedure.
(5) Set sample counter i = i + 1, and repeat (2) to (4) for N times.
(6) Set a = min1≤i≤NEpro[εi,ATC], b = max1≤i≤NEpro[εi,ATC], and loop control
variable w = 1.





(8) Set w = w + 1, and repeat (7) for N times.
(9) Lastly calculate the expected value and variance of ATC as follows:
Epro− f uz,ATC = Epro− f uz[εATC] = a ∨ 0 + b ∧ 0 + e× (b− a)/N, Vpro− f uz,ATC = E[(εi,ATC − EATC)2].
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Figure 2. The flowchart of the bootstrap method. Figure 2. The flowchart of the bootstrap method.
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4. Numerical Example
The simulation uses a Lenovo T400 (CPU: Core2 Duo 2.26 G; RAM: 3 G)
laptop as the calculation platform. Matpower4.0b4 which provides the power flow
calculation program is adopted as the simulation software under Matlab R2008a. The
IEEE-30-bus system and an actual power system of two regions in Northwest China
are used to demonstrate applications of the proposed models and algorithm.
4.1. IEEE-30-bus System
The single line diagram of the IEEE-30-bus system (the base capacity is 100 MVA)
is shown in Figure 3. The system has 30 load nodes and 41 transmission lines, divided
into three areas. The equipment parameters are given in [30]. This paper focuses
on the ATC assessment from Area 1 to Area 2. The parameters of the random
fuzzy simulation are set as follows: N = 3000, M = 80, W = 10. The proposed ATC
assessment method based on credibility theory is verified in several scenarios. In
Part 1, Part 2 and Part 3 only a single random fuzzy factor, such as random fuzzy
generators or random fuzzy transmission lines or random fuzzy loads, is considered
in each case to reflect its effect on ATC. In Part 4 all the above random fuzzy factors
are considered simultaneously to compare the processing efficiency of each one.
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Part 1: Compatibility analysis between the proposed approac and th conventi al
Monte Carlo random simulation.
For Case A to Case F, the parameters of generators, transmission lines and
loads are shown in Table 1, and the corresponding assessment results are listed
in Tables 2–4. When the random fuzzy variables degenerate to random ones, the
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random fuzzy simulation becomes the Monte Carlo random simulation. In order to
investigate the compatibility between the random fuzzy simulation and the Monte
Carlo random simulation, the fuzziness of random fuzzy variables is set in a very
small fluctuation range. As a result the random fuzzy variables can be approximately
considered as random ones. As the results in Tables 2–4, the expected values and
the variance of ATC given by the proposed method are nearly the same as the ones
obtained by the Monte Carlo random simulation, and their maximum error is less
than 12%, we can conclude that the proposed method is compatible with the Monte
Carlo random simulation.
Table 1. The parameters of generators, transmission lines and loads for Cases A–F.
Method Case
Generators Transmission Lines Loads




A 0.01 1 None None
B None None 0.02 None
C None None None 0.02
Random fuzzy
simulation
D 0.01 (0.9999, 1, 1.0001) None None
E None None (0.0199, 0.0200, 0.0201) None
F None None None (0.0199, 0.0200, 0.02001)
“None” means there is no fault or fluctuation.
Table 2. The results of Case A and Case D.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
A 8.5883 3.8085
D 8.4657 3.6602
Error (%) −1.4275 −3.8939
Table 3. The results of Case B and Case E.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
B 9.7541 121.4598
E 10.8670 123.5610
Error (%) 11.4096 1.7300
Table 4. The results of Case C and Case F.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
C 11.3496 117.2293
F 11.7530 117.3173
Error (%) 3.5543 0.0751
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Part 2: The comparison between the proposed assessment method and the
traditional Monte Carlo simulation approach.
For Case J to Case I, the parameters of generators, transmission lines and loads
are shown in Table 5. Tables 6–8 give the corresponding results. It can be seen from
the results in Tables 6–8 that when both randomness and fuzziness factors of the
uncertainty are considered, the variance index which reflects the fluctuation of ATC
is changing. However, the fuzziness of generators has little effect on the variance
(the error is only 0.5908%). In other words, it has little impact on ATC (the error is
1.9457%) and can be ignored, while the variance is greatly affected by the fuzziness of
transmission lines and loads (the corresponding errors are 38.9011% and 123.2521%,
respectively), so this fuzziness should be considered in the practical assessment in
order to get a more accurate ATC.
Table 5. The parameters of generators, transmission lines and loads for Cases J–I.
Case
Generators Transmission Lines Loads
λG ξG ξB ξL
J 0.01 (0.700, 1.0000, 1.100) None None
H None None (0.0100, 0.0200, 0.0600) None
I None None None (0.0100, 0.0200, 0.0600)
“None” means there is no fault or fluctuation.
Table 6. The results of Case A and Case J.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
A 8.5883 3.8085
J 8.4212 3.8310
Error (%) 1.9457 0.5908
Table 7. The results of Case B and Case H.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
B 9.7541 121.4598
H 10.6504 168.7090
Error (%) 9.1890 38.9011
Table 8. The results of Case C and Case I.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
C 11.3496 117.2293
I 14.3061 261.7169
Error (%) 26.0494 123.2521
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Part 3: The sensitivity analysis to the fuzzy influencing factors of ATC.
The above case studies show that the fuzziness of generators has little impact on
ATC, so the following will mainly explore the impacts of the fuzziness of transmission
lines and loads on ATC. In Case J all the parameters are the same as Case H except for
the transmission line ones. The differences are that the states of some transmission
lines (Lines 3, 6, 9, 10, 12, 13, 14, 15, 17, 18, 21, 25, 26, 31, 32, 35, 36, 37, 40, 41) are
treated as random fuzzy variables (ξB = (0.01,0.02,0.06)) and the others are simulated
only as random variables by the failure rate ξB = 0.02.
Case K differs from Case I in the load parameters. Case K sets some loads (4, 7,
8, 12, 18, 19, 20, 21, 23, 30) the random fuzzy variables (ξL = (0.01, 0.02, 0.06)) and
the others the random variables with feature (ξL = 0.02), while on the basis of Case I,
Case L reduces the fuzzy range of the load variance (ξL = (0.01, 0.02, 0.04)).
The corresponding assessment results are listed in Tables 9 and 10. From the
results, it is indicated that: (a) by eliminating the fuzziness of some uncertainty
factors, the variance of ATC is reduced, which means that the fluctuation of ATC is
reduced, such as in Case J and Case K; (b) by reducing the fuzzy range of uncertainty
factors, the variance and the fluctuation of ATC are changed, such as in Case L,
so the fluctuation of ATC can be reduced by decreasing the fuzzy factors and the
fuzzy range.
Table 9. The results of Case H and Case J.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
H 10.6504 168.709
J 10.5893 141.8906
Table 10. The results of Case I, Case K and Case L.




Part 4: The comparison about the processing efficiency.
The processing efficiencies of different methods are compared here. In this
simulation, all the uncertainty factors are considered, including the generators, the
transmission lines and the loads. Table 11 gives the adopted methods for Case M to
Case P, where the number of simulations is set as N = 100. The calculation time for
each case is shown in Figure 4.
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Table 11. The adopted methods of Case M, Case N, Case O and Case P.











” means the method is adopted and “×” means the method is not adopted. If the
bootstrap method is used, set M = 80, W = 10; otherwise set M = 800, W = 0.
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From Figure 4, the calculation time of Case M is only about one tenth that of Case N, and about 
seven tenths that of Case O. Therefore, the bootstrap method can greatly improve the processing 
speed, while the multi-core parallel computing technique can reduce the calculation time to some 
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From Figure 4, the calculation time of Case M is only about one tenth that of Case
N, and about seven tenths that of Case O. Therefore, the bootstrap method can greatly
improve the processing speed, while the multi-core parallel computing technique
can reduce the calculation time to some extent. Despite the help of the bootstrap
me od and the multi-core arallel computing technique, due to the restrictions
of the calculation platform, the calculation time of the proposed method is still
considerable. This is due to the time-consuming optimal power flow. Therefore to
improve the optimal power flow and further optimize the efficiency of the multi-core
parallel computing will be an important future task.
4.2. An Actual Power System in Northwest China
The proposed ATC assessment approach is next applied in an actual power
system of two regions in Northwest China. This is a 750 kV planning network
for 2020 (the base capacity is 1000 MVA), whose single line diagram is shown in
Figure 5. The total active power generation and load are 18,079 MW and 9857 MW,
respectively. This paper focuses on the ATC assessment from Area 1 to Area 2. Case
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Q and Case R are studied. In Case Q a Monte Carlo random simulation (10,000 times)
is applied. The proposed approach is used in Case R, and all the uncertainty factors
are considered, including the generators, the transmission lines and the loads. The
parameters of Case Q and Case R are shown in Table 12, which are based on the
historical data in the two regions and the experience of dispatchers. The parameters
of random fuzzy simulation are set as follows: N = 3000, M = 80, W = 10.
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The corresponding assessment results are listed in Table 13. When both
randomness and fuzziness of generators, transmission lines and loads are considered,
the system uncertainty grows significantly. In Case Q and Case R, the variance
index increases by about 11%, and the expected value of ATC is reduced by 272 MW,
or about 6%. The results calculated using the proposed a proach are consistent
with current empirical judgment of Transmission Network Operators (TNOs),
which for China TNOs, is that the maximum ATC does not exceed 4200 MW.
The reduction value is large for the network, and if the fuzziness is not taken
into consideration together with randomness, the system maybe becomes unstable
in the peak period. Therefore the proposed ATC assessment approach can more
comprehensively consider assessment risk, and supply accurate information.
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Table 12. The parameters of generators, transmission lines and loads for Case Q
and Case R.
Method Case
Generators Transmission Lines Loads




Q 0.01 1 0.02 0.02
Random fuzzy
simulation R 0.01 (0.9400, 1, 1.1400) (0.0100, 0.0190, 0.0400) (0.0100, 0.0190, 0.0400)
Table 13. The results of Case Q and Case R.
Case Epro-fuzz,ATC (MW) Vpro-fuzz,ATC (MW2)
Q 4417 4,702,842
R 4145 5,241,506
Error (%) −6.1591 11.4540
5. Conclusions
To consider the two-fold uncertainties in the ATC assessment, this paper
proposes a novel ATC assessment approach based on credibility theory, whereby
according to the features of both randomness and fuzziness, the corresponding
credibility models of generators, transmission lines and loads are comprehensively
built up for the first time; then the random fuzzy simulation is applied in the ATC
assessment; the bootstrap method and the multi-core parallel computing technique
are adopted to enhance the computation speed. By testing on the IEEE-30 bus system
and an actual system in China, the viability of the proposed models and algorithm
is verified. Preliminary research is done on the sensitivity analysis to the fuzzy
influencing factors of ATC and as a result, it gives a way to reduce the fluctuation
of ATC.
Randomness and fuzziness are two general features in power systems.
Compared with the traditional Monte Carlo random simulation, which only
considers the randomness, the proposed method can coherently consider both
uncertainties. Random variables that can perhaps adopt different values with certain
probabilities can get the same results of the ATC assessment, but this modeling is
not sensible. For example, for a generator it means to improve its forced outage
rate. However, when the generator is in an on-state, its available output is greatly
affected by many external factors, and not a fixed value, so it cannot be described by
improving the forced outage rate, and a random variable is not appropriate, while
our proposed random fuzzy variable can more suitably describe both the random
forced outage rate and the fuzzy available output of a generator at the same time.
The proposed method can effectively reduce the assessment risk, and supply accurate
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information for the mid- and long-term planning of power systems. This will have a
better potential of development and application in power source and grid planning
and operation. However, the proposed method can only be used with detailed
parameters which refer to both randomness and fuzziness. For multiple area power
systems, different TSOs share limited information. Therefore to deal with this case,
we have carried out some exploratory research on building clustering models of
generators, transmission lines and loads, using a multi-agent approach. This will be
reported in future publications.
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P(Θ) Power set of Θ.
∧ Minimum operator.
∨ Maximum operator.
Pos Possibility measure of fuzzy event.
Nec Necessity measure of fuzzy event.
Cr Credibility measure of fuzzy event.
µ Membership function of fuzzy variable.
B Borel set.
sup Supremum.
Efuz Expected value of fuzzy variable.
Epro Expected value of random variable.
Epro-fuz Expected value of random fuzzy variable.
R Set of real numbers.
(Θ,P(Θ),POS) Possiblity space.
Ppro,G State occurrence probability of generator.
Ppro,B State occurrence probability of transmission line.
εG Random fuzzy state of generator.
εB Random fuzzy state of transmission line.
εL Random fuzzy nodal load.
λG Forced outage rate of generator.
ξG Fuzzy available output of generator.
ξB Fuzzy failure rate of transmission line.
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ξL Fuzzy variance of a nodal load.
Ffuz,G Membership function of ξG.
Ffuz,B Membership function of ξB.
Ffuz,L Membership function of ξL.
a*,L Minimum possible value.
a*,M Most likely possible value.
a*,H Maximum possible value.
βL Load forecasting value.
f Electricity purchase cost.
Pg Active power output of the generator g.
Pgmax, Pgmin Upper and lower limits of Pg.
Qg Reactive power output of the generator g.
Qgmax, Qgmin Upper and lower limits of Qg.
Pd Active load of the node d.
Qd Reactive load of the node d.
Vz Voltage of the node z.
Vzmax, Vzmin Upper and lower limits of Vz.
Sl Apparent power of the transmission line l.
Slmax Maximum value of Sl.
Gxy Conductance of the branch from node x to y.
Bxy Susceptance of the branch from node x to y.
δxy Voltage phase angle difference of the branch from node x to y.
εATC Random fuzzy value of ATC.
Epro-fuz,ATC Expected value of random fuzzy ATC.
Vpro-fuz,ATC Variance of random fuzzy ATC.
t Calculation time.
N, M, W Sampling times.
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Battery Design for Successful Electrification
in Public Transport
Susanne Rothgang, Matthias Rogge, Jan Becker and Dirk Uwe Sauer
Abstract: Public transport is an especially promising sector for full electric vehicles
due to the high amount of cycles and predictable workload. This leads to a high
amount of different vehicle concepts ranging from large batteries, designed for a full
day of operation without charging, to fast-charging systems with charging power up
to a few hundred kilowatts. Hence, many different issues have to be addressed in the
whole design and production process regarding high-voltage (HV) batteries for buses.
In this work, the design process for electric public buses is analyzed in detail, based
on two systems developed by the research projects Smart Wheels/econnect and SEB
eÖPNV. The complete development process starting, with the demand analysis and
the operating scenario, including the charging routine, is discussed. This paper also
features details on cell selection and cost estimations as well as technical details on
the system layout, such as the management system and passive components as well
as thermal management.
Reprinted from Energies. Cite as: Rothgang, S.; Rogge, M.; Becker, J.; Sauer, D.U.
Battery Design for Successful Electrification in Public Transport. Energies 2015, 8,
6715–6737.
1. Introduction
Currently, all large vehicle manufacturers are gradually electrifying their fleets
either with full (BEV) or hybrid electric vehicles (HEV) to meet the new European
CO2 emission regulations for 2015 and 2020 [1]. This results in new requirements for
batteries. At the same time, batteries will remain the most expensive components of
the vehicles for the next 10 to 20 years, though battery cell costs have been rapidly
decreasing recently [2]. Cycle lifetimes of up to 1000 cycles at a depth of discharge
(DoD) of 80% are needed for passenger vehicles [3]. An average vehicle lifetime
of about 12 years in Germany defines the needed calendric lifetime. Aging studies
such as [4] show that the cycle lifetime of automotive cells is more than sufficient
to fulfill these passenger vehicle requirements. Moreover, in the currently available
vehicles, a relatively large driving range is guaranteed. The BMW i3 for example
is designed for up to 150 km pure electric driving, and the Tesla Model S promises
even a maximum driving range of up to 480 km to meet customers’ range needs. At
the same time, the battery capacity actually used is comparatively low; 95% of all
single drives in Germany are, for example, shorter than 42 km [5] and the average
daily driven mileage in the United Kingdom is only around 40 km [6]. Hence, a
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good part of the battery remains mostly unused, resulting in second use concepts for
grid stabilization (see e.g., [7–9]) in order not to waste the expensive systems due to
calendric aging. Calendric aging occurs no matter whether the battery is cycled or
not [4,10].
As for the situation for electric buses in public transport, here, the daily mileage
as well as the load is precisely known for each respective bus route. Moreover, the
average annual usage is, in Germany for example, with 50,000 km [11] and a vehicle
lifespan of 12 years, significantly more demanding than for conventional passenger
vehicles. In an example system explained later on, the equivalent full cycles per year
are 1200. Hence, the battery cells are effectively used regarding their possible cycle
lifetime. This makes public transport the most promising sector for economic benefit
from electrified vehicles in the near future.
This paper will therefore provide insight into the complete development process
of an electric public transport bus. It will start with an introduction about the
development process itself. In the first main step a typical usage profile and a suitable
reference system will be introduced. Based on this, possible system layouts and
charging regimes will be discussed and compared with each other, also highlighting
existing systems on the market. This will be followed by important design choices
such as the topology within the battery and its monitoring system. Moreover, the
passive components and thermal management needed for a reliable battery system
will be addressed, taking the available mounting space, volume and costs into
account. In that discussion, experience gained from two developed prototype systems
will be exploited for further details. In the research project “Smart Wheels,” a small
inner-city bus was electrified (Mercedes Benz Sprinter City 65). In “SEB eÖPNV” a
standard 12 m low floor bus is electrified and equipped with a fast charging system
of up to 500 kilowatts.
2. Steps in the Development of Electric Buses
With cities already paying extra money for their public transport systems, the
success of electric buses requires aiming for minimal life cycle costs (LCC) in order to
be competitive with diesel buses. This can only be achieved by choosing components,
especially the battery system, through a structured design process. In Figure 1 the
general steps in the development process are shown, and they will be explained in
more detail in later sections.
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battery appropriately. As also shown by [13] it is not sufficient to use a standard drive cycle but rather 
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Figure 1. St s i t l t r s of an electric bus.
Several assumptions have to be made when calculating the LCC of buses.
The main parameters that should be considered for diesel and electric buses are given
in Table 1. Moreover, ISEA provides a online tool to estimate the LCC costs based on
parameters introduced below, so that it can be run f r different configurations durin
the demand analysis, and on choosing an opera ing strategy [12]. As the operating
scen ri , a usage period of 12 year with an a nual mileage of 50,000 km shall be
considered according to the numbers given in section 1. An interest rate of 4% is
assumed. Regarding the inflation rate, especially for electric buses, a higher market
penetration in the future has to be assumed. Hence, different inflation rates for diesel
and electric buses should be used. The overall maintenance costs of electric buses will
be less for electric vehicles due to the low-maintenance electric machine, less braking
effort and no oil changes. However, they will strongly depend on the installed
infrastructure and charging technique. Using these parameters, a comparison of an
electric to a diesel bus can be done assuming a battery size of 90 kilowatt-hours as
was installed in the SEB bus. Parameterized by these data, an electric bus would be
more expensive within the first 7 years due to the high investment costs but become
cheaper than a diesel bus in the following years due to the high cost-saving potential
compared to high diesel costs. The costs per kilometer for diesel buses rise from
1.27 Euros per kilometer in the first year up to 1.78 Euros per kilom ter in th 12 year.
Electric buses in this configuration, in contras , have higher initial costs of 1.64 Euros
per kilometer, which decli e in the following year to 1.48 Euros per kilometer in
year 12. Hence, it can be seen that electric buses are potentially competitive with
diesel buses in terms of total cost of ownership. At the same time it is obvious that
this strongly depends on the costs for the battery systems and their lifetime, as they
are the main cost-pusher for electric buses. In Table 2 the influence of the battery size
on the costs per kilometer is shown in order to emphasize this fact.
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Therefore, within the demand analysis, detailed knowledge of the expected
energy consumption as well as the needed peak driving power of the specific bus
route has to be obtained in order to size the battery appropriately. As also shown
by [13] it is not sufficient to use a standard drive cycle but rather the real operation
scenarios and their occurrence probability [14]. Based on that, the operating strategy
can be selected, taking the effort for the infrastructure as well as the boundary
conditions of the chosen vehicle type into account. The electrical, mechanical and
thermal development have to take place in the system design process. Life cycle
costs have to be taken into account during all steps, allowing for feedback loops if
a prior decision turns out not to result in a cost-optimized system.
Table 1. LCC parameters for electric (90 kWh) and diesel buses.
Parameter Diesel Electric
Acquisition costs 240,000 € bus
300,000 € bus (without battery)
800 €·kW/h battery
225,000 € charging infrastructure
Residual value &
multiuse
12,000 € 12 years
15,000 € bus 12 years
0 € battery 5 years
4500 € infrastructure 20 years
Charging infrastructure can be used for several
buses/lines I only calculate the infrastructure
costs proportionally in e.g., 5 buses with
a charging station at each end of the line
Diesel/Electricity costs
and price increase 1.2 €/L
6.1%/a
(Germany) 0,15 €/kWh 3.2%/a (Germany)
Inflation rates 2%
−3% bus
−12% battery (see section 3.2)
0% infrastructure
Maintenance and
additional costs 15,000 €/a Depending on installed infrastructure
Consumption 40 L/100 km 152 kWh/100 km
Efficiency - 90% battery 93% charging infrastructure
Table 2. Price per kilometer development for diesel and electric buses taking all
above explained costs into account and showing the impact of battery costs on the
overall costs per kilometer.
Bus Type 1 2 3 4 5 6 7 8 9 10 11 12
Diesel (€/km) 1.27 1.30 1.34 1.38 1.42 1.47 1.51 1.56 1.61 1.66 1.72 1.78
Electric 90 kWh (€/km) 1.64 1.64 1.65 1.66 1.66 1.52 1.52 1.53 1.54 1.55 1.48 1.48
Electric 180 kWh (€/km) 1.96 1.97 1.97 1.98 1.99 1.69 1.69 1.70 1.71 1.72 1.57 1.57
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3. System Layout Options
Table 3 gives the important parameters of a 12 m full electric public transport
bus, which is used in SEB eÖPNV. Moreover, the parameters of the Smart Wheels
inner city bus are given. While the SEB bus is a standard public transport vehicle
and therefore of interest for all routes, the Smart Wheels bus is designed for use cases
such as operation in narrow streets in old city centers as well as shuttle operation.
Figure 2 shows the two busses.
Based on these parameters a vehicle model can be parameterized to calculate
the energy demand. The main auxiliaries have to be approximated depending on
whether the full bus is electrically heated or only contains an air-conditioned driver’s
cabin. This results in a range of 4.5 to 20 kilowatts of auxiliary loads. Hence, the
heating and cooling concept has an enormous impact on the continuous energy
consumption and must be considered during system design.
Table 3. Reference system for a 12 m full electric bus used to calculate the energy
consumption on different bus routes.
Parameter Reference Bus (SEB) Smart Wheels
width 2.55 m 1.99 m
height 3.2 m 2.71 m
length 12 m 7.02 m
average time at bus stop 0.5 min
max. driving power 200 kW 120 kW
admissible total weight 18,000 kg 6,650 kg
drag coefficient 0.66
rolling friction 0.013
recuperation: absolute electrical breaking 0.8 m/s2
ratio between mechanical to electrical breaking system 0.5
drivetrain efficiency 90%
average battery efficiency 96%
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Figure 2. SEB bus (a) with 500 kW charging infrastructure and (b) Smart Wheels inner city bus. 
3.1. Estimating the Energy Demand of the Bus Route 
A Matlab/Simulink R2013b tool, which was developed at the institute, was used to estimate the 
energy consumption for a reference bus route. Detailed information on it can be found in [15]. Figure 3 
shows the structure of the tool. As measurement data on the speed and height profile might not be 
available for all routes, synthetic profiles are generated using internet map services. Next to the accurate 
driving route the bus stops are also added. Depending on the actual time table, the waiting period is set to 
at least 15 s. The maximum inner-city speed is set to 50 km per hour. Moreover, additional stops at 
traffic lights or crossings are included randomly. 
As internet map services usually do not contain detailed height information, elevation data is obtained 
from the Shuttle Radar Topography Mission (SRTM) database. Additionally to the track data, vehicle 
parameters (Table 3) have to be set and the boundary conditions such as weather and occupancy rate 
have to be chosen. The weather condition influences the power of the auxiliary devices whereas the 
occupancy rate defines the total weight of the bus. Based on the estimated profile, the vehicle 
Figure 2. SEB bus (a) with 500 kW charging infrastructure and (b) Smart Wheels
inner city bus.
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3.1. Estimating the Energy Demand of the Bus Route
A Matlab/Simulink R2013b tool, which was developed at the institute, was used
to estimate the energy consumption for a reference bus route. Detailed information
on it can be found in [15]. Figure 3 shows the structure of the tool. As measurement
data on the speed and height profile might not be available for all routes, synthetic
profiles are generated using internet map services. Next to the accurate driving
route the bus stops are also added. Depending on the actual time table, the waiting
period is set to at least 15 s. The maximum inner-city speed is set to 50 km per hour.
Moreover, additional stops at traffic lights or crossings are included randomly.
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Figure 3. Matlab/Simulink tool for the demand analysis of the bus route using
Google Maps for route planning based on the gpx (xml format for storing coordinate
data) data.
As internet map services ually do not contain detailed height information,
elevation data is obtained from the Shuttle Radar Topography Mission (SRTM)
database. Additionally to the track data, vehicle parameters (Table 3) have to be
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set and the boundary conditions such as weather and occupancy rate have to be
chosen. The weather condition influences the power of the auxiliary devices whereas
the occupancy rate defines the total weight of the bus. Based on the estimated
profile, the vehicle parameters, and the assumed boundary conditions, a full vehicle
simulation was run in Matlab/Simulink to estimate the average and maximum
energy consumption during one round.
According to the explained routine, bus route 14 of the bus network in Münster,
Germany was simulated for the layout of the SEB bus. Figure 4 shows the resulting
speed profile as well as the correlated energy consumption of the bus route for a fully
occupied bus without an electrical heating system. It shows a total consumption for
traction as well as auxiliaries of over 20 kilowatt-hours per round. Due to the high
amount of stops almost 30 percent can be recuperated leading to an overall energy
demand of 1.52 kilowatt-hours per kilometer. The daily load can be calculated and
used to choose an operating strategy based on these consumption data.
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3.2. Operating Strategy 
Knowing the energy demand of the bus route an operating strategy can be chosen. Table 4 gives an 
overview of the possible strategies as well as their pros and cons, which will be discussed more in  
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battery providing enough energy for full-day operation. An example for this is the BYD K9 [16] which is 
also exported to Europe. The system architecture of a full day operating bus is in general easier 
compared to fast charging concepts as e.g., the cooling demand for the battery system is lower due to the 
reduced peak power. In addition to that, no expensive charging infrastructure is needed. Thus, such a 
concept provides the highest flexibility within scheduling. The battery can be charged overnight using 
only a moderate charging power, which is beneficial with regard to battery lifetime. High charging 
powers have negative impacts on battery aging that must not be neglected [17]. Moreover, standard 
charging also limits the maximum amperage at the cell level. In that case, it is determined by the highest 
driving power instead of possibly needing higher charging power in the fast charging strategy. This leads 
at the same time to a higher gravimetric and volumetric energy density. In comparison to high power 
(HP) cells, high energy (HE) cells have thicker layers of active material and therefore also a higher 
energy density [18], which is superior to other battery technologies [19,20]. 
However, there are also several drawbacks for the overnight charging concept that have to be taken 
into account. First of all the needed energy content for a full day of operation results in a very large 
battery system in the range of 200–400 kilowatt-hours. This limits, in a worst-case scenario, the possible 
payload of the buses. Currently a gravimetric energy density of around 100 watt-hours per kilogram can 
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3.2. Operating Strategy
Knowing the energy demand of the bus route an operating strategy can be
chosen. Table 4 gives an overview of the possible strategies as well as their pros and
cons, which will be discussed more in detail below.
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Weight and Costs Flexibility Complexity
overnight charging + + − − − +
fast charging at intermediate stops − − + + − −
fast charging at final stops − − + + + −
The main difference can be seen in either operating the bus without recharging
in service or with an intermediate charging using a high charging power. Electric
buses from China are often equipped with a battery providing enough energy for
full-day operation. An example for this is the BYD K9 [16] which is also exported
to Europe. The system architecture of a full day operating bus is in general easier
compared to fast charging concepts as e.g., the cooling demand for the battery system
is lower due to the reduced peak power. In addition to that, no expensive charging
infrastructure is needed. Thus, such a concept provides the highest flexibility within
scheduling. The battery can be charged overnight using only a moderate charging
power, which is beneficial with regard to battery lifetime. High charging powers
have negative impacts on battery aging that must not be neglected [17]. Moreover,
standard charging also limits the maximum amperage at the cell level. In that case,
it is determined by the highest driving power instead of possibly needing higher
charging power in the fast charging strategy. This leads at the same time to a higher
gravimetric and volumetric energy density. In comparison to high power (HP) cells,
high energy (HE) cells have thicker layers of active material and therefore also a
higher energy density [18], which is superior to other battery technologies [19,20].
However, there are also several drawbacks for the overnight charging concept
that have to be taken into account. First of all the needed energy content for a full day of
operation results in a very large battery system in the range of 200–400 kilowatt-hours.
This limits, in a worst-case scenario, the possible payload of the buses. Currently a
gravimetric energy density of around 100 watt-hours per kilogram can be achieved for
state-of-the-art battery systems [21]. For the shown reference bus route with 20 trips
per bus per day, an overall energy content of 307 kilowatt-hours would be needed
if the bus is only charged overnight. The impact of this can also be shown by the
system in the research project Smart Wheels. The used vehicle has an admissible total
weight of 5650 kilograms. The demand analysis showed that a minimum energy
content of 120 kilowatt-hours would be needed to fulfill the full-day operation at
the desired circular route in Aachen. However, this would lead to a battery system
weight of at least 1100 kilograms and therefore one fifth of the overall admissible total
weight [22] which equals a reduction of the passenger load by 30%. This is, of course,
unacceptable, so recharging during operation is mandatory in that case. This was
achieved by recharging en route with 60 kilowatts. Compared to the average driving
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power of approximately 18 kilowatts, the maximum charging power is distinctively
higher and therefore the key factor on system layout.
Secondly, the batteries have to be cycled with a high depth of discharge (DoD)
in the overnight charging strategy which might enhance aging compared to smaller
cycles. As in fast charging only smaller batteries are needed anyways, the cycle depth
can be limited without a too huge influence on system weight and cost. This, however,
has to be analyzed for each cell and usage condition (cycle depth full day operation vs.
cycle depth with intermediate charging) individually. Ecker et al. for example found
a great impact from the cycle depth for an investigated cell of Li(NiMnCo)O2 [10]
whereas Wang et al. on the other hand found no influence at all for an investigated
LiFePO4 material [23]. Hence, when designing a bus without charging en route, it is
mandatory to analyze the cell’s aging in detail in order to choose a cell that shows
no huge dependency on cycle depth and to consider a slight over-dimensioning in
order to reduce the cycle depth. Moreover, it has to be emphasized once again at that
point that the higher charging power also has a negative impact on battery lifetime.
Therefore, in strategy optimization, a trade-off between these factors has to be found
depending on the used cells’ aging characteristics.
Finally, large battery systems come at a high cost. Fast charging during operation
can reduce the required battery capacity tremendously, leading to reduced vehicle
investment costs. Cost estimations for Li-ion cells in 2020 range from 200 Euros
per kilowatt-hour (Roland Berger) to over 140 Euros per kilowatt-hour (European
Council for Automotive R&D—EUCAR) down to only 77 Euros per kilowatt-hour
(United States Council for Automotive Research—USCAR) [24] and the system price
scales directly with the cell costs. Tesla already nowadays claims its system price to
be around 180 Euros per kilowatt-hour. A corresponding battery price drop from
currently 330 Euros per kilowatt-hour to 180 Euros per kilowatt-hour on pack level
in the private car sector is estimated until 2020 [25]. Therefore, system costs will be
reduced a great deal compared to current systems, which can be estimated to be in the
range of 600 to 800 Euro per kilowatt-hour in the public transport sector. However,
in contrast to electric passenger cars, no huge economy of scale effects are expected
in the public transport sector on system level. The new registrations rate is only
around 33,000 buses per year in Western Europe [26]. Of these buses, around 35%
account for the public transport sector whereas the rest of the buses are long distance
travel [27] which are not of interest in this matter. Therefore, around 11,000 new
buses are registered per year in Western Europe. This leads to an installed battery
amount of approximately 220 megawatt-hours if 20 percent are fully electrified, with
the constraint that a lot of different system architectures are needed to fulfill the
specific route demand. In comparison a 20 percent electrification of the private
car sector which is estimated by [25] (including plug-in hybrids) would mean an
installed battery capacity of 36 gigawatt-hours. In this assumption, 15 million new
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registered cars in Western Europe per year and an estimated average battery capacity
of 12 kilowatt-hours are considered. Therefore, a system price of 2.1 times the current
cell price in the automotive sector is assumed as a realistic scenario for the transport
sector, mainly driven by the price drop at the cell level. This would result in system
costs below 400 Euros per kilowatt-hour. For intermediate charging, several different
fast charging strategies are possible and shall be explained below. All of these have
in common that, in addition to the impact on the drivetrain components, the impact
on the grid and the energy price structure for the different charging regimes have to
be considered [28,29].
Charging en route is currently realized by two different strategies. It can either
be charged at the final stops of bus routes for a longer period or at several or even all
intermediate stops for a very short period. Both strategies use already existing stops.
Hence, no negative influence on the cycle times exists. On charging, either the fully
consumed energy or only part of it can be recharged. The latter results in a depleting
SoC (state of charge) during operation as can be seen in Figure 5, which depicts a
strategy comparison for Smart Wheels.
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Recharging at each bus stop mainly involves inductive charging or charging via catenary as there is 
rarely enough time for automated plugging at bus stops. Hence, most of the time, the inductive charging 
station is directly inserted in the bus stop. The most popular example for this concept is the “primove” 
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43 kWh battery with 60 kW recharging
120 kWh battery without recharging
Figure 5. Comparison of operation without recharging and recharging with a
depleting SoC during operation.
Recharging at each bus stop mainly involves inductive char ing or ch ging
via catenary as there is rarely enough time for auto a ed plugging at bus stops.
Henc , most of the time, the inductive charging station is directly inserted in the
bus stop. The most popular example for this concept is the “primove” system from
Bombardier [30]. Regarding pantograph systems especially, potentially existing
electric tram or trolley bus systems within the cities can be taken into account to
minimize the effort for the infrastructure tremendously [31]. As there are several
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common voltage levels up to 800 volts for tram catenaries, it has to be ensured
that it is applicable for the bus voltage system. Examples for a catenary system are
the System Electric Bus Rapid Transit from Siemens [32] and the multipole design
charging pantographs of Schunk [33]. The connection to an existing DC (direct
current) system results in greater flexibility as no huge infrastructure adaptations are
needed, at the cost of greater complexity and weight at the bus side because chargers
have to be installed in every vehicle. Therefore, this can be especially favorable for a
small electric bus fleet if investment in the charging infrastructure would otherwise
not pay back. Without the possibility of an existing DC feeding system, the grid
connection especially is a cost-driving factor that needs to be considered carefully
due to the required installation power that will not be available at a decent price at
all bus stops.
4. System Design
Having decided on a charging strategy and therefore on the needed energy
content of the battery, the system design process can be initiated. The left-hand side
of Figure 6 shows a general overview of the components of a battery system that
will be explained more in detail in the following. Moreover, in the right-hand side of
Figure 6, a picture of the Smart Wheels’ pack is given as a real life example. Different
topologies are possible depending on the desired output voltage and the chosen
cells [34]. Most of the current battery systems are built with a simple, strictly serial
connection. However, there are also reasons to favor a more complex topology that
connects smaller cells in parallel either on cell (parallel-series connection) or string
level (serial-parallel) or consists of more than one pack.
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By connecting more cells in parallel, the redundancy is enhanced as a single
cell fault does not necessarily lead to a failure of the complete system. Moreover,
there is always a spread in the aging of the single cell capacities as shown in [35].
This can be statistically lowered by building the mean over several cells in a parallel
connection [21]. With two independent packs the operation can be continued also in
case of an error such as a too high temperature in one of the systems. This can be
achieved either by connecting two identical packs directly in parallel or by connecting
the packs via dc-to-dc converters to a common dc-link as shown in Figure 7. The
latter offers the highest flexibility as two completely different packs can be used
and it is possible to have unsymmetric loads on the packs [21]. If one DC-to-DC
converter per pack is used as shown in the lowest scheme in Figure 7 the DC-link
voltage is adjustable. This offers further flexibility in the drivetrain design at the cost
of a higher complexity due to the additional power electronics and control effort.
In the research projects used as references here, the packs were connected directly
in parallel to enable at least a limp-home mode but limit the additional effort at the
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crash-resistant to absorb the energy in case of an accident. This was, for example, done within the 
research project e performance [36]. 
The voltage level of the system is defined by the internal connection of the cells. If a topology without 
DC-link is chosen, the battery voltage sets the voltage level of the traction inverter at the same time. 
Therefore, many of today’s electric public transport buses are designed with a voltage of 700 to 800 volts 
as the needed driving power is also quite high and standard electronic components from the industry 
sector can be used in the converters. Moreover, it is the voltage already used for trolley buses and 
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A further benefit of a distributed architecture is that the packs can be installed
more easily outside the crash zones of the vehicles. This way, harmful deformation of
the single cells can be prevented without the need for a strong housing for the
batteries. If an installation outside the crash zones is not possible for a given
vehicle type, further architectures can be considered that e.g., make the cell modules
crash-resistant to absorb the energy in case of an accident. This was, for example,
done within the research project e performance [36].
The voltage level of the system is defined by the internal connection of the cells.
If a topology without DC-link is chosen, the battery voltage sets the voltage level
of the traction inverter at the same time. Therefore, many of today’s electric public
transport buses are designed with a voltage of 700 to 800 volts as the needed driving
power is also quite high and standard electronic components from the industry
sector can be used in the converters. Moreover, it is the voltage already used for
trolley buses and therefore further components are already on the market from this
application as well.
4.1. Cell Selection
As already stated beforehand, the load profile in public buses can be predicted
quite well. Hence, it is important to select a cell that best meets the specific
requirements depending on the chosen operating strategy. Influencing factors are
the chemistry, the estimated cycle depth, the charging strategy, and due to that, the
peak power and the cooling demand. In Table 5 an overview of the most promising
chemistries for public transport and their pros and cons are shown.
Table 5. Comparison of Li-ion battery chemistries with potential interest for public













NMC + # + + − #
LFP − # + − − +
LTO − + ++ − + +
The different li-ion cell types are usually named by their cathode material as
the anode material is classically carbon-based, such as graphite or hard carbons [37].
An exception with a new anode material is lithium titanium oxide (LTO) cells that
are of potential interest in public transport due to their superior cycle lifetime, high
power capability during charging [38] and good deep temperature behavior at the
cost of lower voltage and therefore lower energy density compared with standard
materials. The deep temperature behavior is of particular interest for public transport
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as recharging also has to be possible at deep temperatures. This is true for LTO as, in
contrast to the conventional anode materials, lithium plating cannot occur. The lack of
the risk of lithium plating is also the reason for the high admissible charging powers.
Yet, this also depends on the internal structure of the cell. The four basic materials
used on the cathode side are lithium cobalt oxide (LCO), lithium nickel oxide (LNO),
spinel lithium manganese oxide (LMO) and lithium iron phosphate (LFP). Due to the
high costs of pure LCO [39], its low thermal stability and fast capacity loss at high
currents [39] as well as the lifetime issues of LNO [40], mixtures of the first three
materials are often used, namely lithium nickel cobalt aluminum oxide (NCA) and
especially lithium nickel manganese cobalt oxide (NMC). The ratio of the materials
in NMC can be chosen in a wide range in cell design. Yet, often a 1/3-1/3-1/3
can be found which has a similar specific energy and operation voltage to LCO at
significantly lower costs. As the voltage curve of NMC is comparatively steep, the
management and especially SoC estimation is comparatively easy. Moreover, no
hysteresis effects have to be taken into account. LFP cells offer a higher safety due to
their thermal stability and a good power capability at the drawback of a relatively
low average potential and therefore also energy density [39]. Summing up, it can be
stated that NMC, LFP and LTO are particularly of potential interest for use in public
transport. Many current systems on the market in public transport feature NMC
cells due to the superior energy density in comparison to LFP and LTO. The two
reference systems, SEB and Smart Wheels, were also built using NMC cells mainly
due to that positive effect. However, the BYD e-bus features LFP cells, and large
field tests in Munich and Vienna are also run with this chemistry. Even LTO cells can
already be found, for example with the Proterra’s EcoRide BE35 as well as Microvast,
a manufacturer of LTO packs that is currently running buses in China, Hongkong,
London and in The Netherlands.
The performance and especially the lifetime of cells with identical size and
chemistry can widely differ. This risk is assessed through aging tests on a battery
test bench with the corresponding application load profile as well as general
parameterization and aging tests. During the cell selection process, suitable
lithium-ion cells with a high charging power capability in case of a fast charging
strategy have to be identified first. The resulting power profile of the energy
consumption simulation can be downscaled to cell level and extended by a
subsequent charging according to the chosen strategy. This procedure represents
the application sufficiently and ensures realistic test conditions. Furthermore, the
test results provide information about the cell performance at its end-of-life, which
has to be taken into account as a worst-case scenario in the dimensioning of the
cooling system.
Regarding the detailed aging analysis, calendric as well as cyclic aging have to
be considered individually and added up to obtain the overall aging depending on
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the usage scenario [41]. Usually several cells are tested per test condition in order to
take the cell spread into account [10]. In calendric aging, the influence of temperature
and storage SoC are analyzed in particular. For cyclic aging, the DoD, the mean
SoC and temperature and current in both, charging and discharging, have to be
considered [20]. In Figure 8, an example of an aging test analyzing the DoD at a
2C cycling at 30 ◦C is shown. The tested cells are Kokam pouch cells such as those
used in Smart Wheels and SEB. It shows the evident impact of the DoD on the aging
speed. Yet even at 80 percent DoD, a sufficient cycle lifetime for public transport
was achieved.
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found in some of the axial cells due to the connection to the terminals [44]. Therefore, cooling via the 
surface is not only more difficult due to the shape but also less effective. Regarding prismatic cells,  
one might assume that sufficient cooling can always be achieved via the ground plate. However,  
the shape of the jelly roll has to be taken into account. In some prismatic cells the jelly roll is positioned 
at a 90-degree angle to the tabs and therefore no good thermal linkage to the ground plate can be 
assumed, as the radial thermal conduction of the roll is relatively small and only a thin part of the cell is 
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Regarding the cooling demand, the cell geometry has to be taken into account.
Cells types are divided into round cells, prismatic cells a d pouch bag cells, which
are shown in Figure 9. Whil pou h cells are r lat vely easy to cool due to their
large surfa e area and the thin housing, the predominant direction of th thermal
conduction of round cells is axial [42,43]. Moreover, a large temperature gradient
can be found in some of the axial cells due to the connection to the terminals [44].
Therefore, cooling via the surface is not only more difficult due to the shape but also
less effective. Regarding prismatic cells, one might assume that sufficient cooling
can always be achieved via the ground plate. However, the shape of the jelly roll
has to be taken into account. In some prismatic cells the jelly roll is positioned at
a 90-degree angle to the tabs and therefore no good thermal linkage to the ground
plate can be assumed, as the radial thermal conduction of the roll is relatively small
and only a thin part of the cell is in close contact with the housing in that case, as can
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be seen by the internal structure in Figure 9. Yet if there is a thick enough metal cell
casing it can be accounted for as a compensation for the bad connection, as in that





Figure 9. (a) Pouch (back), round (left) and prismatic (right) cell and (b) corresponding 
CAD model of the internal structure of the 5 Ah prismatic cell. 
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and precharge circuit is mandatory. Systems consisting of multiple packs are either controlled by a joint 
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 Interconnection of packs, 
 Control of the admissible charging power, 
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Figure 9. (a) Pouch (back), round (left) and prismatic (right) cell and (b) corresponding
CAD model of the internal structure of the 5 Ah prismatic cell.
4.2. Battery Management System
The battery management system (BMS) for transport applications is mostly set
up in a master-slave architecture as shown in Figure 10. Next to the measurement on
the cell level, a measurement of the pack voltage and string currents (HV-interface)
as well as a control of the safety devic s s ch as the switches and precharge circuit
is mandatory. Systems consisting of multiple packs are either controlled by a joint
master or operated completely independently to expand the redundancy. The master,
as the main intelligence of a battery, has various responsibilities [45]:
• Vehicle communication,
• Plausibility check of measurement values,
• Interconnection of packs,
• Control of the admissible ch rging power,
• Control of the switches as well as the precharge circuit,
• Adherence to threshold values such as end of (dis)charge voltages and temperatures,
• Monitoring of the state of health of the battery,
• Power prediction during operation, and
• Supervision of insulation-resistance.
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Figure 10. Structure of the battery management system on software and
hardware side.
These functions on the software side of the BMS can be structured according to
Figure 10. Battery states such as state of charge (SoC), state of health (SoH) and state
of function (SoF) are calculated by the measured current, voltage and temperature of
the single cells. They are needed for the further electrical and thermal management of
the battery as well as the balancing routines which are needed to minimize the spread
between the single cells in a serial connection. Regarding SoC estimation, different
techniques are mostly combined, consisting of a full charge detector, an open circuit
voltage module (see e.g., [46]) as well as an ampere hour balancing routine. The state
of charge is a critical factor when it comes to electric vehicles, as a lot of the further
management strategies are based on it. An example for this is the power prediction
being directly dependent on the remaining SoC. With a faulty SoC showing high
values, the voltage can drop significantly during a high power discharge pulse. By
this means, a cut off voltage can be reached, resulting in a limitation of the available
power which might not fulfill the actual demand anymore. Keeping an accurate SoC
estimation over a long time period is challenging, especially if only rare full charge
events are present, allowing for a reset of the algorithms. For electric buses this is an
issue, especially if only fast charging is applied without a regular standard charge
during night. Hence, sophisticated methods to improve accuracy are needed. This
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can be done, e.g., by Kalman filters [47]. A detailed overview and comparison of
further existing methods is provided by [48].
For each cell in the series connection, a voltage measurement and balancing
architecture is needed. These cell controller modules (light blue) are responsible for
the preprocessing of the measured data (cell voltages and temperatures). They are
usually located in close physical proximity to the actual battery modules/cells to
minimize the length of the measurement cables. The importance of the low level data
preprocessing has to be emphasized, as there are wide spectra of noise. In particular,
high currents in combination with the short switching times of the inverter result in a
strong electro-magnetic field and a wide spectrum of possible emissions [49]. Hence,
suitably adapted lowpass filters for both temperature and voltage measurement
are needed to limit measurement inaccuracies. As shown in [50], a low filtering
has a huge impact on the measurement values and limits the usability of the data
and therefore the reliability and stability of the overall system. In this context, a
tradeoff between the generally desired high dynamic of the measurement and the
filtering has to be found for each signal individually. Voltage and current values
are needed at a high sampling rate whereas a higher time constant is admissible
for the temperature values to limit the interferences due to the converters. The
communication of these values between cell controller modules and BMS master is
usually done by a battery internal CAN bus or alternative bus protocols such as I2C.
Regarding the temperature measurement, it is furthermore important to mention
that usually the cell monitoring chips offer less temperature channels than voltage
measurements. Moreover, measuring the temperature of each cell would be quite
costly. Hence, in current battery systems, not all cell temperatures will be monitored
individually. By thermal models of the packs the single cell temperatures can be
calculated in normal operation mode by the existing temperature measurements.
This, however, does not allow for a safe detection of a malfunction within a battery
system leading to the possible risk of a thermal runaway. In order to prevent that,
two different strategies shall be proposed. To simply detect already a temperature
higher than a given threshold without measuring the actual temperature of each cell,
a bimetal circuit can be used [50]. This comes at comparatively low additional effort
and costs. Another more complex method is to use the already existing cell controller
modules to detect the temperature by a correlation to the electrical impedance that
can be measured within certain limitations, also online.
Next to the voltage measurement, the balancing is either realized by a passive
or active balancing method. Passive balancing is realized by discharging the cells,
having a higher voltage than a specific threshold, by a resistor and thus converting
electrical energy to heat. Active balancing in contrast shifts the energy from one cell
in the string to the others or another specific cell via an active converter [51,52] and
is therefore more efficient than passive cell balancing. Whether an active balancing is
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beneficial on system level depends on the one hand on the aging spread of the cells
and on the other hand on the usage scenario. The higher the aging spread the higher
the benefit of the active system as it enables to even balance the cell voltages not only
during the full charge but also during the discharge phase. This goes along with the
dependence on the usage scenario as it will be especially of interest to balance also
during discharge if full cycles are applied to the battery as this results in a higher
possible driving range.
4.3. Passive Components
All parts within a battery system that do not directly add to the energy and
power density are referred to as passive components. Next to the already discussed
BMS, the safety devices in particular have to be considered as they are not negligible
regarding weight and costs of the system. These safety systems (see Figure 10)
usually consist of two main high-voltage switches (both poles of the battery) and a
precharge circuit to disconnect the battery from the rest of the drive train in case of
emergency and during standstill. The precharge circuit is needed on reconnecting as
otherwise a high inrush current would occur due to the voltage difference between
battery and DC-link. The input capacitors of the converter cannot withstand the
high current, but also the switches and the cells themselves are not rated for such
high currents even though it is only a pulse load [50]. The precharge resistor can be
sized by the input capacitance and the time it takes until the current drops under
a boundary value that is admissible for the whole circuit. Moreover, the peak and
overall power that have to be dissipated by the resistor have to be considered in the
design process. Additionally to the interruption of the circuit by switches, a fuse is
added on one or both poles to prevent the battery from further damage in case of
an external short. Mostly, the device for evaluating the insulation resistance is also
fitted into the battery and a service plug is added to assure lower voltages e.g., for
maintenance periods.
In Figure 11 the weight ratio of the components of the Smart Wheels’ battery
system (see Figure 6) is given. It can be seen that the cells account for approximately
two thirds of the overall weight, which is 430 kilograms for around 44 kilowatt-hours.
With a gravimetric energy density of 100 kilowatt-hours per kilogram, an equal
energy density to that of the BMW i3 was achieved [53]. As the pack is mounted
under the floor, the housing is also quite massive, and due to the fast charging, a
liquid cooling system is needed, adding additional weight as well. The cell connectors
account for almost 6 percent of the weight. However, this could be greatly reduced
by welding the cells in mass production [22]. Yet the passive components account
for 4 percent of the overall system, with the switches and fuses being the heaviest
components. This weight greatly depends on the current rates. Moreover, it has to
be kept in mind that when distributing the system in several packs especially the
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heavy components such as fuses and switches are needed in every pack. Hence,
a tradeoff has to be found between reliability and flexibility on the one hand and
system weight and achievable energy density on the other. To reduce needed space,
weight and costs of the passive components, they should be directly integrated in
the battery pack instead of a separate housing. This improves safety while keeping
the switches in the closest possible proximity to the battery cells and ensuring there
are no additional live parts within the vehicle in case of an emergency [50].
Energies 2015, 8 6731 
 
 
to the battery cells and ensuring there are no additional live parts within the vehicle in case of an 
emergency [50]. 
 
Figure 11. Weight distribution of the battery system in Smart Wheels. 
Another important point regarding the passive components is their heat generation and how they 
might influence each other. Switches in particular, which are normally held actively shut by an 
electromechanic coil system, emit a significant amount of heat as can be seen in Figure 12. In the first  
10 min the battery system was operated but in standby, so no load was drawn. Still, the switch 
temperature raised around 7 degrees Celsius as the switches were actively held shut. At the same time, 
fuses, which are normally melting fuses with a distinct tripping characteristic, are directly influenced by 
a rise in ambient air and should therefore not be sized with too narrow a margin or placed in close 
proximity to the switches. In the figure it can be seen that during load, the temperature of the fuse shows 
the strongest increase, but it cools down rapidly again in the following standstill period. In a sealed 
environment, care has to be taken in terms of how the heat can be dissipated by, e.g., only mounting the 
component on materials with good thermal conductivity. 
 
Figure 12. Heat up process of different pack components under load. 
Figure 11. Weight distribution of the battery system in Smart Wheels.
Another important point regarding the passive components is their heat
generation and how they might influence each other. Switches in particular, which
are normally held actively shut by an electromechanic coil system, emit a significant
amount of heat as can be seen n Figure 12. I he first 10 min the batt ry system was
operated but in standby, so no load was drawn. Still, the switch temperature raised
around 7 degrees Celsius as the switches were actively held shut. At the same time,
fuses, which are normally melting fuses with a distinct tripping characteristic, are
directly influenced by a rise in ambient air and should therefore not be sized with too
narrow a margin or plac d in close proximity to the switches. In the figu e it can be
seen that during load, the temperature of the fuse shows the strongest increase, but it
cools down rapidly again in the following standstill period. In a sealed environment,
care has to be taken in terms of how the heat can be dissipated by, e.g., only mounting
the component on materials with good thermal conductivity.
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4.4. Thermal Management
Availability of the vehicle is of great importance in public transport. Excessively
high or low temperatures for the battery can be potential limiting factors in that
regard. At the same time, the usage scenario in a continuous full day operation in
combination with fast charging is quite demanding in terms of thermal management.
Therefore, an application-designed cooling system is mandatory. Moreover, as
explained in Subsection 4.1 of this section, in contrast to common vehicle applications,
the full life cycle of the batteries will be exploited. Hence, realizing a lower average
operation temperature has a direct impact on the system lifetime.
The design goals of the cooling system have to fulfill several tasks:
• Lower the maximum temperature to reduce aging,
• Prevent deep temperature charging to avoid Lithium-plating,
• Limit the temperature gradient within the cell to prevent uneven usage of the
material within the cell, and
• Limit the temperature gradient within the pack to minimize the aging
diversification of the cells.
As shown in [35] the aging spread of the cells is quite high and cannot be limited
by sorting the cells by their initial capacity. This effect is even more enhanced by a
temperature gradient among the cells used as the Arrenhius equation [54]. According
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to a rule of thumb, a doubling of aging results from a ten degree temperature increase.
Therefore, it is advised rather to go for the smallest possible pack gradient instead of
aiming to decrease the peak temperature a bit further in consideration of the design
tasks. Liquid cooling topologies favorable for this are bifilar cooling or a parallelized
cooling structure with adjusted flow rates in the different channels [50].
In Figure 13 it can be seen how the gradient among the cells of the two Smart
Wheels’ packs changes during two hours of operation in cold ambient conditions.
On the left hand side of the figure the temperature distribution in the mornings
before operation is given. All cells have similar temperatures resulting in a normal
distribution within the system. The slight existing differences can be explained by
inner and outer cells. The center part of the system is still slightly warmer due to the
huge heat capacity of the system and the coldest cells are located directly next to the
housing as the packs are mounted underfloor. However, after 2 h of operation a clear
separation in two groups with a delta of 1.5 to 2 degrees Celsius each can be found.
This behavior can be explained by one pack being mounted at the vehicle’s front
axle with a higher cooling due to the air flow. In contrast, the other pack is mounted
behind the rear axis and due to the shape of the vehicle under the floor mostly
protected against the air flow. However, within the packs the temperature gradient





Figure 13. Temperature distribution within the two Smart Wheels’ battery packs before  
(a) and after (b) two hours of driving. 
5. Conclusions 
In this work, an overview was given on how a successful electrification of the public bus sector can be 
achieved with battery-powered buses. It was shown that for an optimized system, not only the vehicle 
itself but also the charging strategy and the charging infrastructure have to be taken into account.  
A detailed knowledge of the expected load profile and usage scenario is mandatory. Within the battery 
system, several different topologies are conceivable depending on the cells used, offering different 
degrees of reliability and freedom. There is not a standard solution valid for all applications. Rather it is 
necessary to analyze and to design the battery system and the charging concept according to the local 
situation and demand. During system design it is important, after close management, to also take the rest 
of the passive components and the cooling into account to produce a system that is competitive with 
diesel buses and has a satisfactory lifespan. 
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Improved Adaptive Droop Control Design
for Optimal Power Sharing in VSC-MTDC
Integrating Wind Farms
Xiaohong Ran, Shihong Miao and Yingjie Wu
Abstract: With the advance of insulated gate bipolar transistor (IGBT) converters,
Multi-Terminal DC (MTDC) based on the voltage-source converter (VSC) has
developed rapidly in renewable and electric power systems. To reduce the copper
loss of large capacity and long distance DC transmission line, an improved droop
control design based on optimal power sharing in VSC-MTDC integrating offshore
wind farm is proposed. The proposed approach provided a calculation method for
power-voltage droop coefficients under two different scenarios either considering
local load or not. The available headroom of each converter station was considered as
a converter outage, to participate in the power adjustment according to their ability.
A four-terminal MTDC model system including two large scale wind farms was set
up in PSCAD/EMTDC. Then, the proposed control strategy was verified through
simulation under the various conditions, including wind speed variation, rectifier
outage and inverter outage, and a three-phase short-circuit of the converter.
Reprinted from Energies. Cite as: Ran, X.; Miao, S.; Wu, Y. Improved Adaptive Droop
Control Design for Optimal Power Sharing in VSC-MTDC Integrating Wind Farms.
Energies 2015, 8, 7100–7121.
1. Introduction
Renewable energy especially large scale wind power generation, is rapidly
becoming an alternative to traditional generation technologies due to less pollutant
emission. However, large scale wind farms are often located in remote areas. Given
the large capacity and long distance wind power bulk, the high voltage direct
current (HVDC) based on voltage source converter (VSC) is considered to be a
feasible solution to transmitting wind power because of its great advantages [1].
VSC-HVDC can control active and reactive power independently, especially as it is
able to provide black-start capability [2,3], whose typical topology of two-terminal
VSC-HVDC system is shown in Figure 1. Multi-terminal DC (MTDC) grids are
foreseen as an alternative solution to point-to-point connections owing to their
increased redundancy and higher flexibility [4]. Intensive researches have recently
been conducted to resolve various technical issues in the VSC-MTDC system, such
as locating and isolating of DC faults [5], operation and control of MTDC grid
integrating wind farms and so on [6,7]. In order to improve the capacity and
378
stable operation of MTDC, X. Chen et al. [8] have studied the control methods
of hybrid MTDC grid integrating wind farms, and proposed corresponding control
strategies. B. Silva and his colleagues [9] have done researches into fault ride through
capacity of VSC-MTDC grid. However, there are few studies on control strategies
for reducing the copper loss of MTDC grid integrating wind farms under different
operation condition.
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The stable operation condition of VSC-MTDC is to guarantee the constant DC voltage control. DC 
voltage control mainly includes two types of control strategy: One is the master-slave scheme [10,11], 
and the other is DC voltage droop control [12,13]. Master-slave control needs communication system 
between different converters. One of the converters is chosen to control DC voltage of VSC-MTDC to 
compensate power losses, which is similar with the role of a slack bus in an AC power system, while other 
converters utilize the constant power control scheme. The duty of DC voltage droop control is to share 
imbalanced instantaneous power among two or more VSC terminals according to value of slopes [14]. 
As for the above control strategies, the active and/or reactive power reference or values of slopes will 
change the power flow of whole power system, thus affecting copper loss of VSC-MTDC system. 
According to Haileselassie’s study [12], DC voltage droop control is considered more reliable than the 
master-slave scheme due to power balancing, so steady operation of MTDC grids should not depend on 
a main VSC-HVDC terminal. 
Then there are two problems we will face: One is how to reduce copper loss as VSC-MTDC operates 
steadily, the other is how VSC-MTDC will react to power imbalance caused by the outage of one or 
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(VSC-HVDC) system.
The stable operation condition of VSC-MTDC is to guarantee the constant
DC voltage control. DC voltage control mainly includes two types of control
strategy: One is the master-slave scheme [10,11], and the other is DC voltage droop
control [12,13]. Master-slave control needs communication system between different
converters. One of the converters is chosen to control DC voltage of VSC-MTDC
to compensate power losses, which is similar with the role of a slack bus in an AC
power system, while other converters utilize the constant power control scheme.
The duty of DC voltage droop control is to share imbalanced instantaneous power
among two or more VSC terminals accor ing to value of slopes [14]. As for the
above control strategies, the active and/or reactive power reference or values of
slopes will change th po er flow of whole p wer system, thus affecting copper
loss of VSC-MTDC system. According Haileselassie’s study [12], DC v ltage
droop control is considered more reliable than the master-slave scheme due to
power balancing, so steady operation of MTDC grids should not depend on a main
VSC-HVDC terminal.
Then there are two problems we will face: One is how to reduce copper loss
as VSC-MTDC operates steadily, the other is how VSC-MTDC will react to power
imbalance caused by the outage of one or more converter stations. The concept
and working principle of droop control have been proposed for power sharing and
frequency through VSC-MTDC grid [15–17]. Haileselassie’s group [12] has discussed
the impact of DC voltage drops on distribution of DC grid balancing power, and
concluded that the DC voltage droop coefficient determined the degree of power
sharing. Rouzbehi et al. [18] has studied the voltage-droop strategy based on optimal
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DC power flow, all converters operate normally. However, the references above
merely considered fixed droop coefficient, ignoring actual operational condition
of VSC-MTDC. In another study, Chaudhuri et al. [19] considered the particular
operating condition of each converter, presented available headroom, and proposed
an adaptive droop control scheme for appropriate power sharing. In our study, to
solve the two problems of VSC-MTDC above, an improved droop control would be
proposed to minimize copper loss of the whole MTDC system integrating large scale
wind farms under two different scenarios considering local load or not. On the basis
of reducing copper loss, the available headroom of each converter station is taken
into account in case of the outage, and then an adaptive improved droop control is
proposed to improve the dynamic response ability of converters.
The rest of this paper is organized as follows. Modeling and control of MTDC
are introduced in Section 2, followed by Sections 3 and 4 which propose the improved
droop control strategy and post-contingency operation state. Then we validated this
droop control of VSC-MTDC in EMTDC/PSCAD in Section 5, and drew conclusions
in Section 6.
2. Modeling and Control of MTDC
In terms of the point-to-point VSC-HVDC links, one converter station is used to
maintain DC link voltage which acts as a slack/swing converter station. The other
stations operate in power control mode to ensure the scheduled power exchange.
2.1. Converter Modeling
The main circuit topology of converter for VSC-HVDC is composed of a
conventional two-level six-bridges pulse width modulation (PWM) voltage source
converter [20,21], which is shown in the Figure 2. In Figure 2, Us refers to fundamental
component of AC bus voltage, Uc is the fundamental component of converter’s




Us parameter R and X are the inductance
and resistance of phase reactor of the VSC respectively, and capacitor C f represents
the shunt filter.
Ignoring the resistance R and harmonic components, the active and reactive
power absorbed by VSC-HVDC system is given in [22], because the angle δ is very
small, then sinδ = δ, cosδ = 1 active and reactive power absorbed by VSC are






where, X = ωL is the reactance of the inverter;ω is the nominal angular frequency
of AC system. Figure 2 shows a schematic diagram of VSC connected to an AC grid.
The AC-side dynamics of the converter can be expressed by the following equation




where, iabc represents the current flowing through interfacing reactor and
coupling transformer.
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A synchronous d-q reference approach is conventionally employed to facilitate
VSC-HVDC control, and the positive-sequence three-phase voltages Usabc and currents
iabc are transformed to d-q components Usdq and idq using Park Transformation.
















where, Usd and Usq are the voltage at d-axis and q-axis respectively; id and iq are the
current at d-axis and q-axis respectively. In the synchronous d-q reference frame, the
dynamics of VSC in Equations (3) and (4) can be expressed as follows
Usd −Ucd = L
did
dt
+ Rid −ωLiq (5)
Usq −Ucq = L
diq
dt
+ Riq +ωLid (6)
where, Ucd = MUdcsinδ/2; Ucq = MUdccosδ/2.
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The instantaneous active and reactive power absorbed by VSC in dq-axis are




It can be seen from Equation (1), the angle and amplitude of ac voltage for
VSC-HVDC system determine the absorbing of active and reactive power, and the
following expressions could be obtained
(i) Angle of phase shifting: δ = arctan UcqUcd






Therefore, according to Ucd, Ucq and Udc of VSC, both of the modulation index
M and angle δ are obtained, to realize the independent control of active power and
reactive power of VSC-HVDC.
2.2. Control Method of VSC-MTDC Integrating Wind Farm
As for the long distance and large transmission capacity VSC-MTDC system, the
copper loss is substantial due to large resistance and imperfect power distribution of
each DC power transmission line. To reduce copper loss of VSC-MTDC, we proposed
an improved droop control strategy, the basic idea of which is as follows: Any one
inverter converter of VSC-MTDC is chosen as a benchmark converter, and fixed
droop control method is used, then the signals of power output for benchmark
inverter station are transmitted to other inverter stations. Droop coefficient of
other inverter stations would be adjusted according to power difference between
benchmark inverter stations and other ones adaptively. The concrete implementation
process will be realized in the following paragraphs.
In this paper, a four-terminal HVDC system will be considered two large-scale
offshore wind farms are integrated into this four-terminal HVDC system. As is
shown in Figure 3, each offshore wind farm contains its local AC network to connect
individual wind farms, and each feeder is to convert the AC into DC fed to the
HVDC network.
In Figure 3, there are two wind farms feeding power by cables 1 and 2 which are
joined together with cable 5 at the offshore connection point. The transmitted power
is then divided among cables 3 and 4 into two VSC stations. In general, the control
strategies for sending and receiving feeders for VSC are different. In this study, the
VSCs of sending feeder and receiving feeder are controlled by power synchronization
control, and offshore VSC is connected to the wind farm. The control strategy is
holding a constant magnitude of ac voltage and frequency so that power generated
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by wind farm can be dispatched. In addition, the control strategy of onshore VSC is
holding a constant DC voltage, to realize the power balance of VSC-MTDC system.
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Figure 3. Wind farms integration in a four-ter i
2.2.1. Control of VSC for Offshore Wind Farm
The equivalent circuit of wind farm connected to VSC station is shown in
Figure 4. Ignoring resistance R and harmonic components of VSC, voltage and
current of ac side are described as follows{
C1 pUWM = IWM − ICV
R1 ICV + L1 pICV = UWM −UCV
(8)
In the analysis, Equation (8) is expressed in dq-axis coordinate system, which is
given by {
IWMd − ICVd = C1 pUWMd −ωC1UWMq
IWMq − ICVq = C1 pUWMq +ωC1UWMd
(9)
{
UWMd −UCVd = (R1 + pL1)ICVd −ωL1 ICVq
UWMq −UCVq = (R1 + pL1)ICVq +ωL1 ICVd
(10)
where, p = d/dt is differential operator.
383
Energies 2015, 8 7105 
 
 
a constant magnitude of ac voltage and frequency so that power generated by wind farm can be 
dispatched. In addition, the control strategy of onshore VSC is holding a constant DC voltage, to realize 
the power balance of VSC-MTDC system. 
2.2.1. Control of VSC for Offshore Wind Farm 
The equivalent circuit of wind farm connected to VSC station is shown in Figure 4. Ignoring resistance R 




CV CV WM CV
C pU I I
R I L pI U U
 
    (8)
In the analysis, Equation (8) is expressed in dq-axis coordinate system, which is given by 
1 1
1 1
WMd CVd WMd WMq
WMq CVq WMq WMd
I I C pU C U
I I C pU C U
  




WMd CVd CVd CVq
WMq CVq CVq CVd
U U ( R pL )I L I
U U ( R pL )I L I
   
    
 (10)
where, d/dtp   is differential operator. 
 
Figure 4. Equivalent circuit of wind farms connected to VSC station. 
According to Equation (9), voltage loop control would be built, then reference value of current loop 
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Simplified schematic diagram of control strategy is shown in Figure 5. Back-to-back PWM converters 
are used for variable speed wind power generation. 
 







Figure 4. Equivalent circuit of wind far ected to VSC station.
According to Equation (9), voltage loop control would be built, then reference
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(11)
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re f
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(12)
Simplified schematic diagram of control strategy is shown in Figure 5.




Figure 5. Control block diagram of VSC offshore wind farm. 
2.2.2. Control of VSC for Onshore Stations 
Onshore VSC stations would be controlled by improved adaptive droop control method. Firstly, this 
control strategy is holding a constant DC voltage and realizing the power balance of VSC-MTDC 
system. Secondly, the optimal power distribution between DC transmission lines will be realized, and 
copper loss of VSC-MVDC system will be reduced. The diagram of the improved adaptive droop control 
strategy for onshore VSC is shown in Figure 6. 
 
Figure 6. Control block diagram of onshore VSC. 
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scheduled active power, the other operates in DC voltage control mode to provide constant DC voltage 










































































































Figure 5. Control block diagram of VSC offshore wind farm.
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2.2.2. Control of VSC for Onshore Stations
Onshore VSC stations would be controlled by improved adaptive droop control
method. Firstly, this control strategy is holding a constant DC voltage and realizing
the power balance of VSC-MTDC system. Secondly, the optimal power distribution
between DC transmission lines will be realized, and copper loss of VSC-MVDC
system will be reduced. The diagram of the improved adaptive droop control
strategy for onshore VSC is shown in Figure 6.
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Figure 6. Control block diagra of onshore VSC.
3. Improved Adaptive Droop Control in VSC-MTDC
3.1. Fixed Droop Method
As for two terminal VSC-HVDC links, one station operates in active power
control mode to ensure scheduled active power, the other operates in DC voltage
control mode to provide constant DC voltage for the system and supply power loss
due to line resistance, which acts as a slack VSC converter station. As for VSC-MTDC
grid, if one or more converters follow an outage, remaining ones should share
power gap in certain appropriate proportion. Droop coefficient is very important
at different converter stations in that it determines how a power imbalance will be
shared among converters, which has been discussed in [12]. If droop coefficient
is identical, remaining converters are required to share power imbalance at equal
ratio. On the other hand, if droop coefficient is unequal, the higher ones would have
dominant contribution from active power control loop.
However, actual load condition has not been considered in a fixed droop control.
In fact, if a converter follows an outage, some converters may achieve the upper limit
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of their capacity, though they are unable to share more power imbalance. In addition,
the issue needs to be settled as to how much power ratio should be shared for each
remaining station to realize minimum copper loss of VSC-MTDC. Adaptive droop
control can solve these problems and will be described in the next subsection.
3.2. Design for Minimum Copper Loss
The relationship of power sharing between receiving end feeders is shown in
Figure 7. It can be seen from Figure 7 that Ut and It are the voltage and current
at sending end, UGSx and UGSy are the receiving end converter voltages, IGSx and
IGSy are receiving end currents, RGSx and RGSy are resistance at receiving end. The
voltage equations of receiving end for VSC-MTDC system are expressed as{
Ut = UGSx + IGSxRGSx
Ut = UGSy + (It − IGSx) RGSy
(13)
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Figure 7. Power sharing between receiving end feeders. 
The copper loss of VSC-HVDC between receiving end feeders is given by 
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Figure 7. Power sharing between receiving end feeders.
The copper loss of VSC-HVDC between receiving end feeders is given by
Plossscopper = RGSx I
2
GSx + RGSy (It − IGSx)
2 (14)
Then Equation (14) is differentiated with respect to IGSx, then equating to
zero. According to reference [24], the power sharing ratio for minimum copper
loss b tween two feeders is nversely proportional to feeder resistances
dPlossscopper
dIGSx








The power loss is minimized if the voltage magnitudes of different receiving
end converters are the same [24]. If there are n cables between receiving end feeders,
the power sharing ratio for minimum copper loss of VSC-MTDC system is as follows
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(17)
3.3. Improved Adaptive Droop Control
To reduce copper loss of VSC-MTDC grid, optimal strategy of power sharing
based on discussions in the paragraph above is proposed, and the concrete
implementation process is as follows. As for the MTDC grid, the first inverter











In this paper, the common DC reference voltage Udc,slack is introduced as
reference voltage of MTDC system, whose value is chosen from the converter with DC
link voltage control mode. The fixed droop coefficient of the first inverter converter




4(PrefGS1 − PmaxGS1 )
(19)
where, Udc,min is minimum value of DC link voltage; PmaxGSi is the maximum value of














1 + mi (PGS1 − PGSi) (21)
Then, mi is defined as the power difference coefficient between the
benchmark inverter station and other inverter ones, which will be deduced in the
following paragraphs.
(1) Inverter converter without local load
In terms of inverter converter station, if δ = 0, and PGSi = 0; if δ 6= 0, the
















Substituting Equations (21) into (23), then expression of power difference coefficient
















Similarly, if δ 6= 0, miis given by
mi =
∣∣∣∣−kdroop1 [(PrefGSi−PGSi)+(PGS1−PrefGS1)]+(P2GSiX2i −P2GS1X21)/(4U2s δ2)(PrefGSi−PGSi)(PGS1−PGSi)
∣∣∣∣ (25)
(2) Inverter converter with local load
As for the first inverter converter station, if δ = 0, PGSi = 0; if δ 6= 0, then
fundamental component of converter’s output voltage is given by
Uci =
(PGSi − Ploadi) Xi
Usδ
(26)
If δ = 0, mi is shown in Equation (24). Similarly, according to Equations (18),





















where, Pload1 and PLoadi are local load of the first and ith inverter converter
respectively; and the data of mi could be obtained according to communication
device of system.
In terms of fixed droop control, if the rating of converter stations is identical, a
power imbalance caused by an outage would be shared equally with other remaining
converter stations. However, some converter stations may not be able to participate
in power sharing equivalently due to the actual operating condition of the system.
Therefore, available headroom of the ith converter is defined as [19]










where, κi is rated capacity of the ith converter; νi is remaining capacity of the ith
converter; kdroopi0 and k
droop
ia are improved adaptive droop coefficient under pre-outage
and post-outage operating conditions, respectively; κmax = max(κ1, κ2, · · · , κn) refers
to maximal value of all converters’ capacity; and τ is a user defined positive constant,
whose value of and modal analysis of adaptive droop are discussed in [19].
4. Post-Contingency Operation
In this section, operating point of post-contingency for VSC-MTDC will be
proposed. Assuming there are n converter stations in MTDC system, the active








Prefi = 0 (30)
where, Piand Prefi are the actual active power and active power reference value of
the ith converter respectively. Moreover, total real power loss caused by DC line




Pi. According to voltage droop control strategy, improved
adaptive droop control for pre-outage under steady state is described as follows
(Urefdci)




























where, P′loss is total real power loss when converter outage is introduced at the
nth converter.
Following the outage of the nth converter, the steady operating point at


























Comparing the operating point between pre-outage and the post-outage, the
power changes for the ith converter is described as
∆Pi = P
′
















There is some differences involved improved adaptive droop coefficient between
the inverter converter stations with or without local load. Figures 8 and 9 show




Figure 8. Block diagram of improved adaptive droop scheme without local load. 
 
Figure 9. Block diagram of improved adaptive droop scheme with local load. 
In addition, the tuning values of PI parameters for designed controller could be described from the 
following aspects: 
In terms of the PWM converter, initial value and steady-state value of reactive current iq are nearly 
equal to zero, it is not obvious change with the tuning of controller parameters. The response curves of 
id need to be studied in detail to ensure the parameters of controllers. In terms of PI parameters KP and 
KI of current inner loop, the basic principle is that does not increase overshoot amount and also ensure 
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where, PWM s 2T T / , and sT  is the switch time period of PWM. 
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Figure 8. Block diagram of improved adaptive droop sc it t l l l .
In addition, the tuning values of PI paramete s for designed controller could be
described from the following aspects:
In terms of the PWM converter, initial value and steady-state value of reactive
current iq are nearly equal to zero, it is not obvious change with the tuning of
controller parameters. The response curves of id need to be studied in detail to
ensure the parameters of controllers. In terms of PI parameters KP and KI of current
inner loop, the basic principle is that does not increase overshoot amount and also
ensure response speed of designed controller. The best tuning values of PI parameters









where, TPWM = Ts/2, and Ts is the switch time period of PWM.
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Figure 9. Block diagram of improved adaptive droop sche e it l cal l a .
In terms of PI parameters KP and KI of voltage loop, if the KP increases, the
intensity of voltage rising will be improved; if the KI increases, which can accelerate
the speed of voltage into without static error state. Therefore, the best tuning values





where, the equivalent resistance Req = U2dcN/PN.






Therefore, the best tuning values of PI parameters for current loop, voltage loop and
power loop of designed controller could be obtained according to Equations (37)–(39).
5. Simulation and Discussion
The improved adaptive droop control of VSC-MTDC have been implemented
by PSACD/EMTDC, and the configuration and control system of VSC-MTDC is
shown in Figure 3. Four-terminal HVDC system is a bipolar scheme with a nominal
300 kV DC voltage. The wind farm is modeled as one aggregated PMSG driven
by a single equivalent wind turbine. Parameters of DC cables and communicating
transformers are displayed in Tables 1 and 2 respectively. The total rated capacity of
MTDC grid is about 2180 MVA, and rated ac voltage is 175 kV, τ= 2.5, κmax= 900 MW.
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Table 1. Parameters of DC Cables.
Number of Cable 1 2 3 4 5
Resistance/ω 0.01085 0.01085 0.008675 0.016275 0.04
Reactance/H 0.0002 0.0002 0.00015 0.003 0.015
Distance/km 20 20 50 80 100
Table 2. Parameters of Commutating Transformers.
Converters Leakage Reactance Capacity Transformer Ratio
VSC1 0.15 (pu) 440 MVA 175 kV/13.8 kV
VSC2 0.15 (pu) 440 MVA 175 kV/13.8 kV
VSC3 0.15 (pu) 900 MVA 175 kV/13.8 kV
VSC4 0.15 (pu) 400 MVA 175 kV/13.8 kV
5.1. Wind Speed Variation
The performance of a VSC station integrated with wind farms is investigated in
the case of variable wind speed, and the simulation results are shown in Figure 10.
The gust wind speed of wind farm 1 and 2 are introduced at 1.8 s and 3.0 s with the
fluctuation, slowing down from 12 to 10 m/s and ramping up from 10 to 12 m/s for
wind farm 1, ramping up from 12 to 14 m/s and slowing down from 14 to 12 m/s
for wind farm 2 in Figure 10a. To collect the stochastic wind power, the ac side
needs to supply constant ac voltage for the wind farm network and absorb fluctuant
power automatically.
With the increased or decreased wind speed at 1.8 s and 3.0 s, it can be seen
from Figure 10b that active power generated by wind farm rose or fell near to a
constant value, thus the control strategy of wind turbine can follow the wind speed
fluctuation effectively. In addition, it can be seen from Figure 10c that the ac voltage
on the wind farm side was held at 13.8 kV throughout the wind speed fluctuation
as the control strategy designed. Corresponding to the power variation of the VSC
rectifier side due to the wind speed change, then slack converter (VSC inverter side)
would take effect to balance power flow in VSC-MTDC system.
5.2. Normal Operation of VSC-MTDC
In this section, the performance of the fixed droop control and improved
adaptive droop control are compared under normal operation condition. For fixed
droop, droop coefficient of station #4 is equal to 0.03418, the one at station #3 is
0.01519 according to their converter ratings. In terms of improved droop control,
station #4 is a benchmark converter station whose droop coefficient is constant. The
one at station #3 is 0.1424 under the condition of optimal power sharing, which
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is much larger than the one of reference [19]. Therefore, station #3 would share
much more power transmission to reduce the copper loss of VSC-MTDC grid, and
τ = 2.5 was used for the improved adaptive droop control. Five different operational
scenarios for inverter side converter station #3 and #4 are investigated, which mainly
includes P3ref/P4ref = 6, 3, 1, 1/3 and 1/6. Tables 3 and 4 show results of copper loss





Figure 10. Simulation result with variation wind speed. (a) Wind speed; (b) AC voltage for 
different wind farm; (c) Active power on wind farm side. 
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Figure 10. Simulation result with variation wind speed. (a) Wind speed; (b) AC
voltage for different wind farm; (c) Active power on wind farm side.
Based on the above iscussion, if there are two DC lines in inverter
side f VSC-MTDC, the condition obtai ed for minimum copper loss is th t
P3ref/P4ref = R4/R3 = 3.001. From Tables 3 and 4, the minimum copper loss is about
16.7382 MW (without local load) and 16.6435 MW (with l cal load) respectiv ly when
P3ref/P4ref = 3.0. In additi n, if the capacity ratio of P3ref/P4ref is mu h g eat r or
smaller tha the optimal ratio value 3.0, all the reduced copp r loss are larger than
the ones of optimal ratio.
The capacity ratio of P3ref/P4ref is inverse proportion to optimal ratio value of
the resistance of DC line 3 and 4, and improved adaptive droop control is used for
VSC-MTDC without local load and the dynamic responses of four-terminal HVDC
are shown in Figure 11. It can be seen from Figure 11a,b that converter station can
follow the power reference value quickly, among which stations #1 and #2 export
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about 300 MW. In addition, due to the obvious DC voltage loss caused by large
resistance of DC line, voltage of rectifier side (stations #1 and #2) is about 306 kV
and voltage of inverter side (stations #3 and #4) is about 300 kV that is hold by the
introduced common DC voltage Udc_slack. If DC line resistance of VSC-MTDC system
increases, the voltage loss would be greater.
Table 3. Copper loss of VSC-HVDC (without local load).
Capacity Ratio Droop Control Proposed Method
P3ref/P4ref = 6 17.0368 MW [12] 16.8933 MW
P3ref/P4ref = 3 16.8793 MW [18] 16.7382 MW
P3ref/P4ref = 1 17.3963 MW [12] 17.1495 MW
P3ref/P4ref = 1/3 18.1844 MW [12] 17.8648 MW
P3ref/P4ref = 1/6 19.0705 MW [12] 18.7209 MW
Table 4. Copper loss of VSC-HVDC (with local load).
Capacity Ratio Droop Control [12] Proposed Method
P3ref/P4ref = 6 17.0156 MW [12] 16.8672 MW
P3ref/P4ref = 3 16.7841 MW [18] 16.6435 MW
P3ref/P4ref = 1 17.3718 MW [12] 17.1211 MW
P3ref/P4ref = 1/3 18.1528 MW [12] 17.8232 MW
P3ref/P4ref = 1/6 19.0115 MW [12] 18.6413 MW
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P3ref/P4ref = 6 17.0368 MW [12] 16.8933 MW 
P3ref/P4ref = 3 16.8793 MW [18] 16.7382 MW 
P3ref/P4ref = 1 17.3963 MW [12] 17.1495 MW 
P3ref/P4ref = 1/3 18.1844 MW [12] 17.8648 MW 
P3ref/P4ref = 1/6 19.0705 MW [12] 18.7209 MW 
Table 4. Co per lo s of VSC-HVDC (with local load). 
Capacity Ratio Droop Control [12] Proposed Method 
P3ref/P4ref = 6 17.0156 MW [12] 16.8672 MW 
P3ref/P4ref = 3 16.7841 MW [18] 16.6435 MW 
P3ref/P4ref = 1 17.3718 MW [12] 17.1211 MW 
P3ref/P4ref = 1/3 18.1528 MW [12] 17.8232 MW 
P3ref/P4ref = 1/6 19.0115 MW [12] 18.6413 MW 
The capacity ratio of P3ref/P4ref is inverse proportion to optimal ratio value of the resistance of DC line 
3 and 4, and improved adaptive droop control is used for VSC-MTDC without local load and the 
dynamic responses of four-terminal HVDC are shown in Figure 11. It can be seen from Figure 11a,b 
that converter station can follow the power reference value quickly, among which stations #1 and #2 
export about 300 MW. In addition, due to the obvious DC voltage loss caused by large resistance of DC 
line, voltage of recti ier side (stations #1 and #2) is about 306 kV and voltage of inverter side  
(stations #3 and #4) is about 300 kV that is hold by the introduced common DC voltage Udc_slack. If DC 
line resistance of VSC-MTDC system increases, the voltage loss would be greater. 
(a) (b) 
Figure 11. Dynamic response of normal operation (a) Active power (b) DC side voltage. 
































Figure 11. Dynamic response of n rm l operation (a) Active power (b) DC
side voltage.
5.3. Converter Outage of VSC-MTDC
In this section, the performance of the fixed droop and improved adaptive droop
scheme is compared in the case of a converter outage. Unequal loading conditions
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are considered to demonstrate the benefit of the improved adaptive droop. If a DC
fault of converter appears, the differential protection will be actuated. When a certain
current level is reached, IGBTs would be blocked. As DC breakers have not been
used, it is necessary to block converter stations and to use AC circuit breakers to clear
the fault. In this case, both rectifier and inverter converter outages are simulated
which represent two different operational scenarios.
(1) Inverter Outage: In the first case, stations #3 and #4 imports 465 MW and
155 MW, respectively. Stations #1 and #2 export around 620 MW into the DC grid.
The outage of station #4 is considered. The results of copper loss of VSC-MTDC
without/with local load are shown in Table 5. It can be seen from Table 5, the amounts
of copper loss without/with local load reduced from 16.7124 MW and 16.6357 MW
to 16.5131 MW and 16.4265 MW as the optimal power sharing of VSC-HVDC grid
(P3ref/P4ref = 3), which are more effective for improved droop control than the ones
of reference [19]. The reason is that station #3 can adjust droop coefficient dynamic
according to available headroom of converter capacity, and ensure the appropriate
P-U curve, so that reduce copper loss of four-terminal HVDC system.
Table 5. Copper loss as outage of VSC4.
Type Capacity Ratio Droop Control [19] Proposed Method
Without local load P3ref/P4ref = 3 16.7124 MW 16.5131 MW
With local load P3ref/P4ref = 3 16.6357 MW 16.4265 MW
The dynamic response of four-terminal HVDC system following inverter outage
is shown in Figure 12. Figure 12a shows that in absence of station #4, slack converter
station #3 operating in voltage-power droop control mode increases its power to
compensate the power imbalance of the inverter. From Figure 12b, the power sharing
of station #3 by improved adaptive droop is larger than that of fixed droop. The
reduction of the copper loss is because improved droop control ensures a higher
droop value than fixed droop. Variation of DC voltage at converter station #3 is
shown in Figure 12c, which is larger than common bus voltage 300 kV with very little
overshoot in its transient response for fixed droop control. Therefore, the improved
adaptive droop scheme can steady the DC voltage dynamics. In addition, Figure 12d
indicates that control strategy of station #3 and #4 can follow the dynamic response
effectively. Then HVDC system could reach the post-outage steady-state operating
point at 2.4 s. The results in this case are related to system parameters, such as the line
resistances. Because the copper loss of HVDC system is square to the line resistances,
if line resistances of VSC-HVDC system are much larger, much copper loss would be
reduced, and then simulations will be more evident.
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Figure 12. Dynamic responses of inverter outage (a) Voltage droop control of station #3;  
(b) Active power of station #3; (c) DC side voltage of station #3; (d) Active power  
of all stations. 
(2) Rectifier Outage: In order to validate the effectiveness of proposed method, the outage of  
station #2 is considered, only 300MW is imported into MTDC grid. The results of copper loss of  
VSC-MTDC without/with local load are shown in Table 6. As we can see, if P3ref/P4ref = 3.0, improved 
adaptive droop control can reduce copper loss effectively. The minimum copper loss without/with local 
load are 4.2794 MW and 4.2481 MW respectively, which are smaller than those using methods in 
reference [12]. The reduced amounts of copper loss are 0.2748 MW and 0.251 MW respectively in this case. 
Table 6. Copper loss of station #2. 
Type Capacity Ratio Droop Control [12] Proposed Method 
Without local load P3ref/P4ref = 3 4.5542 MW 4.2794 MW 
With local load P3ref/P4ref = 3 4.4991 MW 4.2481 MW 
The outage of station #2 appears at 2.3 s, and dynamic response of VSC-MTDC system with fixed 
droop and improved adaptive droop following the contingency are shown in Figure 13. It is to be noted 
from Figure 13a that control strategy of station #1 and #2 can follow the power dynamics. In addition, 
it can be seen from Figure 13b,c that the AC voltage of station #1 can stable operate at 13.8 kV, and it 
has no effect on DC voltage of VSC inverter side (station #3 and 4) under condition following  
station #2 outage. 
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Figure 12. Dynamic re ponses of inverter outage (a) Voltage droop c ntrol f
station #3; (b) Active power of station #3; (c) DC side voltage of station #3; (d) Active
power of all stations.
(2) Rectifier Outage: In order to validate the effectiveness of proposed method,
the outage of station #2 is considered, only 300 W is imported into MTDC grid.
The results of copper loss of VSC-MTDC without/with local load are shown in
Table 6. As we ca see, if P3ref/P4ref = 3.0, improved adaptive droop control can
reduce copper loss effectively. The minimum copper loss without/with local load are
4.2794 MW an 4.2481 MW respectively, which are smaller than those using methods
in reference [12]. The reduced amounts of copper loss are 0.2748 MW and 0.251 MW
respectively in this case.
Tabl 6. Copper loss of station #2.
Type Capacity Ratio Droop Control [12] Proposed Method
Without local load P3ref/P4ref = 3 4.5542 MW 4.2794 MW
With local load P3ref/P4ref = 3 4.4991 MW 4.2481 MW
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The outage of station #2 appears at 2.3 s, and dynamic response of VSC-MTDC
system with fixed droop and improved adaptive droop following the contingency
are shown in Figure 13. It is to be noted from Figure 13a that control strategy of
station #1 and #2 can follow the power dynamics. In addition, it can be seen from
Figure 13b,c that the AC voltage of station #1 can stable operate at 13.8 kV, and it
has no effect on DC voltage of VSC inverter side (station #3 and 4) under condition






Figure 13. Dynamic response of rectifier outage (a) Active power of station # 1 and 2;  
(b) DC side voltage of station # 3 and 4; (c) AC side voltage of station # 1. 
5.4. Converter Short Circuit of VSC-MTDC 
In this section, the performance of the fixed droop and improved adaptive droop control is compared. 
If a short-circuit fault is detected in AC side close to points of common coupling (PCC), the PCC voltage 
will be reduced, which in turn affects voltages and currents of ac transmission grid close to PCC.  
To prevent destructive overcurrent, then distance protection would be actuated at this time. In this case, 
a three-phase short-circuit fault is introduced at 2.3 s on station #4 with a duration of 300 ms. If the  
short-circuit fault is detected, the AC side voltage of station #4 decreased from 13.8 kV to 7.0 kV. 
Dynamic responses of MTDC grid with fixed droop following the contingency are shown in Figure 14. 
During the disturbance, as shown in Figure 14a,b, DC voltage of station #4 decreased to 298 kV from 
300 kV as using the improved droop control while the ones decreased to 293 kV from 300 kV as using 
fixed droop control method. Therefore, overshoot amount of improved droop control is less than the 
ones of fixed droop control. Since AC voltage of wind farm was controlled at constant value, its power 
output about 600 MW injected into VSC-MTDC network remained unchanged. In addition, improved 
droop control can hold DC voltage of station #3 at 300 kV while fixed droop control cannot realize this 
objective. The reason is that common DC voltage and available headroom of converter are considered 
as designing the control strategy of HVDC grid, and the proposed method could improve the stable 
operation of converter. From Figure 14d,e, it can be seen that the control strategy of station #3 and #4 


















































Figure 13. Dynamic response of rect fier outage ( ctive power of sta ion # 1 and 2;
(b) DC side voltage of station # 3 and 4; (c) AC side voltage of station # 1.
5.4. Converter Short Circuit of VSC-MTDC
In this section, the performance of the fixed droop and improved adaptive
droop control is compared. If a short-circuit fault is detected in AC side close
to points of common coupling (PCC), the PCC voltage will be reduced, which in
turn affects voltages and currents of ac transmission grid close to PCC. To prevent
destructive overcurrent, then distance protection would be actuated at this time.
In this case, a three-phase short-circuit fault is introduced at 2.3 s on station #4
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with a duration of 300 ms. If the short-circuit fault is detected, the AC side voltage
of station #4 decreased from 13.8 kV to 7.0 kV. Dynamic responses of MTDC grid
with fixed droop following the contingency are shown in Figure 14. During the
disturbance, as shown in Figure 14a,b, DC voltage of station #4 decreased to 298 kV
from 300 kV as using the improved droop control while the ones decreased to 293 kV
from 300 kV as using fixed droop control method. Therefore, overshoot amount of
improved droop control is less than the ones of fixed droop control. Since AC voltage
of wind farm was controlled at constant value, its power output about 600 MW
injected into VSC-MTDC network remained unchanged. In addition, improved
droop control can hold DC voltage of station #3 at 300 kV while fixed droop control
cannot realize this objective. The reason is that common DC voltage and available
headroom of converter are considered as designing the control strategy of HVDC
grid, and the proposed method could improve the stable operation of converter.
From Figure 14d,e, it can be seen that the control strategy of station #3 and #4 can
follow the active/reactive power dynamic response, and there is small variation for
power when improved droop control is employed.
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Figure 14. Dynamic response of short-circuit fault. (a) DC voltage of station # 4;
(b) DC voltage of station # 3;(c) AC side voltage of station # 4; (d) Active power of
VSC-MTDC; (e) Reactive power of VSC-MTDC.
Therefore, the improved droop control method can reduce the copper loss
of system effectively, and improved stable operational performances under the
condition of inverter outage, rectifier outage and a short-circuit fault of converter,
and decrease dc voltage fluctuation and dc power oscillation caused by AC side
fault of VSC-HVDC system. Therefore, the improved droop control scheme leads to
desirable system performance.
6. Conclusions
With the development of large capacity and long distance HVDC transmission
lines, the copper loss of the whole system is considerable. Therefore, the paper
provides a discussion based on optimal power sharing on MTDC grids interconnecting
large-scale offshore wind farms with ac mainland grids. The control strategies are
proposed to reduce the copper loss of the DC transmission line.
This paper has proposed a calculation framework of the variable power-voltage
droop coefficients either considering local load or not. Any inverter converter of
MTDC grid can be chosen as a benchmark converter and a fixed droop control is
employed. The adaptive droop coefficients of other converters are obtained by power
difference between other converters and the benchmark one, the optimal power
sharing of MTDC grid is realized. Compared with the fixed droop control method,
the control strategy is able to reduce copper loss of MTDC grid more effectively
under the condition of normal operation and following an outage of converter.
On the basis of optimal power sharing, available headroom of each converter
station is considered in case of converter outage, and then the adaptive improved
droop control is proposed to improve stable operation as well as reducing the copper
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loss of HVDC system. Transient simulations are implemented on a four-terminal
MTDC grids integrated with two large capacity wind farms. The results for outages
of rectifier and inverter as well as short circuit fault under three different scenarios
are presented, and steady-state operating points of post-contingency are deduced
in detail.
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Characteristic Analysis and Control of
a Hybrid Excitation Linear Eddy
Current Brake
Baoquan Kou, Yinxi Jin, Lu Zhang and He Zhang
Abstract: In this paper, a novel hybrid excitation linear eddy current brake is
presented as a braking system for high-speed road and rail vehicles. The presence of
the permanent magnets (PMs), whose flux lines in the primary core are oppositely
directed with respect to the flux lines by the excitation windings, has the effect of
mitigating the saturation of the iron in the teeth of the primary core. This allows the
brake to be fed with more intense currents, improving the braking force. First, using
the magnetic equivalent circuit method and the layer theory approach, the analytical
model of the hybrid excitation linear eddy current brake was developed, which can
account for the saturation effects occurring in the iron parts. The saturation effects
make the design and control of eddy current brakes more difficult. Second, the
relationship between the braking force characteristics and the design parameters
were analyzed to provide useful information to the designers of eddy current brakes.
Then, the controller of the hybrid excitation linear eddy current brake was designed
to control the amplitude of the braking force. Finally, experimental measurements
were conducted to verify the validity of the theoretical analysis.
Reprinted from Energies. Cite as: Kou, B.; Jin, Y.; Zhang, L.; Zhang, H. Characteristic
Analysis and Control of a Hybrid Excitation Linear Eddy Current Brake. Energies
2015, 8, 7441–7464.
1. Introduction
The use of and research on eddy current brakes in high-speed road and rail
vehicles have gradually increased [1–9]. Relative to the traditional mechanical friction
brake, the eddy current brake has the advantages of no mechanical contact, high
reliability, long working life, and lower sensitivity to environmental parameters, such
as temperature and aging. Eddy current brakes have excellent braking performance,
especially at high speed.
In eddy current brakes, the magnetic field can be produced by excitation
winding systems or by permanent magnets. According to differences of the flux
sources, eddy current brakes can be divided into three types: electric excitation
eddy current brakes, permanent magnet eddy current brakes and hybrid excitation
eddy current brakes. For the electric excitation eddy current brakes, the braking
force can be adjustable, but an additional power supply system is required, and
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the braking force density is low. The permanent magnet eddy current brakes allow
for elimination of the electrical supply system to simplify the device structure, but
conversely, braking force modulation is not allowed, and magnet corrosion and
relatively low temperature tolerance are potential hazards. The hybrid excitation
eddy current brakes are a combination of the permanent magnet eddy current brakes
and the electric excitation eddy current brakes and exhibit the advantages of both.
Therefore, the amplitude of the braking force density is large and adjustable, and
the excitation loss is low. Moreover, according to differences in the structure, eddy
current brakes can be classified as radial [10–12], axial [13,14], or linear [15–17].
Analysis of and research on eddy current brakes can be found in many papers.
Gay et al. [18] analyzed the relationship between the braking force and the design
parameters using the analytical method and the finite element method, respectively,
and experimental validation was carried out. However, the experiment results
did not agree with the calculated results well. Canova et al. [19] presented an
analytical model of the eddy current brake considering a 3D analytical correction.
Then, the validity of the 3D analytical model was verified using 3D finite element
simulations. Yazdanpanah et al. [20] developed a subdomain-based analytical model
and evaluated the performance characteristics and design considerations of the
device by using the analytical model. The validity of the analytical model was
verified through the 3D finite element method and experimental measurement. The
experimental results of the prototype brake verified the investigations and the design.
In addition to the above studies, many researchers have focused on the analytical
model of eddy current brakes [21–25], and the saturation effects occurring in the
iron parts were omitted in most of these calculation models. Moreover, thus far, the
analytical model of hybrid excitation eddy current brakes has been little studied.
In this paper, a novel hybrid excitation linear eddy current brake is presented.
The remainder of this paper is organized as follows: in Section 2, the structure and
working principle of the hybrid excitation linear eddy current brake are explained.
The analytical model of the hybrid excitation linear eddy current brake, which can
account for the saturation effects occurring in the iron parts, is deduced in Section 3.
In Section 4, the parameter analysis is provided, and the controller is designed in
Section 5. A three-level PWM scheme is used to reduce the switching frequency and
excitation current harmonics. In Section 6, the experimental verification is carried
out, and the paper is concluded in Section 7.
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2. Structure and Working Principle of the Hybrid Excitation Linear Eddy
Current Brake
2.1. Structure of the Hybrid Excitation Linear Eddy Current Brake
The hybrid excitation linear eddy current brake includes the primary part and
the secondary part, as shown in Figure 1. The primary part consists of the excitation
windings, the primary core and the permanent magnets. The permanent magnets are
polarized parallel to the direction of the movement of the mover, and they are placed
in notches with alternate polarity. The secondary part comprises a low resistivity
conductor plate (in this paper, copper is used) on an iron backing.
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When the excitation windings are without excitation current, the flux generated by the permanent 
magnets will form a magnetic short-circuit ring in the primary iron core, and it almost does not pass 
through the air gap, as shown in Figure 2a. When excitation current flows through the excitation 
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Figure 2. Flux flow: (a) excitation windings without excitation current and (b) excitation 
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2.2. Working Principle of the Hybrid Excitation Linear Eddy Current Brake
When the excitat on windings are without excitation c rrent, th flux gen rated
by the permanent agnet will form a magnetic short-circuit ring in the primary iron
core, and it almost does ot pass through the air gap, as shown in Figure 2a. When
excitation current flows through the excitation windings, there are two flux loops, as
shown in Figure 2b.
One is produced by the excitation windings, and the other is produced by the
permanent magnets. The solid line is the flux produced by the permanent magnets,
the dot and dash line is the flux produced by the excitation windings, and the
dotted line is the total flux produced by the permanent magnets and the excitation
windings. According to the law of electromagnetic induction, the relative movement
of the primary part and the secondary conductor plate causes eddy currents in the
conductor plate. Due to the interactions of the eddy currents and the magnetic flux
generated by the permanent magnets and the excitation windings, the braking force
between the primary part and the secondary part is produced.
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(b) excitation windings with excitation current.
3. Analytical Model
In this section, the analytical model of the hybrid excitation linear eddy current
brake is derived. The purpose is to rapidly provide insight into the fundamental
physics of the eddy current brake and preliminary design data that verify whether
the performance and size are compatible with the envisioned application.
3.1. Static Field Analysis
In order to build the analytical model of the hybrid excitation linear eddy current
brake, the static field is analyzed. The definition of iron part reluctances and the
magnetic equivalent circuit are shown in Figure 3. All elements of the magnetic
equivalent circuit are calculated in detail below. The ampere-turns of an excitation
winding are as follows:
Ff = NI (1)
where N and I are the turns of the excitation windings and the excitation current,
respectively. The MMF (magnetic motive force) of a permanent magnet is as follows:
Fc = Hchm (2)
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where Hc and hm are the coercivity and width of the permanent magnets, respectively.





where τ is the pole pitch, µ0 is the air permeability, µ1 is the relative permeability of
R1, lδ is the width of the primary core, and bm is the height of the permanent magnets.
R2 =





where hs is the height of slot, hj is the height of the primary yoke, µ2 is the relative




















where µ6 is the relative permeability of R6. The reluctances of the air gap and












where δ is the air gap length. According to the magnetic equivalent circuit, the
following equations are provided:




Fc − FAB = Rmφm + 2R1φm (12)
FAB = R6φδ/2 +φδ(2R4 + 2R5 + 2Rδ + 2Rc) (13)
φδ = 2φm +φr (14)
where FAB is the MMF between points A and B, and φr, φm and φδ are the flux of
the loops shown in Figure 3.
























where hb is the thickness of the back iron, and μ5 is the relative permeability of R5. 
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where μ6 is the relative permeability of R6. The reluctances of the air gap and conductor plate are 
calculated as follows: 







where c is the conductor plate thickness, and μc is the relative permeability of the conductor plate. 








where δ is the air gap length. According to the magne ic equivalent circuit, the following equations  
are provided: 
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Figure 3. (a) Definition of iron part reluctances and (b) the magnetic equivalent circuit. Figure 3. (a) Definition of iron part reluctances and (b) the magnetic
equivalent circuit.





In many researches, the air gap flux density is assumed as a rectangular
wave. But the actual air gap flux density waveform is not a rectangular wave,
as shown in Figure 4. Therefore in this paper, the air gap flux density waveform for
different design parameters is calculated based on the finite element method (FEM),
and an empirical piecewise function is proposed to fitting the actual air gap flux
density waveform.
407
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Therefore, based on the Fourier decomposition, the air gap flux density is expressed as: 





sin d    = 1,3,5
τ τn
n x
B f x x n    
    (17)
Figure 4. Waveform of the air gap flux density at the speed of 0 m/s.





x2 0 ≤ x ≤ hm2





(x− τ)2 τ− hm2 ≤ x ≤ τ
− 4B0
h2m
(x− τ)2 τ ≤ x ≤ τ+ hm2





(x− 2τ)2 2τ− hm2 ≤ x ≤ 2τ
(16)






















The specific procedure is explained in below: Firstly, the amplitude of the air
gap flux density B0 is calculated using the magnetic equivalent circuit. Then, the
waveform of the air gap flux density is obtained based on the empirical piecewise
function. Finally, the expression of the air gap flux density is deduced using the
Fourier decomposition.
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3.2. Braking Force Analysis
A complete 3-dimensional analytical solution for the hybrid excitation linear
eddy current brake proposed in this paper is difficult and will not be attempted.
Instead, the configuration of a 2-dimensional layer model, shown in Figure 5, will be
used for the analysis.













k   (19)
The specific procedure is explained in below: Firstly, the amplitude of the air gap flux density B0 is 
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is obtained based on the empirical piecewise function. Finally, the expression of the air gap flux density 
is deduced using the Fourier decomposition. 
3.2. Braking Force Analysis 
A complete 3-dimensional analytical solution for the hybrid excitation linear eddy curr nt brake 
proposed in this paper is difficult and will not be attempted. Instea , the c nfiguration of a 2-dimensional 
layer model, shown in Figure 5, will be used for the analysis. 
 
Figure 5. Two-dimensional multi-layer model. 
The multi-layer model is divided into four different regions: 
Region 0: primary core. 
Region 1: air gap. 
Region 2: secondary conductor plate. 
Region 3: back iron. 
In order to simplify the analysis, the following assumptions are made. The primary core, conductor 
plate and back iron are considered to be infinitely long in the x-direction. All currents are in  
the z-direction. The excitation winding, permanent magnets and salient poles are replaced by infinitely 
thin linear current sheets backed by smooth iron boundaries. These linear current sheets are chosen in 
such a way that they provide the same field in the air gap of the model having smooth structures that  
the original excitation windings and permanent magnets produced in the actual machine. In such a case, 
the actual air gap δ of the machine is replaced, using Carter’s coefficient, by an effective air gap δe that 
accounts for the interpolar space and variable reluctance. 
ec 
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Figure 5. Two-dimensional multi-layer model.
The multi-layer model is divided into four different regions:
Region 0: primary core.
Region 1: air gap.
Region 2: secondary conductor plate.
Region 3: back iron.
In order to simplify the analysis, the following assumptions are made. The
primary core, conductor plate and back iron are considered to be infinitely long in the
x-direction. All currents are in the z-direction. The excitation winding, permanent
magnets and salient poles are replaced by infinit ly thin linear cur ent sheets backed
by smoot iron boundaries. These linear current sheets are chosen in such a way that
they provide the same field in the air gap of the mo el having smoot struct res
that the original excitation windings and permanent magnets produced in the actual
machine. In such a case, the actual air gap δ of the machine is replaced, using
Carter’s coefficient, by an effective air gap δe that accounts for the interpolar space
and variable reluctance.
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On the plane y = c + δe, there are infinitely thin current sheets flowing in the





Jnsin (kx + π) (20)
δe = Kδδ (21)
where Jn is the amplitude of the harmonics, and Kδ is Carter’s coefficient.














Based on the above assumptions, the air gap flux density produced by the
infinitely thin linear current sheet is the same as that of Equation (18), therefore the
following expression can be obtained:
µ0 × at
c + δe
= Re (Bδ) (23)




The electromagnetic equation expressed in terms of the magnetic vector
potential A is:
∇2A = −µjµ0J (25)
This equation has to be written for each region.
Region 1: in the air gap, the conductivity is zero and the field equation is:
∇2A1 = 0 (26)
In order to solve the second-order differential equation system, the variable
separation method has been adopted, and, to simplify the problem, we can assume
that all the electromagnetic quantities are periodic with pole pitch, which means:
A (x, y) = A (y) ejkx (27)
Therefore, the general solution is shown as:
A1n (y) = C1neky + D1ne−ky (28)
where C1n and D1n depend on the boundary conditions.
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Region 2: this is the only one made of conductive material, and the field
equation is:






where σc is the conductivity of conductor plate and v is the speed.
Finally, the field equation becomes:






A2n (y) = C2neλy + D2ne−λy (32)















Region 3: assuming that the conductivity in the back iron is zero, the field
equation is:
∇2A3 = 0 (35)
A3n (y) = C3neky + D3ne−ky (36)
In the multi-layer model, we have considered that region 3 is extended from
y = 0 to y = −∞, thus:
A3 (−∞) = 0 (37)
Therefore, the general solution is shown as:
A3n (y) = C3neky (38)
where C3n depends on the boundary conditions.
The boundary conditions are shown as follows:
Between region 0 and region 1:
∂A1n (c + δe)
∂y
= µ0 Jn (39)
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where µb is the relative permeability of the back iron and, in this paper, we
assume that:
µb = µ6 (42)

















k1 = Re (λ) (44)
k2 = Im (λ) (45)
S = C2n = D2n (46)
where p is the number of pole-pairs.




















3.3. Consideration of the Nonlinear Magnetization Characteristics of the Iron Core
The nonlinearity magnetization characteristics of the iron core material are a
problem in the analysis of the eddy current brake because the typical operational
condition of the eddy current brake requires a high supplied excitation current.
In order to address the nonlinearity of the iron core material, the iterative
procedure is used. It starts by assigning an initial value to µ1, µ2, µ3, µ4, µ5 and
µ6 to determine the reluctances of the iron core part and calculate the circuit fluxes.
Next, the magnetic flux densities within R1, R2, R3, R4, R5 and R6 are calculated.
Then, based on the B-H curve of the utilized steel, new relative permeabilities µ'1,
µ'2, µ'3, µ'4, µ'5 and µ'6 can be obtained. The process continues until the criterion is
individually satisfied for all relative permeabilities, as shown in Figure 6.
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where p is the number of pole-pairs. 
Finally, the braking force is calculated as: 
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3.3. Consideration of the Nonlinear Magnetization Characteristics of the Iron Core 
The nonlinearity magnetization characteristics of the iron core material are a problem in the analysis 
of the eddy current brake because the typical operational condition of the eddy current brake requires  
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In order to address the nonlinearity of the iron core material, the iterative procedure is used. It starts 
by assigning an initial value to μ1, μ2, μ3, μ4, μ5 and μ6 to determine the reluctances of the iron core part 
and calculate the circuit fluxes. Next, the magnetic flux densities within R1, R2, R3, R4, R5 and R6 are 
calculated. Then, based on the B-H curve of the utilized steel, new relative permeabilities μ'1, μ'2, μ'3, μ'4, 
μ'5 and μ'6 can be obtained. The process continues until the criterion is individually satisfied for all 
relative permeabilities, as shown in Figure 6. 
 
Figure 6. Iterative process of relative permeability. 
 







Figure 6. Iterative p f relative permeability.
Figure 7 compares the braking force obtained using the FEM with two different
predicted curves for the braking force: the analytical method considering core
saturation and the analytical method neglecting core saturation.
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Figure 7. Braking force characteristic. 
It can be seen that the difference between the analytical methods considering core saturation and 
neglecting core saturation is very obvious, especially in the low-speed region (in the high-speed region 
because of the eddy current reaction field, the saturation degree of the iron part is reduced). Therefore, 
in order to improve the accuracy of the analytical model, the saturation effects must be considered. 
4. Parameter Analysis and Its Determination 
In this section, the influence of several geometrical and physical parameters on the braking force is 
investigated to provide useful information to the designers of hybrid excitation eddy current brakes.  
The initial parameters of the hybrid excitation linear eddy current brake are shown in Table 1. 
Table 1. Initial parameters of the hybrid excitation linear eddy current brake. 
Symbol Quantity Value 
hm width of the permanent magnet 18 mm 
bm height of the permanent magnet 10 mm 
I excitation current 14 A 
N turns of the excitation winding 200 
L length of the primary iron core 200 mm 
lδ width of the primary iron core 100 mm 
hj height of the primary core yoke 11 mm 
H height of the primary iron core 49 mm 
δ air gap length 2 mm 
τ pole pitch 40 mm 
c conductor plate thickness 2 mm 
hb back iron thickness 9 mm 
bt tooth width 16 mm 
Figure 7. Braking force characteristic.
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It can be seen that the difference between the analytical methods considering
core saturation and neglecting core saturation is very obvious, especially in the
low-speed region (in the high-speed region because of the eddy current reaction field,
the saturation degree of the iron part is reduced). Therefore, in order to improve the
accuracy of the analytical model, the saturation effects must be considered.
4. Parameter Analysis and Its Determination
In this section, the influence of several geometrical and physical parameters on
the braking force is investigated to provide useful information to the designers of
hybrid excitation eddy current brakes. The initial parameters of the hybrid excitation
linear eddy current brake are shown in Table 1.
Table 1. Initial parameters of the hybrid excitation linear eddy current brake.
Symbol Quantity Value
hm width of the permanent magnet 18 mm
bm height of the permanent magnet 10 mm
I excitation current 14 A
N turns of the excitation winding 200
L length of the primary iron core 200 mm
lδ width of the primary iron core 100 mm
hj height of the primary core yoke 11 mm
H height of the primary iron core 49 mm
δ air gap length 2 mm
τ pole pitch 40 mm
c conductor plate thickness 2 mm
hb back iron thickness 9 mm
bt tooth width 16 mm
4.1. Influence of the Air Gap Length
Figure 8 shows the braking force-speed characteristic with different air gap
lengths. It can be seen that the braking force decreases gradually as the air gap
increases, and this is because a large air gap length will result in a lower magnetic
density. In addition, for a large air gap, the high-speed region is flatter than for a
small air gap because the eddy currents are located farther from the primary part and
thus have a lesser weakening influence on them. In order to obtain a larger braking
force, the air gap length is chosen as 1 mm.
4.2. Influence of the Conductor Plate Thickness
The secondary conductor plate is not only an important part of the magnetic
circuit but also the medium of the eddy currents. As the conductor plate thickness
increases, the machine air gap effectively increases (copper has a permeability of,
414
essentially, the air); however, the increase of the conductor plate thickness results in
the increase of the conductivity of the conductor plate. Figure 9 shows the braking
force-speed characteristic with different conductor plate thicknesses. It can be seen
that the increasing conductor plate thickness results in a lower peak braking force
and smaller critical speed. In order to obtain a larger braking force, the conductor
thickness is chosen as 1 mm.
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Figure 9. Braking force-speed characteristic for different conductor thicknesses. 
4.3. Influence of the Conductor Material 
Figure 10 shows the braking force-speed characteristic with different conductor materials. It can be 
seen that the slope of the braking force characteristic strongly depends on the conductivity of  
the conductor. The critical speed decreases as the conductivity of the conductor increases, and  
the conductivity has a small impact on the peak value of the braking force. Because of the limit of  
the experimental installation, the speed of the hybrid excitation linear eddy current brake can only take 
a smaller value. Therefore, the conductor material is chosen as copper. 
 
Figure 10. Braking force-speed characteristic for different conductor materials. 
Figure 9. Braking force-speed characteristic for different conductor thicknesses.
4.3. Influence of the Conductor Material
Figure 10 sh ws the bra i g force-spe d cha acteristic with different conductor
materials. It can be seen that the slope of the braking force characteristic strongly
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depends on the conductivity of the conductor. The critical speed decreases as the
conductivity of the conductor increases, and the conductivity has a small impact
on the peak value of the braking force. Because of the limit of the experimental
installation, the speed of the hybrid excitation linear eddy current brake can only
take a smaller value. Therefore, the conductor material is chosen as copper.
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seen that the slope of the braking force characteristic strongly depends on the conductivity of  
the conductor. The cri ical speed decreases as the onductivity of the conductor increases, and  
the conductivity has a small impact on the peak value of the braking force. Because of the limit of  
the experimental installation, the speed of the hybrid excitation linear eddy current brake can only take 
a smaller value. Therefore, the conductor material is chosen as copper. 
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4.4. Influence of the Excitation Current
Figure 11 shows the braking force-speed characteristic with different excitation
currents. It can be seen that the braking force increases gradually as the excitation
current increases.
Energies 2015, 8 7454 
 
 
4.4. Influence of the Excitation Current 
Figure 11 shows the braking force-speed characteristic with different excitation currents. It can be 
seen that the brak g force increases gradually as the excitation current increases. 
 
Figure 11. Braking force-speed characteristic for different excitation currents. 
Moreover, the critical speed slightly increases as the excitation current increases. In order to obtain  
a larger braking force and guarantee the thermal stability of the hybrid excitation eddy current brake,  
the excitation current is chosen as 14 A. 
4.5. Influence of the Magnet Dimension 
The effect of the magnet dimensions (the width of the permanent magnets hm and the height of  
the permanent magnets bm) is analyzed as shown in Figure 12. The study has been performed considering 
a constant magnet volume. It can be seen that there are optimal magnet dimensions that will maximize 
the braking force density. The braking force density is the ratio of the braking force to the volume of  
the eddy current brake. In order to obtain a larger braking force density, the width of the permanent 
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Figure 11. Braking force-speed characteristic for different excitation currents.
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Moreover, the critical speed slightly increases as the excitation current increases.
In order to obtain a larger braking force and guarantee the thermal stability of the
hybrid excitation eddy current brake, the excitation current is chosen as 14 A.
4.5. Influence of the Magnet Dimension
The effect of the magnet dimensions (the width of the permanent magnets hm
and the height of the permanent magnets bm) is analyzed as shown in Figure 12. The
study has been performed considering a constant magnet volume. It can be seen that
there are optimal magnet dimensions that will maximize the braking force density.
The braking force density is the ratio of the braking force to the volume of the eddy
current brake. In order to obtain a larger braking force density, the width of the
permanent magnet is chosen as 13 mm and the height of the permanent magnet is
chosen as 14 mm.
Energies 2015, 8 7454 
 
 
4.4. Influence of the Excitation Current 
Figure 11 shows the braking force-speed characteristic with different excitation currents. It can be 
seen that the braking force increases gradually as the excitation current increases. 
 
Figure 11. Braking force-speed characteristic for different excitation currents. 
Moreover, the critical speed slightly increases as the excitation current increases. In order to obtain  
a larger braking force and guarantee the thermal stability of the hybrid excitation eddy current brake,  
the excitation current is chosen as 14 A. 
4.5. Influence of the Magne  Dime sion 
The effect of the magnet dimensions (the width of the permanent magnets hm and the height of  
the permanent magnets bm) is analyzed as shown in Figure 12. The study has been performed considering 
a constant magnet volume. It can be seen that there are optimal magnet dimensions that will maximize 
the braking force density. The braking force density is the ratio of the braking force to the volume of  
the eddy current brake. In order to obtain a larger braking force density, the width of the permanent 
magnet is chosen as 13 m  and the height of the permanent magnet is chosen as 14 mm. 
 
Figure 12. Braking force density-speed characteristic for different magnet dimensions. Figure 12. Braking force density-speed characteristic for different magnet dimensions.
5. Eddy Current Brake Controller
This paper presents a reliable and rugged controller of the hybrid excitation
linear eddy current brake to control the amplitude of the braking force. Figure 13
shows the control scheme of the eddy current brake. There is an outer braking force
controller and an inner current controller. The braking force controller outputs the
reference excitation current Iref according to the error between the reference braking
force Fref and the actual braking force Fa. The current controller outputs a reference
voltage uref according to the error between the reference excitation current Iref and the
actual excitation current Ia. One can adjust the excitation current and move forward
to adjust the braking force by controlling the reference voltage uref.
417
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5.1. Current Controller Design 
In order to limit the amplitude of the current ripple to an acceptable extent, the three-level PWM 
scheme is used in this paper. For the three-level PWM scheme, the amplitude of the current ripple  
is independent of the direct current (DC)-link voltage, and the dynamic response characteristics of  
the eddy current brake system can be raised by increasing the DC-link voltage without increasing  
the current harmonics. Moreover, the switching frequency of an insulated gate bipolar transistor (IGBT) 
element is half of the output pulse frequency. This means that the switching frequency of the power 
elements is halved for a required dynamic performance of the eddy current brake compared with  
the two-level schemes. 
5.2. Braking Force Controller Design 
Dud to the saturation of the iron core, the relationship between the braking force and the excitation 
current is nonlinear. For the ease of control, the nonlinear curve is divided into several piecewise linear 
intervals. When the objective braking force Fref is given, the corresponding interval is estimated firstly, 
then the corresponding excitation current I* is calculated using the endpoints of the interval (I1, F1) and 
(I2, F2), as shown in Figure 14. 
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5.1. Current Controller Design
In rder to limit the amplitude of the current ripple to an acceptable extent, the
three-level PWM sch me is used in this paper. For the thr e-level PWM schem , the
amplitude f t e current ripple is independent of the direct current (DC)-link voltage,
an the dynamic response charact ristics of the eddy curre t brake system can be
raised by increasing the DC-link voltag without i creasing the current harm nics.
Moreover, the switching frequency of an insulated gate bipolar transistor (IGBT)
element is half of the output pulse frequency. This means that the switching frequency
of the power elements is halved for a required dynamic performance of the eddy
current brake compared with the two-level schemes.
5.2. Braking Force Controller Design
Dud to the saturation of the iron core, the relationship between the braking force
and the excitation current is nonlinear. For the ease of control, the nonlinear curve
is divided into several piecewise linear intervals. When the objective braking force
Fref is given, the corresponding interval is estimated firstly, then the corresponding
excitation current I* is calculated using the endpoints of the interval (I1, F1) and
(I2, F2), as shown in Figure 14.




(Fref − F1) + I1 (48)
Finally, the reference excitation current Iref is shown as:
Ire f = I∗ + ∆I (49)
where ∆I is the output of the proportion integration (PI) controller.
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Figure 14. Schematic diagram of piecewise linearization. 












Finally, the reference excitation current Iref is shown as: 
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where ΔI is the output of the proportion integration (PI) controller. 
A block diagram of the braking force controller is shown in Figure 15. The input of the PI controller 
is the error signal between the objective braking force Fref and the actual braking force Fa. 
 
Figure 15. Block diagram of the braking force controller. 
6. Numerical and Experimental Analysis 
The 2-D finite element study is carried out in the same domain as the analytical problem. The field 
line distribution and the magnetic flux density map at a speed of 2 m/s are plotted in Figure 16a,b, 
respectively. It is observed that the reaction field of eddy currents tilts the field line entering  
the secondary conductor and shifts the epicenters of the flux density formation behind the centerlines of 
the magnets. Both the tilt and epicenter shift are a function of speed. 
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6. Numerical and Experimental Analysis
The 2-D finite element study is carried out in the same domain as the analytical
problem. The field line distribution and the magnetic flux density map at a speed of
2 m/s are plotted in Figure 16a,b, respectively. It is observed that the reaction field
of eddy currents tilts the field line entering the secondary conductor and shifts the
epicenters of the flux density formation behind the centerlines of the magnets. Both
the tilt and epicenter shift are a function of speed.
The braking force characteristics of the electric excitation eddy current brake
and the hybrid excitation eddy current brake are compared at the same excitation
current. The electric excitation eddy current brake has the same structure as the
419
hybrid excitation eddy current brake, except that there are not permanent magnets,
as shown in Figure 17.
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Figure 16. (a) Field line distribution and (b) the magnetic flux density map. 
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Figure 17. Structure of the electric excitation linear eddy current brake. 
Figure 18a is the magnetic flux density map of the electric excitation eddy current brake at a speed of 
2 m/s. The flux density of the gray area is larger than 2 T. Figure 18b is a comparison of the braking 
force characteristics of the electric excitation eddy current brake and the hybrid excitation eddy  
current brake. 
As can be observed in Figure 18, the primary core of the electric excitation eddy current brake is 
saturated, but the primary core of the hybrid excitation eddy current brake is not saturated at the same 
excitation current, as shown in Figure 16b. Moreover, the braking force produced by the hybrid excitation 
eddy current brake is larger than that produced by the electric excitation eddy current brake. In other 
words, the excitation loss of the hybrid excitation eddy current brake is lower than that of the electric 
excitation eddy current brake under the same braking force level. 
Figure 16. (a) Field line distribution and (b) the magnetic flux density map.
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Figure 18a is the magnetic flux density map of the electric excitation eddy current brake at a speed of 
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As can be observed in Figure 18, the primary core of the electric excitation eddy current brake is 
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Figure 17. Structure of the electric excitation linear eddy current brake.
Figure 18a is the magnetic flux density map of the electric excitation eddy
current brake at a speed of 2 m/s. The flux density of the gray area is larger than 2 T.
Figure 18b is a comparison of the braking force characteristics of the electric excitation
eddy current brake and the hybrid excitation eddy current brake.
As can be observed in Figure 18, the primary core of the electric excitation
eddy c rrent brake is saturated, but the primary core of the hybrid excitation eddy
current brake is not saturated at the same excitation current, as shown in Figure 16b.
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Moreover, the braking force produced by the hybrid excitation eddy current brake
is larger than that produced by the electric excitation eddy current brake. In other
words, the excitation loss of the hybrid excitation eddy current brake is lower than
















Figure 18. (a) Magnetic flux density map of the electric excitation eddy current brake and 
(b) a comparison between the electric excitation eddy current brake and hybrid excitation 
eddy current brake. 
Therefore, we can conclude that the presence of the permanent magnets, whose flux lines in  
the primary core are oppositely directed with respect to the flux lines by the excitation windings, has  
the effect of mitigating the saturation of the iron in the teeth of the primary core. This allows the brake 
to be fed with more intense currents, improving the braking force. Through the above analysis, we can 
see that the hybrid excitation eddy current brake has many advantages, such as controllability, high force 
density and low excitation loss. The prototype of the hybrid excitation linear eddy current brake is shown 
in Figure 19a. The prototype includes the primary part and the secondary part. The primary part consisted 
of the iron core, excitation windings, permanent magnets, slides, cushion blocks, connecting plate and 
so on. The secondary part consisted of the conductor plate, back iron, slide rail and limited block. In this 
experiment, the rotation movement of a servo rotating motor is transformed into linear motion through 
a ball screw to drive the primary part of the eddy current brake. The test bed is shown in Figure 19b.  
It includes the servo rotating motor, a tension-compression sensor, the ball screw, the hybrid excitation 
linear eddy current brake and the controller. The measured value of the braking force can be obtained 
easily by measuring the output voltage of the tension-compression sensor. In this paper, the relationship 
between the output voltage of the tension-compression sensor and the braking force is as shown below. 
Figure 1 . ( ) agnetic flux density map of the electric excitation eddy current
brake and (b) a comparison between the electric excitation eddy current brake and
hybrid excitation eddy current brake.
The efor , we can conclude that the resenc of the permanent magnets, whose
flux lines in the primary core are oppositely directed with respect to the flux lines by
the excitation windi gs, has the effect of mitigating the saturation of the iron in the
teeth of the primary core. This allows the brake to be fed with more intense currents,
improving the braking force. Through the above analysis, we can see that the hybrid
excitation eddy current brake has many advantages, such as controllability, high
force density and low excitation loss. The prototype of the hybrid excitation linear
eddy current brake is shown in Figure 19a. The prototype includes the primary part
and the secondary part. The primary part consisted of the iron core, excitation
windings, permanent magnets, slides, cushion blocks, connecting plate and so
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on. The secondary part consisted of the conductor plate, back iron, slide rail and
limited block. In this experiment, the rotation movement of a servo rotating motor is
transformed into linear motion through a ball screw to drive the primary part of the
eddy current brake. The test bed is shown in Figure 19b. It includes the servo rotating
motor, a tension-compression sensor, the ball screw, the hybrid excitation linear eddy
current brake and the controller. The measured value of the braking force can be
obtained easily by measuring the output voltage of the tension-compression sensor.
In this paper, the relationship between the output voltage of the tension-compression





In other words, when the output voltage of the tension-compression sensor is
5 mV, the braking force is 1 N.
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Figure 19. (a) Prototype of the hybrid excitation linear eddy current brake and (b) the test bed. 
The final parameters of the hybrid excitation linear eddy current brake are shown in Table 2. 
Table 2. Final parameter of the hybrid excitation linear eddy current brake. 
Symbol Quantity Value 
hm width of the permanent magnet 13 mm 
bm height of the permanent magnet 14 mm 
I excitation current 14 A 
N turns of the excitation winding 200 
L length of the primary iron core 200 mm 
lδ width of the primary iron core 100 mm 
hj height of the primary core yoke 11 mm 
H height of the primary iron core 53 mm 
δ air gap length 1 mm 
τ pole pitch 40 mm 
c conductor plate thickness 1 mm 
hb back iron thickness 9 mm 
bt tooth width 16 mm 
  
Figure 19. (a) Prototype of the hybrid excitation linear eddy current brake and
(b) the test bed.
The final parameters of the hybrid excitation linear eddy current brake are
shown in Table 2.
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Table 2. Final parameter of the hybrid excitation linear eddy current brake.
Symbol Quantity Value
hm width of the permanent magnet 13 mm
bm height of the permanent magnet 14 mm
I excitation current 14 A
N turns of the excitation winding 200
L length of the primary iron core 200 mm
lδ width of the primary iron core 100 mm
hj height of the primary core yoke 11 mm
H height of the primary iron core 53 mm
δ air gap length 1 mm
τ pole pitch 40 mm
c conductor plate thickness 1 mm
hb back iron thickness 9 mm
bt tooth width 16 mm
Figure 20 shows the experimental measurements of the braking force compared
to the calculated values by finite element method. It can be seen that the agreement
between the experimental measurements and the calculated values by the finite
element method is very good. Moreover, due to the saturation of the iron core,
the relationship between the braking force and the excitation current is nonlinear.
As shown in Figure 19b, the length of the stator of the prototype is small, i.e., the
stroke of the prototype is limited. Therefore, the speed cannot reach a higher value.
This problem will be solved in the future.
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Figure 20. Comparison between the experimental measurements and calculated values via 
the finite element method: (a) v = 0.1 m/s and (b) v = 0.15 m/s. 
The output current of the full bridge power converter with the two-level PWM schemes and  
the three-level PWM schemes are given in Figure 21a,b, respectively. The results show that  
the amplitude of the current ripple with the two-level PWM schemes is approximately 50 mA and  
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Figure 20. Comparison between the exp riment l measurements and calculated
values via th finite element method: (a) v = 0.1 m/s and (b) v = 0.15 m/s.
The output current of the full bridge power converter with the two-level PWM
schemes and the three-level PWM schemes are given in Figure 21a,b, respectively.
The results show that the amplitude of the current ripple with the two-level PWM
schemes is approximately 50 mA and the amplitude of the current ripple with the
three-level PWM schemes is approximately 12.5 mA. That is, the amplitude of the
current ripple is significantly reduced by using the three-level PWM schemes. The
experimental waveforms of the braking force are shown in Figure 21c–f. It can be
seen that there is no overshoot in the braking force responses.
The objective braking force, the measured value of the output voltage of the
tension-compression sensor, the measured value of the braking force and the error
between the objective braking force and the measured value of the braking force are
shown in Table 3.
As can be observed in Table 3, the measured value of the braking force has good
correlation with the objective braking force, and the availability of the eddy current
brake controller is verified.
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Figure 21. (a) Output current with the two-level PWM schemes; (b) output current with  
the three-level PWM scheme; (c) Fref = 70 N; (d) Fref = 80 N; (e) Fref = 90 N and  
(f) Fref = 100 N. 
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90 N 418 mV 83.6 N 7.1% 
100 N 461 mV 92.2 N 7.8% 
As can be observed in Table 3, the measured value of the braking force has good correlation with  
the objective braking force, and the availability of the eddy current brake controller is verified. 
7. Conclusions 
In this paper, a novel hybrid excitation linear eddy current brake was presented. The hybrid excitation 
linear eddy current brake has the advantages of high force density and low excitation loss compared to 
the electric excitation linear eddy current brakes. The validity of the analytical model was verified by 
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70 N 337 mV 67.4 N 3.7%
80 N 381 mV 76.2 N 4.8%
90 N 418 mV 83.6 N 7.1%
100 N 461 mV 92.2 N 7.8%
7. Conclusions
I this pap r, a novel hybrid xcitation linear ddy current brake was presented.
The hybrid excitation linear eddy current brake has the advantages of high force
density and low excitation loss compared to the electric excitation linear eddy
current brakes. The validity of the analytical model was verified by the FEM and
experimental tests, therefore the analytical model can be used in the preliminary
design of eddy current brakes. Parametric analysis was performed to explore the
influence of the design parameters on the eddy current brake perfor ance. Moreover,
the experimental results s ow that the eddy current brake ca generate objective
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braking force using the controller proposed in this paper. It has been found that the
proposed eddy current brake system can be used in road and rail vehicles.
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A Novel Grouping Method for Lithium Iron
Phosphate Batteries Based on a Fractional
Joint Kalman Filter and a New Modified
K-Means Clustering Algorithm
Xiaoyu Li, Kai Song, Guo Wei, Rengui Lu and Chunbo Zhu
Abstract: This paper presents a novel grouping method for lithium iron phosphate
batteries. In this method, a simplified electrochemical impedance spectroscopy (EIS)
model is utilized to describe the battery characteristics. Dynamic stress test (DST)
and fractional joint Kalman filter (FJKF) are used to extract battery model parameters.
In order to realize equal-number grouping of batteries, a new modified K-means
clustering algorithm is proposed. Two rules are designed to equalize the numbers
of elements in each group and exchange samples among groups. In this paper, the
principles of battery model selection, physical meaning and identification method
of model parameters, data preprocessing and equal-number clustering method for
battery grouping are comprehensively described. Additionally, experiments for
battery grouping and method validation are designed. This method is meaningful to
application involving the grouping of fresh batteries for electric vehicles (EVs) and
screening of aged batteries for recycling.
Reprinted from Energies. Cite as: Li, X.; Song, K.; Wei, G.; Lu, R.; Zhu, C. A Novel
Grouping Method for Lithium Iron Phosphate Batteries Based on a Fractional Joint
Kalman Filter and a New Modified K-Means Clustering Algorithm. Energies 2015, 8,
7703–7728.
1. Introduction
With the development of EVs, battery technology has drawn more and more
attention worldwide. Battery packs are core components of EVs; they are composed
of hundreds or thousands of small cells joined by series-parallel connections. Owing
to the subtle differences in the battery production process, the electric characteristics
of the batteries are slightly different. The current flowing through the batteries will
thus be inconsistent and the temperature inside the battery pack will be uneven
when the inconsistent batteries are connected in parallel. In this case, battery use will
accelerate their decay and some safety problems will occur [1]. In series connection,
the potential of most batteries in the battery pack will not exhaust. Moreover, battery
state monitoring and management, such as state of charge (SoC), state of health (SoH)
estimation [2–4] and state of peak power (SoP) prediction [5,6], will become more
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and more difficult. Therefore, measures are necessary to guarantee the characteristics
of the grouped batteries are as similar as possible.
Numerous battery grouping methods have been reported in previous studies.
Kim et al. proposed a battery voltage and SoC consistency screening method based on
matching battery DC resistance [7,8]. Schneider et al. used a sorting method for aged
batteries [9]. In that paper, the sorting steps for these batteries are designed. Fang et al.
proposed a method for battery classification based on the thermal behavior during
the charging process [10]. In the method, differences in battery surface temperature
are used to evaluate the consistency of batteries. At present, battery capacity, AC
resistance, electrochemical impedance spectroscopy (EIS), voltage curve, battery
model parameter, charge and discharge thermal behavior are the commonly used
parameters to evaluate consistency.
In the authors’ previous work [11], the reliability and effectiveness of these
evaluation bases are comprehensively analyzed. The main arguments are summarized
as follows: AC resistance represents only a small part of the impedance characteristics
of the battery, and this parameter cannot reflect the dynamic characteristics of the
battery, since the testing frequency (about 1 kHz) is much higher than the main
frequency component of the driving conditions. Battery charge and discharge voltage
curves can reflect the voltage consistency under the test conditions, however, the
reliability of any conformance assessment will be decreased if the working conditions
change. Additionally, the voltage curve is just an external manifestation of the battery,
and the internal characteristics’ consistency cannot be guaranteed because of the
complex relationship between voltage curve and internal material properties. The
surface temperature of a battery is determined by the entropy heat, resistance heat
and surface heat dissipation. The parameters can reflect the battery performance, but
they are susceptible to the external environment. EIS or battery model parameters can
better reflect the dynamic characteristics of a battery. Capacity consistence determines
that the performance of batteries in the battery pack cannot reach their full potential.
However, battery capacity is obtained by constant current charge and discharge tests,
EIS is measured by sweep frequency impedance tests and battery model parameters
are obtained by intermittent constant current and pulse current tests. Considerable
time and special testing instruments are required for these three tests.
The existing battery clustering algorithms include the self-organizing feature
map algorithm (SOM) [10], fuzzy c-means (FCM) clustering algorithm, etc. [12–14].
These earlier works focus more on the similarity of batteries’ characteristics. However,
the number of elements in each group after grouping is different and not equal to the
design number of batteries in each pack.
After review of the problems of the battery consistency evaluation parameter
extraction methods and battery clustering algorithms, this paper presents a novel
battery grouping method. This method can be divided into two parts: the first part
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is the battery characteristic parameter extraction, which is based on a simplified EIS
model, fractional joint Kalman filter algorithm and DST—the details are described in
Section 2. The second part is a new modified K-means clustering algorithm especially
proposed for battery equal-number grouping—this part are presented in Section 3.
The proposed method is established based on a short time charge and discharge
experiment. The characteristic parameters including open circuit voltage (OCV),
simplified EIS model parameters and battery capacity can be obtained. All these
parameters have relatively clear physical meanings. The clustering algorithm
can divide the batteries into equal-number groups according to the similarity of
consistent evaluation parameters and the number of elements designed by engineers
in each group.
2. Battery Parameter Extraction
2.1. Battery Model Selection
2.1.1. Comparison of Battery Models
It is essential to select a suitable model for quantifying battery characteristics.
Recent battery models mainly involve equivalent circuit models based on the external
electric characteristics of battery charge and discharge (ECMs for short in this paper)
or electrochemical impedance spectroscopy tests (EIS models), electrochemical
reaction mechanism models (ERM models), etc. In ECMs, resistance, capacitor
and diodes are commonly used. Their structures are simple and easy to calculate.
These models are widely used in battery state monitoring and management
applications [5,15–19]. The typical equivalent circuit models include the Rint model,
first order RC model, PNGV model, etc. Among them, the first order RC model is the
most widely used because of its simple structure and high accuracy. This model is
shown in Figure 1a.
EIS is usually used to study the electrochemical process of the battery
electrode/electrolyte interface and in the analysis of the insertion and extraction
process of the battery electrode active material. Recently, the EIS technique has had a
wide range of applications in battery charging and discharging dynamic modeling.
Yoon et al. [20] have used impedance data to evaluate the power capacity of batteries.
Xu et al. [21] have used a lithium-ion battery EIS model and fractional order Kalman
filtering algorithm to achieve accurate battery SoC estimation. Waag et al. [22] have
used an EIS model to analyze the aging state of batteries. Compared with ECMs,
EIS models not only reflect the dynamic characteristics of battery more accurately,
but also the structure elements have clear physical meanings, therefore these models
have attracted more and more attention. Traditional EIS tests are conducted in a
laboratory environment. During the process, a small current or voltage is loaded
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onto the battery and the response is measured. A simple EIS model is shown in
Figure 1b.
Energies 2015, 8 7705 
 
 
After review of the problems of the battery consistency evaluation parameter extraction methods 
and battery clustering algorithms, this paper presents a novel battery grouping method. This method 
can be divided into two parts: the first part is the battery characteristic parameter extraction, which is 
based on a simplified EIS model, fractional joint Kalman filter algorithm and DST—the details are 
described in Section 2. The second part is a new modified K-means clustering algorithm especially 
proposed for battery equal-number grouping—this part are presented in Section 3. The proposed method 
is established based on a short time charge and discharge experiment. The characteristic parameters 
including open circuit voltage (OCV), simplified EIS model parameters and battery capacity can be 
obtained. All these parameters have relatively clear physical meanings. The clustering algorithm can 
divide the batteries into equal-number groups according to the similarity of consistent evaluation 
parameters and the number of elements designed by engineers in each group. 
2. Battery Parameter Extraction 
2.1. Battery Model Selection 
2.1.1. Comparison of Battery Models 
It is essential to select a suitable model for quantifying battery characteristics. Recent battery 
models mainly involve equivalent circuit models based on the external electric characteristics of 
battery charge and discharge (ECMs for short in this paper) or electrochemical impedance spectroscopy 
tests (EIS models), electrochemical reaction mechanism models (ERM models), etc. In ECMs, 
resistance, capacitor and diodes are commonly used. Their structures are simple and easy to calculate. 
These models are widely used in battery state monitoring and management applications [5,15–19].  
The typical equivalent circuit models include the Rint model, first order RC model, PNGV model, etc. 
Among them, the first order RC model is the most widely used because of its simple structure and high 
accuracy. This model is shown in Figure 1a. 
















Figure 1. (a) First-order RC model; (b) a simple EIS model; (c) single particle model. Figure 1. (a) First-order odel; (b) a simple EIS model; (c) single particle model.
The behavior inside a battery, including the electrochemical kinetics and charge
transfer processes are described in ERM models [23]. The relationship between
material properties and a battery’s electrical performance are established in these
models. In these models, the pseudo two-dimensional model (P2D model) created by
Fuller et al. [24] and single particle model (SP model) [25] are the most representative
ones. Among these, the, SP model is most the simple ERM. The structure of a SP
model is shown in Figure 1c.
For battery grouping applications, too many characteristic parameters will lead
to an increase in the dimensionality of the battery characteristic vector and battery
clustering will be more difficult. If the weight setting of parameters is unreasonable,
the accuracy of the clustering results will be reduced. Hence, the battery model
structure used for battery grouping should be simple and better reflect the battery
dynamics. In the examples described above, EIS models are more suitable for battery
grouping due to their fewer parameters and clear physical meaning.
2.1.2. Simplified EIS Model
The EIS test result of a lithium iron phosphate (LiFePO4/graphite) battery and
its fitting result based on the simple EIS model are presented in Figure 2.
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Figure 2. EIS test result and fitting result of the simple EIS model. 
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Figure 2. EIS test result and fitting result of the simple EIS model.
The values of Rct and Cdl are 0.46 mΩ and 28.59 F, and the time constant τ is
0.01315 s. The time constant of Rct and Cdl is very small and barely manifested on the
terminal voltage in the case of electric vehicle applications. Hence, the simple EIS
model can be further simplified for a LiFePO4/graphite battery.
The impact of double layer capacitance on battery’s external characteristics
can be ignored. Moreover, Rct is assumed to be constant with current at the room
temperature. Thereby, the simplified EIS model shown in Figure 3 is obtained.
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Figure 3. The simplified EIS model.
The model consists of three elements: voltage source UOC, ohmic resistance RO
and Warburg impedance ZW. UT and IL denote the terminal voltage and the total
current flowing through the battery, respectively.
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Voltage source is used to describe the open-circuit voltage characteristics of the
battery. Due to the simplification of the battery model, many chemical reaction
kinetics processes and the chemical reaction boundary conditions are ignored.






− EOC,n (SoCn) (1)
where EOC,p and EOC,n are open circuit potentials of positive and negative electrodes.
They are functions of the SoC which is determined by the average concentration of
ions of each electrode. UOC is mainly decided by three parameters: the SoC’s start
points of positive and negative electrodes and the cycle range of SoC.
RO is a pure resistance element, which mainly reflects the medium-high frequency
(typically <1 Hz) impedance characteristic of EIS; the value of this parameter is
approximate the sum of the battery bulk resistance Rbulk, SEI film resistance Rset
and electric charge transfer resistance Rct [27], as is shown in Equation (2):
RO = Rbulk + Rsei + Rct





























O,solid stand for the effective
part of the electrolyte ohm impedance and solid ohm impedance affecting on the
terminal voltage. Rsei is mainly determined by the SEI film produced on the surface
of negative electrode particles. Rct is decided by Butler-Volmer kinetics.
ZW is the Warburg impedance, which is usually used to describe the diffusion
characteristics. It is a 0.5 order fractional element. UW is the terminal voltage of this
element. Fleischer et al. [28] presented the physical meaning of the parameters in ZW;







where, R is the gas constant, T is the temperature, c represents the molar concentration
of active particles, F is Faraday’s constant, A is the active surface area, D is the







The characteristics of the battery from different aspects are described by the
three model parameters. Meanwhile, in the simplified EIS model, charge capacity (Q)
is also a crucial parameter for the batteries, and it is meaningful to battery grouping.
Four battery performance parameters, Q, UOC, RO, XW are used for battery grouping.
2.2. Model Parameter Identification
The simplified EIS model parameter online identification method for EVs is
proposed in the authors’ previous work [29]. In the method, a model discrete state
equation should be established first, and then, model parameters are identified based
on the fractional joint Kalman filter algorithm. The details of the two parts are
described as follows.
2.2.1. Model State Equation Establishment
The simplified EIS model has been established in Section 2.1. In this section,
the state and observation equations are constructed as follows, taking the discharge
current value IL,dis as the positive value and data sampling period Ts is one second.




, r > 0 (5)
where, r is the differential order. When r = 1, ∆1 represents a one order differential
operator. As the commonly used capacitor element, if its capacitance is C,
the relationship of terminal voltage UC and the current IC flowing through this





When r is a fractional value, ∆r represents a fractional differential operator.
Similar to the capacitor, the relationship of terminal voltage UW and the current IL
flowing through the element can be expressed as follows:
∆0.5UW = XW IL (7)
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The battery model parameters XW, UOC, RO change slightly with SoC. Then,
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UT is treated as the measurement observation parameter. The observation
equation is written as below:
UT = UOC − ILRO −UW (9)
Equation (8) can be discretized using a bilinear transformation method.
Additionally, the system state noise ω and observation noise υ are considered in
these equations, where these noises are assumed independent with each other. The
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Based on the definition of the Grünwald-Letnikov fractional differential [21,30],
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for j = 0
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where x in Equation (11) is [UW XW UOC RO]T, then, the discrete differential form of
the state and parameters of the simplified EIS model can be obtained:









(−1)j γjxk+1−j is increased with the length
of time, so this feature is not suitable for engineering applications. Additionally, the
battery diffusion process does not occur infinitely, as it is constrained by the boundary
conditions. Thus, k is replaced with variable length L. The value of L is chosen by
applying curve fitting to the experimental data. Finally, the state and observation
equations can be obtained and are shown in Equation (15):
xk =

0 IL,k+IL,k−12 0 0
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0 0 0 0
0 0 0 0
 xk−1
︸ ︷︷ ︸
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k ≤ 64, L = k
k > 64, L = 64
(15)
2.2.2. Model Parameter Identification
In [30], Sierociuk et al. put forward the fractional Kalman filter algorithm. In this
method, fractional element state estimation, parameter identification and order
estimation can be easily realized. Fractional model parameter can be estimated
jointly with the state estimation. In order to distinguish the different applications,
this method is called fractional joint Kalman filter (FJKF) in this paper. Based on
this method, model parameter XW is regarded as an implicit parameter of the state
UW, the value of XW can be updated based on the state estimation result. Besides,
the predication-correction feature of Kalman filter is effectively used. The application
of this algorithm used in battery simplified EIS model parameter identification is
described in Algorithm 1.
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Algorithm 1 Model parameter identification based on FJKF.
Definitions:
Ak−1 =
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]
Step 1: Initialization, Qk is the covariance ofωk, Rk is the covariance of noise υk. Pk is the
error covariance of the state and parameter estimated values, the initial value for each
parameter is give as:
x̂0 = E [x], P+0 = E
[










Step 2: Time update:




Error covariance time update: P−k = (Ak−1 + γ1) P
+
k−1 (Ak−1 + γ1)







Step 3: Measurement update:
















Error covariance measurement update: P+k = (I − LkCk) P
−
k
Step 4: k = k + 1, repeat Step 2 and Step 3, until all data is processed.
2.3. Parameter Identification Experiment Sequence
The battery model and model parameter identification method are described
in Sections 2.1 and 2.2. In order to obtain the battery model parameters and charge
capacity, an experimental sequence is designed. The sequence is set up mainly based
on dynamic stress tests, and there are seven steps.
The time consumption of this experiment is about eight hours, which is a little
longer than the time consumption of constant current/voltage charge and discharge
recommended by battery manufacturers, but shorter than the hybrid pulse power test
described in the FreedomCAR battery test manual [31]. This sequence is described
in Algorithm 2 and Figure 4.
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Algorithm 2 Experimental sequence for battery parameter identification.
Step 1: Constant current discharge, until battery terminal voltage reaches the lower
cut-off voltage.
Step 2: Rest for one hour.
Step 3: Charge with the battery manufacturer’s recommended procedures.
Step 4: Rest for one hour.
Step 5: Apply Dynamic Stress Test on the battery. The maximum discharge current is 2C
in this paper. Stop when the battery terminal voltage reaches the lower cut-off voltage.
The details of DST are described in FreedomCAR battery test manual.
Step 6: Rest for several minutes.
Step 7: Discharge with a low constant current, until the battery terminal voltage reaches
the lower cut-off voltage. This step causes the battery to be fully discharged, this is
essential for battery grouping.
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3. Battery Feature Clustering
3.1. Data Preprocess
3.1.1. Data Down-Sampling
Battery model parameters UOC, RO, XW can be obtained based on the method
proposed in Section 2, and they are functions of test time. It is necessary to translate
the function into the depth of discharge (DoD) of the battery. DoD of a battery i at







Here, Qi is the charge capacity of battery i , its value can be calculated by the





In order to reduce the amount of calculations, a down-sampling process is
executed on the parameter identification results. Additionally, model parameter
identification results of DoD = 0%–10% and 90%–100% are discarded from
further analysis.
3.1.2. Crude Data Exclusion
Typically, operational errors are unavoidable in the experimental process.
For example, test cables may connect unreliably, equipment channels fail and so on.
Apart from these errors, the failures in the battery production process can also lead
to the existance of crude values in the model parameter identification results. In this
paper, the crude values are discarded based on the Laiyite criterion (3σ criterion).
Additionally, since the number of samples remaining should not larger than the
designed numbers n0 for battery grouping, another step is added to the crude data
discarding process. The details of this process are shown in Algorithm 3.
Algorithm 3 Crude data excluding process.
Step 1: Calculate the average curve of each model parameters of the samples,
additionally, calculate the average value of battery capacities.





Where, X represents UOC, RO or XW.
Step 2: Calculate the average distance between the parameter curve and the average
curve, that is the distance between battery capacities and the average capacity.
DX,i = mean
(
Xi (DoD)− Xavg (DoD)
)
, i = 1, ..., n









Step 4: Discard the samples that do not meet the requirement of Laiyite criterion.
The Laiyite criterion is: |DXi| < 3σX
Step 5: Regard the remaining samples as the evolution objects. Reset the number of
evolution objects n, and repeat Steps 1–4, until all the remaining parameters are
eligible with the requirement of Laiyite criterion.
Step 6: If n > n0, randomly discard the samples which have maximum value of
|DXi| until the number of remaining samples is equal to n0. Ultimately, the samples
used for battery grouping are obtained.
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3.2. Consistency Evaluation Parameter Generation
In Section 3.1, DQ, DUOC , DRO and DXW of each remaining battery are obtaine;
these parameters have different units and should be normalized for further analysis,
the results are represented by D∗Q, D
∗
UOC
, D∗RO and D
∗
XW
. The four parameters describe
the performance of batteries, but cannot be used directly for battery consistency
evaluation, because they have different effects on battery consistency. It is necessary
to weight the parameters according to defined rules. In this paper, the weights are set
up based on the parameters’ inconsistent influence on the terminal voltage. Battery
terminal voltage can be expressed as:
UT = UOC −URO −UW (18)
The relationship between Q’s inconsistent value ∆Q and ∆UOC is described
in Figure 5. In order to simplify the calculation, the OCV curve can be regard as a
straight line, and Equation (19) can be obtained.
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   (19)
where, max minOCV   is about 0.48 V. 






where, ∆OCVmax−min is about 0.48 V.
The relationship between ∆UT and ∆UOC, ∆RO can be easily obtained; this are
expressed as:
∆UT,UOC = ∆UOC (20)
∆UT,RO = IL∆RO (21)
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However, the influence of ∆XW on ∆UT cannot be obtained directly. Thus, the
following analysis is carried out. Assuming the initial state of UW is zero, when
a step current excitation IL is applied to ZW, the voltage response after k s can be
calculated. When k = 1, the voltage response is given as:






The voltage response of ZW when k ≥ 2 is given as:










Finally, the voltage response of ZW at time k can be given as:
UW,T = a (k) XW IL (24)
where, a(k) is coefficient variable of XWIL, and is determined by L in the state discrete
equations. IL and XW are constant, the coefficient a can be expressed in Figure 6. The
maximum value of a is amax(k) = 14.
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The voltage response of ZW when k  ≥ 2 is given as: 
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Finally, the voltage response of WZ  at time k  can be given as: 
 ,W T W LU a k X I  (24)
where, a(k) is coefficient variable of XWIL, and is determined by L in the state discrete equations. IL and 
XW are constant, the coefficient a can be expressed in Figure 6. The maximum value of a  
is amax(k) = 14. 
 
Figure 6. Changes of the coefficient a with time. 
During charge or discharge, the working time is much longer than the length of time presented in 
the figure. amax = 14, the value of a  changes mainly near the maximum value. The relationship 
between ΔUT and ΔXW can be described as: 
maxW L WU a I X    (25)
The median working current 1C (40 A) is used as the reference current ,L refI  in the Equations (24) 
and (25), the weight proportion of each parameter can be described as: 
Figure 6. Cha e coe ficient a with time.
During charge or discharge, the working time is much longer than the length
of time presented in the figure. amax = 14, the value of a changes mainly near the
maximum value. The relationship between ∆UT and ∆XW can be described as:
∆UW = amax IL∆XW (25)
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The median working current 1C (40 A) is used as the reference current IL,ref in the
Equations (24) and (25), the weight proportion of each parameter can be described as:




: ∆UOC : IL,re f ∆RO : amax IL,re f ∆XW (26)










which consists of four consistency evaluation
parameters for each cell is obtained.
3.3. Battery Equal-Number Clustering
Battery grouping is a special kind of clustering problem. In the traditional
clustering method, elements are grouped based on the similarity of feature data, and
there is no pre-set category features. The whole clustering process works without
supervision. However, battery grouping is a little different from the traditional
method, because the amount of elements in each group should meet the requirements
of the battery pack. Hence, a special equal-number clustering method is needed for
battery grouping.
3.3.1. K-Means Clustering Method
K-means clustering method is a popular partitioning clustering method [32].
In this method, the initial cluster centers are randomly selected from the elements
to be clustered, and the remaining elements are clustered into N groups based on
the similarity (distance), and the cluster center of each cluster is recalculated after
that. The variance function shown in Equation (27) is generally used as the standard









3.3.2. Kd-Tree Cluster Center Initialization
Unfortunately, K-means clustering method is local optimization strategy, and it
is sensitive to the initial cluster center and can easily fall into a local optimal solution.
A good initial cluster center can avoid the local optima issue. Redmond, et al.
proposed a cluster center initial method based on kd-tree. kd-tree is established for
data density estimation, and the initial cluster centers are selected from kd-tree’s leave
boxes based on an improved max-min distance method. This cluster center initial
method is much better than the random cluster center initial method. The calculation
is relatively simple. Readers can refer to [33] for further details of the algorithm.
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Algorithm 4 Main steps of K-means clustering method.
Step 1: Initialize the cluster centers. Select N cluster centers randomly. µ1,µ2, ...,µk.
Step 2: Calculate the distance between each sample and each cluster center.
Clustering the samples to the nearest cluster based on the minimum distance
principle. For sample p, it is belong to the cluster which is obtained by:
c(p) = argmin||x(p) − µn||
2











Step 4: Repeat Step 2 and Step 3, until the cluster centers are no longer changing or
only changes minimal.
3.3.3. The New Modified K-Means Clustering Method
Sections 3.3.1 and 3.3.2 describe the K-means clustering method using kd-tree
cluster center initialization. The battery equal-number clustering method proposed in
this paper is based on this method and the clustering rules are redesigned. The target
of the method is partitioning the samples into N clusters and the amount of elements
in each cluster is equal to M. The objective function of equal-number clustering is the
same with the traditional K-means method, as shown in Equation (27). An adjusting
rule is developed to equalize the numbers as below:
Rule 1: Element number equalization
The cluster which has the largest number of elements should be determined
first. Then, the elements of this cluster are sorted based on the distances between
them and their cluster center. The element with the farthest distance is assigned
to another cluster whose number of elements is less than the pre-set value M and
the distance of this element to the new cluster should be as near as possible. This
assigning rule takes distance and element number into account at the same time. We
repeat this process until the number of elements in each cluster is equal to the pre-set
value. Equal-number clusters can be accomplished based on Rule 1. However, this
process cannot guarantee the accuracy of the element’s attribution. Thus, an element
exchange criterion between two clusters is set up.
Rule 2: Element exchange criterion
This rule is made to regulate the element exchanging process between two
selected clusters. In order to explain this rule, several definitions are made:
Master cluster Cm: Cm is the cluster who initiates the element exchange process.
The cluster center and element i in this cluster is expressed by µm and xm,i.
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Slave cluster Cs: Cs is the cluster waiting for element exchange with Cm.
The cluster center and element j is expressed µs and xs,j.




µsµm): The vector’s starting point is µm (µs)
and ending point is µs(µm).









µsµm > 0, element j is a slave proximal element.
In these two clusters, the exchange process is only allowed in the proximal
elements because the exchange possibility between two proximal elements is
much higher than between non-proximal elements. This limitation is an effective
approach to reduce calculation complexity and improve the convergence rate of the
clustering algorithm.
In order to decrease the value of the measurement target of the new modified
K-means method, exchange process between Cm and Cs occurs when the requirements
of Equation (28) is satisfied:
||xm,i − µm||2 + ||xs,j − µs||2 > ||xs,j − µm||2 + ||xm,i − µs||2 (28)
Based on the analysis and two new rules for cluster elements attribution, the
new modified K-means method is established. This equal-number clustering steps
are described in the Algorithm 5 and some of the main steps are shown in Figure 7.
Algorithm 5 Steps of equal-number clustering method.
Step 1: Cluster centers initialization. Cluster center is calculated using the kd-tree
cluster center initialization method.
Step 2: Cluster initialization. The elements are clustered to each cluster according
to the minimum distance criterion described in K-means clustering method. Step1
and Step 2 are shown in Figure 7a.
Step 3: Element number equalization. Equalize the number of each cluster
according to rule 1. This step is shown in Figure 7b.
Step 4: Distance data storage. Two arrays are set up for each cluster, named main
storage array and auxiliary storage array. Calculate the distances from each
element to all centers. The results are stored in the main storage arrays, but
auxiliary storage array is not used here.
Step 5: Elements exchange among the clusters.
Step 5.1: Set one of the clusters as a master cluster Cm, another one is regard as a
slave cluster Cs. Find the proximal elements in these two clusters. This step is
shown in Figure 7c.
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Step 5.2: Select a proximal element in Cm and a proximal element in Cs as the
quasi-exchange elements, If the two elements can meet the requirements of
Equation (28), take out the two elements from their pervious clusters, exchange
the belonging of elements and store their feature parameters in the auxiliary
storage array. If not, select another proximal element in Cs as the quasi-exchange
element and repeat the calculation of Equation (28) and determine whether to
exchange elements or not, until all xs,nms are traversed. This step is shown in
Figure 7d.
Step 5.3: Select another proximal element in Cm as the quasi-exchange element,
repeat Step 5.2, until all xm,nss are traversed.
Step 5.4: Set another cluster as a new Cs, repeat Step 5.2 and Step 5.3, until all
clusters apart from the master cluster are treated as a slave cluster one time for
element exchange.
Step 5.5: Set another cluster as a new Cm, repeat Step 5.2, Step 5.3 and Step 5.4,
until all the clusters are treated as a master cluster one time.
Step 6: Take out the data stored in the auxiliary storage array, and push them
onto the main storage array of each cluster. Step 6: Recalculate the center of each










Step 7: Repeat Steps 4–6, until cluster centers do not change or only
change a little.
∑ ||∆µn|| < ε
Where, ε is the threshold value of process stopping, the equal-number clusters
are obtained.
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Figure 7. Main steps of equal-number clustering (a) Cluster initialization; (b) Element number 
equalization; (c) Proximal element determination; (d) Elements exchange; (e) Cluster center 
recalculation; (f) Result of the clustering method. 
4. Experimental Details 
Battery parameter identification and battery grouping verification experiments were implemented at 
CALB Co. Ltd. (Luoyang, China). A series of battery test systems were used for battery testing. Model 
and parameter identification verification experiments were carried out with an Arbin BT2000 battery 
test system in the Harbin Institute of Technology. The devices under test are 95 energy-type 
LiFePO4/graphite batteries produced by CALB. The typical capacity (Q0) is 42 Ah, cut-off voltages are 
3.65 V and 2.5 V, maximum constant discharge current is 2C. The experiments were conducted at 
room temperature and standard atmospheric pressure. 
4.1. Parameter Identification Experimental Details 
The sequence of parameter identification experiment has been described in Section 2.3, this sequence 
is applied to the 95 batteries. The terminal voltage and load current value are recorded in the experiment. 
4.2. Verification Experimental Details 
There are two verification experiments in this paper. One is a model and parameter identification 
validation experiment, the other is a battery grouping verification experiment. 
4.2.1. Model and Parameter Identification Verification Experiments 
In order to validate the accuracy of the simplified EIS model and parameter identification method,  
a load current sequence combining the DST profile with constant current discharge profile is established. 
The change of DoD in each segment is 10%, the interval of every segment is 1 h. This sequence is 
shown in Figure 8. 
Figure 7. Main steps of equa -number clustering (a) Cluster initialization;
(b) Element number equalization; (c) Proximal element determination; (d) Elements
exchange; (e) Cluster center recalculation; (f) Result of the clustering method.
4. Experimental Details
Battery parameter identification and battery grouping verification experiments
were implemented at CALB Co. Ltd. (Luoyang, China). A series of battery test
systems were used for battery testing. Model and parameter identification verification
experiments were carried out with an Arbin BT2000 battery test system in the Harbin
Institute of Technology. The devices under test are 95 energy-type LiFePO4/graphite
batteries produced by CALB. The typical capacity (Q0) is 42 Ah, cut-off voltages are
3.65 V and 2.5 V, aximum constant discharge current is 2C. The experiments were
conducted t room temperature and standard atmospheric pressure.
4.1. Pa am ter Identification Experiment l Details
The sequence of parameter identification experiment has been described in
Section 2.3, this sequence is applied to the 95 batteries. The terminal voltage and
load current value are recorded in the experiment.
4.2. Verification Experimental Details
There a e two v rificatio exper ments in this paper. O e is a odel a d
param ter identification validation experiment, the oth is a battery grouping
verification experiment.
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4.2.1. Model and Parameter Identification Verification Experiments
In order to validate the accuracy of the simplified EIS model and parameter
identification method, a load current sequence combining the DST profile with
constant current discharge profile is established. The change of DoD in each segment
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A1: The segment of the test data in DoD = 50% is selected for model accuracy verification. UOC 
only changes slightly in this segment, and the value of UOC can be regarded as constant. The simulation 
results of the first-order RC model and the simplified EIS model are compared. Genetic algorithm 
(GA) is used for model parameter identification in this process. 
A2: The terminal voltage of each segment’s first point is regarded as the value of UOC at the initial 
time. The value of UOC at the end point of this segment is determined by the terminal voltage of the 
next segment’s first point. The change of UOC is considered to be linear with the change of DoD in the 
center of this segment. GA and FJKF are used to get the impedance parameters in the model.  
The accuracy of FJKF is verified by comparing the parameter identification results of the two methods. 
4.2.2. Battery Grouping Verification Experiments 
In order to verify the accuracy of the battery grouping method, typically, batteries should be 
connected in parallel or series and experiments performed. In this paper, the batteries are not connected 
in parallel or in series because the analysis is too complex and meaningful results may not be obtained. 
Instead of that, five simple experiments are implemented on each battery respectively. Battery 
grouping accuracy is evaluated by the aggregation degree of the voltage curves in each group.  
The experiments include: 0.5 C-rate charge and 0.5 C-rate discharge, 1 C-rate charge and 1 C-rate 
discharge and dynamic stress test. 
5. Results and Discussion 
5.1. Battery Grouping Result Analysis 
5.1.1. Battery Parameter Identification Result Analysis 
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are shown in Figure 9, where the capacity values are located between 40 Ah and 44 Ah, and the 
Figure 8. Model and parameter identification verification experimental sequence.
A1: The segment of the test data in DoD = 50% is selected for model accuracy
verification. UOC only changes slightly in this segment, and the value of UOC can
be regarded as constant. The simulation results of the first-order RC model and
the simplified EIS odel are compared. Genetic algorithm (GA) is used for model
parameter identifica ion in this process.
A2: The terminal voltage of each segment’s first point is regarded as the value
of UOC at the initial time. The value of UOC at the end point of this segment is
determined by the terminal voltage of the next segment’s first point. The change of
UOC is considered to be linear with the change of DoD in the center of this segment.
GA and FJKF are used to get the impedance parameters in the model. The accuracy of
FJKF is verified by comparing the param ter identificatio resul s of the two methods.
4.2.2. Battery Grouping Verification Experiments
In order to verify the accuracy of the battery grouping method, typically, batteries
should be connected in parallel or seri s and ex eriments performed. In this pap r,
the batteries are not connected i parallel or in series because the nalysis is to
complex and meaningful results may not be obtained. Instead of that, five simple
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experiments are implemented on each battery respectively. Battery grouping accuracy
is evaluated by the aggregation degree of the voltage curves in each group. The
experiments include: 0.5 C-rate charge and 0.5 C-rate discharge, 1 C-rate charge and
1 C-rate discharge and dynamic stress test.
5. Results and Discussion
5.1. Battery Grouping Result Analysis
5.1.1. Battery Parameter Identification Result Analysis
Battery model parameters are extracted from the experiment using the
FJKF algorithm described in Section 2.3, and battery capacity is obtained using
Ah-counting. Battery capacity and its distribution are shown in Figure 9, where
the capacity values are located between 40 Ah and 44 Ah, and the distribution is
approximately normal. Battery model parameters and terminal voltage estimation
errors are shown in Figure 10.
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Figure 10. Model parameter identification result (a) UOC; (b) RO; (c) XW; (d) UT error. 
In Figure 10a,b, there exist apparent crude values in the parameter curves. In Figure 10d,  
the terminal voltage estimation errors in most regions (DoD = 10%–90%) are smaller than 5 mV.  
This phenomenon can partly verify the accuracy of the simplified EIS model and FJKF algorithm.  
The parameters in the regions of DoD = 0%–10% and DoD = 90%–100% is unreliable because of the 
large simulation error existing in these regions. The data are discarded. 
Figure 9. Battery capacities and distribution.
In Figure 10a,b, there exist apparent crude values in the parameter curves. In
Figure 10d, the terminal voltage estimation errors in most regions (DoD = 10%–90%)
are smaller than 5 mV. This phenomenon can partly verify the accuracy of the
simplified EIS model and FJKF algorithm. The parameters in the regions of
DoD = 0%–10% and DoD = 90%–100% is unreliable because of the large simulation
error existing in these regions. The data are discarded.
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5.1.2. Battery Clustering Result Analysis
Model parameters are down sampled and the crude data is discarded according
to the data preprocessing process described in Section 3.1. The result is shown in
Figure 11. Then, the weights of the battery performance parameters are calculated
based on Equation (26). The values of OCVmax −min, IL,ref and amax are obtained
in Section 3.2 and the other coefficients in this equation can be obtained from the
preprocess result shown in Figure 11:
∆Q = 3.5 Ah
∆UOC = 8.0× 10−3 V
∆RO = 5.0× 10−4 Ω
∆XW = 1.2× 10−5 Ω
(29)
Then, the weights can be obtained. After normalizing the minimum weight and
rounding the value of each weight, Equation (30) can be obtained:
wQ : wUOC : wRO : wXW ≈ 3 : 1 : 3 : 1 (30)
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Battery clustering result are shown in Figure 12. The samples are clustered into
four groups. In each group, the consistency evolution parameters are very similar
with each other.
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Then, the weights can be obtained. After normalizing the minimum weight and rounding the value 
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5.2. Verification of the Battery Grouping Method 
5.2.1. Model Accuracy Verification 
In this section, the first order RC model is compared with the simplified EIS model. In order to 
obtain the model parameters, a genetic algorithm (GA) is used to find the optimal value of the 
parameters except for UOC. Equation (31) is used as the objective function of GA. 
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The measured terminal voltages of DST in DoD = 50% are used as the true values. The 
optimization results of model parameters are used for terminal voltage estimation and predication. 
Results are shown in Figure 13.  
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and measured values of terminal voltage; (b) simulation errors.
In the test results, the root mean square (RMS) voltage error of simulation results
of the first-order RC model and the simplified EIS model are 6.9 mV and 2.8 mV.
The estimation errors in DST region are 2.7 mV and 2.8 mV, and prediction errors are
8.7 mV and 2.7 mV. The simulation accuracy of the simplified EIS model is higher
than the accuracy of the first-order RC model. Compared to the first-order RC model,
the simplified EIS model can represent the impedance characteristics of the battery
much better. Furthermore, the number of parameters is less than that of the first-order
RC model.
452
5.2.2. Model Parameter Identification Accuracy Verification
The RMS error of terminal voltage is 1.03 mV in the result which is shown in
Figure 9. In this section, FJKF and GA are applied to the same experimental data for
model parameter identification. The identification results of UOC, RO and XW are
shown in Figure 14. The results of the two methods are very similar. The accuracy
and effectiveness of FJKF can be verified from the results.
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Figure 14. Comparison of the model parameter identification methods: (a) terminal
voltage; (b) UOC; (c) RO; (d) XW.
5.2.3. Battery Grouping Accura y Verification
In order to verify the validity of the proposed method for battery grouping,
three other battery grouping methods—capacity matching, RO matching and the
voltage curve matching method—are used to compare with this method. The
first two methods are easy to implement. The voltage curve matching method,
proposed in [34], is based on the similarity of average distance, Euclidean distance
and correlation coefficient, but the clustering method for three parameters was
not described. In this paper, the voltage curve matching method is based on the
average distance between the voltage curves and the mean curve. Additionally,
1C-rate discharge curves are used for battery grouping in this method. The clustering
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effective evaluation criterion is dominated based on the average Euclidean distance


















The battery grouping evaluation results of these methods are shown in Table 1.
As is seen from the results, the voltage dispersion in each group after adopting
the proposed clustering method is much smaller than the other ones under most
working conditions, so the new grouping method has relatively higher accuracy
when compared with the other methods.
Table 1. Comparison of battery grouping results.







Dispersion Max Min Avg. Max Min Avg. Max Min Avg. Max Min Avg.
DST 21.56 9.483 15.40 38.43 19.18 25.94 16.50 6.910 13.41 15.80 5.682 10.78
0.5 C charge 26.02 9.406 17.00 43.61 27.31 32.71 22.78 7.803 18.22 19.60 6.425 13.98
0.5 C discharge 21.53 9.391 15.31 41.90 26.13 31.23 19.40 7.776 15.82 19.17 7.548 14.21
1 C charge 30.35 15.88 24.40 42.65 28.98 33.67 22.74 17.89 20.32 22.93 16.85 19.64
1 C discharge 24.40 16.13 20.46 42.92 27.97 32.32 23.32 9.052 17.03 21.80 9.939 16.71
6. Conclusions
A grouping method for LiFePO4/graphite batteries is proposed. The method
is mainly based on the fractional joint Kalman filter and a new modified K-means
algorithm. Batteries can be divided into groups with same number of elements and
similar battery characteristics in each group. The innovations and contributions of
the proposed method are as follows:
1. A simplified EIS battery model is adopted for battery characteristic description.
The accuracy of this model is relatively higher and the number of parameters is
less than in the first order RC model under the tested conditions. The model is
suitable for battery grouping.
2. A fractional joint Kalman filter is used for parameter identification. Fractional
parameters XW can be estimated jointly with the state UW of the fractional
element ZW. This algorithm is appropriate and effective for fractional model
parameter identification.
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3. A new modified K-means clustering method is proposed for battery equal-number
grouping. In this method, a feature vector with four parameters is used to
describe the performance of the battery from different angles. Two rules are
designed to equalize the numbers of elements in each group and exchange
samples among groups. The rules are added to the K-means clustering method
and replace the criterion of element attribution calculation.
This battery grouping method is effective for LiFePO4/graphite battery grouping.
Furthermore, this method has the potential to be utilized in battery reuse applications.
The simplified EIS model and FJKF algorithm can also be used for battery online
state estimation or prediction. The equal-number clustering method can be
applied to other clustering applications which require not only similarity, but also
equal-numbers in each cluster. Future works will include evaluating the algorithm
for the abovementioned applications.
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Nomenclature
Symbols
UT terminal voltage of a battery, V
IL load current, A
OCV open circuit voltage, V
UOC open circuit voltage, V
EOC open circuit potential of electrode, V
RO ohmic resistance, Ω
Rbulk bulk resistance, Ω
Rext connect resistance, Ω
Rsei SEI resistance, Ω
Rct charge transfer resistance, Ω
Cdl double layer capacitance, F
ZW Warburg impedance, Ωs−0.5
455
XW Warburg resistance, Ω
UW terminal voltage of ZW, V
Q nominal capacity, Ah
Q0 typical capacity of the battery, Ah
w weight of a parameter, 1
σ standard deviation, V or Ω
D distance, V or Ω
E evaluation parameter, V or Ω
C cluster
N total number of clusters
n cluster n











−̂ prior estimation value





EIS electrochemical impedance spectroscopy
FJKF fractional joint Kalman filter
DST dynamic stress test
SoC state of charge
DoD depth of discharge
SEI solid electrolyte interface
RMS root mean square
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Stability Analysis for Li-Ion Battery Model
Parameters and State of Charge Estimation
by Measurement Uncertainty Consideration
Shifei Yuan, Hongjie Wu, Xuerui Ma and Chengliang Yin
Abstract: Accurate estimation of model parameters and state of charge (SoC)
is crucial for the lithium-ion battery management system (BMS). In this paper,
the stability of the model parameters and SoC estimation under measurement
uncertainty is evaluated by three different factors: (i) sampling periods of 1/0.5/0.1 s;
(ii) current sensor precisions of±5/±50/±500 mA; and (iii) voltage sensor precisions
of ±1/±2.5/±5 mV. Firstly, the numerical model stability analysis and parametric
sensitivity analysis for battery model parameters are conducted under sampling
frequency of 1–50 Hz. The perturbation analysis is theoretically performed of
current/voltage measurement uncertainty on model parameter variation. Secondly,
the impact of three different factors on the model parameters and SoC estimation
was evaluated with the federal urban driving sequence (FUDS) profile. The bias
correction recursive least square (CRLS) and adaptive extended Kalman filter (AEKF)
algorithm were adopted to estimate the model parameters and SoC jointly. Finally,
the simulation results were compared and some insightful findings were concluded.
For the given battery model and parameter estimation algorithm, the sampling
period, and current/voltage sampling accuracy presented a non-negligible effect on
the estimation results of model parameters. This research revealed the influence of
the measurement uncertainty on the model parameter estimation, which will provide
the guidelines to select a reasonable sampling period and the current/voltage sensor
sampling precisions in engineering applications.
Reprinted from Energies. Cite as: Yuan, S.; Wu, H.; Ma, X.; Yin, C. Stability Analysis
for Li-Ion Battery Model Parameters and State of Charge Estimation by Measurement
Uncertainty Consideration. Energies 2015, 8, 7729–7751.
1. Introduction
The lithium-ion battery has been widely utilized as a promising power source
of hybrid-electric vehicles (HEVs) and pure electric vehicles (EVs) for its high energy
and power density, no memory effect, and slow rate of self-discharge. Reduced safety
hazards and an efficient Li-ion battery system can be achieved by developing an
advanced battery management system (BMS). The model parameters and state of
charge (SoC) are two critical indicators for an efficient BMS to operate the battery
system safely and extend the cell life longevity.
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1.1. Literature Review
Many studies have been performed in literature about the battery model
parameters and SoC estimation. According to their highlights, these works can
be classified around four categories: (I) operation environments; (II) varied aging
states; (III) modeling and algorithm error; and (IV) measurement uncertainty.
In Class I, He et al. [1] realized the influence different charging and discharging
rates had on the cell capacity. They formulated the coulombic efficiency that related
with the current rates (1/3C–3C) and flowing direction to achieve a more accurate
SoC estimation. To improve the accuracy of the battery model further, the authors
He et al. [2] and Xing et al. [3] considered the temperature effect with the range
of −20–60 ◦C and 0–40 ◦C. In their research, the coulombic efficiency was expressed
as the polynomial equation of temperature. Wang et al. [4] considered the current
rates and temperature effect together to correct the coulombic efficiency by creating a
table to achieve more precise estimation of SoC and energy. In contrast, Liu et al. [5]
addressed this issue by using the back-propagation neural network (BPNN) model
to manage the current rate and temperature effect, and their simulation results also
presented great performance. In Class II, the authors [6,7] analyzed the aging effect in
the SoC estimation for lithium-ion polymer battery (LiPB) by two methods: first, the
cell nominal capacity was re-modified according to the actual health environments;
second, the cell’s open circuit voltage (OCV) was re-expressed as a second order
polynomial equation, which is related with the SoC and modified cell capacity. Based
on the recursive least square (RLS) and adaptive Kalman filter algorithm, the SoC
estimation could be maintained with high accuracy. Dai et al. [8] applied the SoC
estimation on a Li-ion battery pack of multiple inconsistent cells with the averaged
cell model. Then they attempted to estimate the SoC for each individual cell, and
the simulation results indicated good performance for the model and algorithm.
Zhong et al. [9] analyzed the difference between the cells and the impact of balance
control to minimize the cell capacity variation. The battery pack in serial and parallel
connections and the passive balance control effect were considered to evaluate the
impact of cell uniformity and inconsistency.
In Class III of the modeling and algorithm error, the battery model should first
be established. In general, the battery model consists of model parameters and OCV
in two parts. The two major factors of parameters uncertainty in varying aging and
temperature effects have been reviewed previously. This review will address the OCV
variation and SoC estimation algorithm uncertainty under different environments.
Liu et al. [10] conducted the OCV test from 0 ◦C to 45 ◦C, and compared the
OCV variation with temperature effect by creating a table. Hu et al. [11] provided
the OCV value for lithium nickel-manganese-cobalt oxide (LiNMC) and lithium
iron phosphate (LiFePO4) cell by a series of polynomial functions with variables
of temperature and SoC. Xiong et al. [12] presented the OCV functions for four
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different kinds of chemistry cells, such as carbon/lithium manganese oxide (C/LMO),
lithium titanate oxide/nickel-manganese-cobalt-oxide (LTO/NMC), carbon/NMC
(C/NMC) and carbon/lithium iron phosphate (C/LFP). Their simulation showed
that the adaptive extended Kalman filter (AEKF) based SoC estimation method is
suitable for multiple kinds of cells and obtained good estimation results with a
maximum error being less than 3%. About the adaptive algorithm for SoC estimation,
the extended Kalman filter (EKF) algorithm is firstly applied to the lithium ion
polymer battery by Plett [13–15] in the work. Afterward, more extensive studies were
conducted to assess the effect of the initial SoC creation, process covariance Rk, and
measurement covariance Qk [16,17]. To overcome the uncertainty of measurement
noise covariance and initial SoC creation, the unscented Kalman filter [2,18,19],
the particle filter [9,20,21], the AEKF [1,7,12], and the adaptive observer [22,23]
techniques are proposed for SoC estimation. In Class IV, the measurement uncertainty
remains an emerging research field according to our knowledge. Liu et al. [10]
analyzed the current measurement with drift noise effect on SoC estimation by a
dual-particle-filter estimator. In their study, the drift current was considered as an
undetermined static parameter in the battery model to eliminate the drift current
effect. Xia et al. [24] conducted the SoC estimation under the measurement error of
both 2.5% voltage noise and 5% current noise. The results showed the SoC estimation
error would not exceed 4.5%. However, as stated in [25], the current sensors have
a certain grade of measurement accuracy and resolution. The amplifier circuit also
exhibited some accuracy issues with the adaptation of resistors, capacitors and power
lines. The micro-control-unit (MCU) involved the rounding errors in the process
of analogue to digital (A/D) conversion and calculation. The current signal with
harmonics also caused measurement errors during the sampling process with the
MCU. All these noises and uncertainties in the measurement loop will generate errors
for model parameters and SoC estimation. The detailed information is summarized
and listed in the following Table 1.
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Table 1. Factors influencing on the model parameters and state of charge
(SoC) estimation.
Attribution Item in detail Reference
I. Operation
environments




II.1. Battery capacity loss during aging cannot
be counted in the SoC calculation [6,7]
II.2. Cell inconsistency [8,9]
II.3. Self-discharging cannot be counted for by
the SoC algorithm unknown
III. Modeling and
algorithm error
III.1. Parameters uncertainty due to
varying aging [6,7]
III.2. Parameters uncertainty due to
varying temperature [2–5]
III.3. OCV uncertainty due to varying aging [6]
III.4. OCV uncertainty due to
varying temperature [10]
III.5. OCV uncertainty due to battery types [11]
III.6. Different sampling rate Ts unknown
III.7. Battery initial SoC remains unknown
[16]III.8. Different noise covariance Rk, Qk




IV.1. Current measurement with drift noise [10]
IV.2. Different sampling rate Ts unknown
IV.3. Current sensor with different resolution unknown
IV.4. Current sensor with different precision [24]
IV.5. Voltage sensor with different resolution unknown
IV.6. Voltage sensor with different precision [24]
IV.7. Loading/excitation profile dependence unknown
1.2. Motivations and Contributions
The measuring system will inevitably bring in uncertainty and errors between
measured signal and true signal from sampling aliases, conversion loss, and rounding
calculation solutions. In this paper, the key innovation and contribution was to
evaluate the effects of the measurement uncertainty on battery model parameter
and SoC estimation both in theory and experiments. Different from other research,
the measurement uncertainty is assumed from three different factors: (a) sampling
periods of 1/0.5/0.1 s; (b) current sensor precisions of ±5/±50/±500 mA; and
(c) voltage sensor precisions of ±1/±2.5/±5 mV. Afterward, the perturbation
analysis of current and voltage measurement uncertainties, model stability analysis
and parametric sensitivity analysis of model parameters were conducted respectively.
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The analytical result and conclusion provided guidelines that an engineer could use
to choose the optimal sampling periods and current/voltage sensor precisions for
improved estimation accuracy of model parameters and SoC.
1.3. Organization of the Paper
This paper will be organized as follows. In Section 2, the discrete battery model
is given and the perturbation analysis of current/voltage measurement uncertainty,
model stability analysis and parametric sensitivity analysis are conducted. In
Section 3, the AEKF algorithm was adopted for the SoC estimation based on the
auto regressive exogenous (ARX) battery model. In Section 4, the experiment setup
is established, and the measured OCV-SoC curve is presented. In Section 5, the
simulations were implemented upon three different factors. Then, the comparison
is performed to analyze the weighted importance of factors on parameter and SoC
estimation. Finally, the paper ends with a concluding remark.
2. Battery Model Analysis and Parameter Estimation
2.1. Auto Regressive Exogenous (ARX) Battery Model
As shown in Figure 1, the equivalent circuit model is employed to simulate the
cell dynamic performance. It consists of an ohmic resistor Ro, open circuit voltage
Voc (SoC) and one RpCp network connected in series. The resistor Ro represents the
cell internal resistance. The RpCp network describes the electrochemical polarization
dynamics. The electrical behavior of the lithium-ion battery can be expressed by the
following equation: { .
Up = − 1CpRp Up +
1
Cp IL
Ut = Voc+Up+Ro IL
(1)
where Up indicates the polarization voltage across the RC network. IL stands for the
applied current and Ut stands for the terminal voltage. SoC is defined by current
integration as:




where ηi is the coulombic efficiency, which is related with the current flow direction
and magnitude, temperature, and the degradation/aging status. Herein, as the
coulombic efficiency is not the priority in this research, the value of ηi is assumed to
be 1. Ts is the sampling interval, and Qn is the nominal capacity.
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Figure 1. The schematic diagram of the equivalent circuit model for lithium-ion battery.
A bilinea transformation method s = 2Ts
1−z−1
1+z−1 is employed to discrete the
battery model into z domain for a given sampling interval, and the discrete transfer





With the model parameters [a1, b0, b1] equated as:
a1 = −
Ts−2RpCp
Ts+2RpCp ; b0 =
RoTs+RpTs+2RoRpCp
Ts+2RpCp ; b1 =
Ro s+RpTs−2RoRpCp
Ts+2RpCp (4)
It can be found the model parameters [a1, b0, b1] are not only subjected to Ro, Rp,
Cp, but also related to the sampling period Ts. Ro, Rp, and Cp can be solved based on





2 (a1b0 + b1)
1− a21
; Cp =
T (1 + a1)
2
4 (a1b0 + b1)
(5)
After discretization, Equation (3) can be rewritten in the form of ARX as follows:
Ud(k) = a1Ud(k− 1) + b0 IL(k) + b1 IL(k− 1) (6)
where k is the time point, k = 1,2,3, . . . . N. Since Ud = Ut − Voc:
Ut(k) = [Voc(k)− a1Voc(k− 1)] + a1Ut(k− 1) + b0 IL(k) + b1 IL(k− 1)
≈ (1− a1)Voc(k− 1) + a1Ut(k− 1) + b0 IL(k) + b1 IL(k− 1)
(7)
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The information vector is defined as the following Φ (k) =[
UL (k− 1) IL (k) IL (k− 1) 1
]
and the parameter vector is defined as
Θ (k) =
[
a1 b0 b1 (1− a1)Voc
]T
, then they can be combined as
the following:
Y(k) = Φ(k) ·Θ(k) (8)
The RLS algorithm [26] is an effective method for online parameter identification.
As an improved algorithm, the bias correction recursive least square (CRLS)
technique [27] is used in this paper. The basic idea of CRLS is to eliminate the
estimation bias by adding a correction term in the RLS estimation algorithm.
Therefore, the performance and numerical convergence of the algorithm can be
prompted to a higher level. The detailed implementation of CRLS algorithm could
refer to our previous work [28].
2.2. Perturbation Analysis of Measurement Uncertainty
In the literature, there are many adaptive methods for parameter identification,
such as RLS, EKF, and adaptive observers. All these methods can give the
recursive-identified value for model parameters. However, they cannot tell the
parameter variation under current and voltage measurement uncertainty. In this
section, the parameter variation is theoretically analyzed under the perturbation of
current/voltage measurement uncertainty. Based on above Equations (4) and (7), the













These expressions can be used to analyze the impact of measurement errors
(δIL, δUt) on the model parameters (Ro, Rp, Cp). Let’s take the ohmic resistance Ro, for
an example, to illustrate how the current sensor error δIL affects the estimated results
of Ro. By incorporating the current error δIL, the new modified current (IL + δIL) will
replace the IL in Equation (9) to achieve the new estimated R′o. Then, the relative





By this method, the effect of current sensor error δIL on the parameter variation
can be analyzed. Since the battery system is time-varying, the pulse current excitation
(1.0C, 30 s) is chosen as a typical profile. In this research, the current sensor error
δIL is assumed as ±5/±50/±500 mA. The calculation result is listed in Figure 2a–c.
Similarly, the voltage sensor error δUt (±1/±2.5/±5 mV) effect on the parameter
variation can be assessed in Figure 2d–f).
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express the battery dynamic performance, and at the beginning of pulse current excitation, the load 
current flows mostly upon the capacitor. Therefore, the relative error of capacitor Cp is smaller at the 
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Figure 2. Relative errors of model parameters: (a) Ro, (b) Rp, (c) Cp under current
noises; and (d) Ro, (e) Rp, (f) Cp under voltage noises.
Seen from Figure 2, the ohmic resistance R is more robust than the Rp and Cp.
As the current oise and volt ge noise enhanced, the relative error of paramet rs
enlarg d. The Rp and Cp are us d to expr ss the battery dynamic p rformance,
a d at the beginning of pulse current excitation, the load current flows mostly
upon the capacitor. Therefore, the relative error of capacitor Cp is smaller at the
beginning. In contrast, the relative error of resistance Rp is much larger at the
beginning. The minimum values of relative error of model parameters (Ro, Rp, Cp)
under current/voltage noises are summarized in Table 2.
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error (%) @ 0.2C
Parameter relative
error (%) @ 1.0C
Ro Rp Cp Ro Rp Cp
Current
noise
δIL = ±5 mA 0.0625 0.1513 0.1411 0.0125 0.0303 0.0282
δIL = ±50 mA 0.6224 1.5058 1.4111 0.1249 0.3024 0.2822
δIL = ±500 mA 6.000 14.407 14.111 1.2397 2.9966 2.8223
Voltage
noise
δUt = ±1 mV 4.1667 8.5613 9.2046 0.8333 1.7123 1.8815
δUt = ±2.5 mV 10.416 21.403 23.518 2.0833 4.2806 4.7038
δUt = ±5 mV 20.833 42.806 47.037 4.1667 8.5613 9.4076
2.3. Model Stability Analysis
Model stability is critical to indicate the model stable and robust level under
external perturbation. As the model stability is increased, the model output will be
much stable; meanwhile the identification of model parameters will be much easier.
The two key factors (poles and zeros) will be used to reveal the model stability level
in a quantifiable form. A detailed process for poles and zeros calculation is in the
author’s previous work [28].
To assess the model stability, the battery parameters are assumed as Ro = 0.002 Ω;
Rp = 0.001 Ω; Cp = 8000 F; Ts = 1 s, 0.5 s, 0.2 s, 0.1 s, 0.02 s, and the parameter
sets [a1, b0, b1] of the ARX model is calculated using Equation (4). Meanwhile, the
model poles and zeros can be computed to present the model stability level and the
result is listed in Table 3.
From Table 3, the poles and zeros of the system increased as Ts decreased,
which reveals the model stability is degraded. According to the Lyapunov’s first
stability criterion, the model stability will become much poorer as the eigenvalues
of the ARX model get close to one. That is, perturbations caused by noise and
unmodeled dynamics could significantly influence the accuracy of model parameter
identification. To this point, the sampling rate should be lower (i.e., sampling period
should be higher), to improve the model stability and the robustness of parameter
identification. From an engineering viewpoint, it is recommended to restrict the
eigenvalues within a range of 0–0.95. In other words, Ts should be larger than one
threshold, such as Ts ≥ 0.5 s.
In another way, the sampling period Ts should be chosen modestly enough
to capture the significant variation or critical events of Li-ion cell dynamics. In the
viewpoint of hardware runtime, the sampling period Ts should be sufficient for
the SoC calculation on the ECU platform with the discrete battery model, CRLS
and AEKF algorithms. Therefore, the optimized time sampling period must be
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selected in a tradeoff way by considering the model stability, parametric sensitivity,
system-sampling precision and the hardware runtime.
Table 3. Parameter variation and stability analysis for the auto regressive exogenous
(ARX) model.
Sampling Ts (s)
Parameter variation Stability analysis
a1 b0 b1 Pole Zero
1 0.88235 0.00205 −0.00170 0.88235 0.82857
0.5 0.93939 0.00203 −0.00184 0.93939 0.91044
0.2 0.97530 0.00201 −0.00193 0.97530 0.96319
0.1 0.98757 0.00200 −0.00196 0.98757 0.98142
0.02 0.99750 0.00200 −0.00199 0.99750 0.99625
2.4. Parametric Sensitivity Analysis
In this research, the model parameters are identified online by CRLS. In other
words, the variations of a0, b0, or b1 will affect the model parameter set P of Ro, Rp,
and Cp. The sensitivity of the model parameters to the changes in variable α (such








where P is the parameter set of Ro, Rp, and Cp as defined in Equation (5), and α is a0,
























Based on the sensitivity equation, the parametric sensitivity has been calculated
at four sampling periods (Ts = 1 s, 0.5 s, 0.1 s and 0.02 s), and the results are listed in
Table 4.
First, the sensitivity of Ro with respect to parameters [a0, b0, b1] was not great
and always retained within [−0.45–0.54]. As the growth of Ts, the sensitivity of Ro on
a0, b0, and b1 became more uniform. This illustrated that Ro was much more robust
and more easily identifiable regardless of the sampling period Ts. This characteristic
was confirmed in our later simulation. Second, the sensitivity of Rp and Cp increased
quasi-linearly as Ts decreased. Specifically, a small disturbance in a0, b0, and b1 may
cause large fluctuations in Rp and Cp when Ts is much smaller; therefore, this feature
will also increase the difficulty for real-time parameter identification. In practice, it is
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suggested to limit Ts to be greater than a certain level to maintain good stability for
parameter identification.
Table 4. Parametric sensitivity analysis of the ARX model at four sample periods
(Ts = 1/0.5/0.1/0.02 s).
Item Sensitivity a1 b0 b1
Sample @ Ts = 1 s
Ro −0.4688 0.5469 0.4531
Rp 23.4374 16.4062 −15.4062
Cp −15.4688 −16.4063 15.4063
Sample @ Ts = 0.5 s
Ro −0.4844 0.5234 0.4766
Rp 47.4687 32.4531 −31.4531
Cp −31.4844 −32.4531 31.4531
Sample @ Ts = 0.1 s
Ro −0.4969 0.5047 0.4953
Rp 239.4938 160.4906 −159.4906
Cp −159.4969 −160.4906 159.4906
Sample @ Ts = 0.02 s
Ro −0.4994 0.5009 0.4991
Rp 1199.5 800.4981 −799.4981
Cp −799.4994 −800.4981 799.4981
3. Adaptive Extended Kalman Filter Algorithm
In this section, the model states and parameters are estimated jointly based on
real measurements of the current, voltage and temperature. In theory, the joint state
and parameter estimation algorithm could provide a more accurate estimation result
for battery model parameters and SoC. The general working principle of the joint
estimation algorithm is displayed as Figure 3.
The AEKF [1,17,29] is an advanced method for system state estimation, especially
when the system process and measurement noise are unknown. This algorithm
can avoid the estimation error divergence effectively due to its robustness property.
Furthermore, it can enhance the performance in the SoC estimation enormously.
Firstly, the general form of state space representation is presented as:
Xk+1 = f (Xk, uk) + wk
Yk = g(Xk, uk) + vk
wk ∼ N(0, Qk), vk ∼ N(0, Rk)
(15)
where Xk is the model state, uk is the model input, k is the time index, f (·) and g (·)
indicate the process equation and output equation of the battery model, respectively,
ωk is a discrete time process white noise with a covariance matrix Qk, whose initial
value can be chosen by the state Xk properties. Similarly, υk is a discrete time
470
measurement white noise with covariance matrix Rk, whose initial value can be
determined according to the voltage sensor precision.
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After several iterations, the estimated model voltage will converge to the truly measured value; 
meanwhile, the estimated SoC will converge to the true or optimal value. 
4. Experimental Setup 
The test bench setup is shown as Figure 4. It consists of a battery cycler, a thermal chamber for 
temperature control, and a computer for script programming and data storage. The battery testing 
system is responsible for loading the battery module with maximum charging/discharging current of 
±500 A. The measurement error of the current/voltage transducer inside the cycler is within 0.25%. 
The key specification of the LiFePO4 cell is listed in Table 5. 
 
Figure 4. Configuration of the battery test bench. 














LiFePO4 60 A h 192 W h 3C, 180 A 3.20 V 3.65 V 2.10 V 
(16)
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After several it rations, the estimated model voltage will converge to th
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4. Experimental Setup
The test bench setup is shown as Figure 4. It consists of a battery cycler, a thermal
chamber for temperature control, and a computer for script programming and data
storage. The battery testing system is responsible for loading the battery module with
maximum charging/discharging current of ±500 A. The measurement error of the
current/voltage transducer inside the cycler is within 0.25%. The key specification of
the LiFePO4 cell is listed in Table 5.
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LiFePO4 60 A h 192 W h 3C, 180 A 3.20 V 3.65 V 2.10 V
The LiFePO4 cell is cycled with the OCV test as stated in [16]. According to the
emphasis and priority in this research, the averaged OCV is employed to simplify
the hysteresis phenomena of the OCV under charging and discharging process. The
computed result of averaged OCV is listed in Figure 5. The open circuit voltage
Voc(SoC) can be expressed by a polynomial function as:
Voc (SoC) = K0 + K1 · SoC + K2 · SoC2 + K3 · SoC3 + K4 · SoC4 (18)
where Ki (i = 0, 1, . . . , 4) are the polynomial coefficients to fit the averaged OCV with
respect to different SoC based on the least square techniques, and the specific values
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are 3.1292, 0.00025, 0.00085, 0.0421, 0.0076, respectively. By incremental capacity
analysis (ICA), the dSoC/dOCV reaches its upper limit of 0.0145 at the voltage of
about 3.280 V, which means the 1 mV estimated error of OCV will result in about
1.45% for SoC estimation bias.
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is evaluated in the following three aspects: (i) sampling periods of 1/0.5/0.1 s; (ii) current sensor 
accuracy of ±5/±50/±500 mA; and (iii) voltage sensor accuracy of ±1/±2.5/±5 mV. In Section 5.4, 
the simulations of these three different scenarios are compared to evaluate the impact of each factor on 
the model parameters and SoC estimation. The federal urban driving sequence (FUDS) profile is a 
typical experiment cycle to assess the model and algorithm performance. In this research, the parameter 
sets Θ = [Ro, Rp, Cp] = [0.002, 0.001, 8000] is adopted as a baseline. 








































Figure 5. (a) The open circuit voltage (OCV) test and (b) incremental capacity
analysis (ICA) result at temperature 25 ◦C.
5. Simulation and Discussion
In this section, the effects of measurement uncertainty on battery model
parameters and SoC estimation is evaluated in the following three aspects:
(i) sampling periods of 1/0.5/0.1 s; (ii) current sensor accuracy of±5/±50/±500 mA;
and (iii) voltage sensor accuracy of ±1/±2.5/±5 mV. In Section 5.4, the simulations
of these three different scenarios are compared to evaluate the impact of each factor
on the model parameters and SoC estimation. The federal urban driving sequence
(FUDS) profile is a typical experiment cycle to assess the model and algorithm
performance. In this research, the parameter sets Θ = [Ro, Rp, Cp] = [0.002, 0.001,
8000] is adopted as a baseline.
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5.1. Sampling Period Effect
To evaluate the effect of the sampling periods on the battery model parameters
and SoC estimation, three different sampling periods of 1/0.5/0.1 s are selected in
the simulation with the CRLS and AEKF algorithm. The estimation results of the
model parameters under the FUDS loading profiles are shown in Figure 6.
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Figure 6a shows the estimated ohmic resistance Ro and the reference value. The maximum 
estimation error of Ro increases from 0.2408% to 1.9072% when the sampling rate increased from 1.0 s 
to 0.1 s. Figure 6b,c lists the estimated polarization resistance Rp and polarization capacitance Cp 
respectively. When the sampling period is 1 s, the maximum estimation errors of Rp and Cp are 3.3859% 
and 2.6605%. As the sampling period decreased to 0.1s, the maximum estimation errors of Rp and Cp 
increased hugely to 21.9172% and 23.81%. If three parameters (Ro, Rp and Cp) are compared together, 
it can be found the pair of Rp and Cp is much more sensitive to the noise. This conclusion can be verified 
by the previous model stability and parameter sensitivity analysis. As the sampling period declines 
from 1 s to 0.1 s, the model stability will degrade, and the parameter sensitivity will be intensified, 
which means the perturbation to the model parameters will be enhanced under the same noise 
excitation. Finally, the estimated OCV is plotted in Figure 6d. It reveals that the maximum estimation 
error of OCV remains nearly the same level. In other words, the sample period exhibits slighter effect 
on the OCV estimation. 



































































































Figure 6. Estimated model parameters: (a) Ro, (b) Rp, (c) Cp and (d) OCV at the
sampling periods of 1/0.5/0.1 s.
Figure 6a shows the stimated ohmic resist ce Ro and th refer nce value.
The maximum estim tion error of Ro increases from 0.2408% to 1.9072% when the
sampling ate increased from 1.0 s to 0.1 s. Figu 6b,c lists the estimated polarizatio
res stance Rp and polarizati n capacitance Cp respectively. When the sampling
period is 1 , the maximum estimation err rs of Rp and Cp are 3.3859% and 2.6605%.
As the sampling period decreased to 0.1s, the maximum estimation errors of Rp and
Cp increased hugely to 21.9172% and 23.81%. If thre parameters (Ro, Rp and Cp)
are compared together, it ca be found the pair of Rp and Cp is much more sensitive
to the noise. This conclusion can be verified by the previous model stability and
parameter sensitivity analysis. As the sampling period declines from 1 s to 0.1 s,
the model stability will degrade, and the parameter sensitivity will be intensified,
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which means the perturbation to the model parameters will be enhanced under the
same noise excitation. Finally, the estimated OCV is plotted in Figure 6d. It reveals
that the maximum estimation error of OCV remains nearly the same level. In other
words, the sample period exhibits slighter effect on the OCV estimation.
Figure 7 is the estimation results of SoC and SoC error for three different
sampling rates under the FUDS loading profiles. From Figure 7, we find that the SoC
estimation errors for three different sampling rates are 1.432%, 1.536% and 1.729%.
These results reveal that the effect of sampling rate on the SoC estimation accuracy
is not significant. Through the comparison, it can infer that the sampling rate has
more influence on the model parameters estimation than the SoC estimation. The
statistical error analysis of model parameters and SoC, such as maximum error and
root-mean-square error (RMSE) is shown in Table 6.
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Figure 7. SoC estimation results at the sampling periods of (a) 1 s, (b) 0.5 s, (c) 0.1 s; 
and the SoC error at the sampling periods of (d) 1 s, (e) 0.5 s, (f) 0.1 s. 
Table 6. The statistical error analysis of model parameters and SoC estimation error. 
RMSE: root-mean-square error. 
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Maximum error (%) 0.24 3.38 2.66 1.43 0.38 7.33 5.09 1.53 1.90 21.9 23.8 1.72 
RMSE (%) 0.06 1.34 1.23 0.33 0.11 2.55 2.10 0.34 0.38 8.39 7.31 0.36 
5.2. Current Sensor Accuracy Effect 
In the engineering application, the accuracy of the current sensor/transformer is divided into six 
grades of 0.1, 0.2, 0.5, 1, 3, 5, according to China’s national standards GB 1208-1997. The number listed 
here indicates that the accuracy of the current sensor with the unit of the percentage. To be instinctive, 
some typical current transducers with detailed specification [30,31] are collected in the following Table 7. 
From the table, it can be found that the sensor accuracy is varied from ±50 mA to ±500 mA for 
different kinds of current transducers. 
  














































































































Figure 7. SoC estimation results at the sampling periods of (a) 1 s, (b) 0.5 s, (c) 0.1 s;
and the SoC error at the sampling periods of (d) 1 s, (e) 0.5 s, (f) 0.1 s.
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475
5.2. Current Sensor Accuracy Effect
In the engineering application, the accuracy of the current sensor/transformer is
divided into six grades of 0.1, 0.2, 0.5, 1, 3, 5, according to China’s national standards
GB 1208-1997. The number listed here indicates that the accuracy of the current sensor
with the unit of the percentage. To be instinctive, some typical current transducers
with detailed specification [30,31] are collected in the following Table 7. From the
table, it can be found that the sensor accuracy is varied from ±50 mA to ±500 mA
for different kinds of current transducers.










Transducer type Open loop Closed loop Closed loop
Supply voltage 5 V 5 V 3.3 V or 5 V
Primary current Ip
±25 A for ch1;
±200 A for ch2 ±100 A ±100 A
Output voltage Vsn 0.25–4.75 V - Vref ±2 V
Overall accuracy @Ip,
T = 25 ◦C ±4%, ±500 mA ±0.45%, ±50 mA ±2.4%, ±150 mA
Linearity error <±1% <±0.15% <±1.25%
Operation
temperance −40.125
◦C −40.85 ◦C −40.150 ◦C
Response time <25 ms <1 µs <4 µs
In this research, three current precisions of ±5/±50/±500 mA are chosen
to evaluate the effect of current sensor accuracy on the model parameters and SoC
estimation. Figure 8 is the estimation results of the model parameters under the FUDS
loading profiles. Figure 8a shows the estimated ohmic resistance Ro and the reference
value. It reveals that the maximum estimation error of Ro increases from 0.0263%
to 0.3921% with the current sensor accuracy increased from ±5 mA to ±500 mA.
Figure 8b,c lists the estimated polarization resistance Rp and polarization capacitance
Cp respectively. When the current sensor accuracy is ±5 mA, the maximum
estimation errors of Rp and Cp are 0.7180% and 0.5015%. As the current sensor
accuracy increased to ±500 mA, the maximum estimation errors of Rp and Cp also
increased greatly to 3.5399% and 2.4398%. Finally, the estimated OCV is plotted
in Figure 8d. It reveals that the maximum estimation error of OCV varies from
0.0433 mV to 1.9094 mV as the current accuracy increases from ±5 mA to ±500 mA.
The statistical error analysis of model parameters, such as maximum error and RMSE
is shown in Table 8.
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Figure 8. Estimated model parameters: (a) Ro, (b) Rp, (c) Cp, and (d) OCV at the
current precisions of ±5/±50/±500 mA.
Table 8. The statistical error analysis of model parameters and SoC at the current
sensor precisions of ±5/±50/±500 mA.





Parameters Ro Rp Cp SoC Ro Rp Cp SoC Ro Rp Cp SoC
Maximum error (%) 0.02 0.71 0.50 0.06 0.04 0.69 0.45 0.26 0.39 3.53 2.43 2.76
RMSE (%) 0.01 0.33 0.25 0.01 0.01 0.33 0.25 0.06 0.15 1.50 1.15 0.54
Figure 9 is the estimation results of SoC and SoC error for three different
current sensor precisions under the FUDS loading profiles. From Figure 9, we find
that the SoC estimation errors for three different precisions are 0.0628%, 0.2607%
and 2.7671%. These results reveal that the effect of current precisions on the SoC
estimation accuracy is evident.
5.3. Voltage Sensor Accuracy Effect
As for the voltage sensor, the accuracy issue will occur with the adaptation
of analogue and digital elements, the rounding error of MCU, the sampling alias
and harmonics or even electro-magnetic interference, etc. Some typical voltage
sensor/transducers with detailed specification [32–34] are collected in the following
Table 9. From the table, it can be found that the sensor accuracy is varied
from ±1.2 mV to ±12.5 mV for different kinds of voltage transducers.
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Figure 9. SoC estimation results at the current sensor precisions of (a) ±5 mA,
(b) ±50 mA, (c) ±500 mA; and the SoC error at the current sensor precisions of
(d) ±5 mA, (e) ±50 mA, (f) ±500 mA.












Voltage meas. channels 12 6 12
AD resolution (Bit) 16 14 12
AD conversion time 57 µs 6 µs 10 µs
Typical voltage accuracy ±1.2 mV ±3.0 mV ±12.5 mV
Maximum voltage accuracy ±8.3 mV ±18.0 mV ±50.0 mV
Operating temp. range −40 ◦C to +85 ◦C −40 ◦C to +85 ◦C −40 ◦C to +105 ◦C
Cell balancing 12 channels 6 channels 12 channels
Input voltage range (V) 0–75 0–30 6–72
To evaluate the effect of voltage precisions on model parameters and SoC
estimation, three voltage accuracies of ±1/±2.5/±5 mV are adopted in the
simulation. Figure 10 is the estimation results of the model parameters under
the FUDS loading profiles. Figure 10a shows the estimated ohmic resistance Ro
and its reference value. It indicates that the maximum estimation error of Ro
increases from 0.3351% to 1.7986% with the voltage sensor accuracy increased
from ±1 mV to ±5 mV. Figure 10b,c lists the estimated polarization resistance Rp
and polarization capacitance Cp respectively. When the voltage sensor precision
is ±1 mV, the maximum estimation errors of Rp and Cp are 2.5103% and 2.3691%.
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As the voltage sensor precision rises to ±5 mV, the maximum estimation errors of Rp
and Cp ascends abundantly to 20.7418% and 15.9086%. Finally, the estimated OCV is
plotted in Figure 10d. It reveals that the maximum estimation error of OCV varies
from 0.7227 mV to 3.4698 mV, which is nearly in accordance with voltage precisions.
The statistical error analysis of model parameters and SoC, such as maximum error
and RMSE is shown in Table 10.
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Figure 10. Estimated parameters: (a) Ro, (b) Rp, (c) Cp, and (d) OCV at the voltage
sensor precisions of ±1/±2.5/±5 mV.
Table 10. The statistical error analysis of model parameters and SoC at the voltage
sensor precisions of ±1/±2.5/±5 mV.





Parameters Ro Rp Cp SoC Ro Rp Cp SoC Ro Rp Cp SoC
Maximum error (%) 0.33 2.51 2.36 2.73 1.08 7.79 8.52 6.86 1.79 20.74 15.9 14.42
RMSE (%) 0.11 1.08 1.07 0.54 0.34 3.64 2.88 1.64 0.51 12.01 10.11 3.54
Figure 11 is the estimation results of SoC and SoC errors for three different
voltage sensor precisions under the FUDS loading profiles. It shows that the
maximum SoC estimation errors for three voltage accuracies are 2.7387%, 6.8638%
and 14.4207%. This simulation reveals that there is an effect of current sensor
precisions on the SoC estimation accuracy. In the engineering application, to achieve
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the higher precise estimation for SoC (<5%), the voltage sensor accuracy should be
limited to less than ±2 mV.
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5.4. Results Comparison and Discussion 
Through the comparison of the simulation results, as shown in Figure 12, four meaningful results 
can be drawn: 
(1) The variation of sampling periods (0.1–1 s) has a significant impact on parameter 
estimation accuracy. Specifically, the sampling time has a relatively small effect to estimate 
the ohmic resistance Ro, with the maximum error of 2%. However, the sampling time presents 
the significant influence for polarization resistance Rp and polarization capacitance Cp with the 
maximum error of 23%. This result is verification of the previous parameter sensitivity analysis, 
which means the raised parameter sensitivity of Rp and Cp will be more sensitive to external 
perturbations. Therefore, an accurate estimate of the Rp and Cp will encounter greater difficulty. 
On the other hand, the variation of sampling rate has a less significant effect on the SoC 














































































































Figure 11. SoC estimation results at the voltage sensor precisions of (a) ±1 mV,
(b) ±2.5 mV, (c) ±5 mV; and the SoC error at the voltage sensor precisions of
(d) ±1 mV, (e) ±2.5 mV, (f) ±5 mV.
5.4. Results Compariso and Di cussion
Through the comparison of the simulation results, as shown in Figure 12, four
meaningful results can be drawn:
(1) The ariation sa perio (0.1–1 s) has a ignificant impact on parameter
estimation accuracy. Specifically, the sampling time has relatively small effect
to estimate the ohmic resistance Ro, with the maximum ror of 2%. Howeve ,
the sampling time presents the significant influe ce for polarization resistance
Rp and polarization capacitance Cp with he maximum error of 23%. This result
is verification of the revious parameter sensitivity analysis, which means the
raised paramet r s nsitivity of Rp and Cp will be more s sitiv to xternal
perturbations. Ther fore, an accur te estimate of the Rp and Cp will encoun er
greater difficulty. On the other hand, the variation of sampling rate has a
less significant effect on the SoC estimation error. Therefore, changing the
sampling time is not the optimal choice to obtain improved estimation accuracy
of the SoC.
(2) The variation of current sensor precisions (±5/±50/±500 mA) shows little
influence for model parameters estimation. For instance, when the current
sensor accuracy is±500 mA, the maximum error of Rp and Cp is about 3.5% and
the maximum error of SoC is about 2.76%. Therefore, to restrict the estimation
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accuracy of the model parameters and SoC, the current sensor accuracy is
recommended to be lesser than ±50 mA.
(3) The variation of voltage sensor precisions (±1/±2.5/±5 mV) has significant
impact both on model parameter estimation and on SoC estimation. When
the voltage accuracy is ±5 mV, the maximum estimation error of Ro, Rp and
Cp is 1.79%, 20.74% and 15.90%, respectively. It reveals that the error of Ro is
acceptable, while the error of Rp and Cp is hardly acceptable. As the voltage
accuracy decreases to ±1 mV, the maximum estimation error of Ro, Rp and Cp
is in the acceptable range of 0.33%, 2.51% and 2.36%. For the SoC estimation,
the maximum SoC error increases from 2.73%, 6.86% to 14.42%, as the voltage
sensor accuracy ascends from ±1 mV, ±2.5 mV to ±5 mV. Therefore, to ensure
an accurate SoC estimation (<5%), the voltage sensor precision should be less
than ±2 mV. This conclusion can also be drawn from the ICA result.
(4) The weighted importance of factors on parameters and SoC estimation can be
sorted as (by descending order): voltage sensor accuracy > sampling period >
current sensor accuracy based on the above comparison.
Energies 2015, 8 7747 
 
 
estimation error. Therefore, changing the sampling time is not the optimal choice to obtain 
improved estimation accuracy of the SoC. 
(2) The variation of current sensor precisions (±5/±50/±500 mA) shows little influence for model 
parameters estimation. For instance, when the current sensor accuracy is ±500 mA, the maximum 
error of Rp and Cp is about 3.5% and the maximum error of SoC is about 2.76%. Therefore, 
to restrict the estimation accuracy of the model parameters and SoC, the current sensor 
accuracy is recommended to be lesser than ±50 mA. 
(3) The variation of voltage sensor precisions (±1/±2.5/±5 mV) has significant impact both on 
model parameter estimation and on SoC estimation. When the voltage accuracy is ±5 mV, 
the maximum estimation error of Ro, Rp and Cp is 1.79%, 20.74% and 15.90%, respectively. 
It reveals that the error of Ro is acceptable, while the error of Rp and Cp is hardly acceptable. 
As the voltage accuracy decreases to ±1 mV, the maximum estimation error of Ro, Rp and Cp is 
in the acceptable range of 0.33%, 2.51% and 2.36%. For the SoC estimation, the maximum 
SoC error increases from 2.73%, 6.86% to 14.42%, as the voltage sensor accuracy ascends 
from ±1 mV, ±2.5 mV to ±5 mV. Therefore, to ensure an accurate SoC estimation (<5%), 
the voltage sensor precision should be less than ±2 mV. This conclusion can also be drawn 
from the ICA result. 
(4) The weighted importance of factors on p rameters and SoC estimation can be sorted as  
(by descending order): voltage sensor accur cy > sampling period > current sensor accuracy 
based on the above comparison. 
 
Figure 12. Comparison of three factors on the stability of model parameters and SoC 






















































































Figure 12. Comparison of three factors on the stability of odel para eters and
SoC estimation: (a) Ro, (b) Rp, (c) Cp, and (d) SoC.
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In general, the optimal selection approach for time sampling period Ts,
current/voltage sensor precisions, as shown in Figure 13, could be summarized as:
(a) Firstly assess the parameters of battery system, such as Ro, Rp, Cp and capacity,
then conduct the perturbation analysis with the Equations (9)–(11) according to
the precision requirement of model parameters. The optimized current/voltage
sensor precision could be computed.
(b) About the given SoC precision requirement, the user can calculate the voltage
precision with the ICA. Take this research for example: If the minimal SoC
estimation precision is limited as 1.5%, our voltage sensor precision could be
calculated as 1.034 mV with the ICA result in Figure 5.
(c) Compare the voltage precision in Steps (a) and (b), then choose the minimized
result. If the minimized result is from Step (a), re-compute Step (a) again to
update the current sensor precision.
(d) About the given model parameters, the user can conduct the model stability
analysis and parametric sensitivity analysis. Then the threshold of time
sampling period Ts could be gain. The optimized time sampling period Ts could
be selected in a tradeoff way by considering the model stability, parametric
sensitivity, system-sampling precision and the hardware runtime.
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In this paper, the stability of model parameters and SoC estimation have been
analyzed and simulated with FUDS profiles. In summary, the main concluding
remarks are given as follows:
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(1) The model stability and parametric sensitivity have been analyzed under
different sampling periods Ts (0.02, 0.1, 0.2, 0.5 and 1 s). The results reveal that
the increase of sampling period Ts will be beneficial to the model stability and
parameter identifiability. From an engineering viewpoint, it is recommended
to restrict the eigenvalues of the ARX model within a range of 0–0.95. That is,
Ts should be larger than one threshold, such as Ts ≥ 0.5 s.
(2) The variation of sampling periods (0.1–1 s), has a significant impact on
parameter estimation accuracy but a less significant effect on the SoC estimation
error. Therefore, to improve the estimation accuracy of the SoC, it is not optimal
to change the sampling time.
(3) The variation of current sensor precision (±5/±50/±500 mA) shows little
influence for model parameters and SoC estimation. To restrict the estimation
accuracy of the model parameters and SoC, the current sensor accuracy is
recommended to be less than ±50 mA.
(4) The variation of voltage sensor precision (±1/±2.5/±5 mV) has significant
impact on both the model parameter estimation and SoC estimation. To ensure
the SoC estimation accuracy (<5%), the voltage sensor accuracy should be less
than ±2 mV.
(5) According to the parameter variation analysis under the perturbation of
current/voltage measurement uncertainty, the weighted importance of factors
on parameter and SoC estimation can be sorted as (by descending order):
voltage sensor accuracy > sampling period > current sensor accuracy.
Acknowledgments: This research work is supported by a grant from the National High
Technology Research and Development Program of China (863 Program) (No.2011AA11A229),
the Specialized Research Fund for the Doctoral Program (SRFDP) of Higher Education
(No.20090073120051), and the U.S.-China Clean Energy Research Center Clean Vehicles
Consortium (CERC-CVC) (No. 2010DFA72760-305).
Author Contributions: Shifei Yuan and Hongjie Wu conducted the main experiment/
simulation and drafted the main part of the paper. Xuerui Ma checked out and revised
the paper. Chengliang Yin provided insightful suggestions on the research and experiment.
Conflicts of Interest: The authors declare no conflict of interest.
References
1. He, H.; Xiong, R.; Zhang, X.; Sun, F.; Fan, J. State-of-charge estimation of the lithium-ion
battery using an adaptive extended Kalman filter based on an improved thevenin model.
IEEE Trans. Veh. Technol. 2011, 60, 1461–1469.
2. He, Z.; Gao, M.; Wang, C.; Wang, L.; Liu, Y. Adaptive state of charge estimation for Li-ion
batteries based on an unscented Kalman filter with an enhanced battery model. Energies
2013, 6, 4134–4151.
483
3. Xing, Y.; He, W.; Pecht, M.; Tsui, K.L. State of charge estimation of lithium-ion batteries
using the open-circuit voltage at various ambient temperatures. Appl. Energy 2014, 113,
106–115.
4. Wang, Y.; Zhang, C.; Chen, Z. A method for joint estimation of state-of-charge and
available energy of LiFePO4 batteries. Appl. Energy 2014, 135, 81–87.
5. Liu, X.; Wu, J.; Zhang, C.; Chen, Z. A method for state of energy estimation of lithium-ion
batteries at dynamic currents and temperatures. J. Power Sources 2014, 270, 151–157.
6. Xiong, R.; Sun, F.; Chen, Z.; He, H. A data-driven multi-scale extended Kalman filtering
based parameter and state estimation approach of lithium-ion olymer battery in electric
vehicles. Appl. Energy 2014, 113, 463–476.
7. Xiong, R.; Sun, F.; Gong, X.; Gao, C. A data-driven based adaptive state of charge
estimator of lithium-ion polymer battery used in electric vehicles. Appl. Energy 2014, 113,
1421–1433.
8. Dai, H.; Wei, X.; Sun, Z.; Wang, J.; Gu, W. Online cell SOC estimation of Li-ion battery
packs using a dual time-scale Kalman filtering for EV applications. Appl. Energy 2012, 95,
227–237.
9. Zhong, L.; Zhang, C.; He, Y.; Chen, Z. A method for the estimation of the battery pack
state of charge based on in-pack cells uniformity analysis. Appl. Energy 2014, 113,
558–564.
10. Liu, X.; Chen, Z.; Zhang, C.; Wu, J. A novel temperature-compensated model for power
Li-ion batteries with dual-particle-filter state of charge estimation. Appl. Energy 2014,
123, 263–272.
11. Hu, X.; Li, S.; Peng, H.; Sun, F. Charging time and loss optimization for linmc and LiFePO4
batteries based on equivalent circuit models. J. Power Sources 2013, 239, 449–457.
12. Xiong, R.; Gong, X.; Mi, C.C.; Sun, F. A robust state-of-charge estimator for multiple
types of lithium-ion batteries using adaptive extended Kalman filter. J. Power Sources
2013, 243, 805–816.
13. Plett, G.L. Extended Kalman filtering for battery management systems of LiPB-based
HEV battery packs: Part 1. Background. J. Power Sources 2004, 134, 252–261.
14. Plett, G.L. Extended Kalman filtering for battery management systems of LiPB-based
HEV battery packs: Part 2. Modeling and identification. J. Power Sources 2004, 134,
262–276.
15. Plett, G.L. Extended Kalman filtering for battery management systems of LiPB-based
HEV battery packs: Part 3. State and parameter estimation. J. Power Sources 2004, 134,
277–292.
16. Yuan, S.; Wu, H.; Yin, C. State of charge estimation using the extended Kalman filter for
battery management systems based on the arx battery model. Energies 2013, 6, 444–470.
17. Han, J.; Kim, D.; Sunwoo, M. State-of-charge estimation of lead-acid batteries using an
adaptive extended Kalman filter. J. Power Sources 2009, 188, 606–612.
18. Sun, F.; Hu, X.; Zou, Y.; Li, S. Adaptive unscented Kalman filtering for state of charge
estimation of a lithium-ion battery for electric vehicles. Energy 2011, 36, 3531–3540.
484
19. Santhanagopalan, S.; White, R.E. State of charge estimation using an unscented filter for
high power lithium ion cells. Int. J. Energy Res. 2010, 34, 152–163.
20. Shao, S.; Bi, J.; Yang, F.; Guan, W. On-line estimation of state-of-charge of Li-ion batteries
in electric vehicle using the resampling particle filter. Transp. Res. Part D 2014, 32,
207–217.
21. Gao, M.; Liu, Y.; He, Z. Battery State of Charge Online Estimation Based on Particle
Filter. In Preoceeeings of the 2011 4th International Congress on Image and Signal
Processing (CISP), Shanghai, China, 15–17 October 2011; IEEE: New York, NY, USA, 2011;
pp. 2233–2236.
22. Hu, X.; Sun, F.; Zou, Y. Estimation of state of charge of a lithium-ion battery pack for
electric vehicles using an adaptive luenberger observer. Energies 2010, 3, 1586–1603.
23. Kim, I.-S. The novel state of charge estimation method for lithium battery using sliding
mode observer. J. Power Sources 2006, 163, 584–590.
24. Xia, B.; Chen, C.; Tian, Y.; Sun, W.; Xu, Z.; Zheng, W. A novel method for state of charge
estimation of lithium-ion batteries using a nonlinear observer. J. Power Sources 2014, 270,
359–366.
25. Zhang, X.; Mi, C. Vehicle Power Management: Modeling, Control and Optimization; Springer:
Berlin/Heidelberg, Germany, 2011.
26. Hu, X.; Sun, F.; Zou, Y.; Peng, H. Online Estimation of an Electric Vehicle Lithium-Ion
Battery Using Recursive Least Squares with Forgetting. In Preoceeeings of the American
Control Conference (ACC), San Francisco, CA, USA, 29 June–1 July 2011; IEEE: New York,
NY, USA, 2011; pp. 935–940.
27. Feng, D.; Tongwen, C.; Li, Q. Bias compensation based recursive least-squares
identification algorithm for MISO systems. IEEE Trans. Circuits Syst. II Express Briefs
2006, 53, 349–353.
28. Wu, H.; Yuan, S.; Zhang, X.; Yin, C.; Ma, X. Model parameter estimation approach based
on incremental analysis for lithium-ion batteries without using open circuit voltage.
J. Power Sources 2015, 287, 108–118.
29. Xiong, R.; He, H.; Sun, F.; Liu, X.; Liu, Z. Model-based state of charge and peak power
capability joint estimation of lithium-ion battery in plug-in hybrid electric vehicles.
J. Power Sources 2013, 229, 159–169.
30. Lem—Current Tranducer, Voltage Transducer, Sensor, Power Measurement. Available
online: http://www.lem.com/ (accessed on 26 June 2015).
31. Allegro MicroSystems LLC. Available online: http://www.allegromicro.com/ (accessed
on 26 June 2015).
32. Linear Technology—Home Page. Available online: http://www.linear.com/index.php
(accessed on 26 June 2015).
33. Analog, Embedded Processing, Semiconductor Company, Texas Instruments—TI.Com.
Available online: http://www.ti.com/ (accessed on 26 June 2015).
34. Maxim Integrated. Analog, Linear, and Mixed-Signal Devices from Maxim. Available
online: http://www.maximintegrated.com/en.html (accessed on 26 June 2015).
485
Numerical Analysis on Combustion
Characteristic of Leaf Spring Rotary Engine
Yan Zhang, Zhengxing Zuo and Jinxiang Liu
Abstract: The purpose of this paper is to investigate combustion characteristics
for rotary engine via numerical studies. A 3D numerical model was developed to
study the influence of several operative parameters on combustion characteristics.
A novel rotary engine called, “Leaf Spring Rotary Engine”, was used to illustrate
the structure and principle of the engine. The aims are to (1) improve the
understanding of combustion process, and (2) quantify the influence of rotational
speed, excess air ratio, initial pressure and temperature on combustion characteristics.
The chamber space changed with crankshaft rotation. Due to the complexity of
chamber volume, an equivalent modeling method was presented to simulate the
chamber space variation. The numerical simulations were performed by solving the
incompressible, multiphase Unsteady Reynolds-Averaged Navier–Stokes Equations
via the commercial code FLUENT using a transport equation-based combustion
model; a realizable κ−ω turbulence model and finite-rate/eddy-dissipation model
were used to account for the effect of local factors on the combustion characteristics.
Reprinted from Energies. Cite as: Zhang, Y.; Zuo, Z.; Liu, J. Numerical Analysis on
Combustion Characteristic of Leaf Spring Rotary Engine. Energies 2015, 8, 8086–8109.
1. Introduction
This paper introduces a novel rotary engine, “Leaf Spring Rotary Engine”.
The leaf spring rotary engine is a pistonless design based on the Wankel engine.
A pistonless rotary engine is an internal combustion engine that does not use pistons
in the way a reciprocating engine does, but instead uses one or more rotors, sometimes
called rotary pistons. An example of a pistonless rotary engine is the Wankel engine.
The basic concept of a (pistonless) rotary engine avoids the reciprocating motion
of the piston with its inherent vibration and rotational-speed-related mechanical
stress. As of 2006, the Wankel engine is the only successful pistonless rotary engine,
but many similar concepts have been proposed and are under various stages of
development. A Hamilton Walker prototype engine was construction in 1968 [1,2].
Walker’s engine is believed to be the second working rotary engine after the Wankel
engine. The Quasitubine, or Qurbine, engine is a proposed pistonless rotary engine
using a rhomboidal rotor whose sides are hinged at the vertices in 1996. As well
as an internal combustion engine, the Quasitubine has been proposed as a possible
pump design, and a possible stirling engine [3]. It has been demonstrated as a
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pneumatic engine using stored compressed air, and as a steam engine [4]. The
essential concept, the Ramgen engine, is the incorporation of one or more ramjets
onto the rim of a rotor such that the thrust from the ramjets acts tangentially, causing
it to rotate at supersonic ram speeds. The engine is based on ramjet technology,
which produces propulsive force by increasing the momentum of the working fluid
via combustion and expansion through a supersonic nozzle [5]. The Rotary Piston
Machine (RKM) is a proposed form of machine. It can be used either to transform
pressure into rotational motion or the converse rotational motion into pressure. It
is still in development and offers very high potential in pump market [6]. One
application for RKM is miniaturization, like Wankel engine. The Sarich orbital engine
is a type of internal combustion engine, invented in 1972 by Ralph Sarich. The
theoretical advantage is that there is no high-speed contact area with the engine
walls, unlike in the Wankel engine in which edge wear is a problem. However, the
combustion chambers are divided by blades, which do have contact with both the
walls and the rotor, and are said to have been difficult to seal due to the perpendicular
intersection with the moving impeller. A wave disk engine is a type of pistonless
rotary engine being developed at Michigan State University and Warsaw Institute
of Technology. The engine has a spinning disk with curved blades. Once fuel and
air enter the engine, the rotation of the disk creates shockwaves that compress the
mixture. The Wave Disk Micro-Engine concept has also been developed [7]. The
Jonova engine is a type of pistonless rotary engine designed by Nowakowski at the
University of Arizona. Consisting of only four moving parts; the newer Jonova engine
loses no energy through vibration and has a wide power stroke over 240 degrees of
rotation, as opposed to four-stroke engines, which have a power stroke of 180 degrees
on alternating rotations or two-stroke engines with a power stroke of 180 degrees on
each rotation.
In this paper, the designed displacement of the engine is 1.77 cm3 and the
theoretical compression ratio is 7.3. The size of the combustion chamber is very small
so that the engine can be classified as micro- or meso-scale engine. With the rapid
development of MEMS (Micro Electro Mechanic system) technology, various micro-
and meso-scale devices and systems, including micro turbines, robots, satellites
and portable electric devices, are continuously emerging. Because electrochemical
batteries have some disadvantages such as short life spans, long recharging periods
and low energy densities, combustion based on micro-power-generation devices
are supposed to be potential alternatives due to the much higher energy densities
of hydrocarbon fuels compared to batteries [8–10]. The micro-combustor is an
important component in which the chemical energy of hydrocarbon is converted into
thermal energy via combustion. Therefore, the development of a micro-combustor
with a wide operation range has attracted increasing attention over the past few
years. Epdtein et al. firstly designed a 2-mm-height, 66-mm3-chamber-volume
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combustor reported by Mehra and Waitz et al. [11] with three pieces of silicon wafers.
Mehra et al. [12] designed a 195-mm3-chamber-volume new combustor with six layer
of silicon wafers based on previous design. Researchers [13,14] in MIT have started
studying micro gas turbines with 21-mm-length and 3-mm-height. Kelvin et al. [15]
proposed three different displacement micro gas turbines. Ochoa et al. [16,17]
constructed Swiss-roll combustor with the material of Bi2Te3. Researchers [18] at
university of Michigan developed micro internal combustion swing engine (MICSE)
with the dimensions 61 (H) × 61 (W) × 34 (D) mm. Georgia Honeywell Technology
Center and Air Force Research Lab (AFRL) [19] studied micro technology-based
energy and chemical systems (MECS) free-piston knock engine. Minotti and
Sciubba [20] designed a cylindrical combustor of 29 cm3 to provide 2 KW of
thermal power.
Among various design considerations in developing combustion-based micro
power generation systems, the core is to guarantee stable burning in micro
combustors during operations. Therefore, investigations into microflames to
provide fundamental data for designing stable burning micro combustors have
been reported [21,22]. However, there are some challenges to investigating stable
combustion in micro combustors. Firstly, the increased heat losses and wall radical
capture due to large surface area-to-volume ratio, which makes it difficult to
sustain a stable flame under small scales [23–25]. Another critical problem is the
shortened residence time of fuel/oxidant mixture in the combustor. For most
hydrocarbon fuels, the quenching distance is about a few millimeters, which is
of the same order of magnitude of the flame thickness. Previous experimental studies
demonstrated that stable flames of CH4–O2 mixture can be achieved in a 0.5 mm
diameter tube. Meanwhile, the numerical method, which is able to yield detailed
information of parameters within the small space, has been widely used to investigate
micro-combustion processes. Raimondeau et al. [26] used two-dimensional parabolic
simulations to model flame propagation in microchannels. It was found that in
very small reactors, radial gradients and temperature discontinuity at the wall were
negligible but became significant as the diameter increased. Karagiannidis et al. [27]
investigated numerically the hetero-/homogeneous steady combustion and the
stability limits of methane-fueled catalytic micro reactors in a 1-mm-gap channel at
pressures of 1 and 5 bar, respectively. A full-elliptic two-dimensional model was
used to investigate coupling of hetero-/homogeneous combustion, heat transfer
mechanisms, influence of solid thermal conductivity, surface radiation and flow
confinement. Norton et al. [28] studied the effects of microburner wall conductivity,
external heat losses, burner dimensions, and operating conditions on combustion
characteristics and the steady-state, self-sustained flame stability of propane/air
mixtures by solving computational fluid dynamics (CFD) model of microburner.
Norton et al. [29] studied the effects of microburner dimensions, conductivity
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and thickness of wall materials, external heat losses, and operating conditions on
combustion characteristics and flame stability using computational fluid dynamics
(CFD) model of microburner. CFD based on numerical simulation [30,31] has
been proven to be an effective approach to analyze the performance of the
micro-combustor under various conditions. It was found that chemical kinetics and
heat transfer mechanism within micro-combustors are essential for the development
of combustion-based power MEMS devices. Kaisare et al. [32] used a one-dimensional
(1D) model to investigate the flame characteristics and stability of homogeneous
combustion in micro-scale (1 mm) channels, and the roles of heat recirculation
and heat loss on the mechanisms of flame extinction and blowout. Li et al. [33]
performed a numerical study of H2–air premixed combustion in the micro channels
with a detailed chemical reaction mechanism by solving the two-dimensional fully
elliptic governing equations of continuity, momentum, energy and species, coupled
with the energy equation in the solid wall. The results indicated that various
boundary and physical conditions, including the combustor size and geometry,
inlet velocity profile, axial heat conduction in the solid wall and slip-wall and
temperature jump at the gas–solid interface have effects on the flame temperature
to different extents. Li et al. [34] also investigated effect of combustor size,
geometry and boundary conditions on flame temperature for CH4–air mixture
by a numerical model. Lee et al. [35] used a two-dimensional CFD simulation
with a reduced kinetic mechanism and a detailed transport model to predict the
distributions of temperature, fuel and radicals for single microflames near the
stability limits and in the stable region. Shih et al. [36] studied computationally
the combustion of hydrogen/methane-blended fuels for micro gas turbines. The
simulations were performed with three-dimensional compressible κ− ε turbulent
flow model and presumed probability density function for chemical reaction.
Wan et al. [37] investigated numerically combustion characteristics of H2/air mixture
in a micro-combustor with wall cavities. The effects of inlet velocity, equivalence
ratio, and the length–depth ratio of the cavity were studied.
Based on previous methods, it is known that numerical simulation provides a
convenient, credible and cost-effective approach to investigate micro-combustion
phenomena and underlying mechanisms. Therefore, in the present investigation,
the influence of rotational speed, air–fuel ratio, initial pressure and temperature on
combustion characteristics of leaf spring rotary engine was investigated using a 3D
CFD model. In this paper, the concentration of the gasoline/air mixture is specified at
the inlet. The reaction mechanism is a one-step global reaction (O2 = 21%, N2 = 78%).
2. Structure and Principle, Application Mode
The leaf spring rotary engine is similar to the Wankel rotary engine, which is
a 4-stroke cycle engine in structure and working principle. The energy released by
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the air-fuel mixture drives the rotor and output shaft to move. The rotor centerline
aligns with the housing centerline, which is different from the Wankel rotary engines
mentioned above. The end of the spring is fixed to the rotor, and the other end
depends on its elasticity to contact with combustion wall. The chemical energy is
converted to mechanical energy through compression, combustion, and exhaust
processes. Compared with a traditional piston engine, the leaf spring rotary engine
does not require a crank and complex connecting rod mechanism. The engine
operates smoothly and impact force is small when leaf springs are added to the
chamber. Compared with the traditional Wankel engine, the leaf spring rotary engine
removes eccentric parts so that the effect of noise and vibration due to unbalance can
be eliminated. Taking flexible leaf spring gives the chamber a better sealing property
than the Wankel engine. Apex seal is guaranteed by close fitting between the cylinder
and the spring because of its flexibility. Leakage mainly occurs at the area between
the piston and the housing. The simpler structure of the leaf spring rotary engine
leads to less mass leakage than the Wankel engine between the rotor and the cylinder.
Furthermore, an appropriate compression ratio is selected, which also decreases the
mass of the leaf spring rotary engine [38]. The leaf spring rotary engine consists of
front cylinder cover, back cylinder cover, rotor, leaf spring, cylinder, output shaft,










Figure 1. (a) Sketch of leaf spring rotary engine; (b) sketch of the rotor–spring–cylinder 
assembly; (c) sketch of the rotor; (d) intake procession of the engine; (e) compression 
procession of the engine; (f) combustion procession of the engine; and (g) exhaust procession 
of the engine. 
The combustion chamber is enclosed by the rotor, front and rear springs, and front and back cylinder 
covers. One end of the leaf spring is fixed on the rotor groove, and the other end contacts the cylinder, 
relying on its elasticity (Figure 1b). The leaf spring is deformed by the force between cylinder and leaf 
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Figure 1. (a) Sketch of leaf spring rotary engine; (b) sketch of the rotor–spring–
cylinder assembly; (c) sketch of the rotor; (d) intake procession of the engine;
(e) compression procession of the engine; (f) combustion procession of the engine;
and (g) exhaust procession of the engine.
The combustion chamber is enclosed by the rotor, front and rear springs, and
front and back cylinder covers. One end of the leaf spring is fixed on the rotor groove,
and the other end contacts the cylinder, relying on its elasticity (Figure 1b). The leaf
spring is deformed by the force between cylinder and leaf spring to change the
volume of combustion chamber, which is the impetus of intake stroke, compression
stroke, combustion stroke, and exhaust stroke.
The working process of the leaf spring rotary engine is shown in Figure 1d–g.
The designed rotary engine contains symmetric double combustion chambers. In
this work, taking chamber 1 as an example to describe working process: (1) In the
intake phase, releasing the stored energy from spring and gas expansion power in
chamber 2 together drives the rotor to rotate. The volume of combustion chamber
1 increases, then negative pressure is formed, thus fresh air flows into combustion
chamber 1 because of the pressure difference between the inside and outside. (2) In
the compression phase, under the action of fly wheel inertia, the fresh charge within
combustion chamber 1 is compressed and waste gas is exhausted. Flywheel inertia
converts into compression energy. (3) In the combustion phase, the electric heater
plug ignites the mixture, causing gas expansion and the release of stored energy
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together to promote the reed rotor and to inhale gas to chamber 2. (4) In exhaust
phase, the spring in chamber 1 is compressed by inertia force to drive gas to discharge.
Based on the structure of the leaf spring rotary engine, the rotor is enclosed
within two circles. The original point of the absolute coordinate is located at the
cross-section center of the output shaft. The center of one circle, marked with l1, is
placed at the original point and the radius is 25 mm, whereas the center of the other
circle, marked with l2, is situated at (2.2, 0) and the radius is 26.6 mm. Taking the
leaf part of the coordinate system as an example, the outline equation of the rotor is
shown as Equation (1).{
(x− 2.2)2 + y2 = 26.62 x1 < x < x2
x2 + y2 = 252 x2 < x < 0
(1)
The outline of the cylinder is symmetrical about the original point. Taking
the segment of the cylinder in the second quadrant of the coordinate system as an
example, it is surrounded by arcl1, arcl2, and the tangent line of the two arcs, l4. The
center of circular arcl3 is situated at (−10, 0) and the radius is 19.5 mm. The molded
line of the cylinder is shown as Equation (2).
(x + 10)2 + y2 = 19.52 x3 < x < x4
ax + by + c = 0 x4 < x < x5
x2 + y2 = 252 x5 < x < 0
(2)
where, x3 is the cross point coordinate between l3 and abscissa axis, x4 is the cross
point abscissa of l3 and l4, and x5 is the cross point abscissa between l1 and l4.
The intake port positions the upper side of the arc l1 and is adjacent to the
cross point of l1 and l4. The intake port is completely closed by the rotor during
compression in order to prevent combustible mixture in the non-combustion space.
In addition, there is no clearance to allow the air fleeing in the cylinder because the
cylinder design matches the rotor suitably.
The present state of battery technology severely limits the development of pure
electric devices. Until significant advances in battery technology are made, hybrid
propulsion systems provide an interim solution [39]. The leaf spring rotary engine is
a potential power source to power generation due to high density, which makes it
convenient for transportation. The goal of the MEMS Rotary Engine Power System
(REPS) project is to develop an autonomous, portable power system capable of
producing electrical power on the order of watts with an energy density better than
conventional batteries [40]. Such system leverages the specific energy advantage of
liquid hydrocarbon fuels over current portable power sources. The MEMS REPS
is an interdisciplinary project divided in research areas such as engine fabrication,
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engine sealing, fuel delivery, packaging and testing. The MEMS REPS unit will
be designed to produce power from the leaf spring rotary engine that will be
integrated with an external small electrical generator. The leaf spring rotary engine
is like a Wankel engine that operates on a 4-stroke cycle. A fuel and air mixture
is drawn into the engine through the carburetor. The electrical generator extracts
mechanical power from engine with a coupled shaft. In a series hybrid configuration,
the devices, including portable electronics and equipment used in remote settings,
derive instantaneous performance from energy storage system, but its sustained
operation relies on an auxiliary power-generating unit (APU). The engine operates in
a gasline-fueled spark-ignited mode. In this engine, the shaft will be used to convert
chemical energy into mechanical power. A coupled shaft will be needed to extract
mechanical power to drive electrical generator used to generate electrical energy.
The output shaft of the rotary engine is centered relative to the rotor housing, and
can be easily coupled with a generator to produce electricity. Electric energy will be
stored in batteries, which can be used to provide energy for small devices like small
aircrafts, satellites, robots, transport devices and so on. At the same time, devices
will provide energy feedback to APU. A novel generator may need to be designed
to match the leaf spring rotary engine due to its characteristics. Previously, linear
generators to match free-piston engines have been designed and investigated [41].
Therefore, the leaf spring rotary engine is a very efficient and reasonable power plant
for electric equipment. The leaf spring rotary engine may be a potential power source
for future application in small electric devices.
When used as a range extender for a series PHEV, the rotary combustion engine
showed better performance than the reciprocating engine. The rotary engine has the
advantage of a high power-to-weight ratio, more compact size and packaging, and
reduced noise, vibration and harshness (NVH) compared to the reciprocating engine.
Reduced NVH is especially critical when extending the range of electric vehicles,
as the occupants of the vehicle will be accustomed to the smooth and silent operation
of electric traction system, and may dislike NVH produced by a conventional power
train unit with a reciprocating engine range extender. These benefits come at the
expense of lower fuel economy [42]. In a series hybrid, the internal combustion
engine can be operated at its most efficient point by maintaining a specific constant
speed. An electronic engine control unit (ECU) is also required to control the fueling
and ignition timing on a cycle-by-cycle basis to control the engine speed and stroke.
3. Volume Calculation
The flexibility of the leaf spring determines the volume variation of the leaf spring
rotary engine. Thus the spring deformation calculation becomes an important part of
the volume calculation. The leaf spring rotor is assembled as a cantilever structure, and
remains perfectly elastic in the work process. The spring deformation, which is caused
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by concentrated load imposed on the free end, is regarded as static behavior without
considering complex dynamics characteristic. The geometric nonlinear deforming of
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W(x) is the function of horizontal displacement l of the free end. Using trial and
error method [43,44], Matlab calculation procedures is performed to calculate the
horizontal displacement l in each load step applied to the free end of the leaf spring.
The flowchart of the Matlab program is illuminated in Figure 2a [45]. The deflection
curve of the leaf spring can be obtained by fitting a constant length to the leaf spring,
and then getting the volume of combustion chamber by mathematical integration.
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Variation of combustio  hamber volume corre onds to rotary angle duri g the e ine work process. 
The relationship of them is shown in Figure 2a. This finds a compression ratio of about 7.3 and the 
working volume of the combustion chamber is 1.77 cm3. 
With regard to the change rule of the combustion chamber volume, and based on the locating standard 
point, which is the midpoint of the rotor molded line facing the combustion chamber, the phase chart of 
the leaf spring rotary engine is shown in Figure 2b. 
(a) (b) 
Figure 2. (a) Variation profile of combustion chamber volume; (b) The phase chart of the 
leaf spring rotary engine. 
4. Methods 
4.1. Numerical Methods 
The mixture in the chamber was simulated using a commercially available CFD code, FLUENT 14.5. 
The time-dependent ordinary sets of the continuity equation, the three-dimensional Navier–Stokes  
Figure 2. (a) Variation profile of combustion chamber volume; (b) The phase chart
of the leaf spring rotary engine.
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Variation of combustion chamber volume corresponds to rotary angle during
the engine work process. The relationship of them is shown in Figure 2a. This finds
a compression ratio of about 7.3 and the working volume of the combustion chamber
is 1.77 cm3.
With regard to the change rule of the combustion chamber volume, and based
on the locating standard point, which is the midpoint of the rotor molded line facing




The mixture in the chamber was simulated using a commercially available CFD
code, FLUENT 14.5. The time-dependent ordinary sets of the continuity equation,
the three-dimensional Navier–Stokes (N-S) equation, the energy conservation
equation and the species conservation equations were solved with the finite volume
method. The code allows for multi-component diffusion, thermal diffusion, variable
thermochemical properties and variable transport properties. A realizable κ− ε
turbulence model and finite-rate/eddy-dissipation model are used to account for the
effect of factors on the combustion characteristics. Turbulence energy κ and ε are
introduced to N-S equation by Re-Normalisation Group (RNG) κ− ε method. Then,

































where µe f f = µ + µt, µi = ρCµk2/ε, C1ε











), Cµ = 0.0845, αk = αs = 1.39, C1s = 1.42,
C2s = 1.68, η0 = 4.337, β = 0.012.
The turbulent model can apply to computer compressible fluid, which needs to
reflect the change of density. Adding new source term to κ equation and ε equation
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Centrifugal forces of rotary engine affect fluid dynamics. When centrifugal
acceleration is parallel to the solid wall of the increasing boundary layer, secondary
flow happens in field parallel to the boundary layer. When centrifugal acceleration is
perpendicular to the solid wall, the structure of turbulence is affected; meanwhile,
eddy-dissipation rate increases and turbulence energy reduces. Therefore, based













where R f = 0.5ρv(rw)
2/Gk, Gk = 2µlSijSij, µl = ρCµk2/ε, Cµ = 0.0845, C1 = 1.44,
C2 = 1.92, C3 = −1.
4.2. Equivalent Modeling Method
It is known from engine principles that the combustion model of chamber space
excites three dynamic boundaries. In this paper, the rotor was set as a fixed reference
system. The cylinder revolves around the center point of the rotor, and the leaf spring
is compressed or extended by force. This method can save on simulation calculation
costs. A sharp corner excites between leaf spring and rotor under ideal condition due
to a narrow chamber. A sharp corner is not helpful for CFD mesh generation and
combustion computation. The contact area for the spring and cylinder is not constant
and deflection value near the fixed end is less than one the value near the free end.
Thus it is able to consider the leaf as two parts. The one part is incorporated into the
cylinder, and the other part is considered the linear segment. The two lines represent
reeds; the upper line is cylinder profile, while the lower line is the thermal profile
of the rotor, as shown in Figure 3. Length of the epitrochoidal increase or decrease
depends on change of chamber volume. The angle between spring and rotor changes
from sharp to large acute angle. Therefore, ensuring the accuracy of computation
and reducing the difficulty of meshing reduce the calculation costs.
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The mesh density was finalized at 42,640 grids and 46,848 hexahedral elements (Figure 4a). Both of 
the springs and the cylinder profile constitute dynamic boundaries; the rotor profile constitutes a static 
boundary. The contrast diagram shown in Figure 4b is given for CFD simulation and theoretical 
calculation. It can be seen from Figure 4b that equivalent modeling method is valid and reasonable. 
Chamber volume using mathematical method is very accurate and credible because the structure of the 
chamber is relatively fixed without considering the effects of temperature on material distortion. 
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Figure 4. (a) Chamber mesh model; (b) Contrast diagram for CFD simulation and theoretical calculation. 
5. Analysis of Combustion Process 
5.1. Initial Conditions and Boundary Conditions 
In present work, intake parameters were imposed on the entire computational domain as initial 
conditions (shown in Table 1) for numerical simulation. In order to take into account combustion 
characteristics, the effect of heat transfer between the outer wall and air is not considered.  
Figure 3. Equivalent model of chamber.
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The mesh density was finalized at 42,640 grids and 46,848 hexahedral elements
(Figure 4a). Both of the springs and the cylinder profile constitute dynamic
boundaries; the rotor profile constitutes a static boundary. The contrast diagram
shown in Figure 4b is given for CFD simulation and theoretical calculation. It can
be seen from Figure 4b that equivalent modeling method is valid and reasonable.
Chamber volume using mathematical method is very accurate and credible because
the structure of the chamber is relatively fixed without considering the effects of
temperature on material distortion.
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Figure 4. (a) Chamber mesh model; (b) Contrast diagram for CFD simulation and
theoretical calculation.
5. Analysis of Combustion Process
5.1. Initial Conditions and Boundary Conditions
In present work, intake parameters were imposed on the entire computational
domain as initial conditions (shown in Table 1) for numerical simulation. In order to
take into account combustion characteristics, the effect of heat transfer between the
outer wall and air is not considered. Thus, wall boundary is in adiabatic condition.
Parts temperatures are estimated by the iteration method, which is applied on the
boundary of fluid–solid coupling [49]. Crankangle is at 90◦, corresponding to the
ignition start.
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Table 1. Initial conditions and boundary conditions.
Parameter Value Unit
Combustion Duration 3.2 ms
Inlet pressure 0.101325 MPa
Inlet Temperature 300 K
Excess air ratio 1 —
Cylinder Wall Temperature 380 K
Cover Surface Temperature 360 K
Rotor Surface Temperature 450 K
Spring Surface Temperature 400 K
Ignition Time 90 ◦
Fuel LHV 44200 KJ/Kg
5.2. Numerical Simulation of Combustion Process
Numerical simulation of combustion process is helpful to further master
combustion mechanism. Temperature is one of the most important parameters
to characterize a combustion process. Therefore, choosing the temperature field
(shown in Figure 5) represents the combustion process of the engine.
At the primary stage, constant-volume combustion happens. Additionally,
flame kernel spins with engine rotation. When counter-clockwise is set as a reference
system, unburned mixture ahead of the flame flows in the same direction of the
flame and unburned mixture behind the flame diffuses in another direction. In others
words, there are more mixtures into flame front at the same moment. It is found that
flame backwards mixture propagation speed is higher than anterior mixture at 0.8 ms.
Propagation speed of flame with calabash shape was much smaller than rotational
speed (shown in Figure 5b). Before 1 ms, flame in the region between the rotor and
fire surface cannot propagate to the reed. Thus, heat load on the spring is relatively
small. After 1 ms, flame propagation speed started to increase and temperature of
mixture closed to pre- and post-springs keeps rising. Elastic energy of the front reed
was released, which led to volume increasing close to the front reed. Therefore, flame
propagation speed started to increase at anticlockwise direction under the action of
pressure difference and a new flame kernel was formed at the center of the front reed
(shown in Figure 5d). After that, combustible mixture was full combustion so that
chamber temperature continuously increased up to 3058 K (Figure 5e,f). The region
of maximum temperature concentrated in the middle of the cylinder and the rotor.
498






Figure 5. (a) Temperature field at 0.6 ms; (b) Temperature field at 0.8 ms; (c) Temperature 
field at 1.0 ms; (d) Temperature field at 1.2 ms; (e) Temperature field at 1.4 ms;  
(f) Temperature field at 1.6 ms. 
5.3. Verification of Heat Release Rate 
Based on CFD simulation of engine combustion, thermodynamic release model was able to verify by 
CFD simulation results. Therefore, the results of thermodynamic simulation were feasible and reliable. 
Heat release model adopted the wiebe release model [50] in this paper. Thermodynamic analysis had 
been made in a previous paper [51]. In order to better contrast, the same initial conditions were employed 
in adiabatic CFD model and thermodynamic release model. That is, engine speed was 3000 r/min, 
Figure 5. (a) T mperature field at 0.6 ms; (b) T mper ure field at 0.8 ms;
(c) Temperature field at 1.0 ms; (d) Temperature field at 1.2 ms; (e) Temperature
field at 1.4 ms; (f) Temperature field at 1.6 ms.
5.3. Verification of Heat Release Rate
Based on CFD simulatio of engine combustio , thermodynamic release model
was able to verify by CFD simulation results. Therefore, the results of thermodynamic
simulation were feasible and reliable. Heat release model adopted the wiebe release
model [50] in this paper. Thermodynamic analysis had been made in a previous
paper [51]. In order to better contrast, the same initial conditions were employed in
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adiabatic CFD model and thermodynamic release model. That is, engine speed was
3000 r/min, compression beginning pressure was 0.1013 MPa, initial temperature
was 305 K, excess air coefficient was 1, wall was adiabatic, and ignition timing was
90◦ crankangle. Heat release model was checked by modifying weight coefficient m
and empirical coefficient a. In the present work, m and a were 3.9 and 3, respectively
(shown in Figure 6).
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6. Results and Discussion 
Combustion characteristic of leaf spring rotary engine can be investigated by mixture pressure, heat 
release rate, burning duration, maximum pressure rise rate and so on. Parameters for engine speed, excess 
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the engine speed results in pressure peak moving toward the larger crankangle. When the crankangle is 
higher than 120° and engine is at low rotational speed, the curve of pressure decreased to the same level 
due to the timing increase of constant volume combustion. In order to understand this result, maximum 
pressure rise rate can be examined (Figure 7b). Maximum pressure rise rate decreases with engine speed 
increase. The value changes from 0.47 Mpa/°CA at 1200 r/min to 0.34 Mpa/°CA at 3000 r/min, 
decreasing by 27.7%. 
With the increase of the engine speed, the curve of heat release rate moved toward the right and covers 
a wider range of crankangle (Figure 7c). The peak value decreases by 65% when engine speed changes 
from 1200 r/min to 3000 r/min. With the same excess air ratio condition, the increase of engine speed is 
helpful for reducing combustion duration (Figure 7d), i.e., flame propagation speed is proportional to 
engine speed. The reason is that turbulent flow in chamber results in the increase of flame wrinkle  
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6. Results and Discussion
Combustion characteristic of leaf spring rotary engine can be investigated by
mixture pressure, heat release rate, burning duration, maxi um pressure rise rate
and so on. Parameters for engine speed, excess air coefficient, initial pressure
and initial temperature are important to combustion simulation. In this paper, the
combustion characteristic and combustion processes at different initial conditions
were investigated by CFD model. Combustion initial angle is compression end angle
while simulating combustion process.
6.1. Speed
The effect of engine speed on chamber pressure, maximum pressure rise rate,
heat release rate and burning duration seems to be negligible within the range it has
been simulated. For air–fuel mixture, it is shown that four different speeds were
simulated and the lower the speed, the higher the maximum pressure (Figure 7a).
Lines connecting symbols are only for the sake of visualization. The increase of the
engine speed results in pressure peak moving toward the larger crankangle. When
the crankangle is higher than 120◦ and engine is at low rotational speed, the curve of
pressure decreased to the same level due to the timing increase of constant volume
combustion. In order to understand this result, maximum pressure rise rate can be
examined (Figure 7b). Maximum pressure rise rate decreases with engine speed
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increase. The value changes from 0.47 Mpa/◦CA at 1200 r/min to 0.34 Mpa/◦CA
at 3000 r/min, decreasing by 27.7%.
With the increase of the engine speed, the curve of heat release rate moved
toward the right and covers a wider range of crankangle (Figure 7c). The peak value
decreases by 65% when engine speed changes from 1200 r/min to 3000 r/min. With
the same excess air ratio condition, the increase of engine speed is helpful for reducing
combustion duration (Figure 7d), i.e., flame propagation speed is proportional to
engine speed. The reason is that turbulent flow in chamber results in the increase of
flame wrinkle due to increasing speed so that unburned mixture into flame speeds
up. Furthermore, it can be seen from Figure 7d that combustion duration increases
with the rising of excess air ratio for the same engine speed and the time interval
becomes large.
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Figure 7. (a) Chamber pressure for different speed; (b) Maximum pressure rise rate for speed. 
(c) Combustion heat release rate for different speed; (d) Combustion duration for different 
excess air ratio and speed. 
6.2. Excess Air Ratio 
With the same engine speed for 3000 r/min and fully-opened throttle, peak pressure in chamber 
decreases with excess air coefficient increase (Figure 8a). Based on an excess air coefficient of 1, the 
proportion of peak pressure toward the two sides is increasing. The peak pressure at excess air ratio 1.2 
is obviously lower than the one at excess air ratio 1.1. With the increase of the excess air ratio, peak 
pressure moves toward the right and maximum pressure rise rate decreases from 0.63 MPa/°CA to  
0.15 MPa/°CA (Figure 8b). The whole curve is on the decline and the trend becomes slow near an excess 
air ratio 1.0. Figure 8c shows that as crankangle increases, the difference among several excess air ratios 
becomes larger. The excess air ratio 1.2 takes much longer distance to reach its peak heat release rate. 
In addition to the significant difference in terms of chemical kinetics, mass ratio also plays an important 
role in yielding this result. Combustion duration and excess air ratio profiles are plotted in Figure 8d.  
It can be seen that burning duration is gradually increasing among the range. 
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Figure 7. (a) Chamb r pr ssure for different speed; (b) Maximum pres u e rise rate
f r speed. (c) Combustion heat rel ase rat for ifferent speed; (d) Combustion
duration for different excess air ratio and speed.
6.2. Excess Air Ratio
With the same ngine speed for 3000 r/min and fully-opened throttle,
peak pressure in chamber decreases with excess air coefficient increase (Figure 8a).
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Based on an excess air coefficient of 1, the proportion of peak pressure toward
the two sides is increasing. The peak pressure at excess air ratio 1.2 is obviously
lower than the one at excess air ratio 1.1. With the increase of the excess air ratio,
peak pressure moves toward the right and maximum pressure rise rate decreases
from 0.63 MPa/◦CA to 0.15 MPa/◦CA (Figure 8b). The whole curve is on the decline
and the trend becomes slow near an excess air ratio 1.0. Figure 8c shows that as
crankangle increases, the difference among several excess air ratios becomes larger.
The excess air ratio 1.2 takes much longer distance to reach its peak heat release
rate. In addition to the significant difference in terms of chemical kinetics, mass ratio
also plays an important role in yielding this result. Combustion duration and excess
air ratio profiles are plotted in Figure 8d. It can be seen that burning duration is







Figure 8. (a) Chamber pressure for excess air ratio; (b) Maximum pressure rise rate for 
excess air ratio; (c) Combustion heat release rate for excess air ratio; (d) Combustion 
duration for different excess air ratio. 
Figure 9 illustrates the reaction process of the chamber for different excess air ratios. Under the 
conditions of same excess air ratio, flame varied from laminar to turbulence with the development of 
combustion. In Figure 9a, flame showed obvious laminar characteristic at 1.1 ms. However, turbulence 
flame happened at 1.4 ms until the end of combustion due to the changes of chamber volume and gases 
temperature. Decreased excess air ratio increased the variation tendency and reduced the time from 
laminar to turbulence. It is well established that propagation speed of flame increases with decreasing 
excess air ratio, but increasing degree becomes smaller and smaller. Figure 9c,d shows that the reaction 
process is nearly the same. 
(a) 
Figure 9. Cont. 
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Figure 8. (a) Chamber pressure for excess air ratio; (b) Maximum pressure rise
rate for excess air ratio; (c) Combustion heat release rate for excess air ratio;
(d) Combustion duration for different excess air ratio.
Figure 9 illustrates he reaction proc ss of the chamb for different exce s air
ratios. Under the conditi ns of same excess air ratio, flame varied from laminar to
turbulence with the development of combustion. In Figure 9a, flame showed obvious
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laminar characteristic at 1.1 ms. However, turbulence flame happened at 1.4 ms until
the end of combustion due to the changes of chamber volume and gases temperature.
Decreased excess air ratio increased the variation tendency and reduced the time
from laminar to turbulence. It is well established that propagation speed of flame
increases with decreasing excess air ratio, but increasing degree becomes smaller and
smaller. Figure 9c,d shows that the reaction process is nearly the same.
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Figure 9. (a) Reaction process at excess air ratio 1.1; (b) Reaction process at excess air  
ratio 1.0; (c) Reaction process at excess air ratio 0.9; (d) Reaction process at excess air  
ratio 0.8. 
6.3. Initial Pressure 
Initial pressure is another factor to affect engine combustion. No significant difference in terms of 
chamber pressure is found over the entire crankangle from 90° to 180° (Figure 10a). However, it can be 
seen that initial pressure affects the position where the pressure is up to peak. The difference increases 
with the increasing pressure. The pressure position is essentially an overall result of gas quality and heat 
transfer loss. Gas quality increase leads to the increase of initial pressure. Although heat was lost in the 
chamber, the effect of heat loss due to higher increase of pressure caused by gas quality can be negligible. 
Figure 10b shows that maximum pressure rise rate against initial pressure. It can be seen that it increases 
with the increasing initial pressure. The results attribute to increasing flame propagation speed caused 
by temperature rising. Maximum pressure rise rate increased from 0.345 Mpa/°CA to 0.435 Mpa/°CA. 
the difference for several initial pressures cannot be clearly identified (Figure 10c). This can be seen as 
the heat release rate slightly increasing as initial pressures increases and the peak shifts to the leaf. 
Meanwhile, combustion duration decreases from 1.62 ms to 1.51 ms and the trend slows down, as shown 
in Figure 10d, which indicates that flame propagation speed is enhanced. 
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Initial pressure is another factor to affect engine combustion. No significant
difference in terms of chamber pressure is found over the entire crankangle from 90◦
to 180◦ (Figure 10a). However, it can be seen that initial pressure affects the position
where the pressure is up to peak. The difference increases with the increasing
pressure. The pressure position is essentially an overall result of gas quality and heat
transfer loss. Gas quality increase leads to the increase of initial pressure. Although
heat was lost in the chamber, the effect of heat loss due to higher increase of pressure
caused by gas quality can be negligible. Figure 10b shows that maximum pressure
rise rate against initial pressure. It can be seen that it increases with the increasing
initial pressure. The results attribute to increasing flame propagation speed caused
by temperature rising. Maximum pressure rise rate increased from 0.345 Mpa/◦CA
to 0.435 Mpa/◦CA. the difference for several initial pressures cannot be clearly
identified (Figure 10c). This can be seen as the heat release rate slightly increasing as
initial pressures increases and the peak shifts to the leaf. Meanwhile, combustion
duration decreases from 1.62 ms to 1.51 ms and the trend slows down, as shown in







Figure 10. (a) Chamber pressure for initial pressure; (b) Maximum pressure rise rate for 
initial pressure; (c) Combustion heat release rate for initial pressure; (d) Combustion 
duration for different initial pressure. 
Figure 11 illustrates the reaction process of chamber for different initial pressures. Under the 
conditions of same initial pressure, combustion characteristic relies mainly on laminar with the 
development of subsidiary wrinkled turbulence. After 1.1 ms, turbulence gradually increased. The reason 
is that increased pressure leads to the increase of flame propagation speed. Another reason is variation 
of chamber volume. Reaction process was nearly the same, at 1.1 ms. After that, turbulence characteristic 
for different pressure was more obvious, and the more a combustion center started to appear. When 
comparing the reaction process for initial pressures of 1.47 MPa and 1.52 MPa, combustion 
completeness is mostly the same. 
(a) 
Figure 11. Cont. 






















 Initial pressure 1.37MPa
 Initial pressure 1.42MPa
 Initial pressure 1.47MPa
 Initial pressure 1.52MPa















































































Figure 10. (a) Chamb r p ssure for initial pressure; (b) Maxim m pr ssure
rise rate for initial pressure; (c) Combustion heat elease rat fo initial press re;
(d) Combustion duration for different initial pressure.
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Figure 11 illustrates the reaction process of chamber for different initial pressures.
Under the conditions of same initial pressure, combustion characteristic relies mainly
on laminar with the development of subsidiary wrinkled turbulence. After 1.1 ms,
turbulence gradually increased. The reason is that increased pressure leads to the
increase of flame propagation speed. Another reason is variation of chamber volume.
Reaction process was nearly the same, at 1.1 ms. After that, turbulence characteristic
for different pressure was more obvious, and the more a combustion center started
to appear. When comparing the reaction process for initial pressures of 1.47 MPa
and 1.52 MPa, combustion completeness is mostly the same.
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Figure 11. (a) Reaction process at pressure 1.37 MPa; (b) Reaction process at pressure  
1.42 MPa; (c) Reaction process at pressure 1.47 MPa; (d) Reaction process at pressure 1.52 MPa. 
6.4. Initial Temperature 
The effect of initial temperature on combustion characteristics seems to be non-negligible with the 
range of combustion process. Taking into account the fact that the initial density of fuel/air mixture 
decreases as initial temperature increases, it is clear that mixture mass is inversely proportional to initial 
temperature under the same conditions, including engine speed 3000 r/min, excess air ratio 1 and initial 
pressure 1.47 Mpa. Figure 12a,b shows that chamber pressure and pressure rise rate increase as initial 
temperature increases. This is due to mass of fuel/air mixture decreases as initial temperature increases 
without other influence factors. Figure 12c,d shows that the difference for chamber pressure and heat 
release rate become unclear as initial temperature increases. At the same time, the peak moves toward 
the left. Heat release rate increases from 0.08 J/°CA at 580 K to 0.105 J/°CA at 620 K. Figure 12d 
indicates that flame propagation speed increases as initial temperature increases. 
Figure 13 illustrated reaction process of chamber for different initial temperature. Under the 
conditions of the initial temperature 580 K, combustion characteristic was laminar at 1.1 ms, after that 
combustion characteristic relied mainly on laminar with the development of subsidiary turbulence, 
turbulence continues to increase, but flame propagation speed is slower. When initial temperature was 
up to 600 K, combustion completeness was 0.4 ms earlier than 580 K, but was 0.1 ms longer than 620 K. 
i . (a) Reaction process at pressure 1.37 MPa; (b) Reaction proc at
pressure 1.42 MPa; (c) Reaction process at pressure 1.47 MPa; (d) Reaction process
at pressure 1.52 MPa.
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The effect of initial temperature on combustion characteristics seems to be
non-negligible with the range of combustion process. Taking into account the fact
that the initial density of fuel/air mixture decreases as initial temperature increases,
it is clear that mixture mass is inversely proportional to initial temperature under
the same conditions, including engine speed 3000 r/min, excess air ratio 1 and
initial pressure 1.47 Mpa. Figure 12a,b shows that chamber pressure and pressure
rise rate increase as initial temperature increases. This is due to mass of fuel/air
mixture decreases as initial temperature increases without other influence factors.
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Figure 12. (a) Chamber pressure for initial temperature; (b) Maximum pressure rise rate  
for initial temperature; (c) Combustion heat release rate for initial temperature;  
(d) Combustion duration for different initial temperature. 
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Figure 12. (a) Chamber pressure for initial temperature; (b) aximum pressure rise
rate for initial temperature; (c) Combustion heat release rate for initial temperature;
(d) Combustion duration for different initial temperature.
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Figure 13 illustrated reaction process of chamber for different initial temperature.
Under the conditions of the initial temperature 580 K, combustion characteristic was
laminar at 1.1 ms, after that combustion characteristic relied mainly on laminar
with the development of subsidiary turbulence, turbulence continues to increase,
but flame propagation speed is slower. When initial temperature was up to 600 K,
combustion completeness was 0.4 ms earlier than 580 K, but was 0.1 ms longer
than 620 K.
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Figure 13. (a) Reaction process at temperature 580 K; (b) Reaction process at temperature 
600 K; (c) Reaction process at temperature 620 K. 
7. Conclusions 
In this work, a novel leaf spring rotary engine as a new research object was used to investigate the 
combustion properties inside a small-sized engine. A 3D numerical model is developed to study the 
influence of several operative parameters on combustion characteristics. An equivalent modeling method 
was presented to simulate real boundary conditions. Engine speed, excess air ratio, initial pressure and 
initial temperature were controlled to simulate the engine operating conditions. 
(1) In the process of compression, fluid motion is mainly affected by deformation of the reed.  
When deforming, swirl is formed near to the spring. After constant volume burning, fluid motion mainly 
manifested as laminar characteristics. 
(2) In the process of combustion, the increase of speed makes reduction of burning duration, 
sustainable heat release angle increase, peak pressure and release rate decrease; when excess air ratio 
decreases, burning duration reduces, the curve of heat release moves to the direction decrease of 
crankshaft, peak pressure and release rate increases. 
(3) With the same temperature condition, when initial pressure increases, burning duration reduces 
but the amplitude is smaller, peak pressure and release rate increases. Under different temperature 
conditions, the trend of burning duration is the same as the one for different pressure conditions. 
However, as the heat release curve and pressure shift to near the top dead center, the pressure increases 
at the same time. 
Author Contributions 
Yan Zhang, Zhengxing Zuo and Jinxiang Liu checked and discussed the simulation results.  
Yan Zhang confirmed the series of simulation parameters and arranged and organized the entire 
simulation process. Zhengxing Zuo participated in establishing the simulation model. Jinxiang Liu 
Figure 13. (a) Reaction process at temperature 580 K; (b) Reaction process at
temperature 600 K; (c) Reaction process at temperature 620 K.
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7. Conclusions
In this work, a novel leaf spring rotary engine as a new research object was
used to investigate the combustion properties inside a small-sized engine. A 3D
numerical model is developed to study the influence of several operative parameters
on combustion characteristics. An equivalent modeling method was presented to
simulate real boundary conditions. Engine speed, excess air ratio, initial pressure
and initial temperature were controlled to simulate the engine operating conditions.
(1) In the process of compression, fluid motion is mainly affected by deformation
of the reed. When deforming, swirl is formed near to the spring. After constant
volume burning, fluid motion mainly manifested as laminar characteristics.
(2) In the process of combustion, the increase of speed makes reduction of
burning duration, sustainable heat release angle increase, peak pressure and release
rate decrease; when excess air ratio decreases, burning duration reduces, the curve of
heat release moves to the direction decrease of crankshaft, peak pressure and release
rate increases.
(3) With the same temperature condition, when initial pressure increases,
burning duration reduces but the amplitude is smaller, peak pressure and release
rate increases. Under different temperature conditions, the trend of burning duration
is the same as the one for different pressure conditions. However, as the heat release
curve and pressure shift to near the top dead center, the pressure increases at the
same time.
Author Contributions: Yan Zhang, Zhengxing Zuo and Jinxiang Liu checked and discussed
the simulation results. Yan Zhang confirmed the series of simulation parameters and arranged
and organized the entire simulation process. Zhengxing Zuo participated in establishing
the simulation model. Jinxiang Liu revised the paper. Zhengxing Zuo and Jinxiang Liu
made many useful comments and simulation suggestions. In addition, all authors reviewed
the manuscript.
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Nomenclature
x1 Cross point coordinate of l2 and abscissa axis
x2 Cross point abscissa of l2 and l1
x3 Cross point coordinate between l3 and abscissa axis
x4 Cross point abscissa of l3 and l4
x5 Cross point abscissa between l1 and l4
M Flexural torque at the free end [N·m]
p′ Concentrated load at the free end [N]
EI Bending rigidity of the leaf spring
l Horizontal displacement of the free end [m]
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L Integration length of leaf spring [m]
L0 Actual length of leaf spring [m]
y Flexibility of leaf spring [m]
W(x) Function of horizontal displacement l of the free end
ρ Density [kg/m3]
ui Velocity of i direction [m/s]
Cµ Specific heat
k Kinetic energy of turbulent fluctuation [J]
ε Dissipation ratio of kinetic energy for turbulent fluctuation [%]




u Mean velocity [m/s]
µeff Effective viscosity coefficient
Rf Richardson number
x1 Cross point coordinate of l2 and abscissa axis
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Space Charge Behavior in Paper Insulation
Induced by Copper Sulfide in High-Voltage
Direct Current Power Transformers
Ruijin Liao, Ende Hu, Lijun Yang and Yuan Yuan
Abstract: The main insulation system in high-voltage direct current (HVDC) transformer
consists of oil-paper insulation. The formation of space charge in insulation paper
is crucial for the dielectric strength. Unfortunately, space charge behavior changes
because of the corrosive sulfur substance in oil. This paper presents the space charge
behavior in insulation paper induced by copper sulfide generated by corrosive sulfur
in insulation oil. Thermal aging tests of paper-wrapped copper strip called the pigtail
model were conducted at 130 ◦C in laboratory. Scanning electron microscopy (SEM)
was used to observe the surface of copper and paper. Pulse electroacoustic (PEA) and
thermally stimulated current (TSC) methods were used to obtain the space charge
behavior in paper. Results showed that both maximum and total amount of space
charge increased for the insulation paper contaminated by semi-conductor chemical
substance copper sulfide. The space charge decay rate of contaminated paper was
significantly enhanced after the polarization voltage was removed. The TSC results
revealed that copper sulfide increased the trap density and lowered the shallow trap
energy levels. These results contributed to charge transportation by de-trapping and
trapping processes. This improved charge transportation could be the main reason
for the decreased breakdown voltage of paper insulation material.
Reprinted from Energies. Cite as: Liao, R.; Hu, E.; Yang, L.; Yuan, Y. Space Charge
Behavior in Paper Insulation Induced by Copper Sulfide in High-Voltage Direct
Current Power Transformers. Energies 2015, 8, 8110–8120.
1. Introduction
Oil-paper is widely used as an insulating medium in various high voltage
apparatuses, such as power transformers, capacitors, and HVDC devices, which
play a vital role in electrical power networks [1,2]. Aging of oil-paper can eventually
threaten the safe operation of electrical devices. The space charge will accumulate
within the paper materials under the action of DC high voltage, leading to the
distortion of internal local electrical field distribution [3,4]. Therefore, the aging
speed of paper material is accelerated. Unfortunately, researchers have recently faced
a new problem, namely, corrosive sulfur in insulating oil. Corrosive sulfur can form
the semi-conductor substance copper sulfide, which will be deposited on the paper
surface [5,6]. Insulating resistance and dielectric property of oil-paper insulation
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have decreased because of emergence of this substance. The understanding of space
charge behavior in paper contaminated by copper sulfide is of significant interests.
The sources of corrosive sulfur in oil have not yet been completely identified,
but the indications suggest that they are the residuals of the refining process [7]. The
emergence of copper sulfide by-product caused by the chemical reaction between
corrosive sulfur (mainly dibenzyl disulfide DBDS) in the insulation oil and copper
conductor greatly change the dielectric characteristic of paper. The deposition of
copper sulfide on the paper surface distorts the electric field, decreases the insulating
resistance, and accelerates the aging of insulating materials or even causes direct
breakdown [5,8].
The space charge behavior of aged oil is complicated because of the formation
of polar substances such as water, acid, and organic molecules. The processes of
charge injection, migration, and decay in paper material are directly influenced by
these substances. However, to date, knowledge about the relationship between the
copper sulfide deposition on paper and space charge behavior is still lacking. On the
other hand, distorted electric field caused by the copper sulfide deposition plays
a vital role in the decreasing breakdown voltage of insulation paper [9]. However,
to the authors’ knowledge, space charge behavior is likely to be one of the most
fundamental reasons for the characteristic change in paper material. The insulation
risk caused by copper sulfide from the perspective of micros should be determined.
Thus, in this paper, we aimed to understand the effect of copper sulfide on the space
charge behavior of accelerated thermal aging paper material, and analyze the failure
of paper material caused by copper sulfide deposition.
2. Experiments
Selected corrosive sulfur DBDS was purchased from a local company. The
insulation oil used in this experiment was 25# mineral oil without any corrosive
sulfur or DBDS substance. The corrosivity of the oil was based on the procedures
stipulated by IEC62535. Table 1 shows the typical properties of this 25# commercially
available insulation oil.
Three oil samples were prepared: one was base oil (called sample I), which had
no corrosive sulfur or DBDS. The second oil sample was called sample II, in which
500 ppm DBDS was added. The third oil sample was called sample III, in which
1000 ppm DBDS was added. Three oil samples with different DBDS concentrations
were prepared. Paper-wrapped copper windings and these oil samples were dried at
90 ◦C/50 Pa and then finished the oil impregnation [10]. Windings and oil samples
were thermally aged for 24 days at 130 ◦C to obtain three paper samples. One aged
paper was uncontaminated by copper sulfide deposition, whereas the other two
were contaminated by copper sulfide deposition with different levels of severity. The
detailed information is listed in Table 2.
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Table 1. Properties of tested mineral base insulation oil.
Characteristics Items Properties
Function
Density (20 ◦C), kg/m3 883.2
Viscosity (40 ◦C), mm2/s 9.67
Viscosity(−20 ◦C), mm2/s 488.9
Breakdown voltage, kV 62
Stability Acidity, mg KOH/g 0.008
Corrosivity None
Table 2. Testing samples and condition of thermal aging tests.
Specimen Description Dibenzyl disulfide (DBDS)concentration (mg/kg) Temperature (
◦C)
Sample 1 Oil + winding 0 130
Sample 2 Oil + winding + DBDS 500 130
Sample 3 Oil + winding + DBDS 1000 130
The paper-wrapped copper windings were provided by Chongqing ABB
Transformer Co., Ltd. (Chongqing, China). Figure 1a shows the winding, and
copper strip is wrapped by insulation paper. The windings were processed to pig-tail
model and each model consists of two windings, the dimension of this model is
shown in Figure 1b. The length of the winding is 75.00 mm and the tail at the end of
winding is 15.00 mm.
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(a) (b) 
Figure 1. Paper-wrapped copper winding and dimension pig-tail model. (a) winding;  
(b) dimension of pig-tail model. 
The alternating current (AC) breakdown voltage of oil samples was obtained according to the IEC 
60156 standard. Partial discharge inception voltages (PDIV) of oil-impregnated papers were measured 
based on the pig-tail model shown in Figure 1b. One of the windings in the pig-tail model was connected 
with high voltage supply (AC) through the hole, which was located in the end of the winding, and 
Figure 1. er- ra ped copper inding d sion o . (a) winding;
(b) dimension of pig-tail model.
The alternating current (AC) breakdown voltage of oil samples was obtained
according to the IEC 60156 standard. Partial discharge inception voltages (PDIV)
of oil-impregnated papers were measured based on the pig-tail model shown in
Figure 1b. One of the windings in the pig-tail model was connected with high
voltage supply (AC) through the hole, which was located in the end of the winding,
and another winding was connected with the ground electrode. The pig-tail model
was immersed in insulation oil during the PD test.
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Scanning electron microscopy (SEM) was used to analyze the deposition on the
paper surface. The space charge behaviors in paper materials were measured by
PEA method based on previous studies [11,12]. Trap characteristics of paper samples
were tested using TSC method. The setup and operating procedure of PEA and TSC
are described in detail in previous publications [13].
3. Results
3.1. Appearance of Copper Strip and Paper
The comparison of three samples, including the appearance of copper and
paper surface, is shown in Figure 2. No deposition was formed on the paper
surface in sample I, as shown in Figure 2a. The paper surface was clear without any
contamination. However, some silvery white deposition could be clearly observed
in Figure 2b. The copper surface became darker compared with that in Figure 2a,
and some parts of the paper surface were covered by deposition. For sample III
(Figure 2c), the surface copper became darker than the former two copper samples.
The whole surface of paper was covered by deposition.
Energies 2015, 8 8113 
 
another winding was connected with the ground electrode. The pig-tail model was immersed in insulation 
oil during the PD test. 
Scanning electron microscopy (SEM) was used to analyze the deposition on the paper surface. 
The space charge behaviors in paper materials were measured by PEA method based on previous  
studies [11,12]. Trap char cteristics of paper samples were tested using TSC method. The setup and 
operating procedure of PEA and TSC are described in detail in previous publications [13]. 
3. Results 
3.1. Appearance of Copper Strip and Paper 
The comparison of three samples, i cluding the appearance of copper an  paper surface, is shown in 
Figure 2. No deposition was formed on the paper surface in sample I, as shown in Figure 2a. The paper 
surface was clear without any contamination. However, some silvery white deposition could be clearly 
observed in Figure 2b. The copper surface became darker compared with that in Figure 2a, and some 
parts of the paper surfa e w re cov red by deposition. For sample III (Figure 2 ), th  surface copper became 
darker than the former two copper samples. The whole surface of paper was covered by deposition. 
  
(a) (b) (c) 
Figure 2. Appearance of copper and paper surface of samples (a) sample I; (b) sample II; 
and (c) sample III. 
3.2. Scanning Electron Microscopy (SEM) of Copper Strips and Paper 
SEM images of the three copper strip samples are shown in Figure 3. Lines were clear on the copper 
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3.2. Scanning Electron Microscopy (SEM) of Copper Strips and Paper
SEM images of the three copper strip samples are shown in Figure 3. Lines were
clear on the copper surface in sample I, as shown in Figure 3. The copper strip had a
flat surface without bulges. The surface of the copper strip of sample II, which was
contaminated by corrosive sulfur, became rough and numerous granular sediments
were resent on th copper surface. White particles appeared and line were covered
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by particles. Nevertheless, the contamination condition in sample III was the most
serious one. The SEM images of the three paper samples at a magnification of
hundreds of times (10 µm) are shown in Figure 3. The fiber texture of paper was
clearly visible in paper sample I. By contrast, the fiber texture of paper sample II
was not easy to visualize, because deposition appeared on the paper surface. This
appearance became fuzzy and more serious in paper sample III. The gaps between
fibers were filled with white particles and some fibers were covered by particles.Energies 2015, 8 8114 
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Figure 4 (working distance was kept at 1 µm, magnification = 4.66 K×). As shown in Figure 4a, the copper 
surface was covered by a large number of granules, the element composition of which was confirmed by 
EDX (Figure 4b). Figure 4c shows that the atomic number between Cu and S was 39.70/11.22, which is 
close to 4:1 (Cu2S:4:1). Another study [16] also pointed out that the deposition is mainly Cu2S,  
which contains small amounts of CuO and CuS. 
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Figure 4. (a) SEM image; (b) energy dispersive X-ray (EDX) analysis; and (c) element 
composition of copper surface. 
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Figure 3. Scanning electron microscopy (SEM) of copper strip surface: (a) Sample I;
(b) Sample II; (c) Sample III and paper surface: (d) Sample I; (e) Sample II;
(f) Sample III.
3.3. Electrical Properties of Insulation Paper
Most studies have prov n that the deposition on the copper su face nd paper
surf ce is copper sulfide substance (mainly Cu2S) [14]. The electrical properti s of the
paper material changed because of the emergence of this kind of substance as result
of its semi-conductive nature [15]. SEM and energy dispersive X-ray (EDX) spectrum
were used to analyze this substance, and the results are shown in Figure 4 (working
distance was kept at 1 µm, magnification = 4.66 K×). As shown in Figure 4a, the
copper surface was covered by a large number of granules, the element composition
of which was confirmed by EDX (Figure 4b). Figure 4c shows that the atomic
number between Cu and S was 39.70/11.22, which is close to 4:1 (Cu2S:4:1). Another
s udy [16] also pointed out th t the deposition is mainly Cu2S, which contains small
amounts of CuO and CuS.
517
Energies 2015, 8 8114 
 
 
(a) (b) (c) 
 
(d) (e) (f) 
Figure 3. Scanning electron microscopy (SEM) of copper strip surface: (a) Sample I;  
(b) Sample II; (c) Sample III and paper surface: (d) Sample I; (e) Sample II; (f) Sample III. 
3.3. Electrical Properties of Insulation Paper 
Most studies have proven that the deposition on the copper surface and paper surface is copper sulfide 
substance (mainly Cu2S) [14]. The electrical properties of the paper material changed because of the 
emergence of this kind of substance as result of its semi-conductive nature [15]. SEM and energy 
dispersive X-ray (EDX) spectrum were used to analyze this substance, and the results are shown in 
Figure 4 (working distance was kept at 1 µm, magnification = 4.66 K×). As shown in Figure 4a, the copper 
surface was covered by a large number of granules, the element composition of which was confirmed by 
EDX (Figure 4b). Figure 4c shows that the atomic number between Cu and S was 39.70/11.22, which is 
close to 4:1 (Cu2S:4:1). Another study [16] also pointed out that the deposition is mainly Cu2S,  
which contains small amounts of CuO and CuS. 
 
(a) (b) (c) 
Figure 4. (a) SEM image; (b) energy dispersive X-ray (EDX) analysis; and (c) element 
composition of copper surface. 
The breakdown strength of oil-impregnated paper wrapped copper winding with and without copper 
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Figure 4. (a) SEM image; (b) energy dispersive X-ray (EDX) alysis; and
(c) eleme t com osition of copper surface.
The breakdown strength of oil-impregnated paper wrapped copper winding
with and without copper sulfide deposition is shown in Table 3. Compared with
paper-wrapped copper winding of sample I, the breakdown voltage of oil and
PDIV of the winding of sample II decreased by 4.6% and 21.73%, respectively.
Nevertheless, the degree of decrease for sample III was more obvious. The
breakdown and partial discharge inception voltage of sample III decreased by 14.45%
and 42.86%, respectively. The variation in breakdown voltage and PDIV indicated
that the presence of copper sulfide on paper contributed to the decrease in electrical
properties, and this contribution may be caused by the semi-conductor properties of
copper sulfide.
Table 3. Deposition effects on electrical strength of oils and paper-wrapped copper
winding. PDIV: partial discharge inception voltages.
Items Parameter Sample I Sample II Sample III
Oil
Breakdown voltage (kV) 49.8 47.5 42.6
Standard deviation (kV) 3.14 3.62 3.29
Paper Partial discharge (PD) inception voltage (kV) 16.1 12.6 9.2
PD pico-coulomb of PDIV (pC) 209 610 725
3.4. Space Charge Behavior of Insulation Paper
The charge transport characteristic in insulation paper will change with the
introduction of copper sulfide. The PEA method was used to obtain the space charge
behavior in paper. After samples were subjected to a DC electric field, the space
charge distribution in paper samples is shown in Figure 5.
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Figure 5. V lt-on space charge distribution of p per samples: (a) sample I; (b)
sample II; and (c) sample III.
The anode peak was sharp and evident. As shown in Figure 5b, the peak at
the anode electrode increased compared with that in Figure 5a. Copper sulfide
deposition had a significant effect on the space charge behavior. The maximum space
charge in paper sample II (Figure 5b: 29 C/m3) was higher than that of sample I
(Figure 5a: 24 C/m3) when the same DC voltage was applied, implying that more
charge carriers were formed in the paper contaminated by copper sulfide. The
maximum space charge reached the highest value in sample III (Figure 5c: 40 C/m3).
Notably, for oil-paper contaminated by copper sulfide deposition, the positive charge
injection behavior was different from that of paper without contamination. For the
oil/paper sample without contamination, negative charges were injected into the
inside of paper (around 500 µm) immediately once an electric field was applied. The
amount of negative charge from this injection increased as the electric field applied.
Therefore, most charges inside paper (around 500 µm) were negative, as shown in
Figure 5a. For sample II, not only negative but also positive charge can be found
inside of paper. A positive charge observed at the same position (500 µm) initially
increased and then decreased after 1 min, as shown in Figure 5b. The positive charge
bump increased, indicating that the positive charge injection was strengthened when
paper was contaminated by copper sulfide. For sample III, a positive charge bump
was found in the beginning of voltage application. However, the maximum positive
charge density inside paper reached 15 C/m3, which was higher than that in sample II
(10 C/m3). Results in Figure 5 demonstrated that higher deposition in paper, resulting
in a more obvious positive charge injection.
Figure 6 shows the space charge distribution measured after the removal of
the applied voltage for oil-paper samples with different contents of copper sulfide
deposition. The maximum space charge in contaminated paper around the anode
(about −5.5 C/m3 as shown in Figure 6b) was higher than that of uncontaminated
paper (about −2.5 C/m3 as shown in Figure 6a). Nevertheless, the maximum space
charge in sample III was the highest (about −11 C/m3 as shown in Figure 6c).
For all paper samples, a majority of space charge in the bulk disappeared after
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5 min. The space charge decay of sample II was 2.85-fold of that in sample I after the
external electrical field was removed for 5 min. Thus, the deposition on the paper
could enhance the dissipation mobility of the charges.
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The decay speed of the three samples was determined using the following math model: 
τ( ) (0) e
t
Q t Q A

   
(1) 
where Q(t) is space charge amount at time t, Q(0) is the residual space charge amount when the decay 
is moving toward stability, and τ is the decay time constant. The relationship is shown in Table 4. 
Table 4. Relationship between space charge amount and time for oil impregnated papers. 
Sample Formula R-squared 
I Q(t) = 72.3exp(−t/4.1) + 27.5 0.989 
II Q(t) = 522.8exp(−t/2.18) + 73.1 0.985 
III Q(t) = 1217.6exp(−t/1.7) + 132.9 0.971 
The τ represents the decay speed of space charge. A low value τ results in higher decay speed of  
space charge. Thus, the space charge in contaminated paper had higher decay speed than that of 
uncontaminated paper. 










































































Figure 6. Volt-off space charge distribution of paper samples: (a) without
contamination; (b) with contamination; and (c) with more contamination.
The decay speed of the three samples was determined using the following
math model:
Q(t) = Q(0) + Ae−
t
τ (1)
where Q(t) is space charge amount at time t, Q(0) is the residual space charge
amount when the decay is moving toward stability, and τ is the decay time constant.
The relationship is shown in Table 4.
Table 4. Relationship between space charge amount and time for oil
impregnated papers.
Sample Formula R-squared
I Q(t) = 72.3exp(−t/4.1) + 27.5 0.989
II Q(t) = 522.8exp(−t/2.18) + 73.1 0.985
III Q(t) = 1217.6exp(−t/1.7) + 132.9 0.971
The τ represents the decay speed of space charge. A low value τ results in
higher decay speed of space charge. Thus, the space charge in contaminated paper
had higher decay speed than that of uncontaminated paper.
4. Discussion
Copper sulfide deposition on paper exerted great effects on the electrical
properties and space charge dynamics in oil-paper samples. The emergence of
copper sulfide deposition on paper not only enhanced the charge accumulation but
also improved the mobility of the charge in the samples. Oil-paper degradation
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caused by thermal aging is irreversible. The aging by-products deposited on the
insulation paper cannot be removed. The decreased breakdown performance of
sample II and sample III was largely attributed to the by-product copper sulfide
(Cu2S) because of the physical/chemical interaction between DBDS and copper, as
shown in Figure 7 [14].
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Figure 7. Chemical structure of dibenzyl disulfide (DBDS) and the reaction between
DBDS and copper conductor.
DBDS, is a corrosive sulfur that can attack copper windings under certain
conditions. The DBDS-Cu complex, which is soluble in oil, formed. Part of the
DBDS-Cu complex remained on the copper surface and then decomposed into Cu2S.
Portions of the complex transferred from the copper surface to the paper surface
through bulk oil. Copper sulfide eventually formed on the paper surface.
Copper sulfide deposition can not only deposit on the paper surface but also
permeate into paper [17]. The distribution of the electric field was distorted because
of this deposition and permeation, leading to the downtrend of PDIV and breakdown
voltage [9]. The decreased PDIV and breakdown voltage was related to space
charge behavior. However, space charge distribution and decay are associated
with trapping/de-trapping processes and charge transport in insulation paper
materi ls [18,19]. It was reported that high conductivity leads to the high mo ility
of the charges trapped in the samples [20]. The Cu2S could enhance the dissipation
mobility of the space charges and mobility of charges in insulation paper because of
its c nductive characteristic. The higher this substance content in insulation paper,
the faster the trapped charge moves. Thus, the trap characteristics of two samples
(uncontaminated paper and contaminated paper) were tested to further investigate
the charge behavior, and the results ar hown in Figure 8.
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Figure 8. Thermally stimulated current (TSC) test results of two insulation paper
samples: (a) uncontaminated paper; (b) contaminated paper.
The current peak related to trap energy level in sample II (contaminated by
copper sulfide) shifted to a lower temperature compared with that in sample I (from
356 K to 344 K). This phenomenon indicated that shallower trap levels were generated
in contaminated paper. Trapped charges and trap levels were calculated to analyze
the trap characteristics. The trap charge amounts Qtsc and the trap level E could be














where Tm is the corresponding temperature to the peak current (K); β is the heating
rate (K/min); ∆T is the temperature difference from the peak current to the half peak
current (K); and k is the Boltzmann constant. Table 5 shows the TSC parameters of
two paper samples.
Table 5. Thermally stimulated current (TSC) test results.
Parameter Sample I Sample II
Peak current (pA) 42.891 68.995
Temperature of peak current (K) 356 344
Trapped charges (nC) 0.546 0.912
Trap levels (eV) 0.819 0.476
As shown in Table 5, the trap level of contaminated paper was 0.476 eV, which
is lower than that of uncontaminated paper (0.819 eV). Nevertheless, the trap charge
522
amount of contaminated paper showed opposite characteristics (higher than that of
uncontaminated paper). Lower trap level and higher trap charge amounts indicated
that numerous shallower traps were present in contaminated paper. Furthermore, the
shallower trap level could accelerate the de-trapping velocity of trapped electrons,
leading to a more frequently charged transport. Therefore, electrons could easily
accumulate energy and become thermion because of the decrease in trap levels.
Electric tree and discharge channels formed easily. Excessive amounts of shallower
traps also had an adverse effect on the anti-aging properties of insulation paper.
However, the current peak, which was connected to the maximum trap density
for contaminated paper was higher than that of uncontaminated paper, indicating
that contaminated paper possessed higher trap density. These findings resulted
in high-speed charge transportation via de-trapping and trapping processes in
shallower traps.
5. Conclusions
This paper presents the space charge behavior in insulation paper induced by
copper sulfide in HVDC power transformers. SEM, PEA, and TSC methods were
used to conduct corresponding experiments and analyses. The results of the reported
work and analyses are summarized as follows:
(1) The electrical insulating characteristics of paper material contaminated by
copper sulfide decreased largely because of its semi-conductor properties.
(2) Copper sulfide on paper not only enhanced charge accumulation but also
improved the mobility of the charge in the paper materials.
(3) The space charge behaviors of the thermally aged paper materials before
and after contamination demonstrated that shallower trap energy level and higher
trap density were generated because of the introduction of copper sulfide. These
two reasons directly led to the rapid transfer of charge carriers via de-trapping
and trapping processes. This phenomenon may explain why dielectric strength
and breakdown voltage of aged paper materials contaminated by copper sulfide
decreased compared with uncontaminated paper.
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Comparative Study of Surface Temperature
Behavior of Commercial Li-Ion Pouch Cells
of Different Chemistries and Capacities by
Infrared Thermography
Shovon Goutam, Jean-Marc Timmermans, Noshin Omar, Peter Van den Bossche
and Joeri Van Mierlo
Abstract: The non-uniform surface temperature distribution of a battery cell results
from complex reactions inside the cell and makes efficient thermal management
a challenging task. This experimental work attempts to determine the evolution
of surface temperature distribution of three pouch type commercial cells: Nickel
Manganese Cobalt oxide (NMC)-based 20 Ah cell, Lithium Iron Phosphate (LFP)
14 Ah, and Lithium Titanate Oxide (LTO) 5 Ah battery cell by using contact
thermistor and infrared (IR) thermography. High current (up to 100 A) continuous
charge/discharge and high current (80 A) micro pulse cycling profile were applied
on the cells. It was found that thermistor based temperature profile varied cell to cell,
especially the LTO cell. Among the investigated cells, the NMC cell shows highest
temperature rise and the LTO cell the lowest rise. IR (Infrared) images revealed the
spatial distribution of surface temperature, in particular the location of the hottest
region varies depending not only on the geometrical and material properties of the
cell, but also the type of loads applied on the cells. Finally, a modeling perspective of
the cell temperature non-uniformity is also discussed.
Reprinted from Energies. Cite as: Goutam, S.; Timmermans, J.-M.; Omar, N.;
Van den Bossche, P.; Van Mierlo, J. Comparative Study of Surface Temperature
Behavior of Commercial Li-Ion Pouch Cells of Different Chemistries and Capacities
by Infrared Thermography. Energies 2015, 8, 8175–8192.
1. Introduction
As an alternative to gasoline fuel, rechargeable energy storage systems (RESS)
have garnered the attention of automotive industries since the last decade. A growing
number of electric vehicles (EV) and hybrid electric vehicles (HEV) in the present
market depicts the rapid growing demand [1–3]. Being of superior performance in
terms of high power and energy density, EV and HEV manufacturers largely depends
on lithium-ion batteries as the rechargeable energy source nowadays. However,
automotive application requires batteries with high performance as well as with
a high level of safety. For instance, heat generated within the cell is one of the
major concerns for safety and performance of the battery cell. Total heat generation
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within the cell can generally be attributed to the contributions of reversible heat
(entropic heat components related to the electrochemical reactions) and irreversible
heat (ohmic and polarization resistance heat components). On the one hand, high cell
temperature, even locally, can have a detrimental influence on the cell performance.
For instance, cycle life of the cell can be heavily influenced leading to accelerated
ageing of the cell [4,5]. On the other hand, excessive and uncontrolled heat can lead
to thermal runway and ultimately may lead to explosion of the cell [6]. Therefore,
monitoring and optimizing the operating temperature of the cell during operation
are of crucial importance.
It has been well established that modeling of the thermal behavior of battery
cells can play a vital role in cell temperature monitoring and can also provide scopes
for the development of battery cells for better thermal management and improved
thermal safety of, not only a single battery cell, but also a battery pack consisting
several cells [7,8]. In reality, a precise validation process of these thermal models
can be complex and extremely difficult. Validation through comparing cell surface
temperature obtained from model and physical measurements is, comparatively,
a less complex and faster method of model validation [9]. However, due to the
complexity of electrochemical reactions (e.g., effect of side reactions) and uneven
current density distribution inside the cell, the spatial distribution of cell surface
temperature can be non-uniform [10–15], in particular, for large format pouch
cells for automotive applications. Moreover, the pattern of the heat distribution,
e.g., location of maximum and average temperature, can be different depending
on the type of applied load profile [15]. This particular behavior of temperature
non-uniformity makes the thermal management of a battery pack more challenging
in order to maintain a uniform temperature inside the battery pack during operation.
Improvements have to be made in battery cells design, and the location oriented
active/passive cooling system of battery pack has to be incorporated to overcome
this challenge [16–18].
Now, among the different methods of measuring cell surface temperature, the
single point (minute area) measurement (e.g., contact thermocouple, thermistor, etc.)
is not adequate to measure the spatially non-uniform temperature distribution. In
this case, thermal infrared (IR) imaging is a potential tool that can be used to observe
and measure this spatially non-uniform temperature distribution with reasonable
high accuracy. Additionally, battery cell surface temperature distribution information
obtained as such can be used for monitoring surface temperature locations of interest
(maximum and/or average temperature) through single point measurements for a
large number of cells during performance-characterization testing. Despite the high
importance of non-uniform battery cell surface temperature measurement, to the
authors’ knowledge, very few works have been published dedicated to this topic
using IR thermography [12,14,19]. Veth et al. have analyzed surface temperature
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evolution through IR thermography in their work [14]. However, the work was
performed on an NMC cell only and the thermal behavior was studied only under a
continuous charge and discharge load profile.
In this experimental work, non-uniform surface temperature evolution of three
commercial pouch cells, of different chemistries and capacities, were studied through
both infrared thermography and contact thermistor measurements. Continuous
charge and discharge current, ranging from 10 A up to 100 A, and pulse current up
to 80 A, were applied to determine the evolution of surface temperature distribution.
2. Experimental Procedures
The chemistries of three lithium-ion commercial pouch type battery cells that
were used are: Lithium Nickel Manganese Cobalt oxide (NMC), Lithium Iron
Phosphate (LFP), and Lithium Titanate Oxide (LTO). The nominal capacities of
these cells are 20 Ah, 14 Ah, and 5 Ah, respectively. Two types of load profiles were
applied on the cells. One type consisted of several consecutive continuous complete
charge (constant current, CC) and discharge (CC) cycles with currents of 10 A, 20 A,
40 A, 60A, 80 A, up to 100 A. Sufficient rest time (1–3 h depending on the current
rate) was incorporated between successive operations (charge/discharge) and cycles
in order to allow the cell surface temperature to return to ambient temperature. The
complete charge and discharge were performed according to the conditions presented
in Table 1. On the other type of load profile, high-current micro-pulse cycling was
incorporated. The micro-pulse cycling load profile consisted of ~1000 cycles of
charge and discharge current pulses. Each of these cycles sequentially consisted
of a charge pulse for 2 s at 80 A, 2 s rest (zero current), a discharge pulse for 2 s at
80 A, and 2 s rest. All the tests were performed by using an ACT 0550 (80 channels)
battery tester (PEC®, Leuven, Belgium). Surface temperature was logged by using
an NTC 5K thermistor (EPCOS®, Munich, Germany) with a measuring range of
0–100 ◦C and a tolerance of 1%. Simultaneously, IR images were captured by a Ti25
thermal imager (FLUKE®, Everett, WA, USA) at regular time intervals. In order to
achieve accurate results from the IR thermography, cells were placed in a semi-closed
(to observe behavior at natural heat transfer) and dark environment (to avoid visible
light interference). Moreover, the cell surfaces were painted uniformly with a dull
black paint in order to minimize the effect of the visible light reflections. The IR
camera was calibrated within the range 0–120 ◦C, with a maximum error of 2% by
the manufacturer. The thermal sensitivity, noise-equivalent temperature difference
(NETD) was ≤0.09 ◦C at a 30 ◦C target temperature (≤90 mK). For the calibration of
the experiment, emissivity correction was performed by measuring a known uniform
surface temperature painted with the same dull black paint as used on the cell
surface. Emissivity was set to ~0.99. A comparative test was carried out to compare
the measurement taken by the thermistor and the IR camera during a continuous
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discharge at 100 A of a NMC cell. The cell surface was divided into 16 equal
rectangular portions and two points were selected at two points of intersection
of the dividing lines, as shown in Figure 1a,b, which shows the temperature profile of
the corresponding two positions on the cell surface. It was found that, throughout the
process, the maximum difference between the measurements made by the thermistor
and the IR camera was ~1 ◦C. By means of this comparative test measurement, the
accuracy of the IR temperature measurement has been quantified and validated over
the complete measurement range.
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3. Cell Characteristics
Internal resistance values of the three cells have been measured by means of the
standardized hybrid pulse power capability (HPPC) test. The pulse currents for this
HPPC test were adapted to be the same as the currents used for surface temperature
measurements, in particular 20, 40, 60, 80, and 100 A. The pulses were performed
at three different SoC levels, namely at an 80%, 50%, and 20% SoC level. Figure 2
shows the internal resistance trend for all three cells.
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Figure 2. Internal resistances measured by HPPC test at an 80%, 50% and 20% SoC level 
with pulse currents of 20, 40, 60, 80, 100 A of (a) NMC discharge pulses; (b) LFP discharge 
pulses; (c) LTO discharge pulses; (d) LTO charge pulses. 
From these graphs, we can see that in the case of discharging, and for all three chemistries, higher internal 
resistance is observed at a low state of charge of the cell. Further, the lowest internal resistance is 
observed at a high state of charge, in combination with the higher current values. In the case of the LTO 
chemistry charging pulses, the lowest internal resistance is found at the mid value of the state of charge. 
  
Figure 2. I te nal resistanc s measured by HPPC est at an 80%, 50% and 20%
SoC level with pulse currents of 20, 40, 60, 80, 100 A of (a) NMC discharge pulses;
(b) LFP discharge pulses; (c) LTO discharge pulses; (d) LTO charge pulses.
From these graphs, we can see that in t e case of discharging, and for all three
chemi tries, higher internal resistance is observed at a low state of charge of the
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cell. Further, the lowest internal resistance is observed at a high state of charge, in
combination with the higher current values. In the case of the LTO chemistry charging
pulses, the lowest internal resistance is found at the mid value of the state of charge.
4. Results and Discussion
4.1. Continuous Charge and Discharge
Figure 3 shows the surface temperature profile of the 20 Ah NMC cell obtained
by a thermistor placed near the positive tab during complete charge at 20 A and
complete discharge at 10 A, 20 A, 40 A, 60 A, 80 A and 100 A respectively. The
temperature profile according to this thermistor measurement during charging
showed an initial rise until the state of charge (SoC) level reaches ca. 50%.
Following, the temperature remains fairly steady until it reaches a 100% SoC level
(4.2 V). Discharge at different rates showed, comparatively, a different trend in the
temperature profile. For instance, during discharge at 10 A, the temperature rose
until a ca. 70% SoC level was reached and was followed by a drop until it rose sharply
again after it reached a ca. 30% SoC level.
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Figure 3. Thermistor (placed near the positive tab of the cell) based temperature profile  
(red line) of NMC cell and corresponding load profile (blue line) during continuous charge 
at 20 A and discharge at 10 A, 20 A, 40 A, 60 A, 80 A, and 100 A. Discharge is denoted by 
negative current. 
In order to explain the phenomenon of temperature drop, one may consider the relative dominance of 
reversible and irreversible heat contributions. It was found that endothermic entropy change is the result 
of phase change in the electrode material at a certain SoC level range [20]. Both of the electrodes may 
undergo volume and phase changes. At the cathode, these changes are based on the ratio of lithium and 
other elements (e.g., Cobalt) at the cathode. Additionally, at the anode, these changes are based on the 
ratio of lithium and carbon during intercalation/deintercalation of lithium [20–22]. However, at a higher 
current rate, the contribution of irreversible heat (i.e., polarization resistance heat and ohmic resistance 
heat) becomes dominant. Therefore, temperature drop due to entropy change became comparatively less 
significant at 20 A discharge. At higher current of 40 A and 60 A, this effect became trivial, shown by a 
slight change in the steepness (slope) of the temperature profile. At 80 A and 100 A the effect  
is negligible. 
Figure 3. Thermistor (placed near the positive tab of the cell) based temperature
profile (red line) of NMC cell and corresponding load profile (blue line) during
continuous charge at 20 A and discharge at 10 A, 20 A, 40 A, 60 A, 80 A, and 100 A.
Discharge is denoted by negative current.
In order to explain the phenomenon of temperature drop, one may consider the
relative dominance of reversible and irreversible heat contributions. It was found that
endothermic entropy change is the result of phase change in the electrode material
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at a certain SoC level range [20]. Both of the electrodes may undergo volume and
phase changes. At the cathode, these changes are based on the ratio of lithium and
other elements (e.g., Cobalt) at the cathode. Additionally, at the anode, these changes
are based on the ratio of lithium and carbon during intercalation/deintercalation of
lithium [20–22]. However, at a higher current rate, the contribution of irreversible
heat (i.e., polarization resistance heat and ohmic resistance heat) becomes dominant.
Therefore, temperature drop due to entropy change became comparatively less
significant at 20 A discharge. At higher current of 40 A and 60 A, this effect became
trivial, shown by a slight change in the steepness (slope) of the temperature profile.
At 80 A and 100 A the effect is negligible.
The IR images of Figure 4 depict the spatial distribution of the cell surface
temperature during a discharge at 100 A. Figure 4a shows the schematic of the
relative size and orientation of the tabs of the NMC cell. The black border represents
the extruded pouch of the cell. The following IR images were represented according
to the orientation of the schematic. Now, it is clear from the temperature distribution
pattern of the IR images that, initially, the most heated regions were at the adjacent
areas of the tabs of the cell and slightly higher near the positive tab. This can be
attributed to the comparatively higher resistance of the aluminum positive tab and
current collector (compared with the copper negative tab). However, this finding
is inconsistent with the findings of Veth et al., who observed that the maximum
temperature was initially near the negative tab [14]. Apparently, this inconsistency
appeared because of the variation in commercial battery cell design (e.g., surface
area of the tabs and current collectors, etc.) [16]. Nonetheless, with the progression of
the discharge towards ending, the temperature distribution became more spatially
uniform over the whole surface of the cell (Figure 4c,d), with the most heated region
located in the center region of the cell. This observation of the shifting of hottest
point is in congruence with the observation of Li et al. [23], who investigated cell
temperature by inserting sensors inside the cell. This observation can be attributed
to the faster depletion of the active species near the positive area due to the higher
current density. Similar patterns were observed with charge and discharge at
other current rates. It is important to mention here that individual IR images have
different temperature scales. Here, the principal objective was to observe the spatial
non-uniform temperature distribution of a cell at a certain state. By incorporating a
different temperature scale, it was possible to observe and show the distinguishable
non-uniformity of surface temperature distribution at a particular stage of operation.
Figure 4d shows the temperature distribution of heat dissipation at rest (no applied
current). This pattern suggests that the heat dissipation rate was higher at the upper
half region of the cell (the half that contains the tabs), apparently because of higher
heat transfer through the tabs.
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Figure 4. (a) Schematic of the NMC 20 Ah cell. IR images during discharge at 100 A along 
with the location of respective maximum temperature; (b) after ~5 s of discharge or ~1% of 
total discharge time (DT); (c) after 5 min or ~40% DT; (d) after 10 min or ~90% DT;  
(e) during rest (zero current). Different temperature scales were used here to show 
distinguishable non-uniformity of surface temperature distribution. 
 
Figure 5. Thermistor (placed near the positive tab of the cell) based temperature profile  
(red line) of an LFP cell and the corresponding load profile (blue line) during a continuous 
charge at 10 A and discharge at 10 A, 20 A, 40 A, 60 A, 80 A and 100 A. Discharge is 
denoted by negative current. 
Figure 4. (a) Schematic of the NMC 20 Ah cell. IR images during discharge at
100 A along with the location of respective maximum temperature; (b) after ~5 s of
discharge or ~1% of total discharge time (DT); (c) after 5 min or ~40% DT; (d) after
10 min or ~ 90% DT; (e) during rest (zero current). Different temperature scales were
used here to show distinguishable non-uniformity of surface temperature distribution.
The LFP cell consisted of a similar graphite based anode, therefore, the
thermistor (placed at adjacent area of the positive tab) based surface temperature
profile shows similar trend as the trend of the NMC cell (see Figure 5), particularly
during discharge at all current rates. However, the temperature profile during charge
showed a slight variation. At the beginning of the charge process, a small drop in
temperature was observed, followed by a sharp rise until the SoC reached a level of
ca. 50%–60%. After that, again, a small drop appeared, followed by a rise until the
end of charge.
In order to explain this variation from the NMC cell, the following factors can
be considered. (i) It was found that the entropy of an LFP cathode does not change
significantly during the charge/discharge process [21], therefore, a major portion
of the entropy related heat is contributed by the graphite anode; (ii) an LFP cell
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operates within a lower voltage window compared to NMC; (iii) LFP shows a two
phase system of LiFePO4 and FePO4 during Li+ intercalation/deintercalation [24].
Additionally, it was also shown that the distribution of these two phases, which vary
across the electrode, are at a certain SoC level [25]. Additionally, the geometrical
attributes of the cell also had to be considered. The LFP cell is slightly smaller than
the NMC cell with comparatively wider tabs (see Figure 6a). Although, despite of
this geometrical variation, spatial temperature distribution showed similar evolution
of the contour, as shown in Figure 6a–c.
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Figure 5. Thermistor (placed near the positive tab of the cell) based temperature
profile (red line) of an LFP cell and the corresponding load profile (blue line) during
a continuous charge at 10 A and discharge at 10 A, 20 A, 40 A, 60 A, 80 A and 100 A.




Figure 6. (a) Schematic of the LFP 14 Ah cell. IR images during discharge at 100 A along 
with the location of respective maximum temperature; (b) after ~4 s of discharge or ~1% of 
discharge time (DT); (c) after 7 min or ~90% DT. 
The LTO anode based cells have a distinct difference compared to the other two cells (i.e., the NMC 
and LFP cells). Titanate based anode has a higher electrical conductivity and a bigger surface area, thus, 
it shows lower impedance compared to graphite anode (see Figure 2 and Table 1). One of the reasons 
behind this variation is the distinction of solid-electrolyte interface (SEI) layer formation and the thickness 
characteristics between graphite and tianate anodes [3,26]. Thus, the net heat generation in the LTO cells 
is much lower, which makes the LTO cell a potential candidate for a cell with higher thermal safety, 
even during very fast charging (within less than 30 min). It was also found that the entropy change is 
insignificant in an LTO based commercial full cell [22]. These properties were reflected in the surface 
temperature profile of the LTO cell (see Figure 7). Discharge at different rates showed a sharp rise 
without any noticeable drop in the surface temperature (Figure 7a). However, charge at a low current 
(10 A) showed a change of slope in the rising temperature profile, approximately at the middle of the 
charge process, which further diminished gradually during charging at high current rates (20–100 A) 
(Figure 7b). Additionally, the LTO battery cell had different geometrical attributes. For instance,  
much wider tabs were located at the opposite side of the cell (see Figure 8a). Despite of the difference in 
material and geometrical properties, the spatial temperature distribution of the cell surface showed similar 
contours to the NMC and LFP cells (see Figure 8b,c). 
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Figure 6. (a) Schematic of the LFP 14 Ah cell. IR images during discharge at
100 A along with the location of respective maximum temperature; (b) after ~4 s of
discharge or ~1% of discharge time (DT); (c) after 7 min or ~90% DT.
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The LTO anode based cells have a distinct difference compared to the other
two cells (i.e., the NMC and LFP cells). Titanate based anode has a higher electrical
conductivity and a bigger surface area, thus, it shows lower impedance compared to
graphite anode (see Figure 2 and Table 1). One of the reasons behind this variation is
the distinction of solid-electrolyte interface (SEI) layer formation and the thickness
characteristics between graphite and tianate anodes [3,26]. Thus, the net heat
generation in the LTO cells is much lower, which makes the LTO cell a potential
candidate for a cell with higher thermal safety, even during very fast charging (within
less than 30 min). It was also found that the entropy change is insignificant in an
LTO based commercial full cell [22]. These properties were reflected in the surface
temperature profile of the LTO cell (see Figure 7). Discharge at different rates showed
a sharp rise without any noticeable drop in the surface temperature (Figure 7a).
However, charge at a low current (10 A) showed a change of slope in the rising
temperature profile, approximately at the middle of the charge process, which further
diminished gradually during charging at high current rates (20–100 A) (Figure 7b).
Additionally, the LTO battery cell had different geometrical attributes. For instance,
much wider tabs were located at the opposite side of the cell (see Figure 8a). Despite
of the difference in material and geometrical properties, the spatial temperature
distribution of the cell surface showed similar contours to the NMC and LFP cells
(see Figure 8b,c).
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Figure 7. Thermistor (placed near the positive tab of the cell) based temperature profile  
(red line) of LTO cell and corresponding load profile (blue line) during (a) continuous charge 
at 10 A and discharge at 10 A, 20 A, 40 A, 60 A, 80 A and 100 A, respectively;  
(b) continuous charge at 10 A, 20 A, 40 A, 60 A, 80 A and 100 A and discharge at 10 A, 
respectively. Discharge is denoted by negative current. 
 
Figure 8. (a) Schematic of the LTO 5 Ah cell. IR images during discharge at 100 A along 
with the location of respective maximum temperature; (b) after ~3 s of discharge or ~1% of 
discharge time (DT); (c) after 3 min or ~90% DT. 
A summary of surface temperature rise of all the three cells is presented in Figure 9. Here,  
∆T represent the temperature rise for each process (charge/discharge) based on the measurement by the 
thermistor. In addition, it was calculated as follows: 
∆  (1)
where,  = Temperature at the end of the process (charge/discharge),  = Temperature at the start 
of the process (charge/discharge). 
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(a) continuous charge at 10 A and discharge at 10 A, 20 A, 40 A, 60 A, 80 A and
100 A, respectively; (b) continuous charge at 10 A, 20 A, 40 A, 60 A, 80 A and 100 A
and discharge at 10 A, respectively. Discharge is denoted by negative current.
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Figure 8. (a) Schematic of the LTO 5 Ah cell. IR images during discharge at 100
along with the location of respective maximum temperature; (b) after ~3 s of
discharge or ~1% of discharge time (DT); (c) after 3 min or ~90% DT.
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A summary of surface temperature rise of all the three cells is presented in
Figure 9. Here, ∆T represent the temperature rise for each process (charge/discharge)
based on the measurement by the thermistor. In addition, it was calculated as follows:
T = Tend − Tstart (1)
where, Tend = Temperature at the end of the process (charge/discharge),




Figure 9. Temperature rise evolution in the NMC cell (during discharge), the LFP cell (during 
discharge) and the LTO cell (during both charge and discharge) at different current rates. 
4.2. Micro Pulse Cycling 
Thermistor (placed at the adjacent area of the positive tab) based surface temperature profile of  
the three cells showed a similar trend during high current (80 A) micro pulse cycling (see Figure 10). 
The inset of Figure 10 shows one complete cycle of ~1000 micro pulses of charge and discharge cycles. 
At the beginning, the temperature followed a sharp rise. Approximately after ~500 cycles or ~1 h, the 
temperature reached a steady state condition (i.e., variation <1 °C per 5 min). Micro pulse cycling was 
performed on all the cells, which were at an 80% SoC level. In previous work, we showed that micro 
pulse cycling performed at different SoC levels showed similar surface temperature profiles. 
Additionally, the temperature rise did not change significantly at different SoC levels [15]. 
 
Figure 10. Thermistor based surface temperature profile of NMC, LFP, and LTO cells at 
80% SoC during micro pulse cycling (~1000 cycles) at 80 A. Inset shows one single micro 
pulse cycle. 
According to the IR images (Figure 11a–c) of NMC during micro pulse cycling, it was observed that, 
as the cell surface temperature proceeded towards a steady state, the spatial temperature distribution over 
Figure 9. Temperature rise evolution in the NMC cell (during discharge), the LFP
cell (during discharge) and the LTO cell (during both charge and discharge) at
different current rates.
4.2. Micro Pulse Cycling
Thermistor (placed at the adjacent area of the positive tab) based surface
temperature profile of the three cells showed a similar trend during high current
(80 A) micro pulse cycling (see Figure 10). The inset of Figure 10 shows one complete
cycle of ~1000 micro pulses of charge and discharge cycles. At the beginning,
the temperature followed a sharp rise. Approximately aft r ~500 cycles or ~1 h,
the temperature reached a steady state condition (i.e., variation <1 ◦C per 5 min).
Micro pulse cycling was performed on all the cells, which were at an 80% SoC level.
In previous work, we showed that micro pulse cycling performed at different SoC
levels showed similar surface temperature profiles. Additionally, the temperature
rise did not change significantly at different SoC levels [15].
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Figure 10. Thermistor based surface temperature profile of NMC, LFP, and LTO
cells at 80% SoC during micro pulse cycling (~1000 cycles) at 80 A. Inset shows one
single micro pulse cycle.
According to the IR images (Figure 11a–c) of NMC during micro pulse cycling,
it was observed that, as the cell surface temperature proceeded towards a steady
state, the spatial temperature distribution over the surface became non-uniform.
In addition, the upper half portion of the cell, which is near the tabs, was
comparatively hotter than the other half. It is also visible from the IR images that the
hottest point is mostly located near the positive tab of the cell. Local high current
density at the adjacent areas of the tab, for a very short time, can be attributed to
this localization of the hottest region. However, evolution of the surface temperature
contour in the case of the LFP cell showed a different pattern compared to the contour
of the NMC cell (Figure 11e–f). In this case, the location of the hottest region was
observed around the center region of the cell throughout the cycling. This evolution
pattern is more similar to the pattern during continuous charge/discharge of the LFP
cell (Figure 6). Relative spatial distribution of two phases (LiFePO4/FePO4) over the
electrode, which changes during the charge/discharge process, might be related to
this surface temperature distribution evolution [25]. In the case of the LTO cell, at
the beginning of the cycling, the hottest region appeared at the upper half of the cell
(the half that contains the positive tab) (Figure 11g,h). However, at a steady state, the
hottest region shifted towards the lower half of the cell (Figure 11i). It is important to
mention here, that, at the steady state, the highest temperature difference over the
complete surface was less than 2 ◦C. Variation in geometrical attributes (size and
position of the tabs) and material properties (LTO based anode) can be considered
in order to explain this variation compared to other to cells. Further, individual IR
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images contains different temperature scales in order to show the distinguishable
non-uniformity of the cell surface temperature at a certain stage of operation.
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Figure 11. IR images during micro pulse cycling at 80 A of NMC, LFP and LTO
cells at an 80% SoC at different points of time along with the location of respective
maximum temperature. ( ) NMC after 2 min; (b) NMC after 7 min; (c) NMC after
50 min; (d) LFP after 2 min; (e) LFP after 7 min; (f) LFP after 50 min; (g) LTO
after 2 min; (h) LTO after 7 min; (i) LTO after 50 min. Different temperature
scales wer used here to show the distinguishable non-uniformity of surface
temperature distribution.
5. Modeling Perspective
A large number of works have been published on the modeling of Li-ion
batteries [8,27–33]. These models were created to predict electrical, electrochemical,
thermal and mechanical behavior of the battery system, either independently or in
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combination (coupled). According to the literature, the scale of these models may
vary from the microscopic level (molecular level quantum behavior based) to the
mesoscopic level (electrochemical process and transport phenomenon based) or to
the macroscopic level (based on the distribution of current and voltage on electrodes)
to blackbox system level (empirical, data fit based). A comprehensive review in this
regard can be found in Reference [8].
Thermal models generally describe the thermal behavior in terms of heating of




= K∇2T + Q (2)
where, T—temperature of the system domain, ρ—density of the system component,
Cp—specific heat capacity, K—thermal conductivity and Q—volumetric heat source.
Depending on the level of the modeling, Equation (2) can be applied on the
separate domain of the battery. For instance, for macroscopic level the battery can be









= K∇2T + Q, for electrode and tab domain (4)
At the boundaries of the domains heat transfer to the surroundings by radiation
and convection,
Qtransfer = (hconv + hrad) (T − Tamb) (5)
where, hconv—convection coefficient, hrad—radiation coefficient and Tamb—ambient
temperature.
Now, the variation between the existing modeling principal lies in the
determination of the volumetric heat Q. Q can be formulated as:
Q = QEch + QJ (6)
where, QEch and QJ are electrochemical heat and joule heating, respectively.
For modeling at the system level, considering the system as a blackbox, the right




)I + RI2, for the electrode domain (7)
Q = εtR′ I2, for the tab domain (8)
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where, εe, εt are the volume ratio factors of electrodes and tabs respectively, R is
the internal resistance of the cell, R′ is the resistance of the tab, Vocv and I are the
charge/discharge currents.
To model the non-uniformity of the heat across the area of the cell a thermal
equivalent circuit model can be assumed in the different direction of the cell. The
circuit generally consists of several thermal resistance and thermal capacitance
network. Through electrical characterization, relative amount of heat generation in
different direction can be can be modeled. For instance, in Reference [9], a first order
Cauer model was considered and found in fair agreement between the modeled and
real thermal behaviors. Due to the simplicity and low number of parameters, this
modeling is efficient in terms of computational power. As shown previously, the
LTO cell has a lesser degree of temperature non-uniformity compared to the NMC
cell and the LFP cell, a thermal equivalent circuit model can be very effective in this
case. However, as the model is built based on characterization data at a sets of test
conditions, the model accuracy can be low in dynamic conditions, especially in the
case of a cell with severe temperature non-uniformity, as the NMC and LFP cells
presented above.
In order to overcome the accuracy limitations, the model can be extended to
macroscopic level, taking into account the potential gradient over the surface of the
electrodes [29,30,33]. In this model formulation, charge balance can be applied to




= 0[j = positive (p), negative (n)] (9)
where, σj is the electrical conductivity of the current collector σ, Vj is the potential
distribution on the current collector, J is the transvers current density perpendicular
to the electrode surface, n is the unit normal vector, δj is the thickness of the current
collector and the subscript j corresponds to the positive and negative electrode.














where, δpe, δs and δne are the thickness of positive electrode, separator and negative
electrode respectively.
The transverse current density can be expressed in terms of open circuit voltage
and voltage of the electrodes [29] as:
J=




Here, Vocv and R can be determined experimentally. With this model, the
thermal behavior of any pouch type cell can be modeled with very high accuracy
during constant charge or discharge. However, against dynamic current profile such
as micro cycle as presented previously, this model may show less accuracy. In order
to overcome this limitation, the non-faradic component of the transverse current can
be taken into account. As suggested by Taheri et al. [34], the transvers current density
can be expressed as:




where, in the faradic component, Y and U are fitting parameters and expressed in
terms of depth of discharge (DoD). Additionally, in the non-faradic component, Cdl is
the lumped double layer capacitance.
As presented above, a macroscopic level modeling, assumption was made that
electrochemical reactions are homogenous over the electrode area. At the mesoscopic
level, modeling the inhomogeneity of electrochemical reaction parameters, such
as charge balance in the liquid and solid phases, can be incorporated to improve
the accuracy of the model [30]. For instance, in order to model the shifting of
the hottest point at the end of a continuous discharge process, a mesoscopic
electrochemical-thermal model can be incorporated for higher accuracy. However,
this kind of modeling is computationally challenging. Moreover, the parameters
needed for the model are very difficult to determine.
6. Conclusions
Battery cell surface temperature distribution under high current continuous
charge and discharge up to 100 A, as well as under high current micro-pulse
cycling at 80 A, were studied for three different commercial pouch type cells: NMC
cathode based 20 Ah cell, LFP cathode based 14 Ah cell, and LTO anode based 5 Ah
cells, by using both contact thermistor measurements and infrared thermography.
Variations in temperature profiles between the different types were observed during
continuous charge/discharge. However, the spatial distribution patterns of the
surface temperature were observed to be similar in the case of these three types of
cells. At the beginning of the continuous charge/discharge test, the hottest region
appeared near the positive tab but as the process progressed towards the end, the
temperature distribution became more uniform with the hottest region located at
the center region of the cell’s surface. Comprised of a titanate based anode, the LTO
cell showed a very low temperature rise, which proved it as the best option from the
thermal safety point of view. On the other hand, during micro pulse cycling, a similar
trend of the thermistor based temperature profiles was observed. According to this
trend, the temperature rose sharply until a common point in time and became steady
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without any significant rise until the end of the cycling. The location of the hottest
region was observed near the positive tab throughout the micro pulse cycling in the
case of the NMC cell. The pattern of the surface temperature distribution throughout
the micro pulse cycling in the case of the LFP cell was similar to the pattern observed
during continuous charge and discharge, showing the hottest region in the center
area of the cell. While in the case of the LTO cell, although the hottest region was
located at the upper half (towards positive tab) at the beginning of cycling, it shifted
towards the area adjacent to the negative tab of the cell at the steady state.
Non-uniformity of the surface temperature cannot be attributed to a single
independent factor. It is a result of a combined influence of electrochemical
properties, such as the inhomogeneity of the reactions across the electrode, of
electrical properties, such as localization of current density and SoC, and of physical
properties, such as the cell size and the geometry, and locations of the tabs. In
most cases those factors are interdependent. This makes it very cumbersome to
point out the most influencing factor. In order to model the non-uniformity of
the cell temperature, several modeling methods have been adopted by researchers.
These methods have been discussed in this work. Moreover, the effectiveness and
limitations of these methods were concisely discussed from the point of view of the
thermal behavior of the investigated cells.
Nevertheless, as temperature is one of the major factors in battery cell ageing,
non-uniformity of the temperature distribution may lead to imbalanced ageing, and,
ultimately, may lead to the degradation and imbalance of cell performance. In order
to avoid such undesirable behaviors, improvements needs to be made at both the
cell level and pack level. At the cell level, material properties and physical properties
can be improved, whereas at the pack level, improvements in cooling architecture
can be incorporated.
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Energy Consumption Prediction for Electric
Vehicles Based on Real-World Data
Cedric De Cauwer, Joeri Van Mierlo and Thierry Coosemans
Abstract: Electric vehicle (EV) energy consumption is variable and dependent on
a number of external factors such as road topology, traffic, driving style, ambient
temperature, etc. The goal of this paper is to detect and quantify correlations between
the kinematic parameters of the vehicle and its energy consumption. Real-world
data of EV energy consumption are used to construct the energy consumption
calculation models. Based on the vehicle dynamics equation as underlying physical
model, multiple linear regression is used to construct three models. Each model
uses a different level of aggregation of the input parameters, allowing predictions
using different types of available input parameters. One model uses aggregated
values of the kinematic parameters of trips. This model allows prediction with
basic, easily available input parameters such as travel distance, travel time, and
temperature. The second model extends this by including detailed acceleration data.
The third model uses the raw data of the kinematic parameters as input parameters
to predict the energy consumption. Using detailed values of kinematic parameters
for the prediction in theory increases the link between the statistical model and its
underlying physical principles, but requires these parameters to be available as input
in order to make predictions. The first two models show similar results. The third
model shows a worse fit than the first two, but has a similar accuracy. This model
has great potential for future improvement.
Reprinted from Energies. Cite as: De Cauwer, C.; Van Mierlo, J.; Coosemans, T.
Energy Consumption Prediction for Electric Vehicles Based on Real-World Data.
Energies 2015, 8, 8573–8593.
1. Introduction
The energy consumption of vehicles has been a widely assessed research topic.
Until recent years, research was focused on fuel consumption of conventional
vehicles, and how driving styles, ITS (Intelligent Transport System) systems, and
other intelligent systems impact fuel consumption [1]. Recently, these studies have
been extended to the energy use of electric vehicles (EVs). EV energy consumption
studies can generally be divided according to their purpose and model calculation
methodology. Studies report the development of energy models for the purpose
of EV drivetrain design and optimization [2,3], assessment of the influences on the
energy consumption [4–6], and global energy consumption or grid impact due to
the introduction of EV or hybrid vehicles [7,8]. In some cases the energy model is
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used for an (all-electric) range prediction [9]. The methodology for the calculation
of energy consumption either consists of creating a vehicle model that simulates
electrical parameters based on kinematic and dynamic requirements (backwards
simulation) [3,5–7] or by means of statistical models based on measurements of
the EV consumption, either from real-world data [4,9] or test cycles [2]. Using
real-world measurements has the advantage of predicting more realistic values for
energy consumption, but relies on available data and statistical modeling and is often
uncoupled from the vehicle dynamics and drivetrain behavior. In contrast, using
a vehicle model gives you a direct link with the vehicle dynamics and drivetrain
behavior, making the identification of influences of the drivetrain parameters on
energy consumption more clear. Although Shankar et al. [4] and Neaimeh et al. [9]
both use real-world measurements for the calculation of the energy consumption,
only a limited number of external parameters are included in their models and the
link with the vehicle dynamics is low. In Neaimeh et al. [9], the prediction was based
on a simplified vehicle dynamics model and only included road inclination as an
external influencing parameter, whereas Shankar et al. [4] use a purely statistical
approach based on road type detection and its linked average consumption. This
paper proposes to extend those models and fill this knowledge gap by including
more external parameters while increasing the link with the vehicle dynamics. The
goal here is to detect and quantify correlations between the kinematic parameters
of the electric vehicle and its energy consumption using real-world data, in order
to predict the real-world consumption of electric vehicles as an intermediate step
towards range prediction. A model that uses real-world data compared to using
cycle test values produces more realistic energy consumptions, and has added value
for research topics relying on consumption data as input. Life Cycle Assessments
(LCA) and Total Cost of Ownership (TCO) studies, for example, still use energy
consumption based on the New European Drive Cycle (NEDC) [10–12] or other
standardized cycles.
2. Energy Models
The goal is to build up EV energy consumption models based on real-world
measurements. The proposed models are statistical models based on the underlying
physical principles of the vehicle dynamics and kinematics. As the ultimate
goal of this study is all-electric range (AER) prediction for electric vehicles, the
energy consumption considered in this paper is the energy consumption on a
battery-to-wheel scope as defined in De Cauwer et al. [13] and corresponds to the
energy drawn from the battery. Therefore, energy losses in the energy supply
chain prior to the battery are not considered as they do not impact the range
of the EV. As such, grid losses and charging losses are not included in this
model. As De Cauwer et al. [13] argues, it does, however, influence real-world
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tank-to-wheel consumption and therefore the costs associated with real-world
EV use. The battery-to-wheel consumption of an electric vehicle is a function
of the required mechanical energy at the wheels, determined by the kinematic
parameters over a trajectory, the drivetrain efficiency, and the energy consumption of
auxiliaries. The total required mechanical energy at the wheels as a function of the
















Eij =Mechanical energy required at the wheels to drive on a distance dij [kWh]
mij =Total vehicle mass [kg]





f =Vehicle coefficient of rolling resistance [−]





Cx =Drag coefficient of the vehicle [−]




vij =Vehicle speed between the point i and the point j [km/h]
dij =Distance driven from point i to point j [km]
Equation (1) includes five terms, each describing a contribution to the energy
consumption. These terms describe, respectively, the rolling resistance, potential
energy, aerodynamic losses, kinetic energy, and energy for the acceleration of
rotational parts. The aerodynamic losses and rolling resistances are pure energy
losses. The potential and acceleration (kinetic) energy for EVs, unlike for conventional
vehicles, can partly be recovered by regenerative braking. It is the EV battery that
provides, through the numerous energy conversion steps of the drivetrain, the
required energy for traction. Additionally, the EV battery also provides the energy to
supply the auxiliaries. Heating and air-conditioning systems can make a significant
contribution to the EV energy consumption and are ambient temperature dependent.
The proposed models are statistical models that correlate these kinematic
parameters over a trajectory and the measured energy consumption at the battery,
based on the vehicle dynamics equation. They are application specific, because
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different research topics do not necessarily have the same input data available for
the model, nor do they require the same level of accuracy. Three models will be
proposed here: one using the aggregated trip data, a second using aggregated trip
data with additional acceleration data, and a third using shorter trip segments
or “micro-trips” to calculate energy consumptions. These models have a direct
link with the vehicle kinematics (vehicle speed, distance, altitude, etc.) but do not
yet allow extraction of secondary effects that impose kinematic constraints (such
as traffic and weather), although this information is inherently included in the
real-world data.The first energy model is a model based on macro trips, i.e., uses
aggregated values of the kinematic parameters that describe trips. These are the
average vehicle speed, the distance driven, and the elevation. By applying multiple
linear regression on the real-world measured values of the consumed energy and
kinematic parameters for trips, a linear model is created based on the vehicle model
presented above. The model presented in Lebeau et al. [14] used the vehicle dynamics
equation to calculate the required mechanical energy and added a temperature-
and time-dependent term to account for auxiliaries and temperature-dependent
efficiencies. The difference here is that the prediction is purely statistical without any
calculation based on theoretical values, and based on the underlying known relations
between energy consumption and a number of independent variables presented
in Equation (1). As such we must have a distance-dependent term describing
rolling resistance, a speed-squared-dependent term describing aerodynamic losses, a
height-dependent term describing potential energy, and a term describing auxiliary
consumption. Two obvious factors influencing energy consumption that are present
in the physical model, i.e., acceleration and weight variation, are absent here. This
approach is justified for applications where the input data for the prediction only
contain aggregated values of the kinematic parameters (such as those presented in
Lebeau et al. [14]). The weight factor cannot be extracted as this information was not
in the available data. To describe the linear dependency of the auxiliary use and the
energy consumption, we introduce a temperature-scaled, time-dependent term. To be
able to introduce such a term into the linear regression, we reform the temperature
scale to an absolute one, with 20 ◦C being the neutral temperature, and introduce
the parameter aux ∈ [0,1], with its value being the ratio of the time the auxiliaries
are on. Now the independent variable in the regression analysis describing auxiliary
consumption becomes:
|20− T| ∗ aux ∗ t (2)
with:
T : ambient temperature in ◦C
∆t : time di f f erence
aux : Duration o f auxiliaries switched onTotal duration o f trip
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The resulting formula using linear regression describing energy consumption in
this simplified model then becomes:
E = B1 ∗ s + B2 ∗ 〈v〉2 ∗ s + B3 ∗ |20− T| ∗ aux ∗ t + B4 ∗ Hpos + B5 ∗ Hneg + ε (3)
with:
Bi : regression coe f f icients
∆E : energy
〈v〉 : average speed
∆s : distance
|20− T| ∗ aux : scaled temperature value with T in ◦C
∆t : time
∆Hpos : positive elevation
∆Hneg : negative elevation
ε : error term
Except for the temperature, the unit of each parameter does not matter as a linear
relationship is assumed; it will only change the regression coefficients but not the
result. This model will be referred to as the macro model. Using the average speed
instead of the integration in the aerodynamic term (B2 ∗ 〈v〉2 ∗ s) in Equation (3)
(or sum because of the discrete nature of the data) introduces a (large) approximation
because of the quadratic nature of the term. Moving towards a model that is no
longer restricted by the available input data for prediction, the aerodynamic term in
Equation (3) can be replaced by:
B2 ∗∑ni=1 vi
2 ∗ ∆si (4)
with:
∑ni=1 ∆si = ∆s (5)
where n is the number of recorded data points.
Similarly, the vi can be used to include a term describing acceleration, so
kinetic energy changes are calculated by the sum of the squared speed differences.
If divided by the distance driven, this becomes a characteristic metric that is here




i=2 |vi − vi−1|
∆s
(6)
Over a complete trip there will be as much positive change as negative change
and the contributions of decelerations and accelerations to the CMF will be virtually
equal. Including Equations (5) and (6) in Equation (3) gives:
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Over a complete trip there will be as much positive change as negative change and the contributions 
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This model uses non-averaged data of the speed and distance parameters and sums them up over the 
trip before performing the linear regression on the aggregated values. The model and its coefficients 
are still based on the aggregated trips but not yet based on micro-trips. Therefore we will refer to this 
model as the hybrid model. 
Another option is to segment a trip into pieces of equal duration (micro-trips) and use the detailed 
measuring points to make a prediction on the micro trip consumption using linear regression. 
Thereafter the consumptions of the segments are integrated over the trip to predict the total consumed 
energy. Unlike for the macro trips, for the micro trips the contributions of the positive and negative 
speed changes to the CMF will not necessarily be equal and the CMF should be split in CMF+ and 
CMF− when vi+1 > vi and vi+1 < vi respectively. 
In this model, Equation (7) evolves to: 
(7)
is model uses non-averaged data of the spe d and distance parameters and
sums them up ver the tr p befo perf rmin the line r regression on the aggregated
values. The model and its coefficients are still based on the aggregated trips but not
yet based on micro-trips. Therefore we will refer to this model as the hybrid model.
Another option is to segment a trip into pieces of equal duration (micro-trips)
and use the detailed measuring points to make a prediction on the micro trip
consumption using linear regression. Thereafter the consumptions of the segments
are integrated over the trip to predict the total consumed energy. Unlike for the
macro trips, for the micro trips the contributions of the positive and negative speed
changes to th CMF will not necessarily be equal and the CMF should be split in
CMF+ and CMF− when vi+1 > vi and vi+1 < vi respectively.




∗ ∆ ∗ ∗ ∆ 20
∗ ∗ ∆ ∗ ∗ ∆
∗ ∗ ∆ ∗ ∆ ∗ ∆  
(8)
This model has the potential to be the most accurate as it does not apply averaging and so more 
information resides in the values of the parameters. However, these detailed values of the kinematic 
parameters to be fed into the model for prediction are not necessarily readily available for any random 
trip, making prediction with this model impossible. To make this model applicable for the prediction of 
energy consumption of new trips, an additional correlation has to be done between characteristic 
values of these kinematic and physical (measured here) parameters and external factors so that their 
occurrence in the chosen trip can be predicted. This model will be referred to as the micro model. 
3. Data Availability and Reliability 
The available data were generated with a logger device recording the CAN bus signals of a 2012 
Nissan Leaf (24 kWh Li-Ion battery, 80 kW electric motor, 1700 kg vehicle mass [15]) during a two 
year period of 2013 and 2014. A CAN logger registered the battery current and voltage, the  
state-of-charge (SoC), the GPS coordinates, and the timestamp at a 1 Hz frequency. This provided a 
dataset containing 23,700 km distance covered, spread over the 261 days in 2013 and 312 days in 2014 
when the vehicle was driven (out of a total of 730 days registered). The vehicle was driven by up to  
10 individuals on a regular basis, with no restrictions of use, and was located in the outer region of the 
city of Brussels. This way most types of use and road topology (urban, highway, rural, etc.) are 
represented in the data. However, because the data are generated by only one vehicle, the constructed 
models are drivetrain specific and potential differences in the impact of the external factors on  
real-world energy consumption for different EV types cannot be extracted from the data. The speed 
and acceleration values used are based on position coordinates; therefore an error exists on speed and 
especially acceleration. The acceleration often showed unrealistic acceleration peaks of over 2 m/s². 
Therefore, if the speed was monotonically increasing (positive acceleration) or decreasing (negative 
acceleration) over multiple measurement points, the acceleration was averaged up to a maximum of 
three measurement points (3 s). By increasing the duration over which the acceleration is calculated, 
the relative error of the acceleration decreases, but the acceleration is more averaged. The maximum of 
three measurement points (so 3 s) was chosen to have a balance between both. The acceleration peaks 
and the averaged values are illustrated in Figure 1 by plotting the acceleration values for 2014 for a 
selection of data points. 
Occurrences of loss of satellite connection caused the data to “jump”, i.e., divert from the 1 Hz data 
point registration. Because of this, the vehicle “jumps” to the next location, making the distance 
between the points the straight line distance, causing the distance and acceleration to be wrong. 
(8)
This model has the potential to be the most accurate as it does not apply
averaging and so more information resides in the values of the parameters. However,
these detailed values of the kinematic parameters to be fed into the model for
prediction are not necessarily readily available for any random trip, making
prediction with this model impossible. To ake this model applicable for the
prediction of energy consumption of new trips, an additional correlation has to
be done between characteristic values of these kinematic and physical (measured
here) parameters and external factors so that their occurrence in the chosen trip can
be predicted. This model will b referred to as the micro model.
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3. Data Availability and Reliability
The available data were generated with a logger device recording the CAN
bus signals of a 2012 Nissan Leaf (24 kWh Li-Ion battery, 80 kW electric motor,
1700 kg vehicle mass [15]) during a two year period of 2013 and 2014. A CAN
logger registered the battery current and voltage, the state-of-charge (SoC), the
GPS coordinates, and the timestamp at a 1 Hz frequency. This provided a dataset
containing 23,700 km distance covered, spread over the 261 days in 2013 and 312 days
in 2014 when the vehicle was driven (out of a total of 730 days registered). The vehicle
was driven by up to 10 individuals on a regular basis, with no restrictions of use,
and was located in the outer region of the city of Brussels. This way most types
of use and road topology (urban, highway, rural, etc.) are represented in the data.
However, because the data are generated by only one vehicle, the constructed models
are drivetrain specific and potential differences in the impact of the external factors
on real-world energy consumption for different EV types cannot be extracted from
the data. The speed and acceleration values used are based on position coordinates;
therefore an error exists on speed and especially acceleration. The acceleration often
showed unrealistic acceleration peaks of over 2 m/s2. Therefore, if the speed was
monotonically increasing (positive acceleration) or decreasing (negative acceleration)
over multiple measurement points, the acceleration was averaged up to a maximum
of three measurement points (3 s). By increasing the duration over which the
acceleration is calculated, the relative error of the acceleration decreases, but the
acceleration is more averaged. The maximum of three measurement points (so 3 s)
was chosen to have a balance between both. The acceleration peaks and the averaged
values are illustrated in Figure 1 by plotting the acceleration values for 2014 for
a selection of data points.
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registered. It also shows the current value at those points to illustrate that data jumps at non-average 
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Figure 1. Acceleration and averaged acceleration for a number of data points. 
An additional problem was the occasional speed spike. The trips containing unrealistic high speed 
values were deleted a posteriori after detection of outliers through the same statistical post-processing 
tools. After the post-processing and filtering was applied, the remaining usable data for the model 
construction consisted of 21,300 driven kilometers. All the remaining usable data was used for the 
multiple linear regression and not split up into parts for model construction and model validation.  
The statistical nature of the model, the vast amount of measured data used, and post-processing 
sensitivity analysis justify this approach. However, for further improvement and usefulness of the 
model, the considered vehicle fleet could be extended and further validation of the individual 
contributions of external factors could be performed. 
Figure 1. Acceleration a d averaged accel i n for a number of data points.
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Occurrences of loss of satellite connection caused the data to “jump”, i.e., divert
from the 1 Hz data point registration. Because of this, the vehicle “jumps” to the next
location, making the distance between the points the straight line distance, causing
the distance and acceleration to be wrong. Moreover, as the energy consumption is
calculated by integrating the battery voltage and current over time, decreasing the
log frequency increases integration error. This effect can be considerable when
driving into tunnels. Making a hard filter to eliminate all trips that recorded
events of time lapses over 3 s resulted in only 15%–30% of the total available
trips remaining. Investigation of these particular trips with time lapses showed
they did not significantly alter the results of the models on a systematic basis.
Therefore, when using the data structured under the form of trips, we decided
not to use this hard filter but to eliminate individual cases (entire trips) after analysis
using statistical post-processing tools: extreme values of the standard residuals
(>2) and Cook’s distances (>1) were individually investigated and eliminated in
the case of non-reliable data. Figure 2 shows a part of a trip where time lapses are
registered. It also shows the current value at those points to illustrate that data jumps




Figure 2. Example of data point jumps and the current value at those points. 
4. Model Results 
4.1. Macro Models 
The results of the multiple linear regressions for both the macro model and hybrid model are 
presented in Table 1. The table gives the correlation coefficient (R2), an overview of the regression 
coefficients (Bi) and its standard deviation (SE Bi) and confidence level (P), the standardized beta 
estimates (βi), and the relative average contribution of each term. The standardized beta estimates give 
the number of standard deviations by which the prediction will change when the predictor changes one 
standard deviation and is, as such, an indication for the importance of a predictor. The relative average 
contribution of a term (expressed as a percentage) is the contribution of that term to the total energy 
consumption and is calculated by taking the sum over all trips of that term, multiplied by its regression 
coefficient and then divided by the sum of all energy consumption.  
The confidence levels of the regression coefficients show that all predictors are very significant. 
The relative average contribution is an indication of how each predictor (term) contributes to the total 
energy consumption. The difference of the relative average contributions and standardized beta 
coefficients for the different predictors between the macro and hybrid model shows that the model is 
sensitive to the presence or absence of significant predictors. Introducing the CMF to include 
acceleration in the model has a big impact on the regression coefficients and thus the average 
contribution of the terms to the total consumption. The acceleration term accounts for almost 20% of 
the energy consumption, mostly at the cost of the rolling resistance contribution, which decreases by 
25%. Introducing an acceleration term also causes minor shifts in the other terms. It is, however, 
logical that with the absence of an acceleration term in the macro model, the contribution of the 
acceleration shifts to the distance term because, on average, longer trips will have more acceleration 
actions. However, on individual trips, this is not the case at all because for trips with an equal distance, 
the amount and magnitude of acceleration actions can vary significantly depending on the road type, 
congestion level, and driving style. In both models a constant term also makes a contribution to the 
prediction. These constant terms come out of the linear regression, but were not defined in the physical 
Figure 2. Example of data point jumps an l e at those points.
An additional problem was the occasional speed spike. The trips containing
unrealistic high speed values were deleted a posteriori after detection of outliers
through the same statistical post-processing tools. After the post-processing and
filtering was applied, the remaining usable data for the model construction consisted
of 21,300 driven kilometers. All the remaining usable data was used for the multiple
linear regression and not split up into parts for model construction and model
validation. The statistical nature of the model, the vast amount of measured data
used, and post-processing sensitivity analysis justify this approach. However, for
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further improvement and usefulness of the model, the considered vehicle fleet could




The results of the multiple linear regressions for both the macro model and
hybrid model are presented in Table 1. The table gives the correlation coefficient (R2),
an overview of the regression coefficients (Bi) and its standard deviation (SE Bi)
and confidence level (P), the standardized beta estimates (βi), and the relative
average contribution of each term. The standardized beta estimates give the number
of standard deviations by which the prediction will change when the predictor
changes one standard deviation and is, as such, an indication for the importance of a
predictor. The relative average contribution of a term (expressed as a percentage) is
the contribution of that term to the total energy consumption and is calculated by
taking the sum over all trips of that term, multiplied by its regression coefficient and
then divided by the sum of all energy consumption.
The confidence levels of the regression coefficients show that all predictors
are very significant. The relative average contribution is an indication of how each
predictor (term) contributes to the total energy consumption. The difference of the
relative average contributions and standardized beta coefficients for the different
predictors between the macro and hybrid model shows that the model is sensitive to
the presence or absence of significant predictors. Introducing the CMF to include
acceleration in the model has a big impact on the regression coefficients and thus
the average contribution of the terms to the total consumption. The acceleration
term accounts for almost 20% of the energy consumption, mostly at the cost of the
rolling resistance contribution, which decreases by 25%. Introducing an acceleration
term also causes minor shifts in the other terms. It is, however, logical that with
the absence of an acceleration term in the macro model, the contribution of the
acceleration shifts to the distance term because, on average, longer trips will have
more acceleration actions. However, on individual trips, this is not the case at all
because for trips with an equal distance, the amount and magnitude of acceleration
actions can vary significantly depending on the road type, congestion level, and
driving style. In both models a constant term also makes a contribution to the
prediction. These constant terms come out of the linear regression, but were not
defined in the physical model. This means part of the variability of the data is not
accounted for by the predictors from the physical model and resides in this intercept
term. One cause can be the non-linear auxiliary consumption during trips, which
is caused by the conditions of the vehicle after a period of standstill. After a period
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of standstill, the vehicle first has to be brought to the requested temperature before
maintaining this temperature for the rest of the trip, during which the consumption
can be expected to be linearly time dependent. Although average contributions of the
intercept terms are small for both models (3%–4%), the contribution per individual
trip can be much higher. The average contribution is a good measure of how much
each term contributes to the total energy consumption but gives no information on
the distribution of contributions across the trips. There are considerable variations
in the relative contribution of each term to the consumed energy across these trips.
For the constant term, for example, the absolute contribution will be the same for a
very short or very long trip, making the relative contribution vary strongly. For the
auxiliaries, the distribution of contributions also includes trips with no auxiliary use,
thus pulling the average value down. To illustrate these examples, the distributions
of the contribution to the energy consumption per trip by the auxiliary and constant
term resulting from the model are shown in Figures 3 and 4, respectively.
Table 1. Multiple linear regression results for the macro and hybrid model.
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Table 1. Multiple linear regression results for the macro and hybrid model. 
 Adjusted R2 Bi SE Bi βi P Avg. % Contribution 
Model 1 macro 0.956    <0.001  
Constant  1.19E-1 2.65E-2  <0.001 4% 
Rolling resistance  1.32E-1 1.84E-3 0.83 <0.001 78% 
Aerodynamic  5.00E-6 4.45E-7 0.11 <0.001 6% 
Auxiliaries  1.83E-1 7.35E-3 0.14 <0.001 7% 
Pos. elevation  3.08E-3 3.72E-4 0.23 <0.001 26% 
Neg. elevation  −2.54E-3 3.68E-4 −0.19 <0.001 −21% 
Model 2 hybrid 0.968      
Constant  9.24E-2 2.33E-2  <0.001 3% 
Rolling resistance  9.36E-2 2.40E-3 0.58 <0.001 55% 
Acceleration  1.00E-2 7.53E-3 0.16 <0.001 18% 
Aerodynamic  5.59E-6 2.35E-7 0.24 <0.001 15% 
Auxiliaries  1.78E-1 6.28E-3 0.14 <0.001 7% 
Pos. elevation  2.75E-3 3.18E-4 0.21 <0.001 23% 
Neg. elevation  −2.59E-3 3.15E-4 −0.20 <0.001 −22% 
R2: correlation coefficient; Bi: regression coefficient; SE Bi: standard deviation of the regression coefficient; 
βi: standardized beta estimate; P: confidence level; Avg. % contribution: the relative average contribution. 
R2: correlation coeffici nt; Bi: regressio coefficient; SE Bi: st ndard d viation f the
regression coefficient; βi: standardized beta estimate; P: confidence level; Avg. %
contribution: the relative average contribution.
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Figure 3. Distribution of the relative contribution of the auxiliary term to the energy 
consumption of all trips. 
 
Figure 4. Distribution of the relative contribution of the constant term to the trip 
consumption for all trips. 
The distribution of the contribution of the auxiliaries to the energy consumption given by the model 
is hyperbolic, with a spike for non-auxiliary use trips and contributions running up to about 80%  
(rare occasions). The trips with a prediction of a high relative contribution of the auxiliary energy 
consumption are trips with low average speed. Relative contributions of the auxiliary consumption for 
trips with an average speed of over 40 km/h do not exceed 40%. A low average speed means a low 
Figure 3. Distribution of the relative contribution of the auxiliary term to the energy
consumption of all trips.
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Figure 4. Distribution of the relative contribution of the constant term to the trip
consumption for all trips.
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The distribution of the contribution of the auxiliaries to the energy consumption
given by the model is hyperbolic, with a spike for non-auxiliary use trips and
contributions running up to about 80% (rare occasions). The trips with a prediction
of a high relative contribution of the auxiliary energy consumption are trips with low
average speed. Relative contributions of the auxiliary consumption for trips with an
average speed of over 40 km/h do not exceed 40%. A low average speed means a
low average power demand (or increased standstill periods), increasing the auxiliary
consumption relative to the total consumption. This effect is most noticeable in this
simple macro model, where the contribution of the accelerations is not accounted
for and this driving characteristic is only represented in the speed-dependent
(quadratic) aerodynamic term. This shows how a different use of the vehicle results
in significantly different energy consumption. The distribution of the constant term
contribution to the energy consumption prediction is a direct result of the distribution
of the trip consumptions and ranges up to almost 25%.
Using R to construct the 0.99 confidence interval for the predicted value, then
dividing those values by the predicted value gives the confidence interval on the
prediction relative to the value itself. The results are shown in Figure 5. For trips
over 5 kWh, the 0.99 confidence interval remains within 5% of the predicted value,
meaning that the distributions of the regression coefficients are narrow and very
significant and the average of those predictions are statistically not likely to be
more than 5% off. Looking at the actual relative error on the prediction (that is,
the measured value minus the predicted, divided by the measured value), errors can
be quite large for trips with a low quantity of energy consumed (<2.5 kWh), although
the concentration of trips remain within the 25% error margin. The relative error
on the prediction for the macro model and its distribution can be seen in Figures 6
and 7, respectively. The graph in Figure 6 also shows that the average relative
error decreases for trips with a higher quantity of energy used and stays within the
25% error band for trips higher than 2.5 kWh consumption (except for a few negative
errors). This band narrows further with increased consumption.
The plot of relative errors of the hybrid model has a very similar shape to the
macro model, but with lower errors and an error band that narrows down more
quickly with increased energy consumption trips, as can be seen in Figure 8.
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Figure 6. Relative error prediction (%) as a function of the consumed energy (kWh) in the 
trip for the macro model. 
 
Figure 7. Distribution of the relative errors (%) for the macro model. 
The plot of relative errors of the hybrid model has a very similar shape to the macro model, but with 
lower errors and an error band that narrows down more quickly with increased energy consumption 
trips, as can be seen in Figure 8. 
Figure 6. Relative error prediction (%) as a function of the consumed energy (kWh)
in the trip for the macro model.
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lower errors and an error band that narrows down more quickly with increased energy consumption 
trips, as can be seen in Figure 8. 
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Figure 8. Relative error on the prediction (%) as a function of the consumed energy (kWh) 
in the trip for the hybrid model. 
4.2. Micro Model 
The results of the hybrid model show that moving towards more detailed values of the predictors 
shifts the regression coefficients and results in a better correlation. A next step can be dividing the trips 
into smaller segments to build the regression model, and then aggregating the predictions of the 
energies for the segments to obtain the energy consumption of a considered trip. Using this approach, 
detailed values of the kinematic parameters, instead of averaged or aggregated values, are required to 
be able to calculate the predictor values over segments, making this model unusable for cases where 
these data are not available. Yet, if it is possible to link characteristic values of these predictors to 
known parameters, such as congestion levels and road type, this approach has great potential for 
improving the above model. Following this logic, these segments need to have sufficiently significant 
values for the predictors but avoid over aggregation. Therefore trips have been segmented into blocks 
with an equal duration of 2 min, 5 min and 10 min for experiments with the magnitude of the blocks, 
starting with 2 min segments. The results of the multiple linear regression using 2 min micro-trips are 
listed in Table 2. 
  
Figure 8. Relative error on the prediction (%) as a function of the consumed energy
(kWh) in the trip for the hybrid model.
4.2. Micro Model
The results of the hybrid model show that moving towards more detailed values
of the predictors shifts the regression coefficients and results in a better correlation.
560
A next step can be dividing the trips into smaller segments to build the regression
model, and then aggregating the predictions of the energies for the segments to obtain
the energy consumption of a considered trip. Using this approach, detailed values of
the kinematic parameters, instead of averaged or aggregated values, are required to
be able to calculate the predictor values over segments, making this model unusable
for cases where these data are not available. Yet, if it is possible to link characteristic
values of these predictors to known parameters, such as congestion levels and road
type, this approach has great potential for improving the above model. Following this
logic, these segments need to have sufficiently significant values for the predictors
but avoid over aggregation. Therefore trips have been segmented into blocks with
an equal duration of 2 min, 5 min and 10 min for experiments with the magnitude of
the blocks, starting with 2 min segments. The results of the multiple linear regression
using 2 min micro-trips are listed in Table 2.
Table 2. Results of the multiple linear regression for the micro-trip model.
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Table 2. Results of the multiple linear regression for the micro-trip model. 
 Adjusted R2 Bi SE Bi βi P Avg. % Contribution 
Model 3 Micro 0.89      
Constant  3.38E-2 1.49E-3  <0.001 18% 
Rolling resistance  6.43E-2 1.80 E-3 0.35 <0.001 35% 
Acceleration (pos)  3.14E-3 3.81E-3 0.52 <0.001 59% 
Acceleration (neg)  1.98E-3 3.87E-3 0.33 <0.001 −136% 
Aerodynamic  7.85E-6 1.58 E-7 0.41 <0.001 17% 
Auxiliaries  1.94E-2 3.44E-3 0.22 <0.001 9% 
Pos. elevation  1.05E-3 4.01E-5 0.12 <0.001 11% 
Neg. elevation  −1.16E-3 3.99E-5 −0.13 <0.001 −12% 
Again, all predictors are very significant. The relative average contributions of the auxiliaries’ term, 
aerodynamic term, and acceleration term are very similar to the hybrid model, but other contributions 
are different. The 2 min segment model showed the following problems: 
1. A large contribution of the constant (error) term (20% on average); 
2. A bigger negative contribution of the negative elevation than the positive contribution of the 
positive elevation, which does not correspond to the physics; 
3. Low correlation coefficient (around 0.89). 
This resulted in a process of detailed investigation to find the reasons for these problems and how to 
solve them. The problems were not caused by an insufficient number of data points per segment, as 
increasing the segment duration (and thus the level of aggregation) did not resolve this problem.  
One way of solving the problem is to combine a dataset of 2 min segments with a dataset of 10 min 
segments. This led to results that correspond to the physical principles of the model, yet are 
statistically unsound because of the artificial distribution of energy consumptions with the two levels 
of duration. Therefore the two min segment seems the best choice and gave the best results. However, 
the problems listed above demonstrate that a lot of the variability in the data is not accounted for by the 
model. The suspected reason for this is that because of the low predictor values, the errors in the 
measurements (such as integration error, assumptions in Equation (2), etc.) become more significant 
and influence the linear regression. The relative error on the prediction of the micro-trips (segments) 
and its distribution are depicted in Figures 9 and 10, respectively. The figures show that large error 
exists for the prediction segment energy consumption, but the bulk of the error lies within the 25% 
error band. The existence of large error for the segment predictions is consistent with the observation 
above that less variability is accounted for in the micro model. Combining the micro segment 
predictions, the energy consumption for the trips can be calculated. The relative error on that 
prediction is given in Figure 11. Despite the flagrant problems with the model listed above, it shows 
comparable accuracy to the macro and hybrid model for the prediction of energy consumption of 
complete trips. 
Again, all predictors are very significant. The relative average contributions of
the auxiliaries’ term, aerodynamic term, and acceleration term are very similar to
the hybrid model, but other contributions are different. The 2 min segment model
showed the followi g problems:
1. A large contribution of the constant (error) term (20% on average);
2. A bigger negative contribution of the negative elevation than the positive
contribution of the positive elevation, which does not correspond to the physics;
3. Low correlation coefficient (around 0.89).
This r sulted in process of detailed investigation o fin the reasons for these
problems and how t solve them. The problems were not caused by an insufficient
number of data points per segment, as increasing t e segment durati n (and thus the
level of aggregation) did not resolve this problem. One way f solving the problem is
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to combine a dataset of 2 min segments with a dataset of 10 min segments. This led
to results that correspond to the physical principles of the model, yet are statistically
unsound because of the artificial distribution of energy consumptions with the two
levels of duration. Therefore the two min segment seems the best choice and gave
the best results. However, the problems listed above demonstrate that a lot of the
variability in the data is not accounted for by the model. The suspected reason for
this is that because of the low predictor values, the errors in the measurements (such
as integration error, assumptions in Equation (2), etc.) become more significant and
influence the linear regression. The relative error on the prediction of the micro-trips
(segments) and its distribution are depicted in Figures 9 and 10, respectively. The
figures show that large error exists for the prediction segment energy consumption,
but the bulk of the error lies within the 25% error band. The existence of large
error for the segment predictions is consistent with the observation above that less
variability is accounted for in the micro model. Combining the micro segment
predictions, the energy consumption for the trips can be calculated. The relative
error on that prediction is given in Figure 11. Despite the flagrant problems with the
model listed above, it shows comparable accuracy to the macro and hybrid model




Figure 9. Relative errors on the micro-trip energy consumption predictions using the  
micro model. 
 
Figure 10. Distribution of the relative errors on the micro-trip energy consumption 
predictions using the micro model. 
Figure 9. Relative errors on the micro-trip energy consu ption predictions using
the micro model.
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Figure 10. Distribution of the relative errors on the micro-trip energy consumption 
predictions using the micro model. 
Figure 10. Distribution of t e er ors on the micro-trip en rgy consumption




Figure 11. Relative error in the trips’ energy consumption predictions using the  
micro model. 
Comparing Figure 11 with Figures 6 and 8 demonstrates that the micro model accuracy is similar to 
the accuracy of the macro and hybrid model, with errors drastically decreasing when the quantity of 
consumed energy is above 2.5 kWh and is within the 25% error band for most of the trips. 
Another approach would be to split up the energy consumption into positive (tractive power) and 
negative (regenerative braking) power, and construct a linear model for the regenerative energy with 
the negative acceleration and elevation. Using this approach, however, the negative elevation turns out 
not to be a significant parameter. This is not illogical, as gentle elevation differences do impact the 
positive power (tractive effort required) but do not necessarily result in negative power, as is further 
discussed in Section 5. 
5. The Regenerative Braking Influencing Factors 
Regenerative braking for EVs is an important part of the EV drivetrain efficiency [16] and 
regenerative braking strategies are a topic of research [16–18]. Figure 12 depicts the distribution of the 
relative amount of regenerated energy, defined as the ratio of the total amount of energy returned to the  
battery to the total amount of energy extracted from the battery. Figure 12 shows that while the 
average percentage of regenerated energy is about 15%, regenerated percentages can go up to 40%  
in extreme cases.  
Figure 1. Relative r in the trips’ en rgy consumption predictions using the
micro model.
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Comparing Figure 11 with Figures 6 and 8 demonstrates that the micro model
accuracy is similar to the accuracy of the macro and hybrid model, with errors
drastically decreasing when the quantity of consumed energy is above 2.5 kWh and
is within the 25% error band for most of the trips.
Another approach would be to split up the energy consumption into positive
(tractive power) and negative (regenerative braking) power, and construct a linear
model for the regenerative energy with the negative acceleration and elevation.
Using this approach, however, the negative elevation turns out not to be a significant
parameter. This is not illogical, as gentle elevation differences do impact the positive
power (tractive effort required) but do not necessarily result in negative power, as is
further discussed in Section 5.
5. The Regenerative Braking Influencing Factors
Regenerative braking for EVs is an important part of the EV drivetrain
efficiency [16] and regenerative braking strategies are a topic of research [16–18].
Figure 12 depicts the distribution of the relative amount of regenerated energy,
defined as the ratio of the total amount of energy returned to the battery to the total
amount of energy extracted from the battery. Figure 12 shows that while the average
percentage of regenerated energy is about 15%, regenerated percentages can go up
to 40% in extreme cases.




Figure 12. Distribution of regenerated energy percentage for all trips. 
 
Figure 13. Four quadrant operation data points for the 2013 data. 
The regenerative energy percentage is heavily dependent on the number of braking actions 
performed during a trip, which depends on road topology, traffic situation, and driving style, in 
combination with the regenerative braking strategy and drivetrain efficiency. This is shown in 
Mammosser et al. [17], where efficiency maps for regenerative braking are generated as a function of 
the braking force and vehicle speed using a vehicle simulation tool. In the second and third models, 
part of the use of the vehicle (braking actions) is represented in the CMF+ and CMF−, but these 
parameters do not include all effects. Regenerative braking only occurs within a torque and power 
window and driving style can have a further effect on efficient regenerative braking. Figure 13 depicts 
Figure 12. Distribution of regenerated energy percentage for all trips.
564




Figure 12. Distribution of regenerated energy percentage for all trips. 
 
Figure 13. Four quadrant operation data points for the 2013 data. 
The regenerative energy percentage is heavily dependent on the number of braking actions 
performed during a trip, which depends on road topology, traffic situation, and driving style, in 
combination with the regenerative braking strategy and drivetrain efficiency. This is shown in 
Mammosser et al. [17], where efficiency maps for regenerative braking are generated as a function of 
the braking force and vehicle speed using a vehicle simulation tool. In the second and third models, 
part of the use of the vehicle (braking actions) is represented in the CMF+ and CMF−, but these 
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Figure 13. Four quadrant operation data points for the 2013 data.
The regenerative energy percentage is heavily dependent on the number of
braking actions performed during a trip, which depends on road topology, traffic
situation, and driving style, in combination with the regenerative braking strategy
and drivetrain efficiency. This is shown in Mammosser et al. [17], where efficiency
maps for regenerative braking are generated as a function of the braking force and
vehicle speed using a vehicle simulat on tool. In the second and third mo els,
part of the use of the vehicle (braking actions) is represented in the CMF+ and
CMF−, but these parameters do not include all effects. Regenerative braking only
occurs within a torque and power window and driving style can have a further
effect on efficient regenerative braking. Figure 13 depicts all the 2013 data points
in an acceleration–battery power plane and illustrates the effect of driving style on
regenerative braking. From Figure 13 it is observed that the regenerative power
does not exceed 40 kW and has its largest value at a specific deceleration (at about
−1 m/s2 here, but for more information on the accuracy of this value see Section 3
(Data Availability and Reliability)). This highlights the non-linear principle of
the regenerative braking energy and should be thoroughly investigated to further
improve the model.
The battery power-vehicle acceleration plane can be divided into four quadrants.
Quadrant one consists of actions using traction power for acceleration (so positive
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battery power and acceleration) and quadrant three for regenerative braking
(negative power and acceleration). Less obvious are the actions residing in quadrant 2
and 4. Quadrant 2 has use of traction power but decreasing speed (negative
acceleration), meaning traction power is still being used but not sufficiently to
overcome resistive forces (for example, slowing down while climbing a hill).
Quadrant 4 consists of actions where there is positive acceleration yet power is
regenerated. This seems a very artificial condition, but the easiest example of a
situation that would allow that to happen is driving steeply downhill. For ease
of view, the bulk of the data in each of these quadrants are marked with a black
cross section. Figure 13 seems to have a great number of outliers or extreme
values, but since more than 1 million data points are depicted, this is not abnormal.
Although the arguments above show why further analysis is required to better model
regenerative braking and driving style, the CMFs can be used to categorize the use
of the vehicle and are important parameters in the linear regression models above.
Figures 14 and 15 depict the distribution of the CMFs for macro-trips and micro-trips,
respectively. Both show similar distributions and show that occurrences of CMFS
greater than 1 are very rare and greater than 2 non-existent (macro trips did show
CMFs greater than 2 but from statistical analysis these outliers were investigated and
deleted from the sample because of the corrupted data). These CMFs are calculated
from the speed in km/h and distance in km. Having a value varying between 0 and
1 is convenient for the characterization, as the CMF basically indicates the amount of
kinetic energy change per km, which will vary according to the road topology/traffic
situation and driving style.
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Figure 14. Histogram of the constant motion factor for the macro trips. i e 14. Histogra f t t i s.
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Figure 15. Histogram of the constant motion factor for the micro-trips. 
Another parameter influencing regenerative braking is the weight of the vehicle. Increased mass 
results in an increased kinetic energy per unit speed. Moreover, this can shift the regenerative braking 
window. To investigate the influence of increased mass on vehicle consumption, during a three-month 
test phase in 2015 the vehicle was loaded with 200 kg. We expected to see shifted regression coefficients 
for the acceleration and elevation terms, as well as increased average consumption. This was not,  
in fact, observed, but a longer monitoring period might be required for the energy consumption to be 
significantly different. 
6. Conclusions 
Using the underlying physical relationships expressed in the vehicle dynamics equation, three 
models for EV energy consumption prediction have been constructed by applying the statistical 
method of multiple linear regression to real-world trip and energy consumption data for an EV. 
Because the data set consists of one vehicle’s data only, the constructed models are drivetrain specific 
and potential differences in the impact of the external factors on real-world energy consumption for 
different EV types are not included in these models. Each model uses a different level of aggregation 
for the input parameters (predictors), which allows for prediction according to the available input data. 
One model uses kinematic parameters aggregated over trips; one model extended this model by 
including detailed acceleration parameters over the trip; and a third model uses detailed values of the 
kinematic parameters to predict the energy consumption over micro-trips. Multiple linear regression 
with a high correlation coefficient proved to be a good technique for predicting the energy 
consumption using aggregated trip data by accounting for a large portion of the variability residing in 
the data. Introducing more detailed trip data in the second model shifted the correlation coefficients 
and showed the importance of including a term representing the acceleration. From the results it is 
clear that moving towards a model with a higher level of detail has the potential to create a more 
accurate model. Both the first and second model had the concentration of the prediction errors within the 
Figure 15. Histogram of the constant motion factor for the micro-trips.
Another parameter influencing regenerative braking is the weight of the vehicle.
I creased mass results i an inc eased kinetic en rgy per unit speed. Moreover, this
can shift the regen rativ braking window. To investigate the influe ce of increas d
mass on ve icl consumption, during a three-month tes phase n 2015 the vehicle
was loaded with 200 kg. We expected to see shifted regression coefficients for the
acceleration and elevation terms, as well as increased average consumption. This
was not, in fact, observed, but a longer monitoring period might be required for the
energy consumption to be significantly different.
6. Conclusions
Using the underlying physical relationships expressed in the vehicle dynamics
equation, three models for EV energy consumption prediction have been constructed
by applying the statistical method of multiple linear regressi to real-world trip
and energy con umpti data for an EV. Because the data set consists of o e
v h c e’s data only, constructed models are drivetrain specific and p tential
differenc s in the impact of the external factors on real-world energy consumption
for different EV types are not included in these models. Each model uses a
different level of aggregation for the input parameters (predictors), which allows
for prediction according to the available input data. One model uses kinematic
parameters aggregated over trips; one model extended this model by including
detailed acceleration parameters over the trip; and a third model uses detailed values
of the kinematic parameters to predict the energy consumption over micro-trips.
Multiple linear regression with a high correlation coefficient proved to be a good
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technique for predicting the energy consumption using aggregated trip data by
accounting for a large portion of the variability residing in the data. Introducing
more detailed trip data in the second model shifted the correlation coefficients and
showed the importance of including a term representing the acceleration. From
the results it is clear that moving towards a model with a higher level of detail has
the potential to create a more accurate model. Both the first and second model had
the concentration of the prediction errors within the 25% and stayed within that
level for trips with energy consumption over a few kWhs. Using multiple linear
regression on micro-trips in the third model resulted in regression coefficients that
do not correspond to the underlying physical principles. Moreover, to make this
model applicable, this detailed level of input has to be extracted and predicted from
road, environmental, and traffic situations. Despite these drawbacks for the third
model, in addition to a lower correlation coefficient and high constant term (so there
is less variability accounted for), the prediction of the consumption over a complete
trip had similar accuracy to the other two models, which indicates the potential
of this method. So, further study of statistical outliers, mapping the non-linear
effects of regenerative braking, and linking traffic situations and driving style with
characteristic parameters such as the CMF have the potential to contribute to a model
that is both accurate and extractable from available and statistical road data.
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