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【Abstract】In order to overcome the shortcomings of the DBDC, a distributed clustering based on centers and density which called DCUCD is 
proposed. It works based on the centers and the density. The virtual core objects are generated from the distributed data and the quality is better if the 
algorithm runs more times. Clustering is the same as the process to classify all of the core objects. Theoretical analysis and experimental results 
testify that DCUCD can effectively deal with the problem of local noise, and discover clusters of arbitrary shape. It can generate high quality clusters 
and cost a little time. 
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具有比 DBDC 和 DBSCAN 算法更好的性能。 
















//输入: 数据集 pointSet，半径 r，扫描次数 Iterate 
//输出: 候选核心对象集合 candidateSet 
Void FindingCoreObject(pointSet, r, Iterate, candidateSet) { 
candidateSet·add(pointSet·get(0)); //初始化至少一个核心对象 
 for (i=0; i<Iterate; i++) { //进行 Iterate 次迭代 
  SingleScan(pointSet, r, candidateSet); 
  RegenerateCandidateSet(candidateSet); } 
SingleScan(pointSet, r, candidateSet); 
} 
void SingleScan(pointSet, r, candidateSet) { 
//输入: 数据集 pointSet，半径 r，候选核心对象集合 
candidateSet 
//输出: 处理后的候选核心对象集合 candidateSet 
 for  (i=1; i<|pointSet|; i++)  { 
currentP=pointSet·get(i);  //取得一个数据点 
 if  (!CheckUp(currentP, candidateSet, r)) //生成一个新的核心 
//对象 
candidateSet·add(currentP);  }  
} 




for  (j=0; j<|candidateSet|; j++)  { 
 currentC=candidateSet·get(j); 
if  (Distance(currentP, currentC)<=r) { 
currentC·sumOfxPoint+=currentP·xPoint; 
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if  (!flag)   flag =TRUE;  } 
} 














主程序 FindingCoreObject 执行 Iterate 次，该参数人为设
定。通过多次调用 SingleScan 与 RegenerateCandidateSet 函数，





定理  点 p 具体与哪个参考点之间建立映射不会对聚类
的结果产生影响，只需满足点 p 与该参考点的距离小于等  
于 r 。 
证明: 如果核心对象 R1、R2 与点 p 的距离都小于等于 r，
由三角形边长定理: 任意一边的边长小于其余两边的边长之
和。可知，核心对象 R1 和 R2 之间的距离小于 2 倍的 r 。因此，
核心对象 R1 和 R2 是邻接核心对象。在多维空间中，由于任
意不在同一直线上的 3 个点形成一个平面，因此上面的三角
形定理仍然适用。当点 p、R1、R2 在同一直线上时，R1 和 R2
之间的距离小于 2 倍 r，R1 和 R2 是邻接核心对象。算法中邻
接核心对象具有属于同一个聚类的基本信息。因此，点 p 无






2.2  核心对象聚类 
核心对象聚类算法如下： 
void  FormCluster(candidateSet, T, R) { 
//输入: 核心对象集合 candidateSet，密度阈值 T，全局半径 R 
//输出: 经过处理的核心对象集合 candidateSet 
 int  clusterId=1; 
 for  (int i=0; i<candidateSet·size(); i++)  { 
   p=candidateSet·get(i); 
   if  (p·clusterId==UNCLASSIFIED) { 
      ExpandCluster(p, clusterId, candidateSet, R); 
      clusterId++; } 
 }   
} 
void  ExpandCluster(p, clusterId, candidateSet, R){ //扩展一个 
//聚类 
candidateSeeds·add(p); 
while  (!candidateSeeds·isEmpty())  { 
  pp= candidateSeeds·get(0); 
  for  (int i=0; i<candidateSet·size(); i++)  { 
currentP=candidateSet·get(i); 
if  (currentP·clusterId==UNCLASSIFIED)  { 
if  (eDistance(pp, currentP)<=2*R) { //R 为设定参数  
currentP·clusterId=clusterId; 






3  基于中心点与密度的分布式聚类算法 












 假设站点 i 用 CandidateSeti 来产生局部模型。利用各个
子站点传递的核心对象的坐标信息、密度信息，在主站点可
以 进 行 聚 类 。 局 部 模 型 是 一 个 二 元 组 ， LocalModeli= 
<CandidateSeti, ri>，其中，ri 是局部模型抽取核心对象使用
的距离参数。 
3.2  全局聚类 












4  实验与分析 
4.1  算法效率分析 
假设某站点的数据量为 N，候选核心对象的数目为 M，
循环次数为 I，扫描得出的核心对象数目为 K。则 SingleScan




















4.2  实验与性能比较 
手工构造包含 3 086 个数据点的数据集 Test1。将它们分
布于 3 个子站点，数据量分别为：站点 A(930)，站点 B(950)，





为了比较聚类的质量，在所有 3 086 个数据点上执行
DBSCAN 算法。DBSCAN 的执行时间为 563.0 ms，结果中噪
声点数目为 590。 
在 Test1 上分别执行分布式聚类算法 DBDC 与 DCUCD, 
DBDC 算法的时间耗费 260 ms。DCUCD 算法的时间耗费为
78.5 ms。 
DBDC 在 3 个子站点上产生的噪声数为 657，其中，计
算错误的点 67 个。按照实验采取的统计方法，DBDC 的聚类
质量为(3 086-67)/3 086=97.82%。DCUCD 在 3 个子站点上产
生的噪声数为 758，其中，计算错误的点 168 个；DCUCD 的
质量为 94.52%。 
对手工构造的另外 3 个数据集(Test2:7 438, Test3: 20 553, 
Test4: 64 590)进行相同的测试过程。 
























图 2 是 DBDC、DCUCD 算法聚类质量比较。可以看出，
CUCD 算法明显优于 DBDC 算法。 



























5  结束语 
本文在深入研究目前典型的基于密度的分布式聚类算法
的基础上，提出了基于中心点和密度的聚类算法 CUCD。将






DCUCD 与 CUCD 算法类似，具有很高的时间效率。由于传
递给主站点的是局部核心对象，因此数据传输消耗很低。实
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