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Дипломна робота: 100 с., 24 рис., 14 табл., 2 дод., 8 джерел. 
РЕКОМЕНДАЦІЙНІ СИСТЕМИ, КОЛАБОРАТИВНА   
ФІЛЬТРАЦІЯ, ТОЧНІСТЬ, ПОВНОТА. 
Предмет дослідження — пакет оцінок необхідних для вивчення        
такого класу алгоритмів, як рекомендаційні системи та система їх         
тестування. 
Об’єкт дослідження — різні види рекомендаційних систем       
колаборативної фільтрації. 
Мета роботи — побудова вичерпного набору ключових алгоритмів        
колаборативної фільтрації та їх оцінок, задля отримання чіткого розуміння         
цього класу алгоритмів.  
Методи дослідження — побудова 5 різних алгоритмів       
колаборативної фільтрації та тестів, для їх аналізу та порівняння. 
Побудовано набір унікальних тестів роботи рекомендаційних систем       
в залежності від кількості даних, смаків користувача та інших параметрів.  
Проведено детальний огляд конкретних алгоритмів та їх       
результативності в залежності від різних умов. 
Користуючись розробленим програмним забезпеченням, було     
порівняно ключові види систем колаборативної фільтрації.  
Використання результатів цієї роботи дозволяє покращити роботу       






Thesis work: 100 p., 24 fig., 14 tables, 2 app., 8 sources. 
RECOMMENDATION SYSTEMS, COLLABORATIVE FILTRATION,    
ACCURACY, COMPLETENESS. 
The subject of research is a package of evaluation metrics for 
recommendation systems and their testing system. 
The object of research is different types of recommended systems of 
collaborative filtration. 
The purpose of the work is to build a comprehensive set of key algorithms              
for collaborative filtering and their estimates, in order to obtain a clear            
understanding of this class of algorithms. 
Research methods — construction of 5 different algorithms of         
collaborative filtering and tests, for their analysis and comparison. 
A set of unique tests of recommendation systems depending on the           
amount of data, user tastes and other parameters had been built. 
A detailed review of specific algorithms and their effectiveness depending          
on different conditions ​was proposed​. 
Using the developed software, the key types of collaborative filtering          
systems were compared. 
Using the results of this work improved performance of existing systems           
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ ТА СКОРОЧЕНЬ
U – множина користувачiв
ui – позначення окремого користувача
I – множина об’єктiв, якi рекомендуються
ii – позначення окремого об’єкта
V – матриця рейтингiв розмiрностi n × m, де n = |U | – кiлькiсть
користувачiв та m = |I| – кiлькiсть об’єктiв. У деяких випадках також
позначатимемо за V загальну множину рейтингiв
vui – рейтинг, який користувач u ∈ U надав об’єкту i ∈ I
pui – оцiнений рейтинг, який користувач u ∈ U надасть об’єкту i ∈ I
Vu = {vui ∈ V/i ∈ Iu} – пiдмножина рейтингiв якi надав користувач u ∈ U ,
де Iu – множина пов’язаних з цим користувачем об’єктiв.
Vi = {vui ∈ V/u ∈ Ui} – пiдмножина рейтингiв якi надали об’єкту
i ∈ I користувачi u ∈ U , де Ui -множина пов’язаних з цим об’єктом
користувачiв.
Vtrain – навчальна пiдмножина рейтингiв
Vtest – тестова пiдмножина рейтингiв
θ – порогова оцiнка
MAE – середня абсолютна помилка (англ. Mean Absolute Error)
RMSE – усереднена квадратична помилка (англ. Root Mean Absolute
Error)
RMSLE – усереднена квадратична логарифмована помилка (англ. Root
Mean Squared Log Error)
ROC-крива – (англ. Receiver Operating Characteristic curve) аналог кривої
точностi/повноти, розглянутої у цiй роботi.
SVD – сингулярний розклад матрицi (англ. singular-value decomposition)
ПП – програмний продукт
10
ВСТУП
Основними явищами iнформацiйної епохи є постiйне збiльшення
iнформацiї та знань, з якими доводиться працювати людям, а також
вдосконалення систем, забезпечуючих доступ та фiльтрацiю iнформацiї.
Розвиток iнтернету та побудованих на ньому медiа-систем також привiв до
значних змiн у повсякденному життi кожної людини. Постiйне збiльшення
обсягiв iнформацiї, а також розвиток комерцiйної складової iнтернету
призвело до стрiмкого збiльшення попиту на рiзновиднi алгоритми
сортування, пошуку та фiльтрацiї.
Розвиток соцiальної складової iнтернету також викликав
безпосереднiй розвиток соцiологiї та суспiльної психологiї, що в свою чергу
призвело до створення цiлої течiї прикладних теорiй щодо рекомендацiї
даних, алгоритмiв пошуку та великої кiлькостi iнших iнструментiв, якi
мають безпосереднiй вплив на соцiальне сприйняття та комерцiйних успiх
сервiсiв, якi їх використовують.
Одним з найважливiших класiв алгоритмiв, призначених для
фiльтрацiї даних, є рекомендацiйнi системи, основною задачею яких є
побудова рекомендацiй таким чином, що користувач вiдчуває потребу
у рекомендованих продуктах чи сервiсах, якi їх рекомендують. Вже
зазначений розвиток iнтернет торгiвлi привiв до одночасних змiни формату
торгiвлi, а також до значного збiльшення кiлькостi рiзних товарiв,
якi окремi онлайн-магазини здатнi продавати. Таким чином, розвиток
сучасних iнформацiйних технологiй дозволяє вести роздрiбний бiзнес з
мiльйонами потенцiйних користувачiв, при цьому пропонуючи мiльйони
унiкальних товарiв. З однiєї сторони, це надало надзвичайну можливiсть
для розвитку сегменту послуг загалом. З iншої, викликало потребу до
обробки надзвичайно великих обсягiв даних, з метою не тiльки покращення
фiнансових показникiв, а й взагалi, з метою пiдтримки постiйно зростаючих
платформ.
Таким великим пiдприємствам на допомогу й прийшли
рекомендацiйнi системи, основний розвиток теоретичного пiдґрунтя яких
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прийшовся на середину 90-х рокiв. Незважаючи на те, що рекомендацiйнi
системи iснували на паперi кiлька десятирiч, їх практична iмплементацiя
була обмежена рiвнем обчислювальної технiки, тому активний розвиток
рекомендацiйних систем продовжується й у нашi днi.
Метою цiєї роботи є вивчення основних видiв рекомендацiйних
систем, аналiз та порiвняння найбiльш значимих рекомендацiйних систем
колаборативної фiльтрацiї та створення повноцiнного пакету оцiнки та
тестування рекомендацiйних систем. Побудова такого пакету дозволяє
провести ретельне дослiдження поведiнки окремих рекомендацiйних
систем при рiзних параметрах запуску та iнших налаштуваннях. Для
створення такого пакету була вибрана мова Python, адже вона є
загальноприйнятою мовою програмування серед спецiалiстiв, працюючих
з подiбними алгоритмами. Розроблений пакет реалiзує випадковий фiльтр,
простий item-based фiльтр, простий user-based фiльтр, SVD фiльтр та Slope
One фiльтр, а також надає можливiсть вiзуалiзацiї отриманих результатiв
для їх подальшого порiвняння.
Отриманi результати аналiзу рекомендацiйних систем, а також
розробленi iнструменти на мовi Python мають велику кориснiсть як для
людей, вивчаючих такi алгоритми, так i спецiалiстiв у цiй галузi.
12
1 ЗАГАЛЬНI ВIДОМОСТI ПРО РЕКОМЕНДАЦIЙНI
СИСТЕМИ
Рекомендацiйнi системи становлять пiдкласс систем фiльтрацiї
iнформацiї. Основним завданням таких систем є вибiр та оцiнка деяких
даних таким чином, що результати вибору спiвпадають з побажаннями
користувача.
Рекомендацiйнi системи набули величезного попиту разом з розвитком
iнтернету та, особливо, з розвитком онлайн торгiвлi. Рiзновиднi
рекомендацiйнi системи використовуються такими компнiям як Google,
Amazon та Netflix, з метою покращення продажiв послуг та товарiв,
якi вони пропонують користувачам. Остання компанiя (Netflix) навiть
запровадила власний конкурс, на якому змагались розробники усього
свiту, з метою створити найкращу рекомендацiйну систему. Сьогоднi
визначити конкретного винахiдника, або дату винаходу — неможливо, адже
рекомендацiйнi системи це набiр рiзновидних алгоритмiв та систем, яких
спорiднюють задачi оцiнки та рекомендацiї деяких товарiв.
Будь-яка рекомендацiйна система використовує усi iстотнi вiдомостi
про користувача, що мають допомогти при пiдборi деяких об’єктiв. Надалi
об’єктом називатимемо одиницю товару, послугу чи, наприклад, фiльм,
або пiсню — будь-що, що можливо рекомендувати. Ця назва є найбiльш
логiчною, адже рекомендацiйнi системи можуть бути некомерцiйними,
тобто пропонувати не товар. Можуть рекомендувати як матерiальнi, так i
не матерiальнi одиницi. Взагалi, рекомендацiйнi системи використовуються
для побудови рекомендацiй для великої кiлькостi рiзних благ. Тим не
менш, не зважаючи на спорiдненiсть вхiдних даних та бажаних результатiв,
рекомендацiйнi системи сильно вiдрiзняються одна вiд одної.
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1.1 Види рекомендацiйних систем
Основними стратегiями в формуваннi оцiнок, або рейтингiв та
фiльтрацiї найкращих об’єктiв є фiльтрацiя вмiсту та колаборативна
фiльтрацiя. Також iснують i змiшанi типи, або ж зовсiм езотеричнi
та специфiчнi вiдгалуження, втiм зазвичай вони є запатентованими
винаходами та/або дуже специфiчними до якоїсь конкретної галузi.
У цiй роботi в першу чергу розглядатимуться системи колаборативної
фiльтрацiї, адже вони, так само як i системи контентної фiльтрацiї,
становлять ключовий класс рекомендацiйних систем. Детальна iнформацiя
щодо конкретних алгоритмiв рекомендацiйних систем, а також їх
характернi ознаки наведена у роботах [1]—[4].
1.1.1 Фiльтрацiя вмiсту
Принципом функцiонування рекомендацiйних систем на основi
фiльтрацiї вмiсту є пошук об’єкiв, якi найбiльш точно вiдповiдають
смаку користувача, спираючись на змiст об’єктiв. Наприклад,
рекомендацiя фiльмiв, якi вийшли у тому ж десятирiччi, фiльмам якого
користувач вiддав найбiльшу перевагу. При побудовi таких рекомендацiй
використовують так званий профiль об’єкта. Знову ж, наприклад у
кiно — це деякий вектор, який мiстить iнформацiю про фiльм (дата
випуску, режисер, жанр тощо) та профiль користувача, який має ту ж
розмiрнiсть, що i профiль об’єкта, та мiстить iнформацiю про те, об’єктам
з якими характеристиками цей користувач вiддає найбiльшу перевагу.
Завданнями, якi виникають при побудовi таких рекомендацiйних систем, є
побудова профiлю користувача та подальший вибiр найбiльш наближених
за характеристиками до цього профiля об’єктiв. Бiльш iстотно питання
фiльтрацiї вмiсту розглянуто у роботi [5].
Класичним прикладом рекомендацiйної системи на основi фiльтрацiї
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контенту є так званий алгоритм Роккiо:
на початку для кожного користувача будується його профiль xu. Для
цього використовують рейтинги, якi користувача надав деяким об’єктам,
та, власне, iнформацiю про них, яку надано у виглядi векторiв xi, i ∈ Iu.





де rui — рейтинг, який користувач u надав предмету i.
Потiм обчислений профiль користувача порiвнюється з профiлем
об’єктiв, якi користувачу треба порекомендувати. З них обираються
найкращi. Втiм є велика кiлькiсть бiльш витончених систем, якi
використовують методи машинного навчання, наприклад штучнi нейроннi
мережi, або кластерний аналiз.
У цiй роботi такi системи не розглядаються, втiм варто зазначити,
що у деяких випадках вони здатнi досягти бiльш якiсних результатiв у
порiвняннi з системами колаборативної фiльтрацiї, адже вони грунтуються
на бiльш детальнiй характеристицi користувача. Недолiками таких систем
нерiдко є їх складнiсть та те, що майже завжди модель таких фiльтрiв
ґрунтується на деяких спрощеннях та iдеях людей, якi їх створюють. Тому
можуть виникати помилки та неточностi, спричиненi людським фактором.
Iншою проблемою таких систем є те, що вони визначають iнтереси на вже
наявнiй про користувача iнформацiї. Це унеможливлює, та й взагалi не
передбачає можливостi прогнозування змiни користувацьких iнтересiв у
майбутньому. Через специфiку таких рекомендацiйних систем, а також
доступнi данi для тестування, було обрано iнший вид ркомендацiйних
систем, що дозволило провести бiльш ретельний аналiз.
1.1.2 Колаборативна фiльтрацiя
Класична колаборативна фiльтрацiя на сьогоднiшнiй день вже
ретельно вивчена. Вченi розумають недолiки та переваги рекомендацiйних
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систем, якi використвоують колаборативну фiльтрацiю. Незважаючи на
деякi труднощi при використаннi таких систем, вони набули значного
попиту, а разом iз тим i розвитку, який привiв до фрагментування
класичного алгоритма у велику кiлькiсть альтернативних, якi призначенi
для покращення якостi та швидкостi роботи.
У бiльшостi випадкiв на вхiд рекомендацiйної системи колаборативної
фiльтрацiї подаються вiдомостi про вже наявнi вiдгуки, або iншими
словами рейтинги чи оцiнки користувачiв. Зазвичай цi вiдомостi подаються
у виглядi так званої матрицi користувача та об’єкта (user-item matrix)
елементами якої є вiдповiднi оцiнки користувача. Приклад такої матрицi
наведено у таблицi 1.1.
Таблиця 1.1 — Матриця користувача–об’єкта
i1 i2 ... in
u1 v11 v12 ... v1n
u2 v21 v22 ... v2n
... ... ... ... ...
um vm1 vm2 ... vmn
Саме цей тип рекомендацiйних систем детально розглядатиметься
у наступних роздiлах. Основною вiдмiннiстю вiд фiльтрацiї вмiсту є
вiдсутнiсть, або ж не використання даних про змiст об’єктiв та детального
опису профiля користувача. Втiм, у таких системах використовують
iнший важливий ресурс iнформацiї – наявнi оцiнки iнших користувачiв.
Рекомендацiйнi системи прийнято подiляти на кiлька пiдтипiв.
Системи, заснованi на пам’ятi, – це пiдтип колаборативної фiльтрацiї,
який базується на вiдомих даних про користувача. Тобто пам’ятi про нього.
Такий пiдхiд вважався найкращим та застосовувався у великiй кiлькостi
рiзних комерцiйних систем. Вiн є вiдносно простим, однак одночасно
залишається ефективним. Прикладом такої системи може виступати
звичайний User-based або Item-based фiльтр.
Системи, заснованi на моделi, – це пiдтип бiльш тонких алгоритмiв,
якi базуються на витончених алгоритмах машинного навчання, метою яких
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є дослiдження даних, закономiрностей. Такi моделi, зазвичай створюються
у досить специфiчнiй областi в iндивiдуальному порядку та їх застосування
обмежено саме цiєю областю. У той самий час перевагою таких алгоритмiв
є бiльш якiсна обробка великих скупчень неiдеальних даних. Теоретично,
примiтивним алгоритмом колаборативної фiльтрацiї заснованим на моделi
є випадковий фiльтр, який буде розглянуто далi.
1.2 Функцiї подiбностi у рекомендацiйних системах
У багатьох рiзних алгоритмах колаборативної фiльтрацiї, як user-
based, так i item-based, виникає проблема вибору схожих користувачiв (або,
вiдповiдно, об’єктiв).
Як вже вiдомо, рекомендацiйним системам колаборативної фiльтрацiї
доступнi лише список користувачiв, список об’єктiв та рейтингiв, якi цi
списки мiж собою пов’язують. Для обчислення рiвня подiбностi мiж двома
користувачами або об’єктами була запропонована велика кiлькiсть рiзних
методiв. Всiх їх поєднує те, що вони використовують вектори рейтингiв,
якi потiм порiвнюються мiж собою.
Основними та найбiльш популярними методами обчислення подiбностi
є кореляцiя Пiрсона, косинус подiбностi та квадратична вiдстань. Детально
питання вибору функцiй подiбностi освiтелно роботi [6].
1.2.1 Кореляцiя Пiрсона
Кореляцiя Пiрсона. Цей пiдхiд до обчислення подiбностi є одним з
найперших. Iдея полягає у обчисленнi коефiцiєнта Пiрсона мiж двома





i∈Ia∩Iu(vai − v̄a)(vui − v̄u)√∑
i∈Ia∩Iu(vai − v̄a)2(vui − v̄u)2
. (1.2)
Така iдея обчислення подiбностi виявилась доволi популярною,
однак також породила декiлька альтернативних пiдходiв як, наприклад,
Обмежена кореляцiя Пiрсона, у якiй середнi рейтинги користувачiв




i∈Ia∩Iu(vai − κ)(vui − κ)√∑
i∈Ia∩Iu(vai − κ)2(vui − κ)2
. (1.3)
Така альтернатива була запропонована з метою бiльшої концентрацiї
на вiдхиленнях вiд центральної оцiнки, не спираючись на усередненi
показники окремих користувачiв.
1.2.2 Середня квадратична вiдстань
Середня квадратична вiдстань (англ. Mean Squared Difference) є бiльш








Косинус подiбностi (англ. Cosine Similarity) — визначається як косинус
кута мiж двома векторами, а саме векторами, зiставленими з рейтингiв
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Кожна з цих iдей суттєво впливає на результати, якi видає
рекомендацiйна система, втiм неможливо визначити якусь конкретну,
найкращу iдею визначення подiбностi. Порiвняння результатiв роботи
деяких алгоритмiв в залежностi вiд функцiї подiбностi буде наведено в
одному з наступних роздiлiв.
1.3 Висновки до роздiлу 1
У цьому роздiлi було наведено ключовi вiдомостi про рiзнi види
рекомендацiйних систем. З iнформацiї, наведеної у цьому роздiлi випливає,
що рекомендацiйнi системи складають великий набiр рiзновидних
алгоритмiв, налаштування та вибiр яких є складною, однак дуже
важливою задачею. Рекомендацiйнi системи подiляють за їдеєю алгоритму,
який вони реалiзують. У цiй роботi розглядатиметься окремий класс
рекомендацiйних систем, використовуючих колаборативну фiльтрацiю для
побудови рекомендацiй.
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2 МЕТРИКИ ДЛЯ ОЦIНЮВАННЯ ЯКОСТI
РЕКОМЕНДАЦIЙНИХ СИСТЕМ
На сьогоднiшнiй день рекомендацiйнi системи представленi у виглядi
значної кiлькостi рiзних методiв та алгоритмiв, втiм, завдання у всiх
рекомендацiйних систем майже однакове — маючи деякi данi створити
деякий набiр рекомендацiй. Такий унiфiкований вигляд вихiдних даних
робить можливим тестування рекомендацiйних систем при визначеннi
рiзних значень параметрiв, а також порiвняння рiзних рекомендацiйних
систем мiж собою. В той самий час, рiзноманiття рiзних пiдходiв,
вiдгалужень та варiацiй рекомендацiйних систем призвело до необхiдностi
побудови доволi складного, втiм дуже корисного пiдходу оцiнювання якостi
роботи рекомендацiйних систем.
У цiй роботi будуть розглянутi не усi можливi оцiнки, адже деякi з
них є специфiчними для окремих галузей, у яких рекомендацiйнi системи
застосовуються, специфiчних видiв рекомендацiйних систем або взагалi є
не дуже iнформативними. Не зважаючи на це, головнi та найважливiшi
оцiнки, за якими визначають якiсть будь-якої рекомендацiйної системи, у
цiй роботi будуть наведенi.
2.1 Оцiнки часу
Напевно одна з найголовнiших характеристик будь-якого алгоритму
— це його часова складнiсть. Однак рекомендацiйнi системи, фактично,
складаються з декiлькох послiдовних алгоритмiв, а саме: алгоритм
навчання рекомендацiйної системи, тобто алгоритм збору, модифiкацiї та
обробки наявної iнформацiї, та пiдготовка її до побудови рекомендацiй.
Незважаючи на те, що час на навчання зазвичай пов’язують з алгоритмами
штучного iнтелекту, як наприклад нейроннi мережi, навiть у бiльш строгих
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та простiших алгоритмах рекомендацiйних систем процес пошуку сусiдiв
(як подiбних користувачiв, так i об’єктiв) можливо визначити як процес
пiдготовки та обробки iнформацiї у належний вигляд, тобто процес
навчання. Так само, тодi, потрiбно визначити й окремий алгоритм побудови
рекомендацiй. У бiльшостi рекомендацiйних систем вiн складається
з вибору деякої кiлькостi об’єктiв або користувачiв, та подальшого
визначення рекомендованого об’єкта та оцiнки, яка йому надається.
Таким чином, рекомендацiйнi системи пропонується оцiнювати за
трьома часовими характеристиками: час витрачений на пiдготовку системи
(у подальшому train time тренування), час витрачений на побудову
рекомендацiй (у деякому сенсi побудова рекомендацiй спорiднена з
прогнозуванням, адже рекомендацiйна система, принаймнi у цiй роботi,
також оцiнює майбутню оцiнку, тому цей часовий промiжок надалi буде
також позначатись predict time). Накiнець, незважаючи на кориснiсть
минулих характеристик, найважливiшою часовою характеристикою, яка
в першу чергу цiкавить розробникiв програмного забезпечення (ПЗ)
є загальний час, який витрачає рекомендацiйна система. Фактично це
сума попереднiх двох часових характеристик, втiм через вiдмiннiсть
часової складностi витрат часу на пiдготовку та витрат часу на побудову
результатiв – результат, iнодi, доволi складно обчислисти.
Нарештi, усi три часових промiжки пропонується оцiнювати в
залежностi вiд кiлькостi вхiдних даних, якi має обробити та використати
рекомендацiйна система.
У цiй роботi загальний масив даних випадковим чином розбивається
на двi множини: множину рейтингiв, якi рекомендацiйнiй системi
надаються як вхiднi данi, та множину рейтингiв, як рекомендацiйна
система не отримує, а для яких вона має побудувати власнi оцiнки. Далi
вихiд рекомендацiйної системи порiвнюватиметься з другою множиною
“невiдомих” системi рейтингiв. Отже, час на пiдготовку системи залежить
в першу чергу вiд кiлькостi вхiдних даних, коли час на побудову
рекомендацiй залежить вiд кiлькостi рейтингiв, яка рекомендацiйна
система має генерувати. Загальнiй же час залежить вiд загальної кiлькостi
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даних взагалi. Тому пропонується ввести параметр L, який визначатиме
частку тестових даних вiд загальної кiлькостi рейтингiв. Тодi частка
тренувальних даних вiд загальних рейтингiв визначатиметься як
1− L. (2.1)
Детальний аналiз часових характеристик кожного алгоритму
проводитиметься саме за такою процедурою.
2.2 Оцiнки точностi
Як вже зазначалоссь, рекомендацiйнi систем слiд порiвнювати за
великою кiлькiстю рiзних параметрiв та показникiв, втiм, показники
якi безпосередньо цiкавлять замовникiв, розробникiв та користувачiв
рекомендацiйний систем — час та точнiсть. Безпосередньою оцiнкою
точностi в рекомендацiйних системах є вiдхилення прогнозованої оцiнки
користувача вiд реальної оцiнки, яку користувач надає. Втiм узагальнену
точнiсть, або похибку, можливо обчислювати по-рiзному.
У цiй роботi пропонується використання як стандартних для
рекомендацiйний систем метрик, так i тих, якi широко застосовуються в
iнших галузях пов’язаних з машинним навчанням.
2.2.1 Оцiнка MAE
Середня абсолютна похибка (англ. Mean Absolute Error, скорочено
MAE) — стандартна оцiнка похибки майже будь якого алгоритму, у
загальному випадку її визначають наступним чином:
|Ē| =
∑N
i |xi − yi|
N
. (2.2)
У випадку рекомендацiйних систем, вектори x та y замiнено на pi та
22







i∈Iu |pui − vui|
|Iu|
. (2.3)
Ця метрика є доволi простою, втiм завдяки своїй простотi та
деяким статистичним властивостям є доволi популярною при оцiнцi
рекомендацiйних систем.
2.2.2 Оцiнка RMSE




i (xi − yi)2
N
.










Вона також є доволi популярною, однак, на вiдмiну вiд попередньої
оцiнки усереднена квадратична помилка бiльш залежна вiд рiзновидних
коливань та рiзких, великих помилок. Тобто RMSE видiляє бiльш значнi
помилки на фонi невеликих. Використання RMSE спричинене тим, що
у деяких випадках необхiдно оцiнювати не лише середню помилку, а
наявнiсть рiзних вiдхилень. Так, наприклад, такi оцiнки необхiдно вживати
там, де для користувача є чiтка межа мiж прийнятим та неприйнятним
об’єктом. Якщо RMSE мала, то це говорить про те, що ймовiрнiсть
помiстити прийнятний об’єкт у категорiю неприйнятних, та навпаки, в
рекомендацiйної системи мала. Якщо ж RMSE велика, то це, фактично,
означає, що у деяких випадках рiзниця мiж реальною оцiнкою користувача
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та прогнозом рекомендацiйної системи є завеликою, тобто у таких випадках
рекомендацiйна система майже напевно робить невiрну рекомендацiю.
2.2.3 Оцiнка RMSLE
Усереднена квадратична логарифмована помилка (англ. Root Mean
Squared Log Error, скорочено RMSLE)
|Ē| =
√∑N
i (log(xi + 1)− log(yi + 1))2
N
.







i∈Iu(log(pui + 1)− log(vui + 1))2
|Iu|
. (2.5)
Ця метрика використовується у багатьох рiзних задачах.
Безпосередню популярнiсть вона набула у рiзних проблемах аналiзу
часових рядiв та прогнозування, де окрiм загальною оцiнки необхiдно
робити оцiнки щодо вiдносних вiдхилень, без урахування постiйної
складової, тобто RMSLE можливо використовувати як характеристику
вiдносної помилки. У випадку рекомендацiйних систем це може бути
використане як характеристика того, наскiльки чутливою є система до
смакiв користувача. Наприклад, якщо рекомендацiйна система робить
доволi незначну помилку для кожної рекомендацiї, тобто робить якесь
постiйне вiдхилення для кожної рекомендацiї, втiм дуже чiтко реагує на
оцiнки користувача (дає нижчу оцiнку там, да користувач дiйсно дав
погану оцiнку, та навпаки) RMSLE буде доволi незначною.
Фактично RMSLE є альтернативою до RMSE у тих випадках, коли
необхiдно провести аналiз вiдносної похибки. Однак у тих випадках, коли
також необхiдно оцiнити своєрiдний зсув оцiнок, RMSE та MAE є бiльш
корисними.
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Задля кращого розумiння сутi кожної з метрик до розгляду
пропонуються порiвняльнi графiки, якi мiстять прототипи кожної з оцiнок.
Цi графiки, так само як i усi iншi графiки у цiй роботi, були спецiально
створенi у якостi вiзуальної складової розробленого пакету. Графiчне
зображення помилок обчислених рiзними методами наведено на рисунках
2.1 та 2.2.












Рисунок 2.1 — Оцiнки вiдхилень без шуму
На цьому графiку зображено звичайну помилку, квадрат помилки та
помилку мiж логарифмами значень, якi цю похибку утворюють.
Поведiнку помилок у разi наявностi шуму наведено на рисунку 2.2.
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Рисунок 2.2 — Оцiнки вiдхилень за наявностi шуму
Звiдси видно, що всi три метрики мають рiзну поведiнку, тому
порiвняння рiзних видiв рекомендацiйних систем вiдбуватиметься за
кожною з трьох. RMSLE реагує значно бiльш помiрно, однак зберiгає
загальну поведiнку, у той час коли RMSE реагує як на стрибкоподiбнi
вiдхилення, так i на сталi змiни, якi RMSLE практично iгнорує.
2.3 Точнiсть та повнота
Цей набiр характеристик нерiдко порiвнюють з оцiнками бiнарних
класифiкаторiв. Дiйсно, деякi з них обчислюються схожим чином, однак у
випадку рекомендацiйних систем деякi метрики набули доволi своєрiдного
вигляду.
Точнiсть (англ. precision) – частка правильно спрогнозованих оцiнок
та об’єктiв серед усiх спрогнозованих.
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Повнота (англ Recall) – частка правильно прогнозованих результатiв
серед усiх релевантних об’єктiв.
У випадку бiнарних величин, оцiнити такi характеристики доволi









де tp – число вiрно визначених елементiв;
fp – число невiрно визначених елементiв;
fn – число невiрно проiгнорованих елементiв.
У випадку рекомендацiйних систем загальна формула не змiнюється,
однак виникає питання того, який об’єкт вважати релевантним. Для цього
вводиться поняття порогової величини (англ. threshold), яке дозволяє
визначити, який об’єкт є релевантним (оцiнка бiльше порогової), а який
– нi (оцiнка менше порогової).
precision(u) =
|{i ∈ Iu : vui > θ ∧ pui > θ}|
|{i ∈ Iu : vui > θ ∧ pui > θ}|+ |{i ∈ Iu : vui < θ ∧ pui > θ}|
.
recall(u) =
|{i ∈ Iu : vui > θ ∧ pui > θ}|
|{i ∈ Iu : vui > θ ∧ pui > θ}|+ |{i ∈ Iu : vui > θ ∧ pui < θ}|
.
Однак такi характеристики використовують iнформацiю лише про одного







|{i ∈ Iu : vui > θ ∧ pui > θ}|






|{i ∈ Iu : vui > θ ∧ pui > θ}|
|{i ∈ Iu : vui > θ ∧ pui > θ}|+ |{i ∈ Iu : vui > θ ∧ pui < θ}|
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Використовуючи обидвi цi характеритики рекомендацiйних систем,
будують одразу декiлька бiльш складних оцiнок, якi будут описанi далi.
2.3.1 Precision@k
Precision@k – популярне позначення повноти серед перших
(найкращих) k рекомендацiй. Фактично спiвпадає з класичним
визначенням повноти, однак загальнi оцiнки обмежують першими k
элементами, а вiдповiднi множини мають бути вiдсортованi за спаданням.







i (vui > θ)(pui > θ)∑k
i (vui > θ)(pui > θ) +
∑k
i (vui < θ)(pui > θ)
. (2.8)
2.3.2 Recall@k
Також як i Precision@k – параметр k лише обмежує вибiрку, на якiй







i (vui > θ)(pui > θ)∑k
i (vui > θ)(pui > θ) +
∑k
i (vui > θ)(pui < θ)
. (2.9)
2.3.3 F1
Статистика F1 власної назви не має. Вона є комбiнацiєю повноти та
точностi. Формально записується наступним чином:
F1 =




Однак цей вираз дещо спрощується:
F1 =




















Iнодi також як повнота та точнiсть пiд F1 розумiють F1@k – F1
обчислену за найкращими k рекомендацiями.
2.3.4 Кривi точностi та повноти
Усi вище зазначенi характеристики доволi iнформативнi самi по собi,
однак, як це легко побачити з формального опису кожної iз них, необхiдно
якимось чином вибирати параметри, такi як k та порогову оцiнку θ (thresh-
old). Замiсть цього вводяться графiчнi зображення цих характеристик, у
яких вiдображено залежнiсть значень оцiнок рекомендацiйних систем вiд
параметрiв.
Аналогом ROC – кривих бiнарних класифiкаторiв, у рекомендацiйних
системах виступає крива точностi/повноти. У бiнарних класифiкаторах
ROC кривi (англ. Receiver Operating Characteristic curve) будуються
як графiк вiдношення кiлькостi вiрно зроблених класифiкацiй, або ж
рекомендацiй, до кiлькостi помилкових. У випадку рекомендацiйних систем
прийнято оцiнювати вiдношення мiж точнiстю та повнотою. Формально





















i (vui > θ)(pui > θ) +
∑k
i (vui < θ)(pui > θ)∑k
i (vui > θ)(pui > θ) +
∑k










i∈Iu(vui > θ)(pui > θ) +
∑
i∈Iu(vui < θ)(pui > θ)∑
i∈Iu(vui > θ)(pui > θ) +
∑
i∈Iu(vui > θ)(pui < θ)
. (2.14)
Як це можливо побачити з останнього запису: вiдношення мiж
точнiстю та повнотою також залежить вiд параметра. Звiдси i випливає
фактичний опис однiєї з кривих точностi та повноти. На графiку
зображаються значення точностi та повноти в залежностi вiд рiзних
значень граничної оцiнки. Для рiзних рекомендацiйних систем така крива
прийматиме рiзний вигляд, та її сенс буде бiльш детально описаний у
частинi порiвнянь рекомендацiйних систем. На рисунку 2.3 зображаються
базовий вигляд такої кривої для однiєї з рекомендацiйних систем
колаборативної фiльтрацiї.
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Precision/Recall Curve for Random Filter
Random Filter
Рисунок 2.3 — Приклад кривої точностi/повноти
Iншою кривою є зображення точностi та повноти за фiксованого
значення граничної оцiнки, однак за змiнного розмiру вибiрки, на якiй
точнiсть та повнота обчислюються. Такi кривi теж мають велике значення
при аналiзi рекомендацiйних систем. У порiвняннi з минулою кривою,
графiчне зображення такої характеристики примає дещо iнакший вигляд.
Приклад наведено на рисунку 2.4.
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Precision/Recall Curve at k for Random Filter
Random Filter
Рисунок 2.4 — Приклад кривої точностi/повноти побудованої на k кращих
рекомендацiях
Обидвi кривi мають велике значення при описi поведiнки
рекомендацiйної системи. Перша дозволяє оцiнити якiсть результатiв
в залежностi вiд смаку користувача, у той час як друга дозволяє оцiнити
загальну якiсть системи в залежностi вiд кiлькостi об’єктiв, якi необхiдно
рекомендувати.
Реалiзацiя побудови та вiдображення таких кривих дозволяє провести
порiвняння рекомендацiйних систем у доволi простiй та елегантнiй формi:
крiм вiдомостей про оцiнки часу та точностi необхiдно побудувати лише
два графiчнi зображення, якi в iншiй формi мали б бути представленi у
виглядi доволi великих та незручних для вивчення таблиць.
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2.4 Iншi оцiнки
Також iснує велика кiлькiсть iнших метрик, якi дозволяють оцiнити
рiзноманiтнi специфiчнi показники рекомендацiйної системи. Жодна з
наведених нижче оцiнок не використовується у подальших роздiлах
роботи через їх специфiчнiсть, непотрiбнiсть та/або непридатнiсть для
використання у цiй роботi.
2.4.1 Покриття
Пiд покриттям розумiють оцiнку того, яку частину наявних предметiв
може рекомендувати система. Однiєю з часто трапляючихся проблем
рекомендацiйних систем є побудова рейтингiв з найбiльш популярних
предметiв, по яким вже iснує доволi багато iнформацiї, вiдгукiв, тощо.
Обчислюється така характеристика як вiдношення кiлькостi рiзних
предметiв, якi було рекомендовано, до загальної кiлькостi рiзних предметiв,
якi можливо рекомендувати. У нашому випадку така статистика не має
практичного сенсу через те, що рекомендацiйну систему штучно змушено
побудувати власнi рейтинги або прогнози до всiх елементiв тестувальної
вибiрки. Тобто статистика завжди дорiвнювала б одиницi.
2.4.2 Персоналiзацiя
Ще однiєю статистикою, яка у цiй роботi не розглядається, є
iндивiдуальнiсть пiдбору рекомендацiй. Проблема iндивiдуальностi також
зустрiчається доволi часто i виникає, зазвичай через нестачу iнформацiї
про користувачiв або неправильно обранi параметри системи. Оцiнюється
така метрика як порiвняння векторiв рекомендацiй декiлькох користувачiв
мiж собою. Тобто, якщо цi вектори схожi мiж собою для деякої
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кiлькостi користувачiв, то можливо зробити висновок, що система робить
рекомендацiї, якi не є iндивiдуальними до смаку окремих користувачiв.
2.4.3 Подiбнiсть рекомендованих об’єктiв
Використовується у тих випадках, коли необхiдно перевiрити,
чи має рекомендацiйна система схильнiсть рекомендувати об’єкти з
якимись характерними ознаками. Обчислюється як подiбнiсть усiх
усiх рекомендованих об’єктiв мiж собою. Таку характеристику слiд
використовувати при оцiнцi рекомендацiйних систем фiльтрацiї контенту
або рекомендацiйних систем, у яких можуть виникати проблеми повноти
рекомендацiйного набору.
2.5 Висновки до роздiлу 2
Рекомендацiйнi системи можливо оцiнювати за великою кiлькiстю
показникiв. Деякi з них є доволi звичними та популярними, деякi
є специфiчними до окремих алгоритмiв, а деякi, взагалi, ранiше не
використовувались. У цiй роботi особливу увагу придiлено таким метрикам
рекомендацiйних систем, за якими їх можливо порiвняти мiж собою.
Окремi метрики точностi можливо використати при оцiнцi якостi не тiльки
рекомендацiйних систем колаборативної фiльтрацiї, а й рекомендацiйних




Для отримання достовiрних результатiв аналiзу та порiвняння
рекомендацiйних систем, необхiдно використовувати вхiднi данi, якi
дозволяли б протестувати рекомендацiйнi системи як у найгiрших, так i
у найкращих для них умовах.
3.1 Аналiз обраного набору даних
Основними проблемами, якi виникають у роботi рекомендацiйних
систем є вiдсутнiсть необхiдної для їх роботи iнформацiї. Рекомендацiйним
системам доводиться обробляти розрiдженi матрицi, якiсть обробки яких
безпосередньо впливає на якiсть побудованих рекомендацiй.
У цiй роботi використовується доволi популярна вибiрка MovieLens,
яка мiстить оцiнки фiльмiв реальних користувачiв. Було використано
версiю ml-latest-small, яка мiстить iнформацiю вiд 610 користувачiв про
майже 9000 фiльмiв. Кiлькiсть наявних оцiнок у цiй вибiрцi складає
100000. Усi користувачi при цьому мають рiзнi характеристики: хтось
оцiнив декiлька сотень фiльмiв, а в когось наявно не бiльше кiлькох
десяткiв оцiнок. Хтось з користувачiв ставив переважно «п’ятiрки», а
хтось навпаки. Через це середнi оцiнки окремих користувачiв дуже сильно
вiдрiзняються одна вiд одної, що й дозволило провести детальний аналiз
якостi розглянутих рекомендацiйних систем. У роботi [7] наведено детальну
iнформацiю про iншi вибрiки цiєї системи. Вiдношення наявних рейтингiв,










Крiм цього, необхiдно роздiляти всю вхiдну вибiрку на тестувальну та
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тренувальну. На тренувальнiй вибiрцi оцiнюється схожiсть користувачiв,
або фiльмiв, або ж робляться iншi заключення необхiднi для побудови
оцiнок. На тестувальнiй вибiрцi проводиться аналiз результатiв,
тобто рекомендацiї системи порiвнюються з вiдповiдними елементами
тестувальної вибiрки.
3.2 Пiдходи до побудови тестувальної та тренувальної
вибiрок
Iснує декiлька варiантiв такого розбиття, одним з найпопулярнiших
варiантiв є так звана перехресна перевiрка (англ. cross-validation). Таке
розбиття реалiзовано з метою iтеративної перевiрки. Тобто, усi вхiднi данi
розбиваються на n частин, де n – кiлькiсть разiв, скiльки бажано проводити
перевiрку. Такий алгоритм корисний тим, що дозволяє пiдтвердити якiсть
оцiнок декiлькома незалежними перевiрками. Якщо результати перевiрок
з усiх n разiв збiгаються, тобто залишаються схожими мiж собою, то
робиться висновок, що оцiнки є дiйсними.
Проблемою такого пiдходу є те, що береться не випадкова частина
вибiрки, а якась окрема її частина, причому це розбиття на частини
є послiдовним. У цiй роботi таке розбиття є неприйнятним, адже
використовувати для перевiрки iнформацiю про якихось окремих
користувачiв, або окремi фiльми – ризиковано, бо як вже зазначалось,
усi користувачi рiзнi, тому навряд оцiнки отриманi на якiйсь однiй
множинi користувачiв збiгатимуться з оцiнками отриманими на
повнiстью iншiй множинi. Додатково, виникає проблема технiчних
обмежень. Рекомендацiйнi системи потребують доволi значних ресурсiв
обчислювальної технiки. Через те, що у цiй роботi розглядається не один,
на три, а п’ять рiзних алгоритмiв, одна така iтерацiя потребує значних
витрат часу, для запуску та обробки на звичайному персональному
комп’ютерi. Якщо до цього додати необхiднiсть перевiрки якостi роботи
рекомендацiйних систем в залежностi вiд розмiру тестувальної вибiрки
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— загальна тривалiсть обчислень, якi необхiдно провести, сягнула б
декiлькох днiв неперервної роботи, при цьому результати цих обчислень
були б сумнiвними.
Альтернативно було розроблено власний алгоритм розбиття вибiрки.
Його iдея доволi проста, хоча при цьому є найбiльш вдалою для цього класу
рекомендацiйних систем. Отже, з загальної множини рейтингiв випадковим
чином обирається множина тестувальних рейтингiв визначеного розмiру.






Таким чином, розмiр тренувальної вибiрки має розмiр:
1− L. (3.3)
Це дозволяє провести доволi якiсну оцiнку роботи алгоритмiв в залежностi
вiд розмiру вихiдних даних. Якiсть оцiнок при цьому можливо перевiрити
власноруч, провiвши декiлька окремих тестiв.
Також варто оцiнювати якiсть та розподiл наявних рейтингiв. У
деяких алгоритмах робиться припущення, що рейтинги є випадковими
величинами нормального розподiлу з деякими параметрами. Був
розроблений модуль побудови розподiлу рейтингiв, а також приблизної
оцiнки параметрiв розподiлу. На графiку нижче наведенi зображення
фактичного розподiлу рейтингiв, нормального розподiлу з оцiненими на
основi датасету параметрами та iдеального теоретичного розподiлу. Цей
графiк є дуже важливими при описi одного з алгритмiв, а також дозволяє
оцiнити недолiки використаних даних. Графiчне зображення розподiлу
оцiнок наведене на рисунку 3.1.
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Рисунок 3.1 — Розподiл оцiнок користувачiв
Фактично, з наведеного графiку можливо зробити висновок, що
користувачi схильнi позитивно ставити оцiнки фiльмам, якi переглянули.
Адже загальна середня оцiнка є бiльшою вiд середньої як такової.
3.3 Висновки до роздiлу 3
Датасет, на якому проводитимуться усi тести, має вiдповiдати
змiсту цих тестiв. Так, деякi з критерiїв оцiнки рекомендацiйних систем
оцiнють роботу рекомендацiйних систем у не дуже гарних для них
умовах. Задля проведеня таких тестiв необхiдно використовувати такий
алгоритм побудови вибiрок, який би дозволяв варiювати розмiр, а також
мав би достатнью кiлькiсть рiзновидних записiв. Саме такий алгоритм
розподiлення вхiдної iнформацiї й було розроблено. З його допомогою
можливо отримати велику кiлькiсть рiзновидних оцiнок, якi при тому
залишатимуться достовiрними.
38
4 АНАЛIЗ ТА ПОРIВНЯННЯ АЛГОРИТМIВ
Основну частину цiєї роботи висвiтлено у цьому роздiлi. Фактично
необхiдно оцiнити особливостi кожного з обраних алгоритмiв, здiйснити
пiдбiр найкращих параметрiв та охарактеризувати властивостi
рекомендацiйних систем i вже потiм провести порiвняння алгоритмiв
мiж собою, використовуючи систему оцiнювання алгоритмiв наведену в
минулих роздiлах.
4.1 Огляд окремих рекомендацiйних систем
У цьому пiдроздiлi наведено iнформацiю про 5 ключових алгоритмiв
колаборативної фiльтрацiї. Деякi з них виступають прототипами бiльш
новiтнiх алгоритмiв, деякi є варiантами базової реалiзацiї, на якiй
будуються бiльш якiснi рекомендацiйнi системи, а деякi використовуються
як повноцiнне рiшення необхiдних задач. Кожний з алгоритмiв має свої
тонкощi, переваги та недолiки. У цьому роздiлi основну увагу придiлено
особливостям алгоритмiв, якi впливають на їх якiсть.
Недолiки та переваги алгоритмiв бiльш детально буде розглянуто при
порiвняннi у наступному пiдроздiлi.
4.1.1 Випадковий фiльтр
Стандартна реалiзацiя алгоритму випадкового фiльтрування
передбачає оцiнювання загальних характеристик датасету, вважаючи,
що будь-яка оцiнка є випадковою, нормально розподiленою величиною.












∀i, u pui ∈ N(µ, σ). (4.1)
Такий пiдхiд має сенс, виходячи з логiки користувачiв: iснують
чудовi та зовсiм жахливi фiльми, а користувачi можуть ставитись як
оптимiстично, так i песимiстично до будь-якого фiльму. Навiть розумiння
середньої, або граничної оцiнки у всiх рiзне. Однак вiзуальна оцiнка
датасету довела, що до iдеального нормального розподiлу датасет, на якому
проводяться дослiдження, доволi далекий. Тим не менш, пропонується
розглянути деякi модифiкацiї алгоритму випадкового фiльтрування.
Замiсть того, щоб оцiнювати параметри розподiлу на всьому датасетi,
пропонується робити це на якiйсь вибiрцi. Так випадкова величина з
оцiненого розподiлу була б, можливо, бiльш близькою до конкретних























∀i, u pui ∈ N(µi, σi). (4.3)
У першому випадку розподiл оцiнюється за вибiркою фiльмiв, якi
подивився користувач. Така оцiнка мала б виходити з припущення про те,
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що кожен користувач оцiнює усi фiльми так, що його потенцiйна оцiнка
є нормальною випадковою величиною. На практицi таке припущення
майже не виконується, однак пiдхiд оцiнювання параметрiв для кожного
користувача дозволяє зробити передбачення, яке було б не змiщене, у
статистичному сенсi, вiдносно середньої оцiнки користувача.
У другому випадку оцiнки робляться вiдносно окремих фiльмiв.
Прив’язки до смакiв користувачiв у цьому випадку вже немає. Логiка
такого пiдходу наступна: фiльми бувають рiзнi, як якiснi, так i не
дуже. Якщо фiльм дiйсно поганий, то його середня оцiнка буде нижче
середньої серед усiх, а всi користувачi оцiнюватимуть фiльм вiдповiдно до
його якостi. Тобто намагаємось знайти найближчу оцiнку до параметрiв
кожного фiльма.
Порiвнюючи усi три пiдходи за декiлькома з вищезазначених
характеристик, отримуємо порiвняльну таблицю 4.1:
Таблиця 4.1 — Порiвняння випадкових фiльтрiв
MAE RMSE RMSLE Precision@10 F1
Звичайний алгоритм 1.089 1.367 0.355 0.668 0.764
На оцiнках користувача 0.962 1.233 0.325 0.669 0.774
На оцiнках фiльма 0.959 1.224 0.322 0.725 0.809
Незважаючи на бiльш кращi характеристики запропонованих
альтернатив, далi використовуватиметься саме класичний варiант.
Час, витрачений на оцiнку вхiдних даних, створення рекомендацiй
та загальний час роботи алгоритму зазначено на графiку нижче. Тут L
— частка вхiдних даних, якi належать до перевiрочного набору. Якщо L
дорiвнює 0.1 то частка тренувального набору складає 90% вiд усiх даних,
частка перевiрочного — 10%. Якщо L дорiвнює 0.2, — частка тренувального
набору складе 80% вiд усiх даних, частка перевiрочного 20% i т.д.. Розподiл
часу випадкового фiльтра зображено на рисунку 4.1.
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Рисунок 4.1 — Розподiл часу випадкового фiльтра
4.1.2 Простий user-based фiльтр
Насправдi простим, у прямому сенсi цього слова, алгоритм не є.
Бiльш справедливою була б назва прямий user-based фiльтр, адже вiн
повнiстю складається з крокiв, описаних у теоретичнiй частинi user-
based рекомендацiйних систем, без намагань спростити або прискорити
обчислення. Однак, бiльш популярною в iноземнiй лiтературi є саме
назва «простий user-based фiльтр», тому її i використовуватимемо. Анi
в реалiзацiї, анi в просторовiй/часовiй складностi цей алгоритм простим
не є. Як це вже зазначалось, iдея полягає у вiдборi найкращих сусiдiв
з подальшим використанням цих вiдомостей для побудови рейтингiв.
Практично цей алгоритм працює наступним чином.
На першому кроцi будується матриця, приклад якої наведено у
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таблицi 4.2.
Таблиця 4.2 — Матриця подiбностi користувачiв
u1 u2 ... un
u1 1 s(u1, u2) ... s(u1, un)
u2 s(u2, u1) 1 ... s(u2, un)
... ... ... ... ...
un s(un, u1) s(un, u2) ... 1
де s(ui, uj) – подiбнiсть, або схожiсть користувача ui та uj. Вже на
цьому етапi виникають питання щодо вибору функцiї подiбностi. Насправдi
це є один з аспектiв алгоритму, змiнюючи який, можливо покращити
результати.
Далi, користуючись матрицею подiбностi для кожного користувача,
будується набiр найближчих сусiдiв.
Nu = {uβ1, uβ2, . . . , uβk},
де uβ1, uβ2, . . . , uβk- – впорядкованi за спаданням значення;
s(u, uβj), j = 1, k — користувачi.
Тут виникає ще один параметр, який можливо обирати — кiлькiсть
найближчих сусiдiв, якi враховуються при побудовi рейтинга.
Далi оцiнки будуються наступним чином:






Питання, якi залишаються без ґрунтовних вiдповiдей – яким саме
чином вибрати функцiю подiбностi та параметр k. Iснують роботи, у яких
доведено, що саме подiбнiсть косинуса є найбiльш придатною саме для цiєї
системи. Однак, варто перевiрити це твердження ще й на практицi. Оцiнки
якостi алгоритму при рiзних налаштуваннях наведено у таблицi 4.3.
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Таблиця 4.3 — Якiсть простого user-based фiльтра в залежностi
вiд функцiї подiбностi
MAE RMSE RMSLE Precision@10 F1
Cosine 0.809 1.067 0.283 0.739 0.840
Pearson 0.829 1.084 0.289 0.737 0.839
MSD 0.838 1.096 0.293 0.736 0.836
Можливо переконатись, що подiбнiсть косинуса дiйсно є найкращою,
хоча рiзниця не дуже значна. Вибiр параметра k складнiше оцiнити. Окрiм
якостi роботи алгоритму вiд нього також залежить швидкiсть роботи. У
наступнiй таблицi наведено три рiзних значення k та характеристик систем
в залежностi вiд них. Оцiнки якостi алгоритму при рiзних налаштуваннях
наведено у таблицi 4.4.
Таблиця 4.4 — Якiсть простого user-based фiльтра в залежностi
вiд кiлькостi «сусiдiв»
MAE RMSE RMSLE Precision@10 F1
5 0.861 1.114 0.296 0.721 0.834
30 0.812 1.070 0.284 0.743 0.843
100 0.759 0.996 0.266 0.782 0.862
З таблицi видно, що зi зростанням k покращується якiсть наданих
рейтингiв, однак при великих значеннях k система працює дуже довго.
На рисунку 4.2 зображено час, який був витрачений рекомендацiйною
системою з k рiвним в залежностi вiд L.
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Рисунок 4.2 — Розподiл часу простого user-based фiльтра
4.1.3 Простий item-based фiльтр
Також як i простий user-based фiльтр, «простим» вiн не є. Фактично
такий алгоритм є транспонованим алгоритмом user-based фiльтрацiї. На
першому кроцi будується матриця, приклад якої оформлено у таблицi 4.5:
Таблиця 4.5 — Матриця подiбностi фiльмiв
i1 i2 ... im
i1 1 s(i1, i2) ... s(i1, im)
i2 s(i2, i1) 1 ... s(i2, im)
... ... ... ... ...
im s(im, i1) s(im, i2) ... 1
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де s(ii, ij) – подiбнiсть, або схожiсть фiльма ii та ij.
Функцiї подiбностi у цьому алгоритмi використовуються такi самi.
Однак як i у минулому варiантi, тут найкращою буде саме косинус-
подiбнiсть.
Далi, користуючись матрицею подiбностi для кожного фiльму,
будується набiр найближчих сусiдiв:
Ni = {iβ1, iβ2, . . . , iβk}. (4.5)
де iβ1, iβ2, . . . , iβk — впорядкованi за спаданням значень s(i, iβj), j = 1, k
фiльми.
Так само як i у минулому алгоритмi, параметр k є невiдомим i
визначається вручну.
Далi, оцiнки будуються наступним чином:






Залишається оцiнити лише якiсть системи в залежностi вiд k. В
датасетi фiльмiв набагато бiльше, нiж користувачiв. Тому й k у цьому
випадку варто брати бiльшим. Оцiнки якостi алгоритму при рiзних
налаштуваннях наведено у таблицi 4.6.
Таблиця 4.6 — Якiсть простого item-based фiльтра в залежностi
вiд кiлькостi «сусiдiв»
MAE RMSE RMSLE Precision@10 F1
100 0.821 1.068 0.281 0.672 0.798
400 0.774 1.005 0.265 0.700 0.799
800 0.754 0.975 0.259 0.714 0.801
Звiдси видно, що рiзниця у якостi мiж останнiми двома варiацiями
дуже незначна. При цьому час, який витрачається на побудову
рекомендацiй був у останньому випадку занадто великим.
46
Взагалi, ця рекомендацiйна система виявилась найбiльш повiльною.
Iнформацiя щодо витрат часу при k рiвному 400 вiдображена на рисунку
4.3.
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Рисунок 4.3 — Розподiл часу простого item-based фiльтра
4.1.4 SVD фiльтр
SVD фiльтрацiя – один з дуже популярних прикладiв
рекомендацiйних систем, якi вживають факторизацiю матриць задля
покращення та прискорення обчислень. Iснує сiм’я подiбних до SVD
алгоритмiв, як, наприклад, SVD++ або NMF, однак класичний SVD
фiльтр є найбiльш вiдомим. Власне SVD означає singular value decom-
position, що у перекладi на українську означає «сингулярний розклад
матрицi».
Сингулярний розклад матрицi M – розмiрностi nxm становить собою
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розклад цiєї матрицi на три iнших, а саме: U – розмiрностi nxn, Σ –
розмiрностi nxm, та V – розмiрностi mxm. Так
M = UΣV (4.7)
У рекомендацiйних системах цей розклад прийнято позначати як
M = RV, (4.8)
де R позначає добуток U та Σ.
При цьому, основною властивiстю SVD розкладу є те, що розмiрнiсть
Σ можливо зменшити до рангу матрицi M , не втрачаючи iнформацiї.
У реалiзованому алгоритмi впроваджено вiдсiкання до k елементiв,
тобто в результатi вiдсiкання матрицi мають наступну розмiрнiсть: U –
розмiрностi nxk, Σ – розмiрностi kxk та V – розмiрностi kxm.
Сенс цих вiдсiкань полягає у виборi деякої кiлькостi найважливiших
характеристик, збiльшення швидкостi обчислень та зменшення похибок,
якi виникають через неповноту даних. У нашому випадку, перед
використанням SVD розкладу вiд усiх рейтингiв вiднiмається їх середнє
значення, а усiм рейтингам, яких ще немає, присвоюється значення 0.
Для побудови рекомендацiй для вiдповiдних значень з матрицi, отриманої
перемноженням результатiв розкладу матриць, з яких вiдсiкли непотрiбнi
рядки та стовпцi, в кiнцi додається усереднена оцiнка рейтингiв. Такi
перетворення мають зменшити вплив окремих користувачiв та розрiзняти
усiх мiж собою, а вплив вiдсутнiх рейтингiв повнiстю вiдсiкти. Ця варiацiя
SVD рекомендацiйної системи, напевно, є не найбiльш якiсною, адже деякi
тонкощi SVD розкладу не враховано. Втiм цей алгоритм дає уяву про
загальний устрiй алгоритмiв побудованих на факторизацiї матриць. Так,
в цьому алгоритмi визначено параметр k, який дозволяє оцiнити вплив
вище зазначених вiдсiкань. Розглянемо три рiзних результати, наведених
у таблицi 4.7:
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Таблиця 4.7 — Якiсть SVD фiльтра в залежностi вiд k
MAE RMSE RMSLE Precision@10 F1
10 1.015 1.285 0.336 0.680 0.753
30 1.018 1.288 0.337 0.682 0.754
100 1.020 1.293 0.338 0.675 0.750
Маємо, що загальна якiсть алгоритму спадає зi збiльшенням k. Однак,
при k = 30 статистика F1 та точнiсть дещо збiльшились. Алгоритм
SVD фiльтрацiї виявився дуже швидким вiдносно iнших алгоритмiв, однак
його якiсть найкращою не була. На рисунку 4.4 зображено витрати часу
алгоритма SVD фiльтрацiї.
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Рисунок 4.4 — Розподiл часу SVD фiльтра
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4.1.5 Slope One алгоритм
Задля економiї часу, для реалiзацiї алгоритму Slope One було
використано бiблiотеку Surprise, яка мiстить готовi методи тренування та
побудови прогнозiв.
Iдейно алгоритм Slope One є хiба не найпростiшим, хоча за якiстю
вiн випереджає велику кiлькiсть алгоритмiв, якi значно складнiшi вiд
нього. Окрiм цього, через виконання бiльшостi операцiй з використанням
бiблiотеки Surprise, яка реалiзує бiльш тонкi та швидкi конструкцiї, анiж тi,
якi доступнi у Python, Slope One виявився в додачу ще й бiльш швидким.
Оцiнка за алгоритмом Slope One рахується наступним чином:






де Ri(u) – набiр релевантних фiльмiв, таких, що рекомендованi u, та
має користувачi i, який їх також оцiнив;
µu – середня оцiнка вiдповiдного користувача.
Аналогiчно подiбностi у iнших рекомендацiйних системах, Slope
One розраховує свою користуючись функцiєю dev(i, j) яка визначена,







де Uij — набiр користувачiв, якi оцiнили об’єкт i та j одночасно.
Алгоритм виявився дуже швидким та, до цього, ще й дуже точним.
Iнформацiя щодо розподiлу часу, витраченого алгоритмом, знаходиться на
рисунку 4.5.
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Рисунок 4.5 — Розподiл часу Slope One фiльтра
4.2 Порiвняння алгоритмiв
Використовуючи розроблений аппарат оцiнювання рекомендацiйних
систем, пропонується порiвняти наведенi вище рекомендацiйнi системи.
Для цього було побудовано ряд тестiв, якi дозволяють оцiнити та порiвняти
рекомендацiйнi системи мiж собою.
Через те, що кожен окремий тест складається з ряду запускiв кожного
алгоритму, та подальшої обробки результатiв, побудова наведених далi
результатiв порiвнянь потребувала значних обчислень та ресурсiв, однак
повторна перевiрка, яка у цьому документi не наводиться, дала майже тi ж
результати, що дозволяє сприймати нижче наведенi результати як iстиннi.
Порядок розгляду оцiнок проведено вiдповiдно до порядку теоретичної
бази, наведеної в минулих роздiлах.
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4.2.1 Витрати часу
Витрати часу є дуже важливою характеристикою рекомендацiйних
систем, адже доволi часто вони мають працювати у стацiонарному
режимi, постiйно обробляючи нову iнформацiю. Через це особливу увагу
придiляють найбiльш швидким алгоритмам, навiть якщо це шкодить
якостi. Також варто зазначити, що швидкiсть роботи наведених у
цiй роботi рекомендацiйних систем зумовлена не лише алгоритмом
їх функцiонування, а й реалiзацiєю. Усi 5 рекомендацiйних систем у
цiй роботi були побудованi, використовуючи мову розробки Python та
використовуючи бiблiотеки обробки даних та математичнi пакети, частина
з яких створена на мовi програмування С. Це призвело до того, що
деякi алгоритми, якi базувались на синтаксисi бiльш низького рiвня
та використовували окремi функцiї розробленi на С, працювали значно
швидше. Так, наприклад, алгоритм Slope One виявився найбiльш швидким
через те, що був повнiстю реалiзований, використовуючи низькорiвневi
обчислення. Усi iншi алгоритми базувались на приблизно однаковому
синтаксисi, однак вже за своєю суттю були доволi розбiжнi.
Так, випадковий фiльтр виявився дуже швидким через те, що майже
не залежав вiд розмiру вибiрки, не потребував якихось важких обчислень
для окремих користувачiв, тощо.
Алгоритм SVD також виявився дуже швидким тому, що факторизацiя
матриць виявилась бiльш швидкою у порiвняннi з побудовою матриць
подiбностей. Варто також зазначити, що у випадку SVD фiльтрацiї
необхiдно було побудувати одну матрицю та потiм правильно обрати її
елементи, у випадку «звичайних» алгоритмiв та Slope One розрахунки
бiльш складнi. Для розгляду пропонуються порiвняльнi графiки
залежностей часу роботи алгоритмiв фiльтрацiї на рiзних етапах, в
залежностi вiд розмiру тестувальної вибiрки. Час на навчання наведено
на рисунку 4.6.
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Рисунок 4.6 — Час на навчання усiх алгоритмiв
Усi алгоритми, окрiм випадкового фiльтру, зi зменшенням розмiру
навчальної вибiрки працювали швидше, що є закономiрним.
Час на побудову рекомендацiй наведено на рисунку 4.7.
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Рисунок 4.7 — Час на побудову рекомендацiй усiх алгоритмiв
З цього графiку випливає, що процес побудови рекомендацiй за
фiльмами виявився значно складнiшим, анiж побудова рекомендацiй
за користувачами. Дiйсно, будувати рекомендацiї для 610 користувачiв
окремо виявляється менш складним завданням, нiж для кожного окремого
з 610 користувачiв робити якiсь додатковi обчислення, використовуючи для
цього базу фiльмiв, яких у цьому датасетi майже 9000. Загальнi витрати
часу наведено на рисунку 4.8.
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Рисунок 4.8 — Загальний час роботи усiх алгоритмiв
Загальний розподiл часу. У бiльшостi алгоритмiв час необхiдний для
побудови рекомендацiй за складнiстю виявлявся приблизно еквiвалентним,
однак для Item-based фiльтра розподiл часу виявився набагато бiльш
складним.
4.2.2 Оцiнки точностi
Наступнi оцiнки також є дуже важливими при оцiнцi якостi
рекомендацiйних систем. Першi три – класичнi оцiнки похибки
передбачень, якi одна вiд одної вiдрiзняються лише абсолютними
значеннями, у той самий час, вiдношення якостi алгоритмiв в залежностi
вiд оцiнки майже не змiнюється, у чому є сенс. Усi оцiнки також проведенi
на тренувальних вибiрках рiзних розмiрiв, що також дозволяє оцiнити
якiсть алгоритму в залежностi вiд «насиченостi» iнформацiєю. Середня
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абсолютна помилка рiзних алгоритмiв зазначена на рисунку 4.9.
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Рисунок 4.9 — Середня абсолютна похибка алгоритмiв в залежностi вiд
частки тестувальних даних
Класична похибка. З цього рисунку видно, що найгiршим алгоритмом
виявився випадковий фiльтр. Його якiсть майже не залежить вiд змiнної
L (частка тестувальних даних вiд усього набору), SVD також виявився не
дуже хорошим, його оцiнка також значно не змiнювалась, в залежностi
вiд кiлькостi вхiдних даних. Усi iншi алгоритмi зi зменшенням iнформацiї
демонстрували гiршi результати.
Усереднена квадратична помилка рiзних алгоритмiв зазначена на
рисунку 4.10.
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Рисунок 4.10 — Усереднена квадратична помилка алгоритмiв в
залежностi вiд частки тестувальних даних
За цiєю оцiнкою вiдношення алгоритмiв мiж собою також не
змiнилось. User-based фiльтр виявився трохи гiршим за Item-based,
можливо через те, що пошук подiбних об’єктiв у Item-based фiльтрi
проводився за бiльшою вибiркою (фiльмiв бiльше нiж користувачiв), однак,
це зашкодило часу роботи алгоритму.
Усереднена квадратична логарифмована помилка рiзних алгоритмiв
зазначена на рисунку 4.11.
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Рисунок 4.11 — Усереднена квадратична логарифмована помилка
алгоритмiв в залежностi вiд частки тестувальних даних
З цiєї статистики також випливає, що алгоритм Slope One виявився
найкращим, однак як це можливо помiтити, його якiсть погiршується
швидше усiх, причому з цього графiку можливо зробити висновок, що
йдеться не про якийсь постiйний зсув, а саме про загальнi помилки.
Оцiнка точностi рiзних алгоритмiв зазначена на рисунку 4.12.
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Рисунок 4.12 — Точнiсть за десятьма найкращими рекомендацiями
алгоритмiв в залежностi вiд частки тестувальних даних
Цей рисунок пiдтверджує висновки минулих трьох, однак з нього
також слiдує, що зi зменшенням iнформацiї, яка надається на вхiд
рекомендацiйний системi, майже всi фiльтри втрачають можливiсть
рекомендувати сталу кiлькiсть фiльмiв. User-based фiльтр виявився
найбiльш стiйким, та взагалi по вибiрцi з 10 фiльмiв виявився кращим за
Item-based, який не тiльки показав гiршi результати, а ше й втрачав якiсть
зi зменшенням тренувальної вибiрки.
Оцiнка F1 рiзних алгоритмiв зображена на рисунку 4.13.
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Рисунок 4.13 — Значення F1 алгоритмiв в залежностi вiд частки
тестувальних даних
Статистика F1 використовується як загальна характеристика
рекомендацiйних систем, тому у цьому пiдроздiлi вона є останньою,
пiдсумовуючою. Варто зазначити, що через те, що F1 складається як
з точностi, так i повноти, характер поведiнки F1 залежить вiд обох
статистик. При цьому варто зазначити, що повнота, яка сама по собi
не є iнформативною, принаймнi у цьому роздiлi, зростає зi зменшенням
тренувальної вибiрки, адже кiлькiсть фiльмiв якi можливо рекомендувати,
при цьому зростає.
За статистикою F1 найкращим виявився звичайний User-based фiльтр.
Алгоритм SVD подекуди виявився навiть гiршим за випадковий фiльтр.
Це спричинене тим, що повнота випадкового фiльтра виявилась усюди
бiльшою за повноту SVD фiльтру, це обумовлене випадковою природою
одного з фiльтрiв.
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4.2.3 Точнiсть та повнота
Графiки цього пiдроздiлу призначенi для порiвняння усiх розглянутих
алгоритмiв, використовуючи при цьому одразу декiлька показникiв та
параметрiв. Насправдi такi оцiнки є хiба не важливiшими вiд iзольованих
показникiв.
Перший графiк, наведений на рисунку 4.14 – крива точностi/повноти
за змiнним показником порогової (граничної) оцiнки θ. Розмiр вибiрки було
обрано рiвним 10.
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Рисунок 4.14 — Кривi точностi/повноти для усiх алгоритмiв в залежностi
вiд граничної оцiнки θ
Цей графiк можливо розумiти як залежнiсть якостi системи
вiд розумiння користувачiв про «прийнятнiсть» фiльмiв. Тобто, за
зменшенням порогової оцiнки якiсть систем має збiльшуватись, адже при
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оцiнцi фiльмiв з рейтингом бiльше нуля як хороших, будь-яка рекомендацiя
виявляється вiрною.
На цьому графiку найкращим положенням є правий верхнiй кут,
система вважатиметься кращою за iншi, якщо її показники знаходяться
ближче до точки (1, 1).
Отже, випадковий фiльтр виявився найгiршим, з пороговю оцiнкою
рiвною 5 вiн не зробив жодної вiрної рекомендацiї. Зi зменшенням порогової
оцiнки його якiсть зростала, однак, в першу чергу за рахунок покриття,
яке для випадкового фiльтра має бути великим. Що стосується точностi —
для усiх значень порогової оцiнки випадковий фiльтр виявився найгiрiшим,
адже усi значення знаходяться лiвiше вiдповiдних показникiв iнших
рекомендацiйних систем. Серед усiх iнших, напевно, найкращим виявився
Slope One, хоча iнодi його покриття виявилося не найкращим. User-based
та Item-based фiльтри виявились дуже схожими.
Наступна крива демонструє спроможнiсть алгоритмiв колаборативної
фiльтрацiї рекомендувати набiр з декiлькох фiльмiв. Зрозумiло, що чим
бiльше фiльмiв необхiдно рекомендувати — тим гiршою буде оцiнка по
всiй вибiрцi, адже рекомендувати 5 фiльмiв означає надати 5 найкращих,
за оцiнками рекомендацiйної системи. Так як i на минулому графiку
— найкращою точкою є позицiя (1, 1). Всi алгоритми здатнi зробити
принаймнi одну успiшну рекомендацiю, однак на цiй кривiй зображено,
в першу чергу, спроможнiсть алгоритмiв зберiгати якiсть за збiльшенням
вибiрки. Порогова оцiнка була обрана рiвною 3.5, та була незмiнною для
усiх алгоритмiв.
Кривi точностi/повноти для усiх алгоритмiв в залежностi вiд розмiру
вибiрки наведено на рисунку 4.15.
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Рисунок 4.15 — Кривi точностi/повноти для усiх алгоритмiв в залежностi
вiд розмiру вибiрки.
Найкращими виявились Slope One та простий User-based фiльтр.
Якщо перший зберiгав точнiсть, при цьому трохи втрачаючи повноту
рекомендацiй, то другий навпаки, трохи втрачаючи точнiсть оцiнок,
зберiгав майже сталою повноту рекомендацiй. Усi iншi виявились також
доволi якiсними. Наприклад, втрачаючи повноту, простий Item-based
фiльтр зберiг постiйною точнiсть оцiнок. Найгiршим у цьому порiвняннi
виявився SVD фiльтр.
4.3 Висновки до роздiлу 4
Рекомендацiйнi системи окремих видiв дуже сильно розрiзняються
мiж собою. Окрiм самого змiсту алгоритму, який використовується,
надважливим є також й процес його налаштування. У цьому роздiлi було
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наведено 5 найбiльш популярних, ключових алгоритмiв колаборативної
фiльтрацiї, а також декiлька варiацiй деяких з них, якi дозволяють робити
бiльш якiснi рекомендацiї.
Деякi з розглянутих рекомендацiйних систем виявились значно
кращими за iншi, однак це не означає, що алгоритми, якi у цiй роботi
поступились iншим, є застарiлими або взагалi гiршими за iншi. Бiльшiсть
з наведених рекомендацiйних систем мають покращенi або доповненi версiї,
якi можуть бути специфiчними до якихось окремих галузей, або через
якiсь конкретнi переваги є бiльш придатними до використання у окремих
випадках.
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5 ФУНКЦIОНАЛЬНО-ВАРТIСНИЙ АНАЛIЗ ПАКЕТУ ДЛЯ
АНАЛIЗУ ТА ПОРIВНЯННЯ РЕКОМЕНДАЦIЙНИХ
СИСТЕМ
У даному роздiлi проводиться оцiнка програмного продукту (ПП),
призначеного для аналiзу та порiвняння рекомендацiйних систем.
Программу було створено, використовуючи мову програмування Python
та такi бiблiотеки як NumPy, SciPy, Pandas та Surprise.
5.1 Постановка задачi
Середовищем розробки було обрано редактор PyCharm, стандартне
розширення .py дозволяє використовувати розроблений пакет на будь-
якiй системi, незалежно вiд операцiйної системи або бiтностi системи.
Вищенаведенi бiблiотеки є вiдкритими для будь-якого виду використання,
тому розроблений пакет не потребує додаткового лiцензування навiть при
комерцiйному використаннi.
Нижче наведено аналiз рiзних варiантiв реалiзацiї пакету з метою
вибору оптимального, з огляду при цьому на економiчнi фактори та
характеристики продукту, що впливають на продуктивнiсть роботи i якiсть
отриманого виробу. Для цього було використано апарат функцiонально-
вартiсного аналiзу.
5.2 Обґрунтування функцiй та параметрiв ПП
Основними функцiями пакету є
а) F1 – розробка та побудова деякого набору алгоритмiв, з метою
використання при тестуваннi:
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1) використання iснуючих бiблiотечних методiв.
2) власна розробка алгоритмiв.
б) F2 – алгоритм пiдбору даних для тестування:
1) використання випадкової вибiрки.
2) використання вiдомої частини вибiрки.
в) F3 – визначення метрик для тестування алгоритмiв:
1) використання вiдомих, дослiджених та реалiзованих
характеристик.
2) розробка власних або малодослiджених метрик.
У морфологiчнiй картi наведено варiанти реалiзацiї основних функцiй.
(рисунок 5.1.)
Рисунок 5.1 — Морфологiчна карта
У таблицi 5.1 зображенi недолiки та переваги кожного з можливих
значень функцiй.
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Таблиця 5.1 — Переваги та недолiки варiантiв реалiзацiї




Для оцiнювання якостi розглянутих реалiзацiй обранi параметри,
описанi нижче. Основнi параметри пакету, їх найкращi та найгiршi оцiнки
наведено в таблицi.
5.3 Обгрунтування системи параметрiв дослiджень
У таблицi 5.2 зображенi параметри можливих реалiзацiй.
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Таблиця 5.2 — Параметри можливих реалiзацiй
За наведеними в таблицi кращими та гiршими значеннями будуються
графiчнi характеристики параметрiв (рисунок 5.2 для першого параметра,
рисунок 5.3 для другого, та рисунок 5.4 для третього)
Рисунок 5.2 — Графiчне зображення оцiнок параметра Х1
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Рисунок 5.3 — Графiчне зображення оцiнок параметра Х2
Рисунок 5.4 — Графiчне зображення оцiнок параметра Х3
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5.4 Аналiз рiвня якостi варiантiв реалiзацiї функцiй
Результати експертного ранжування наведенi у таблицi 5.3.
Таблиця 5.3 — Експертне ранжування
Найбiльшим вважається ранг 3, вiдповiдно найменшим є ранг 1. Чим





N 2(n3 − n)
=
12 ∗ 62
49 ∗ (27− 3)
= 0.632. (5.1)
Використовуючи отриманi вiд кожного експерта результати
ранжування параметрiв, проведено попарне порiвняння всiх параметрiв,
наведене у таблицi 5.4.
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Таблиця 5.4 — Попарне порiвняння параметрiв
Виходячи з наведеної таблицi слiдує, що:
X3 > X1 > X2 (5.2)
Використовуючи результати попарного порiвняння обчислюється
вагомiсть кожного з критерiїв (таблиця 5.5)
Таблиця 5.5 — Розрахунок вагомостi параметрiв
Розрахунок рiвня якостi варiантiв реалiзацiї наведено у таблицi 5.6.
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Таблиця 5.6 — Розрахунок рiвня якостi варiантiв реалiзацiї
Функцiя F3 — визначення метрик для тестування алгоритмiв, є
функцiєю вiд двох параметрiв – часу, який витрачається на пiдготовку
до реалiзацiї ПП(X2), та бажаної кiлькостi метрик(X3).
Отже рiвень якостi для першого варiанту складе
K1 = 1.272 + 1.547 + 1.547 + 1.38 = 5.746,
а для другого
K2 = 1.272 + 1.547 + 0.884 + 3.68 = 7.338.
Звiдки випливає, що другий варiант є кращим.
Для визначення вартостi розробки спочатку проведемо розрахунок
трудомiсткостi. Обидва варiанти реалiзацiї складаються з двох окремих
завдань: пiдготовки теоретичної бази та розробки продукту.
Складнiсть роботи продукту вiд варiанту реалiзацiї не залежить,
однак об’єм теорiї, яку необхiдно використати при розробцi, напряму
залежить вiд варiанту.
У першому варiантi можливо реалiзувати стандартний набiр тестiв
та оцiнок, що потребує менших витрат часу на вивчення теоретичного
матерiалу. Другий варiант є протилежним до першого у тому сенсi,
що навпаки, усi тести та оцiнки будуються власнi, десь новi, десь
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покращенi вiдомi тести. У цьому випадку можливо розробити значно
бiльшу кiлькiсть iнструментiв для оцiнки рекомендацiйних систем, однак
час, який необхiдно витратити на освоєння необхiдної теорiї, є значно
бiльшим. (У першому варiантi параметр X2 функцiї F3 є меншим
(кращим) вiд вiдповiдного значення у другому варiантi, однак параметр
X3 функцiї F3, навпаки є бiльшим (кращим) у другому варiантi).
5.5 Економiчний аналiз варiантiв розробки ПП
Отже, для другого завдання: алгоритм групи складностi 3, ступiнь
новизни А, вид використаної iнформацiї — НДI, час розробки 27 людино-
днiв, Кп = 1.26, Кск = 1, Кстм = 1
Таким чином
Т2 = 27 ∗ 1.26 ∗ 1.6 = 54.432 людино-днi.
Для завдання 1 (при реалiзацiї першого варiанту): алгоритм групи
складностi 1, ступiнь новизни Б , вид використаної iнформацiї — ПI, ТР =
64 людино-днiв, Кп = 2.01, Кск = 1, Кст = 0.7, Кстм = 1.
Тому
Т1А = 64 ∗ 2.01 ∗ 0.7 = 90.048 людино-днi.
Для завдання 1 (при реалiзацiї другого варiанту): (алгоритм групи
складностi 1, ступiнь новизни А, вид використаної iнформацiї НДI) ТР =
90 людино-днiв, Кп = 1.7, Кск = 1, Кст = 0.7, Кстм = 1.
Тому
Т1Б = 90 ∗ 1.7 ∗ 0.7 = 107, 1 людино-днi.
Звiдси виходить, що у випадку А
Т = 54, 432 + 90, 048 = 144, 48
А у випадку Б
Т = 54, 432 + 107.1 = 161, 532
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В розробцi мають брати участь один програмiст з окладом 14000 грн




2 ∗ 21 ∗ 8
= 71.43 грн (5.3)
Поварiантно:
С1 = 144.48 ∗ 71.43 ∗ 1.2 ∗ 8 = 99073 грн (5.4)
та
С2 = 161.532 ∗ 71.43 ∗ 1.2 ∗ 8 = 110767 грн (5.5)
Вiдрахування ЄСВ складають 22%.
С1’ = C1 ∗ 0.22 = 99073 ∗ 0.22 = 21796 грн
С2’ = C2 ∗ 0.22 = 110767 ∗ 0.22 = 24368 грн
Визначимо витрати на оплату однiєї машино-години. З урахуванням
заробiтної плати програмiста в розмiрi 14000 з коефiцiєнтом зайнятостi 0.2.
Сг = 12 ∗M ∗ Кз = 12 ∗ 14000 ∗ 0.2 = 33600 грн
Включаючи додаткову плату:
Cзп = Сг ∗ (1 + Кз) = 33600 ∗ 1.2 = 40320 грн (5.6)
Вiдповiдно, вiдрахування на соцiальний внесок складуть:
Свiд = Сзп ∗ 0.22 = 40320 ∗ 0.22 = 8870 грн (5.7)
Амортизацiйнi вiдрахування розраховуємо при амортизацiї 25% та вартостi
ЕОМ – 7000 грн.
Са = Ктм ∗ Ка ∗ Цпр = 1.15 ∗ 0.25 ∗ 7000 = 2012.5 грн
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При цьому профiлактичi трати сягнуть
Ср = Ктм ∗ Кр ∗ Цпр = 1.15 ∗ 0.05 ∗ 7000 = 402.5 грн
TЕФ = (ДК−ДВ−ДС−ДР)∗tз∗КВ = (365−104−11−16)∗8∗0, 9 = 1685год
Звiдси виходить, що витрати на оплату електроенергiї, з урахуванням
ПДВ, складуть:
CЕЛ = TЕФ ∗NС ∗KЗ ∗ ЦЕН =
= 1684.8 ∗ 0, 2 ∗ 1, 46255 ∗ 2 ∗ 1.75 = 1724, 52 грн (5.8)
Накладнi витрати складуть:
Cн = Цпр ∗ 0.67 = 7000 ∗ 0.67 = 4.690 грн (5.9)
Рiчнi витрати на експлуатацiю
CЕКС = CЗП + CВIД + CА + CР + CЕЛ + CН =
= 40.320 + 8.870 + 2012.5 + 402.5 + 1724.52 + 4.690 = 58019, 52 грн (5.10)











Тодi, в залежностi вiд варiанту, витрати на оплату машинного часу
складають:
Cм1 = 34.4 ∗ 144.48 = 4970.112 грн (5.12)
Cм2 = 34.4 ∗ 161, 532 = 5556.7 грн (5.13)
Накладнi витрати становитимуть 67% вiд заробiтної плати, тобто 66378 грн
для першого варiанту та 74214 для другого.
Таким чином, вартiсть розробки ПП та проведення дослiдiв для
першого варiанту реалiзацiї складає:
CПП = CЗП + CВIД + CМ + CН =
= 99073 + 21796 + 4970112 + 66378 = 192184 грн (5.14)
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Та, вiдповiдно, для другого:
110767 + 24368 + 55567 + 74214 = 214905 грн (5.15)









= 2.99 ∗ 10(−5) (5.17)




= 3.41 ∗ 10(−5) (5.18)
для другого. Отже можемо зробити висновок, що другий варiант виявився
бiльш ефективним.
5.6 Висновки до роздiлу 5
Завдяки функцiонально-вартiсному аналiзу розробленого пакету для
тестування рекомендацiйних систем було отримано кориснi висновки
про найбiльш перспективний та ефективний варiант реалiзацї ПП. Ним
виявився другий варiант реалiзацiї.
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ВИСНОВКИ
Результатом проведеної роботи є як iстотний аналiз популярних видiв
рекомендацiйних систем колаборативної фiльтрацiї, так i побудований
пакет метрик, тестiв та алгоритмiв, якi в цiй роботi використовувались.
Результати роботи є цiнними як з точки зору теорiї, тобто iнформацiя, яка
висвiтлена у цiй роботi, так i з прикладної.
Результати аналiзу та порiвняння рекомендацiйних систем
колаборативної фiльтрацiї дозволили винайти слабкi та сильнi мiсця
окремих алгоритмiв, оцiнити їх схожiсть та унiкальнiсть. Детальний
аналiз окремих алгоритмiв дозволяє проводити бiльш складне та
ефективне налаштування алгоритмiв колаборативної фiльтрацiї для
використання у рiзноманiтних проектах.
Побудованi тести, а також порядок їх використання та тлумачення
можуть бути корисними при введеннi в експлуатацiю рекомендацiйної
системи будь-якого виду.
Рекомендацiйнi системи колаборативної фiльтрацiї становлять
широкий набiр унiверсальних алгоритмiв побудови рекомендацiй,
бiльшiсть з яких не так сильно залежить вiд датасету, або початкових
налаштувань, як, наприклад, алгоритми контентної фiльтрацiї. Тому
розробленi метрики та тести слiд вважати корисною iнструкцiєю для
покращення роботи рекомендацiйних систем на реальних даних.
Оскiльки як алгоритми, так i система їх аналiзу представляють собою
практичну цiннiсть, дана робота може мати впровадження у реальному
проектi.
Корисно було б додати ще декiлька додаткових метрик, якi дозволили
б проводити бiльше ретельний аналiз на специфiчних даних, або
ж аналiз бiльш складних алгоритмiв фiльтрацiї. Реалiзованi на мовi
Python алгоритми за високих вимог на швидкодiю можна реалiзовувати,
користуючись бiльш швидкими та оптимальними мовами програмування,
як, наприклад, C чи С++.
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Додаток А Програмний модуль розроблених алгоритмiв
cmr
import pandas as pd
import similarities as sim
import numpy as np
import math
import scipy
from surprise import SlopeOne
from surprise import Dataset












for u in user_list:
watched = list(test[test.userId == u][’movieId’])
for m in watched:
rating = np.random.normal(mean, sigma)





predict_time = time.time() - fit




# mean = train["rating"].mean()
# adjusted_ratings = train["rating"]
# adjusted_ratings = (adjusted_ratings - mean)**2




fit_time = fit - start
for u in user_list:
ur = train.loc[train.userId == u][’rating’]
um = ur.mean()
adj = (ur - um)**2
sgm = np.sqrt(adj.mean())
watched = list(test[test.userId == u][’movieId’])
for m in watched:
rating = np.random.normal(um, sgm)




predict_time = time.time() - fit




# mean = train["rating"].mean()
# adjusted_ratings = train["rating"]
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# adjusted_ratings = (adjusted_ratings - mean)**2




fit_time = fit - start
for u in user_list:
# ur = train.loc[all.userId == u][’rating’]
# um = ur.mean()
# adj = (ur - um)**2
# sgm = np.sqrt(adj.mean())
watched = list(test[test.userId == u][’movieId’])
for m in watched:
ir = train.loc[train.movieId == m][’rating’]
im = ir.mean()
adj = (ir - im) ** 2
sgm = np.sqrt(adj.mean())
rating = np.random.normal(im, sgm)




predict_time = time.time() - fit
overall= predict_time+fit - start
return res, [fit_time,predict_time,overall]
def simple_user_based_filter(test,train,all):
def rate(mid, geeks, ratings,mean):
row = ratings[mid][ratings.index.isin(geeks)]
ln=len(row)











pivot = pd.pivot_table(accelerated, values=’rating’,
index=’userId’, columns=’movieId’).apply(
lambda row: row.fillna(0), axis=1)






fit_time = fit - start
user_list = pd.Series(test["userId"]).drop_duplicates()
results =[]
for u in user_list:
geeks = pd.Series(similarities[u-1])
geeks.sort_values(ascending = False,inplace= True)
geeks = geeks.index[:30]
watched = list(test[test.userId == u][’movieId’])
for m in watched:
res = rate(m,geeks,all_pivot,mean)
results.append([u,m,res])
out = pd.DataFrame(results, columns=test.columns, index =test.index)
predict_time = time.time() - fit
overall = predict_time + fit - start
return out, [fit_time,predict_time,overall]





pivot = pd.pivot_table(accelerated, values=’rating’,
index=’movieId’, columns=’userId’).apply(










fit_time = fit - start
for u in test_users:
test_movies = list(test.loc[test.userId == u][’movieId’])
if u in user_list:
avg = train.loc[all.userId == u][’rating’].mean()
for m in test_movies:
if m in movie_list:
similar = pd.Series(labeled_sim.loc[m])
similar.sort_values(ascending = False,inplace= True)
similar = similar.index[:400]






out = pd.DataFrame(out, columns=test.columns, index=test.index)
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predict_time = time.time() - fit





U, s, V = np.linalg.svd(matrix, full_matrices=False)
s = np.diag(s)
s = s[0:k, 0:k]
U = U[:, 0:k]
V = V[0:k, :]
s_root = scipy.linalg.sqrtm(s)
Usk = np.dot(U, s_root)
skV = np.dot(s_root, V)





pivot = pd.pivot_table(accelerated, values=’rating’, i
ndex=’userId’, columns=’movieId’)
matrix = pivot.values
user_num, movie_num = matrix.shape
item_means = []
user_means = []




for m in range(movie_num):




for m in range(movie_num):
for u in range(user_num):
if np.isnan(matrix[u][m]):
matrix[u][m] = item_means[m]
x = np.tile(item_means, (matrix.shape[0], 1))
matrix = matrix - x
user_list = list(pd.Series(accelerated["userId"]).drop_duplicates())
user_dict = {user_list[i]: i for i in range(user_num)}
movie_list = list(pd.Series(accelerated["movieId"]).drop_duplicates())
movie_dict = {movie_list[i]: i for i in range(movie_num)}




fit_time = fit - start
for u in test_users:
test_movies = list(test.loc[test.userId == u][’movieId’])
if u in user_list:
for m in test_movies:




out = pd.DataFrame(out, columns=test.columns, index=test.index)
predict_time = time.time() - fit




reader = Reader(rating_scale=(0.5, 5))
data = Dataset.load_from_df(train[[’userId’, ’movieId’, ’rating’]], reader)
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out = {’userId’: uid, ’movieId’: mid, ’rating’:rate}
out = pd.DataFrame.from_dict(out)
predict_time = time.time() - fit
overall = predict_time + fit - start
return out, [fit_time,predict_time,overall]
def simple_ubf_var_sim(test,train,all, sim_func):
def rate(mid, geeks, ratings,mean):
row = ratings[mid][ratings.index.isin(geeks)]
ln=len(row)











pivot = pd.pivot_table(accelerated, values=’rating’,
index=’userId’, columns=’movieId’).apply(
lambda row: row.fillna(0), axis=1)







fit_time = fit - start
user_list = pd.Series(test["userId"]).drop_duplicates()
results =[]
for u in user_list:
geeks = pd.Series(similarities[u-1])
geeks.sort_values(ascending = False,inplace= True)
geeks = geeks.index[:30]
watched = list(test[test.userId == u][’movieId’])
for m in watched:
res = rate(m,geeks,all_pivot,mean)
results.append([u,m,res])
out = pd.DataFrame(results, columns=test.columns, index =test.index)
predict_time = time.time() - fit
overall = predict_time + fit - start
return out, [fit_time,predict_time,overall]
def simple_ubf_var_k(test,train,all, vss):
def rate(mid, geeks, ratings,mean):
row = ratings[mid][ratings.index.isin(geeks)]
ln=len(row)











pivot = pd.pivot_table(accelerated, values=’rating’,
index=’userId’, columns=’movieId’).apply(
lambda row: row.fillna(0), axis=1)







fit_time = fit - start
user_list = pd.Series(test["userId"]).drop_duplicates()
results =[]
for u in user_list:
geeks = pd.Series(similarities[u-1])
geeks.sort_values(ascending = False,inplace= True)
geeks = geeks.index[:vss]
watched = list(test[test.userId == u][’movieId’])
for m in watched:
res = rate(m,geeks,all_pivot,mean)
results.append([u,m,res])
out = pd.DataFrame(results, columns=test.columns, index =test.index)
predict_time = time.time() - fit
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overall = predict_time + fit - start
return out, [fit_time,predict_time,overall]




pivot = pd.pivot_table(accelerated, values=’rating’
, index=’movieId’, columns=’userId’).apply(













fit_time = fit - start
for u in test_users:
test_movies = list(test.loc[test.userId == u][’movieId’])
if u in user_list:
avg = train.loc[all.userId == u][’rating’].mean()
for m in test_movies:
if m in movie_list:
similar = pd.Series(labeled_sim.loc[m])
similar.sort_values(ascending = False,inplace= True)
similar = similar.index[:vss]








out = pd.DataFrame(out, columns=test.columns,
index=test.index)
predict_time = time.time() - fit





U, s, V = np.linalg.svd(matrix, full_matrices=False)
s = np.diag(s)
s = s[0:k, 0:k]
U = U[:, 0:k]
V = V[0:k, :]
# s_root = scipy.linalg.sqrtm(s)
# Usk = np.dot(U, s_root)
# skV = np.dot(s_root, V)
# UsV = np.dot(Usk, skV)





pivot = pd.pivot_table(accelerated, values=’rating’,
index=’userId’, columns=’movieId’)
matrix = pivot.values








for m in range(movie_num):
item_scores = matrix[:, m]
item_not_nan_scores = item_scores[~np.isnan(item_scores)]
item_means.append(np.mean(item_not_nan_scores))
for m in range(movie_num):
for u in range(user_num):
if np.isnan(matrix[u][m]):
matrix[u][m] = item_means[m]
x = np.tile(item_means, (matrix.shape[0], 1))
matrix = matrix - x
user_list = list(pd.Series(accelerated["userId"]).
drop_duplicates())
user_dict = {user_list[i]: i for i in range(user_num)}
movie_list = list(pd.Series(accelerated["movieId"]).d
rop_duplicates())
movie_dict = {movie_list[i]: i for i in range(movie_num)}





fit_time = fit - start
for u in test_users:
test_movies = list(test.loc[test.userId == u][’movieId’])
if u in user_list:
for m in test_movies:
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out = pd.DataFrame(out, columns=test.columns, index=test.index)
predict_time = time.time() - fit
overall = predict_time + fit - start
return out, [fit_time,predict_time,overall]
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Додаток Б Презентацiя
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