Abstract. According to the celebrated Jaworski Theorem, a finite dimensional aperiodic dynamical system (X, T ) embeds in the 1-dimensional cubical shift ([0, 1] Z , shif t). If X admits periodic points (still assuming dim(X) < ∞) then we show in this paper that periodic dimension 
Introduction
The classical Theorem of Jaworski (1974) is usually stated in the following way: a finite-dimensional aperiodic (invertible) topological dynamical system can be equivariantly embedded in the 1-dimensional cubical shift ([0, 1] Z , shif t). However a careful reading of Jaworski's PhD thesis reveals that Jaworski actually proved a slightly stronger statement: one can replace the assumption of no periodic points with the requirement of no periodic points of order less or equal to (4n + 3) 2 (where n is the dimension of the system). One may wonder if this constant is best possible. Indeed it is pointed out by Coornaert (2005) , that using Jaworski's original argument, it is enough to assume there are no periodic points of order less or equal to 6n. One may try to find the optimal constant (it turns out to be 2n) but it soon becomes clear this is not the right way to recast Jaworski's Theorem.
Instead, it is better to consider the obstruction to embedding due to the set of periodic points in its totality. Our first theorem is the statement that if X is finite-dimensional and perdim(X, T ) < Another direction for which Jaworski's Theorem lends itself for generalization is replacing the requirement of the phase space X being finite dimensional by the condition of possessing a finite dimensional factor. This returns to Lindenstrauss' ingenious theorem (1999) , stating that an extension of an aperiodic minimal system with mdim(X, T ) < d (([0, 1] d ) Z , shif t). We show that an extension of an aperiodic finite dimensional system with mdim(X, T ) < d 16 embeds in (([0, 1] d+1 ) Z , shif t). In order to prove this theorem we introduce for general dynamical systems the notion of a marker, well known in the setting of zero dimensional systems, since the fundamental work of Krieger (1982) . The key step is the statement the aperiodic finite dimensional systems admit markers. Surprisingly this is achieved by a certain generalization of the Tower Theorem of BonattiCrovisier (2004) . 
Preliminaries
We expand on some of the notions appearing in the Introduction: 2.1. Embedding Dimension. Let X be a metric compact space and T : X → X a homeomorphism. For the topological dynamical system (t.d.s) (X, T ), define:
This is the minimal d such that there is a continuous equivariant embedding of (X, T ) into the shift on the d-cube, the d-dimensional cubical shift. Notice that any compact metric space can be embedded in [0, 1] N which implies (X, T ) is naturally embedded in (([0, 1] N ) Z , shif t), hence edim(X, T ) is well defined.
Generating Functions.
The embedding dimension can be understood as a topological dynamical analogue to some concepts used in measured dynamics. Let (X, B, µ, T ) be an (invertible) measure preserving system.
A measurable function P : X → {1, 2, . . . , m} is said to be a generating partition if the I P (x) (P (T k (x))) k∈Z , x ∈ X, almost surely separates points. Similarly let us call a continuous function f :
ergodic and h µ (T ) < log(d) then there exists a generating partition with d elements.
2.3. Dimension. Let C denote the collection of open (finite) covers of X.
For α ∈ C define its order by ord(α) = max x∈X U ∈α 1 U (x) − 1. Let D(α) = min β≻α ord(β) (where β refines α, β ≻ α, if for every V ∈ β, there is U ∈ α so that V ⊂ U ). The Lebesgue covering dimension is defined by dim(X) = sup α∈C D(α). According to the Menger-Nöbling Theorem
2.4. Periodic Dimension. Let P m denote the set of points of period ≤ m.
Introduce the infinite vector
. This vector is clearly a topological dynamical invariant. Let d > 0. Denote by
. .) the infinite constant vector. We write and (Y, S) are irreducible shifts of finite type so that there exists an embedding (P er(X), T ) ֒→ (P er(Y ), S) and h top (X, T ) < h top (Y, S), then there exists an embedding (X, T ) ֒→ (Y, S). By Flores' construction ( [Flo35] ), as explained in the Introduction, for every n ∈ N, there are finite dimensional t.d.s (X n , T ) for which 2n + 1 = edim(X n , T ) > 2perdim(X n , T ) = 2n .
By subsection 1.8 of [Gut11] , for every n ∈ N, there are t.d.s (Y n , T ) such
It is easy to see that for these examples it also holds perdim(Y n , T ) = n. Remarkably by Theorem 1.3 of [LT12] , for every n ∈ N, there are minimal t.d.s (Z n , T ) for which
2.7. Jaworski's Theorems. Jaworski's PhD Thesis ( [Jaw74] ) is the first attempt to bound edim(X, T ). Jaworski showed that if dim(X) = n and
, Chapter 8, Exercise 10) noted that it is enough to assume P 6n = ∅. In addition Jaworski proved that if X is a differentiable manifold of dimension n and T : X → X is a C r -diffeomorphism (r ≥ 1). Then every equivariant C r -embedding of
In the literature the name Jaworski's Theorem has been attached to Theorem 9 in Chapter 13 of [Aus88] : An aperiodic finite dimensional t.d.s (X, T ) has edim(X, T ) = 1.
2.8. Some Known Embedding Theorems. in [Lin99] Lindenstrauss proved that edim(X, T ) ≤ ⌊36mdim(X, T )⌋ + 1 for (X, T ) an extension of an aperiodic minimal t.d.s. In [Gut12] it is shown one obtains the same bound if (X, T ) an extension of either an aperiodic t.d.s with a countable number of minimal subsystems or an aperiodic finite-dimensional t.d.s. In [GT12] the Lindenstrauss-Tsukamoto Conjecture is verified for extensions of aperiodic subshifts (subsystems of {1, 2, . . . , l} Z , shift for some l ∈ N). In [Gut11] it was shown that for Z k -actions (k ∈ N) there exist constants
2.9. The Baire Category Theorem Framework. All results mentioned in the previous subsection were proven through the Baire Category Theorem. The same is true for the results in this article so we now introduce the basic concepts of this technique. A continuous mapping f :
given by x → (f (T k x)) k∈Z , also known as the orbit-map. Conversely, any 
is an embedding, one shows that the property of being an embedding I f : (X, T ) ֒→
To make this precise introduce the following definition:
there exists n ∈ Z so that f (T n x) = f (T n y). Define:
Under suitable assumptions one shows that for every 
for all m simultaneously and therefore realizes an embedding
A set in a topological space is said to be comeagre if it is the complement of a countable union of nowhere dense sets. A set is said to be G δ if it is the countable intersection of dense open sets. As G δ set is comeagre, the above argument shows that the set
is an embedding is comeagre, or equivalently, that the fact of I f being an embedding is generic
2.10. Overview of the article. Section 3 contains notation. In Section 4 it is shown that the set of periodic points can be immersed in a suitable cubical shift whose dimension is controlled by the periodic dimension of the system. In Section 5 the marker property is introduced. In Section 6 it is shown that aperiodic finite dimensional systems have the marker property by generalizing the Bonatti-Crovisier Tower Theorem. In Section 7 the strong topological Rokhlin property is introduced. In Section 8 the LindenstraussTsukamoto Conjecture is proven for finite dimensional systems. In Section 9 a theorem bounding the embedding dimension of an extension of an aperiodic finite dimensional system is established. The Appendix contains auxiliary lemmas.
Notation
In this section we gather most of the notation of the paper for the convenience of the Reader 3.1. The system. Throughout the article (X, T ) denotes an invertible topological dynamical system (t.d.s). X is assumed to be compact and metric with metric d. Denote the diagonal of X × X by △ {(x, x)| x ∈ X}. Let P denote the set of periodic points of (X, T ). Let P n = {x ∈ X| ∃1 ≤ m ≤ n T m x = x} ⊂ P , be the set of periodic points of period ≤ n of X and H n = P n \ P n−1 . dim(X) denotes the (Lebesgue covering) dimension of X. Let orb(x)
{T k x} ∞ k=−∞ . For α, β (finite) open covers of X, the join of α and β is the open cover by all sets of the form A ∩ B where
. If x ∈ X and ǫ > 0, let B ǫ (x) = {y ∈ X| d(y, x) < ǫ} denote the open ball around x. We denote
A statement of the form "Property P holds for
is to be understood in the following way:
where µ is the Lebesgue measure of
Given an open cover α of X and {ψ U } U ∈α a partition of unity subordinate
the floor function. ⌈r⌉ = min{n ∈ Z | n ≥ r} denotes the ceiling function.
4. Immersion of the set of periodic points
Proof. Let H n be the set of x ∈ X, whose minimal period is n. In other words H n = P n \ P n−1 . Notice H n is open in P n and T -invariant. We also
with the following additional properties:
• If x, T x, . . . , T n−1 x, y, T y, . . . , T n−1 y are pairwise distinct, choose
As X is second-countable, every subspace is a Lindelöf space. For each n ∈ N,
is injective (see Subsection 2.9 for more explanations).
Proof. As R 1 × R 2 ∈ U , one can find n 1 ≥ n 2 (we assume w.l.o.g n 1 ≥ n 2 as the case n 1 ≤ n 2 is similar), x 1 , x 2 ∈ X so that for i = 1, 2
j=0 and choose q U ∈ U , so that {q U } U ∈α i is a collection of distinct points in X. We distinguish between two cases:
By Lemma A.9 one can find continuous functions
the following properties (i = 1, 2):
Define for z ∈ R i and 0 ≤ k ≤ n i − 1:
Notice that for z ∈ R 2 and 0 ≤ k ≤ n 1 − 1 it holds:
is a contradiction to property (3).
Case 2. n 1 = n 2 n and R 1 = R, T R, . . . , T n−1 R are pairwise disjoint and 
Define for z ∈ R and 0 ≤ k ≤ n − 1:
Notice that forz ∈ R 2 and 0 ≤ k ≤ n − 1 it holds:
In particular we have by (4.1) and (4.2),
•l which is a contradiction to property (3).
The Marker Property
Definition 5.1. A subset F of a topological dynamical system (X, T ) is called an n-marker (n ∈ N) if:
(1) The sets F ∩ T i (F ) = ∅ for i = 1, 2, . . . , n − 1.
(2) The sets
The system (X, T ) is said to have the marker property if there exist open n-markers for all n ∈ N. 
Proof of Theorem 6.1 using Lemma 6.2. Cover X by U 1 , U 2 , . . . , U s so that
In the proof of the preceding lemma, we are going to use the following definition from p. 944 of [Kul95] :
Definition 6.3. Let X be a compact space with dim(X) = d and l ∈ N.
We say S 1 , S 2 , . . . , S l ⊂ X are in general position if for all I ⊂ {1, 2, . . . , l}
The following Lemma is a direct consequence of Lemma 3. We claim that there is 0 < δ < ρ so that for every x ∈ R, |{i ∈ {1, . . . , m}| T i U ∩ B δ (x)) = ∅}| ≤ d. Indeed assume not. Then one can find
By refining the sequence one can find distinct i 1 , . . . i d+1 ∈ {1, . . . , m} and
We record the crucial property of the closed cover U:
, which implies:
We now associate to each element in U an integer in {1, 2, . . . , 2d + 1},
i.e. we define a mapping c : U → {1, 2, . . . , 2d + 1}. Fix E ∈ U . We claim there is at least one element c(E) in {1, 2, . . . , 2d + 1}, so that for Define the open set W = U ∪ H∈U T −c(H)N H and note:
. . , N − 1. Assume not, then there exists x, y ∈ W and t ∈ {1, 2, . . . , N − 1} so that x = T t y. We consider several cases:
(1) x, y ∈ U . Contradicts the fact U ∩ T i U = ∅, i = 1, 2, . . . , N − 1. (4) x ∈ T −c(E)N E and y ∈ U . Conclude E ∩ T t+c(E)N U = ∅. This contradicts the definition of c(E).
(5) x ∈ U and y ∈ T −c(E)N E. Conclude E ∩ T −t+c(E)N U = ∅. This contradicts the definition of c(E).
The Strong Topological Rokhlin Property
In [Gut11, Subsection 1.9], the topological Rokhlin property was introduced. Here is a stronger variant, originating in [Lin99] , which is further discussed in [Gut12] :
Definition 7.1. We say that (X, T ) has the (global) strong topological Rokhlin property if for every n ∈ N there exists a continuous function f : X → R so that if we define the exceptional set
Remark 7.2. Let a, b ∈ Z with b − a ≤ n − 1. Under the above assumptions consider x ∈ X. Then there exists at most one index a ≤ l ≤ b so that
The following theorem is proven in [Gut12] . It also follows easily from the Proof. Let dim(X) = n ∈ N. We will use the following representation (X × X)\(△∪(P ×P )) = D 1 ∪D 2 where D 1 = (X ×X)\(△∪(P 6n ×X)∪(X ×P 6n )) and D 2 = (P 6n × (X \ P )) ∪ ((X \ P ) × P 6n ). Assume (x, y) ∈ D 1 . We claim we can find i 0 = 0, i 1 , . . . , i 2n so that T i 0 x, . . . , T i 2n x, T i 0 y, . . . , T i 2n y are pairwise distinct. Indeed if y / ∈ orb(x) this is trivial. Likewise if x / ∈ P and y = T l x for some l ∈ N, define i k = k(l + 1), k = 0, 1, . . . , 2n. Finally if y ∈ orb(x) and x ∈ P , then by assumption x ∈ P N \ P N −1 for N > 6n. To find i 0 = 0, i 1 , . . . , i 2n invoke Lemma A.3. We can thus find open sets U x , U y ⊂ X so that x ∈ U x , y ∈ U y and so that
be an open set with x ∈ U and so that
As X × X is second-countable, every subspace is a Lindelöf space. We can therefore choose a closed countable cover of D 1 ∪D 2 = (X ×X)\(△∪(P ×P ))
(see Subsection 2.9 for more explanations).
Proof. Let U 1 , U 2 ⊂ X be the open sets so that x ∈ U 1 , y ∈ U 2 and 
and choose q W ∈ W so that {q W } U ∈α j is a collection of distinct points in X. By Lemma A.9 (with n 1 = n 2 = 2n + 1, note F (
Fix z ∈ U j and k ∈ {0, 1, . . . , 2n}. As by property (2)
The first term on the righthand side is bounded by ǫ 2 by property (1).
and ||f −f || ∞ < ǫ.
Assume for a contradiction
which is a contradiction to property (3).
Proof. Assume w.l.o.g that (x, y) ∈ (X \ P ) × H m with 1 ≤ m ≤ 6n. Let U, W be the sets with U ∩ W = ∅ so that K (x,y) = U × W . Recall one has chosen S ∈ N so that n + 1
We will show that there exists a continuous function f :
k=0 and choose q V ∈ V so that {q U } U ∈γ is a collection of distinct points in X. By Lemma A.11 (with N = 2S + 1, λ = 1), there exists a continuous function F :
with the following properties:
We conclude as in Proposition 8.2 that there is f :
9. Infinite dimensional Jaworski-type theorem 
Proof. By Theorem 9.3 below, there is an embedding I g × π : (X, T ) ֒→
Jaworski's Theorem (see Subsection 2.7) there is a continuous mapping h : 
Proof. Fix ǫ > 0. Denote:
realizes an embedding is an ǫ-embedding. We define: be an open cover so that D(α N +1 ) = ord(γ). We have thus ord(γ) <
i=0 . By (9.2), according to Lemma 5.6 of [Lin99] , one can find a continuous function F :
(3) If for some 0 ≤ l < N − 4S and λ ∈ (0, 1] and x, y, x ′ , y ′ ∈ X so that:
then there exist U ∈ γ so that x, x ′ ∈ U .
By Theorem 6.1 (Z, S) has the marker property. By Theorem 7.3 (Z, S)
has the strong topological Rokhlin property. We therefore have a continuous function n : Z → R so that for E n = {y ∈ Z | n(Sy) = n(y) + 1}, it holds that E n ∩ S i (E n ) for i = 1, 2, . . . , 2M − 2) are pairwise disjoint. Let
f is continuous by the argument appearing on p. 241 of [Lin99] . By the argument of Claim 1 on p. 241 of [Lin99] , as
ǫ . Fix x, y ∈ X. Assume for a contradiction f (T a x) = f (T a y) for all a ∈ Z and π(x) = π(y). The latter equality implies π(T a x) = π(T a y) for all a ∈ Z, which implies n(π(T a x)) = n(π(T a y)) for all a ∈ Z. Notice that by Remark 7.2 there is at most one index −
for all a ∈ Z:
As the conditions of Lemma 5.6 of [Lin99] are fulfilled then by property (3),
2 ≤ r − a ≤ 0 we can find V ∈ α, so that x, y ∈ V . As x, y were arbitrary and max U ∈α diam(U ) < ǫ, we conclude that for every z
Proof. Let f ∈ D π ǫ . We claim there exist τ > 0 so that for every z ∈
Notice that by the definition of D π ǫ (equation (9.1)), the previous claim is true when B τ (z) is replaced by z. Now assume for a contradiction that the claim does not hold. Then for all i ∈ N, one can find z i ∈ R, x i , y i ∈ X, , so that
By compactness there exist x, y ∈ X so that d(x, y) ≥ ǫ and I f × π(x) = I f × π(y). This is a con-
Appendix .
Lemma A.1. Let n ∈ N. (X, T ) has a closed n-marker iff (X, T ) has an open n-marker.
Proof. Let F be a closed n-marker such that {T i (F )} m i=1 cover X for some m ∈ N. Let ǫ > 0 be such that B ǫ (F ) ∩ T i B ǫ (F ) = ∅ for i = 1, 2, . . . , n − 1.
Define U = B ǫ (F ). Clearly U is an open n-marker. Now let U be an open n-marker. Let ǫ > 0 be the Lebesgue number for the covering {T i (U )} m i=1 , i.e. for every x ∈ X, there exists
Proof. We repeat the argument of Lemma III.4 on p.21 of [Jaw74] . Fix f ∈
Notice that α |K > 0 and that α is lower semicontinuous, i.e. for any a > 0 {(x, y) ∈ K| α(x, y) ≤ a} is closed. The latter implies α attains a minimum ǫ on K and the former implies ǫ > 0. Conclude that for g ∈ C(X, [0, 1] d ),
Proof. Start by defining
be given by h(t) = 1 for t ≥ 1, h(t) = t for 0 ≤ t ≤ 1 and h(t) = 0 for t ≤ 0. 
The result now follows from Fubini's Theorem. 
then there exist continuous functions
Proof. Note that as α i are open covers of disjoint sets, then if U ∈ α 1 and V ∈ α 2 , then U ∩ V = ∅. Let {ψ U } U ∈α i be a partition of unity subordinate
The left-hand side (right-hand side) of (A.3) is a convex combination of at most ord(α 1 )+1 (ord(α 2 )+1) vectors. Therefore the total number of vectors is bounded by |α 1,
are linearly independent and we can invoke Lemma A.8, to conclude that al-
are affinely independent. This implies (A.3) holds almost surely as the sum of coefficients
and span(( v U ) ⊕n 1 | U ∈ α 2,y ′ ) are complementary linear subspaces and { v U } U ∈α 1,x ′ are linearly independent. This implies (A.3) holds almost surely. Indeed notice that the null vector 0 is the only vector which belongs to both subspaces.
As { v U } U ∈α 1,x ′ are linearly independent and ψ U (x ′ ) > 0 for all U ∈ α 1,x ′ the linear combination on the left hand side does not equal the null vector. As there is a finite number of constraints of the form (A.3), we can therefore
so that both property (1) and property (3) hold. Finally property (2) holds trivially as 
Proof. Let {ψ U } U ∈α be a partition of unity subordinate to α so that ψ U (q U ) = 1. Let v U ∈ ([0, 1] d ) n , U ∈ α be vectors that will be specified later. Define: 
The matrix has nd rows. The number of columns of the matrix is bounded by 2(ord(α) + 1) ≤ 2( 
We now treat the case when there are exactly nd + 1 vectors in M. Note that nd + 1 = 2(ord(α) + 1) is even. The proof will be achieved by induction on k for the following statement: Given 2k symbolic vectors of length 2k − 1 in a (2k − 1) × 2k matrix M k so that the same symbol does not appear twice in any row and in any column and such that the same symbol appears at most twice in M k , then these 2k vectors are almost surely affinely independent.
Obviously the case k = Consider N k the (symbolic) (2k − 1) × (2k − 1) square matrix, obtained by subtracting the last column vector (which does not contain v s,t = v s ′ ,t ′ ) from each column, and by erasing the last column vector:
It is enough to show that almost surely det(N j ) = 0. Denote by P = {v i,j } (i,j) =(s,t),(s ′ ,t ′ ) the collection all symbolic elements except v s,t = v s ′ ,t ′ .
Note:
(A.5) det(N k ) = ±D((s, t), (s ′ , t ′ ))v We conclude by the induction assumption that almost surely M k−1 consists of 2(k − 1) affinely independent column vectors of length 2(k − 1) − 1. This implies that det(N k−1 ) = 0 almost surely in P . By (A.5) almost surely in P ∪ {v s,t }, det(N k ) = 0.
The following Lemma is closely related to Lemma 6.5 of [Lin99] and is borrowed from [Gut12] . (1) ∀U ∈ γ, ||F (q U ) −ṽ U || ∞ < ǫ 2 , (2) ∀x ∈ X, F (x) ∈ co{F (q U )| x ∈ U ∈ γ}, Proof. Let {ψ U } U ∈γ be a partition of unity subordinate to γ so that ψ U (q U ) = 1. Let v U ∈ ([0, 1] d ) N , U ∈ γ be vectors that will be specified later. Define:
For x ∈ X define γ x = {U ∈ γ| ψ U (x) > 0}. Let λ 0 = 1 − λ, λ 1 = λ. Write (A.6) explicitly as:
Note that dim(V n 2S ) = nd and the left-hand side of (A.7) is a convex combination of at most 2(ord(γ) + 1) vectors. Note d(x 1 , x 2 ) > max W ∈γ diam(W ) implies γ x 1 ∩ γ x 2 = ∅. E-mail address: y.gutman@impan.pl
