Conjunctive grammars were introduced in 2000 as a generalization of context-free grammars that allows the use of an explicit intersection operation in rules. Several theoretical results on their properties have been obtained since then, and a number of efficient parsing algorithms that justify the practical value of the concept have been developed. This article reviews these results and proposes numerous open problems.
Introduction
The generative power of context-free grammars is generally considered to be insufficient for denoting many languages that arise in practice: it has often been observed that all natural languages contain non-context-free constructs, while the non-context-freeness of programming languages was proved already in early 1960s. A review of several widely different subject areas led the authors of [5] to the noteworthy conclusion that "the world seems to be non-context-free".
This leaves the aforementioned world with the question of finding an adequate tool for denoting formal languages. As the descriptive means of contextfree grammars are not sufficient but necessary for practical use, the attempts at developing new generative devices have usually been made by generalizing context-free grammars in this or that way. However, most of the time an extension that appears to be minor leads to a substantial increase in the generative power (context-sensitive and indexed grammars being good examples), which is usually accompanied by strong and very undesirable complexity hardness results. The ability to encode hard problems makes a formalism, in effect, a peculiar low-level programming language, where writing a grammar resembles coding in assembly £ School of Computing, Queen's University, Kingston, Ontario, Canada K7L 3N6, okhotin@cs.queensu.ca.
language, while subsequent attempts to comprehend what the grammar does are no easier than reading machine code. Taking into account that even the basic decision problems often become intractable, this diminishes the practical value of such a generalization. So the question is, how to extend the context-free grammars slightly, so that their delicate features would not get distorted by excessive generative power?
Some of the work on slightly extending context-free grammars concentrated on representing languages as intersections of context-free languages: several theoretical results on finite intersections of context-free languages [9, 11, 30 ] and deterministic context-free languages [30] were obtained, and practical applicability of such intersections to computational linguistics was discussed [9] . However, despite the increased generative power of the concept and its computational feasibility, this study remained purely theoretical -probably because a tuple of context-free grammars with implicit intersection on top looks too cumbersome as a generative device for actual use.
Conjunctive grammars, introduced in 2000, use a more general and uniform approach of allowing the use of an explicit intersection operation in the body of any rules of the grammar. This increases the generative power even beyond finite intersections of context-free languages, and at the same time allows the model to remain no less convenient for practical use than ordinary context-free grammars. Moreover, many of the known parsing algorithms for context-free grammars turn out to have direct analogs for conjunctive grammars, and these analogs usually have the same computational complexity as their prototypes, which makes conjunctive grammars fit for practical use.
Let us briefly state the known results on this family of grammars. The language denoted by a conjunctive grammar is defined using derivation (which generalizes the context-free derivation), and every such derivation can be represented in the form of a tree, possibly with shared leaves [13] . The semantics of conjunctive grammars is also characterized by least solutions of systems of language equations with unrestricted concatenation, union and intersection [15] , similarly to the context-free case. Conjunctive languages are known to be closed under union, intersection, concatenation, star [13] and inverse homomorphism [26] . They are not closed under quotient and homomorphism [13] .
A subclass of conjunctive grammars called linear conjunctive grammars, defined by restricting the use of concatenation as in linear context-free grammars, is known to be computationally equivalent to trellis automata [3, 23] , and thus to one-way real-time cellular automata [6] and to a certain restricted type of Turing machines [8] . The language family they all generate is incomparable with context-free languages [29] . It contains many interesting languages, such as Ò Ò Ò Ò ¼ , ÛÛ Û ¾ £ [13] , the von Dyck language [3, 6] , the language of all accepting computations of a given Turing machine [20] , and some P-complete languages [8, 22] . This family is closed under union, intersection, complement [6, 20] , inverse homomorphism [4] , inverse gsm mapping [8] , quotient with finite languages [20] , and several subcases of concatenation (with regular languages; over disjoint alphabets; through a center marker, etc.) [8, 20] ; it is not closed under general concatenation [29] , under¯-free homomorphism [4] , and under quotient with regular languages [20] . The questions of implementing linear conjunctive grammars using their automaton representation are addressed in [18, 21] .
Many widespread context-free recognition and parsing algorithms are known to have generalizations for the case of conjunctive grammars: there exist extended versions of Cocke-Kasami-Younger [13] , LL and recursive descent [14] , Graham-Harrison-Ruzzo [16] and generalized LR [17] parsing algorithms, as well as an Ò ¾ ¾-time recognition method for linear conjunctive grammars based upon trellis automata [23, 18] . These generalizations, except LL, retain the complexity of their prototypes. All existing parsing algorithms for conjunctive grammars have been implemented in the parser generator [19] .
In the rest of this article the mentioned results are explained in more detail, numerous open problems are listed, and some directions for future research are suggested. Similarly to the context-free case, a conjunctive grammar is called linear conjunctive if every rule it contains is either of the form
Definition

Grammars, formulae, derivation
The semantics of conjunctive grammars is defined using derivation, generally in the same way as in the context-free case. The only difference is in the objects being transformed: while context-free derivation operates with strings over ¦ AE (i.e., formulae over concatenation), a derivation in conjunctive grammars uses formulae over concatenation and conjunction.
In order to denote such formulae as strings, special symbols, "´", "²" and "µ", are added (assuming that none of them is in ¦ AE), and the work alphabet ¦ AE "´" "²" "µ" is used. Now the set of conjunctive formulae corresponding to a grammar ´¦ AE È Ëµ is defined inductively as follows:
i.¯is a conjunctive formula.
ii. Every symbol from ¦ AE is a formula.
iii. If and are nonempty formulae, then is a formula.
iv. If ½ Ò´Ò ½µ are formulae, then´ ½ ² ² Ò µ is a formula. It can be proved that right parts of (1) and (2) are indeed formulae, which makes the definition consistent. Let µ £ be the reflexive and transitive closure of µ.
The language generated by a formula with respect to a grammar can now be defined as the set of all strings over ¦ derivable from in zero or more steps:
The language generated by the grammar is the set of all strings over ¦ derivable from its start symbol: Ä´ µ Ä ´Ëµ.
The following basic result on the language generated by a formula [13, Th. 1] shows that it inductively depends on the formula's structure, with the connectives corresponding to operations with languages. Let ´¦ AE È Ëµ be a conjunctive grammar. Then for all ¾ ¦, ¾ AE, Ò ½ and formulae , , ½ Ò ,
Writing down the equalities (4c) for every nonterminal of a grammar and using (4a,4b,4d,4e) to interpret the connectives, one obtains a certain system of language equations that uses explicit union, intersection and concatenation; in these terms, the result of [13, Th. 1] basically means that for any grammar , where AE ½ Ò , the vector of languages´Ä ´ ½ µ Ä ´ Ò µµ is a solution of this system. Such systems of language equations were investigated in [15] , where, using the same elementary fixed point theory as in the context-free case, it was shown that the mentioned solution is always the least solution of a grammar. forms the induction basis. Another grammar for the same language is given in [20] ; it contains as many as seven nonterminals, but, unlike the grammar above, it is linear conjunctive.
Examples of grammars
One of the most common examples of a non-context-free language, ÛÛ Û ¾ £ , forms a more interesting case, because it is provably not expressible as a finite intersection of context-free languages [30] . Let us give a linear conjunctive grammar for this language and explain how it works. 
Let us construct a derivation of the string to demonstrate that it is generated by the given grammar:
Ë µ´ ² µ µ´´ µ² µ µ´´ ´ µ µ² µ µ´´ ´ ´µ µ µ² µ μ´ ´ µ µ² µ µ´´ µ² µ µ´ ² µ µ´ ²´ ² µµ μ ²´ ´ µ² µµ µ´ ²´ ´ ´ µ µ² µµ μ ²´ ´ ´´µ µ µ² µµ µ´ ²´ ´ ´ µ µ² µµ μ
It is important to note that the construction essentially uses the center marker, and therefore this method cannot be applied to writing a conjunctive grammar for the language ÛÛ Û ¾ £ . The question of whether ÛÛ Û ¾ £ can be denoted by a conjunctive grammar remains an open problem. Several other noteworthy languages are known to be expressible using conjunctive grammars -probably the most interesting are the languages of all accepting computations of Turing machines (a source of many undecidability results) and some P-complete languages [8, 22] . Both can be denoted using linear conjunctive grammars, as well as all the languages mentioned earlier in this section. Generative capacity of linear conjunctive grammars will be addressed again in Section 3.3.
Derivation trees
The theory of parsing for context-free grammars is based upon the representation of a context-free derivation in the form of a tree. It turns out that the notion of derivation tree can be extended to conjunctive grammars, where it becomes a tree with shared leaves. Let ´¦ AE È Ëµ be a conjunctive grammar and let be a nonterminal. A certain tree with shared leaves is associated with every derivation µ µ of zero or more steps, where is an arbitrary formula. The leaves of such a tree are labeled with symbols from ¦ AE ¯ , where nonepsilon leaves correspond to terminal and nonterminal symbols from , and a leaf can have in-degree of more than one only if it is labeled with a terminal symbol. Internal vertices of the tree are labeled with the rules used in the derivation. Outgoing arcs in each vertex are considered ordered.
A tree corresponding to a derivation is defined inductively on the length of derivation: the tree corresponding to a zero-length derivation is a single node labeled with ; for every application of a rule from È to a nonterminal, the corresponding leaf of the tree is supplied with descendants in the same way as in the context-free case (ignoring the conjunction signs); for every rewriting of Û² ²Ûµ by Û, the leaves corresponding to the substrings being merged are merged as well.
A detailed treatment of derivation trees for conjunctive grammars can be found in [16, 17] . For an example of a derivation tree, consider the grammar for the language ÛÛ Û ¾ £ given in Section 2.2, and the provided derivation of the string ; the tree corresponding to that derivation is given in Figure 1 .
Binary normal form
A normal form for conjunctive grammars that naturally extends context-free Chomsky normal form was proposed in [13] . A conjunctive grammar There exists an algorithm to convert a given conjunctive grammar to an equivalent grammar in the binary normal form [13] . The conversion, similarly to the context-free case, is done in three stages:
i. Removal of epsilon conjuncts (those of the form ¯). Given a conjunctive grammar , one can construct a grammar ¼ that contains no rules of the form
such that Ä´ ¼ µ Ä´ µ Ò ¯ . The standard technique of computing the set of nonterminals that derive¯and then reconstructing the set of rules is used.
ii. Removal of unit conjuncts (those of the form , where that contains no rules of the form « ½ ² ²« ½ ² ²« ·½ ² ²« Ò´ ¾ AEµ (8) such that Ä´ ¼¼ µ Ä´ ¼ µ. As proved in [13] , this can be done by finitely many instantiations of rules for in the rules of the form (8).
iii. Finally, once every conjunct in the grammar is either of the form , or of the form 
A recognition algorithm
Conjunctive grammars in the binary normal form can be parsed using an extension of the Cocke-Kasami-Younger algorithm [13] . Like in the context-free case, define a so-called recognition matrix, which is an upper-triangular matrix of sets of nonterminals that derive the substrings of the input string. Let ´¦ AE È Ëµ be a conjunctive grammar in the binary normal form. The recognition algorithm that implements this computation [13] therefore works in cubic time and proves that every conjunctive language is in DTIME´Ò ¿ µ.
But this does not give a polynomial upper bound for the complexity of the general membership problem, which is to determine whether Û ¾ Ä´ µ for given and Û, because no polynomial upper bound for the blowup in grammar size in the course of transformation to the binary normal form is known. However, a polynomial solution for the membership problem for conjunctive grammars and its consequent P-completeness was obtained in [16] by refraining from grammar transformation.
Linear conjunctive grammars
Although linear conjunctive grammars were introduced in 2000 together with conjunctive grammars [12, 13] , the family they generate has been studied long before [6, 3] . It is now known [23] that the following formalisms define the same family of languages: one-way real-time cellular automata [6] , trellis automata [3, 2, 4], a certain very restricted type of Turing machines [8] , linear conjunctive grammars [13, 23] , language equations with union, intersection and linear concatenation [15] and the recently introduced linear Boolean grammars [24] . Numerous characterizations in terms of different areas of theoretical computer science make this subclass of conjunctive grammars worth particular attention. Every linear conjunctive grammar can be effectively transformed to an equivalent grammar in the linear normal form [13] by first removing epsilon conjuncts and unit conjuncts using the same grammar transformations as in Section 2.4 (these transformations are known to preserve linearity of a grammar), then cutting long conjuncts until all of them are of the form , and , and finally removing the rules with contradicting conjuncts (e.g., ² , where ), which obviously cannot be used in any successful derivation.
Linear normal form and a recognition algorithm
Let Ì be as in (9 The time required for computing (12) does not depend on the length of the input, and thus a recognition algorithm for linear conjunctive languages can be constructed to work in Ç´Ò ¾ µ time.
Automaton representation
Triangular (real-time, homogeneous) trellis automata are a particular case of systolic trellis automata [3, 4] , in which the connections between nodes form a figure of triangular shape, as shown in Figure 2 . These automata are used as acceptors of strings loaded from the bottom, and the acceptance is determined by the topmost element. In the following they will be referred to as just trellis automata. In their original definition, trellis automata cannot handle the empty string, because, naturally, a triangular trellis, such as in Figure 2 , cannot be of size zero. However, neither linear conjunctive grammars nor the earlier studied class of sequential machines equivalent to trellis automata [8] have problems of this kind. Aiming to enhance a weaker concept rather than decapacitate a stronger one, in makes sense to define a slightly extended version of trellis automata, straightforwardly equipping them with a means to accept or reject the empty string: 
In [23] it was proved that a language is generated by a linear conjunctive grammar if and only if it is accepted by a trellis automaton.
The grammar-to-automaton construction methods given in [23] are based on subset construction and thus always involve exponential blowup. A more practical method is given in [18] , which allows, for instance, to convert the grammar for the language ÛÛ Û ¾ £ given in Section 2.2 to a 35-state automaton.
On the other hand, a superpolynominal lower bound for the succinctness tradeoff between linear conjunctive grammars and trellis automata is proved in [21] .
Generally, the relationship between these grammars and these automata resembles that between regular expressions and DFAs: the former are better suited for human use, while the latter are easier to implement. A survey of other formal systems computationally equivalent to these two is given in [23] .
Languages generated
As shown in Section 2.2, for some linear conjunctive languages, such as ÛÛ Û ¾ £ , one can construct a grammar relatively easily; in [20] the idea of construction of this grammar is extended to produce a grammar for the language of all derivations in a fixed finite string-rewriting system, and consequently for the language of all computations of any fixed Turing machine. By the results of [23, 18] , all such grammars can be directly converted to trellis automata, and in most cases it would be much harder to construct these automata manually.
On the other hand, some languages admit a natural and succinct representation using trellis automata, while no human-readable linear conjunctive grammar for them has been constructed so far. One such example is the known von Dyck language of strings of matching parentheses; the general idea of constructing a one-way real-time cellular automaton for this language was given in [6] , while an actual construction of a trellis automaton was independently done in [3] . Another example of this kind is the language Ò ¾ Ò Ò ½ , which can be accepted by a trellis automaton that counts from 1 to ¾ Ò in binary notation, as shown in [8] .
It has recently been proved [25] that every linear conjunctive language is generated by a linear conjunctive grammar with as few as two nonterminals. On the other hand, one nonterminal is not enough even for some regular languages, e.g., £ , which yields a classification of this family into one-nonterminal and twononterminal languages. However, it turns out that one-nonterminal grammars, which are equivalent to one-variable language equations with union, intersection and linear concatenation, can still denote some P-complete languages, and generally every linear conjunctive language can be represented as an intersection of a one-nonterminal linear conjunctive language with a regular language [25] .
General properties
Although the membership problem for conjunctive grammars is decidable in polynomial time, the rest of the commonly considered problems -e.g., emptiness, finiteness, equivalence, inclusion, regularity or context-freeness -are undecidable already for linear conjunctive grammars [13, 20] .
Let us discuss the position of conjunctive and linear conjunctive languages in the hierarchy of language families. Every linear context-free grammar is both context-free and linear conjunctive, while every context-free and every linear conjunctive grammar is conjunctive. Therefore, the families of context-free and linear conjunctive languages both are subsets of the family of conjunctive languages, and each of them contains all linear context-free languages.
In order to show that these inclusions are proper, let us consider a few examples of languages. The language ÛÛ Û ¾ £ [13] is linear conjunctive, but not context-free. Another language Ò Ò Ò ´ µ £ Ò discovered by V.
Terrier [29] is a linear context-free language by itself, but its square, although obviously context-free, is known not to be linear conjunctive [29] (the actual proof in [29] is, of course, done in terms of one-way real-time cellular automata; the equivalence result of [23] extends it to linear conjunctive grammars). This shows that these two families are incomparable subsets of the family of all conjunctive languages. There exist conjunctive languages which are neither context-free nor linear conjunctive, and Ä ¾ Ì ÖÖ Ö ÛÛ is an example of such a language. As mentioned above, the family of linear context-free languages is included in the intersection of context-free and linear conjunctive languages. In order to show that this inclusion is proper, consider the von Dyck language over a binary alphabet, normally defined using a context-free grammar Ë Ë ËË ¯. It is linear conjunctive [3, 6] , but it is known not to be linear context-free, which proves our claim of strictness of inclusion. The relationship between the main subsets of conjunctive languages is outlined in the Figure 3 [12] of converting a given conjunctive grammar to a linear bounded automaton, which implies that conjunctive languages form a subset of context-sensitive languages; another stronger method (with proof to be published) converts a certain generalization of conjunctive grammar to a deterministic linear bounded automaton [24] . Since no method of showing a context-sensitive language to be nonconjunctive has been discovered, it is still not known whether this inclusion is proper. It can only be noted that it can easily be proved to be proper under the assumption that P PSPACE [13] . Nothing is known on the relationship between conjunctive grammars and other known families of languages, such as the Boolean closure of context-free languages, and its proper subset, the co-context-free languages.
Closure properties of conjunctive grammars are partially known. It is easy to prove that the language family they generate is closed under union, intersection and concatenation (by taking two grammars with start symbols Ë ½ and Ë ¾ and producing a new grammar with a new start symbol Ë, equipped with rules Ë Ë ½ Ë Ë ¾ , Ë Ë ½ ²Ë ¾ and Ë Ë ½ Ë ¾ respectively), as well as under Kleene star (using a new start symbol Ë with rules Ë Ë ½ Ë Ë ¯ ) [13] . By a technically complicated but intuitively clear construction it was proved that they are closed under inverse homomorphism [26] . Nonclosure under homomorphism follows from the classical representability results for recursively enumerable languages [7] , while nonclosure under¯-free homomorphism was conjectured in [22] , because the opposite would imply P NP. Closure properties of linear conjunctive grammars have been studied much better. If a grammar representation is used, they are immediately seen to be closed under union and intersection. The first proof of their closure under complement was given in [20] , which included an effective procedure for constructing a negation of a given grammar. When trellis automata are used, the closure under complement becomes self-evident, as it suffices to invert the set of accepting states, while the closure under union and intersection can be proved by a standard direct product construction [3, 6] . Nonclosure under concatenation and even under square follows from [29] , while the question of closure under different types of homomorphism was studied in [27] with a negative answer on unrestricted¯-free homomorphism. However, every inverse homomorphism preserves the class of linear conjunctive languages [4, 8] .
It remains an open problem whether linear conjunctive languages are closed under Kleene star; perhaps, a negative answer could be obtained using the method of [29] ; probably it would make sense to try proving that Ä £ Ì ÖÖ Ö is not a linear conjunctive language.
Recognition and parsing
As mentioned in the Introduction, one of the arguments for the practical value of conjunctive grammars is the existence of efficient recognition and parsing algorithms [13, 14, 16, 17, 18] . The algorithm is applicable to any conjunctive grammar, works in cubic time, uses quadratic space and can construct a parse tree of the input either along with computing the matrix or after the matrix is computed [16] . If the grammar is linear, then the complexity is reduced to quadratic time and Ç´Òµ space. However, in order to achieve the Ç´Òµ space complexity, one has to sacrifice the possibility of parse tree construction.
Tabular algorithm for arbitrary grammars
Top-down parsing and recursive descent
A context-free strong LL( ) top-down parser attempts to construct the leftmost derivation of an input string, using lookahead symbols to determine the rules to apply to nonterminals, and a pushdown store to hold the right parts of the sentential forms that constitute the derivation. Left parts of sentential forms are prefixes of the input string that are being compared with the input symbols and then discarded.
The conjunctive generalization of this algorithm [14] uses tree-structured pushdown to handle multiple branches of computation simultaneously, thus ensuring that substrings of the input string are derived from every conjunct of a rule.
The precomputed parsing table used by this algorithm is a mapping from AE ¢ ¦ to the set of rules of the grammar, where ¦ denotes Û Û ¾ ¦ £ Û . In its deterministic case the algorithm is applicable to a subclass of conjunctive grammars. Although there exist grammars even for the simplest languages on which the algorithm works in exponential time and uses exponential space, its complexity is nevertheless linear for some practical cases, which include the intersection closure of context-free LL( ) languages. Similarly to context-free LL, the conjunctive LL parsing method can be implemented manually using a variation of the recursive descent technique.
LR parsing
The Generalized LR parsing algorithm for context-free grammars, introduced by Tomita in 1986, is a polynomial-time implementation of nondeterministic LR parsing that uses a graph-structured stack to represent the contents of the nondeterministic parser's pushdown for all possible branches of computation at a single computation step.
The same idea of graph-structured pushdown turns out to be suitable for parsing conjunctive grammars. While generalized LR parsing uses graph-structured pushdown merely to simulate nondeterminism whenever it arises, the extension of this algorithm for the conjunctive case [17] additionally relies on doing several computations at once for implementing the conjunction operation. In order to reduce by a rule, it requires multiple paths corresponding to the conjuncts of the rule to be present in the graph at the same time. Instead of defining a particular way of constructing a parsing table, the algorithm was proved correct for any table that satisfies the requirements listed in [17] , and an extension of context-free SLR( ) method conforming to these requirements was developed.
Although internally the algorithm is somewhat different from the context-free generalized LR, it looks very much the same from the user's side, and hence one could expect it to be as suitable for practical use as the context-free generalized LR has proved to be. The algorithm is applicable to any grammar and can be implemented to work in no more than Ç´Ò ¿ µ time. In many common cases it is even faster: for instance, it is known to work in linear time for the Boolean closure of deterministic context-free languages [17] .
This completes the list of the known parsing methods for conjunctive grammars. Almost all context-free algorithms of significance have been generalized for the case if conjunctive grammars; polylogarithmic-time parallel recognition algorithms, such as Rytter's algorithm [28] , form the only exception. However, it is likely that any generalization of these algorithms would have time complexity greater than polylogarithmic, as the opposite would imply NC P [22] , which is generally believed not to be the case.
Open problems
The existing results on efficient parsing for conjunctive grammars [13, 14, 16, 17, 18] are probably already sufficient for using them in the applications (especially given the parser generator [19] ), and provide a certain justification of the practical value of the concept. However, the study of the theoretical properties of this language family [13, 15, 20, 21, 22, 23, 25, 26, 27] seems to be quite far from completion, with the very basic issues still unsolved.
Perhaps the most crucial thing that ought to be done in order to advance the study of conjunctive grammars is to invent a method of proving context-sensitive languages not to be expressible by conjunctive grammars. For context-free languages, one such method is given by the pumping lemma. Already for finite intersections of context-free languages an analog of pumping lemma cannot exist, since these languages do not possess bounded growth property; still the results of [11, 30] cover some important cases of inexpressibility as such intersections. However, there are no results of this kind for conjunctive grammars, and no single context-sensitive language have been proved to be not conjunctive. It can be conjectured that ÛÛ Û ¾ £ , ¾ Ò Ò ¼ and all NP-hard sets should be such languages, but no proofs of these facts have been devised so far.
A similar question for linear conjunctive grammars has been addressed and partially answered. Using a counting argument, one can prove some languages to be not linear conjunctive: e.g., the square of Terrier language [29] or the language Ò ¾ ´Òµ Ò ½ for any superlinear function AE AE. In [20] , every linear conjunctive language over unary alphabet was shown to be regular.
This brings us directly to the question of whether conjunctive grammars of general form over unary alphabet can generate nonregular languages, which is an interesting number-theoretic problem in itself. Although a negative answer could be conjectured, attempts of proving it meet certain difficulties. While the proof of the similar fact for context-free grammars is already quite nontrivial and essentially relies on the pumping lemma, in the more general case of conjunctive grammars there is no pumping lemma to rely upon, and thus an entirely new proof should be found. If such a proof can be found, it would imply an entirely new proof for the context-free case, which would be interesting in itself. However, it should be noted that language equations with concatenation and complement only over a unary alphabet actually can denote a certain nonregular language [10] , which makes the question of whether union, intersection and concatenation can denote one even more interesting and challenging.
The current state of research and bibliography on conjunctive grammars is maintained at http://www.cs.queensu.ca/home/okhotin/conjunctive/ Since this class of grammars can potentially be used instead of context-free grammars in the language-processing tasks where the generative power of context-free grammars does not suffice, this gives a reason to continue the study of their theoretical properties -for instance, to solve open questions listed above. Another suggested direction of study is to try to invent some new formalism based upon conjunctive grammars that would be even more expressive and would still inherit the good properties of context-free grammars. The recently introduced Boolean grammars [24] , which have semantics based entirely upon language equations, constitute an attempt of this kind.
Investigating all these issues and building a complete theory of conjunctive grammars and related formal systems could become a good contribution to formal language theory.
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