We reported the result of long term optical variability of the blazar In search for periodicity in the R passband light curve, we performed Jurkevich test and power spectral (Fourier) analysis methods, and CLEANest algorithms to remove false signals. We found possible periods of 3.55 and 1.58 years. The possible mechanism for the periodic variability was discussed.
Introduction
BL Lac objects (BLs) and flat spectrum radio quasars (FSRQs) are collectively known as blazars and belong to a subclass of radio-loud active galactic nuclei (AGNs). FSRQs include the highly polarized quasarsHPQs, the optically violently variables quasars-OVVs, core-dominated quasars-CDQ, and even superluminal sources-SM. Blazars are characterized by large and violent flux variations, high and variable polarization, predominantly non-thermal emission at almost entire electromagnetic spectrum and relativistic electrons tangled with magnetic field in a relativistic jet nearly pointing towards our line of sight (see Urry & Padovani 1995 for a review). The variability time scales of blazars range from a few minutes to several years and can be broadly divided into three classes viz. micro-variability or intra-day variability (IDV), short term variability and long term variability. Time scales for micro-variability, short term variability and long term variability are a few minutes to less than a day, a few days to less than a month and months to several years respectively (Fan 2005) .
Photometric observations of blazars is an important tool to construct their light curves and study the flux variation behavior on the diverse time scales. Blazars are known to show occasional, unpredicted outbursts. The origin of these outbursts is not yet well understood. It was found to be common that the light curves of blazars show slow variations over the time scale of years (Fan 2005) .
Searching for periodicity in the long term light curve of blazars is an important tool to predict and catch major outbursts. After the periodicity reported in the blazar 3C 120 (Jurkevich 1971) , some other sources were also claimed to show periodicity in their light curves (e.g. Ciprini et al. 2003; Ciprini et al. 2004; Clements et al. 2003; Fan et al. 1997; Fan et al. 1998a; Fan et al. 2002; Fiorucci et al. 2004; Kidger et al. 1992; Lainela et al. 1999; Liu & Xie 1995; Manchanda 2002; Raiteri et al. 2001; Sillanpäa et al. 1988; Zhang et al. 1999 and reference therein). On the basis of binary black hole model given by Sillanpäa et al. (1988) for the blazar OJ 287, they predicted that there should be an outburst in the blazar in the year 1994. The predicted outburst was really observed in OJ 287 in their OJ-94 project (Sillanpäa et al. 1996) .
To establish the reality of periods, we need long duration data. The lengthy data record required to demonstrate for periodicity depends on signal-to-noise ratio, systematic errors, regularity in times of measurements and nature of the underlying variation. Perfectly evenly sampled data on a perfectly periodic variation might not be require for more than 1.5 periods to yield an accurate measurement of the period (Fan et al. 1998a) . But for most of the blazars, existing data samples do not produce evenly sampled data due to irregular telescope time allotment and sometimes cloudy sky condition in which observing run could not be carried out. In this situation, data for a much longer time span, say six times of the period, will be useful to demonstrate the possible period. Periodicity is not simply a random event but probably has some physical significance (Kidger et al. 1992 , also see Fan et al. 1997) .
4C 29.45 is an OVV located at z = 0.729 (Wills et al. 1983; Glassgold et al. 1983; Wills et al. 1992 ) and has shown large variation (Branly et al. 1996) , high and variable polarizations (P IR =28.06%, P opt =28%, Holmes et al. 1984; Mead et al. 1990 ) with its position angle, fraction of the optical polarization varying very dramatically (Hong et al. 1999) . It has also been noticed that the source shows short and long term optical flux variability (Noble & Miller 1996; Reith & Martin 2001; Ghosh et al. 2000) .
This source is one of our prime candidates for the long term monitoring in the optical pass bands from SHAO. In this paper, we presented the historical optical data of 4C 29.45 from the published literature and from our new VRI passbands observations during the period of 1997 to 2002. Section 2 presents the observations and data reduction technique, and results, in section 3 we report the data from the published literature, in section 4 the periodicity analysis, in section 5 the optical and radio correlation, in section 6 discussion and conclusions are given.
Observations and the data reduction

Observations
Photometric observations of 4C 29.45 were carried out in BV Johnson and RI Cousins pass bands using a liquid nitrogen cooled 200 series 1K × 1K CCD detector at f/10 Cassegrain focus of the 1.56 m telescope at SHAO, China. The each pixel of the CCD detector projected on the sky corresponds to 0.25 ′′ in both the dimensions. The entire CCD chip covers ∼ 4.3×4.3arcmin
2 on the sky. The seeing at SHAO usually varied from 1.2 ′′ to 1.5 ′′ during our observing runs. Several bias frames were taken in each observing night, sky flats were taken during twilight hours and some times dome flats were also taken.
Data reduction
For each night, median bias and median flats were generated and used for image processing (removing internal effect of the CCD detector). Image processing (bias subtraction, flat field correction and cosmic rays removal) were done by using the standard routines in the IRAF software. Processing of the data (getting instrumental magnitude of standard stars and blazar in the field of the blazar 4C 29.45) was done by multiple concentric circular aperture photometric technique using APPHOT task of the IRAF software at Guangzhou University, Guangzhou, China and at Shanghai Astronomical Observatory, Shanghai, China using Pentium 4 computers.
We have used the method of our earlier papers (Fan, Qian & Tao 2001; Qian, Tao & Fan 2004 , see also Gu et al. 2006) for determining the differential magnitudes O − S 1 , O − S 2 and S 1 − S 2 where O, S 1 and S 2 are blazar, standard star 1 and standard star 2 respectively in the blazar field. We try to choose S 1 and S 2 of nearly similar brightness of O. In case, if we do not have S 1 and S 2 of nearly similar brightness of O, we accept O − S 1 , O − S 2 , and S 1 − S 2 ≤ 3 mag. This selection effect will not give large difference in the uncertainty determination in the O − S 1 , O − S 2 and S 1 − S 2 . When we have more than 2 standard stars in the blazar field satisfying our standard star selection criterion, we calculate the differential magnitude between these standard stars and the deviation in the differential magnitude. Finally, we select only two standard stars which have the least deviation. We investigate the variability of the blazar by using the variability parameter C introduced by Romero, Cellone & Combi (1999) (see also Cellone, Romero & Combi 2000; Fan, Qian & Tao 2001) . C is expressed as
where σ (O−S1) and σ (S1−S2) are the scatters of O − S 1 and S 1 − S 2 respectively. If C > 3, then the target source is variable.
The rms errors are calculated from the two standard stars using the following equation:
where m i = (m S1 − m S2 ) i is the differential magnitude of stars S 1 and S 2 while m = m S1 − m S2 is the differential magnitude averaged over the entire data set, and N is the number of the observations in a particular night. Our calculations show that the O − S 1 , O − S 2 and S 1 − S 2 for all four standard stars in the blazar 4C 29.45 field are not greater than 3 for V, R, and I band magnitudes. Therefore, we could easily select any two of these four stars (see Table 1 ) by using our selection criterion for standard stars discussed above for data calibration purpose. For data in V and R bands, we found star 1 and star 13 gave minimum deviation, so, we used star 1 as S 1 and star 13 as S 2 for calibrating our V and R bands data.
Since star 1 does not have I magnitude, we determined the I magnitude of the blazar in the following way. We calibrated the blazar separately by using star 13, star 14 and star 15. The calibrated I band magnitudes corresponding to star 13, star 14 and star 15 are called as m as the uncertainty of the magnitude. This method is also used to determine the magnitude and the magnitude uncertainty of the blazar when there were ≤ 2 sets of the observations present in a single night.
Observation results
The results of our photometric observations of 4C 29.45 during January 1998 to March 2002 in V and R bands, April 1997 to March 2002 in I band are given in Table  2 and plotted in Fig. 1 . Column 1 in Table 2 gives the Julian date, columns 2, 4, 6 represent V, R, I magnitudes respectively, columns 3, 5, 7 give the uncertainty in V, Table 1 . Standard stars name and magnitude in the field of the blazar 4C 29.45. In the last column of the table, 1 and 2 refer Raiteri et al. (1998) and Smith et al. (1995) Table 2 indicate the source to be variable with the variability parameter C being C V = 6.22, C R = 12.5, and C I = 5.92 for V, R and I bands respectively. We found micro-variability in the source on Jan. 25, 1998 (JD 2450839), 4σ variation of 0.3 mag in 1 hour in V band and 12σ variation of 0.48 mag over 80 minutes in I band.
3. Long-term optical photometry data 4C 29.45 is an important blazar and was often observed by different groups. We compiled the optical data of the source from the available literature (Ghosh et al. 2000; Glassgold et al. 1983; Katajainen et al. 2000; Mead et al. 1990; Raiteri et al. 1999; Sitko et al. 1982; Sitko & Sitko 1991; Smith et al. 1987; Smith et al. 1988; Villata et al. 1997; Webb et al. 1988; Wills et al. 1983; Xie et al. 1994 ) and our observations. The data points from the literature are listed in Table 3 , which shows clearly that most of observations are from the papers by , Villata et al. (1997) , Webb et al. (1988) , and Wills et al. (1983) . The data in the papers by and Villata et al. (1997) are given in the standard B, V (Johnson), and R (Cousins) bands. In Webb et al. (1988) , the U, B, and V data are in the standard Johnson UBV system, they listed 145 B data for 4C 29.45. For the data given in Wills et al. (1983) , we compared some of them with those in Webb et al. (1988) . We chose the data with the same observation time and found that those values given in the two literatures are quite consistent and that there is no system difference. For data given in Glassgold et al. (1983) , we compared those data that have the same observation time with those in Wills et al. (1983) and found that those values given in the two literatures are quite consistent. The data given in Raiteri et al. (1998) and Villata et al. (1997) are in the same system and there is no system difference. We also compared the data by Katajainen et al. (2000) with those by Raiteri et al. (1999) , and found that there is no clear difference for those data with the similar observation time. The data given by our monitoring programme are also in standard Johnson and Cousins system. Therefore, the data compiled in this paper are in the same passband system, there are no large system errors amongst the data. Some papers reported flux densities which were converted to magnitudes by using the original magnitude-flux density formula. No de-reddening correction was applied for the high galactic latitude (b II = 80 • ) of the object. We K-corrected all the magnitudes using the formula
where m and m ob are the magnitudes, in the source and the observer frames, redshift z = 0.729 for 4C 29.45, and α the spectral index (f ν ∝ ν −α ), here α = 1.7 was adopted from Fan & Lin (1996) .
The historical light curve covers a time span of 95 years . The data before 1974 are very sparse (Wills et al. 1983) , the post 1974 early photometric observations were made in UBVRI pass bands, but very recent observations were mainly made in VRI pass bands. The historical light curves were also shown by other authors Reith & Martin 2001) . Since the data before 1974 are very sparse, in our following analysis, we only consider the post-1974 UBVRI data as shown in Fig. 2 m .34 (17.03 − 11.69). We also determined the color indices from the compiled data and calculated the average color index values. They are U − B = 
Periodicity analysis
The light curves gave us an opportunity to analyze the periodicity in the light curve. As we discussed, for the data compiled in this paper there is no large system error, which will not affect the long-term periodicity analysis result. Since most data are available in R band, we only used R fluxes for the periodicity analysis. Firstly, we con- verted magnitudes to fluxes by using the magnitude-flux density formula. Secondly, in order to get nearly evenly sampled data, we averaged the flux into 5 days intervals and plotted the averaged light curve in the Fig. 4 . The upper panel shows the R light curve (in magnitude), the lower panel shows the 5-day averaged light curve (in flux in units of mJy), the number of 5-day averaged data sample is 326. The 5 days interval is short enough in comparing to the long-term periods (in years) and thus unlikely to distort much the long-term variation behavior. In the following section, we will adopt Jurkevich method and power spectral analysis to the averaged R data for periodicity analysis.
Jurkevich method
The Jurkevich method (Jurkevich 1971 ) is based on the expected mean square deviation, it does not require an evenly distributed data sample. So, it is less inclined to generate spurious periodicity than the Fourier analysis. It tests a run of trial periods around which the data are folded. All data are assigned to m groups according to their phases around each trial period. The variance V 2 i for each group and the sum V 2 Sm of all groups are computed. For the whole data, one can calculate the variance V 2 h . By virtue of the well known theorem on the addition variance, Jurkevich (1971) 
. If a trial period equals the true one, then V 2 m reaches its minimum. So, a "good" period will give a much reduced variance relative to those given by other false trial periods and with almost constant values. The computation of the variances has been described in the paper of Jurkevich (1971) . Kidger et al. (1992) introduced a fraction of the variance
where V 2 m is the normalized value. In the normalized plot, a value of V 2 m = 1 means f=0 and hence there is no periodicity at all. The best periods can be identified from the plot: a value of f ≥ 0.5 suggests that there is a very strong periodicity and a value of f < 0.25 suggests that the periodicity, if genuine, is a weak one. A further test is the relationship between the depth of the minimum and the noise in the "flat" section of the V 2 m curve close to the adopted period. If the absolute value of the relative change of the minimum to the "flat" section is large enough as compared with the standard error of this "flat" section, the periodicity in the data can be considered as significant and the minimum as highly reliable (Kidger et al. 1992 ). Here we consider the half width at half minimum as the "formal" error as done by Jurkevich (1971) .
It is possible that the distribution of the measurements, particularly for the data concentrating in groups can give spurious periods, which are equal to the interval of the time of the data groups. So, it is necessary to rule out the spurious period detection. To do so, we used the Monte Carlo method to produce synthetic "measurements" and then adopted the Jurkevich method to the synthetic "measurements". If the trial period obtained from the true measurements is also presented in the results obtained from the synthetic "measurements", then the period is likely caused by the distribution and should be discarded. By comparing the periods obtained from the real measurements and those from the synthetic "measurements", we can rule out the spurious periods caused by the data distributions. Therefore, the time for the synthetic "measurements" should be the same as that of the true observations. The "measurements" are produced as follows: the observing time is taken as the time of each synthetic "measurement" while the "measurements" are then chosen arbitrarily from the observed range of the actual observed data. Namely, the synthetic "measurement" is simply a random re-distribution of the actual observed data.
When the Jurkevich method was applied to the post-1974 averaged R fluxes (m = 5 was adopted in our analysis), we found possible periods of P 1 = 0.82±0.03 (V Here the selection of P2 is from the three minima covering the interval from 1.35 to 1.6 years (see Fig. 5 ).
When we adopted the Jurkevich method to the random re-distribution of the actual observed data for 4C 29.45, the result is shown in the lower panel in Fig. 5 . By comparing the analysis results from the true and the synthetic "measurements", we saw that all the periods appeared in the upper panel in Fig. 5 are not from the data distribution and should be possible periods.
Power spectral (Fourier) analysis
We also performed a power spectral (Fourier) analysis, because it is a powerful and common (well-studied) method to detect a periodic signal, and gives some quantitative criterion for the detection of a periodic signal.
In the case that the data are unevenly spaced in time, many attempts of power spectral analysis have been made. In widespread use by astronomers is the modified periodogram (Scargle 1982; Horne & Baliunas 1986) , which is based on a least squares regression onto the two trial functions, sin(ωt) and cos(ωt). A superior technique is the Date-Compensated Discrete Fourier Transform, or DCDFT (Ferraz-Mello 1981; Foster 1995), a least-squares regression on sin(ωt), cos(ωt) and constant. The DCDFT is a more powerful method than the modified periodogram for unevenly spaced data, we adopted it to the R light curve, it can be done as Foster (1995) described.
The observed data x(t i ) can define the data vector
First, defining the inner product of two vectors f and g as the average value of the product f * g over the observation times {t n },
A subspace are spanned by 3 trial functions φ 1 (t) = 1 (constant), φ 2 (t) = sin(ωt) and φ 3 (t) = cos(ωt). These 3 trial functions define a set of trial vectors,
The data vector |x can be projected onto the subspace spanned by the |φ α results in a model vector |y and a residual vector |Θ .
The model vector |y is defined,
The c α can be obtained, taking the inner product of each trial vector φ α with the data vector x, we have
which defines the S matrix S αβ . Inverting this matrix yields the coefficients,
s 2 is the estimated data variance, it can be replaced by σ 2 . The power level of DCDFT is,
We adopted the False Alarm Probability, F AP (Horne & Baliunas 1986) , to give an auantitative criterion for the detection of a periodic signal derived by DCDFT. Horne & Baliunas (1986) introduced the False Alarm Probability to deal with the modified periodogram. In fact, the False Alarm Probability (FAP) can deal with all kinds of Fourier analysis method if the variations (mainly) consist of randomly distributed noise. In Fig 6 and 7 we noticed that the noise is almost randomly distributed. It has been done by steps described here.
First, the power level of the periodogram is normalized by the total variance σ,
The probability that P N (ω 0 ) is of height z or higher is
Suppose that z is the highest peak in a periodogram that sampled N i independent frequencies. The probability that each independent frequency is smaller than z is 1 − e −z , so the probability that every frequency is lower than z is [1 − e −z ] Ni . Thus, the false alarm probability can be defined,
For the independent frequencies, N i , it is not too difficult to obtain N i by simple Monte Carlo, and the estimate of N i is not need be very accurate (Press et al. 1994) . We adopted N i = N 0 /2.9 in the case of our unevenly sampled data, N 0 = 326 is the scale of our 5-day averaged data sample.
The DCDFT power spectral analysis are applied to the post-1974 averaged R data and the re-distributed observation data, the resulting DCDFT is shown in Fig. 6 . The upper panel is from the actual data while the lower panel is from the re-distribution of the actual observed data. In the periodogram, various false alarm probability levels are marked. The highest peak is at T = 3.44 ± 0.24 years, with a false probability of F AP = 0.136. The second one is at T = 4.43 ± 0.28 years, with a false probability of F AP = 0.233, the third one is at T = 1.42 ± 0.05 years, with a false probability of F AP = 0.326. The false probabilities of other peaks are all higher than 0.50.
CLEANest analysis
In the case of unevenly sampled time series analysis, irregular spacing introduces myriad complications into the Fourier transform. It can alter the peak frequency (slightly) and amplitude (greatly), even introduce extremely large false peaks. Foster (1995) proposed the CLEANest analysis to clean false periodicities, we also tried to do the CLEANest analysis. the CLEANest algorithm can remove false peaks. First, the strongest single peak and corresponding false components are subtracted first from the original spectrum, then the residual spectrum is scanned to determine whether the strongest remaining peak is statistically significant. If so, then the original data are analyzed to fined the pair of frequencies which best models the data, these 2 peaks and corresponding false components are subtracted, and the residual spectrum is scanned. The process continues, producing CLEANest spectrum, until all statistically significant frequencies are included. We assume that there are 7 independent frequency components to clean observation data, the CLEANest spectrum is shown in Fig 7, and the results listed in Tab. 4.
The variance of a frequency V ar(ω) and the variance of the amplitude of the given frequency V ar(P ) can be estimated by Foster (1996) V ar(ω) = 24σ
where σ res is the variance of the residual data, A is the amplitude of the given frequency and T is the total time span. The σ 2 res is estimated by
where V res is the variance of residual data, V res = res|res − 1|res , and f is the number of discrete frequencies. We also introduce the False Alarm Probability to deal with CLEANest frequency components, because of the same definition of amplitude. F AP are also listed in Tab 4, the strongest component at T = 3.55 ± 0.02 years, with a amplitude 6.87 ± 0.63 and with a false probability of F AP = 0.11, the second one at T = 1.58 ± 0.01 years, with a amplitude 5.21 ± 0.63 and with a false probability of F AP = 0.46. The false probabilities of other components and residual spectrum are more higher than 0.50. Notably, FAP means a strong enough signal with a small probability to be false, for a weak signal with stronger signal, it is can be true but with a large FAP.
Periodicity analysis results
We listed periodicity analysis results derived by JV method, DCDFT and CLEANest in Tab 5. Jurkevich method gives 5 possible periods, a closer look at all these 5 possible periods showed that P 3 ∼ 2P 2 . Therefore, P 3 are harmonics of the P 2 , so P 2 is a possible period along with P 1 , P 4 and P 5 . From power spectral (Fourier) analysis, we got 3 possible periods at 3.44 years(∼ P 4 ), 4.43 years(∼ P 5 ) and 1.42 years(∼ P 2 ), with false alarm probabilities lower than 0.40. Using two different analysis methods, we got the same results. These signals may be influenced by irregular spacing, the peak frequencies and amplitudes are altered some. From CLEANest analysis, we correct the influence and derived 2 periods at 3.55 (∼ P 4 ) years and 1.58 (∼ P 2 ) years, with FAPs lower than 0.50 and amplitudes more than three times variance. So, we could conclude that there are two possible periods of 1.58 and In the upper panel, the highest peak is at T = 3.44 ± 0.24 years, with a false probability of F AP = 0.136, various false alarm probability levels are marked. 3.55 years. We marked the light curve using the interval of 3.55 years, and showed the theoretical light curve obtained by using the two strongest CLEANest periods (3.55 and 1.58 years) (see Tab 4) in Fig 4. 
Optical and Radio Correlation
4C 29.45 is also variable in the radio bands, light curves covering the period from 1980 to 2002 were shown by Hong et al. (2004) . It shows clear outbursts at the radio and optical bands as shown in Fig. 8 . Is there any correlation between the radio and optical variation for the source? To study this, we adopted the discrete correlation function (DCF) method to the radio and the optical data. The DCF method, which was described in detail by Edelson & Krolik (1988) (Fan et al. 1998b) , is intended for analysis of the correlation of two data sets. This method can indicate the correlation of two variable temporal series with a time lag. It can be done as follows.
Firstly, we have calculated the set of unbinned correlation (UDCF) between data points in the radio and optical data streams a (for the optical data) and b (for the radio data), i.e.
where a i and b j are points in the data sets,ā andb are the average values of the data sets, and σ a and σ b are the corresponding standard deviations. Secondly, we have averaged the points sharing the same time lag by binning the U DCF ij in the suitable sized time-bins in order to get the DCF for each time lag τ :
where M is the total number of pairs. The standard error for each bin is
When Eqs. (18) to (20) are applied to the post-1974 optical R and the radio data as shown in Fig. 8 , the resulting DCF result is obtained and shown in Fig. 9 . For the optical and the radio variation, there is a very weak correlation with the optical variation leading the 14.5GHz radio variation by 520-560 days. For comparison, the DCF results for radio bands are also calculated and shown in Fig.  9 . For the radio band light curves, there is clear correlation between the 14.5 GHz light curve and the 8.0GHz as well as the 8.0GHz light curves with the 4.8GHz variation leading the 4.8GHz by about 0 ∼ 280 days.
Discussion and conclusion
The compiled data of the OVV 4C 29.45 indicate large optical flux variations. From our observations, we found a et al. (1999) show that the source was in a low-state in the first half of the year 1997.
For periodicity analysis, according to a paper by Kidger et al. (1992) , we found that all the periods determined from Jurkevich method are weak. Further consideration indicated that the physically possible periodicity is P 1 , P 2 , P 4 and P 5 . When the power spectral (Fourier) analysis is adopted to the R flux, the analysis result clearly shows that there are three possible periods at 3.44 years, 4.43 years and 1.42 years, with false alarm probabilities being smaller than 0.40. When we used the CLEANest analysis to correct the influence of irregular spacing, we obtained two corresponding periods at 3.55 years and 1.58 years.
For comparison, we also used the DCF method for periodicity analysis as we did in our previous paper (Fan et al. 2002) , and found period signs at 3.2±0.08 and 4.15±0.15 years. However, there is no sign of 1.4 or 1.6 year period in the analysis result obtained by DCF method. For the DCF method itself, we found that it is a powerful periodicity analysis method if there is only one period in the light curve. However, if more than one period is present, DCF analysis will dilute the sign of other periods. Therefore, DCF is an excellent method for single period analysis but for multiple periods. We think that the DCF analysis result should be compared with other methods.
It is interesting that its infrared light curves also show an interval of 3.2 years in our previous work (Fan 1999a) , which is marginally consistent with the 3.55 ± 0.1 years period. So, we can say that there are two possible periods of 1.58 and 3.55 years in the light curve.
There are some popular models which can explain the long-term periodic variations in AGNs viz. Double black hole model, the thermal instability model, and the perturbation model (Sillanpäa et al. 1988; Meyer & MeyerHofmeister 1984; Abraham & Romero 1999; Romero et al. 2003; Rieger 2004; Xie et al. 2004; Wu et al. 2005) .
The thermal instability of slim accretion disk is a suitable model to see the long term variability behavior. This model can explain ultra-short period variable with a shorter duration of quiescence phase. Periodicity time scale of a few years can not be produced by the thermal instabilities (Fan 1999b) . Variability behavior of 4C 29.45 reported here has shown the time scale of a few years which can not be supported by the model. So, this model is ruled out for the explanation for the present work.
The perturbation model based on the accretion disk pulsations, the presence of a single dominant hot spot on the disk. The model can show the periodicity in blazar on timescales of a week or less. Here we reported the periodicity of the time scale of a few years which can not be supported by this model. Sillanpäa et al. (1988) suggested a double black hole model for the blazar and predicted that the outburst in the blazar OJ 287 should occur in 1994. The predicted outburst was really observed in their OJ-94 project Sillanpäa et al. (1996) . The model given by Sillanpäa et al. (1988) is a well established model for the long term periodic variation and the prediction of next outburst in blazars. The periodicity reported here can be successfully explained by the model. 4C 29.45 shows variation in the radio as well as in the optical band, the variations in the two bands show weak correlation with the optical variation leading the 8GHz radio one by 520-560 days. The variations at the three frequencies (4.8GHz, 8GHz, and 14.5 GHz) are correlated with the variations at higher frequencies leading the ones at lower frequencies.
In the present paper, we reported our optical (VRI) monitoring results for the blazar 4C 29.45 during the period of 1997 to 2002. The historic data were also compiled from the available literature. The data presented in the paper showed that the source shows large variations in UBVRI bands. In addition, we adopted the periodicity analysis methods to the R band light curve and found that there are possible variation periods of 1.58 and 3.55 years.
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