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Uvod
Pojam konveksnosti funkcija, kao i pojam sredina su u matematicˇkom svijetu vrlo dobro
znani i cˇesto korisˇteni. Dok su se sredinama bavili josˇ i starogrcˇki matematicˇari poput
Euklida i Pitagorejci s pojmom konveksnih funkcija matematicˇki svijet se susrec´e tek u 19.
stoljec´u. (M,N) - konveksne funkcije se prvi put spominju tek u 20. stoljec´u pa se stoga
smatraju modernim matematicˇkim dostignuc´ima. Ovaj rad c´emo podijeliti na 4 cjeline.
Glavni rezultati c´e biti izneseni u 3. i 4. poglavlju, dok c´e nam 1. i 2. poglavlje posluzˇiti
za iznosˇenje nekih kljucˇnih definicija i teorema vezanih uz konveksne funkcije i sredine.
Kako bi uopc´e mogli pocˇeti s radom trebamo najprije definirati pojam konveksne funk-
cije, samim time je i 1. poglavlje posvec´eno konveksnim funkcijama. Konveksne funkcije
definiramo na nacˇin da
za funkciju f : I → R kazˇemo da je konveksna na intervalu I, ako za sve x, y ∈ I, i
svaki λ ∈ [0, 1], vrijedi
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y).
Ova definicija c´e nam cˇesto koristiti pri dokazivanju raznih teorema i bit c´e nam kljucˇna
za nasˇ rad. Odmah nakon definicije konveksnih funkcija usljedit c´e definicija konveksnih
funkcija u Jensenovom smislu, odnosno J-konveksne funkcije. J.L.W.V. Jensen je bio dan-
ski matematicˇar koji se medu prvima bavio problematikom konveksnih funkcija. Tako je
u svojim znanstvenim cˇlancima iz 1905. i 1906. godine prvi dao tumacˇenje konveksne
funkcije kao funkcije za koju vrijedi nejednakost
f
( x + y
2
)
≤ f (x) + f (y)
2
.
Do kraja prvog poglavlja dokazat c´emo poopc´enje Jensenove nejednakosti, Hermite - Ha-
damardovu nejednakost, kao i neka bitna svojstva konveksnih funkcija, dok c´emo se u
glavnom dijelu ovog rada ipak najcˇesˇc´e pozivati na J-konveksne funkcije dane prethodnom
nejednakosti.
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Nakon sˇto obradimo konveksne funkcije prisjetit c´emo se aritmeticˇke i geometrijske sre-
dine, vrlo poznate AG-nejednakosti, harmonijskih i kvadratinh sredina te ilustrirati dokaz
nejednakosti medu njima. Prije nego sˇto povezˇemo konveksne funkcije i sredine, definirat
c´emo pojam sredine, tezˇinske sredine i tezˇinske sredine reda t. Za kraj ovog poglavlja do-
kazat c´emo tzv. teorem o monotonosti, to jest nejednakost koja vrijedi za bilo koje dvije
sredine, odnosno opc´enitija vrijedi za bilo koje dvije tezˇinske sredine reda t.
Trec´e poglavlje zapocˇinjemo definicijom (M,N) - konveksne funkcije koja c´e biti temelj
daljnjeg rada a glasi
Neka je f : I → R+ neprekidna, gdje je I ⊆ R+ i neka su M i N dvije funkcije sredina.
Kazˇemo da je funkcija f (M,N)-konveksna ako za sve x, y ∈ I vrijedi:
f (M (x, y)) ≤ N ( f (x) , f (y)) .
Odmah potom primjenit c´emo tu definicija za dokaz kriterija konveksnosti kada sredine
M i N zamijenimo sredinama A,G i H. To c´e ujedno biti i teorem na kojem c´emo zas-
nivati skoro cijeli ostatak rada, zajedno s definicijom (M,N) - konveksne funkcije. Trec´e
poglavlje zavrsˇavamo teoremima o (M,N) - konveksnim funkcijama kada su M,N tezˇinske
sredine reda t i kvazi-aritmeticˇke sredine.
U posljednjem poglavlju ovog rada fokusiramo se na (A,G) i (G,G) - konveksne funkcije
poznate pod nazivima log - konveksne i multiplikativno konveksne funkcije. Nakon sˇto
damo njihove definicije proucˇavat c´emo neke specificˇne log - konveksne funkcije poput
Eulerove gama funkcije, te beta funkciju. Takoder primjenit c´emo Hermite-Hadamardovu
nejednakost u raznim slucˇajevima log - konveksnih funkcija, kao i na logaritamsku sre-
dinu. Za sami kraj rada dat c´emo i dokazat nekoliko teorema vezanih uz multiplikativno
konveksne funkcije. Uzˇivajte u cˇitanju.
Poglavlje 1
Konveksne funkcije
1.1 Konveksne funkcije i Jensenova nejednakost
Definicija 1.1.1. Neka je I interval u R. Za funkciju f : I → R kazˇemo da je konveksna
na intervalu I, ako za sve x, y ∈ I, i svaki λ ∈ [0, 1], vrijedi:
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y). (1.1)
Funkcija f je strogo konveksna ako za x , y vrijedi stroga nejednakost.
Funkcija f je konkavna na intervalu I, ako je funkcija − f konveksna na tom istom in-
tervalu, tj. ako za sve x, y ∈ I, i svaki λ ∈ [0, 1], vrijedi:
f [(1 − λ)x + λy] ≥ (1 − λ) f (x) + λ f (y),
a strogo konkavna ako za x , y vrijedi stroga nejednakost.
Definicija 1.1.2. Za x, y ∈ R skup:[
x, y
]
:= {(1 − λ)x + λy : λ ∈ [0, 1]}
nazivamo segment (spojnica) s krajevima x i y.
Definicija 1.1.3. Kazˇemo da je skup K ⊆ R2 konveksan ako za svaki x, y ∈ K vrijedi:[
x, y
] ⊆ K.
Konveksnost funkcije f : I → R geometrijski gledano znacˇi da ukoliko uzmemo bilo koje
dvije tocˇke x, y ∈ I te pronademo njima odgovarajuc´e funkcijske vrijednosti f (x) i f (y) tada
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c´e se sve tocˇke, osim rubnih tocˇaka, sekante s krajnjim tocˇkama u A(x, f (x)) i B(y, f (y))
nalaziti iznad grafa funkcije f , a rubne tocˇke sekante c´e se nalaziti na grafu funkcije f .
Prikazˇimo valjanost definicije na grafu proizvoljne funkcije cˇija se sekanta nalazi iznad
grafa te funkcije.
U tu svrhu uzmimo bilo koju tocˇku z iz segmenta
[
x, y
] ∈ I. Tada tocˇku z mozˇemo zapisati
kao:
z = (1 − λ)x + λy,
za neki λ ∈ [0, 1]. Vrijednost te tocˇke na sekanti AB je:
(1 − λ) f (x) + λ f (y).
S druge strane vrijednost funkcije u toj tocˇki je:
f (z) = f
[
(1 − λ)x + λy] .
POGLAVLJE 1. KONVEKSNE FUNKCIJE 5
Iz grafa funkcije vidimo da je vrijednost tocˇke z na sekanti vec´a od vrijednosti tocˇke z
na grafu funkcije f . Buduc´i da je tocˇka z proizvoljno birana iz intervala
[
x, y
] ∈ I za-
kljucˇujemo da je funkcijska vrijednost bilo koje tocˇke iz intervala
[
x, y
]
manja od vrijed-
nosti te tocˇke na sekanti, odnosno da su te vrijednosti jednake ako za tocˇku z izaberemo
jednu od rubnih tocˇaka intervala
[
x, y
]
. Matematicˇki zapisano vrijedi nejednakost:
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y),
sˇto nam je upravo i definicija konveksne funkcije.
Konveksnim funkcijama se uvelike bavio danski matematicˇar J. L. W. V. Jensen (1859. -
1925.) kojeg se ujedno smatra i jednim od zacˇetnika podrucˇja matematike koje se bavi
konveksnim funkcijama. U cˇlancima objavljenim 1905. i 1906. godine Jensen daje svoju
definiciju konveksnih funkcija pomoc´u nejednakosti.
Definicija 1.1.4. Funkciju f : I → R nazivamo konveksnom u Jensenovom smislu ili
J-konveksnom na intervalu I ako za svaki x, y ∈ I vrijedi:
f
( x + y
2
)
≤ f (x) + f (y)
2
. (1.2)
Funkcija f je strogo J-konveksna ako za svaki x, y ∈ I, x , y vrijedi:
f
( x + y
2
)
<
f (x) + f (y)
2
.
Funkciju f : I → R nazivamo konkavnom u Jensenovom smislu ili J-konkavnom na
intervalu I ako ∀x, y ∈ I vrijedi:
f
( x + y
2
)
≥ f (x) + f (y)
2
. (1.3)
Funkcija f je strogo J-konkavna ako ∀x, y ∈ I, x , y vrijedi:
f
( x + y
2
)
>
f (x) + f (y)
2
.
Da bi pokazali kako je svaka konveksna funkcija ujedno i J-konveksna koristiti c´emo for-
mulu (1.1):
f
[
(1 − λ) x + λy] ≤ (1 − λ) f (x) + λ f (y).
Sada uzmimo λ = 12 . Uvrsˇtavanjem u (1.1) dobivamo:
f
[(
1 − 1
2
)
x +
1
2
y
]
≤
(
1 − 1
2
)
f (x) +
1
2
f (y)
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⇔ f
[
1
2
x +
1
2
y
]
≤ 1
2
f (x) +
1
2
f (y)
⇔ f
( x + y
2
)
≤ f (x) + f (y)
2
.
Ovime smo pokazali kako je svaka konveksna funkcija ujedno i J-konveksna. Dokaz da je
svaka konkavna funkcija ujedno i J-konkavna je analogan prethodnom dokazu.
Nejednakost (1.1) mozˇemo prosˇiriti na konveksnu kombinaciju konacˇno mnogo tocˇaka iz
intervala I. Da bi to napravili prvo c´emo dokazati sljedec´i teorem:
Teorem 1.1.5. [2] Interval I je zatvoren s obzirom na konveksne kombinacije, odnosno:
n ∈ N, x1, x2, ..., xn ∈ I, λ1, λ2, ..., λn ∈ [0, 1] ,
n∑
k=1
λk = 1⇒
n∑
k=1
λkxk ∈ I. (1.4)
Dokaz. Ovaj teorem c´emo dokazati matematicˇkom indukcijom po n. Promotrimo slucˇaj
n = 1. Ovaj slucˇaj je trivijalan jer imamo:
x1 ∈ I, λ1 ∈ [0, 1] ,
1∑
k=1
λk = 1⇒ λ1 = 1⇒
1∑
k=1
λkxk = x1 ⇒
1∑
k=1
λkxk ∈ I.
Nakon sˇto smo pokazali da tvrdnja vrijedi za n = 1 uocˇimo da u slucˇaju n = 2 tvrdnja
vrijedi upravo iz definicije segmenta, odnosno imamo:
x1, x2 ∈ I, λ1, λ2 ∈ [0, 1] ,
2∑
k=1
λk = 1⇒ λ1 + λ2 = 1⇒ λ1 = 1 − λ2
⇒
2∑
k=1
λkxk = λ1x1 + λ2x2 = (1 − λ2) x1 + λ2x2,
prema prethodno spomenutoj definiciji vrijedi:
(1 − λ2) x1 + λ2x2 ∈ [x1, x2]⇒
2∑
k=1
λkxk ∈ I.
Pretpostavimo da tvrdnja vrijedi za sve konveksne kombinacije gdje je n ∈ N, odnosno
da vrijedi (1.4). Pokazˇimo da tvrdnja vrijedi i za n + 1. U tu svrhu uzmimo da su
x1, x2, ..., xn, xn+1 ∈ I i λ1, λ2, ..., λn, λn+1 ∈ [0, 1] takvi da je ∑n+1k=1 λk = 1. Razlikovat c´emo
3 slucˇaja u ovisnosti o λn+1.
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(i) λn+1 = 0
U ovom slucˇaju imamo:
n+1∑
k=1
λkxk =
n∑
k=1
λkxk + λn+1xn+1 =
n∑
k=1
λkxk ∈ I,
pa tvrdnja vrijedi po pretpostavci indukcije.
(ii) λn+1 ∈ 〈0, 1〉
Sada imamo:
n+1∑
k=1
λkxk =
n∑
k=1
λkxk + λn+1xn+1 = (1 − λn+1)
 n∑
k=1
λk
1 − λn+1 xk
 + λn+1xn+1.
Buduc´i da je
n+1∑
k=1
λk = 1⇒
n∑
k=1
λk + λn+1 = 1⇒
n∑
k=1
λk = 1 − λn+1 ⇒
n∑
k=1
λk
1 − λn+1 = 1,
po pretpostvci vrijedi  n∑
k=1
λk
1 − λn+1 xk
 ∈ I.
Nadalje znamo i da je xn+1 ∈ I pa je po bazi indukcije za slucˇaj n = 2:
(1 − λn+1)
 n∑
k=1
λk
1 − λn+1 xk
 + λn+1xn+1 ∈ I,
a to smo upravo i trebali pokazati.
(iii) λn+1 = 1
Ako je λn+1 = 1, tada je λ1 = λ2 = ... = λn = 0, pa dobivamo:
n+1∑
k=1
λkxk = λn+1xn+1 = xn+1.
Buduc´i da je po pretpostavci
xn+1 ∈ I,
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vrijedi nam
n+1∑
k=1
λkxk ∈ I za λn+1 = 1.
Po principu matematicˇke indukcije pokazali smo da tvrdnja vrijedi za svaki n ∈ N. 
Lema 1.1.6. [8] Diskretan slucˇaj Jensenove nejednakosti:
Funkcija f : I → R je konveksna ako i samo ako za sve x1, x2, ..., xn ∈ I i za sve
λ1, λ2, ..., λn ∈ [0, 1] takve da je ∑nk=1 λk = 1 vrijedi:
f
 n∑
k=1
λkxk
 ≤ n∑
k=1
λk f (xk) . (1.5)
U nejednakosti (1.5) vrijedi stroga nejednakost ako je f strogo konveksna funkcija, ako su
sve tocˇke x1, x2, ..., xn medusobno razlicˇite te ako su svi skalari λ1, λ2, ..., λn ∈ 〈0, 1] .
Dokaz. (⇐) Ovaj dio dokaza je poprilicˇno trivijalan jer ukoliko uzmemo da je n = 2 tada
imamo:
x1, x2 ∈ I, λ1, λ2 ∈ [0, 1] ,
2∑
k=1
λk = 1⇒ λ1 + λ2 = 1⇒ λ1 = 1 − λ2.
Sredimo li malo izraz (1.5) za n = 2 dobijemo:
f
 2∑
k=1
λkxk
 ≤ 2∑
k=1
λk f (xk)
f (λ1x1 + λ2x2) ≤ λ1 f (x1) + λ2 f (x2)
f [(1 − λ2) x1 + λ2x2] ≤ (1 − λ2) f (x1) + λ2 f (x2) .
Nejednakost koju smo dobili je upravo izraz (1.1) pa je prema definiciji 1.1.1 f konveksna
funkcija.
(⇒) U ovom smjeru dokaza neka je funkcija f konveksna. Dokaz c´emo napraviti prin-
cipom matematicˇke indukcije po n ∈ N. Ovaj dokaz se svodi na korisˇtenje definicije 1.1.1
i na korisˇtenje dokaza teorema 1.1.5 Za pocˇetak uzmimo da je n = 2 pa iz definicije 1.1.1
imamo:
f [(1 − λ2) x1 + λ2x2] ≤ (1 − λ2) f (x1) + λ2 f (x2)⇒
⇒ f
 2∑
k=1
λkxk
 ≤ 2∑
k=1
λk f (xk) ,
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a to smo upravo htjeli i pokazati.
Sada pretpostavimo da vrijedi (1.5) za neki n ∈ N te dokazˇimo da vrijedi i za n + 1. Neka
su x1, x2, ..., xn, xn+1 ∈ I i λ1, λ2, ..., λn, λn+1 ∈ [0, 1] takvi da je ∑n+1k=1 λk = 1. Opet kao i u
dokazu teorema 1.1.5 dokazujemo za 3 razlicˇita slucˇaja pa c´emo se i pozivati na dokaz tog
teorema:
(i) λn+1 = 0
Znamo iz dokaza teorema 1.1.5 da je:
n+1∑
k=1
λkxk =
n∑
k=1
λkxk
⇒ f
 n+1∑
k=1
λkxk
 = f  n∑
k=1
λkxk
 .
Takoder znamo da je:
n+1∑
k=1
λk f (xk) =
n∑
k=1
λk f (xk) .
Sada po pretpostavci indukcije imamo:
f
 n∑
k=1
λkxk
 ≤ n∑
k=1
λk f (xk)
⇒ f
 n+1∑
k=1
λkxk
 ≤ n+1∑
k=1
λk f (xk) ,
a to je upravo ono sˇto smo htjeli pokazati.
(ii) λn+1 ∈ 〈0, 1〉
Ponovno iz dokaza teorema 1.1.5 znamo:
n+1∑
k=1
λkxk = (1 − λn+1)
 n∑
k=1
λk
1 − λn+1 xk
 + λn+1xn+1
⇒ f
 n+1∑
k=1
λkxk
 = f (1 − λn+1)  n∑
k=1
λk
1 − λn+1 xk
 + λn+1xn+1 .
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Iz definicije 1.1.1 primijenimo formulu (1.1) i pretpostavku indukcije te dobijemo:
f
(1 − λn+1)  n∑
k=1
λk
1 − λn+1 xk
 + λn+1xn+1 ≤ (1 − λn+1) f  n∑
k=1
λk
1 − λn+1 xk
 + λn+1 f (xn+1)
≤ (1 − λn+1)
 n∑
k=1
λk
1 − λn+1 f (xk)
 + λn+1 f (xn+1)
≤
n∑
k=1
λk f (xk) + λn+1 f (xn+1)
≤
n+1∑
k=1
λk f (xk) ,
iz cˇega nam slijedi
f
 n+1∑
k=1
λkxk
 ≤ n+1∑
k=1
λk f (xk) .
(iii) λn+1 = 1
Ako je λn+1 = 1, tada je λ1 = λ2 = ... = λn = 0, pa znamo:
f
 n+1∑
k=1
λkxk
 = f (λn+1xn+1) = f (xn+1) ,
takoder znamo i:
n+1∑
k=1
λk f (xk) = λn+1 f (xn+1) = f (xn+1) .
Buduc´i da smo pokazali:
f
 n+1∑
k=1
λkxk
 = n+1∑
k=1
λk f (xk) ,
sigurno vrijedi i
f
 n+1∑
k=1
λkxk
 ≤ n+1∑
k=1
λk f (xk) .
cˇime smo pokazali nasˇu tvrdnju za λn+1 = 1. Po principu matematicˇke indukcije za-
kljucˇujemo da nejednakost (1.5) vrijedi za svaki n ∈ N. 
Smatra se da je specijalan slucˇaj diskretnog slucˇaja Jensenove nejednakosti prva nejedna-
kost koja se pojavila u matematicˇkoj literaturi vezana za konveksne funkcije te je i danas
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jedan od najcˇesˇc´e korisˇtenih oblika u rjesˇavanju zadataka vezanih uz nejednakosti, a taj
oblik se dobije kada je za svaki k = 1, ..., n, λk = 1n , odnosno tada je:
f
( x1 + x2 + ... + xn
n
)
≤ f (x1) + f (x2) + ... + f (xn)
n
.
1.2 Svojstva konveksnih funkcija i
Hermite-Hadamardova nejednakost
U ovome dijelu rada c´emo navesti neka od bitnih svojstava konveksnih funkcija. Sva svoj-
stva nec´e biti dokazana vec´ c´e za neka od njih biti navedena literatura gdje se mogu pronac´i
njihovi dokazi. Takoder c´emo iskazati i dokazati jedan od bitnijih nam teorema za ovaj rad
pod nazivom Hermite-Hadamardova nejednakost [3], [5], [8] i [10].
Teorem 1.2.1. [8] Neka je funkcija f : I → R neprekidna. Funkcija f je konveksna ako i
samo ako je J-konveksna.
Dokaz.
(⇒) Ovaj dio teorema smo vec´ ranije dokazali, tj. neka je f konveksna tada za λ = 12
imamo da je funkcija i J-konveksna.
(⇐) U ovom dijelu dokaza krec´emo od cˇinjenice da je funkcija f J-konveksna. Dokazat
c´emo nasˇu tvrdnju tako da pretpostavimo suprotno, odnosno da f nije konveksna. Ukoliko
f nije konveksna tada postoji podinterval [a, b] ∈ I takav da se graf od f |[a,b] ne nalazi
cijeli ispod duzˇine s krajnjim tocˇkama (a, f (a)) i (b, f (b)). Promotrimo sada za x ∈ [a, b]
sljedec´u funkciju:
ϕ (x) = f (x) − f (b) − f (a)
b − a · (x − a) − f (a) .
Ta funkcija poprima pozitivne vrijednosti za neke x ∈ [a, b]. Takoder primjetimo da je ϕ
neprekidna te uvrsˇtavanjem mozˇemo vidjeti i da vrijedi ϕ (a) = ϕ (b) = 0. Ukoliko umjesto
x uzmemo neki x+y2 ∈ [a, b] dobijemo
ϕ
( x + y
2
)
= f
( x + y
2
)
− f (b) − f (a)
b − a ·
( x + y
2
− a
)
− f (a) .
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Iskoristimo sada cˇinjenicu da je f J-konveksna odnosno da vrijedi:
f
( x + y
2
)
≤ f (x) + f (y)
2
.
Dobivamo izraz:
ϕ
( x + y
2
)
= f
( x + y
2
)
− f (b) − f (a)
b − a ·
( x + y
2
− a
)
− f (a)
≤ 1
2
f (x) +
1
2
f (y) − f (b) − f (a)
b − a ·
( x + y − a − a
2
)
− 1
2
f (a) − 1
2
f (a)
≤ 1
2
f (x) +
1
2
f (y) − 1
2
· f (b) − f (a)
b − a · (x − a)
− 1
2
· f (b) − f (a)
b − a · (y − a) −
1
2
f (a) − 1
2
f (a)
≤ 1
2
[
f (x) − f (b) − f (a)
b − a · (x − a) − f (a)
]
+
1
2
[
f (y) − f (b) − f (a)
b − a · (y − a) − f (a)
]
≤ 1
2
ϕ (x) +
1
2
ϕ (y) .
Kako je funkcija ϕ neprekidna funkcija, prema Bolzano-Weierstrasseovom teoremu postizˇe
svoj maksimum m na segmentu [a, b]. Uocˇimo da je m > 0 jer ϕ poprima i pozitivne
vrijednosti. Nadalje neka je:
c = min {x ∈ [a, b] |ϕ (x) = m} .
Po definiciji od c za svaki h > 0 za koje je c ± h ∈ (a, b) imamo:
ϕ (c − h) < ϕ (c) i ϕ (c + h) ≤ ϕ (c) .
Zbrajanjem tih dviju jednakosti dobivamo
ϕ (c) >
ϕ (c − h) + ϕ (c + h)
2
.
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Ukoliko uzmemo za x = c − h i y = c + h dobijemo kontradikciju s cˇinjenicom da je ϕ
J-konveksna. Time smo dokazali da je f konveksna funkcija. 
Propozicije koje c´emo sada izrec´i i dokazati nam govore o nekim svojstvima konveksnih
funkcija [10], [12].
Propozicija 1.2.2. Neka su funkcije f i g konveksne na intervalu I. Tada je:
1. x 7→ h (x) = max ( f (x) , g (x)) konveksna na I;
2. x 7→ h (x) = f (x) + g (x) konveksna na I;
3. x 7→ h (x) = f (x) · g (x) konveksna na I pod uvjetom da su f i g pozitivne i rastuc´e
funkcije na I.
Dokaz. Neka su x, y ∈ I, 0 ≤ λ ≤ 1.
1. Neka je h (x) = max { f (x) , g (x)} = max { f [(1 − λ)x + λy], g[(1 − λ)x + λy]} .Buduc´i
da su funkcije f i g konveksne na I znamo da nam po definiciji 1.1.1 vrijedi:
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y)
g[(1 − λ)x + λy] ≤ (1 − λ)g(x) + λg(y),
odnosno da je:
max{ f [(1 − λ)x + λy], g [(1 − λ)x + λy]}
≤ max {(1 − λ) f (x) + λ f (y), (1 − λ)g(x) + λg(y)} .
Sada c´emo iskoristiti relaciju koja vrijedi za sve realne brojeve x, y, u, v, a ona glasi:
max {x + y, u + v} ≤ max {x, u} + max {y, v}
Dobijemo:
max{ f [(1 − λ)x + λy], g[(1 − λ)x + λy]}
≤ max {(1 − λ) f (x), (1 − λ)g(x)} + max {λ f (y), λg(y)}
≤ (1 − λ) max { f (x), g(x)} + λmax { f (y), g(y)}
≤ (1 − λ)h(x) + λh(y).
Odnosno dobili smo
h
[
(1 − λ) x + λy] ≤ (1 − λ)h (x) + λh (y) ,
pa je prema definiciji 1.1.1 tvrdnja dokazana.
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2. Neka je h (x) = f (x) + g (x) , tada je:
h (x) = h
[
(1 − λ) x + λy] = f [(1 − λ) x + λy] + g [(1 − λ) x + λy] .
Buduc´i da su funkcije f i g konveksne na I znamo da nam po definiciji 1.1.1 vrijedi:
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y)
g[(1 − λ)x + λy] ≤ (1 − λ)g(x) + λg(y).
Zbrojimo li te dvije nejednakosti dobivamo:
f [(1 − λ)x + λy] + g[(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y) + (1 − λ)g(x) + λg(y)
≤ (1 − λ) ( f (x) + g (x)) + λ ( f (y) + g (y))
≤ (1 − λ)h (x) + λh (y) .
Odnosno dobili smo
h
[
(1 − λ) x + λy] ≤ (1 − λ)h (x) + λh (y) ,
pa je prema definiciji 1.1.1 tvrdnja dokazana.
3. Uz uvjet da su funkcije f i g pozitivne i rastuc´e, bez smanjenja opc´enitosti uzmimo
x ≤ y, nam vrijedi:
f (x) ≤ f (y)⇒ [ f (x) − f (y)] ≤ 0
g(x) ≤ g(y)⇒ [g(y) − g(x)] ≥ 0.
Pomnozˇimo li prvu nejednakost s
[
g(y) − g(x)] dobivamo:[
f (x) − f (y)] · [g(y) − g(x)] ≤ 0,
odnosno
f (x)g(y) + f (y)g(x) ≤ f (x)g(x) + f (y)g(y).
Promotrimo sada funkciju h (x) = f (x) · g (x). Tada je:
h (x) = h
[
(1 − λ) x + λy] = f [(1 − λ) x + λy] · g [(1 − λ) x + λy] .
Znamo iz slucˇaja 2. da su:
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y)
g[(1 − λ)x + λy] ≤ (1 − λ)g(x) + λg(y).
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Pomnozˇimo li te dvije nejednakosti dobivamo:
f [(1 − λ)x + λy] · g[(1 − λ)x + λy]
≤ (1 − λ)2 f (x)g(x) + λ(1 − λ) f (x)g(y) + λ(1 − λ) f (y)g(x) + λ2 f (y)g(y)
≤ (1 − λ)2 f (x)g(x) + λ(1 − λ) [ f (x)g(y) + f (y)g(x)] + λ2 f (y)g(y)
≤ (1 − λ)2 f (x)g(x) + λ(1 − λ) [ f (x)g(x) + f (y)g(y)] + λ2 f (y)g(y)
≤ f (x)g(x) − λ f (x)g(x) + λ f (y)g(y)
≤ (1 − λ) f (x)g(x) + λ f (y)g(y)
≤ (1 − λ)h(x) + λh(y).
Odnosno dobili smo
h
[
(1 − λ) x + λy] ≤ (1 − λ)h (x) + λh (y) ,
pa je prema definiciji 1.1.1 tvrdnja dokazana.

Propozicija 1.2.3. Ako je funkcija f konveksna na I i g rastuc´a na f (I), tada je g ◦ f
konveksna na I.
Dokaz. Znamo da je:
(g ◦ f )(x) = g [ f (x)] = g [ f [(1 − λ)x + λy]] .
Funkcija f konveksna na I znacˇi da vrijedi:
f [(1 − λ)x + λy] ≤ (1 − λ) f (x) + λ f (y).
Buduc´i da je g rastuc´a na f (I) vrijedi:
g
[
f [(1 − λ)x + λy]] ≤ g [(1 − λ) f (x) + λ f (y)]
≤ (1 − λ)(g ◦ f )(x) + λ(g ◦ f )(y),
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odnosno dobili smo
(g ◦ f )(x) ≤ (1 − λ)(g ◦ f )(x) + λ(g ◦ f )(y),
cˇime smo dokazali nasˇu tvrdnju. 
Sljedec´i teorem koji c´emo iskazati i dokazati bit c´e nam potreban u 4. dijelu ovog rada.
Teorem 1.2.4. Hermite-Hadamardova nejednakost
Ako je f : [a, b]→ R konveksna i neprekidna funkcija, tada je
f
(
a + b
2
)
≤ 1
b − a
∫ b
a
f (t) dt ≤ f (a) + f (b)
2
.
Dokaz. Prvo dokazujemo nejednakost
f
(
a + b
2
)
≤ 1
b − a
∫ b
a
f (t) dt.
Iz definicije 1.1.1 za f nam vrijedi nejednakost:
f
[
(1 − λ) x + λy] ≤ (1 − λ) f (x) + λ f (y) .
Sada napravimo sljedec´u supstituciju:
x = ta + (1 − t) b
y = (1 − t) a + tb
λ =
1
2
⇒ 1 − λ = 1
2
.
Tada je
(1 − λ) x + λy = 1
2
(ta + (1 − t) b) + 1
2
((1 − t) a + tb) = 1
2
(a + b) .
Buduc´i da je
f
[
(1 − λ) x + λy] = f (a + b
2
)
,
vrijedi nam sljedec´a nejednakost
f
(
a + b
2
)
≤ (1 − λ) f (x) + λ f (y)
≤ 1
2
f (ta + (1 − t) b) + 1
2
f ((1 − t) a + tb) .
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Integrirajmo cijelu nejednakost po t od 0 do 1:∫ 1
0
f
(
a + b
2
)
dt ≤ 1
2
∫ 1
0
f (ta + (1 − t) b) dt + 1
2
∫ 1
0
f ((1 − t) a + tb) dt. (1.6)
Rjesˇavamo integrale iz nejednakosti:∫ 1
0
f
(
a + b
2
)
dt = f
(
a + b
2
) ∫ 1
0
dt = f
(
a + b
2
)
.
Iduc´i integral c´emo rjesˇiti uz supstituciju
z = ta + (1 − t) b ⇒ t = b − z
b − a ⇒ dt =
−dz
b − a ,
te dobivamo ∫ 1
0
f (ta + (1 − t) b) dt =
∫ a
b
f (z)
−dz
b − a =
1
b − a
∫ b
a
f (z) dz.
Na analogni nacˇin za preostali integral dobivamo∫ 1
0
f ((1 − t) a + tb) dt = 1
b − a
∫ b
a
f (z) dz.
Uvrstimo li dobivene integrale u nejednakost 1.6 dobit c´emo∫ 1
0
f
(
a + b
2
)
dt ≤ 1
2
∫ 1
0
f (ta + (1 − t) b) dt + 1
2
∫ 1
0
f ((1 − t) a + tb) dt
f
(
a + b
2
)
≤ 1
2
· 1
b − a
∫ b
a
f (z) dz +
1
2
· 1
b − a
∫ b
a
f (z) dz
f
(
a + b
2
)
≤ 1
b − a
∫ b
a
f (z) dz,
cˇime smo dokazali prvu nejednakost. U nastavku c´emo dokazati preostalu nejednakost,
odnosno
1
b − a
∫ b
a
f (t) dt ≤ f (a) + f (b)
2
.
Za x ∈ [a, b] , postoji λ ∈ [0, 1] , takav da je x = λa + (1 − λ) b. Po definiciji 1.1.1 imamo
f (λa + (1 − λ) b) ≤ λ f (a) + (1 − λ) f (b) ,
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ali takoder vrijedi i
f ((1 − λ) a + λb) ≤ (1 − λ) f (a) + λ f (b) .
Zbrojimo li te dvije nejednakosti i integriramo po λ od 0 do 1 dobit c´emo∫ 1
0
f (λa + (1 − λ)b)dλ +
∫ 1
0
f ((1 − λ) a + λb) dλ
≤
∫ 1
0
[
λ f (a) + (1 − λ) f (b)] dλ + ∫ 1
0
[
(1 − λ) f (a) + λ f (b)] dλ.
Iz dokaza prve nejednakosti nam slijedi
1
b − a
∫ b
a
f (λ) dλ +
1
b − a
∫ b
a
f (λ) dλ ≤ f (a)
∫ 1
0
(λ) dλ + f (b)
∫ 1
0
(1 − λ) dλ
+ f (a)
∫ 1
0
(1 − λ) dλ + f (b)
∫ 1
0
(λ) dλ,
odnosno
2
b − a
∫ b
a
f (λ) dλ ≤ 1
2
f (a) + f (b) − 1
2
f (b) + f (a) − 1
2
f (a) +
1
2
f (b)
1
b − a
∫ b
a
f (λ) dλ ≤ f (a) + f (b)
2
,
cˇime smo dokazali drugu nejednakost, a samim time i pocˇetnu tvrdnju. 
Za kraj ovog dijela rada samo c´emo navesti neke zanimljive i korisne nam korolare i te-
oreme, njihovi dokazi mogu se nac´i u [12].
Korolar 1.2.5. Neka je f : I → R konveksna funkcija, i neka je a ∈ I. Tada funkcija
g : I \ {a} → R definirana jednadzˇbom
g (x) =
f (x) − f (a)
x − a za svaki x ∈ I \ {a} ,
je rastuc´a.
Korolar 1.2.6. Neka je f : I → R konveksna funkcija. Tada, na unutrasˇnjosti od I, f je
neprekidna i funkcije f ′−, f
′
+ su rastuc´e.
Teorem 1.2.7. Neka je f : I → R diferencijabilna funkcija. f je konveksna ako i samo ako
f ′ je rastuc´a funkcija.
Korolar 1.2.8. Neka je f : I → R dva puta diferencijabilna funkcija. f je konveksna ako i
samo ako f ′′ (x) ≥ 0 za svaki x ∈ I.
Poglavlje 2
Sredine
2.1 Osnovno o sredinama
U ovome poglavlju proucˇavat c´emo razlicˇite pojmove i to iskljucˇivo na skupu pozitivnih re-
alnih brojeva, odnosno na R+. Kao uvod u ovo poglavlje mogu nam posluzˇiti dvije najcˇesˇc´e
korisˇtene sredine i veza izmedu njih. To su aritmeticˇka i geometrijska sredina. Pretpos-
tavlja se da su se aritmeticˇkom i geometrijskom sredinom prvi bavili Pitagorejci, dok se sa
sigurnosˇc´u zna da je nejednakost izmedu tih sredina dokazao Euklid.
Aritmeticˇka sredina dvaju brojeva x1, x2 ∈ R+ je definirana kao A (x1, x2) = x1+x22 , dok
je geometrijska sredina tih brojeva definirana kao G (x1, x2) =
√
x1x2. Sada c´emo i izrec´i
i dokazati teorem poznat pod nazivom AG-nejednakost.
Teorem 2.1.1. (AG-nejednakost)
Neka su x1, x2 ∈ R+ tada vrijedi:
A (x1, x2) ≥ G (x1, x2) , odnosno
x1 + x2
2
≥ √x1x2.
Jednakost vrijedi ako i samo ako je x1 = x2.
Dokaz. Ovaj teorem je jednostavno za dokazati, te ga je kako smo i napomenuli josˇ davno
dokazao Euklid. Buduc´i da su x1, x2 ∈ R+, tada je(√
x1 − √x2
)2 ≥ 0
x1 − 2√x1x2 + x2 ≥ 0
x1 + x2 ≥ 2√x1x2
19
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x1 + x2
2
≥ √x1x2.
U gornjim nejednakostima znak jednakosti vrijedi samo ako je(√
x1 − √x2
)2
= 0,
to jest kada je x1 = x2 
Uz aritmeticˇku i geometrijsku sredinu josˇ su dvije sredine cˇesto korisˇtene, a to su harmo-
nijska i kvadratna sredina [4] i [11].
Harmonijska sredina dvaju brojeva x1, x2 ∈ R+ je definirana kao
H (x1, x2) =
2
1
x1
+ 1x2
,
dok je kvadratna sredina tih brojeva definirana kao
K (x1, x2) =
√
x12 + x22
2
.
Sljedec´i teorem koji c´emo izrec´i i dokazati je teorem o odnosu prethodno navedenih sre-
dina.
Teorem 2.1.2. [6] Neka su x1, x2 ∈ R+ tada vrijedi:
H (x1, x2) ≤ G (x1, x2) ≤ A (x1, x2) ≤ K (x1, x2) , odnosno
2
1
x1
+ 1x2
≤ √x1x2 ≤ x1 + x22 ≤
√
x12 + x22
2
.
Jednakost vrijedi samo kada je x1 = x2.
Ovaj teorem c´emo dokazati koristec´i geometrijski dokaz, odnosno konkretno koristec´i Pi-
tagorin poucˇak i Euklidov poucˇak.
Dokaz.
Prvo c´emo promatrati slucˇaj kada su x1 i x2 razlicˇiti pozitivni brojevi. Na proizvoljnom
pravcu p konstruiramo duzˇinu OG duljine x1 i duzˇinu GB duljine x2, x1 , x2. Bez sma-
njenja opc´enitosti uzmimo x1 > x2. Sada koristec´i Euklidov poucˇak konstruiramo duzˇinu
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GM na nacˇin da konstruiramo kruzˇnicu k sa sredisˇtem u polovisˇtu A duzˇine OB i polu-
mjera |OA|. Tocˇku M dobijemo kao presjek kruzˇnice k i okomice na pravac p kroz tocˇku
G. Primijetimo da je:
|OA| = x1 + x2
2
,
jer je A polovisˇte OB, a |OB| = x1 + x2. Takoder zbog toga sˇto se tocˇka M nalazi na kruzˇnici
k (A, |OA|) imamo:
|AM| = |OA| = x1 + x2
2
.
Prema Euklidovom poucˇku dobivamo:
|GM| = √x1x2.
Nadalje konstruirajmo tocˇku H tako da je H nozˇisˇte visine trokuta AGM spusˇtene iz
vrha G. Buduc´i da su trokuti AGM i GMH slicˇni prema poucˇku o kutevima trokuta (svi
kutevi su im sukladni, odnosno ∠AGM  ∠MHG i ∠GMA  ∠GMH) vrijedi sljedec´i
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omjer:
|HM|
|GM| =
|GM|
|AM| , tj. |HM| =
|GM|2
|AM|
|HM| =
(√
x1x2
)2
x1+x2
2
=
x1x2
x1+x2
2
=
2x1x2
x1 + x2
,
odnosno |HM| mozˇemo zapisati i kao:
|HM| = 21
x1
+ 1x2
.
Posljednja konstrukcija koju provodimo je konstrukcija trokuta HKC i to na nacˇin da je
tocˇka C ∈ k∩AM,C , M. P je polovisˇte duzˇine |HC|. Konstruiramo kruzˇnicu k1 (P, |PH|) i
tocˇku K tako da je K ∈ k1 i A je ortogonalna projekcija tocˇke K na pravac AM. Trokut HKC
je pravokutan trokut s pravim kutem u vrhu K jer je ∠HKC obodni kut nad promjerom
kruzˇnice k1. Buduc´i da su trokuti HKC i AKC slicˇni prema poucˇku o kutevima trokuta (svi
kutevi su im sukladni, odnosno ∠HKC  ∠CAK i ∠KCH  ∠KCA) vrijedi sljedec´i omjer:
|KC|
|CA| =
|CH|
|KC|
|KC|2 = |CA| · |CH| = |CA| · (|CA| + |AH|)
|KC|2 =
( x1 + x2
2
)
·
(
x1 + x2
2
+
x1 + x2
2
− 2x1x2
x1 + x2
)
|KC|2 =
( x1 + x2
2
)
·
(
x1 + x2 − 2x1x2x1 + x2
)
=
(x1 + x2)2
2
− x1x2
|KC|2 = x1
2 + 2x1x2 + x22 − 2x1x2
2
=
x12 + x22
2
|KC| =
√
x12 + x22
2
.
Sada promotrimo trokut HGM iz cˇega nam slijedi |HM| < |GM|. Iz trokuta AGM imamo
|GM| < |AM|, a iz trokuta AKC dobivamo |AC| < |KC|. Obzirom da je |AC| = |AM|
dobivamo nejednakost:
|HM| < |GM| < |AM| < |KC| ,
odnosno
2
1
x1
+ 1x2
<
√
x1x2 <
x1 + x2
2
<
√
x12 + x22
2
.
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U slucˇaju da je x1 = x2 imali bi:
|HM| = |GM| = |AM| = |KC| ,
odnosno
2
1
x1
+ 1x2
=
√
x1x2 =
x1 + x2
2
=
√
x12 + x22
2
.
Time je tvrdnja teorema dokazana za sve pozitivne realne brojeve. 
2.2 Tezˇinske sredine i definicija sredina
Prosˇirimo sada prethodno spominjane sredine na tzv. tezˇinske sredine.
Definicija 2.2.1. Neka su x1, x2 ∈ R+ i p, q ∈ [0, 1] takvi da vrijedi p+q = 1. Tada sljedec´e
tezˇinske sredine definiramo kao:
(A) Tezˇinska aritmeticˇka sredina:
A(x, y; p, q) = px + qy.
(G) Tezˇinska geometrijska sredina:
G(x, y; p, q) = xp · yq.
(H) Tezˇinska harmonijska sredina:
H(x, y; p, q) =
1
p
x +
q
x
.
Brojeve p i q nazivamo tezˇine.
Teorem 2.2.2. [4] Neka su x, y ∈ R+ i p, q ∈ [0, 1] takvi da je p + q=1. Tada vrijedi:
A(x, y; p, q) ≥ G(x, y; p, q),
a jednakost vrijedi ako i samo ako je x = y.
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Dokaz. Ukoliko je p = 0 ⇒ q = 1 ili q = 0 ⇒ p = 1 tvrdnja je ocˇita. Za p, q , 0
promotrimo funkciju f (t) = ptq + qt−p za t > 0. Deriviranjem te funkcije dobijemo:
f ′ (t) = p · q · tq−1 − p · q · t−p−1.
Sada nadimo intervale monotonosti funkcije f . Da bi nasˇli te intervale trazˇimo najprije
ekstreme funkcije f , odnosno njezine stacionarne tocˇke.
f ′ (t) = 0
p · q · tq−1 − p · q · t−p−1 = 0
p · q · tq−1 = p · q · t−p−1
podijelimo li cijelu jednadzˇbu s p · q dobivamo:
tq−1 = t−p−1 ⇒ t
q
t
=
1
t · tp ⇒ t · t
q+p = t
tq+p = 1 ⇒ t = 1
Stacionarna tocˇka funkcije f je 1 i funkcija pada na intervalu 〈0, 1〉, a raste na intervalu
〈1,∞〉. Iz toga slijedi da za svaki t ∈ R+ vrijedi
f (t) ≥ f (1) .
Zbog toga sˇto je:
f (1) = p · 1q + q · 1−p = q + p = 1,
zakljucˇujemo f (t) ≥ 1 za svaki t ∈ R+. Napravimo li supstituciju t = xy dobit c´emo:
f
(
x
y
)
= p ·
(
x
y
)q
+ q ·
(
x
y
)−p
≥ 1
p · x
q
yq
+ q · y
p
xp
≥ 1 / · xpyq
p · xq · xp + q · yq · yp ≥ xpyq
px + qy ≥ xpyq,
sˇto je trebalo i dokazati. 
Kao posljedicu prethodnog teorema navodimo teorem koji c´emo kasnije koristiti kod gama
funkcije.
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Teorem 2.2.3. Neka su f , g : I → R+ neprekidne nenegativne funkcije za koje su integrali∫ b
a
f (t) dt,
∫ b
a
g (t) dt, za t ∈ I, pozitivni brojevi. Neka su p, q pozitivni brojevi za koje
vrijedi p + q = 1. Tada je∫ b
a
f (t)pg (t)q dt ≤
(∫ b
a
f (t) dt
)p
·
(∫ b
a
g (t) dt
)q
.
Dokaz. U prethodnom teoremu dokazali smo tvrdnju
xpyq ≤ px + qy.
Napravimo sada supstituciju
x =
f (t)∫ b
a
f (t) dt
, y =
g (t)∫ b
a
g (t) dt
,
te dobijemo  f (t)∫ b
a
f (t) dt

p  g (t)∫ b
a
g (t) dt

q
≤ p f (t)∫ b
a
f (t) dt
+ q
g (t)∫ b
a
g (t) dt
.
Integriramo li obje strane po t od a do b dobivamo∫ b
a
 f (t)∫ b
a
f (t) dt

p  g (t)∫ b
a
g (t) dt

q
dt ≤
∫ b
a
p f (t)∫ b
a
f (t) dt
 dt + ∫ ba
q g (t)∫ b
a
g (t) dt
 dt.
Iz cˇinjenice da su
∫ b
a
f (t) dt,
∫ b
a
g (t) dt, za t ∈ I, pozitivni brojevi slijedi∫ b
a
f (t)pg (t)q dt(∫ b
a
f (t) dt
)p
·
(∫ b
a
g (t) dt
)q ≤ p∫ b
a
f (t) dt
·
∫ b
a
f (t) dt +
q∫ b
a
g (t) dt
·
∫ b
a
g (t) dt
≤ p + q = 1
Pomnozˇimo li cijelu nejednadzˇbu s nazivnikom razlomka s desne strane nejednadzˇbe, a to
smijemo jer je nazivnik pozitivan broj, dobit c´emo∫ b
a
f (t)pg (t)q dt ≤
(∫ b
a
f (t) dt
)p
·
(∫ b
a
g (t) dt
)q
,
a to smo upravo i trebali dokazati. 
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Sada kada smo se podsjetili osnovnih sredina definirat c´emo tzv. funkciju sredina, odnosno
definirati sredinu. U daljnjem tekstu radi laksˇeg razlikovanja uglavnom c´emo umjesto
x1, x2 koristiti notaciju x, y.
Definicija 2.2.4. Funkciju M : R+ × R+ → R+ nazivamo sredina ako posjeduje ova svoj-
stva:
1. M (x, y) = M (y, x) za sve x, y ∈ R+,
2. M (x, x) = x za svaki x ∈ R+,
3. ako je x < y tada je x < M (x, y) < y,
4. M (ax, ay) = aM (x, y) , za svaki a > 0.
2.3 Tezˇinske sredine reda t
Tezˇinske sredine, koje smo spomenuli prije definicije sredine, odnosno njihove generaliza-
cije, su specijalni slucˇajevi tezˇinskih sredina reda t, a njihova definicija glasi.
Definicija 2.3.1. Neka je x = (x1, x2, ..., xn) niz pozitivnih realnih brojeva i neka su p =
(p1, p2, ..., pn) pozitivne tezˇine. Tada za svaki realni broj t, tezˇinska sredina M[t] (x) reda t
je definirana:
M[t] (x; p) =

n∑
i=1
pixit
n∑
i=1
pi

1
t
(t , 0)
M[t] (x; p) =
 n∏
i=1
xi pi

1∑n
i=1 pi (t = 0).
Kao sˇto smo napomenuli kada bi u prethodnoj definiciji tezˇinskih sredina reda t promatrali
sredine kod kojih vrijedi p1 = p2 = ... = pn = 1 dobili bi tzv. netezˇinske sredine, od-
nosno za odredene t-ove bi dobili generalizacije sredina spomenutih na pocˇetku poglavlja
(aritmeticˇka, geometrijska, harmonijska i kvadratna).
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Teorem 2.3.2. [7], [11] Neka je x = (x1, x2, ..., xn) niz pozitivnih realnih brojeva i neka su
p = (p1, p2, ..., pn) pozitivne tezˇine.
(i) Ako je x1 = x2 = ... = xn = x0 tada je:
M[t] (x; p) = x0.
(ii) Inacˇe je M[t] (x; p) strogo rastuc´a funkcija u varijabli t, odnosno za −∞ < t1 < t2 < +∞
vrijedi:
M[t1] (x; p) ≤ M[t2] (x; p) .
Dokaz.
(i) Ova stavka teorema je trivijalana, odnosno ako je x1 = x2 = ... = xn = x0, tada za t , 0
imamo:
M[t] (x; p) =
(∑n
i=1 pixi
t∑n
i=1 pi
) 1
t
=
(∑n
i=1 pix0
t∑n
i=1 pi
) 1
t
=
(
p1x0t + p2x0t + ... + pnx0t∑n
i=1 pi
) 1
t
=
(
x0t ·∑ni=1 pi∑n
i=1 pi
) 1
t
=
(
x0t
) 1
t = x0.
Ukoliko uzmemo da je t = 0 imamo:
M[t] (x; p) =
 n∏
i=1
xi pi

1∑n
i=1 pi =
 n∏
i=1
x0 pi

1∑n
i=1 pi
= (x0 p1 · x0 p2 · ... · x0 pn)
1∑n
i=1 pi
=
(
x0
∑n
i=1 pi
) 1∑n
i=1 pi = x0,
cˇime smo dokazali tvrdnju (i).
(ii) Promotrimo sljedec´e funkcije definirane sa:
f (t) =
(
p1x1t + p2x2t + ... + pnxnt∑n
i=1 pi
) 1
t
F (t) = t2
f ′ (t)
f (t)
.
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Sredimo li funkciju F (t) dobijemo:
F (t) = t2
f ′ (t)
f (t)
= t2
[
d
dt
(ln f )
]
= t2
 ddt
ln (∑ni=1 pixit∑n
i=1 pi
) 1
t

 = t2 [ ddt
(
1
t
· ln
∑n
i=1 pixi
t∑n
i=1 pi
)]
= t2 ·
−
1
t2
· ln
∑n
i=1 pixi
t∑n
i=1 pi
+
1
t
· 1∑n
i=1 pixi
t∑n
i=1 pi
· 1∑n
i=1 pi
·
n∑
i=1
pixit ln xi

= t
[
−1
t
· ln
∑n
i=1 pixi
t∑n
i=1 pi
+
∑n
i=1 pixi
t ln xi∑n
i=1 pixit
]
= − ln
∑n
i=1 pixi
t∑n
i=1 pi
+ t ·
∑n
i=1 pixi
t ln xi∑n
i=1 pixit
.
Buduc´i da je f ′ (t) =
F (t) · f (t)
t2
, a znamo da je t2 > 0 i f (t) > 0 za svaki t ∈ R, f ′ (t)
i F (t) imaju isti predznak. Prema tome dovoljno je za dokazati da je F (t) > 0 za svaki
t ∈ R. Promotrimo cˇemu je jednak F′:
F′ (t) =
(
− ln
∑n
i=1 pixi
t∑n
i=1 pi
+ t ·
∑n
i=1 pixi
t ln xi∑n
i=1 pixit
)′
= − 1∑n
i=1 pixi
t∑n
i=1 pi
·
∑n
i=1 pixi
t ln xi∑n
i=1 pi
+
∑n
i=1 pixi
t ln xi∑n
i=1 pixit
+ t ·
∑n
i=1 pixi
t ln2 xi ·∑ni=1 pixit − (∑ni=1 pixit ln xi)2(∑n
i=1 pixit
)2
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= −
∑n
i=1 pixi
t ln xi∑n
i=1 pixit
+
∑n
i=1 pixi
t ln xi∑n
i=1 pixit
+ t ·
∑n
i=1 pixi
t ln2 xi ·∑ni=1 pixit − (∑ni=1 pixit ln xi)2(∑n
i=1 pixit
)2
=
t(∑n
i=1 pixit
)2 ·

 n∑
i=1
pixit ln2 xi
 ·  n∑
i=1
pixit
 −  n∑
i=1
pixit ln xi
2
 (2.1)
Prisjetimo se Cauchy-Schwarz-Buniakowskijevog teorema koji glasi:
Teorem 2.3.3. (CSB-nejednakost)
Za bilo koja dva konacˇna niza realnih brojeva a = (a1, a2, ..., an) i b = (b1, b2, ..., bn), te za
niz pozitivnih realnih brojeva p = (p1, p2, ..., pn) vrijedi: n∑
i=1
piaibi
2 ≤  n∑
i=1
piai2
 ·  n∑
i=1
pibi2
 ,
pri tome jednakost vrijedi onda i samo onda kada su nizovi a i b proporcionalni.
Ako za nizove a i b uzmemo:
ai =
(
xit
) 1
2
bi =
(
xit
) 1
2 ln xi
dobivamo:  n∑
i=1
pi
(
xit
) 1
2
(
xit
) 1
2 ln xi
2 ≤  n∑
i=1
pixit
 ·  n∑
i=1
pixit ln2 xi
 n∑
i=1
pixit ln xi
2 ≤  n∑
i=1
pixit
 ·  n∑
i=1
pixit ln2 xi
 .
Iz cˇega nam slijedi: n∑
i=1
pixit
 ·  n∑
i=1
pixit ln2 xi
 −  n∑
i=1
pixit ln xi
2 ≥ 0.
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S obzirom da je u (2.1) x niz razlicˇitih pozitivnih brojeva i da su p pozitivne tezˇine mozˇemo
zakljucˇiti da vrijedi: n∑
i=1
pixit
 ·  n∑
i=1
pixit ln2 xi
 −  n∑
i=1
pixit ln xi
2 > 0.
Na osnovu toga zakljucˇujemo da F′ (t) ima isti predznak kao i t. Sˇto znacˇi da je funkcija F
strogo rastuc´a za t > 0 i strogo padajuc´a za t < 0, te ima minimum za t = 0. U sljedec´em
dijelu dokaza izracˇunati c´emo f ′ (0). Prvo zamijetimo da je
f (t) =
(
p1x1t + p2x2t + ... + pnxnt∑n
i=1 pi
) 1
t
= exp
[
1
t
ln
(
p1x1t + p2x2t + ... + pnxnt∑n
i=1 pi
)]
.
Deriviranjem dobivamo
f ′ (t)
f (t)
=

(
1
t
)′
· ln
(∑n
i=1 pixi
t∑n
i=1 pi
)
+
1
t(∑n
i=1 pi xi
t∑n
i=1 pi
) · (∑ni=1 pixit∑n
i=1 pi
)′
=
[
− 1
t2
· ln
∑n
i=1 pixi
t∑n
i=1 pi
+
∑n
i=1 pi
t
∑n
i=1 pixit
·
∑n
i=1 pixi
t ln xi∑n
i=1 pi
]
=
− ln
∑n
i=1 pi xi
t∑n
i=1 pi
·∑ni=1 pixit + t ∑ni=1 pixit ln xi
t2
∑n
i=1 pixit

Ukoliko sada pustimo t → 0 dobivamo: f
′ (0)
f (0)
=
0
0
, sˇto znacˇi da mozˇemo primijeniti
L’Hopitalovo pravilo za limese pa dobivamo:
f ′ (0)
f (0)
= lim
t→0
f ′ (t)
f (t)
= lim
t→0

− 1∑n
i=1 pi xi
t∑n
i=1 pi
·
∑n
i=1 pi xi
t ln xi∑n
i=1 pi
·∑ni=1 pixit − ln (∑ni=1 pi xit∑n
i=1 pi
)
·∑ni=1 pixit ln xi
2t
∑n
i=1 pixit + t2
∑n
i=1 pixit ln xi
+
∑n
i=1 pixi
t ln xi + t
∑n
i=1 pixi
t ln2 xi
2t
∑n
i=1 pixit + t2
∑n
i=1 pixit ln xi
]
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= lim
t→0

−∑ni=1 pixit ln xi − ln (∑ni=1 pi xit∑n
i=1 pi
)
·∑ni=1 pixit ln xi
2t
∑n
i=1 pixit + t2
∑n
i=1 pixit ln xi
+
∑n
i=1 pixi
t ln xi + t
∑n
i=1 pixi
t ln2 xi
2t
∑n
i=1 pixit + t2
∑n
i=1 pixit ln xi
]
= lim
t→0

− ln
(∑n
i=1 pi xi
t∑n
i=1 pi
)
·∑ni=1 pixit ln xi + t ∑ni=1 pixit ln2 xi
t
(
2
∑n
i=1 pixit + t
∑n
i=1 pixit ln xi
)

Sada opet primijenjujemo L’Hopitalovo pravilo i dobivamo:
f ′ (0)
f (0)
= lim
t→0

−
∑n
i=1 pi xi
t ln xi∑n
i=1 pi
·∑ni=1 pi xit ln xi∑n
i=1 pi xi
t∑n
i=1 pi
− ln
(∑n
i=1 pi xi
t∑n
i=1 pi
)
·∑ni=1 pixit ln2 xi
W
+
∑n
i=1 pixi
t ln2 xi + t
∑n
i=1 pixi
t ln3 xi
W
]
= lim
t→0

− (
∑n
i=1 pi xi
t ln xi)2∑n
i=1 pi xi
t − ln
(∑n
i=1 pi xi
t∑n
i=1 pi
)
·∑ni=1 pixit ln2 xi
W
+
∑n
i=1 pixi
t ln2 xi + t
∑n
i=1 pixi
t ln3 xi
W
]
Gdje je
W = 2
n∑
i=1
pixit + t
n∑
i=1
pixit ln xi + t
2 n∑
i=1
pixit ln xi +
n∑
i=1
pixit ln xi + t
n∑
i=1
pixit ln2 xi
 .
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Pustimo t → 0 i dobivamo:
f ′ (0)
f (0)
=
− (
∑n
i=1 pi ln xi)
2∑n
i=1 pi
+
∑n
i=1 pi ln
2 xi
2
∑n
i=1 pi
=
− (
∑n
i=1 pi ln xi)
2
+
∑n
i=1 pi ln
2 xi·∑ni=1 pi∑n
i=1 pi
2
∑n
i=1 pi
=
− (∑ni=1 pi ln xi)2 + ∑ni=1 pi ln2 xi ·∑ni=1 pi
2
(∑n
i=1 pi
)2 .
Pomnozˇimo cijelu jednadzˇbu s f (0) i uvrstimo umjesto f (0) izraz iz definicije 2.3.1 te
dobijemo:
f ′ (0) =
 n∏
i=1
xi pi

1∑n
i=1 pi · −
(∑n
i=1 pi ln xi
)2
+
∑n
i=1 pi ln
2 xi ·∑ni=1 pi
2
(∑n
i=1 pi
)2
Zakljucˇujemo f ′ (0) > 0 ako je produkt s desne strane jednadzˇbe vec´i od 0. Obzirom da
smo cijelo vrijeme radili s pozitivnim realnim brojevima i tezˇinama znamo da je desna
strana jednadzˇbe vec´a od nule ako je:
−
 n∑
i=1
pi ln xi
2 + n∑
i=1
pi ln2 xi ·
n∑
i=1
pi > 0,
odnosno  n∑
i=1
pi ln2 xi
 ·  n∑
i=1
pi
 −  n∑
i=1
pi ln xi
2 > 0.
Prema CSB-nejednakosti vrijedi: n∑
i=1
pi ln2 xi
 ·  n∑
i=1
pi
 −  n∑
i=1
pi ln xi
2 ≥ 0,
dok znak jednakosti vrijedi samo kada su nizovi
√
pi i
√
pi·ln xi proporcionalni, odnosno
kada je x1 = x2 = ... = xn = x0. Prema pretpostavci teorema u slucˇaju (ii) ne vrijedi
x1 = x2 = ... = xn = x0. Vratimo se natrag promatranju funkcije F. Dobili smo da F ima
minimum u 0 i znamo da je
F (0) = 02 · f
′ (0)
f (0)
.
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Sada smo izracˇunali da je f ′ (0) realni pozitivni broj, te je uz to f (0) , 0, pa je F (0) = 0.
Iz ispitivanja monotonosti funkcije F slijedi da je F (t) > F (0) = 0 za svaki t. Iz relacije
F (t) = t2 · f
′ (t)
f (t)
,
te znajuc´i da su
F (t) , t2, f (t) > 0,
slijedi da je f ′ (t) pozitivna za t , 0, a u prethodnom tekstu imamo da je f ′ pozitivna i za
t = 0, cˇime smo dobili da je f ′ (t) > 0 za svaki t. Dakle f je strogo rastuc´a sˇto je trebalo i
dokazati. 
U ovome radu od posebnog interesa c´e nam biti tezˇinske sredine kod kojih vrijedi p1 + p2 +
... + pn = 1 pa c´emo shodno tome dati specijalan slucˇaj definicije 2.3.1.
Definicija 2.3.4. Neka je x = (x1, x2, ..., xn) niz pozitivnih realnih brojeva i neka su p =
(p1, p2, ..., pn) pozitivne tezˇine takve da vrijedi p1 + p2 + ... + pn = 1. Tada za svaki realni
broj t, tezˇinska sredina M[t] (x) reda t je definirana:
M[t] (x; p) =
(
p1x1t + p2x2t + ... + pnxnt
) 1
t (t , 0)
M[t] (x; p) = x1 p1 · x2 p2 · ... · xn pn (t = 0)
Ako u prethodnoj definiciji za t uzmemo t = −1, 0, 1 dobivamo redom harmonijsku, ge-
ometrijsku i aritmeticˇku tezˇinsku sredinu. Buduc´i da smo do sada definirali i dokazali
sve potrebne teoreme prelazimo na glavni dio ovog rada, odnosno na konveksne funkcije
pridruzˇene paru sredina.
Poglavlje 3
(M,N) - konveksnost
3.1 Definicija i primjena na A,G i H sredine
Nakon sˇto smo ponovili neke osnovne sredine i dali definiciju sredina povezˇimo sredine
s konveksnim funkcijama. U tu svrhu c´emo definirati konveksne funkcije na paru sredina
M,N, odnosno (M,N)-konveksne funkcije.
Definicija 3.1.1. Neka je f : I → R+ neprekidna, gdje je I ⊆ R+ i neka su M i N dvije
funkcije sredina. Kazˇemo da je funkcija f (M,N)-konveksna ako za sve x, y ∈ I vrijedi:
f (M (x, y)) ≤ N ( f (x) , f (y)) .
Kazˇemo da je funkcija f (M,N)-konkavna ako za sve x, y ∈ I vrijedi:
f (M (x, y)) ≥ N ( f (x) , f (y)) .
Prethodna definicija se po potrebi pretvara u definiciju (M,N)-konveksnih funkcija gdje
su pritom M i N tezˇinske sredine. U iduc´em teoremu proucˇit c´emo kriterije konveksnosti
(konkavnosti) kada zamijenimo M i N sredine s poznatim nam aritmeticˇkim, harmonijskim
i geometrijskim tezˇinskim sredinama. To nam daje 9 razlicˇitih moguc´nosti. No prije samog
teorema prosˇirimo definiciju J-konveksne funkcije sa tezˇinama p i q.
Definicija 3.1.2. Funkciju f : I → R nazivamo J-konveksnom na intervalu I ako ∀x, y ∈ I
i pozitivne tezˇine p, q takve da je p + q = 1 vrijedi:
f (px + qy) ≤ p f (x) + q f (y) . (3.1)
Funkcija f je strogo J-konvkesna ako ∀x, y ∈ I, x , y i pozitivne tezˇine p, q takve da je
p + q = 1 vrijedi:
f (px + qy) < p f (x) + q f (y) .
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Funkciju f : I → R nazivamo J-konkavnom na intervalu I ako ∀x, y ∈ I i pozitivne tezˇine
p, q takve da je p + q = 1 vrijedi:
f (px + qy) ≥ p f (x) + q f (y) . (3.2)
Funkcija f je strogo J-konkavna ako ∀x, y ∈ I, x , y i pozitivne tezˇine p, q takve da je
p + q = 1 vrijedi:
f (px + qy) > p f (x) + q f (y) .
Svojstva J-konveksnih funkcija su nasljedna i kada se ona definira u ovisnosti o tezˇinama,
odnosno svaka konveksna funkcija u ovisnosti o tezˇinama je ujedno i J-konveksna, te
takoder ako je funkcija u ovisnosti o tezˇinama neprekidna onda je ona konveksna ako i
samo ako je J-konveksna.
Teorem 3.1.3. [1] Neka je I otvoren podinterval od R+ i neka je funkcija f neprekidna. U
slucˇajevima (4) - (9), neka je I = 〈0, b〉 , 0 < b < ∞. Tada je:
1. f je AA-konveksna (konkavna) ako i samo ako je f konveksna (konkavna).
2. f je AG-konveksna (konkavna) ako i samo ako je ln f konveksna (konkavna).
3. f je AH-konveksna (konkavna) ako i samo ako je
1
f
konkavna (konveksna).
4. f je GA-konveksna (konkavna) na I ako i samo ako je f
(
be−t
)
konveksna (kon-
kavna) na intervalu 〈0,∞〉.
5. f je GG-konveksna (konkavna) na I ako i samo ako je ln f
(
be−t
)
konveksna (kon-
kavna) na intervalu 〈0,∞〉.
6. f je GH-konveksna (konkavna) na I ako i samo ako je
1
f (be−t)
konkavna (konvek-
sna) na intervalu 〈0,∞〉.
7. f je HA-konveksna (konkavna) na I ako i samo ako je f
(
1
x
)
konveksna (konkavna)
na intervalu
〈
1
b ,∞
〉
.
8. f je HG-konveksna (konkavna) na I ako i samo ako je ln f
(
1
x
)
konveksna (kon-
kavna) na intervalu
〈
1
b ,∞
〉
.
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9. f je HH-konveksna (konkavna) na I ako i samo ako je
1
f
(
1
x
) konkavna (konveksna)
na intervalu
〈
1
b ,∞
〉
.
Dokaz. Dokazivat c´emo samo konveksnost, konkavnost se dokazuje analogno.
1. Imamo: A (x, y; p, q) = px+qy. Sada u definiciju (M,N)-konveksnih funkcija umjesto
M,N uvrsˇtavamo A (x, y; p, q) i dobivamo:
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (A (x, y; p, q)) ≤ A ( f (x) , f (y) ; p, q)
f (px + qy) ≤ p f (x) + q f (y) .
Zbog funkcijske nejednakosti koju smo dobili prema definiciji 3.1.2 funkcija f je
konveksna, cˇime smo dokazali nasˇu tvrdnju.
2. Provjeravamo (M,N)-konveksnost za M = A (x, y; p, q) = px+qy i N = G (x, y; p, q) =
xpyq :
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (A (x, y) ; p, q) ≤ G ( f (x) , f (y) ; p, q)
f (px + qy) ≤ ( f (x))p · ( f (y))q
ln
[
f (px + qy)
] ≤ ln [( f (x))p · ( f (y))q]
ln
[
f (px + qy)
] ≤ ln ( f (x))p + ln ( f (y))q
ln
[
f (px + qy)
] ≤ p ln f (x) + q ln f (y)
Prema (3.1) za f (x) = ln f (x) tvrdnja je dokazana.
3. Provjeravamo (M,N)-konveksnost za M = A (x, y; p, q) = px+qy i N = H (x, y; p, q) =
1
p
x +
q
y
:
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (A (x, y; p, q)) ≤ H ( f (x) , f (y) ; p, q)
f (px + qy) ≤ 1p
f (x) +
q
f (y)
1
f (px + qy)
≥ p
f (x)
+
q
f (y)
1
f (px + qy)
≥ p 1
f (x)
+ q
1
f (y)
Prema (3.2) za f (x) = 1f (x) tvrdnja je dokazana.
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4. Provjeravamo (M,N)-konveksnost za M = G (x, y; p, q) = xpyq i N = A (x, y; p, q) =
px + qy :
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (G (x, y)) ≤ A ( f (x) , f (y))
f (xpyq ) ≤ p f (x) + q f (y) (*)
Promotrimo sada sljedec´e stvari. Znamo da je po tezˇinskoj AG-nejednakosti px +
qy ≥ xpyq. Napravimo supstituciju x = be−t1 , y = be−t2 , b, t1, t2 ∈ R+. Sada smo
dobili sljedec´u nejednakost:
pbe−t1 + qbe−t2 ≥ (be−t1)p · (be−t2)q .
Buduc´i da je f (t) = be−t padajuc´a funkcija na R+ tada vrijedi:
f
(
pbe−t1 + qbe−t2
) ≤ f [(be−t1)p · (be−t2)q] .
Uvrstimo supstituciju u (*) i dobijemo:
f (xpyq ) ≤ p f (x) + q f (y)
f
[(
be−t1
)p · (be−t2)q] ≤ p f (be−t1) + q f (be−t2)
f
(
pbe−t1 + qbe−t2
) ≤ p f (be−t1) + q f (be−t2)
Prema (3.1) za f (x) = f
(
be−t
)
tvrdnja je dokazana.
5. Provjeravamo (M,N)-konveksnost za M = G (x, y; p, q) = xpyq i N = G (x, y) =
xpyq :
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (G (x, y)) ≤ G ( f (x) , f (y))
f (xpyq ) ≤ ( f (x))p · ( f (y))q
Prema dokazu slucˇaja (4) za x = be−t1 , y = be−t2 , b, t1, t2 ∈ R+ dobijemo:
f
(
pbe−t1 + qbe−t2
) ≤ [ f (be−t1)]p · [ f (be−t2)]q
Prema dokazu slucˇaja (2) dobijemo:
ln f
(
pbe−t1 + qbe−t2
) ≤ p ln f (be−t1) + q ln f (be−t2)
Prema (3.1) za f (x) = ln f
(
be−t
)
tvrdnja je dokazana.
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6. Provjeravamo (M,N)-konveksnost za M = G (x, y; p, q) = xpyq i N = H (x, y; p, q) =
1
p
x +
q
y
:
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (G (x, y; p, q)) ≤ H ( f (x) , f (y) ; p, q)
f (xpyq) ≤ 1p
f (x) +
q
f (y)
Prema dokazu slucˇaja (4) za x = be−t1 , y = be−t2 , b, t1, t2 ∈ R+ dobijemo:
f
(
pbe−t1 + qbe−t2
) ≤ 1p
f(be−t1) +
q
f(be−t2)
Prema dokazu slucˇaja (3) dobijemo:
1
f (pbe−t1 + qbe−t2)
≥ p
f (be−t1)
+
q
f (be−t2)
1
f (pbe−t1 + qbe−t2)
≥ p 1
f (be−t1)
+ q
1
f (be−t2)
Prema (3.2) za f (x) = 1f (be−t) tvrdnja je dokazana.
7. Provjeravamo (M,N)-konveksnost za M = H (x, y; p, q) = 1p
x +
q
y
i N = A (x, y; p, q) =
px + qy :
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (H (x, y; p, q)) ≤ A ( f (x) , f (y) ; p, q)
f
 1p
x +
q
y
 ≤ p f (x) + q f (y)
U iduc´em koraku c´emo napraviti supstituciju funkcije f (x) sa funkcijom f
(
1
x
)
i do-
bivamo:
f
 1p
1
x
+
q
1
y
 ≤ p f
(
1
x
)
+ q f
(
1
y
)
f
(
1
px + qy
)
≤ p f
(
1
x
)
+ q f
(
1
y
)
Neka je sada g (x) = f
(
1
x
)
, i neka su x, y ∈
(
1
b ,∞
)
, takvi da je 1x ,
1
y ∈ (0, b). Tada je
funkcija f HA-konveksna na (0, b) ako i samo ako:
g (px + qy) ≤ pg (x) + qg (y)
Prema (3.1) za f (x) = f
(
1
x
)
tvrdnja je dokazana.
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8. Provjeravamo (M,N)-konveksnost za M = H (x, y; p, q) = 1p
x +
q
y
i N = G (x, y; p, q) =
xpyq :
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (H (x, y; p, q)) ≤ G ( f (x) , f (y) ; p, q)
f
 1p
x +
q
y
 ≤ ( f (x))p · ( f (y))q
U iduc´em koraku c´emo napraviti supstituciju funkcije f (x) sa funkcijom f
(
1
x
)
i do-
bivamo:
f
(
1
px + qy
)
≤
[
f
(
1
x
)]p
·
[
f
(
1
y
)]q
Prema dokazu slucˇaja (2) dobijemo:
ln f
(
1
px + qy
)
≤ p ln f
(
1
x
)
+ q ln f
(
1
y
)
Neka je sada g (x) = ln f
(
1
x
)
, i neka su x, y ∈
(
1
b ,∞
)
, takvi da je 1x ,
1
y ∈ (0, b). Tada je
funkcija f HG-konveksna na (0, b) ako i samo ako:
g (px + qy) ≤ pg (x) + qg (y)
Prema (3.1) za f (x) = ln f
(
1
x
)
tvrdnja je dokazana.
9. Provjeravamo MN-konveksnost za M = H (x, y; p, q) = 1p
x +
q
y
i N = H (x, y; p, q) =
1
p
x +
q
y
:
f (M (x, y; p, q)) ≤ N ( f (x) , f (y) ; p, q)
f (H (x, y; p, q)) ≤ H ( f (x) , f (y) ; p, q)
f
 1p
x +
q
y
 ≤ 1p
f (x) +
q
f (y)
U iduc´em koraku c´emo napraviti supstituciju funkcije f (x) sa funkcijom f
(
1
x
)
i do-
bivamo:
f
(
1
px + qy
)
≤ 1p
f( 1x )
+
q
f
(
1
y
)
Prema dokazu slucˇaja (3) dobijemo:
1
f
(
1
px+qy
) ≥ p
f
(
1
x
) + q
f
(
1
y
)
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Neka je sada g (x) = 1
f( 1x )
, i neka su x, y ∈
(
1
b ,∞
)
, takvi da je 1x ,
1
y ∈ (0, b). Tada je
funkcija f HH-konveksna na (0, b) ako i samo ako:
g (px + qy) ≤ pg (x) + qg (y)
Prema (3.2) za f (x) = 1
f( 1x )
tvrdnja je dokazana.

Sada c´emo samo navesti neka od svojstava koja vrijede za prethodno dokazane (M,N)-
konveksne funkcije, gdje su M,N kombinacije sredina A,G i H. Korolar koji c´emo izrec´i je
direktna posljedica svojstava konveksnih funkcija izrecˇenih u prvom poglavlju ovog rada.
Korolar 3.1.4. [1] Neka je I otvoren podinterval od R+ i neka je funkcija f diferencija-
bilna. U slucˇajevima (4) - (9), neka je I = 〈0, b〉 , 0 < b < ∞. Tada je:
1. f je AA-konveksna (konkavna) ako i samo ako je f ′ (x) rastuc´a (padajuc´a).
2. f je AG-konveksna (konkavna) ako i samo ako je
f ′ (x)
f (x)
rastuc´a (padajuc´a).
3. f je AH-konveksna (konkavna) ako i samo ako je
f ′ (x)[
f (x)
]2 rastuc´a (padajuc´a).
4. f je GA-konveksna (konkavna) na I ako i samo ako je x f ′ (x) rastuc´a (padajuc´a).
5. f je GG-konveksna (konkavna) na I ako i samo ako je
x f ′ (x)
f (x)
rastuc´a (padajuc´a).
6. f je GH-konveksna (konkavna) na I ako i samo ako je
x f ′ (x)[
f (x)
]2 rastuc´a (padajuc´a).
7. f je HA-konveksna (konkavna) na I ako i samo ako je x2 f ′ (x) rastuc´a (padajuc´a).
8. f je HG-konveksna (konkavna) na I ako i samo ako je
x2 f ′ (x)
f (x)
rastuc´a (padajuc´a).
9. f je HH-konveksna (konkavna) na I ako i samo ako je
x2 f ′ (x)[
f (x)
]2 rastuc´a (padajuc´a).
Dokazat c´emo samo dvije stavke ovog teorema koje c´emo koristiti u poglavlju 4.
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Dokaz.
(2) Prema teoremu 3.1.3 funkcija f je (A,G)-konveksna ako i samo ako je funkcija ln f
konveksna, tj. ako i samo ako je njezina derivacija rastuc´a funkcija. Deriviramo li funkciju
ln f dobivamo
f ′
f
cˇime je dokazana tvrdnja 2. ovog korolara.
(5) Prema teoremu 3.1.3 funkcija f (G,G)-konveksna ako i samo ako je funkcija ln f (be−t)
konveksna, tj. ako i samo ako je njezina derivacija rastuc´a funkcija. Deriviranjem dobi-
vamo funkciju
h(t) = −be−t f
′(be−t)
f (be−t)
,
koju mozˇemo zapisati kao kompoziciju funkcija ϕ(x) = x f
′(x)
f (x) i ψ(x) = be
−x, tj.
h = −ϕ ◦ ψ. Ocˇito je funkcija ψ padajuc´a.
Da bi dokazali nasˇu tvrdnju moramo dokazati dva smjera jednakosti h = −ϕ ◦ ψ, odnosno
moramo dokazati da ϕ rastuc´a⇒ h rastuc´a, te da h rastuc´a⇒ ϕ rastuc´a.
Ako je ϕ rastuc´a, uz cˇinjenicu da je ψ padajuc´a zakljucˇujemo da je ϕ ◦ ψ padajuc´a, a iz
toga slijedi da je −ϕ ◦ ψ rastuc´a, tj. h je rastuc´a, odnosno ln f (be−t) je konveksna. Time je
dokazan jedan smjer.
Ako je ln f (be−t) konveksna, tada je h rastuc´a, tj. −h = ϕ ◦ ψ je padajuc´a. Uz to ψ je
padajuc´a bijekcija pa je ψ−1 padajuc´a, te je ϕ rastuc´a, cˇime je dokazan i drugi smjer tvrdnje
5. 
Takoder buduc´i da smo ranije dokazali da je H (x, y; p, q) ≤ G (x, y; p, q) ≤ A (x, y; p, q)
vrijede nam i sljedec´e posljedice [1].
Napomena 3.1.5.
1. Funkcija f je AH-konveksna⇒ f je AG-konveksna⇒ f je AA-konveksna.
2. Funkcija f je GH-konveksna⇒ f je GG-konveksna⇒ f je GA-konveksna.
3. Funkcija f je HH-konveksna⇒ f je HG-konveksna⇒ f je HA-konveksna.
Za konkavnost vrijede obrnute implikacije, odnosno:
4. Funkcija f je AA-konkavna⇒ f je AG-konkavna⇒ f je AH-konkavna.
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5. Funkcija f je GA-konkavna⇒ f je GG-konkavna⇒ f je GH-konkavna.
6. Funkcija f je HA-konkavna⇒ f je HG-konkavna⇒ f je HH-konkavna.
Takoder ukoliko je funkcija f rastuc´a (padajuc´a) i N proizvoljna sredina tada vrijedi:
7. Funkcija f je AN-konveksna (konkavna) ⇒ f je GN-konveksna (konkavna) ⇒ f je
HN-konveksna (konkavna).
3.2 Konveksne funkcije na paru sredina reda t
Sredine reda t, odnosno potencijalne sredine M[t] mogu se dalje poopc´iti do tzv. kvazi-
aritmeticˇkih sredina.
Definicija 3.2.1. Neka je f : I → R neprekidna, strogo monotona funkcija, i neka je
x = (x1, x2, ..., xn) n-torka brojeva iz I, a λ = (λ1, λ2, ..., λn) n-torka nenegativnih brojeva
za koje vrijedi λ1 + λ2 + ... + λn = 0. Tada se kvazi-aritmeticˇka sredina definira ovako:
Q[ϕ] (x; λ) = ϕ−1
 n∑
i=1
λiϕ (xi)
 .
Ocˇito je potencijalna sredina M[t] u stvari kvazi-aritmeticˇka sredina za ϕ (x) = xt, ako
je t , 0, i ϕ (x) = ln x, za t = 0.
Lema 3.2.2. [8] Neka su ϕ, ψ dvije neprekidne i strogo monotone funkcije redom na inter-
valima I i J, te je ψ rastuc´a. Tada funkcija f : I → J je
(
Q[ϕ],Q[ψ]
)
-konveksna ako i samo
ako ψ ◦ f ◦ ϕ−1 je konveksna na ϕ (I).
Dokaz. Za ovu lemu c´emo dokazati da svugdje vrijedi ekvivalencija izmedu tvrdnji koje
c´emo dati, odnosno istovremeno dokazujemo oba smjera tvrdnje. Uzmimo f je
(
Q[ϕ],Q[ψ]
)
-
konveksna:
⇔ f
(
Q[ϕ] (x, y)
)
≤ Q[ψ] ( f (x) , f (y))
⇔ f
(
ϕ−1 (λ1ϕ (x) + λ2ϕ (y))
)
≤ ψ−1 [λ1ψ ( f (x)) + λ2ψ ( f (y))] / ◦ ψ
⇔ ψ
[
f
(
ϕ−1 (λ1ϕ (x) + λ2ϕ (y))
)]
≤ λ1ψ ( f (x)) + λ2ψ ( f (y)) (3.3)
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Uvedimo supstituciju:
u = ϕ (x) , v = ϕ (y) ,
odnosno
x = ϕ−1 (u) , y = ϕ−1 (v) .
Uvrstimo li supstituciju u 3.3 dobivamo:
⇔ ψ
[
f
(
ϕ−1 (λ1ϕ (x) + λ2ϕ (y))
)]
≤ λ1ψ ( f (x)) + λ2ψ ( f (y))
⇔ ψ
[
f
(
ϕ−1
(
λ1ϕ
(
ϕ−1 (u)
)
+ λ2ϕ
(
ϕ−1 (v)
)))]
≤ λ1ψ
[
f
(
ϕ−1 (u)
)]
+ λ2ψ
[
f
(
ϕ−1 (v)
)]
⇔ ψ
[
f
(
ϕ−1 (λ1u + λ2v)
)]
≤ λ1
(
ψ ◦ f ◦ ϕ−1
)
(u) + λ2
(
ψ ◦ f ◦ ϕ−1
)
(v)
⇔
(
ψ ◦ f ◦ ϕ−1
)
(λ1u + λ2v) ≤ λ1
(
ψ ◦ f ◦ ϕ−1
)
(u) + λ2
(
ψ ◦ f ◦ ϕ−1
)
(v)
⇔ ψ ◦ f ◦ ϕ−1 je konveksna na ϕ (I) ,
cˇime je nasˇa tvrdnja dokazana. 
Za kraj ovog poglavlja proucˇimo josˇ neke propozicije vezane uz konveksne funkcije na
paru sredina [8].
Propozicija 3.2.3. Neka je f funkcija, f : I → J, i neka su p, q ∈ R takvi da je p < q. Ako
je f rastuc´a i
(
M[q],M
)
-konveksna tada je f i
(
M[p],M
)
-konveksna.
Dokaz.
f je
(
M[q],M
)
-konveksna iz cˇega slijedi
f
(
M[q] (x, y)
)
≤ M ( f (x) , f (y))
f
[
(λ1xq + λ2yq)
1
q
]
≤ M ( f (x) , f (y)) .
Promotrimo sada sredine M[p] (x, y) i M[q] (x, y). Znamo da za njih, zbog p < q, po
teoremu 2.3.2 vrijedi sljedec´a nejednakost:
M[p] (x, y) ≤ M[q] (x, y)
(λ1xp + λ2yp)
1
p ≤ (λ1xq + λ2yq) 1q .
Sada na tu nejednakost djelujemo s funkcijom f , pa buduc´i da je f rastuc´a dobivamo:
f
[
(λ1xp + λ2yp)
1
p
]
≤ f
[
(λ1xq + λ2yq)
1
q
]
.
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Iz toga nam direktno slijedi
f
[
(λ1xp + λ2yp)
1
p
]
≤ f
[
(λ1xq + λ2yq)
1
q
]
≤ M ( f (x) , f (y)) ,
pa samim time i
f
[
(λ1xp + λ2yp)
1
p
]
≤ M ( f (x) , f (y))
f
(
M[p] (x, y)
)
≤ M ( f (x) , f (y)) ,
a to znacˇi da je f i
(
M[p],M
)
-konveksna. 
Napomena 3.2.4. U prethodnoj propoziciji analogno vrijedi ako je f padajuc´a i
(
M[p],M
)
-
konveksna tada je f i
(
M[q],M
)
-konveksna.
Propozicija 3.2.5. Neka je f funkcija, f : I → J, i neka su p, q ∈ R takvi da je p ≤ q. Ako
je f
(
A,M[p]
)
-konveksna tada je f i
(
A,M[q]
)
-konveksna.
Dokaz.
f je
(
A,M[p]
)
-konveksna iz cˇega nam slijedi:
f (αx + βy) ≤ M[p] ( f (x) f (y) ;α, β) .
Buduc´i da vrijedi p ≤ q po teoremu 2.3.2 dobivamo
M[p] ( f (x) f (y) ;α, β) ≤ M[q] ( f (x) f (y) ;α, β) ,
a samim time i
f (αx + βy) ≤ M[q] ( f (x) f (y) ;α, β) ,
a to znacˇi da je f i
(
A,M[q]
)
-konveksna. 
Poglavlje 4
(A,G) i (G,G) konveksne funkcije
4.1 Log-konveksne i multiplikativno konveksne funckije
U ovome poglavlju bavit c´emo se raznim primjerima (A,G) i (G,G) konveksnih funkcija.
Za pocˇetak c´emo ponoviti njihove definicije.
Definicija 4.1.1. (A,G)-konveksne funkcije, obicˇno znane kao log-konveksne funkcije, su
one funkcije f : I → R+ za koje
x, y ∈ I, λ ∈ [0, 1] ⇒ f ((1 − λ) x + λy) ≤ [ f (x)]1−λ · [ f (y)]λ ,
odnosno za koje je funkcija ln f konveksna.
Uocˇimo da je ova definicija proizasˇla direktno iz dokaza teorema 3.1.3, pa ju samom time
mozˇemo preoblikovati i u definiciju u ovisnosti o tezˇinama. Na slicˇan nacˇin po uzoru na
spomenuti teorem c´emo definirati i (G,G)-konveksne funkcije.
Definicija 4.1.2. (G,G)-konveksne funkcije, obicˇno znane kao multiplikativno (geometrij-
ski) konveksne funkcije, su one funkcije f : I → J, I i J su podintervali od R+, za koje
x, y ∈ I, λ ∈ [0, 1] ⇒ f
(
x1−λ · yλ
)
≤ [ f (x)]1−λ · [ f (y)]λ .
Ekvivalent prethodnoj definciji bi bio da je f (x) multiplikativno konveksna ako i samo ako
je ln f (x) konveksna funkcija od ln x.
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Gama i Beta funkcija
Najcˇesˇc´e korisˇteni primjeri log-konveksnih funkcija su Eulerova gama funkcija, te beta
funkcija [8] i [12]. U ovom dijelu rada c´emo ih definirati i pokazati da su log-konveksne.
Definicija 4.1.3. Gama funkcija Γ : 〈0,∞〉 → R je definirana relacijom:
Γ (x) =
∫ ∞
0
tx−1e−tdt za x > 0.
Teorem 4.1.4. Gama funkcija ima sljedec´a svojstva:
1. Γ (x + 1) = x · Γ (x) za x > 0.
2. Γ (1) = 1.
3. Γ je log-konveksna.
Dokaz.
1. Za x > 0 imamo:
Γ (x + 1) =
∫ ∞
0
tx+1−1e−tdt =
∫ ∞
0
txe−tdt
Koristimo parcijalnu integraciju:∣∣∣∣∣∣ u (t) = tx du = xtx−1dtdv = e−tdt v (t) = −e−t
∣∣∣∣∣∣
i dobivamo
Γ (x + 1) = [u (t) v (t)]
∣∣∣∣∣∞
0
−
∫ ∞
0
v (t) u′ (t) du
=
[−txe−t] ∣∣∣∣∣∞
0
+ x
∫ ∞
0
tx−1e−tdt
= x · Γ (x) .
2. Sljedec´e svojstvo je poprilicˇno ocˇito:
Γ (1) =
∫ ∞
0
t1−1e−tdt
Γ (1) =
∫ ∞
0
e−tdt
Γ (1) = −e−t|∞0 =
[
lim
a→−∞
(−ea)
]
−
(
−e0
)
= 0 + 1 = 1
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3. Neka su x, y > 0 i neka su λ, µ ≥ 0 takvi da vrijedi λ + µ = 1. Da bi Γ bila log-
konveksna traba vrijediti nejednakost
Γ ((1 − λ) x + λy) ≤ Γ1−λ (x) · Γλ (y) ,
odnosno znamo li da je λ + µ = 1⇒ µ = 1 − λ treba vrijediti
Γ (µx + λy) ≤ Γµ (x) · Γλ (y) .
Raspisˇemo lijevu stranu nejednadzˇbe
Γ (µx + λy) =
∫ ∞
0
tµx+λy−1e−tdt
=
∫ ∞
0
tµx+λy−µ−λe−t(µ+λ)dt
=
∫ ∞
0
tµx−µtλy−λe−tµe−tλdt
=
∫ ∞
0
(
tx−1e−t
)µ · (ty−1e−t)λ dt
Koristimo teorem 2.2.3 i dobivamo:∫ ∞
0
(
tx−1e−t
)µ · (ty−1e−t)λ dt ≤ (∫ ∞
0
tx−1e−tdt
)µ
·
(∫ ∞
0
ty−1e−tdt
)λ
= Γµ (x) · Γλ (y) ,
odnosno dobili smo nejednakost
Γ (µx + λy) ≤ Γµ (x) · Γλ (y) ,
a upravo smo to i trebali dokazati.

Definicija 4.1.5. Beta funkcija je funkcija dviju varijabli definirana formulom:
B (x, y) =
∫ 1
0
tx−1 (1 − t)y−1 dt za x, y > 0.
Teorem 4.1.6. Beta funkcija ima sljedec´a svojstva:
1. B (x, y) = B (y, x) i B (x + 1, y) = xx+y B (x, y).
2. B (x, y) je log-konveksna funkcija od x za svaki fiksni y.
POGLAVLJE 4. (A,G) I (G,G) KONVEKSNE FUNKCIJE 48
Dokaz.
1. Prvi dio dokaza ove tvrdnje je trivijalan, uz supstituciju s = 1 − t dobivamo:
B (x, y) =
∫ 1
0
tx−1 (1 − t)y−1 dt =
∫ 1
0
sy−1 (1 − s)x−1 ds = B (y, x)
Dokazˇimo i drugi dio tvrdnje, odnosno
B (x + 1, y) =
x
x + y
B (x, y)
Krenimo od lijeve strane
B (x + 1, y) =
∫ 1
0
tx (1 − t)y−1 dt =
∫ 1
0
( t
1 − t
)x
· (1 − t)x+y−1 dt
Provedimo parcijalnu integraciju∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u (t) =
( t
1 − t
)x
du = x
tx−1
(1 − t)x+1 dt
dv = (1 − t)x+y−1 dt v (t) = − (1 − t)
x+y
x + y
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Nakon parcijalne integracije dobivamo
B (x + 1, y) =
[( t
1 − t
)x
· − (1 − t)
x+y
x + y
] ∣∣∣∣∣1
0
+
∫ 1
0
− (1 − t)
x+y
x + y
· x t
x−1
(1 − t)x+1 dt
= lim
t→1
[( t
1 − t
)x
· − (1 − t)
x+y
x + y
]
− 0 + x
x + y
∫ 1
0
tx−1 · (1 − t)
x+y
(1 − t)x+1 dt
=
−1
x + y
[
lim
t→1
tx (1 − t)x+y−1
]
+
x
x + y
∫ 1
0
tx−1 · (1 − t)y−1 dt
= 0 +
x
x + y
B (x, y) =
x
x + y
B (x, y) ,
cˇime smo dokazali prvu tvrdnju.
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2. Neka su a, b, y > 0 i neka su λ, µ ≥ 0 takvi da vrijedi λ + µ = 1. Da bi B bila log-
konveksna, buduc´i da je B funkcija dviju varijabli zˇelimo dokazati ovu nejednakost
B (µa + λb, y) ≤ Bµ (a, y) · Bλ (a, y) .
Znamo da je λ + µ = 1 ⇒ µ = 1 − λ, pa raspisˇemo lijevu stranu jednadzˇbe kao i u
dokazu za Γ je log-konveksna
B (µa + λb, y) =
∫ 1
0
tµa+λb−1 (1 − t)y−1 dt
=
∫ 1
0
tµa+λb−µ−λ (1 − t)µy+λy−µ−λ dt
=
∫ 1
0
tµa−µtλb−λ (1 − t)µy−µ (1 − t)λy−λ dt
=
∫ 1
0
(
ta−1 (1 − t)y−1
)µ · (tb−1 (1 − t)y−1)λ dt.
Koristimo teorem 2.2.3 i dobivamo:∫ 1
0
(
ta−1 (1 − t)y−1
)µ · (tb−1 (1 − t)y−1)λ dt
≤
[∫ 1
0
ta−1 (1 − t)y−1 dt
]µ
·
[∫ 1
0
tb−1 (1 − t)y−1 dt
]λ
≤ Bµ (a, y) · Bλ (a, y) ,
a upravo smo to i trebali dokazati.

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4.2 Primjena Hermite-Hadamardovog teorema na
log-konveksne funkcije na paru sredina
Nakon gama i beta funkcija u sljedec´em dijelu ovoga rada pokazat c´emo primjenu Hermite-
Hadamardovog teorema na log-konveksne funkcije na paru sredina. Kao uvod u teoreme
koje c´emo iskazati i dokazati prisjetimo se Hermite-Hadamardovog teorema:
Ako je f : [a, b]→ R konveksna i neprekidna funkcija, tada je
f
(
a + b
2
)
≤ 1
b − a
∫ b
a
f (x) dx ≤ f (a) + f (b)
2
. (4.1)
Primjetimo da ukoliko primijenimo gore navedenu nejednakost na log-konveksne funkcije
f : I → R+ dobit c´emo
ln
[
f
(
a + b
2
)]
≤ 1
b − a
∫ b
a
ln f (x) dx ≤ ln f (a) + ln f (b)
2
,
odkuda dobivamo
f
(
a + b
2
)
≤ exp
[
1
b − a
∫ b
a
ln f (x) dx
]
≤ √ f (a) f (b).
Buduc´i da je aritmeticˇka sredina definirana kao:
A (a, b) =
a + b
2
,
nejednakost 4.1 mozˇemo zapisati
f (A (a, b)) ≤ 1
b − a
∫ b
a
A ( f (x) , f (a + b − x)) dx ≤ A ( f (a) , f (b)) ,
jer je ∫ b
a
f (x) dx =
∫ b
a
f (a + b − x) dx.
U sljedec´em teoremu dokazat c´emo slicˇno prosˇirenje Hermite-Hadamardove nejednakosti
za log-konveksne funkcije i aritmeticˇke i geometrijske sredine. Prije samog teorema pri-
sjetimo se da je geometrijska sredina definirana kao:
G (a, b) =
√
ab
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Teorem 4.2.1. [5] Neka je f : I → R+0 log-konveksna funkcija na I, i neka su a, b ∈ I takvi
da je a < b. Tada vrijedi nejednakost
f (A (a, b)) ≤ 1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≤ G ( f (a) , f (b)) .
Dokaz. Prvo dokazujemo nejednakost∫ b
a
G ( f (x) , f (a + b − x)) dx ≤ G ( f (a) , f (b))
Buduc´i da je f log-konveksna po definiciji 4.1.1 za svaki λ ∈ [0, 1] vrijedi
f ((1 − λ) a + λb) ≤ [ f (a)]1−λ · [ f (b)]λ ,
f (λa + (1 − λ) b) ≤ [ f (x)]λ · [ f (y)]1−λ .
Pomnozˇimo li te dvije nejednakosti dobivamo
f (λa + (1 − λ) b) · f ((1 − λ) a + λb) ≤ f (a) f (b) .
Sada korjenujemo cijelu nejednakost te imamo
G ( f (λa + (1 − λ) b) , f ((1 − λ) a + λb)) ≤ G ( f (a) f (b)) .
Integriramo nejednakost po λ od 0 do 1 i dobivamo∫ 1
0
G ( f (λa + (1 − λ) b) , f ((1 − λ) a + λb)) dλ ≤
∫ 1
0
G ( f (a) f (b)) dλ
∫ 1
0
G ( f (λa + (1 − λ) b) , f ((1 − λ) a + λb)) dλ ≤ G ( f (a) f (b)) .
Napravimo supstituciju x = λa + (1 − λ) b za λ ∈ [0, 1] te nam slijedi∫ 1
0
G ( f (λa + (1 − λ) b) , f ((1 − λ) a + λb)) dλ = 1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx,
odnosno
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≤ G ( f (a) f (b)) ,
a upravo smo to trebali i dokazati.
Josˇ nam je preostalo dokazati
f (A (a, b)) ≤ 1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx
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Po definiciji 4.1.1 za log-konveksne funkcije vrijedi:
x, y ∈ I, λ ∈ [0, 1] ⇒ f ((1 − λ) x + λy) ≤ [ f (x)]1−λ · [ f (y)]λ .
Sada napravimo sljedec´u suptituciju:
x = λa + (1 − λ) b
y = (1 − λ) a + λb,
takoder uzmimo
λ =
1
2
⇒ 1 − λ = 1
2
,
pa nam je
x =
a + b
2
y =
a + b
2
.
Kad uvrstimo supstituciju u izraz za log-konveksne funkcije dobivamo
f
(
a + b
4
+
a + b
4
)
≤ √ f (x) f (y)
f
(
a + b
2
)
≤ G ( f (x) , f (y))
f (A (a, b)) ≤ G ( f (λa + (1 − λ) b) , f ((1 − λ) a + λb)) ,
a po dokazu prve nejednakosti dobivamo
f (A (a, b)) ≤ 1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx,
cˇime smo dokazali ovaj teorem. 
Prije nego sˇto krenemo na nove teoreme definirat c´emo josˇ jednu korisnu sredinu.
Definicija 4.2.2. Logaritamska sredina, u oznaci L (x, y), gdje su x i y strogo pozitivni
brojevi je definirana kao
L (x, y) =
x − y
ln x − ln y za x , y,
L (x, y) = x za x = y.
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Generalizacija prethodne definicije na sredinu reda t, pritom su x i y strogo pozitivni bro-
jevi, je dana sljedec´om relacijom
L[t] (x, y) =

t
t + 1
· x
t+1 − yt+1
xt − yt , t , 0,−1, x , y
x − y
ln x − ln y , t = 0, x , y
ln x − ln y
x − y , t = −1, x , y
x, x = y
Teorem 4.2.3. [5] Neka je f : I → R+0 log-konveksna funkcija na I, i neka su a, b ∈ I
takvi da vrijedi a < b. Tada vrijede sljedec´e nejednakosti
f
(
a + b
2
)
≤ exp
[
1
b − a
∫ b
a
ln f (x) dx
]
≤ 1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx
≤ 1
b − a
∫ b
a
f (x) dx
≤ L ( f (a) f (b)) .
Dokaz. Prva nejednakost je vec´ ranije dokazana, pa prelazimo na dokaz nejednakosti
exp
[
1
b − a
∫ b
a
ln f (x) dx
]
≤ 1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx
Promotrimo sredinu
G ( f (x) , f (a + b − x)) .
Mozˇemo ju zapisati i kao
G ( f (x) , f (a + b − x)) = exp [ln (G ( f (x) , f (a + b − x)))] .
POGLAVLJE 4. (A,G) I (G,G) KONVEKSNE FUNKCIJE 54
Integrirajuc´i je na intervalu [a, b] kao sˇto smo napravili i u dokazu prethodnog teorema
dobivamo
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx = 1
b − a
∫ b
a
exp
[
ln (G ( f (x) , f (a + b − x)))] dx
≥ exp
[
1
b − a
∫ b
a
ln (G ( f (x) , f (a + b − x))) dx
]
≥ exp
[
1
b − a
∫ b
a
(
ln f (x) + ln f (a + b − x)
2
)
dx
]
Buduc´i da smo ranije pokazali∫ b
a
f (x) dx =
∫ b
a
f (a + b − x) dx,
tada je ocˇito da vrijedi i ∫ b
a
ln f (x) dx =
∫ b
a
ln f (a + b − x) dx.
Sada se vratimo u nejednakost
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≥ exp
[
1
b − a
∫ b
a
(
ln f (x) + ln f (a + b − x)
2
)
dx
]
,
pa dobivamo
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≥ exp
[
1
b − a
∫ b
a
(
ln f (x) + ln f (x)
2
)
dx
]
,
odnosno
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≥ exp
[
1
b − a
∫ b
a
ln f (x) dx
]
,
a upravo to smo trebali i pokazati.
Da bi dokazali nejednakost
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≤ 1
b − a
∫ b
a
f (x) dx,
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koristimo A-G nejednakost iz cˇega nam za x ∈ [a, b] slijedi
G ( f (x) , f (a + b − x)) ≤ f (x) + f (a + b − x)
2
.
Sada ponovo integracijom kao u dokazu prethodnog teorema dobivamo
1
b − a
∫ b
a
G ( f (x) , f (a + b − x)) dx ≤ 1
b − a
∫ b
a
f (x) dx,
pa nam je i ta nejednakost dokazana.
Za kraj nam je ostalo dokazati nejednakost
1
b − a
∫ b
a
f (x) dx ≤ L ( f (a) f (b)) .
Promotrimo log-konveksnost funkcije f , odnosno za λ ∈ [a, b]
f ((1 − λ) x + λy) ≤ [ f (x)]1−λ · [ f (y)]λ
Integriramo tu nejednakost po λ od 0 do 1 pa dobijemo∫ b
a
f ((1 − λ) x + λy) dλ ≤
∫ b
a
[
f (x)
]1−λ · [ f (y)]λ dλ.
Buduc´i da nam je za x = λa + (1 − λ) b∫ b
a
f ((1 − λ) x + λy) dλ = 1
b − a
∫ b
a
f (x) dx,
a takoder nam je ∫ b
a
[
f (x)
]1−λ · [ f (y)]λ dλ = L ( f (a) f (b)) ,
dobili smo nejednakost
1
b − a
∫ b
a
f (x) dx ≤ L ( f (a) f (b)) ,
i time je ovaj teorem dokazan. 
Posljednju nejednakost prethodnog teorema poopc´iti c´emo na sredine reda t sljedec´im te-
oremom.
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Teorem 4.2.4. [5] Neka je funkcija f pozitivna konveksna funkcija reda t na intervalu
[a, b]. Tada je
1
b − a
∫ b
a
f (x) dx ≤ L[t] ( f (a) f (b)) ,
ukoliko je funkcija f konkavna reda t tada vrijedi obrnuta nejednakost.
Dokaz. podijelimo ovaj dokaz na 3 slucˇaja.
(1) za t = 0
Po dokazu prethodnog teorema vrijedi nam
1
b − a
∫ b
a
f (x) dx ≤ L ( f (a) f (b)) ,
a sada po definiciji logaritamske sredine imamo
1
b − a
∫ b
a
f (x) dx ≤ f (a) − f (b)
ln f (a) − ln f (b) ,
a to je upravo po generalizaciji definicije logaritamske sredine
1
b − a
∫ b
a
f (x) dx ≤ L[0] ( f (a) f (b)) ,
pa smo time dokazali tvrdnju za t = 0.
(2) za t , 0,−1
Pretpostavimo za pocˇetak da je f (a) , f (b). Prema definiciji konveksnosti sredina reda t
da bi funkcija f bila konveksna reda t na [a, b] mora vrijediti nejednakost
f
(
M[t] (b, a; λ)
)
≤ M[t] ( f (b) , f (a) ; λ) ,
odnosno buduc´i da je t , 0 i f konveksna mora vrijediti
f (λb + (1 − λ) a) ≤ [λ f t (b) + (1 − λ) f t (a)] 1t .
Po prethodno dokazanim teoremima imamo∫ b
a
f (x) dx = (b − a)
∫ 1
0
f (λb + (1 − λ) a) dλ
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1
b − a
∫ b
a
f (x) dx =
∫ 1
0
f (λb + (1 − λ) a) dλ.
Zbog gore navedene nejednakosti sada nam vrijedi:
1
b − a
∫ b
a
f (x) dx ≤
∫ 1
0
[
λ f t (b) + (1 − λ) f t (a)] 1t dλ
≤
∫ 1
0
[
λ f t (b) + f t (a) − λ f t (a)] 1t dλ
Napravimo li sljedec´u supstituciju:
x = λ f t (b) + f t (a) − λ f t (a) ⇒ dλ = dx
f t (b) − f t (a) ,
dobivamo izraz
1
b − a
∫ b
a
f (x) dx ≤
∫ f t(b)
f t(a)
x
1
t
f t (b) − f t (a)dx
≤ 1
f t (b) − f t (a)
∫ f t(b)
f t(a)
x
1
t dx
≤ 1
f t (b) − f t (a) ·
 x 1t +11
t + 1
 ∣∣∣∣∣ f t(b)
f t(a)
≤ 1
f t (b) − f t (a) ·
t
t + 1
·
[
x
t+1
t
] ∣∣∣∣∣ f t(b)
f t(a)
≤ t
t + 1
· 1
f t (b) − f t (a) ·
[
f t+1 (b) − f t+1 (a)
]
≤ t
t + 1
· f
t+1 (b) − f t+1 (a)
f t (b) − f t (a) .
Dobili smo
1
b − a
∫ b
a
f (x) dx ≤ t
t + 1
· f
t+1 (b) − f t+1 (a)
f t (b) − f t (a) ,
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odnosno po generalizaciji logaritamske sredine
1
b − a
∫ b
a
f (x) dx ≤ L[t] ( f (a) , f (b)) ,
pa nam ovaj slucˇaj vrijedi za f (a) , f (b).
Pretpostavimo sada f (a) = f (b), po prethodnom dokazu vrijedi nam
1
b − a
∫ b
a
f (x) dx ≤
∫ 1
0
[
λ f t (b) + (1 − λ) f t (a)] 1t dλ
≤
∫ 1
0
[
λ f t (b) + f t (a) − λ f t (a)] 1t dλ
≤
∫ 1
0
[
λ f t (a) + f t (a) − λ f t (a)] 1t dλ
≤
∫ 1
0
f (a) dλ
≤ f (a) .
Sada po generalizaciji logaritamske sredine zapravo imamo
1
b − a
∫ b
a
f (x) dx ≤ L[t] ( f (a) , f (b)) ,
pa nam ovaj slucˇaj vrijedi i za f (a) = f (b), cˇime smo dokazali slucˇaj (2).
(3) za t = −1
Pretpostavimo opet da je f (a) , f (b). Zato sˇto je t , 0 vrijedi nam sljedec´a nejedna-
kost iz slucˇaja (2)
1
b − a
∫ b
a
f (x) dx ≤
∫ 1
0
[
λ f t (b) + f t (a) − λ f t (a)] 1t dλ
Uvrstimo t = −1 i dobijemo
1
b − a
∫ b
a
f (x) dx ≤
∫ 1
0
[
λ
f (b)
+
1
f (a)
− λ
f (a)
]−1
dλ
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Napravimo li sljedec´u supstituciju:
x =
λ
f (b)
+
1
f (a)
− λ
f (a)
⇒ dλ = dx1
f (b) − 1f (a)
,
dobivamo izraz
1
b − a
∫ b
a
f (x) dx ≤
∫ 1
f (b)
1
f (a)
x−1
1
f (b) − 1f (a)
dx
≤ 11
f (b) − 1f (a)
∫ 1
f (b)
1
f (a)
x−1dx
≤ f (a) f (b)
f (a) − f (b) · [ln x]
∣∣∣∣∣ 1f (b)1
f (a)
≤ f (a) f (b)
f (a) − f (b) ·
[
ln
1
f (b)
− ln 1
f (a)
]
≤ f (a) f (b)
f (a) − f (b) ·
[
ln f (a) − ln f (b)]
≤ f (a) f (b) ln f (a) − ln f (b)
f (a) − f (b)
Sada po generalizaciji logaritamske sredine zapravo imamo
1
b − a
∫ b
a
f (x) dx ≤ L[−1] ( f (a) , f (b)) ,
pa nam ovaj slucˇaj vrijedi za f (a) , f (b).
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Pretpostavimo sada f (a) = f (b), po prethodnom dokazu vrijedi nam
1
b − a
∫ b
a
f (x) dx ≤
∫ 1
0
[
λ
f (b)
+
1
f (a)
− λ
f (a)
]−1
dλ
≤
∫ 1
0
[
λ
f (a)
+
1
f (a)
− λ
f (a)
]−1
dλ
≤
∫ 1
0
f (a) dx
≤ f (a) .
Po generalizaciji logaritamske sredine zapravo imamo
1
b − a
∫ b
a
f (x) dx ≤ L[−1] ( f (a) , f (b)) ,
pa nam ovaj slucˇaj vrijedi i za f (a) = f (b), cˇime smo dokazali slucˇaj (3), a time i cijeli
teorem. Konkavnost se dokazuje analogno. 
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4.3 Multiplikativna konveksnost
U posljednjem dijelu ovog rada prikazat c´emo nekoliko zanimljivih teorema i propozicija
vezanih uz multiplikativno konveksne funkcije.
Propozicija 4.3.1. [8], [9] Neka je f : [0, a〉 → R+0 neprekidna funkcija koja je multiplika-
tivno konveksna na intervalu 〈0, a〉. Tada je
F (x) =
∫ x
0
f (t) dt
takoder neprekidna na [0, a〉 i multiplikativno konveksna na intervalu 〈0, a〉.
Dokaz. Ako je f multiplikativno konveksna, odnosno (G,G)-konveksna, tada je
f (
√
xy) ≤ √ f (x) f (y).
Stavimo li u tu nejednakost x→ k xn i y→ k yn dobivamo
f (k
√
xy
n
) ≤
√
f (k
x
n
) f (k
y
n
)
pri cˇemu je k = 0, 1, . . . n − 1. Sumiramo sve te nejednakosti i dobivamo
n−1∑
i=0
f (k
√
xy
n
) ≤
n−1∑
i=0
√
f (k
x
n
) f (k
y
n
).
Kvadrirajmo obje strane nejednakosti: n−1∑
i=0
f (k
√
xy
n
)
2 ≤  n−1∑
i=0
√
f (k
x
n
) f (k
y
n
)
2 .
Prema CSB nejednakosti desna je strana manja ili jednaka od n−1∑
i=0
f (k
x
n
)
 ·  n−1∑
i=0
f (k
y
n
)
 .
Naime, napisˇimo CSB nejednakost u ovom obliku(∑ √
ak
√
bk
)2 ≤∑ ak ∑ bk,
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i stavimo ak → f (k xn ), bk → f (k yn ), upravo dobijemo n−1∑
i=0
√
f (k
x
n
) f (k
y
n
)
2 ≤  n−1∑
i=0
f (k
x
n
)
 ·  n−1∑
i=0
f (k
y
n
)
 .
Dakle, dobili smo  n−1∑
i=0
f (k
√
xy
n
)
2 ≤  n−1∑
i=0
f (k
x
n
)
 ·  n−1∑
i=0
f (k
y
n
)
 .
Obje strane nejednakosti pomnozˇimo sa xyn2 i dobijemo √xyn
n−1∑
i=0
f (k
√
xy
n
)
2 ≤  xn
n−1∑
i=0
f (k
x
n
)
 · yn
n−1∑
i=0
f (k
y
n
)
 .
To su integralne sume, pa prelaskom na integrale dobivamo(∫ √xy
0
f (t)dt
)2
≤
∫ x
0
f (t)dt
∫ y
0
f (t)dt,
tj.
F2(
√
xy) ≤ F(x)F(y)
sˇto znacˇi da je F (G,G)-konveksna. 
Sljedec´u propoziciju nec´emo dokazivati jer je njen dokaz direktna posljedica teorema 3.1.3,
korolara 3.1.4 i svojstava konveksnih funkcija navedenih u prvom dijelu rada.
Propozicija 4.3.2. [9] Neka je f : I → R+ diferencijabilna funkcija definirana na podin-
tervalu od R+. Tada su sljedec´a svojstva ekvivalentna
1. f je multiplikativno konveksna;
2. funkcija x f
′(x)
f (x) je rastuc´a;
3. za f vrijedi nejednakost
f (x)
f (y)
≥
(
x
y
) y f ′(y)
f (y)
za svaki x, y ∈ I.
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Teorem 4.3.3. [13] Neka je 0 < a < b i neka je funkcija f : [a, b] → R+ multiplikativno
konveksna. Tada
∫ b
a
f (x) dx ≤

b f (b) − a f (a)
ln (b f (b)) − ln (a f (a)) · ln
b
a
, a f (a) , b f (b)
a f (a) · ln b
a
, a f (a) = b f (b)
Jednakost vrijedi samo kada je f eksponencijalna ili konstantna funkcija, a ako je f multi-
plikativno konkavna nejednakost je obrnuta.
Dokaz. Dokazujemo samo za f je multiplikativno konveksna, a dokaz za f je multipli-
kativno konkavna je analogan. Ako je f multiplikativno konveksna funkcija pogledajmo
izraz ∫ b
a
f (x) dx.
Napravimo li supstituciju:
λ =
ln x − ln a
ln b − ln a ⇒ x = a
(
b
a
)λ
⇒ dx = a
(
b
a
)λ
· ln b
a
dλ,
tada nam vrijedi ∫ b
a
f (x) dx =
∫ 1
0
f
(
bλ · a
aλ
)
· bλ · a
aλ
· ln b
a
dλ∫ b
a
f (x) dx =
∫ 1
0
f
(
bλ · a1−λ
)
· bλ · a1−λ · ln b
a
dλ.
Pretpostavimo da je a f (a) , b f (b). Po definiciji multiplikativno konveksnih funkcija nam
vrijedi ∫ b
a
f (x) dx ≤
∫ 1
0
f 1−λ (a) · f λ (b) · a1−λ · bλ · ln b
a
dλ
≤ ln b
a
∫ 1
0
[
a f (a)
]1−λ · [b f (b)]λ dλ
≤ ln b
a
∫ 1
0
a f (a)[
a f (a)
]λ · [b f (b)]λ dλ
≤ a f (a) · ln b
a
∫ 1
0
[
b f (b)
a f (a)
]λ
dλ
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≤
[
a f (a) · ln b
a
]
·

[
b f (b)
a f (a)
]λ
ln b f (b)a f (a)

∣∣∣∣∣∣1
0
≤ a f (a) · ln
b
a
ln b f (b)a f (a)
·
(b f (b)a f (a)
)λ ∣∣∣∣∣∣1
0
≤ a f (a) · ln
b
a
ln b f (b) − ln a f (a) ·
[
b f (b)
a f (a)
− 1
]
≤ a f (a)
ln b f (b) − ln a f (a) ·
b f (b) − a f (a)
a f (a)
· ln b
a
≤ b f (b) − a f (a)
ln b f (b) − ln a f (a) · ln
b
a
,
cˇime smo dokazali tvrdnju za a f (a) , b f (b).
Pretpostavimo sada a f (a) = b f (b). Tada nam vrijedi nejednakost∫ b
a
f (x) dx ≤ ln b
a
∫ 1
0
a f (a)[
a f (a)
]λ · [b f (b)]λ dλ
≤ ln b
a
∫ 1
0
a f (a)[
a f (a)
]λ · [a f (a)]λ dλ
≤ ln b
a
∫ 1
0
a f (a) dλ
≤ ln a f (a) ,
cˇime smo dokazali tvrdnju za a f (a) = b f (b), a samim time i cijeli teorem. 
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Sazˇetak
Gledano kroz povijest matematike, podrucˇje (M,N) - konveksnih funkcija je relativno
mlado. Prvi radovi na temu konveksnih funkcija pojavili su se krajem 19. stoljec´a, a
zacˇetnikom tog podrucˇja matematike smatramo danskog matematicˇara J.L.W.V. Jensena.
(M,N) - konveksne funkcije pocˇele su se proucˇavati tek u 20. stoljec´u, a danas je opc´epri-
hvac´ena sljedec´a definicija.
Neka je f : I → R+ neprekidna, gdje je I ⊆ R+ i neka su M i N dvije funkcije sredina.
Kazˇemo da je funkcija f (M,N)-konveksna ako za sve x, y ∈ I vrijedi:
f (M (x, y)) ≤ N ( f (x) , f (y)) .
U prvom poglavlju ovog rada obradili smo pojam konveksnih funkcija te dali nekoliko
nacˇina definiranja istih. Takoder smo iskazali i dokazali neke bitne nam teoreme za glavni
dio rada poput Hermite - Hadamardova teorema. Poglavlje smo zakljucˇili navodenjem
svojstava konveksnih funkcija koje c´emo kasnije koristiti. Nakon konveksnih funkcija u
drugom poglavlju prisjetili smo se poznate nejednakosti izmedu harmonijske, geometrij-
ske, aritmeticˇke i kvadratne sredine. U nastavku smo definirali tezˇinske sredine i tezˇinske
sredine reda t. Za kraj drugog poglavlja smo iskazali i dokazali tzv. teorem o monotonosti.
U glavnom dijelu ovog rada, 3. i 4. poglavlju, u potpunosti smo se posvetili proucˇavanju
(M,N) - konveksnih funkcija. Nakon same definicije, proucˇavali smo kriterije i svojstva
konveksnosti funkcija pridruzˇenih paru sredina, gdje smo za sredine uzimali harmonijsku,
geometrijsku i aritmeticˇku sredinu. Nakon toga smo dokazali nekoliko teorema i propo-
zicija (M,N) - konveksnih funkcija vezanih uz kvazi-aritmeticˇke sredine i sredine reda t.
U posljednjem poglavlju ovog rada proucˇavali smo (A,G) i (G,G) - konveksne funkcije.
Ovdje smo definirali gama i beta funkciju, logaritamsku sredinu i dokazali razne teoreme
vezane uz (A,G) i (G,G) - konveksne funkcije, cˇesto koristec´i Hermite - Hadamardov te-
orem i infinitezimalni racˇun.
Summary
Viewed through history of mathematics, area of (M,N) - convex functions is relatively yo-
ung. The first works on the theme of convex functions appeared in the late 19th century, and
for the pioneer of this field of mathematics is considered Danish mathematician J.L.W.V.
Jensen. (M,N) - convex function have begun to be studied only in the 20th century, and
today it is generally accepted the following definition.
Let f : I → R+ be continuous, where I is a subinterval of R+, and let M and N be any two
mean functions. We say that f is (M,N)-convex if for all x, y ∈ I:
f (M (x, y)) ≤ N ( f (x) , f (y)) .
In the first section of this paper we have process the concept of convex function and gave se-
veral ways of defining them. We have also expressed and proved some important theorems
for our main part of the work, such as the Hermite - Hadamard theorem. We concluded
chapter by stating the properties of convex functions which we will use later. In Chapter 2
we reminded ourselves of the known inequalities between the harmonic, geometric, arith-
metic and square means. Below, we defined the weighted mean and the weighted mean of
order t. At the end of the second chapter we expressed and proved the so-called Theorem
of monotony.
The main parts of this work are Chapters 3 and 4. In Chapter 3 we defined (M,N) - convex
functions and studied the criteria and properties of convexity of functions according to the
pair of means, where for means we have taken harmonic, geometric and arithmetic mean.
After that we proved several theorems and propositions for (M,N) - convex functions re-
lated to the quasi-arithmetic means and the means of order t. The last chapter of this work
is devoted to (A,G) and (G, A) - convex functions. We defined the gamma and beta func-
tions, logarithmic mean and proved various theorems related to (A,G) and (G, A) - convex
functions.
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