ABSTRACT. Initial-boundary value problems for second order fully nonlinear PDEs with Caputo time fractional derivatives of order less than one are considered in the framework of viscosity solution theory. Associated boundary conditions are Dirichlet and Neumann, and they are considered in the strong sense and the viscosity sense, respectively. By a comparison principle and Perron's method, unique existence for the Cauchy-Dirichlet and Cauchy-Neumann problems are proved.
INTRODUCTION
Let T > 0 and α ∈ (0, 1) be given constants and Ω be a bounded domain in R d . We are concerned with existence and uniqueness for viscosity solutions of initial-boundary value problems for where Γ is the usual gamma function. A given real-valued function F is continuous and degenerate elliptic (see (2. 3) for the definition). We note that by the degenerate ellipticity, (1.1) includes first order cases F = F (t, x, w, p). Differential equations with fractional derivatives have attracted great interest from both mathematics and applications within the last few decades. Among fractional derivatives, the Caputo fractional derivative is effectively used for modeling many real phenomena ( [2] , [3] , [4] , [13] , [22] , [33] , [35] , [50] , and [51] ). A feature of the Caputo derivative is the memory and trapping effect. Many studies have been done also for the Riemann-Liouville fractional derivative, which is defined by exchanging the order of differentiation and integration in the definition of the Caputo fractional derivative. However, in order to solve differential equations with Riemann-Liouville fractional derivatives, data for a fractional integral of the unknown function and their integer order derivatives should be given on the endpoints. For Caputo fractional derivatives, one can consider in the same setting as in the integer order case (see [20] for example). Therefore, the Caputo fractional derivative is better for modeling phenomena. There are enormous attempts to obtain exact solutions and develop numerical schemes so far (see [6] , [21] , [40] , and references therein). For further topics on fractional calculus we refer the reader to [20] , [32] , [46] , [49] , and [53] .
As in the case α = 1, a smooth solution is not always expected to exist, so it is necessary to consider a solution in a weak sense. Various notions of solutions have been introduced. In [47] Prüss introduces notions of a strong solution, a mild solution, and a weak solution of linear evolutionary Volterra equations loc ([0, ∞)) is a scalar kernel, f ∈ C([0, ∞); X), and (k * g)(t) = t 0 k(t−s)g(s)ds. Utilizing these notions, he shows that there exists a unique strong solution that satisfies a certain property if and only if (1.3) admits a "resolvent". He also constructs a resolvent using spectrum theory in a special case. We note that PDEs (partial differential equations) of the form (1.4) ∂ α t u + Au = 0 are expressed as (1.3) with f = u(·, x) and k(t) = t −α by applying the RiemannLiouville integral
u(s) (t − s) α ds to both sides of (1.4). There are similar considerations for nonlinear equations. Hernández, O'Regan, and Balachandran [26] considers abstract evolution equations of the form ∂ α t (u + g(·, u))(t) = Au + f (t, u(t)). Here A is an infinitesimal generator of a C 0 -semigroup of bounded linear operators on Banach space X, and f, g ∈ C([0, T ]×X, D(A)). They define a mild solution according to [47] and establish a unique existence result using the fixed point theorem under appropriate conditions for A, f and g. Kolokoltsov and Veretennikova [35] considers [47] . In fact, a fractional ordinary differential equation derived by taking the Fourier transformation for (1.5) in space can be solved. They define a mild solution with an integral equation obtained by taking the inverse Fourier transformation for the solved one in space. They prove that for an initial data belonging to C argument is based on the fixed point theorem. Their assumptions on H are actually a bit weaker than Lipschitz continuity. They also prove that the mild solution is a classical solution under some restrictions for H and initial data. Luchko [42] considers an initial-boundary value problem for (1.4) with Au = − div(p(x)u) + q(x)u and continuous initial-boundary data. Here p ∈ C 1 is a uniformly positive function and q is a continuous nonnegative function. He defines a generalized solution for a continuous function as the uniform convergence limit of a classical solution of (1.4) associated with initial-boundary data uniformly converging to given ones. He constructs a formal solution using the Fourier method of the separation (the eigenfunction expansion) and proves that it is a generalized solution and it is also a classical solution under certain restrictions. The uniqueness is guaranteed by a maximum principle for an initial-boundary value problem established in [41] . For the purpose of discussing an inverse problem, Sakamoto and Yamamoto [48] introduces a notion of a weak solution of an initial-boundary value problem for (1.4) with Au = − div(p(x)u) + q(x)u including a continuous exterior term f (t, x). For a function belonging to a certain class, their weak solution is defined as the equation holds in L 2 sense. They prove a unique existence of the weak solution by using the eigenfunction expansion (Galerkin method) and a priori estimate. They also give asymptotic estimates as time goes to infinity. Zacher [52] finds a unique solution satisfying
Here V and H are real separable Hilbert spaces such that V is densely and continuously embedded into H, k ∈ L 1 loc ([0, ∞)) is a scalar kernel that belongs to a certain class, and A : (0, T ) × V × V → R is a bounded V-coercive bilinear form. Moreover, (·, ·) H and ·, · V ′ ,V denote the scalar product in H and the duality pairing between V and its dual V ′ , respectively. The zero of 0 H 1 2 ([0, T ], V ′ ) means vanishing trace at t = 0. The argument is based on the Galerkin method and a priori estimate. We note that
is an absolute continuous function (see [20, Lemma 2.12] ), and that k * (u−x)(t) = I 1−α [u−x](t) when k(t) = t −α . As notions of solutions coming from completely different ideas, there are those using a form obtained by certain integration by parts formula ( [2] and [3] ) and those based on defining the Caputo fractional derivative on a finite interval of a certain fractional Sobolev space ( [25] ).
Taking into account of generalizations of nonlinearity F and boundary condition, we use a viscosity solution theory. A viscosity solution is a kind of generalized solution for PDEs and was introduced by Crandall and Lions [18] . We refer the reader to [7] and [34] for basic theory and to [12] , [17] , and [23] for more advanced theory. While the viscosity solution theory develops greatly for local equations, it has also developed for nonlocal equations
with much general nonlocal terms I[u] due to contributions of many researchers. In [9] by Barles and Imbert, there is a set of results for the well-posedness in the framework of viscosity solution theory, including the story so far. A viscosity solution of equations with Caputo time fractional derivatives was first given by Allen [1] . He considers a regularity issue for viscosity solutions of nonlocal nondivergence nonlinear parabolic equation of the type
Here a ij is a uniformly positive function that satisfies a ij (t, x, y) = a ij (t, x, −y). The Caputo fractional derivative is formally rewritten as
whereũ is a function such thatũ(t) = u(t) for t ≥ 0 andũ(t) = u(0) for t < 0. The form of M t , which is an analogue of the Marchaud fractional derivative (see, e.g., [33, Definition 2.11] and [49, Section 5.4] ), is very close to the fractional Laplacian. Therefore he handles M t in accordance with the idea of the abovementioned nonlocal theory of viscosity solutions and defines a viscosity solution.
Actually, M t is included in the class of nonlocal terms handled in [9] . Thus, even if the Caputo time fractional derivative is added to PDEs that could be considered so far, the well-posedness would be verified by regarding the time variable as a part of the space variable. Most of the methods taken in this paper are in fact standard in the viscosity solution theory. However, there are several differences between spatial nonlocal operators such as fractional Laplacian and the Caputo time fractional derivative. For example, fractional Laplacian is defined in the whole space R d in principle. Hence, for boundary value problems, boundary conditions need to be imposed not only on the boundary but also on the outside (See [30] for example). On the other hand, the Caputo fractional derivative always makes sense in a bounded interval, so initial conditions can be imposed in the same way as usual case. We also point out that the Caputo fractional derivative is non-translation invariant. Mou andŚwięch [45] considers a uniqueness issue for viscosity solutions of Bellman-Isaacs type equation with a nonlocal term
Here 1 B(0,1) is the indicator function of unit ball B(0, 1) and {µ x } x is a family of Lévy measures. Notice that I x is not translation invariant in general due to the x dependency of µ x . They prove a comparison principle after getting an appropriate regularity for viscosity sub-and supersolutions, since a standard proof does not work because of the non-translation invariance (see also [44] ). In our situation, a comparison principle can be proved for an upper semicontinuous subsolution and a lower semicontinuous supersolution in the standard way. In addition, as described later in Introduction, a difference between roles of time derivative and space derivative is used especially in our proof of a comparison principle. Therefore, it is expected that handling the Caputo time fractional derivative independently will give beneficial observations. Motivated by some of these, Giga and the author [24] consider the initial value problem for the Hamilton-Jacobi equations
under the spatial periodic boundary condition. They prove a unique existence, stability, and a regularity of the solution under standard assumptions on H and initial data. We note that their viscosity solution is essentially the same as one by Allen's idea.
The purpose of this paper is to develop the arguments by [24] and to investigate a unique existence for viscosity solutions of initial-boundary value problems for (1.1). Specifically, we consider the Cauchy-Dirichlet problem with the homogeneous Dirichlet condition and the Cauchy-Neumann problem with the homogeneous Neumann condition. In either case, the homogeneity is chosen for simplicity, not essential. As is well known, the viscosity solution theory allows us to handle very general boundary conditions [17] . However, it is inappropriate to always interpret boundary conditions in "the strong sense" that they are imposed at each point on the boundary, and it is required to interpret in "the viscosity sense". The homogeneous Dirichlet and Neumann conditions are chosen as typical examples in the strong and viscosity sense, respectively.
By using the maximum principle as usual, derivatives of the unknown function in (1.1) are replaced by those of a test function, so we can define a viscosity solution of (1.1). Here the maximum principle by Lucho [41] is used for the Caputo fractional derivative. Our definition of a viscosity solution (Definition 2.2) is rewritten using M t . To be precise, a nonlocal operator which slightly rewritten M t are handled in this paper for convenience sake. In [24] the solution by this definition was called a provisional solution. The well-posedness was not clarified as it is difficult to prove a comparison principle. We prove that our definition is equivalent to that where M t [ϕ] for a test function ϕ is replaced with M t [u] for the unknown function u (Proposition 2.5). At the same time, it is guaranteed that M t [u] exists at points where the unknown function is tested. Similar facts are stated by Arisawa [5] , Barles and Imbert [9] , and Jakobsen and Karlsen [31] for nonlocal equations without Caputo time fractional derivatives. This equivalent definition is an extension of one by [1] and [24] to second order equations.
We prove an existence theorem by Perron's method developed by Ishii [27] . A proof is similar to that of [24] , but by virtue of the equivalence of definitions of solutions, some of the proofs can be simplified. Precisely, M t [ϕ] is continuous with respect to the independent variables, and so the standard proof works.
The uniqueness is ensured by the comparison principle. Our proof is slightly different and simpler than that of α = 1, so let us explain briefly here. To that end, let u and v be smooth solutions of (
Let us assume that F (t, x, w, p, X) = F (p) for the presentation simplicity. We know that
Since F (∇u(t, x)) = F (∇v(t, x)), subtracting both sides yields
When α = 1, there is no contradiction from (1.7). Hence −ηt with a sufficiently small constant η > 0 is often added to u − v. Then contradiction is obtained since it follows that 0 < η = η + ∂ Notice that
From the supposition by the contradiction and the assumption of the comparison principle, it turns out that the left-hand side is positive, a contradiction. In the proof of the comparison principle for second order equations in the case of α = 1, "the maximum principle for semicontinuous functions" established by Crandall and Ishii [16] is effectively used. Unfortunately, it is difficult to use it directly for nonlocal equations. This is explained carefully by Jakobsen and Karlsen in [31, Section 2] . Very roughly speaking, it is difficult to find an appropriate integrable function that bounds the integrand which guarantees the use of some convergence theorem from an element in the closure of a set of semijets. In [31] they establish a "nonlocal version" of [28, Proposition 5.1] which is the same kind of result as the maximum principle for semicontinuous functions, and prove a comparison principle for equations with nonlocal terms. The assumption is weakened by Barles and Imbert [9] . We present a similar result (Lemma 3.2) of [31, Lemma 7.4] and [29, Proposition IV.1] that can be applied to equations with Caputo time fractional derivatives with the same idea. For the proof we do not use results established in [31] and [9] . A notion of viscosity solution when boundary conditions are interpreted in the viscosity sense is introduced in the same way as in the case of α = 1. By employing techniques used so far, a unique existence theorem of a viscosity solution for the Cauchy-Neumann problem is proved without trouble.
In this paper, we only consider the homogeneous Dirichlet and Neumann conditions. Some extensions to other boundary conditions would be possible. For variations of boundary conditions the reader is referred to [17] and references therein. See also [10] and [11] for first order equations. We note that a viscosity solution of (1.1) with the state constraint boundary condition also can be defined in a similar manner and the well-posedness is discussed. In the case of periodic boundary conditions viscosity sub-and supersolutions required by Perron's method can be easily constructed following [24, Corollary 4.3] .
In order to consider more complicated phenomena, generalization of the definition of the Caputo fractional derivative in several directions is attempted. One of them is the distributed order Caputo fractional derivative, which is defined as
Here ω is a nonnegative weight function. Mathematical analysis of equations with this derivative is not yet much, but important observations on linear equations have been made. Li, Luchko, and Yamamoto [38] , [39] show an existence and uniqueness of solution by using the eigenfunction expansion and Laplace transformation. They also show the short-and long-time behavior [38] and the analyticity in time of solution [39] , and mention references on application. The results of this paper hold even for (1.1) where ∂ α t is replaced by
is represented as above, where δ is a Dirac delta function. This special case is also considered for linear equations ( [43] and [37] for example). There seems to be some research when λ i depends on variables like λ i = λ i (t, x) as another generalization. It is also interesting to discuss the well-posedness of (1.1) where ∂ α t is replaced with
t . However, for the former case, our arguments in the proof of the comparison principle does not work due to technical reasons, and so the well-posedness remains open. For the latter case, the definition of a solution is not clear. This paper is organized as follows: In Section 2 we first summarize properties of the nonlocal operator M t . We then give a definition of a viscosity solution of (1.1), equivalent definitions, and stability. In Section 3 we prove a unique existence theorem for the Cauchy-Dirichlet problem with homogeneous Dirichlet boundary condition. The key lemma in the proof of the comparison principle is proved in Section 4. In Section 5 we give a definition of a viscosity solution when boundary conditions are interpreted in the viscosity sense, and then prove a uniqueness existence theorem for the Cauchy-Neumann problem with a homogeneous Neumann boundary condition.
DEFINITION OF A VISCOSITY SOLUTION AND ITS BASIC PROPERTIES
We first summarize properties of a nonlocal operator.
is defined for every t ∈ (0, T ]. Moreover, the integration by parts and the change of variable of integration imply that
and
The subscript (0, t) of K (0,t) denotes the interval of integration in the definition of
, and we say that
exists as a finite number. Here f ± := max{±f, 0}.
is bounded from below (resp. above) for each a and t with 0
and it is continuous with respect to t in (a, T ].
Proof. The first assertion is due to the extreme value theorem for semicontinuous functions.
Let t ∈ (0, T ] and ρ > 0 be such that 2ρ < min{t − a, T − t}. For s ∈ [t − ρ, t + ρ] and τ ∈ (0, T ), we have
Here 1 I is the indicator function on an interval I, that is, 1 I (τ ) = 1 for τ ∈ I and 0 for τ ∈ I. The last function is integrable on (0, T ). Therefore the dominated convergence theorem ensures the second and third assertions.
We next define a viscosity solution of
For a function h : A → R let h * and h * denote the upper and lower semicontinuous envelope, respectively. Namely,
is an open ball of radius r centered at x and B(x, r) is its closure. Throughout this section, we always assume that
Definition 2.2 (Viscosity solution). (i) A function
Here, by C 1,2 ((a, T ] × O), we mean the space of functions ϕ such that ϕ, ∂ t ϕ, ∇ϕ and ∇ 2 ϕ are continuous in (a, T ) × O and some neighborhood of {T } × O. We hereafter suppress the word "viscosity" unless confusion occurs. Remark 2.3. When F is continuous and degenerate elliptic in the sense that
the notion of a viscosity solution by Definition 2.2 is consistent with that of a classical solution. More precisely,
Remark 2.4. As mentioned in the Introduction, all assertions in this paper hold for a multi-term case
where
[ϕ](t,x)). Here J αi and K αi are operators J and K associated with α = α i , respectively. A supersolution and a solution are defined in a similar way.
Definition 2.2 is suitable for proving an existence theorem by Perron's method. For a comparison principle it is convenient to introduce equivalent definitions.
) exists, and
Proof. We prove only for subsolution since the proof for supersolution is symmetric. The 'if' part is easy. Indeed, the assumption
which immediately yields the desired inequality. In order to prove the 'only if' part we take
, ρ) (see, e.g., [5] for such a construction of ϕ σ ). It is easy to see that
Since u is a subsolution of (2.1) in (a, T ] × O, we have
. We see that
due to the dominated convergence theorem. Thus taking the limit infimum in (2.5) as σ → 0 after estimating by (2.6) yields
Note that this holds for any small ρ > 0. In order to end the proof, we shall prove that
We introduce the function
for τ ∈ [0, ρ) and set
Remark 2.6. In (i) of Definition 2.2 the maximum may be replaced by a strict maximum in the sense that (2.10)
or by a local strict maximum in the sense that (2.10) holds with some neighborhood of (t,x) instead of (0, T ] × O. Similarly, in (ii) of Definition 2.2, the minimum may be replaced by a strict minimum or by a strict local minimum. Similar things are valid for Proposition 2.5.
The set of parabolic superjets of u * and parabolic subjets of u * at (t, x) are defined as
.
, respectively. We do not use the first derivatives in time, i.e., the first elements of P + u * (t, x) and P − u * (t, x). Thus we introduce subsets as
. Note that if u is once differentiable in time and continuously twice differentiable in space at (t,
In view of definitions of these sets, the following equivalence is immediate.
We finish this section by presenting two types of stability of a solution. The proofs are simple modifications of those of [24, Theorems 5.1 and 5.2], so we do not give the details here. We note that the analogue of the vanishing viscosity can be obtained by a similar argument.
Let A be a set in R N with N ≥ 1. For a sequence of functions h σ : A → R, where σ ∈ R, the upper half-relaxed limit lim sup * σ→σ ′ h σ and the lower halfrelaxed limit lim inf *σ→σ ′ h σ are defined as
For each σ > 0 let u σ be a subsolution (resp. supersolution) of
Then lim sup * σ→0 u σ (resp. lim inf *σ→0 u σ ) is a subsolution (resp. supersolution) of
(ii) For each α ∈ (0, 1) let u α be a subsolution (resp. supersolution) of (2.1) in (a, T ] × O where the order of the Caputo time fractional derivative is α. Let β ∈ (0, 1]. Then lim sup * α→β u α (resp. lim inf *α→β u α ) is a subsolution (resp. supersolution) of (2.1) in (a, T ] × O where the order of the Caputo time fractional derivative is β, provided that lim sup
EXISTENCE AND UNIQUENESS FOR THE CAUCHY-DIRICHLET PROBLEM
The goal of this section is to obtain a unique existence of a solution for the Cauchy-Dirichlet problem of the form
Here Ω is a bounded domain in R d . The boundary condition is interpreted in the strong sense.
× Ω → R is both a (viscosity) sub-and supersolution of (3.1), then u is called a (viscosity) solution of (3.1).
We list our assumptions on F and u 0 . 
As is known, (A1) and (A3) yield the degenerate ellipticity (2.3) of F . We note that the assumptions (A1)-(A3) are easily weakened. For discussion of assumptions, see [17] , [23] and references therein. [31] . The proof of the lemma is postponed to the next section. For bounded functions u, v : [0, T ] × Ω → R and a parameter ε > 0, let u ε and v ε denote the sup-and inf-convolution in space of u and v, respectively. Namely,
We write a ∨ b = max{a, b} and a ∧ b = min{a, b} for a, b ∈ R.
Lemma 3.2. Assume (A1) and (A2). Let u, v : [0, T ] × Ω → R be a bounded usc subsolution and a bounded lsc supersolution of (2.1)
Then there exist two matrices X, Y ∈ S d satisfying
Here I denotes the d × d identity matrix,
For the reader's convenience we give basic properties of the sup-and inf-convolution here. See, e.g., [7] , [12] , and [36] for the proof. 
Then the following properties hold: 
Proof. We suppose that max [0,T ]×Ω (u − v) =: θ > 0 and shall get a contradiction.
For σ > 0 we define a function
Since Φ is usc on the compact set [0, T ]×Ω×Ω, there is a maximum point
It is standard [17, Lemma 3.1] that (t σ , x σ , y σ ) converges to a (t,x,x) ∈ (0, T ]×Ω×Ω such that (u−v)(t,x) = θ as σ → 0 by taking a subsequence if necessary and that lim σ→0 σ −1 |x σ − y σ | 2 = 0. Notice thatt = 0 andx ∈ ∂Ω since, otherwise, it would contradict the assumption that u ≤ v on ({0}×Ω)∪([0, T ]×∂Ω). We may assume that all maximum points of Φ and (t,x,x) are in (0, T ] × Ω ε × Ω ε by letting σ and ε smaller.
Let (t σ,ε , x σ,ε , y σ,ε ) be a maximum point of
,ε , y σ,ε ) ∈ (0, T ] × Ω ε × Ω ε for sufficiently small ε. We denote the limit of (t σ,ε , x σ,ε , y σ,ε ) as σ, ε → 0 by (t,x,x), although it is not necessarily the same as the above one. Since
. We now apply Lemma 3.2 with (t,x,ȳ) = (t σ,ε , x σ,ε , y σ,ε ) and ϕ(t, x, y) = σ
where p := 2σ
Since x ′ σ,ε and y ′ σ,ε converge tox as σ, ε → 0, we find that lim sup
and so that lim inf
. By (A2) and (A3) we see that
(3.6) Therefore, taking the limit infimum in (3.4) as σ, ε → 0 after applying (3.5) and (3.6) yields
However, this is a contradiction since θ > 0 and (u − v)(0,x) ≤ 0.
Existence of a solution.
We show an existence theorem by Perron's method.
Theorem 3.5 (Existence of a solution).
Assume that (A1), (A2), (A3), and (A4). Let u − , u + : [0, T ]×Ω → R be a subsolution and a supersolution of (3.1)
Lemma 3.6. Assume (A1). Let S be a nonempty set of subsolutions (resp. supersolutions) of (2.1)
Lemma 3.7. Assume (A1) and (A2). Let u
then there exists a function w ∈ S and a point (s, y) ∈ (0, T ] × Ω such that u(s, y) < w(s, y).
Theorem 3.5 follows from lemmas 3.6 and 3.7 as in [27] . Both lemmas can be proved by slightly modifying proofs of [24, Lemma 4.1 and Theorem 4.2]. We only give a simpler proof for Lemma 3.7.
Proof of Lemma 3.7. Since u ∈ S is not a supersolution of (2.1)
) such that u * − ϕ attains a strict zero minimum at (t,x) and
Proposition 2.1 and the dominated convergence theorem imply that
is continuous in (0, T ] × Ω. Thus, for sufficiently small ρ > 0 and r > 0, we have
It is easy to see that
ϕ ≤ u * ≤ (u + ) * in [0, T ] × Ω. We notice that ϕ < (u + ) * at (t,x). Indeed, if ϕ = (u + ) * at (t,x), then min [0,T ]×Ω ((u + ) * − ϕ) = ((u + ) * − ϕ)(t,
x).
Since u + is a supersolution of (2.1) in (0, T ]×Ω, the inequality (3.7) is contradictory. Set λ := 1 2 ((u + ) * − ϕ)(x,t) > 0. Since (u + ) * − ϕ is lsc, we see that ϕ + λ ≤ (u + ) * in B 2r by letting r smaller if necessary. Note thus that ϕ + λ ≤ u + in B 2r . Note also that there is λ ′ ∈ (0, λ ∧ ρ) such that ϕ + 2λ
Let a function w on [0, T ] × Ω be defined by
We claim that w ∈ S. Clearly, w ≤ u + in [0, T ] × Ω, so it suffices to prove that w is a subsolution of (2.1) in (0, T ] × Ω. To this end, we take
Assume that w
. Since u is a subsolution of (2.1) in (0, T ] × Ω, we get the desired inequality.
Hence we see that
We also see that ϕ+λ ′ −ψ attains a local zero maximum at (ŝ,ŷ), so that (∇ψ, ∇ 2 ψ) = (∇ϕ, ∇ 2 ϕ) at (ŝ,ŷ). In consequence, by (3.8) and (A2) it follows that
which asserts our claim. Let (t σ , x σ ) be a sequence such that (t σ , x σ , u(t σ , x σ )) → (t,x, u * (t,x)) as σ ց 0. Then we have lim inf
This means that there is a point (t, x) ∈ [0, T ] × Ω such that w(t, x) > u(t, x).
Finally, we would like to point out that sub-and supersolutions assumed in Theorem 3.5 are obtained by slightly extending the construction method in case of α = 1 given, e.g., by Demengel [19] . As an example let us consider the following simple equation under the same initial-boundary condition as (3.1).
For any fixed parameters (s, y) ∈ ({0} × Ω) ∪ ((0, T ] × ∂Ω) and ε > 0 we define
Here, C 1 and C 2 are sufficiently large constants, g is a function on ({0} × Ω) ∪ ((0, T ] × ∂Ω) that represents the initial-boundary condition,
and ρ 2 is a real-valued function on Ω satisfying −∆ρ 2 ≥ 1 in Ω (in the viscosity sense), ρ 2 > 0 on Ω \ {y}, ρ 2 (y) = 0.
We note that, in the definition of u s,y,ε − , only terms ρ 1 and t α are extended from one handled in [?] . By a very similar argument (without additional step) it can be proved that u s,y,ε − is a bounded subsolution of the initial-boundary problem that satisfies u s,y,ε − (s, y) = g(s, y) − ε. Therefore Lemma 3.6 implies that u − := sup{u
is a desired subsolution. The same change also enables us to construct sub-and supersolutions for equations with more general F handled in [19] .
PROOF OF LEMMA 3.2
This section is devoted to prove Lemma 3.2 which played the important role in proving the comparison principle (Theorem 3.4). We follow conventional procedures. That is, the proof consists of finding appropriate semijets using the regularization of a solution by sup-and inf-convolutions in space-time (See [14] , [15] , and [29] for example). We first prove a weaker caset = T . For functions u, v : [0, T ] × Ω → R, parameters ε > 0, and δ > 0, let u ε,δ and v ε,δ denote the sup-and inf-convolution in time of u ε and v ε , respectively. Namely, 
respectively. Here We take
Observe that
By a similar observation, we find that
in a sufficiently small neighborhood of (t ′ ,x) and
It is easy to see that
for all τ ∈ [0, t ′ ]. Indeed, the left-hand inequality follows from (4.4), and the righthand inequality is obtained by combining (4.2) with the inequality u
exists. The right-hand inequality of (4.5) also yields
We next see that
where the functionū
We defineū ε,δ : (−∞, T ] × Ω → R for u ε,δ in the same manner. In the case of (i)
, we evaluate the integrand on the right-hand side of (4.7).
(i) From (4.1) and definitions ofū ε and u ε,δ it is seen that
(ii) Similarly, it is also seen that
|u|.
Thus we find that
By (4.1), (4.2), and (A2) it is clear that
Therefore we obtain the desired inequality.
The next proposition is standard. However, there is no reference which proves the same statement, so we give the detail. 
as δ → 0 along a subsequence if necessary.
Proof. Set Φ ε (t, x, y) := u ε (t, x) − v ε (t, y) − ϕ(t, x, y) and
The last term is bounded from above uniformly in δ. Hence this inequality implies that t δ and s δ converge to a same point, say,t as δ → 0 by taking a subsequence if necessary. Notice that t ′ δ and s
Thus (t δ , x δ , s δ , y δ ) → (t,x,t,ỹ) = (t,x,t,ȳ) as δ → 0. At the same time we see that
Since u ε and −v ε are usc, by (4.8) we have
The similar applies to the case for v ε,δ .
We are ready to give a proof of Proposition 4.1.
Proof of Proposition 4.1. We define a function Φ ε,δ by
to ϕ δ , we may assume that Φ ε,δ attains a strict maximum at z δ . Since Φ ε,δ is also semiconvex, according to [17, Theorem A.2] there are sequences z δ,σ :
2 at z δ,σ and has a second differential at z δ,σ . Since
and since a σ t δ,σ + ζ σ · x δ,σ − b σ s δ,σ − ξ σ · y δ,σ vanishes as σ → 0, a slight change in the proof of Proposition 4.3 shows that
We set
It is immediate that
Since ∇ 2 x,y ϕ δ,σ (z δ,σ ) is bounded from above uniformly in δ and σ, by compactness ([28, Lemma 5.3]) there are decreasing sequences {δ j } and {σ j }, and matrices X, Y ∈ S d such that X j := X δj ,σj → X and
x,y ϕ(t,x,ȳ) as j → ∞. Therefore we obtain the desired matrix inequality (3.2) by taking the limit in (4.11) as j → ∞. Set (t j , x j , s j , y j , p j , q j ) := (t δj ,σj , x δj ,σj , s δj ,σj , y δj ,σj , p δj ,σj , q δj ,σj ).
We notice that (t j , x j ), (s j , y j ) ∈ (M δ 1/2 j , T ) × Ω ε for large j. Since u is a subsolution of (2.1) in (0, T ] × Ω, Proposition 2.7 and Lemma 4.2 imply that
Subtracting the second inequality from the first inequality yields
(4.12)
Since u ε and −v ε are usc and (4.10) holds, it follows that
There is (t
Letx ′ ∈ B(x, M ε 1/2 ) be a limit point of x ′ j as j → ∞ along a subsequence. By (A1) (the continuity of F ), we find that
Similarly, we have
Let ρ > 0 be a parameter such that ρ < t j , s j < T − ρ for all large j. Since
and since the right-hand side of this inequality multiplied by τ −α−1 is integrable on (0, T ), Fatou's lemma implies that
The similar implies that
Recall that ϕ δ,σ has a form ϕ δ,σ (t, x, s, y) = ϕ(t, x, y) + |t −t| 2 + |x −x| 4 + |y −ȳ|
It is not hard to see that
for some constant C ρ,j such that lim ρ→0 lim j→∞ C ρ,j = 0. The dominated convergence theorem yields lim j→∞
Consequently, by taking the limit infimum in (4.12) as j → ∞, we get
A similar argument in the proof of Proposition 2.5 ensures that
exists and the desired inequality (3.3) holds as ρ → 0. The proof is now complete.
In order to complete the proof of Lemma 3.2 we use an extension to equations with Caputo time fractional derivatives of the Accessibility lemma given by Chen, Giga, and Goto in [15, Section 2] . This is proved with the same idea as their proof. However, we have to take care that the barrier function at t = T must be chosen such that the Caputo time fractional derivative there is large. 
Proof. Suppose that the conclusion were false. Then there would exist open balls B(x) and B(ŷ) centered atx andŷ, respectively, and ρ > 0 such that
Fix such B(x), B(ŷ) and ρ. 
It is easy to see that Φ(t, x, t, y) attains a strict maximum over
. Following the idea of the proof of Proposition 4.3 it turns out that (4.14)
Since u is a subsolution of (2.1) in (0, T ] × Ω, we have
Subtracting the second inequality from the the first inequality yields
By (4.14) and the upper semicontinuity of u and −v we see that
It is immediate that
We denote the right-hand side by F . Fix λ ′ ∈ (0, λ) arbitrarily. Since
and sufficiently small σ, we see that
Thus Fatou's lemma yields
Therefore, from (4.15), we find that
We rewrite this as
It is well known [46, Equation (2.56)] that
for t, a ∈ R with a < t and β > 0. By this and elementary calculations we see that
This can be verified using xΓ(x) = Γ(1 + x) for all x ∈ R except the non-positive integers and Euler's reflection formula, i.e., Γ(x)Γ(1 − x) = π/ sin(πx) for all x ∈ R \ Z. Since
which is contradictory for small λ.
Proof of Lemma 3.2. We may assume thatt = T by Proposition 4.1. For σ > 0 we consider
By using Proposition 4.4 as in [15, Section 6] it follows that (4.17)
We are now able to apply Proposition 4.1 in which (t,x,ȳ) and T are respectively replaced with (t σ , x σ , y σ ) and some T σ such that t σ < T σ < T for each σ. Thus there are two matrices
Since ∇ 2 x,y ϕ(t σ , x σ , y σ ) is bounded from above uniformly in σ, (4.18) implies that there exist X, Y ∈ S d such that X σ → X and Y σ → Y as σ → 0 by taking a subsequence. The matrix inequality (3.2) is obtained by letting σ → 0 in (4.18). Let ρ > 0 be a sufficiently small parameter. In much the same way as in the proof of Proposition 4.1 we easily see that
The dominated convergence theorem implies that
Therefore, by taking the limit infimum in (4.19) as σ → 0, we get
As in the proof of Proposition 4.1 the inequality (3.3) is obtained by letting ρ → 0.
EXISTENCE AND UNIQUENESS FOR THE CAUCHY-NEUMANN PROBLEM
We consider the Cauchy-Neumann problem of the form
Here Ω is a bounded C 1 domain in R d and n : ∂Ω → R is the outward unit normal. In this section, we introduce a viscosity solution when boundary conditions are interpreted in the viscosity sense and then investigate a unique existence of a solution for (5.1)-(5.2). For the latter purpose the following assumptions are made:
(A5) Ω satisfies the uniform exterior sphere condition, i.e., there is r > 0 such that
(A9) there is a neighborhood V of ∂Ω relative to Ω such that
5.1. Boundary condition in the viscosity sense. Definition 2.2 of the viscosity solution is extended for more general equations of the form
Here 0 ≤ a < T , O is a locally compact subset of R d , and E is a real-valued function on W :
exists, and
. The symmetric statement holds for supersolutions.
The proof of this proposition parallels those of Propositions 2.5 and 2.7, so we do not repeat it.
A viscosity solution of (5.1)-(5.2) when the boundary condition is interpreted in the viscosity sense is defined by means of Definition 5.1.
If a (viscosity) subsolution u of (5.1) satisfies u * (0, ·) ≤ u 0 on Ω, then u is called a (viscosity) subsolution of (5.1)-(5.2).
A (viscosity) supersolution and a (viscosity) solution are defined in a similar way.
This definition is used in this section. Note that
Of course, a viscosity solution of (5.1) with more general boundary condition can be defined. , and B x,ε := Ω ∩ B(x, M ε 1/2 ). From [29] we recall that for (t, x) ∈ [0, T ] × Ω ε there exist x ′ , y ′ ∈ B x,ε such that
For a parameter δ > 0 let u ε,δ and v ε,δ denote the sup-and inf-convolution in time of u ε and v ε defined as before, respectively. and E * (t, x, w, l 1 , p, X) ≤ E * (t, x, w, l 2 , p, X) if l 1 ≤ l 2 . Then u ε,δ and v ε,δ are a subsolution and a supersolution of As is well-known, the uniformly exterior sphere condition for Ω (A5) implies that p j · n(x We are now able to prove a comparison principle. Proof. According to [17, Lemma 7.6] there is φ ∈ C 2 (Ω) such that ∇φ(x) · n(x) ≥ 1 for x ∈ ∂Ω and φ ≥ 0 on Ω. It is not hard to see that for ρ > 0,ū(t, x) := u(t, x) − ρφ is a subsolution of Let (t σ,ε , x σ,ε , y σ,ε ) be a maximum point of Φ(t, x, y) := u ε (t, x) − v ε (t, y) − |x − y| 2 σ on [0, T ] × Ω ε × Ω ε . We fix x ∈ Ω arbitrarily. It is easy to see that u(t σ,ε , x) − ε −1 |x σ,ε − x| 2 − v ε (t σ,ε , x σ,ε ) ≤ Φ(t σ,ε , x σ,ε , x σ,ε )
≤ Φ(t σ,ε , x σ,ε , y σ,ε )
≤ sup This means that dist(x σ,ε , Ω) < Cε 1/2 and so x σ,ε ∈ ∂Ω ε . In a symmetric way we also see that y σ,ε ∈ ∂Ω ε . Since it turns out that (t σ,ε , x σ,ε , y σ,ε ) converges to a (t,x,x) ∈ (0, T ] × Ω × Ω such that (u − v)(t,x) = θ, we know that t σ,ε ∈ (0, T ] for small σ, ε. + F ε (t σ,ε , x σ,ε , u ε (t σ,ε , x σ,ε ), p, X) − F ε (t σ,ε , y σ,ε , v ε (t σ,ε , y σ,ε ), p, −Y ) ≤ 2ω 2 (ρκ),
where p := 2σ −1 (x σ,ε − y σ,ε ). As in the proof of Theorem 3.4, letting σ, ε → 0 results in θ − (u − v)(0,x) t α Γ(1 − α) ≤ 2ω 2 (ρκ), which is a contradiction for small ρ. The proof of the existence part is a trivial modification of that of Theorem 3.5 with the use of Theorem 5.7.
As in the case of the Cauchy-Dirichlet problem, sub-and supersolutions can be obtained by slightly extending conventional methods. For example, we set u − (t, x) = −M − C Γ(1 + α) t α + d(x) and u + (t, x) = −u − (t, x),
where M and C are sufficiently large constants and d is a function which agrees with the distance to the boundary in a neighborhood of ∂Ω. Then it is easy to check that u − and u + are respectively a subsolution and a supersolution of 
