Abstract-Some frequency-domain controller design problems are solved using a finite number of frequency samples. Consequently, the performance and stability conditions are not guaranteed for the frequencies between the frequency samples. In this paper, all possible interpolants between the frequency samples of the open-loop system are bounded using convex constraints on a linearly parameterized controller. These constraints are integrated in a method which solves an H∞ control problem based on spectral models by convex optimization. The method is applied to a simulation example. It is shown how the added conservatism is reduced while the number of frequency samples is increased.
I. INTRODUCTION
Many difficulties arise when physical laws or identification methods are used to obtain parametric models. Consequently, some controller design methods have been developed based on frequency-domain or time-domain data instead of using parametric models. Frequency-domain data or spectral models are preferred because the stability condition and some performance specifications can be defined in frequencydomain.
Several frequency-domain methods as loop-shaping in Bode diagram, Ziegler-Nichols tuning method and the Quantitative Feedback Theory [1] are still used in many applications. Although the graphical tools are usually used in these approaches, with new progress in numerical methods for solving optimization problems, new approaches for controller design have been developed [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . These controller design methods use only a finite number of frequency-domain data to solve the control problem. As a consequence, the stability and performance constraints are only verified at a finite number of frequency samples. Practically, if the number of samples is large enough, this may lead to stabilizing controllers with desired performances. However, in this paper it is shown that, it is possible to satisfy the constraints for all frequencies only using a finite number of frequencies if some assumptions are verified on the system. Nevertheless, the difficulty is to know which is the minimum number of necessary frequencies. The systems behavior between the measured frequency samples is named, in the sequel, the inter-grid behavior.
In [10] , the set of all possible interpolants that corresponds to the system's measured frequency samples is defined with a prior assumption on the system's impulse response. The absolute value of the system's impulse response is assumed to be bounded by a decreasing exponential function that converges to zero. As a result, a bound for the difference between the linear interpolation model and all the possible interpolants between the frequency samples is obtained. This result cannot be applied for systems with integrators because the impulse response cannot be bounded with a decreasing exponential function that converges to zero. A similar problem is treated in [11] . A prior assumption is considered on the relative stability of the underlying system. This means that the real parts of the underlying system's poles are assumed to be greater than a chosen positive value. A frequency dependent bound is then given for all possible interpolants. This slightly reduces the conservatism compared to the previously mentioned constant bound proposed by [10] . These results have been applied to a controller design method presented in [12] . The main drawback of the approach is that non-parametric controllers are obtained. A second step of interpolation is needed to obtain a parametric controller to be implementable in a feedback loop.
In this paper, using some ideas presented in [10] , a solution to the theoretical problem of the inter-grid behavior is given for the controller design method presented in [8] , [9] . These papers propose an open-loop shaping method with infinity norm constraints on the weighted closed-loop transfer functions. A linearly parameterized controller K is designed for the system G such that the open-loop transfer function L = KG is close to a desired open-loop transfer function. With the aim of finding the inter-grid uncertainty, a bound on the impulse response of L is defined. This permits to compute the inter-grid uncertainty bound. This uncertainty defines all the systems describing the inter-grid behavior. Then, this bound is integrated in the original performance and stability constraints of the controller design method. Finally, a linear constraint is added to ensure the imposed bound on the impulse response of L. This impulse response is calculated only using a finite number of the open-loop frequency response samples. The uncertainty bound are also developed for open-loop systems containing one integrator. The proposed method can be used for PID controllers as well as for higher order linearly parametrized controllers. This approach can also treat the multimodel uncertainty case. The proposed approach is applied in a simulation example showing how the added conservatism is decreased when the number of the frequency samples is increased.
This paper is organized as follows: First, all possible interpolants between the frequency samples of the frequency response of a system are bounded based on some results of [10] in Section II. Section III introduces this bound for a general controller design problem in Nyquist diagram. The results are applied to the method proposed in [8] , [9] . Simulation results are given in IV. Finally, some conclusions are given in Section V.
II. ANALYSIS OF THE INTER-GRID BEHAVIOR

A. Inter-grid uncertainty
Based on the results shown in [10] , the frequency response samples of a discrete-time system are used to define an uncertainty bound. This bound contains all possible interpolants between the samples.
Assume that we have N frequency response samples, X(e −jω k ) for k = 1, . . . , N of the original frequency response X(e −jω ) of a discrete-time system between 0 and the Nyquist frequency ω N spaced by ωN N −1 . Let the linear interpolation frequency response model X λ (e −jω ) be defined between two consecutive frequency response samples X(e −jω k ) and X(e −jω k+1 ):
where ω is defined as ω = λω k + (1 − λ)ω k+1 and:
Since
of the discrete-time system satisfies |x(h)| ≤ M β −h , it is shown in [10] that:
B. Inter-grid uncertainty with integrators
If the discrete-time system contains an integrator, (a pole at 1), its impulse response x(h) cannot be bounded by a decreasing exponential function that converges to zero. In this case, a similar approach can be applied nonetheless.
In the sequel, it is considered that the discrete-time system has only one integrator. For simplicity, the discrete-time integrator 1 1−e −jω is approximated by 1 jω . However, in [13] the results considering the discrete-time integrator without approximation are given.
The frequency responseX(e −jω ) of the discrete-time system is approximated by:
where X(e −jω ) is the frequency response of the discretetime system without integral part. The impulse response x(h) of the discrete-time system without the integral term (4). However, now the goal is to find a bound δ int for |X λ (e −jω ) −X(e −jω )| based on the bound on |X λ (e −jω ) − X(e −jω )|. Note that the linear interpolation modelX λ (e −jω ) between the frequency samplesX(e −jω k ) andX(e −jω k+1 ) is defined as:
Using the linear interpolation model, the bound for |X λ (e −jω ) −X(e −jω )| can be bounded as follows:
Now, each term of the previous bound is analyzed separately. From (1) and (2), the following equation is obtained:
Then, if λ from (2) is replaced in (6) and combined with (8) , the following equation is obtained:
which has its maximum for ω = √ ω k ω k+1 . Then, (9) can be bounded by:
Replacing ω k+1 − ω k by ωN N −1 , we obtain:
On the other hand, the second term of the bound is a direct result from the previous subsection:
Therefore, the bound δ int for the difference between the linear interpolation modelX λ (e −jω ) and all possible interpolants when the discrete-time system contains an integrator is given by:
Remark: It should be noted that these bounds are conservative but decrease rapidly while N is increased. For the no integrator case, the bound δ in (4) decreases by a factor of 1/(N − 1) 2 while for the case with one integrator, the bound δ int in (13) decreases by a factor of 1/(N − 1).
III. CONTROLLER DESIGN METHOD
Consider that G(e −jω ) is a causal discrete-time LTI-SISO system with bounded infinity norm. A method to tune a linearly parameterized discrete-time controller given by:
is proposed in [8] , [9] where
n is the number of controller parameters and φ i (e −jω ), i = 1, . . . n are stable transfer functions with no pole at 1 chosen from a set of orthogonal basis functions. It is clear that PD controllers belong to this set.
is the open-loop transfer function of the system which is a linear function on ρ.
For simplicity, an open-loop shaping controller design problem with constraint on one weighted closed-loop sensitivity function is considered. The 2-norm of L − L d is minimized under the closed-loop sensitivity function condition W 1 S ∞ < 1 where S = (1 + L) −1 . In [8] , [9] it is shown that the constraint W 1 S ∞ < 1 can be approximated by the following linear constraint:
where
. The following optimization problem is proposed to solve the controller design problem:
Subject to:
The inter-grid behavior of a frequency response function can be analyzed following Section II. To integrate these bounds in the open-loop shaping controller design method, X(e −jω ) orX(e −jω ) should be replaced by the open-loop frequency response L(e −jω , ρ) (a function of the controller parameters). However, the controller is not known a priori (ρ is not known), so these results cannot be applied directly. Thus, the results presented in Section II should be integrated in the controller design method taking into account the intergrid behavior as a function of the controller parameters ρ.
The main idea is to define linear constraints on controller parameters to bound the impulse response of the open-loop discrete-time system L(e −jω , ρ). Then, the graphical interpretation of the bound for the difference between the linear interpolation model and the open-loop frequency response is used to define new convex constraints in the Nyquist diagram. These new constraints assure that the frequency condition is satisfied for all frequencies between the frequency samples. It should be noted that only a finite number of convex constraints are used in the optimization problem.
A. Controller design (no integrator)
The inter-grid behavior between the open-loop frequency response samples depend on its impulse response (h, ρ). This impulse response can be computed with the DiscreteTime Inverse Fourier Transform of the open-loop frequency response L(e −jω , ρ):
The impulse response (h, ρ) can be bounded by | (h, ρ)| ≤ M β −h at the discrete-time instants h = 0, . . . , N − 1 where N is chosen sufficiently large. The bandwidth of the desired open-loop transfer function L d (e −jω ) can be used to choose the value of N . This bound is presented as linear constraint on controller parameter ρ. In order to simplify the computations, the integration can be approximated with the desired precision based on the Inverse Discrete Fourier Transform given by:
Note that N d ≥ N should be chosen where N is the number of frequency samples of L(e −jω k , ρ) such that the dual of Shannon's Theorem is satisfied. In the Theorem given in Appendix A, it is shown that the uniformly spaced discrete samples of the frequency response of a signal are a complete representation of the frequency response if its Inverse Fourier Transform is a time-limited signal. This assures that the discrete frequency samples L(e −jω k , ρ) for k = 1, . . . , N d are a complete representation of L(e −jω , ρ). For simplicity, N d and N are chosen equal to N which gives:
Then, the impulse response (h, ρ) can be bounded with a decreasing exponential function converging to zero using the following linear constraints:
If the above mentioned constraints are satisfied, smoothness assumption can be considered as in Section II. Note that the constraints are linear because the controller to be designed is linearly parameterized. Furthermore, it should be note that the precision of the approximation of (19) by (20) can be increased by increasing N d without increasing the number of constraints in (22) and (23). Now, the inter-grid behavior of L(e −jω k , ρ) for k = 1, . . . , N can be defined for all ω using the constant bound given in (4) . It should be noted that this bound is defined around the following linear interpolation model:
The constraints in (17) assure that the point L(e −jω , ρ) is on the side of d(ω) excluding the critical point for all ω (see Fig.1 ). The line d(ω) is defined orthogonal to the line connecting the critical point (−1 + 0j) to L d (e −jω ) and tangent to the circle centered at the critical point with radius of W 1 (e −jω ). The infinite number of constraints defined in (17) can be approximated with a finite number of constraints, which adds however some conservatism. Therefore, based on the equally spaced finite set of frequencies ω ∈ {ω 1 , . . . , ω N }, an uncertainty area is defined in the Nyquist diagram for each pair of ω k and ω k+1 around the interpolation model (24). The uncertainty area bounds all possible interpolants between the frequency samples. If the uncertainty area described in Figure 1 is on the side of the line d(ω) excluding the critical point, the frequency-domain condition is also satisfied for all frequencies between ω k and ω k+1 . The infinite number of constraints in (17) defined for all ω ∈ [0, ω N ] can be replaced by the following finite number of constraints:
These constraints assure that the uncertainty area is at the side of d(ω) excluding the critical point.
The new convex optimization approach in which the approximation of the 2-norm of L − L d is minimized under the linear constraints proposed in (23), (22) and (25) is given below:
B. Controller design (with integrator)
For control problems where the open-loop system contains an integrator, φ(e −jω ) defined in (16) can contain transfer functions with poles at 1. The open-loop frequency response of the system is approximated by:
Note that, L(e −jω , ρ) is the open-loop frequency response of the system without the integral part.
The bound δ int (ω) given in (13) depends on the controller parameters ρ and it is defined around the following linear interpolation model:
Uncertainty Area
Fig. 1. Convex constraints guaranteeing inter frequency behavior in Nyquist diagram
In this case, figure 1 also describes graphically the constraints for controller design if
is replaced byL λ (e −jω ) and δ is replaced by δ int (ω, ρ). Note that, in this case, the uncertainty area depends on the controller parameter ρ. The optimization problem proposed in (26) is slightly modified by replacing L(e −jω k , ρ) byL(e −jω k , ρ) and δ by δ int where
and (h, ρ) is computed based on N samples of the openloop frequency response L(e −jω k , ρ) (which does not contain the integrator).
It should be noted that the optimization problem proposed in (26) contains only linear constraints while that proposed for controller design with integrator contains linear and convex constraints (because δ int is a function of ρ but δ is not). The optimization problem in (26) can be solved very efficiently even with thousands of constraints by standard quadratic programming. On the other hand, an SDP solver is needed to solve the optimization problem proposed for controller design with integrator (e.g. SeDuMi [14] ).
IV. SIMULATION RESULTS
A simulation example is presented in this section where a discrete-time PD controller is designed. The idea is to show how the conservatism is reduced when the number of frequency samples is increased. The following continuous-time transfer function is considered:
which is discretized using Tustin approximation with T s = 0.1s as sampling period. The following PD controller should be tuned for this system:
The goal is to design a controller minimizing the 2-norm of Table I for N equal to 50, 100, 1000, 10000 and 100000. It should be noted that the computation of the impulse response of the open-loop system is not accurate for high values of h for some chosen values of N . Therefore, only the constraints bounding the impulse response for which the bound M β −h is higher than 10 −4 are considered. Looking at the Table  I , it can be seen that the 2-norm of L − L d is reduced when N is increased. This result is expected because the inter-grid uncertainty δ is decreasing when N is increased which reduces the conservatism of the approach. However, the computational cost (T C) is also increased.
As expected, if the same control problem is solved based on the optimization problem proposed in (18), better performances can be obtained for the same number of data N . The results are shown in Table II. Note that using the approach proposed in this paper, if N is large enough, the results are the same as those obtained with the method not considering the inter-grid uncertainty.
V. CONCLUSION
A solution for the inter-grid behavior to verify the stability and performance condition for frequency-domain controller design methods has been presented. The difference between the linear interpolation model and all possible interpolants between the frequency samples of the open-loop system are bounded with a value that depends on a smoothness assumption on the impulse response of the open-loop system. Additionally, it is shown how this bound is reduced when the number of frequency samples is increased. These results are integrated in an H ∞ controller design method where a linearly parameterized controller is designed by convex optimization. The simulation results show that using a finite number of frequency samples, the stability and performance conditions can be satisfied even for frequencies between the samples. However, this adds some conservatism that decreases if the number of frequency samples increases. Consequently, the complexity of the problem increases. Same results can be obtained with much less computational complexity only verifying the constraints at the available frequency samples. It should be noted that in this case, there is no guarantee that the conditions are verified between the frequency samples.
APPENDIX
A. Dual of Shannon's Theorem
According to Shannon's Sampling Theorem, the uniformly spaced discrete samples of a time-domain signal are a complete representation of the signal if its sampling rate is higher than the double of the signal's bandwidth. Similarly, the uniformly spaced discrete samples of the frequency response of a signal are a complete representation of the frequency response if the impulse response obtained by its Inverse Fourier Transform is time limited. Theorem: X(ω) is completely determined by its ordinates at a series of points spaced by less than or equal to π/T if its Inverse Fourier Transform x(t) is 0 for t < −T and t > T . Proof: x(t) has non 0 values for a period of 2T . Therefore, it can be represented as a Fourier series expansion using any period T m ≥ 2T . The Fourier Transform expansion of x(t) can be written as: 
