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Stratifications des fibres singulières des systèmes de Mumford
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1 Introduction
Au début du 19 ème siècle Adolph Göpel, introduisit les courbes hyperelliptiques et dès lors elles
ont eu un rôle central, elles sont un sésame à notre compréhension des structures mathématiques. En
1984, Mumford [[18]] a introduit un système intégrable se basant sur les courbes hyperelliptiques, il
mit en lumière l’évolution des champs de vecteurs sur les fibres du système intégrable, et établit un
isomorphisme entre une fibre de ce système intégrable associé à une courbe hyperelliptique lisse C
avec la jacobienne de C dépourvue de son diviseur thêta. Ainsi Mumford a construit un exemple qui
incarne un lien indéfectible entre les systèmes intégrables et la géométrie algébrique. La jacobienne
d’une courbe hyperelliptique et son diviseur thêta détiennent toutes les caractéristiques de la courbe.
Grâce aux travaux de Mumford, on a une nouvelle voie pour décrire la jacobienne ainsi que son
diviseur thêta. C’est donc une idée naturelle d’étudier les fibres des systèmes de Mumford associées
à des courbes hyperelliptiques singulières afin d’avoir une description la plus exacte des jacobiennes
généralisées ainsi que leurs diviseurs thêta associés. Cette vision ne fût pas exploitée durant les
trente dernières années. Cet article établit les premières étapes pour une description complète de
certaines jacobiennes généralisées et leurs diviseurs thêta.
1.1 Soit g entier positif et soit Mg un espace affine complexe de dimension 3g + 1 de coordonnées
ug−1, ug−2, · · · , u0, vg−2, · · · , v0, wg, wg−1, · · · , w0 , s’exprimant à l’aide de matrices polynomiales
2× 2 de trace nulle de la forme suivante :
Mg :=


(
v(x) u(x)
w(x) −v(x)
)
tel que
u(x) = xg + ug−1x
g−1 + ug−2x
g−2 + · · ·+ u0
v(x) = vg−1x
g−1 + vg−2x
g−2 + · · ·+ v0
w(x) = xg+1 + wgx
g + wg−1x
g−1 + · · ·+ w0

 ≃ C3g+1.
Le système de Mumford d’ordre g est un système intégrable d’espace de phases Mg.
Le determinant d’une matrice A(x) =
(
v(x) u(x)
w(x) −v(x)
)
de Mg, est un polynôme de degré
2g + 1
det(A(x)) = −[v(x)2 + u(x)w(x)].
La forme des determinants des matrices de Mg, nous incite à définir l’application H
H : Mg −→ Hg
A 7−→ − det(A(x))
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où Hg est l’ensemble des polynômes unitaires de degré 2g + 1. L’application H est l’application
phmoment du système de Mumford.
La fibre de l’application moment H au-dessus d’un polynôme h(x) de Hg est notée Mg(h) et est
déterminée de cette manière
Mg(h) =
{
A(x) ∈Mg | det(yI2 −A(x)) = y
2 − h(x)
}
.
Toutes les matrices appartenant à une fibre Mg(h) ont un même polynôme caractéristique, les
annulateurs de ce dernier forment une courbe hyperelliptique C d’équation affine y2 = h(x) et de
genre arithmétique g. Cette courbe est lisse si et seulement si le polynôme h(x) n’a que des racines
simples. Les fibres associées à une courbe hyperelliptique lisse sont appelées les phfibres lisses.
Mumford a étudié les fibres lisses et a conclu que Mg(h) est isomorphe à la jacobienne de la courbe
Jac(C) dépourvue de son diviseur thêta, où C : y2 = h(x).
En 1991, Vanhaecke introduisit sur l’espace affine Mg une famille de structures de Poisson
compatibles, (voir [[25]]). L’une de ces structures de Poisson est définie par les formules suivantes :
{u(x), u(y)} = {v(x), v(y)} = 0,
{u(x), v(y)} =
u(x)− u(y)
x− y
,
{u(x), w(y)} = −2
v(x)− v(y)
x− y
, (1)
{v(x), w(y)} =
w(x) − w(y)
x− y
− u(x),
{w(x), w(y)} = 2(v(x)− v(y)).
Ici, x et y sont des paramètres formels.
La variété de Poisson (Mg, {·, ·}), porte une infinité de champs hamiltoniens associés aux fonc-
tions Hy qui sont liées au paramètre y ∈ C telles que
Hy : Mg −→ C(
v(x) u(x)
w(x) −v(x)
)
7−→ v2(y) + u(y)w(y)
Le champ hamiltonien associé à Hy est noté par Dy et est explicité par l’équation de Lax à para-
mètre spectral suivante :
Dy(A(x)) =
[
A(x),−
A(y)
x − y
−
(
0 0
u(y) 0
)]
. (2)
Les champs hamiltoniens Dy sont tangents à toutes les fibres Mg(h).
Par definition de Hy on est en mesure de définir g champs de vecteurs particuliers, notés
D0, D1, . . . , Dg−1 et définis par
Dy(A(x)) =
g−1∑
i=0
yiDi(A(x)). (3)
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Le span des champs de vecteurs (Dy)y∈C coincide avec le span des champs de vecteurs (Di)i=0,1,...,g−1.
D’ailleurs, les champs de vecteursDi sont également des champs hamiltoniens, car les champs hamil-
toniens associés aux composantes de H ; sont également des champs de vecteurs polynomiaux, tan-
gents à toutes les fibres. De l’equation (3) tous les champs de vecteurs Dy, avec y ∈ C, s’expriment
comme combinaison linéaire (à coefficients dans C) des champs hamiltoniens D0, D1, . . . , Dg−1.
1.2 Cet article se focalise sur les fibres singulièresMg(h) de l’application momentH du système
de Mumford, il s’agit des fibres où h admet des racines multiples. La proposition 4.4 que nous verrons
à la section 3 nous apprend que les champs de vecteurs D0, D1, . . . , Dg−1 ne sont pas linéairement
indépendants sur toute une fibre singulièreMg(h), mais ils le sont en des points de la fibre. Pour
avoir une description des fibres singulières, on est amené à déterminer des sous-variétés spécifiées
par le degré de liberté des champs de vecteurs D0, D1, . . . , Dg−1.
À cet égard, on aura recours à la notion de stratification suivante (voir section (4)) :
Definition 1.1. Soit (I,6) un ensemble (partiellement) ordonné. Une phstratification d’une variété
algébrique V est une partition de V par une famille (Si)i∈I de variétés quasi-affines 1 telle que :
Pour tout i ∈ I, la fermeture de Zariski Si de Si est donnée par
Si =
⊔
j6i
Sj , (union disjointe). (4)
Les Si sont appelées phstrates. La condition (4) entraine que le bord de chaque strate Si est composé
de toutes les strates Sj où j < i,
∂Si =
⊔
j<i
Sj.
On stratifiera l’espace de phase Mg sur deux fronts, Une première stratification géométrique qu’on
notera (Mg,i)16i6g où chaque strate est déterminée par le degré de liberté des champs de vecteurs
(Di)16i6g qui s’appuiera sur la structure de Poisson (8) définie sur l’espace de phase à la section 3 et
sur la proposition 4.2. Cette stratification nous permet d’observer que la structure definie sur l’espace
de phase n’est pas descendante vers les strates d’ordre inférieur , toutefois on a une structure de
Poisson (25) qui est ascendante aux strates d’orde supérieur. Une deuxième stratification algébrique
notée (Sg,i)16i6g qui est décrite par le degré du PGCD d’une matrice A(x) =
(
v(x) u(x)
w(x) −v(x)
)
∈
Mg qui est le PGCD(u, v, w) exprimé au moyen des résultants et sous-résultants grâce au théorème
2.1. On conclura par la proposition 4.7 que ces deux stratifications sont identiques.
Fort de la stratification de l’espace de phase, on peut passer par hiérarchie à une stratification sur
les fibres, et on ira plus loin dans la description en étant spécifique sur le comportement des champs
de vecteurs (D)16i6g vis-à-vis de leur relation algébrique. Un point important reste à établir qui est
la lissitude des strates et pour ce faire la section 4.3 y est dédiée. Le théorème 4.3 et la proposition
4.15 prouvent la lissitude des strates maximales et in fine la lissitude de toutes les strates.
1.3 Cet article est composé de trois parties. La première partie consiste de préliminaires concer-
nant les résultants et sous-résultants, notre usage des résultants et sous-résultants dévie légèrement
des conventions connues. Dans la deuxième partie nous rappelons les systèmes de Mumford comme
systèmes algébriquement intégrables munis d’une famille de structures de Poisson compatibles. Dans
1. Ici, les variétés quasi-affines ne sont pas supposées irréductibles.
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la troisième partie, on construira les différentes stratifications de l’espace de phase des systèmes de
Mumford ainsi que des stratifications des fibres de l’application moment. Ces stratifications sont
comparées et illustrées, on s’emploiera à montrer que chaque strate fine d’une fibre singulière de
Mg est isomorphe à une strate maximale d’une fibre de l’espace de phase Mg′ , où g′ < g.
2 Résultant
Le résultant et les sous-résultants de deux polynômes sont des fonctions polynomiales en fonc-
tion de leurs coefficients. Le rôle du résultant et des sous-resultants est d’exprimer le PGCD de
deux polynômes tout en déterminant son degré voir la proposition 2.3. Nous allons rappeler les
definitions de résultant et de sous-résultants, ainsi que quelques unes de leurs propriétés. Fixons
deux polynômes P et Q de C[x] tels que P soit un polynôme unitaire de degré n et Q un polynôme
au plus de degré m.
P (x) = xn +
n−1∑
i=0
aix
i et Q(x) =
m∑
i=0
bix
i . (5)
Definition 2.1. La matrice de Sylvester de P et Q est une matrice carrée (n+m)× (n+m) notée
S(P,Q), définie telle que
(1, x, · · · , xn+m)St(P,Q) =
(
P (x), xP (x), · · · , xmP (x), x(m+1)Q(x), · · · , x(m+n)Q(x)
)
(6)
Pour j 6 m, on note par Sj(P,Q) la matrice carrée (n+m− 2j + 1)× (n+m− 2j + 1) telle que
(1, x, · · · , xn+m−2j)Stj(P,Q) =
(
n+m−2j∑
i=0
x2i,
[
P (x)
xj
]
+
, x
[
P (x)
xj−1
]
+
, · · · ,
xm−jP (x), x(m−j+1)
[
Q(x)
xj
]
+
, · · · , x(n+m−2j)Q(x)
)
. (7)
où [R(x)]+ la partie polynomiale d’une fraction de polynôme R.
Definition 2.2. Soit j 6 m. Le phj-ème sous-résultant de P et de Q est le polynôme
Rj(P,Q) = det(Sj(P,Q)).
En particulier, R0(P,Q) est noté R(P,Q) et est appelé phle résultant des polynômes P et Q.
Notation 2.1. Soit R(x) =
k∑
i=0
cix
i un polynôme et soit l ∈ N∗, on note par MR,l la matrice de
l × (k + l) telle que :
MR,l(1, x, · · · , x
l) =
(
R(x), xR(x), · · · , xlR(x)
)t
.
Proposition 2.1. Soit l ∈ N∗. Soit P (x) = xn +
n−1∑
i=0
aix
i un polynôme unitaire de degré n, se
factorisant de la manière suivante :
P (x) =
k∏
i=1
(x− αi)
ni ,
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où les racines {α1, . . . , αk} sont distinctes deux à deux, avec
k∑
i=1
ni = n. Le noyau de l’application
MP,l est de dimension n avec
Ker(MP,l) =
〈(
0, 0, . . . , 0, Aji−1ji−1, A
ji−1
ji
αi, . . . , A
ji−1
n+l α
n+l−ji+1
i
)t
, avec 1 6 i 6 k et 1 6 ji 6 ni
〉
.
Preuve. Remarquons que les n vecteurs suivants(
0, 0, . . . , 0, Aji−1ji−1, A
ji−1
ji
αi, . . . , A
ji−1
n+l α
n+l−ji+1
i
)t
avec 1 6 i 6 k et 1 6 ji 6 ni,
sont linéairement indépendants. Montrons qu’ils appartiennent à Ker(MP,l). Demontrons que
MP,l
(
0, 0, . . . , 0, Aj−1j−1, A
j−1
j αi, . . . , A
j−1
k+lα
k+l−j+1
i
)t
= (0, . . . , 0)t, pour tout 1 6 j 6 ni :
MP,l
(
0, 0, . . . , 0, Aj−1j−1, A
j−1
j αi, . . . , A
j−1
k+lα
k+l−j+1
i
)t
=(
(P (x))(j−1)(αi), (xP (x))
(j−1)(αi), . . . , (x
lP (x))(j−1)(αi)
)t
.
Comme αi est une racine de P d’ordre ni et j 6 ni, la dérivée (j − 1)-ème du polynôme xmP (x)
évaluée au point αi est nulle et cela pour tout m ∈ N. Par conséquent
MP,l
(
0, 0, . . . , 0, Aj−1j−1, A
j−1
j αi, . . . , A
j−1
k+lα
k+l−j+1
i
)t
= (0, 0, . . . , 0)t .
Notons par (e1, . . . , en+l) la base canonique de Cn+l. L’image de (en+1, . . . , en+l) par MP,l s’écrit
sous la forme de la matrice carrée l × l triangulaire de determinant 1
MP,l(en+1, . . . , en+l) =


1 an−1 . . . an−l+1
0 1 . . . an−l+2
...
...
. . .
...
0 0 . . . 1

 .
Par conséquent dim(Im(MP,l)) = l, donc dim(Ker(MP,l)) = n. D’où
Ker(MP,l) =
〈(
0, 0, . . . , 0, Aji−1ji−1, A
ji−1
ji
αi, . . . , A
ji−1
n+l α
n+l−ji+1
i
)t
, avec 1 6 i 6 k et 1 6 ji 6 ni
〉
.
Remarque 2.1. Si Q un polynôme défini de la manière suivante :
Q(x) = 0xn+m + · · ·+ 0xm+1 +
m∑
i=0
cix
i = 0xn+m + · · ·+ 0xm+1 + cm
k∏
i=1
(x − αi)
ni ,
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où les racines {α1, . . . , αk} sont distinctes deux à deux avec
k∑
i=1
ni = m et cn ∈ C∗. Le noyau de
l’application MQ,l est de dimension n+m car
Ker(MQ,l) =
〈
(0, 0, . . . , 0, . . . , 1), . . . , (0, . . . , 0, 0, 1, . . . , 0, 0︸ ︷︷ ︸
m−1
), (0, . . . , 0, 1, 0, . . . , 0︸ ︷︷ ︸
m
),
(
0, 0, . . . , 0, Aji−1ji−1, A
ji−1
ji
αi, . . . , A
ji−1
n+m+lα
n+m+l−ji+1
i
)t
, avec 1 6 i 6 k et 1 6 ji 6 ni
〉
.
Remarque 2.2. Soient P un polynôme unitaire et Q un polynôme tels que
P (x) = xn +
n−1∑
i=0
aix
i et Q(x) =
m∑
i=0
bix
i.
Nous pouvons écrire la transposée de la matrice (7) de la manière suivante :
S(P,Q)t =
(
MP,m
MQ,n
)
.
Proposition 2.2. Soient P (x) = xn +
n−1∑
i=0
aix
i et Q(x) =
m∑
i=0
bix
i deux polynômes. On note par D
le PGCD de P et Q. On a
Ker(MD,m+n−d) = Ker(MP,m) ∩Ker(MQ,n).
Le degré de PGCD(P,Q) est égal à dim(Ker(S(P,Q)t)).
Preuve. Montrons que
Ker(MD,m+n−d) = Ker(MP,m) ∩Ker(MQ,n).
En vertu de la remarque 2.1, on déduit que Ker(MP,m) ∩Ker(MQ,n) est vide si et seulement si P
et Q n’ont pas de racine commune.
On a ainsi les inclusions suivantes :
Ker(MD,m+n−d) ⊆ Ker(MP,m),
Ker(MD,m+n−d) ⊆ Ker(MQ,n),
donc
Ker(MD,m+n−d) ⊆ Ker(MP,m) ∩Ker(MQ,n).
Le polynôme P se factorise de la façon suivante : P (x) =
k∏
i=1
(x−αi)
ni où les racines {α1, . . . , αk}
sont distinctes deux à deux et où
k∑
i=1
ni = n. Supposons qu’il existe un vecteur dans Ker(MP,m) ∩
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Ker(MQ,n) n’appartenant pas Ker(MD,m+n−d). Alors il existe i ∈ {1, . . . , k} et ji ∈ {1, . . . , ni} tel
que le vecteur
v =
(
0, 0, . . . , 0, Aji−1ji−1, A
ji−1
ji
αi, . . . , A
ji−1
n+l α
n+l−ji+1
i
)t
n’appartient pas à Ker(MD,m+n−d). Ce qui est impossible car si v ∈ Ker(MP,m)∩Ker(MQ,n) cela
signifie que αi est une racine multiple au moins d’ordre ji de P et Q, donc une racine multiple au
moins d’ordre ji du PGCD(P,Q). On conclut que v ∈ Ker(MD,m+n−d). D’où l’égalité :
Ker(MD,m+n−d) = Ker(S(P,Q)
t).
Comme S(P,Q)t =
(
MP,m
MQ,n
)
, on a Ker(S(P,Q)t) = Ker(MP,m) ∩Ker(MQ,n), alors
Ker(MD,m+n−d) = Ker(S(P,Q)
t).
De la proposition 2.1, on sait que dim(Ker(MD,m+n−d)) = d, donc on a bien
deg(PGCD(P,Q)) = dim(Ker(S(P,Q)t)).
Théorème 2.1. Soient P1, . . . , Pk des polynômes de degrés n1, . . . , nk respectivement, avec P1
unitaire. Soient m2, . . . ,mk ∈ N
∗. Soit m := max{n1+1, n2+m2, . . . , nk+mk} et soit m1 := m−n1
et notons par 0i,j la matrice nulle de dimension i× j. Définissons la matrice
S(P1, . . . , Pk)
t
m1,...,mk
=


MP1,m1 0m1,0
MP2,m2 0m2,m−m2
...
...
MPk,mk 0mk,m−mk

 .
On a
deg(PGCD(P1, . . . , Pk)) = dim(Ker(S(P1, . . . , Pk)
t
m1,...,mk
)).
Proposition 2.3. Soient P un polynôme unitaire et Q un polynôme non nul. Notons pas j le degré
du PGCD(P,Q). Alors R0(P,Q) = R1(P,Q) = · · · = Rj−1(P,Q) = 0 et Rj(P,Q) 6= 0. De plus,
PGCD(P,Q) est égal à une constante multiplicative près au sous-résultant Rj(P,Q).
3 Système de Mumford et structure de Poisson
L’espace de phases du système de Mumford d’ordre g est une variété de Poisson affine complexe
de dimension 3g + 1 de coordonnées u0, · · · , ug−1, v0, · · · , vg−1, w0, · · · , wg, notée (Mg, {·, ·}).
{ui, uj} = {vi, vj} = 0, {ui, vj} = ui+j+1, (8)
{ui, wj} = −2vi+j+1, {vi, wj} = wi+j+1 − δ0,jui, (9)
{wi, wj} = 2(δ0,jvi− δi,0vj). (10)
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Afin de simplifier les écritures, nous exprimerons l’espace affine Mg à l’aide des matrices poly-
nomiales 2× 2 à trace nulle de la manière suivante :
Mg =


(
v(x) u(x)
w(x) −v(x)
)
tel que
u(x) = xg + ug−1x
g−1 + ug−2x
g−2 + · · ·+ u0,
v(x) = vg−1x
g−1 + vg−2x
g−2 + · · ·+ v0,
w(x) = xg+1 + wgx
g + wg−1x
g−1 + · · ·+ w0.

 ≃ C3g+1.
Avec ces nouvelles notations nous ré-exprimons la structure de Poisson définie au dessus comme il
suit
{u(x), u(y)} = {v(x), v(y)} = 0,
{u(x), v(y)} =
u(x)− u(y)
x− y
,
{u(x), w(y)} = −2
v(x)− v(y)
x− y
,
{v(x), w(y)} =
w(x) − w(y)
x− y
− u(x),
{w(x), w(y)} = 2(v(x)− v(y)).
(11)
où x et y sont des paramètres formels.
Definition 3.1. Le système de Mumford est un système intégrable d’espace de phase (Mg, {·, ·})
et d’une application moment notée H
H : Mg −→ C
2g+1
tel que
H(u0, · · · , ug−1, v0, · · · , vg−1, w0, · · · , wg) = (u0w0− v
2
0 , · · · ,
∑
j+k=i−1
ujwk− vjvk, · · · , ug−1wg, wg).
avec ug = 1.
Remarque 3.1. L’application moment H peut-être réécrite sous la forme suivante :
H : Mg −→ C[x](
v(x) u(x)
w(x) −v(x)
)
7−→ v2(x) + u(x)w(x).
où x est un paramètre formel.
Les 2g+1 composantes de la fonction H définissent à leur tour des fonctions qu’on note hi pour
0 6 i 6 2g.
hi : Mg −→ C
telles que
hi(u0, · · · , ug−1, v0, · · · , vg−1, w0, · · · , wg) =
∑
j+k=i
ujwk − vjvk,
avec ug = 1.
En d’autre terme, la fonction hi est le coefficient du monômes xi du polynôme v2(x) + u(x)w(x)
pour tout 0 6 i 6 2g. On peut réécrire
H
(
v(x) u(x)
w(x) −v(x)
)
= x2g+1 +
2g∑
i=0
hi
(
v(x) u(x)
w(x) −v(x)
)
xi.
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Pour tout y ∈ C, on note Hy la fonction suivante
Hy : Mg −→ C
Hy(u0, · · · , ug−1, v0, · · · , vg−1, w0, · · · , wg) = v
2(y) + u(y)w(y), (12)
= y2g+1 +
2g∑
i=0
hi(u0, · · · , ug−1, v0, · · · , vg−1, w0, · · · , wg)y
i.
(13)
On note par (Dy)y∈C et (Di)06i62g les champs hamiltoniens associés à (Hy)y∈C respectivement
(hi)06i62g. De l’égalité (30), on conclut
Dy =
2g∑
i=0
Diy
i. (14)
Soit y ∈ C et soit A(x) =
(
v(x) u(x)
w(x) −v(x)
)
∈Mg. Les equations (3), nous permettent d’exprimer
les champs hamiltoniens (Hy) sous la forme de l’équation de Lax
Dy(A(x)) =
[
A(x),−
A(y)
x − y
−
(
0 0
u(y) 0
)]
. (15)
Remarque 3.2. De l’équation de Lax (15) et de l’égalité (14), on constate que si g 6 i 6 2g on a
Di = 0, sinon
Di|A =
[
A(x),
[
A(x)
xi+1
]
+
−
(
0 0
ui 0
)]
, (16)
avec
[
A(x)
xi+1
]
+
est la partie polynomiale de la matrice A(x)
xi+1
.
4 Stratification
Definition 4.1. Soit (I,6) un ensemble (partiellement) ordonné. Une phstratification d’une variété
algébrique V , est une partition de V par une famille (Si)i∈I de variétés quasi-affines telle que :
Pour tout i ∈ I, la fermeture de Zariski Si est donnée par
Si =
⊔
j6i
Sj , (union disjointe). (17)
Les Si sont appelées phstrates.
Soient deux stratifications (Si)i∈I et (S′i′)i′∈I′ de V . La stratification (S
′
i′)i′∈I′ est dite phplus
fine que (Si)i∈I , si pour tout i′ ∈ I ′ il existe un unique i ∈ I tel que S′i′ ⊆ Si.
Remarque 4.1. Le bord de chaque strate Si est composé des strates Sj et est égal à
⊔
j<i
Sj .
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Definition 4.2. Une matrice A de gl2(C) est phrégulière si son polynôme minimal est égal à son
polynôme caractéristique. Sinon la matrice A sera dite phnon-régulière.
Proposition 4.1. Une matrice A de sl2(C) est non-régulière si et seulement si elle est nulle.
Preuve. Le polynôme caractéristique d’une matrice A de sl2(C) est de la forme y2 +detA, si A est
non-régulière son polynôme caractéristique doit être un carré, il en découle que detA = 0, or la
seule matrice de sl2(C) admettant un determinant nul est la matrice A nulle.
La matrice nulle a pour polynôme caractéristique y2 tandis que son polynôme minimal est y, donc
elle est non-régulière.
Notation 4.1. Soit A(x) ∈ gln(C[x])− {0} une matrice de coefficients Pij(x) ∈ C[x]. On note par
d = max16i,j6n deg(Pij) le phdegré de la matrice A. On écrit
A(x) =
d∑
i=0
Aix
i, où Ai ∈ gln(C).
La matrice Ad sera notée A(∞). Par définition, A(∞) 6= 0.
On note par PGCD(A), le PGCD des coefficients ((Pij(x))16i,j6n) de la matrice A.
Definition 4.3. Une matrice A(x) ∈ gln(C[x]) est dite phrégulière si pour tout a ∈ C les matrices
A(a) et A(∞) sont régulières. Sinon elle est dite phnon-régulière.
Soit A(x) ∈ sl2(C[x]). Si A(x) 6= 0 alors A(∞) 6= 0 ; d’après la proposition 4.1, la matrice A(∞)
est régulière. Une matrice A(x) ∈ sl2(C[x]) − {0} est donc régulière si et seulement si pour tout
a ∈ C la matrice A(a) est régulière.
Si une matrice A(x) de sl2(C[x])−{0} est non-régulière, la proposition 4.1 implique qu’il existe
un a0 ∈ C qui annule tous les composants de la matrice A(x), ce qui implique que le degré de
PGCD(A) est supérieur ou égal à 1. Ceci motive la définition de l’application surjective suivante :
ρ : Mg −→ {0, . . . , g}
A(x) 7−→ ρ(A) = deg(PGCD(A)).
(18)
D’après ce qui précède une matrice A(x) ∈ sl2(C[x]) est régulière si et seulement si ρ(A) = 0. On
appellera ρ(A) le phdegré de non-régularité de A. Pour toute matrice A(x) ∈ sl2(C[x])-{0}, il existe
une unique matrice régulière A′(x) ∈ sl2(C[x]) définie par
A(x) = PGCD(A)A′(x). (19)
4.1 La stratification de l’espace de phases Mg L’espace de phases Mg du système
de Mumford d’ordre g admet une stratification naturelle, établie par l’application σ définie par
σ : Mg −→ {0, . . . , g}
A(x) 7−→ dim 〈D0|A, . . . , Dg−1|A〉 .
Soit i ∈ {0, . . . , g}, on notera par Mg,i la fibre au dessus de i par σ :
Mg,i = {A(x) ∈Mg | dim 〈D0|A, . . . , Dg−1|A〉 = i}. (20)
On note par I le sous-ensemble de i ∈ {0, . . . , g} tel que Mg,i 6= ptyset ( plus loin on montrera que
I = {0, . . . , g}.).
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Proposition 4.2. La famille (Mg,i)i∈I définit une stratification de Mg.
Preuve. La famille (Mg,i)i∈I est composée des fibres non vides de l’application σ, doncMg,i∩Mg,j =
ptyset pour tout i 6= j et Mg =
⊔
i∈I
Mg,i. La famille (Mg,i)i∈I est une partition de Mg. Montrons
que pour tout i ∈ I, l’ensemble
⊔
j6i
Mg,j est un fermé de Zariski de l’espace affine Mg.
On rappelle que pour tout 0 6 k 6 g − 1, les champs de vecteurs Dk s’écrivent sous forme
polynomiale en fonction de u0, . . . , ug−1,v0, . . . , vg−1,w0, . . . , wg. Les composantes de ces champs de
vecteurs forment une matrice (3g+1)×g à coefficients dans C[u0, . . . , ug−1,v0, . . . , vg−1,w0, . . . , wg]
qu’on note D = (D0, . . . , Dg−1). D’après (20),⊔
j6i
Mg,j = {A(x) ∈Mg | dim〈D0|A, . . . , Dg−1|A〉 6 i}.
C’est-à-dire
⊔
j6i
Mg,i est l’ensemble des matrices A(x) ∈ Mg tel que le rang de la matrice D|A =
(D0|A, . . . , Dg−1|A) soit au plus i, en d’autre terme, tous les mineurs d’ordre k > i de la matrice D|A
sont nuls. Comme tous les mineurs de la matriceD sont des polynômes de C[u0, . . . , ug−1,v0, . . . , vg−1,w0, . . . , wg].
On conclut que
⊔
j6i
Mg,i est un fermé de Zariski de Mg. Il reste à démontrer que chaque Mg,i est
une variété quasi-affine. En effet, l’ensemble Mg,i est le complémentaire d’un fermé de
⊔
j6i
Mg,j car
Mg,i =
⊔
j6i
Mg,j −
⊔
j6i−1
Mg,j .
On conclut queMg,i est un ouvert de Zariski de
⊔
j6i
Mg,j et queMg,i =
⊔
j6i
Mg,j . La famille (Mg,i)i∈I
est une stratification de Mg.
L’espace de phases Mg admet une seconde stratification donnée par les fibres de l’application
surjective ρ définie dans (18). On note par Sg,i la fibre de ρ au-dessus de g − i :
Sg,i = ρ
−1(g − i) = {A(x) ∈Mg | deg(PGCD(A)) = g − i}.
La famille (Sg,i)i∈{0,...,g} forme une partition de Mg, car chaque élément Sg,i est une fibre de
l’application ρ. Notons qu’aucune de ces fibres n’est vide car ρ est surjective.
Proposition 4.3. La famille (Sg,i)i∈{0,...,g} définit une stratification de l’espace affine Mg.
Preuve. Soit 0 < i 6 g. On montre que l’image inverse de {i, . . . , g} par ρ est un fermé de Zariski
de Mg. Pour ce faire nous utilisons la notion de sous-résultant.
L’image inverse ρ−1({i, . . . , g}) =
g−i⊔
j=0
Sg,j est l’ensemble des points A(x) =
(
v(x) u(x)
w(x) −v(x)
)
de Mg tels que deg(PGCD(u, v, w)) > i. L’ensemble ρ−1({i, . . . , g}) est inclus dans l’ensemble des
matrices A(x) =
(
v(x) u(x)
w(x) −v(x)
)
de Mg telles que deg(PGCD(u, v)) > i, de la proposition 2.3,
ceci équivaut à
R0(u, v) = · · · = Ri−1(u, v) = 0.
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On sait que PGCD(u, v, w) = PGCD(w,PGCD(u, v)), par conséquent deg(PGCD(u, v, w)) =
deg(PGCD(w,PGCD(u, v))). Selon la proposition 2.3, pour que deg(PGCD(w,PGCD(u, v))) > i,
il suffit que R0(w,Rj(u, v)) = · · · = Ri−1(w,Rj(u, v)) = 0 pour j = PGCD(u, v). On conclut que
ρ−1({i, . . . , g}) est contenu dans l’ensemble des points A(x) =
(
v(x) u(x)
w(x) −v(x)
)
de Mg tels que
R0(u, v) = · · · = Ri−1(u, v) = 0,
R0(w,Ri(u, v)) = · · · = Ri−1(w,Ri(u, v)) = 0,
R0(w,Ri+1(u, v)) = · · · = Ri−1(w,Ri+1(u, v)) = 0,
...
R0(w,Rg(u, v)) = · · · = Ri−1(w,Rg(u, v)) = 0.
(21)
Montrons l’inclusion inverse, soit A(x) =
(
v(x) u(x)
w(x) −v(x)
)
∈Mg telle que u, v et w vérifient les
équations (21). Les équationsR0(u, v) = · · · = Ri−1(u, v) = 0, impliquent que deg(PGCD(u, v)) = j > i.
De plus, les égalités R0(w,Rj(u, v)) = · · · = Ri−1(w,Rj(u, v)) = 0 sont équivalentes aux égalités
R0(w,PGCD(u, v)) = · · · = Ri−1(w,PGCD(u, v)) = 0 ; ce qui assure que, deg(PGCD(w,PGCD(u, v)) >
i, en d’autre terme degPGCD(A) > i. On conclut que A ∈ ρ−1({i, . . . , g}).
On a ρ−1({i, . . . , g}) =
g−i⊔
j=0
Sg,j est égale à
{(
v(x) u(x)
w(x) −v(x)
)
∈Mg |
R0(u, v) = · · · = Ri−1(u, v) = 0,
R0(w,Rj(u, v)) = · · · = Ri−1(w,Rj(u, v)) = 0 pour tout i 6 j 6 g.
}
.
Comme les sous-resultants ci-dessus sont des polynômes en fonction des coefficients des polynômes
u, v et w, on induit que ρ−1({i, . . . , g}) =
g−i⊔
j=0
Sg,j est un fermé de Zariski de Mg et que
Sg,g−i =
g−i⊔
j=0
Sg,j −
g−i−1⊔
j=0
Sg,j .
Donc Sg,g−i est un ouvert du fermé
⊔
j6g−i
Sg,j et Sg,g−i =
⊔
j6g−i
Sg,j . De ces faits, les fibres de
l’application ρ définissent bien une stratification de Mg.
On mettra en relation les deux stratifications (Mg,i)i∈I et (Sg,i)i∈{0,...,g} de Mg. Pour cela
on énonce la proposition ci-dessous qui fait le lien entre la dépendance des champs de vecteurs
D0, . . . , Dg−1 en une matrice A(x) ∈Mg et sa régularité.
Proposition 4.4. Les champs de vecteurs D0, . . . , Dg−1 sont linéairement indépendants au point
A0(x) =
(
v0(x) u0(x)
w0(x) −v0(x)
)
de Mg si et seulement si la matrice A
0 est régulière.
Preuve. Soit A0(x) un point de Mg tel que les champs de vecteurs D0, . . . , Dg−1 soient linéairement
dépendants. Il existe a0, . . . , ag−1 des constantes non toutes nulles telles que
g−1∑
i=0
aiDi|A0 = 0.
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En utilisant les équations (16), on obtient
g−1∑
i=0
aiDi|A0u(x) = 2v
0(x)
g−1∑
i=0
ai
[
u0(x)
xi+1
]
+︸ ︷︷ ︸
Q(x)
−2u0(x)
g−1∑
i=0
ai
[
v0(x)
xi+1
]
+︸ ︷︷ ︸
R(x)
= 0, (22)
g−1∑
i=0
aiDi|A0v(x) = u
0(x)
g−1∑
i=0
ai(
[
w0(x)
xi+1
]
+
− u0i )︸ ︷︷ ︸
S(x)
−w0(x)
g−1∑
i=0
ai
[
u0(x)
xi+1
]
+︸ ︷︷ ︸
Q(x)
= 0, (23)
g−1∑
i=0
aiDi|A0w(x) = 2w
0(x)
g−1∑
i=0
ai
[
v0(x)
xi+1
]
+︸ ︷︷ ︸
R(x)
−2v0(x)
g−1∑
i=0
ai(
[
w0(x)
xi+1
]
+
− u0i )︸ ︷︷ ︸
S(x)
= 0. (24)
Remarquons que les polynômes Q et S sont des polynômes non nuls, car les polynômes u0 et w0 sont
unitaires et les constantes ai ne sont pas toutes nulles. Notons aussi deg(Q) 6 g − 1 et deg(S) 6 g.
De l’égalité (23) on a u0S = w0Q, par conséquent u0S et w0Q ont les mêmes racines avec
les mêmes degrés de multiplicité. Rappelons que deg(u0) = g, deg(S) 6 g et deg(w0) = g + 1,
deg(Q) 6 g − 1, alors les polynômes u0 et w0 ont au moins une racine commune. Soit b une racine
commune de u0 et w0 de multiplicité β en u0. Si b est une racine de Q sa multiplicité est strictement
inférieure à β. Par l’égalité (22), on a v0Q = u0R, puisque b est une racine de u0R de multiplicité
au moins β, alors b est aussi une racine de multiplicité au moins β de v0Q, comme b est une racine
de Q sa multiplicité est strictement inférieure à β, alors b est une racine de v0.
Par conséquent, u0, v0 et w0 ont au moins une racine commune. On conclut que si D0, . . . , Dg−1
sont linéairement dépendantes au pointA0, alors les polynômes u0, v0 et w0 ont une racine commune,
c’est-à-dire la matrice A0 est non-régulière.
Pour la réciproque, soit A0 une matrice non-régulière, alors il existe un a ∈ C tel que A0(a) = 0.
Pour tout y ∈ C on a l’équation de Lax suivante
Dy|A0 =
[
A0(x),−
A0(y)
x− y
−
(
0 0
u0(y) 0
)]
.
En évaluant cette dernière équation en y = a on obtient
Da|A0 =
[
A0(x),
(
0 0
0 0
)]
= 0.
Comme Da|A0 =
g−1∑
i=0
aiDi|A0 ,
g−1∑
i=0
aiDi|A0 = 0.
Par conséquent, les g champs de vecteurs D0, . . . , Dg−1 sont linéairement dépendants au point
A0.
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Definition 4.4. Soit P (x) un polynôme unitaire de C[x] de degré n ∈ N∗. On note par µP l’appli-
cation affine définie de la manière suivante :
µP : Mg −→ Mg+n
A(x) 7−→ P (x)A(x).
Proposition 4.5. Pour tout polynôme unitaire P (x) de C[x], l’application µP est un isomorphisme
affine sur son image.
Preuve. Pour P un polynôme unitaire fixé, l’application µP est injective car si P (x)A(x) = P (x)A′(x)
alors A(x) = A′(x). Par conséquent, µP est un isomorphisme affine sur son image.
Remarque 4.2. Soit le crochet de Poisson {·, ·}∗ défini sur Mg comme il suit :
{u(x), u(y)}∗ = {v(x), v(y)}∗ = 0,
{u(x), v(y)}∗ =
[
u(x)y − u(y)x
xy(x − y)
]
+
,
{u(x), w(y)}∗ = −2
[
v(x)y − v(y)x
xy(x − y)
]
+
,
{v(x), w(y)}∗ =
[
w(x)y − w(y)x
xy(x− y)
−
u(x)y
xy
]
+
,
{w(x), w(y)}∗ = 2
[
(v(x)y−v(y)x)
xy
]
+
.
(25)
Cette structure de Poisson {·, ·}∗ est compatible avec la structure de Poisson définie par les equations
(3). On peut réécrire les égalités (25) de la manière suivante
{ui, uj}
∗ = {vi, vj}
∗ = 0, {ui, vj}
∗ = ui+j+2, (26)
{ui, wj}
∗ = −2vi+j+2, {vi, wj}
∗ = wi+j+2 − δ0,jui+1, (27)
{wi, wj}
∗ = 2(δ0,jvi+1 − δi,0vj+1). (28)
Avec cette nouvelle structure de Poisson , l’application
µx : (Mg−1, {·, ·}) −→ (Mg, {·, ·}
∗)
A(x) 7−→ xA(x).
est un morphisme de Poisson injectif.
Proposition 4.6. Soit P (x) un polynôme unitaire de C[x] de degré n ∈ N∗, soit A0(x) ∈ Mg et
soit y ∈ C. On a
Dg+ny |PA0 = P (y)µP∗(D
g
y |A0). (29)
Preuve. Soit A0(x) =
(
v0(x) u0(x)
w0(y) −v0(x)
)
de Mg. De l’équation de Lax 15 on a
Dgy |A0 =
[
A0(x),−
A0(y)
x− y
−
(
0 0
u0(y) 0
)]
.
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L’image par l’application linéaire µP∗ du champ de vecteurs Dgy au point A
0(x) est
µP∗(D
g
y |A0) = P (x)
[
A0(x),−
A0(y)
x− y
−
(
0 0
u0(y) 0
)]
. (30)
On sait aussi que
Dg+ny |PA0 =
[
P (x)A0(x),−
P (y)A0(y)
x− y
−
(
0 0
P (y)u0(y) 0
)]
= P (y)P (x)
[
A0(x),−
A0(y)
x− y
−
(
0 0
u0(y) 0
)]
. (31)
En transposant l’égalité (30) et la seconde partie de l’égalité (31), on obtient
Dg+ny |PA0 = P (y)µP∗(D
g
y |A0).
Corollaire 4.1. Avec les mêmes notations dans la proposition 4.6. on a l’égalité suivante :
Dg+ni |PA0 = Resy=0
P (y)µP∗(D
g
y |A0)
yi+1
,
pour tout 0 6 i 6 g + n− 1.
Preuve. Soit y ∈ C. D’après l’égalité (29) on a
g+n−1∑
i=0
yiDg+ni |PA0 = D
g+n
y |PA0 = P (y)µP∗(D
g
y|A0). (32)
En identifiant les coefficients des monômes yi pour tout 0 6 i 6 g+ n− 1 des deux parties de (32),
on aboutit aux égalités suivantes
Dg+ni |PA0 = Resy=0
P (y)µP∗(D
g
y |A0)
yi+1
.
quelque soit 0 6 i 6 g + n− 1.
Remarque 4.3. Soit P (x) = xn avec n ∈ N∗ et soit A0(x) ∈Mg. Alors
Dg+n0 |PA0 = D
g+n
1 |PA0 = · · · = D
g+n
n−1 |PA0 = 0,
et
Dg+nn+i |PA0 = µP∗(D
g
i |A0) pour tout 0 6 i 6 g − 1.
En effet, d’après le corollaire 4.1, on a
Dg+nk |PA0 = Resy=0
ynµP∗(D
g
y |A0)
yk+1
= Resy=0
g−1∑
i=0
yn−k−1+iµP∗(D
g
i |A0),
pour tout 0 6 k 6 n+ g. Cela implique que Dg+nk |PA0 = 0 pour tout 0 6 k 6 n− 1 et D
g+n
k |PA0 =
µP∗(D
g
k−n|A0) pour tout n 6 k 6 g + n− 1.
15
Les deux stratifications (Mg,i)i∈I et (Sg,i)i∈{0,...,g} sont identiques, comme le montre la propo-
sition suivante :
Proposition 4.7. Pour toute matrice A0(x) de Mg on a
σ(A0) = g − ρ(A0).
Preuve. Soit A0(x) une matrice de Mg avec ρ(A0) = n. Soit P = PGCD(A0) un polynôme unitaire
de degré n, et soit la matrice régulière A1(x) de Mg−n telle que
A0(x) = P (x)A1(x).
Pour tout y ∈ C on a
Dgy|PA1 =
g−1∑
i=0
yiDgi |PA1 et D
g−n
y |A1 =
g−n−1∑
i=0
yiDg−ni |A1 . (33)
En combinant, l’égalité (29) de la proposition 4.6 dans les deux égalités (33), on obtient
g−1∑
i=0
yiDgi |PA1 = P (y)
g−n−1∑
i=0
yiµP∗D
g−n
i |A1 pour tout y ∈ C . (34)
De cette dernière égalité, on obtient〈
Dg0 |PA1 , . . . , D
g
g−1|PA1
〉
=
〈
µP∗D
g−n
0 |A1 , . . . , µP∗D
g−n
g−n−1|A1
〉
. (35)
Par l’égalité (35) on a
dim
〈
Dg0 |A0 , . . . , D
g
g−1|A0
〉
= dim
〈
µP∗D
g−n
0 |A1 , . . . , µP∗D
g−n
g−n−1|A1
〉
.
Comme A1(x) est une matrice régulière, la proposition 4.4 nous assure que les g − n vecteurs
Dg−n0 |A1 , . . . , D
g−n
g−n−1|A1 sont linéairement indépendants. Du fait que µ est une immersion, on
obtient
dim
〈
µP∗D
g−n
0 |A1 , . . . , µP∗D
g−n
g−n−1|A1
〉
= g − n.
On conclut que
dim
〈
Dg0 |A0 , . . . , D
g
g−1|A0
〉
= g − n.
Proposition 4.8. Soit P un polynôme unitaire de degré n. Pour tout 0 6 i 6 g, l’image de la
strate Mg,i par µP est incluse dans la strate Mg+n,i. Plus précisément,
µP (Mg,i) = Mg+n,i ∩ µP (Mg). (36)
Preuve. Soit 0 6 i 6 g, d’après la proposition 4.7, les matrices A de la strateMg,i sont définies telles
que ρ(A) = g − i, de ce fait ρ(PA) = g + n− i et µP (Mg,i) ⊂ Mg+n,i.La variété Mg+n,i ∩ µP (Mg)
est définie par les matrices B de Mg+n telles que ρ(B) = n+ g− i et PGCD(B) est un multiple de
P c’est-à-dire B
P
∈Mg,i. On déduit que
µP (Mg,i) = Mg+n,i ∩ µP (Mg).
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Les champs de vecteurs Dg0 , . . . , D
g
g−1
2 sont tangents à la strate Mg,i pour tout 1 6 i 6 g et de
degré de liberté i sur Mg,i. Soit A ∈ Mg,i, il existe un unique polynôme P de degré g − i et une
unique matrice régulière A′(x) ∈Mi,i tels que A(x) = P (x)A′(x).
Les champs de vecteurs Di0, . . . , D
i
i−1 sont tangents et linéairement independants sur la strate
Mi,i. Par l’immersion µP les champs de vecteurs µP∗Di0, . . . , µP∗D
i
i−1 sont tangents à Mg,i et sont
linéairement indépendants en tout point A(x) de µP (Mi,i) ⊂Mg,i. De plus〈
Dg0 |PA′ , . . . , D
g
g−1|PA′
〉
=
〈
µP∗D
i
0|A′ , . . . , µP∗D
i
i−1|A′
〉
.
4.2 La stratification des fibres Mg(h)
Definition 4.5. Soit h un polynôme de Hg. Un polynôme unitaire Q de C[x] tel que Q2 divise h
est appelé phdiviseur quadratique de h. On note par C[x]h l’ensemble des diviseurs quadratiques
de h et par C[x]i,h l’ensemble des diviseurs quadratiques de h de degré i.
Definition 4.6. Soit h un polynôme de Hg. On appelle phle degré de non-régularité de h le degré
maximal des diviseurs quadratiques de h, noté ρ(h).
Corollaire 4.2. Soit h un polynôme de Hg. Pour toute matrice A ∈Mg(h) on a :
ρ(A) 6 ρ(h).
Preuve. Une matrice A de Mg(h) avec P le PGCD de A. Il existe une unique matrice régulière A1
telle que A(x) = P (x)A1(x). Comme h(x) = det(A(x)) = P 2(x) det(A1(x)) alors P ∈ C[x]h, ce qui
implique que deg(P ) 6 ρ(h). On conclut que ρ(A) 6 ρ(h).
Remarque 4.4. Un polynôme h de Hg est de discriminant non-nul, si et seulement si C[x]h = {1}.
Notation 4.2. Notons que C[x]ρ(h),h est constitué d’un seul polynôme qu’on appellera le phdiviseur
quadratique maximal de h.
Definition 4.7. Soit h un polynôme de Hg. Pour tout 0 6 i 6 g, on note
Mg,i(h) = Mg(h) ∩Mg,i, (37)
qui est une variété quasi-affine, car c’est l’intersection d’une variété affine avec une variété quasi-
affine.
Proposition 4.9. Soit h ∈ Hg. L’ensembleMg,i(h) est non-vide si et seulement si g − ρ(h) 6 i 6 g.
La fibre Mg(h) a ρ(h) + 1 strates.
Preuve. Soit g−ρ(h) 6 i 6 g. Montrons que Mg,i(h) 6= ptyset, à cet égard on construit une matrice
A(x) =
(
v(x) u(x)
w(x) −v(x)
)
∈ Mg(h) telle que ρ(A) = g − i. Soit Q(x) =
g−i∏
j=1
(x − αj) un polynôme
de C[x]g−i,h ; un tel polynôme existe car g − i 6 ρ(h). Choisissons i constantes (aj)16j6i de C
2. Soit l ∈ N∗, Les champs de vecteurs
(
Dl
)
06k6l−1
sont les champs hamiltoniens de l’espace de phase Ml.
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distinctes deux à deux avec h(aj) 6= 0 pour tout 1 6 j 6 i. Notons par (bj)16j6i une famille de C
où b2j = h(aj) pour tout 1 6 j 6 i. Définissons des polynômes u(x) et v(x) de la manière suivante :
u(x) = Q(x)
i∏
j=1
(x− aj)
︸ ︷︷ ︸
u′(x)
,
v(x) = Q(x)
i∑
j=1
bj
∏
k 6=j
(x− ak)
Q(aj)
∏
k 6=j
(aj − ak)︸ ︷︷ ︸
v′(x)
.
On a bien deg(v) < deg(u) = g avec u un polynôme unitaire.
Par construction on a v(aj) = bj pour tout 1 6 j 6 i. Ainsi, pour 1 6 j 6 i et 1 6 k 6 g − i le
polynôme h(x) − v2(x) s’annule au points aj et αk, donc h(x) − v2(x) est divisible par u(x). Par
conséquent, on peut définir le polynôme unitaire w(x) de degré g + 1 de la manière suivante :
w(x) =
h(x)− v2(x)
u(x)
= Q(x)
h′(x)− v′2(x)
u′(x)︸ ︷︷ ︸
w′(x)
où h′(x) =
h(x)
Q2(x)
.
Pour tout 1 6 j 6 i, les racines aj du polynôme u′ n’annulent pas le polynôme v(x), donc v′(aj) 6= 0,
dès lors, PGCD(u′(x), v′(x)) = 1 ce qui implique PGCD(u′(x), v′(x), w′(x)) = 1, donc
PGCD(A(x)) = PGCD(Q(x)u′(x), Q(x)v′(x), Q(x)w′(x)) (38)
= Q(x) PGCD(u′(x), v′(x), w′(x)) = Q(x) , (39)
et ρ(A) = deg(Q) = g − i. On conclut que Mg,i(h) 6= ptyset car A(x) ∈Mg,i(h).
Il reste à démontrer que si i < g − ρ(h), alors Mg,i(h) est vide. Supposons qu’il existe une
matrice A ∈ Mg,i(h) avec i < g − ρ(h) alors g − i > ρ(h) c’est à dire ρ(A) 6 ρ(h) ce qui contredit
la definition de ρ(h).
Proposition 4.10. Soit h ∈ Hg. La famille (Mg,i(h))i∈{g−ρ(h),...,g} est une stratification de la fibre
Mg(h).
Preuve. La variété affine Mg(h) est un fermé de Mg, donc toute stratification de Mg induit une
stratification de Mg(h). D’après la proposition 4.9, ce qui subsiste de l’intersection des strates
(Mg,i)i∈{0,...,g} de Mg avec Mg(h) donne la stratification (Mg,i(h))i∈{g−ρ(h),...,g} de Mg(h).
Soit h ∈ Hg, on sait que si ρ(h) = 0, nous obtenons une stratification avec une seule strate qui
est toute la fibre. Nous allons exclure ce cas dans ce qui suit.
Definition 4.8. Soit Q ∈ C[x]h un polynôme unitaire. Notons parMg,Q(h) l’ensemble des matrices
A ∈Mg(h) tel que Q divise PGCD(A).
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Proposition 4.11. Soit Q un polynôme de C[x]h. Le sous-ensemble Mg,Q(h) de Mg(h) est un
fermé de Zariski non-vide de Mg.
Preuve. Observons que
Mg,Q(h) = Mg(h) ∩ µQ(Mg−deg(Q)). (40)
La proposition 4.5, nous assure que µQ est une application affine, donc l’image de Mg−deg(Q) par
µQ est un fermé de Zariski de Mg et comme Mg(h) est un fermé de Zariski de Mg, leur intersection
Mg,Q(h) est aussi un fermé de Zariski de Mg. Montrons maintenant que Mg,Q(h) 6= ptyset. D’après
l’égalité (40)
Mg,Q(h) = Mg(h) ∩ µQ(Mg−deg(Q)(
h
Q2
)) .
Comme µQ(Mg−deg(Q)(
h
Q2
)) ⊂Mg(h),
Mg,Q(h) = µQ(Mg−deg(Q)(
h
Q2
)).
Étant donné que l’applicationH est surjective,Mg−deg(Q)(
h
Q2
) est non-vide, par conséquentMg,Q(h)
est non-vide.
Proposition 4.12. La strateMg,g(h) est un ouvert de Zariski deMg(h) et de bord
⋃
Q∈C[x]1,h
Mg,Q(h).
Preuve. De l’équation (37) et de la proposition 4.7, on a que
Mg,g(h) =
{
A(x) =
(
v(x) u(x)
w(x) −v(x)
)
∈Mg(h) | ρ(A) = 0
}
.
D’après la proposition 4.9, la strate Mg,g(h) est non-vide. Le complémentaire de Mg,g(h) dans
Mg(h) est constitué des matrices A telles que ρ(A) > 0, c’est-à-dire Mg,g(h)c =
⋃
Q∈C[x]1,h
Mg,Q(h).
La proposition 4.11 nous assure que
⋃
Q∈C[x]1,h
Mg,Q(h) est une réunion finie de fermés, ainsiMg,g(h)c
est un fermé de Zariski de Mg(h). Par conséquent, Mg,g(h) est un ouvert de Zariski non-vide de
Mg(h) de bord
⋃
Q∈C[x]1,h
Mg,Q(h).
Théorème 4.1. Soit 0 6 i 6 ρ(h), on a
Mg,g−i(h) =
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
.
Preuve. Soit 0 6 i 6 ρ(h). Si A ∈ µQMg−i,g−i
(
h
Q2
)
, alors PGCD(A) = Q, donc l’union est bien
disjointe. Montrons maintenant Mg,g−i(h) ⊆
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
. Soit A une matrice de
Mg,g−i(h) de degré de régularité i. De l’égalité (19) on a
A(x) = PGCD(A)Ai(x), avec Ai une matrice régulière de Mg−i,g−i.
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Le PGCD(A) est un diviseur quadratique de h de degré i car
h(x) = H(A(x)) = − det(PGCD(A)Ai(x)) = −PGCD(A)
2 det(Ai(x)) . (41)
Par l’égalité (41) on a − det(Ai(x)) =
h(x)
PGCD(A)2 et de la régularité de la matrice Ai, on obtient
Ai ∈Mg−i,g−i
(
h(x)
PGCD(A)2
)
, donc A ∈ µPGCD(A)Mg−i,g−i
(
h(x)
PGCD(A)2
)
. On conclut que
Mg,g−i(h) ⊆
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
.
Montrons l’inclusion inverse
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
⊆Mg,g−i(h). D’après l’égalité (36), on
a pour tout Q ∈ C[x]i,h
µQ
(
Mg−i,g−i ∩Mg−i
(
h
Q2
))
⊆Mg,g−i ∩Mg(h)︸ ︷︷ ︸
Mg,g−i(h)
,
donc
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
⊆Mg,g−i(h). On conclut l’égalité
Mg,g−i(h) =
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
.
Proposition 4.13. Soit P le diviseur quadratique maximal de h. La strate Mg,g−ρ(h)(h) est iso-
morphe à la fibre Mg−ρ(h)
(
h
P 2
)
= Mg−ρ(h),g−ρ(h)
(
h
P 2
)
.
Preuve. On sait que C[x]ρ(h),h est constitué du seul polynôme P . Par le théorème 4.1,
Mg,g−ρ(h)(h) = µPMg−ρ(h),g−ρ(h)
(
h
P 2
)
.
Comme P est le diviseur quadratique maximal de h, le polynôme h
P 2
est à discriminant non-nul
donc ρ( h
P 2
) = 0. La proposition 4.10 nous assure que
Mg−ρ(h)
(
h
P 2
)
= Mg−ρ(h),g−ρ(h)
(
h
P 2
)
.
La proposition 4.5 atteste que µP est un isomorphisme sur son image. De ce fait, la restriction de
µP au fermé de Zariski Mg−ρ(h),g−ρ(h)(h) définit un isomorphisme sur son image. On conclut que
Mg,g−ρ(h)(h) est isomorphe à Mg−ρ(h)
(
h
P 2
)
.
Definition 4.9. Soit 1 6 i 6 ρ(h) et soit Q un polynôme de C[x]i,h. Pour tout k 6 g − i, on note
Mg,k,Q(h) = Mg,Q(h) ∩Mg,k(h).
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Remarque 4.5. Si k > g−i alors Mg,Q(h)∩Mg,k(h) = ptyset, car si A est une matrice de Mg,k(h)
alors ρ(A) = g−k, c’est-à-dire deg(PGCD(A)) = g−k. Comme k > g−i, on a deg(PGCD(A)) < i,
et par conséquent PGCD(A) /∈ C[x]i,h.
La proposition suivante est une généralisation de la proposition 4.13.
Proposition 4.14. Soit 1 6 i 6 ρ(h). Si Q1 est un polynôme de C[x]i,h, alors l’application µQ1
définit l’isomorphisme suivant :
Mg−i,g−i(
h
Q21
)
∼
−→ Mg,g−i,Q1(h)
A(x) 7−→ µQ1(A(x)).
Preuve. Par définition
Mg,g−i,Q1(h) = Mg,Q1(h) ∩Mg,g−i(h).
On sait d’après le théorème 4.1 que Mg,g−i(h) =
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
. Par conséquent,
Mg,g−i,Q1(h) = Mg,Q1(h) ∩
⊔
Q∈C[x]i,h
µQMg−i,g−i
(
h
Q2
)
= µQ1Mg−i,g−i
(
h
Q21
)
.
On sait de la proposition 4.5 que µQ1 est un isomorphisme sur son image. Par conséquent, la
restriction de µQ1 au fermé de ZariskiMg−i,g−i
(
h
Q21
)
est aussi un isomorphisme sur son image. Dès
lors, Mg,g−i,Q1(h) est isomorphe à Mg−i,g−i
(
h
Q21
)
.
En utilisant, les théorèmes et propositions précédents, on peut décrire une stratification plus
fine de Mg(h), mais avant introduisons quelques notations qui seront utiles.
Notation 4.3. La famille finie de diviseurs quadratiques de degré i de h sera notée {Q
(i)
1 , . . . , Q
(i)
ni
}.
On note
M
g,g−i,Q
(i)
j
(h) = Mg,g−i(h) ∩Mg,Q(i)
j
(h) pour tout 0 6 j 6 ni et 0 6 i 6 ρ(h).
S’il n’y a pas de confusion et afin d’alléger les notations, on notera M
g,g−i,Q
(i)
j
(h) par M
g;Q
(i)
j
(h).
Definition 4.10. L’ensemble (C[x]h,6) est (partiellement) ordonné. Sa relation d’ordre est définie
de la manière suivante : pour Q et Q′ deux polynômes unitaires de C[x]h, on note
Q 6 Q′ si Q divise Q′.
On note Q < Q′ si deg(Q) < deg(Q′) et Q divise Q′ (ce qui équivaut Q 6= Q′ et Q divise Q′).
Théorème 4.2. La famille (M
g,g−i,Q
(i)
j
(h))
Q
(i)
j
∈C[x]h
est une stratification de Mg(h).
21
Preuve. Montrons que (M
g,g−i,Q
(i)
j
(h))
Q
(i)
j
∈C[x]h
est une partition deMg(h). SoientQ
(i)
j , Q
(i′)
j′ ∈ C[x]h.
Si i 6= i′, alors M
g,g−i,Q
(i)
j
(h) ∩M
g,g−i′,Q
(i′)
j′
(h) = ptyset car Mg,i(h) ∩Mg,i′(h) = ptyset. Si i = i′
et Q(i)j 6= Q
(i)
j′ , on a Mg,g−i,Q(i)
j
(h) ∩ M
g,g−i,Q
(i)
j′
(h) = ptyset, en effet s’il existait une matrice
A(x) ∈M
g,g−i,Q
(i)
j
(h)∩M
g,g−i,Q
(i)
j′
(h), cela signifierait que A(x) ∈Mg,g−i(h), comme PGCD(A(x))
est un polynôme unitaire de degré i, divisant à la fois les polynômes unitaires Q(i)j et Q
(i)
j′ qui sont
de degré i, ce qui est impossible. De ces faits M
g,g−i,Q
(i)
j
(h) ∩M
g,g−i,Q
(i)
j′
(h) = ptyset.
La proposition 4.14 atteste queM
g,g−i,Q
(i)
j
(h) ≃ µ
Q
(i)
j
Mg−i,g−i,
(
h
Q
(i)2
j
)
, donc le théorème 4.1 nous
assure que
Mg,g−i(h) =
⊔
Q
(i)
j
∈C[x]i,h
M
g,g−i,Q
(i)
j
(h)). (42)
De plus, par la proposition 4.10 on sait
Mg(h) =
g⊔
i=0
Mg,i(h). (43)
En combinant les deux égalités (42) et (43), on obtient
Mg(h) =
g⊔
i=0
⊔
Q
(i)
j
∈C[x]i,h
M
g,g−i,Q
(i)
j
(h) =
⊔
Q
(i)
j
∈C[x]h
M
g,g−i,Q
(i)
j
(h).
Par conséquent, la famille (M
g,g−i,Q
(i)
j
(h))
Q
(i)
j
∈C[x]h
est bien une partition de Mg(h).
Montrons maintenant que M
g,g−i,Q
(i)
j
(h) =
⊔
Q
(i′)
j′
6Q
(i)
j
M
g,g−i′,Q
(i′)
j′
(h). Commençons par montrer
l’égalité suivante :
M
g,Q
(i)
j
(h) =
⊔
Q
(i′)
j′
6Q
(i)
j
M
g,g−i′,Q
(i′)
j′
(h). (44)
Par définition, M
g,Q
(i)
j
est l’ensemble des matrices A ∈Mg(h) telles que Q
(i)
j divise PGCD(A). rap-
pelons que l’ensemble M
g,g−i′,Q
(i′)
j′
(h) est constitué des matrices A ∈Mg(h) telles que PGCD(A) =
Q
(i′)
j′ . Comme Q
(i)
j divise Q
(i′)
j′ , on obtient
⊔
Q
(i′)
j′
6Q
(i)
j
M
g,g−i′,Q
(i′)
j′
(h) = M
g,Q
(i)
j
(h).
Par le même raisonnement que ci-dessus, on peut constater que⊔
Q
(i′)
j′
<Q
(i)
j
M
g,g−i′,Q
(i′)
j′
(h) =
⋃
Q
(i′)
j′
<Q
(i)
j
M
g,Q
(i′)
j′
(h).
La proposition 4.11 nous assure que M
g,Q
(i′)
j′
(h) est un fermé de Zariski pour tout Q(i
′)
j′ ∈ C[x]h.
L’union finie de fermés de Zariski
⊔
Q
(i′)
j′
<Q
(i)
j
M
g,Q
(i′)
j′
(h) est aussi un fermé de Zariski. Par conséquent,
l’ensemble M
g,g−i,Q
(i)
j
(h) est un ouvert d’un fermé de Zariski car
M
g,g−i,Q
(i)
j
(h) = M
g,Q
(i)
j
(h)−
⊔
Q
(i′)
j′
<Q
(i)
j
M
g,Q
(i′)
j′
(h).
Donc M
g,g−i,Q
(i)
j
(h) =
⊔
Q
(i′)
j′
6Q
(i)
j
M
g,Q
(i′)
j′
(h). On conclut que la famille (M
g,g−i,Q
(i)
j
(h))
Q
(i)
j
∈C[x]h
est
bien une stratification de Mg(h).
4.3 Lissitude des strates Chaque fibre Mg(h) de l’espace de phase Mg est au moins
de dimension g, parce qu’elle est munie de g champs de vecteurs D0, . . . , Dg−1. Quand la fibre
Mg(h) admet une seule strate Mg,g(h) où les champs de vecteurs sont linéairement indépendants,
on appelle Mg,g(h) la strate phmaximale de Mg(h). L’objectif de cette partie est de déterminer les
singularités de chaque fibre Mg(h), à cet égard nous allons déterminer, en tout point le rang de la
matrice jacobienne de l’application moment H. Nous pourrons conclure que la dimension de chaque
fibre Mg(h) est égale à g.
Les fonctions h0, . . . , h2g définies par l’égalité (13) sont polynomiales en fonction des coordonnées
u0, . . . , ug−1, v0, . . . , vg−1, w0 . . . , wg. Soit A0 =
(
v0 u0
w0 −v0
)
∈ Mg, on note par JH(A0) la
matrice jacobienne de l’application H au point A0. Pour établir la matrice jacobienne JH(A0), il
suffit de spécifier les dérivées partielles suivantes :
∂H
∂⋆
(A0) =
2g∑
i=0
xi
∂hi
∂⋆
(A0) , (45)
où ⋆ peut être égal à uj, vj , wj pour tout 0 ≤ j ≤ g. En différentialisant l’équation (12) on a
∂H
∂⋆
(A0) = 2v(x)
∂v(x)
∂⋆
(A0) + w(x)
∂u(x)
∂⋆
(A0) + u(x)
∂w(x)
∂⋆
(A0) . (46)
En remplaçant ⋆ par uj, vj , wj dans les égalités (45) et (46), on obtient
∂H
∂uj
(A0) =
2g∑
i=0
xi
∂hi
∂uj
(A0),
∂H
∂vj
(A0) =
2g∑
i=0
xi
∂hi
∂vj
(A0),
∂H
∂wj
(A0) =
2g∑
i=0
xi
∂hi
∂wj
(A0) , (47)
et
∂H
∂uj
(A0) = xjw0(x),
∂H
∂vj
(A0) = 2xjv0(x),
∂H
∂wj
(A0) = xju0(x). (48)
En associant les égalités de (47) avec ceux de (48), on obtient
2g∑
i=0
xi
∂hi
∂uj
(A0) = xjw0(x),
2g∑
i=0
xi
∂hi
∂vj
(A0) = 2xjv0(x),
2g∑
i=0
xi
∂hi
∂wj
(A0) = xju0(x). (49)
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Théorème 4.3. Soit A0(x) =
(
v0(x) u0(x)
w0(x) −v0(x)
)
∈Mg. Le rang de la matrice jacobienne de H
au point A0 est égal à 2g + 1− ρ(A0).
Preuve. D’après la définition 2.1, on écrit JH(A0) de la manière suivante :
JH(A
0) =

 Mw0,gMv0,g 0g×2
Mu0,g+1

 ,
où 0g×2 est la matrice nulle de dimension g × 2. En appliquant le théorème 2.1, on a que
dim(Ker(JH(A
0)) = deg(PGCD(u0, v0, w0)).
Par définition, ρ(A0) = deg(PGCD(u0, v0, w0)), et donc le rang de JH(A0) est égal à 2g + 1 −
ρ(A0).
Proposition 4.15. Soit h ∈ Hg. La strate maximale Mg,g(h) est une variété quasi-affine lisse de
dimension g. De plus, le bord de Mg,g(h) est constitué de tous les points singuliers de Mg(h). En
particulier, chaque fibre Mg(h) est une variété affine de dimension g.
Preuve. Une matrice A0 appartient à Mg,g(h) si et seulement si ρ(A0) = 0. Le théorème 4.3 nous
assure que la strate maximale de Mg(h) est la partie lisse de Mg(h), car le rang de H au point
A0 ∈Mg(h) est maximal si et seulement si ρ(A0) = 0.
On synthétise la proposition 4.15 et le fait que chaque strate Mg,i(h) soit l’union disjointe de
sous-variétés quasi-affines isomorphes à des strates maximales de systèmes de Mumford d’ordre i,
par la proposition suivante :
Proposition 4.16. Soit h ∈ Hg. Chaque strate Mg,i(h) de la fibre Mg(h) est lisse et de dimension
i.
Remarque 4.6. Les systèmes de Mumford pairs admettent des stratifications similaires que celles
construites au dessus pour les systèmes de Mumford.
L’étape suivante de ce travail à pour ambition de stratifier le diviseur thêta de courbes hyper-
elliptiques singulières afin de décrire la géométrie de ce dernier, complétant nos connaissances du
diviseur thêta de courbes singulières.
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