I. INTRODUCTION There are two approaches to the complementary variational principle (CVP). The conventional one, created by Friedrichs [l] and developed by Courant and Hilbert [2] , takes the familiar Euler-Lagrange type of variational form through a Legendre transform. The alternative, due to Noble [3] and Rall [4] , starts with the Euler-Hamiltonian canonical equations. The latter approach has been successfully adopted by Arthurs [5] in solving a large number of physical problems governed by various types of differential or integral equations. The unifying power of such a theory is quite impressive.
There are situations where the Friedrichs-Courant approach seems to be more appropriate than the Noble-Rall approach, e.g., Sewell [6] and in particular, optimal control problems. In fact, Bellman [7] , [8] and Pearson [9] have pursued such a route and it is along this line that the following development proceeds.
The unifying power of CVP results from the fact that it is a duality principle in the calculus of variations. Needless to say, duality is central to mathematical programming and substantial effort has been spent to develop its applications in control problems, e.g. Mond and Hanson [lo], [ll], Pearson [12] , Simon and Stubberud [13] . More recently, Rockafellar [14] advanced a general study of duality in calculus of variations from a convex analysis [15] point of view. Technically, CVP provides an explicit construction of the dual problem once the primal problem is given, as will be indicated by several examples.
In addition, necessary and sufficient conditions for the existence of a CVP is established through the Kuhn-Tucker saddle point theory [16] . The relationship of this approach to that of Noble and Rall is also discussed.
II. MAIN RESULT
Let H be a real Hilbert space. J(x) defined on H is a convex, real-valued, Frechet differentiable functional. From convexity
Suppose x is constrained by
where L is a closed, dense, linear operator such that L: H + H', H' being another real Hilbert space. Now, if R(L), the range of L, is closed then H can be decomposed into the sum of two subspace, N(L) and its orthogonal complement,
where L* denotes the adjoint of L, and N(L) is the null space of L. From the Riesz representation theorem for a unique K, and all h E H.
then S](y) can be represented by and sJ(Y) h = (h>Lj"p) for some p E H'
then
where x satisfies Lx = 0 and y E R(L*) such that 8J(y) h = (h, L*p) for some p E H', i.e., p is constrained in D(L*), domain of L*. Notice that p is uniquely determined by y and conversely. Suppose % is a solution of the primal problem defined by M,'n J(x), subject to Lx = 0.
Then, E induces a 3 which satisfies (3) since it is necessary that 6 J(2) = 0. Similarly ($, L*p) = (LZ, p) = (0, p) = 0. Furthermore, from convexity and (% J(x) > I(X) and
hence
for all x and y satisfying the respective constraints, (7) and (3). Therefore, if f is a solution to the primal problem (7), then y = f is also a solution to the dual problem defined by M;x~Y) (10)
III. SADDLE POINT PROPERTY
Consider I(y) as a functional of two independent arguments, namely
Since J(y) is convex, then I(y, p) is convex in y and concave in p. A saddle point for (11) is a pair (3, p) such that
From (8) and (9), it is clear that a saddle point for (11) is also a solution to (7) and (lo), so that the existence of R (and fi) follows from the existence of such a saddle point. The following theorem due to Bensoussan [16] guarantees this existence and uniqueness:
THEOREM. Let Vi , i = 1, 2, be two Hilbert spaces, and Ki convex closed subsets of Vi . A functional J(vl , v2) de$n.ed on VI x V, , satisfying (a) For all v2 E K, , vii ---f J(v, , v2) is strictly concave and lower semicontinuous. For linear dynamical constraints, the resulting Ki usually satisfy the conditions of the theorem.
IV. NOBLE-F~ALL'S APPROACH
In order to establish the relationship with Noble-Rall's result, first observe that I(y, p) is essentially the "Hamiltonian" obtained by a "Legendre transform"
realized through the Riesz representation theorem. Further (4) can be written as which is equivalent to equation (3.5) of reference [4] .
Note that in assuming J(x) to be convex, then W is obviously concave in x and convex in p which guarantees a lower and an upper bound as pointed out by Robinson [17] .
V. EXAMPLES Consider H x H, the first H representing the state space and the second H representing the input space, the primal problem is defined as Nl;ln J(u, 4 = Kx(f>, Q(t) x(t)> + @(t>, R(t) u(t)> subject to 52(t) = A(t) x(t) + B(t) u(t)
where (x, U) E H x H, Q(t) and R(t) are symmetric positive definite matrices, A(t) and B(t) are matrices of appropriate dimensions and completely controllable. Then for This is the dual problem to the linear regulator problem in control theory.
With minor adjustments to J(x, u), one can obtain the results of Pearson [9] .
Likewise, the dual functional may be viewed as a lower bound for the corresponding Riccati equation, Bellman [20] and McClamroch [21] . However, the result here is considerably more general, since the dual problem is not defined, as McClamroch did, but is constructed through the complementary variational principle.
This approach can be used to investigate the primal dual relationship for both lumped and distributed optimal control problems. In particular, the results in section II can be used to obtain the bounding procedure of Ewing [22] , [23] , in addition to providing information concerning the primal dual nature of the problem. Further results of duality in optimal control through CVP can be found in [24] .
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