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Resumo
Algoritmos de inteligeˆncia de enxame (swarm intelligence) sa˜o algorit-
mos biologicamente inspirados no funcionamento social de grandes coloˆnias de insetos
ou outros animais e que caracterizam-se por possuir um elevado nu´mero de agentes com
baixa complexidade e controle descentralizado. Estes agentes, atrave´s da interac¸a˜o com o
ambiente e com outros agentes procuram prover boas soluc¸o˜es para problemas complexos
de otimizac¸a˜o em tempos aceita´veis.
O desempenho de um algoritmo de inteligeˆncia de enxame esta´ intima-
mente relacionado a` escolha adequada dos paraˆmetros que governam o funcionamento do
algoritmo, em especial, a quantidade de agentes e a taxa de evaporac¸a˜o do feromoˆnio.
Este trabalho procura analisar e modelar um algoritmo de inteligeˆncia
de enxame, o algoritmo de sistema de formigas (ant system), baseado na teoria da percolac¸a˜o,
teoria que estuda o comportamento de fenoˆmenos crı´ticos e de transic¸a˜o de fases, pro-
pondo uma metodologia que permita a garantia de convergeˆncia para a soluc¸a˜o e a obtenc¸a˜o
de valores pro´ximos ao o´timo para os paraˆmetros do algoritmo, melhorando deste modo
o desempenho das aplicac¸o˜es que fac¸am uso desta tecnologia.
Palavras Chave: Inteligeˆncia de enxames, Inteligeˆncia de Coletiva, Te-
oria da Percolac¸a˜o, Fenoˆmenos Crı´ticos, Desempenho de Algoritmos.
Abstract
Swarm intelligence algorithms are biological inspired in the social beha-
vior of great insects or other animals colonies. They are characterized by a large number
of agents with low level of complexity and decentralized control. These agents, try to
provide good solutions for complex otimization problems in reasonable times through
interaction with the environment and other agents.
The swarm intelligence algorithm performance is closely related to the
right choice of the parameters . These parameters are responsible for the algorithm beha-
vior, in special, the amount of agents and the pheromone evaporation rate.
This work shows a modeling and analisys of a swarm inteligence ba-
sed algorithm, the Ant System, based in the percolation theory. This theory studies the
behavior of critical and phase transistions phenomena, proposing a methodology that al-
lows the guarantee of solution convergence and the determination of closer optimal values
for the algorithm parameters, improving the performance of the applications that use this
technology.
Key Words: Swarm Intelligence, Percolation Theory, Critical Pheno-
ena, Algorithm performance.
Capı´tulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o
O interesse por algoritmos com inspirac¸a˜o biolo´gica vem crescendo e
suas aplicac¸o˜es sa˜o cada vez mais numerosas. A capacidade destes algoritmos de resolver
problemas de complexidade elevada, os torna cada vez mais, alvos das pesquisas[ARK 98].
Dos algoritmos com inspirac¸a˜o biolo´gica sera˜o abordados neste trabalho assuntos relati-
vos aqueles algoritmos classificados como swarm intelligence, termo ingleˆs que pode ser
traduzido como inteligeˆncia de enxames ou inteligeˆncia coletiva. Ao longo deste trabalho
optou-se pelo uso do termo em ingleˆs, uma vez que na˜o existe um consenso na comuni-
dade cientifica nacional quanto ao termo em portugueˆs mais apropriado.
Os algoritmos de swarm intelligence fazem uso de um nu´mero elevado
de agentes, de complexidade baixa. Como produto de sua interac¸a˜o com o ambiente ou
entre si, produzem, na forma de uma propriedade emergente, a soluc¸a˜o para o problema
ao qual se destinam[ROU 04]. A inspirac¸a˜o biolo´gica presente nestes algoritmos pode
ser observada em sistemas que baseado em coloˆnias de formigas implementam buscas
em grafos[DOR 96] e rotas em redes de computadores[KWA 03], ou mesmo baseado na
movimentac¸a˜o de cardumes de peixes implementam o reconhecimento de padro˜es em
imagens[OMR 05].
Como caracterı´stica estes algoritmos possuem um conjunto de paraˆmetros
2que rege seu comportamento e, em consequ¨eˆncia disto, seu desempenho: Tal conjunto de
paraˆmetros possui valores empı´ricos normalmente ajustados de forma experimental para
cada aplicac¸a˜o em particular.
Os algoritmos de swarm intelligence sa˜o utilizados em um vasta gama
de aplicac¸o˜es, e o ajuste impreciso de seus paraˆmetros compromete o desempenho destas
aplicac¸o˜es. Sistemas que fac¸am uso de um nu´mero excessivo de agentes, e por con-
sequ¨eˆncia de recursos, podem apresentar desempenho incompatı´vel com o esperado, tor-
nando sua utilizac¸a˜o restrita a dispositivos com alto poder computacional. Este tipo de
restric¸a˜o representa um problema em diversos casos. E´ cada vez maior o nu´mero de
plataformas de baixo poder computacional que sa˜o utilizadas em larga escala, tais como
celulares, aplicac¸o˜es embarcadas e palm pilots. Nestas plataformas a ma´ utilizac¸a˜o de re-
cursos e´ proibitiva. Acredita-se que este problema, em alguns casos, possa ser contornado
com uma correta configurac¸a˜o dos paraˆmetros dos algoritmos.
A escolha correta dos valores dos paraˆmetros dos algoritmos de swarm
intelligence apresenta uma complexidade na˜o elementar, uma vez que tais paraˆmetros na˜o
possuem um estudo exaustivo[JUN 06] e, em grande parte, na˜o implicam, de forma clara,
uma relac¸a˜o direta com o desempenho.
Existem paraˆmetros que apresentam alguma relac¸a˜o direta com o de-
sempenho dos algoritmos, como e´ o caso do paraˆmetro que controla a quantidade de
agentes criada no algoritmo. Este paraˆmetro pode ser vinculado de forma simples com
o desempenho, pois espera-se que cada agente consuma uma determinada quantidade de
memo´ria e de processamento. Desta maneira um nu´mero muito grande de agentes prova-
velmente implica um uso excessivo de recursos.
O nu´mero de agentes e´ um paraˆmetro que pode ser vinculado ao desem-
penho sem maiores problemas, por outro lado, grande parte dos paraˆmetros dos algorit-
mos estudados na˜o apresentam uma relac¸a˜o ta˜o direta com o desempenho. Por exemplo
supondo um paraˆmetro que controle a interac¸a˜o do agente com o ambiente, este paraˆmetro
na˜o apresenta claramente uma relac¸a˜o com o uso de recursos do algoritmo, mas sua in-
flueˆncia sobre o comportamento emergente pode ser determinante para a otimizac¸a˜o do
desempenho.
3O comportamento crı´tico dos algoritmos de swarm intelligence e´ co-
nhecido, como pode ser observado em [LEU 03a] e [LEU 03b], onde o autor propo˜e um
sistema capaz de construir estruturas geome´tricas com base no comportamento de uma
coloˆnia de agentes autoˆnomos. Nestes trabalhos e´ caracterizada a transic¸a˜o de fase entre a
obtenc¸a˜o ou na˜o do objetivo com a variac¸a˜o dos valores dos paraˆmetros que configuram o
algoritmo implementado. No entanto na˜o foram encontrados, durante a pesquisa efetuada
para execuc¸a˜o do presente trabalho, trabalhos relacionados ao refinamento do desempe-
nho deste tipo de algoritmos tendo por base o estudo de seu comportamento crı´tico.
Como principal motivac¸a˜o deste trabalho, e´ apresentada a possibilidade
de otimizac¸a˜o destas aplicac¸o˜es com o uso de um conjunto de paraˆmetros mais pro´ximo
ao conjunto considerado o´timo. Para isso busca-se obter um me´todo que viabilize a mode-
lagem matema´tica do sistema em questa˜o. A criac¸a˜o de um modelo matema´tico para estes
sistemas e´ muito atraente do ponto de vista da otimizac¸a˜o de recursos, ma vez que torna
possı´vel o ajuste de paraˆmetros em tempo de execuc¸a˜o, incrementando a performance
mesmo em sistemas com caracterı´sticas varia´veis.
1.2 Caracterizac¸a˜o do Problema
A existeˆncia de um comportamento crı´tico nos algoritmos de swarm in-
telligence implica que, sob determinadas condic¸o˜es, o algoritmo na˜o e´ capaz de resolver
os problemas a que se propo˜e. Aparentemente, este comportamento e´ oriundo do con-
junto de valores dos paraˆmetros. Desta forma, conjuntos insatisfato´rios de valores tornam
a probabilidade de resoluc¸a˜o dos problemas bastante pequena. Por outro lado valores
adequados de paraˆmetros fazem com que o algoritmo encontre a soluc¸a˜o do problema na
grande maioria das vezes.
Este comportamento pode ser descrito como um fenoˆmeno de transic¸a˜o
de fase, ou seja, idealmente, a partir de determinados valores de paraˆmetros, o problema
e´ sempre resolvido, enquanto que abaixo destes valores o algoritmo nunca obte´m esta
soluc¸a˜o. Este fenoˆmeno pode ser observado mais claramente variando-se o nu´mero de
agentes utilizado por um algoritmo de swarm intelligence. Se este nu´mero for muito
4pequeno, os agentes dificilmente obtera˜o eˆxito, pois sua interac¸a˜o com o ambiente e entre
os pro´prios agentes, base do funcionamento do algoritmo, sera´ prejudicada. Por outro
lado com um nu´mero maior de agentes, e´ prova´vel que o algoritmo obtenha a soluc¸a˜o do
problema conforme esperado.
A te´cnica utilizada neste trabalho para a ana´lise dos fenoˆmenos de transic¸a˜o
de fase e´ a Teoria da Percolac¸a˜o que estuda e modela, por meios estatı´sticos, o comporta-
mento dos fenoˆmenos crı´ticos.
Neste trabalho e´ apresentada a proposta de uma metodologia para ana´lise
de algoritmos de swarm intelligence. Para tal e´ realizada a ana´lise de um algoritmo
que simula de forma simples o comportamento de uma colonia de formigas, conhecido
como Ant System[DOR 96]. Este algoritmo e´ capaz de encontrar o menor caminho en-
tre dois ponto de um grafo. Conforme esperado de algoritmos de swarm intelligence, o
Ant System emprega um grande nu´mero de agentes de pequena complexidade e de fa´cil
implementac¸a˜o e possui um conjunto de paraˆmetros que regem seu comportamento.
Por sua simplicidade e funcionalidade o Ant System e´ utilizado em di-
versas aplicac¸o˜es como: Roboˆs mo´veis, inteligeˆncia artificial, gerenciamento de redes,
sistemas de transporte e outros[DOR 96][BAL 00].
A teoria da percolac¸a˜o tem como principal objetivo o estudo de fenoˆmenos
crı´ticos, ou seja, que apresentam transic¸a˜o de fase[EFR 87]. E´ empregada neste traba-
lho com a finalidade de obter dados referentes a`s condic¸o˜es de contorno dos algoritmos
de swarm intelligence e, desta forma, determinar os valores de paraˆmetros que tornam
possı´vel a resoluc¸a˜o dos problemas com o uso mı´nimo de recursos.
1.3 Objetivos
1.3.1 Objetivo Geral
O objetivo geral deste trabalho e´ definido pela proposta de uma meto-
dologia que torne possı´vel a determinac¸a˜o de paraˆmetros para algoritmos do tipo swarm
intelligence otimizando o desempenho de aplicac¸o˜es que fac¸am uso deste tipo de tecno-
5logia.
1.3.2 Objetivos Especı´ficos
Como objetivos especı´ficos pode-se citar:
• Evidenciar o comportamento percolativo dos algoritmos de swarm intelligence;
• Caracterizar o conjunto de paraˆmetros o´timos para os algoritmos estudados;
• Obter um modelo matema´tico do algoritmo implementado que mapeie as carac-
terı´sticas do ambiente simulado com os valores dos paraˆmetros de interesse, possi-
bilitando melhora no desempenho do algoritmo;
• Analisar com base na metodologia proposta um algoritmo do tipo Ant System;
1.4 Metodologia
Pode-se definir a metodologia utilizada neste trabalho como os seguin-
tes passos:
• Estudo das caracterı´sticas dos algoritmos de swarm inteligence;
• Estudo das te´cnicas envolvidas na teoria da percolac¸a˜o;
• Construc¸a˜o de um simulador para conjuntos variados de paraˆmetros de um algo-
ritmo Ant System;
• Aplicar a metodologia proposta para ana´lise dos algoritmos em um algoritmo do
tipo Ant System
• Simulac¸a˜o de um algoritmo do tipo Ant System com o conjunto de paraˆmetros sele-
cionados;
• Validar o modelo obtido comparando valores interpolados de paraˆmetros com valo-
res obtidos nas simulac¸o˜es
61.5 Organizac¸a˜o do Trabalho
Neste trabalho os assuntos abordados esta˜o organizados em capı´tulos
da seguinte forma:
• Capı´tulo 1 - Introduc¸a˜o: Apresenta a introduc¸a˜o ao assunto do trabalho, a motivac¸a˜o
para sua execuc¸a˜o e a organizac¸a˜o do presente trabalho;
• Capı´tulo 2 - Teoria da Percolac¸a˜o: Apresenta uma revisa˜o sobre os fundamentos
da teoria da percolac¸a˜o e uma introduc¸a˜o sobre os aspectos e equac¸o˜es relevantes
para execuc¸a˜o deste trabalho;
• Capı´tulo 3 - Swarm Intelligence: Apresenta uma revisa˜o sobre as te´cnicas de resoluc¸a˜o
de problemas baseadas em swarm intelligence e aborda os principais algoritmos
utilizados, suas aplicac¸o˜es e caracterı´sticas, apresentando exemplos do tipo de con-
junto de paraˆmetros esperados destes algoritmos;
• Capı´tulo 4 - Metodologia e Simulac¸o˜es: Desenvolve a Metodologia alvo deste tra-
balho e aplica esta metodologia a um algoritmo implementado por meio do simula-
dor desenvolvido com esse propo´sito;
• Capı´tulo 5 - Resultados: Apresenta e discute os resultados e ana´lises resultantes da
aplicac¸a˜o da metodologia proposta no capı´tulo anterior;
• Capı´tulo 6 - Conclusa˜o: Compila as concluso˜es possı´veis deste trabalho e propo˜e
trabalhos futuros abordando aspectos relacionados a este trabalho;
• Capı´tulo 7 - Apeˆndices: Dados, simuladores e aplicativos utilizados para elaborac¸a˜o
deste trabalho;
Capı´tulo 2
Teoria da Percolac¸a˜o
Neste capı´tulo e´ apresentada uma breve revisa˜o da teoria da percolac¸a˜o
e seus aspectos relevantes para o presente trabalho. A teoria da percolac¸a˜o foi inicialmente
desenvolvida por Stauffer e Aharony [STA 92] para ana´lise de formac¸a˜o de mole´culas em
substaˆncias quı´micas. Posteriormente, em sua abordagem contemporaˆnea, foi utilizada
para modelar o escoamento de um fluido em um meio permea´vel ou poroso. A teoria
na˜o define os termos meio e fluido, sendo estes abstratos possibilitando sua aplicac¸a˜o em
sistemas diversos.
As aplicac¸o˜es da teoria da percolac¸a˜o abordam variados assuntos tais
como: Estudo de propagac¸a˜o de ondas em meios aleato´rios[RAI 08], ana´lise de inceˆndios
florestais[MAC 84], conectividade em redes de computadores na˜o estruturadas[SAN 07],
formac¸a˜o de polı´meros[STA 82] e outros. A figura 2.1a mostra o estado inicial de uma
simulac¸a˜o de inceˆndios florestais baseada em modelos percolativos. Para esta simulac¸a˜o
os paraˆmetros relevantes foram definidos como a densidade de a´rvores, direc¸a˜o e veloci-
dade do vento. Na figura 2.1a as a´rvores sa˜o representadas pelos pontos verdes. O vento
na˜o e´ representado, mas tem influeˆncia no estado final da simulac¸a˜o, apresentado na figura
2.1b. O objetivo da simulac¸a˜o e´, que na eventualidade de um foco de inceˆndio, definir se o
inceˆndio se propagara´ para todas as a´rvores pro´ximas ou se extinguira espontaneamente.
A figura 2.1b apresenta o estado final da simulac¸a˜o. Nesta simulac¸a˜o
pode-se perceber que a grande maioria das a´rvores na˜o foi consumida pelo fogo, perma-
8a) b)
Figura 2.1: Simulac¸a˜o de inceˆndios florestais baseada na teoria da percolac¸a˜o - a)Estado Inicial
b)Estado Final - Sem ocorreˆncia de percolac¸a˜o - Fonte:[PRI 08]
necendo como apresentadas no estado inicial figura 2.1a. Neste caso define-se que na˜o
existiu percolac¸a˜o. Por outro lado, na figura 2.2a pode-se ver o estado inicial de uma
simulac¸a˜o de inceˆndio florestal com a densidade de a´rvores maior. Neste caso como apre-
sentado na figura 2.2b existe percolac¸a˜o, ou seja, o fogo se propaga para todas as a´rvores
pro´ximas.
a) b)
Figura 2.2: Simulac¸a˜o de inceˆndios florestais baseada na teoria da percolac¸a˜o - a)Estado Inicial
b)Estado Final - Com ocorreˆncia de percolac¸a˜o - Fonte:[PRI 08]
A teoria da percolac¸a˜o e´ baseada no estudo dos fenoˆmenos crı´ticos,
ou seja, fenoˆmenos onde existe um ponto de troca abrupta de comportamento ou estado
[EFR 87]. Tais fenoˆmenos, por exemplo, a troca de estados fı´sicos de lı´quido para ga-
soso, se representados em gra´ficos adequados, apresentam um ponto de descontinuidade
9ou uma func¸a˜o do tipo degrau. No exemplo proposto, em um gra´fico de estado por tem-
peratura da a´gua, o ponto crı´tico seria representado em 100oC conforme a figura 2.3.
Figura 2.3: Temperatura x Estado - Descontinuidade no Ponto Crı´tico
Na figura 2.3 percebe-se o ponto de descontinuidade no gra´fico em
100oC. Analisando o gra´fico com base na teoria da percolac¸a˜o pode-se afirmar que nos
pontos de coordenadas menores que 100 na˜o ha´ percolac¸a˜o e nos pontos de coordena-
das maiores que 100 ha´ percolac¸a˜o. O ponto de coordenada 100 e´ denominado ponto
crı´tico(Pc).
Outro exemplo de aplicac¸a˜o da teoria da percolac¸a˜o trata de um so´lido
poroso que mergulhado em determinado fluido tem seus poros superficiais inundados. De
acordo com a porosidade deste so´lido, estes poros estara˜o ligados em maior ou menor
nu´mero com os poros internos e estes com outros poros. Desta forma em determinada po-
rosidade o fluido sera´ capaz de transpassar o so´lido de uma de suas faces ate´ a face oposta.
Na emineˆncia deste evento e´ dito que o fluido percolou o so´lido ou que existe percolac¸a˜o
para determinada porosidade.[STA 92] Avaliando este fenoˆmeno percebe-se que em po-
rosidades menores que determinado valor V, na˜o existe percolac¸a˜o e para valores maiores
que V existe percolac¸a˜o. Logo V e´ o valor do ponto crı´tico Pc.
Pode-se modelar a percolac¸a˜o como um grafo onde os ve´rtices repre-
sentam os poros do material e as arestas as conexo˜es entre os poros. Desta forma baseado
em uma varia´vel aleato´ria P pode-se marcar cada ve´rtice x do grafo como ocupado ou
10
vazio, de acordo com a equac¸a˜o 2.1
Percola(x, P ) =
 ocupado,P > Pcvazio,P < Pc (2.1)
A aplicac¸a˜o da equac¸a˜o 2.1 em um grafo quadrado totalmente conec-
tado pode ser representada pela figura 2.4a para valores de Pc menores que 0,2. Na figura
2.4b e´ apresentado o resultado para valores de Pc maiores que 0,8. Os pontos preenchidos
representam ve´rtices ocupados e os pontos vazados representam ve´rtices vazios.
a) b)
Figura 2.4: Grafo apo´s aplicac¸a˜o da equac¸a˜o 2.1 para a)pequenos valores de Pc e b)grandes
valores de Pc
Analisando as figuras 2.4 pode-se notar a existeˆncia de agrupamentos
contı´nuos de ve´rtices marcados como ocupados. Estes agrupamentos sa˜o denominados
clusters[EFR 87]. A percolac¸a˜o ou sua existeˆncia e´ obtida quando a formac¸a˜o destes
clusters aleato´rios cria estruturas continuas entre duas faces opostas.
2.1 Percolac¸a˜o em Ambientes Finitos
O ca´lculo da probabilidade de um determinado no´ de um grafo estar
ocupado ou vazio e´ o foco principal da teoria da percolac¸a˜o. Em ambientes finitos pode-
se, de forma empı´rica, determinar tal probabilidade, que estara´ por sua vez vinculada a`s
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caracterı´sticas do grafo, e a` existeˆncia de clusters percolantes e apresentara´ uma determi-
nada variaˆncia para cada valor de probabilidade P, representando a imprecisa˜o vinculada
a esta medida.
Segundo [EFR 87]: “O desvio quadra´tico me´dio δ(N) diminui de forma
exponencial proporcionalmente ao nu´mero N de no´s(ve´rtices), tendendo a zero quando
N→∞ .” Agregada a esta afirmac¸a˜o o autor propo˜e a equac¸a˜o 2.2
δ(N ) =
C
N 1/2v
(2.2)
Onde N e´ o nu´mero de ve´rtices, C e v sa˜o constantes nume´ricas refe-
rentes ao ambiente(tais como nu´mero e forma das aresta do grafo). A equac¸a˜o 2.2 foi
determinada empiricamente com base em repetidos testes com grafos de dimenso˜es di-
versas, mas pode ser determinada algebricamente como apresentado em [EFR 87]. A
figura 2.5 apresenta o resultado esperado de variaˆncia para um grafo finito de dimenso˜es
fixas para diversos valores de probabilidade.
Figura 2.5: Variaˆncia da Probabilidade de Percolac¸a˜o em um grafo finito
A teoria da percolac¸a˜o preveˆ, para ambientes infinitos compostos de ele-
mentos infinitesimais, uma descontinuidade no ponto crı´tico Pc. Neste ponto e´ esperado
um valor de variaˆncia indeterminado tendendo ao infinito. Na figura 2.5 pode-se perceber
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que com a proximidade do ponto crı´tico, a variaˆncia, em um ambiente finito composto
de elementos discretos, tende ao seu valor ma´ximo. Neste ponto a incerteza relativa a
existeˆncia ou na˜o de percolac¸a˜o tambe´m tende a ser ma´xima.
Segundo B.I.Shklovski appud [EFR 87] um Raio de Correlac¸a˜o e´ a di-
mensa˜o linear me´dia, conforme figura 2.6, relativo a uma probabilidade P de existeˆncia
de conexa˜o entre dois no´s da rede. Aplicado a um grafo quadrado o valor do raio de
correlac¸a˜o representa o tamanho esperado de clusters e pode ser definido pela equac¸a˜o
2.3.
R =
l
|P − Pc|v (2.3)
Onde R e´ o Raio de Correlac¸a˜o, l a periodicidade caracterı´stica de co-
nexa˜o entre no´s, P uma varia´vel aleato´ria, Pc o Ponto crı´tico de Percolac¸a˜o para determi-
nada rede e v e´ uma constante positiva denominada ı´ndice de raio de correlac¸a˜o.
Figura 2.6: Raio de Correlac¸a˜o
Analisando a equac¸a˜o 2.3 percebe-se que na vizinhanc¸a do ponto crı´tico
o valor de R tende ao infinito. O gra´fico da figura 2.7 apresenta a relac¸a˜o entre o raio de
correlac¸a˜o e a variaˆncia para ambientes finitos de tamanhos variados. Analisando este
gra´fico pode-se perceber a influeˆncia do uso de elementos finitos uma vez que quanto
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menor as dimenso˜es, menor o tamanho me´dio esperado dos agrupamentos. Quanto menor
o raio de correlac¸a˜o R, maior a variaˆncia com relac¸a˜o a` ocorreˆncia de percolac¸a˜o, ou seja,
quanto menor o meio maior a incerteza relacionada a existeˆncia de percolac¸a˜o.
Figura 2.7: Raio de Correlac¸a˜o
O efeito esperado da existeˆncia de valores elevados de variaˆncia pro´-
ximos ao ponto crı´tico e´ que este u´ltimo se torna indistinto fazendo a transic¸a˜o de fase
suave. Isto deve-se, ao fato da ana´lise ser feita em ambientes finitos. O gra´fico de transic¸a˜o
de fase esperado e´ representado na figura 2.8.
2.2 Zona Crı´tica
Como se torna impossı´vel determinar o ponto crı´tico de um sistema
em ambientes finitos pode-se definir como zona crı´tica o intervalo onde e´ imprecisa a
existeˆncia ou na˜o de percolac¸a˜o, ou seja, o intervalo onde os valores de P possuem valores
de variaˆncia para percolac¸a˜o na˜o nulos[EFR 87]. Logo pode-se afirmar que:
Percola(x, P ) =
 ocupado, P  Pcvazio, P  Pc (2.4)
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Figura 2.8: Percolac¸a˜o em ambientes finitos
Com base na equac¸a˜o 2.4 admitindo-se R = L, onde L e´ a dimensa˜o
lateral de um grafo quadrado, tem-se:
R =
l
|P − Pc|v
L =
l
|P − Pc|v
onde, |P − Pc| = δ,
L =
l
δv
ou
δ =
(
l
L
)1/v
(2.5)
O nu´mero total de ve´rtices de um grafo pode ser calculado por:
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N =
(
L
l
)d
(2.6)
Onde, d e´ a dimensa˜o espacial para o caso do grafo quadrado d = 2.
Com base nas equac¸o˜es 2.5 e 2.6 tem-se:
δ(N ) =
C
N 1/dv
(2.7)
A equac¸a˜o 2.7 e´ a generalizac¸a˜o da equac¸a˜o 2.2, aplicada a grafos qua-
drados. O valor de δ(N) e´ interpretado como o tamanho do intervalo denominado zona
crı´tica e e´ o objeto de estudo da teoria da percolac¸a˜o em ambientes finitos. A figura
2.9 apresenta o gra´fico de percolac¸a˜o em ambientes finitos e a zona crı´tica. Este gra´fico
pode ser interpretado da seguinte forma, sabe-se que para valores de P menores que 0,2
na˜o existe a ocorreˆncia de percolac¸a˜o nunca e para valores de P maiores que 0,8 sempre
e´ obtida a percolac¸a˜o, no entanto para analise de ocorreˆncias de P dentro do intervalo
[0, 2; 0, 8] na˜o e´ possı´vel afirmar nada com relac¸a˜o a percolac¸a˜o. Com base na influeˆncia
do uso de elementos finitos nesta ana´lise e´ correto afirma que a amplitude do intervalo
compreendido por δ(N) sera´ menor quanto maior forem as dimenso˜es do ambiente estu-
dado.
2.3 Conclusa˜o
Com base na teoria da percolac¸a˜o pode-se calcular, para fenoˆmenos de
transic¸a˜o de fase, a zona crı´tica que e´ o intervalo de valores ordenados onde e´ impossı´vel
prever a troca de fase ou a percolac¸a˜o. A zona crı´tica tem centro no ponto crı´tico Pc e sua
amplitude e´ inversamente proporcional ao nu´mero de ve´rtices do grafo. Para ambientes
finitos e´ impossı´vel calcular o valor de Pc, no entanto pode-se calcular a amplitude da
zona crı´tica com base na equac¸a˜o 2.2, e por meio da ana´lise dos valores de variaˆncia o
valor aproximado de sua posic¸a˜o.
Portanto tem-se:
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Figura 2.9: Percolac¸a˜o em ambientes finitos
Percola(x, P ) =
 ocupado, P > Pc+ δ(N)/2vazio, P < Pc− δ(N)/2 (2.8)
Capı´tulo 3
Algoritmos de Swarm Intelligence
Sa˜o denominados algoritmos de Swarm Intelligence, os algoritmos que
fazem uso de agentes simples, ou seja, com baixa complexidade de implementac¸a˜o e
de atuac¸a˜o, sem controle centralizado e com interac¸a˜o com o ambiente. Estes agentes
interagindo com o ambiente, de forma coletiva, sa˜o capazes de formar padro˜es complexos
correspondentes a soluc¸a˜o de determinado problema[ROU 04].
O uso de algoritmos de Swarm Intelligence tem se intensificado e seu
campo de aplicac¸o˜es e´ amplo, tais como: Roteamento de redes[JUN 06], Reconhecimento
de padro˜es[OMR 05], Mapeamento de Regio˜es[NAS 05], Simulac¸o˜es[RAI 08], Me´todos
de Otimizac¸a˜o de Processos[RAI 08] e outros. As caracterı´sticas ba´sicas do algoritmo,
tornam as implementac¸o˜es robustas, de baixo custo computacional e financeiro. Na fi-
gura 3.1 e´ apresentado o proto´tipo de um roboˆ de reconhecimento baseada em Swarm
Intelligence desenvolvido pelo NASA[NAS 05].
Os algoritmos de Swarm Intelligence tem por base a simulac¸a˜o de agen-
tes com comportamentos simples e sua interac¸a˜o com o ambiente e com outros agentes.
Normalmente em um algoritmo de Swarm Intelligence a soluc¸a˜o de determinado pro-
blema e´ obtida pela configurac¸a˜o do ambiente, ou dos agentes, apo´s determinado tempo
de simulac¸a˜o ou ate´ que determinada condic¸a˜o se verifique. Este tipo de efeito e´ co-
mumente chamado de comportamento emergente, ou seja, um u´nico agente na˜o possui
representatividade para o processo de soluc¸a˜o de um problema, no entanto um nu´mero
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Figura 3.1: TETwalker - Roboˆ de reconhecimento desenvolvido pela NASA Fonte: [NAS 05]
mais elevado de agentes interagindo entre si e com o ambiente eventualmente obte´m a
soluc¸a˜o do problema.
As caracterı´sticas dos sistemas de Swarm Intelligence tornam este tipo
de algoritmos atrativo do ponto de vista computacional, pois, baseando-se em comporta-
mentos simples e agentes igualmente simples, a implementac¸a˜o na˜o apresenta uma com-
plexidade elevada. Deste modo, os recursos e desempenho geral tendem, em diversos ca-
sos, a ser ta˜o ou mais apropriados que os de outros sistemas[DOR 96][OMR 05][CAR 98].
Existem diversas abordagens para construc¸a˜o de algoritmos de Swarm
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Intelligence tais como: Particle Swarm[OMR 05]; Stochastic Search[MEY 06]; Ant Co-
lony e outros. Um dos objetivos deste trabalho e´ apresentar uma metodologia coerente
para a avaliac¸a˜o dos valores de paraˆmetros deste tipo de algoritmo. Para tal utilizou-se
um sistema baseado nos algoritmos Ant Colony Optimization[LEU 03b].
3.1 Ant Colony Optimization
Os algoritmos do tipo ant colony optimization, propostos por Dorigo
et. al.[BON 99][DOR 97][CAR 98][DOR 96], tem como um dos principais objetivos a
determinac¸a˜o do menor caminho entre dois ve´rtices de um grafo e seu comportamento e´
inspirado em uma coloˆnia de formigas. A princı´pio todas as formigas esta˜o localizadas no
formigueiro e percorrem caminhos aleato´rios a fim de localizar uma fonte de alimento. Se
determinada formiga localiza uma fonte de alimento esta retorna para o ninho carregando
uma parte do alimento, e deixando pelos caminho onde passa uma trilha de feromoˆnio que
pode ser detectado por outras formigas, desta forma guiando outros indivı´duos ao local
do alimento.
O feromoˆnio por sua vez apresenta evaporac¸a˜o em func¸a˜o do tempo, e a
constante reposic¸a˜o e´ feita pelas formigas que futuramente retornem ao ninho pelo mesmo
caminho, desta forma criando uma trilha esta´vel de feromoˆnio. As formigas possuem uma
maior probabilidade de percorrerem locais com maior concentrac¸a˜o de feromoˆnio. Estas
caracterı´sticas fazem com que o caminho de maior concentrac¸a˜o de feromoˆnio tenda a ser
o menor caminho entre o ninho e o alimento[DOR 97].
Uma formiga que viaje pelo menor caminho leva menos tempo para re-
por o feromoˆnio de cada local neste caminho, desta forma caminhos maiores tendem a
apresentar menor concentrac¸a˜o de feromoˆnio e consequ¨entemente atraem menos formi-
gas. O maior nu´mero de formigas atraı´das para o menor caminho elevam a concentrac¸a˜o
do feromoˆnio deste. Existe uma probabilidade de que mesmo em concentrac¸o˜es altas de
feromoˆnio a formiga escolha outro caminho para seguir. Este fato e´ bene´fico pois evita a
convergeˆncia para caminhos na˜o o´timos ou para mı´nimos locais.
Os paraˆmetros envolvidos no algoritmo, principalmente o Nu´mero de
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Agentes (Formigas) e Taxa de Evaporac¸a˜o do Feromoˆnio normalmente sa˜o estabelecidos
de forma empı´rica e tem influeˆncia direta no desempenho e na utilizac¸a˜o de recursos.
A figura 3.2 apresenta o comportamento esperado para os agentes de
um algoritmos do tipo ant colony.
Figura 3.2: Comportamento de agentes ant colony - Fonte: [JUN 06]
3.2 Agentes Ant Colony
Os agentes de algoritmos do tipo Ant Colony compartilham as carac-
terı´sticas esperadas de sistemas de Swarm Intelligence e por sua vez possuem controle
descentralizado e baixa complexidade. Baseado na figura 3.2 o comportamento esperado
dos agentes, e sua interac¸a˜o com o ambiente, pode ser descrito da seguinte forma:
• 3.2(a) - A priori os agentes se movem de forma a se afastarem do ninho em busca
de alimento;
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• 3.2(b) - Apo´s localizar o alimento a formiga retorna ao ninho com uma parte do
alimento. Na existeˆncia de mais de uma rota possı´vel para o local do alimento e´
esperado que a formiga que se utilize da rota menor retorne primeiro ao ninho;
• 3.2(c) - Cada formiga que retorna ao ninho deposita feromoˆnio no ambiente. Esta
trilha pode ser seguida por outras formigas, sendo que as formigas tendem de forma
estoca´stica a seguir a trilha com maior concentrac¸a˜o de feromoˆnio;
• 3.2(d) - O feromoˆnio tem por caracterı´stica a evaporac¸a˜o em func¸a˜o do tempo, logo
sua concentrac¸a˜o tende a se tornar maior no menor caminho visto que o perı´odo
entre as reposic¸o˜es por outras formigas em retorno ao ninho e´ menor para esse
caminho;
A formac¸a˜o de uma trilha de feromoˆnio e´ a implementac¸a˜o da soluc¸a˜o
para o problema do menor caminho em um grafo, onde este grafo simula o ambiente dos
agentes e os agentes podem se mover de um ve´rtice para outro por meio das arestas do
grafo.
3.2.1 Ant System(AS)
Proposto em 1991 por Dorigo e Di Caro[BON 99] foi o primeiro al-
goritmo a utilizar agentes com o comportamento baseado em formigas. E´ o proto´tipo
precursor de outros algoritmos ant colony optimization.
As aplicac¸o˜es do Ant System foram voltadas para o problema do cai-
xeiro viajante(Travel Salesman Problem - TSP) e testes sobre seu desempenho mostraram
que este era melhor que de outros algoritmos cla´ssicos[DOR 96] para problemas de di-
menso˜es(nu´mero de cidades) relativamente pequeno, no entanto, o Ant System na˜o era
capaz de resolver problemas com dimenso˜es maiores.
3.2.2 Ant Colony System(ACS)
Baseado no algoritmo Ant System, o Ant Colony System propo˜e uma
soluc¸a˜o para a falha do precursor em problemas de dimenso˜es maiores. Foi proposto por
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Dorigo e Gambardella[DOR 97] em 1996.
As principais modificac¸o˜es com relac¸a˜o ao Ant System esta˜o na atualizac¸a˜o
do feromoˆnio, ou seja, na sua evaporac¸a˜o. Ant Colony System possui taxas de evaporac¸a˜o
diferentes para cada trilha de feromoˆnio criada pelos agentes. Desta forma a cada ci-
clo e´ verificado o melhor caminho atual, definido como aquele que no momento atual
da simulac¸a˜o e´ avaliado como mais bem sucedido por uma func¸a˜o heurı´stica, e com
base neste caminho o feromoˆnio de outros caminhos e´ decrementado, fazendo com que a
chance de formigas seguirem o melhor caminho seja maior com relac¸a˜o aos outros.
A atualizac¸a˜o do feromoˆnio e´ feita pelo agente e na˜o de forma global
como proposto no Ant System. Essa estrate´gia tem por objetivo favorecer a criac¸a˜o de
novos caminhos que na˜o o melhor caminho atual, pois torna necessa´rio que determinado
caminho seja percorrido pelo menos por um agente antes de ser destruı´do pela evaporac¸a˜o,
o que na˜o ocorre com o Ant System.
Os novos caminhos sa˜o verificados ao final do ciclos e se forem julgados
melhores que o melhor caminho atual, passam a possuir este status, tendo uma taxa de
evaporac¸a˜o do feromoˆnio inferior aos demais.
A figura 3.3 apresenta a evoluc¸a˜o dos ciclo em algoritmo do tipo Ant
Colony System, onde τ e´ proporcional a concentrac¸a˜o de feromoˆnio.
Figura 3.3: Treˆs ciclo da execuc¸a˜o do Ant Colony System em um Grafo Fonte: [DOR 97]
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Foi executada uma modificac¸a˜o na regra de escolha de caminho do
agente que neste algoritmo passa a considerar a existeˆncia de heurı´sticas locais, ou seja,
pro´pria da aplicac¸a˜o do algoritmo, tal como a distaˆncia entre as cidades para o TSP.
O algoritmo Ant Colony System foi testado e comparado com outros
algoritmos com o mesmo propo´sito, e tanto no consumo de recursos como na qualidade
da soluc¸a˜o proposta o Ant Colony System apresentou resultados semelhantes ou melhores
que outros algoritmos para problemas de variadas dimenso˜es[CAR 04].
3.2.3 Variac¸o˜es do Ant Colony System
Com base no algoritmo Ant Colony System foram implementados diver-
sos outros algoritmos, tais como AntNet[CAR 98], AntNet-FA[PAR 08], AntNet-FS[PAR 08],
CAF[GHO 06], ABC-backward[GHO 06] e outros. Esses algoritmos tem os mais diver-
sos propo´sitos, como roteamento em redes e procura de menor caminho. Possuem em
comum as caracterı´sticas do Ant Colony System e por consequ¨eˆncia do Ant System. As
diferenc¸as ba´sicas entre estes algoritmos encontram-se na aplicac¸a˜o de heurı´sticas locais
e na adaptac¸a˜o para aplicac¸o˜es especı´ficas, sendo assim tendem a apresentar um desem-
penho melhor que os algoritmos Ant Colony System, mas sua aplicabilidade e´ reduzida
para os problemas para os quais foram desenvolvidos.
3.3 Paraˆmetros
Os sistemas de Swarm Intelligence possuem um determinado conjunto
de paraˆmetros que configuram e modelam o comportamento do agente e do ambiente
simulado, suas interac¸o˜es e efeitos. Tais paraˆmetros possuem valores empı´ricos e normal-
mente sofrem ajustes de forma na˜o fundamentada.
Segundo [JUN 06] appud [CAR 04] e [SCH 96], com refereˆncia aos va-
lores dos paraˆmetros do algoritmo AntNet, ’...e´ lembrado ainda que estes valores podem
ser melhorados visto que na˜o foram exaustivamente testados...’ .
Na figura 3.4 e´ apresentado um possı´vel conjunto de paraˆmetros para
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um algoritmo de Swarm Intelligence do tipo AntNet.
Figura 3.4: Conjunto de paraˆmetros do AntNet - Fonte: [JUN 06]
O objetivo da 3.4 e´ ilustrar a forma como sa˜o definidos os paraˆmetros
nos algoritmos estudados. Pode-se notar que paraˆmetros, como por exemplo, ∆t, que
representa o intervalo de tempo entre a criac¸a˜o de agentes, e δ, que representa a proba-
bilidade de um determinado agente seguir um caminho puramente aleato´rio, tem influ-
encia direta no comportamento dos agentes e consequ¨entemente no desempenho geral
do sistema. Os outros paraˆmetros podem na˜o apresentar uma relac¸a˜o ta˜o direta com o
comportamento dos agentes, mesmos desta forma influenciam em maior ou menor grau o
desempenho do sistema. Sendo assim pode-se concluir que o desempenho desses algorit-
mos esta fortemente relacionado com os paraˆmetros utilizados em sua configurac¸a˜o.
Capı´tulo 4
Metodologia e Simulac¸o˜es
Neste capı´tulo sera´ apresentada a metodologia ba´sica utilizada para a
obtenc¸a˜o de paraˆmetros pro´ximos aos valores o´timos. Esta metodologia esta fundamen-
tada na teoria da percolac¸a˜o, ou seja, consiste na determinac¸a˜o dos valores de pontos
crı´ticos para determinadas caraterı´sticas desejadas. Conforme abordado no capı´tulo 2 e´
impossı´vel a determinac¸a˜o destes valores exatos para sistemas finitos e discretos, como e´
o caso dos algoritmos estudados. No entanto, por meio de artifı´cios nume´ricos podemos
aproximar um valor com um erro admissı´vel, este valor sera´ determinado com base em
simulac¸o˜es que tem por objetivo determinar o intervalo da zona crı´tica. Neste intervalo
nada pode ser afirmado com relac¸a˜o a existeˆncia de percolac¸a˜o e por consequ¨eˆncia, a
convergeˆncia do algoritmo estudado para a soluc¸a˜o do problema na˜o pode ser garantida.
Para a metodologia proposta assume-se que o conjunto o´timo de paraˆ-
metros e´ aquele que com o mı´nimo de custo computacional soluciona o problema alvo,
todas as vezes em que e´ executado. Admitindo-se um algoritmo de swarm intelligence,
com o nu´mero de agentes ajusta´vel, o conjunto de paraˆmetros o´timo para este algoritmo
e´ aquele que com um nu´mero mı´nimo de agentes obtenha soluc¸a˜o em 100% dos casos.
Para a aplicac¸a˜o da metodologia, proposta deste trabalho, foi implemen-
tado um simulador para um algoritmo baseado em Ant Colony e com base neste simula-
dor gerou-se dados estatı´sticos para ana´lise do desempenho do algoritmo com conjuntos
variados de paraˆmetros com o objetivo de verificar se o comportamento emergente do
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algoritmo com cada conjunto de paraˆmetros e´ capaz de construir um caminho esta´vel de
feromoˆnio entre o ninho(origem) e o alimento(destino).
4.1 Sistema Proposto
A proposta deste trabalho e´ apresentar uma ana´lise, com base na teoria
da percolac¸a˜o, para algoritmos de Swarm Intelligence, com o objetivo de proporcionar
um me´todo va´lido para a definic¸a˜o dos paraˆmetros, de determinada aplicac¸a˜o, de forma
objetiva.
Foi escolhido, como base para todos as simulac¸o˜es apresentadas neste
trabalho, um algoritmo baseado no Ant System para o problema do menor caminho, esta
escolha foi feita visando simplificar os passos propostos. Por ser um algoritmo mais
simples que seus sucessores, as ana´lises executadas sobre o Ant System mostraram-se mais
sucintas e objetivas. Outro motivo para a escolha deste algoritmo e´ que por possuir um
cara´ter gene´rico as ana´lises apresentadas independem da aplicac¸a˜o esperada do algoritmo,
ou seja, o comportamento do algoritmo na˜o esta´ relacionado com qualquer aplicac¸a˜o final
deste. Acredita-se que sendo assim a metodologia e os passos propostos sejam validos
para outros algoritmos de Swarm Intelligence que tenham caracterı´sticas distintas do Ant
System.
O objetivo do algoritmo implementado e´ que dado um ambiente de di-
menso˜es conhecidas e contendo um ninho, ponto de origem dos agentes/formigas, e um
ponto com alimento, os agentes propostos devem ser capazes de formar um caminho
esta´vel de feromoˆnio entre ninho e alimento, neste trabalho define-se caminho esta´vel
como uma trilha continua de feromoˆnio que ligue o alimento(destino) ou ninho(origem)
e que possua quantidade suficiente de feromoˆnio para manter-se desta forma. Este obje-
tivo foi escolhido, pois representa o ponto fundamental do funcionamento de algoritmos
desse tipo, ou seja, com a existeˆncia de um caminho esta´vel entre alimento e ninho se
torna possı´vel o refinamento da soluc¸a˜o com base no funcionamento subsequ¨ente do al-
goritmo. A escolha deste objetivo representa uma grande simplificac¸a˜o na implementac¸a˜o
do algoritmo e por consequ¨eˆncia um menor custo computacional para as simulac¸o˜es.
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A simplificac¸a˜o do algoritmo tem por objetivo a reduc¸a˜o no nu´mero de
paraˆmetros com influeˆncia em seu comportamento. Isto e´ feito para tornar a metodolo-
gia proposta mais clara e objetiva, evitando problemas do domı´nio da aplicac¸a˜o. Para o
sistema proposto os paraˆmetros adotados sa˜o: Nu´mero de Agentes, Dimensa˜o do Ambi-
ente e Taxa de Evaporac¸a˜o Relativa do Feromoˆnio. Uma breve explanac¸a˜o sobre estes
paraˆmetros se faz necessa´ria:
• Nu´mero de Agentes: Quantidade absoluta de agentes utilizada em uma simulac¸a˜o;
• Dimensa˜o do Ambiente: Tamanho total do ambiente proposto, nas simulac¸o˜es foi
utilizado um grafo quadrado com conexo˜es entre os ve´rtices do tipo vizinhanc¸a-4,
ou seja, cada ve´rtice se conecta com os ve´rtices a sua esquerda, direita, abaixo e
acima;
• Taxa de Evaporac¸a˜o Relativa do Feromoˆnio: Um valor diretamente proporcional
a velocidade em que o feromoˆnio depositado por determinado agente evapora. O
quociente entre determinada quantidade de feromoˆnio depositado e o nu´mero de
ciclos de simulac¸a˜o necessa´rios para que este evapore completamente.
Os paraˆmetros propostos foram aplicados ao algoritmo de forma a veri-
ficar a existeˆncia de pontos crı´ticos de percolac¸a˜o.
4.2 Metodologia Proposta
Com base na teoria da percolac¸a˜o e no funcionamento geral dos al-
goritmos de swarm intelligence a metodologia proposta para a obtenc¸a˜o de paraˆmetros
pro´ximos aos o´timos pode ser discriminada da seguinte forma:
• Passo 1: Determinac¸a˜o do algoritmo desejado. O algoritmo usado para a resoluc¸a˜o
do problema deve ser definido a priori, pois as caracterı´sticas do algoritmo tem
influeˆncia direta nos valores obtidos, mesmo quando se tratam de algoritmos seme-
lhantes;
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• Passo 2: Definic¸a˜o do Crite´rio de Percolac¸a˜o. Este crite´rio representa a condic¸a˜o
que, se verificada verdadeira, e´ considerada soluc¸a˜o do problema alvo;
• Passo 3: Ana´lise dos Paraˆmetros. No conjunto de todos os paraˆmetros devem
ser identificados os paraˆmetros de maior relevaˆncia com relac¸a˜o ao Crite´rio de
Percolac¸a˜o escolhido, essa escolha deve ser feita com base no funcionamento do
algoritmo e pode ser embasada em conhecimento pre´vio do comportamento geral
do algoritmo ou em simulac¸o˜es com valores arbitra´rios;
• Passo 4: Simulac¸a˜o do Algoritmo. Atrave´s da utilizac¸a˜o do subconjunto identifi-
cado no passo anterior simular o comportamento do algoritmo para valores varia´veis
dos paraˆmetros selecionados. Nota-se que a simulac¸a˜o possui uma complexidade
exponencial, proporcional ao nu´mero de paraˆmetros selecionados, o que torna a car-
dinalidade deste conjunto crı´tica do ponto de vista das simulac¸o˜es. Nesta etapa e´
possı´vel a aplicac¸a˜o de pseudo heurı´sticas a fim de minimizar o custo de simulac¸a˜o.
• Passo 5: Identificac¸a˜o das Caracterı´sticas Percolativas do algoritmo. Com base
na ana´lise dos dados oriundos das simulac¸o˜es obter os valores dos pontos crı´ticos
e intervalos da zona crı´tica para o crite´rio analisado. Nesta etapa e´ possı´vel a
identificac¸a˜o de paraˆmetros relevantes que na˜o fazem parte do conjunto pre´-definido,
neste caso o novo paraˆmetro deve ser incluı´do neste conjunto e as simulac¸o˜es devem
ser refeitas;
• Passo 6: Modelagem do Sistema. Com base nos valores de ponto crı´tico e intervalo
de zona crı´tica e´ criada um aproximac¸a˜o das equac¸o˜es caracterı´sticas da percolac¸a˜o
afim de obter os valores interpolados para outras configurac¸o˜es do algoritmo. Desta
forma, mesmo em ambientes com caracterı´sticas varia´veis o algoritmo deve apre-
sentar melhora no desempenho, pois sendo assim e´ possı´vel ajustar os valores dos
paraˆmetros em questa˜o durante a execuc¸a˜o do algoritmo.
A figura 4.1 apresenta o fluxograma dos passos da metodologia pro-
posta.
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Figura 4.1: Fluxograma da Metodologia Proposta
O objetivo final da metodologia proposta e´ a obtenc¸a˜o das equac¸o˜es que
modelam o comportamento do sistema baseado em determinados valores de paraˆmetros.
A utilidade destas equac¸o˜es pode ser exemplificada por um algoritmo de roteamento ba-
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seado em swarm intelligence, como o AntNet, para uma rede com hosts varia´veis, ou
seja, a rede tem tamanho e topologia dinaˆmicos, de forma que o algoritmo de roteamento
seja capaz de se adaptar as variac¸o˜es das caracterı´sticas da rede em tempo de execuc¸a˜o
mantendo o desempenho pro´ximo ao o´timo em grande parte das situac¸o˜es.
Nestes algoritmos o roteamento impo˜e um fluxo de dados, pois muitas
vezes cada agente e´ implementado por um pacote de dados na rede. Se a cada intervalo
de tempo determinado, o algoritmo de roteamento verificar o nu´mero de computadores
ativos em uma rede, com base neste nu´mero, seria possı´vel configurar o algoritmo de
roteamento para o mı´nimo de recursos necessa´rios no momento, mantendo o fluxo de
dados de roteamento pro´ximo ao mı´nimo para a execuc¸a˜o eficiente do roteamento, com
menor utilizac¸a˜o de recursos e sem perda de performance.
4.3 Aplicac¸a˜o da Metodologia
4.3.1 Definic¸a˜o do Algoritmo
De forma a analisar a metodologia proposta e exemplificar sua aplica-
c¸a˜o, sera´ analisada a utilizac¸a˜o de um algoritmo do tipo Ant System para a resoluc¸a˜o do
problema do menor caminho entre dois ve´rtices de um grafo. A ana´lise tem por objetivo
a validac¸a˜o da metodologia e na˜o apresenta uso pra´tico do algoritmo Ant System, mas
sim, uma situac¸a˜o hipote´tica e dida´tica. O algoritmo foi simplificado a fim de minimizar
sua complexidade tornando o entendimento mais claro e objetivo. As simplificac¸o˜es sa˜o
apresentadas juntamente com a aplicac¸a˜o da metodologia e podem ser interpretadas como
distorc¸o˜es da modelagem. Desta forma espera-se que o sistema proposto tenha familia-
ridade com os sistemas reais, mas seja menos complexo que estes, tornando a fase de
simulac¸a˜o mais simples.
4.3.2 Definic¸a˜o do Crite´rio de Percolac¸a˜o
Uma vez que o algoritmo foi definido como Ant System, deve-se definir
o Crite´rio de Percolac¸a˜o. Este crite´rio representa a verificac¸a˜o de determinada condic¸a˜o
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que seja considerada como soluc¸a˜o para o problema proposto. No caso do Ant System o
crite´rio de percolac¸a˜o estabelecido foi a existeˆncia de um caminho esta´vel de feromoˆnio
entre o ninho, ve´rtice inicial, e o alimento, ve´rtice final. O caminho esta´vel e´ definido
como uma trilha contı´nua de feromoˆnio entre o ninho e o alimento que possua feromoˆnio
suficiente para manter-se desta forma por pelo menos mais um ciclo de simulac¸a˜o.
Este crite´rio foi selecionado, pois com base em um caminho esta´vel
de feromoˆnio a aplicac¸a˜o do algoritmo Ant System e´ capaz de obter o menor caminho
possı´vel ou no pior caso, como demostrado em [DOR 96], o melhor caminho local. A
existeˆncia deste caminho garante que o algoritmo encontrou uma soluc¸a˜o para o problema.
E´ importante salientar que a qualidade desta soluc¸a˜o na˜o e´ relevante neste esta´gio do
trabalho, somente sua existeˆncia. O refinamento da soluc¸a˜o e´ obtido pelo funcionamento
continuo do algoritmo.
4.3.3 Ana´lise dos Paraˆmetros
A ana´lise dos paraˆmetros do algoritmo proposto foi realizada atrave´s
da observac¸a˜o do comportamento dos agentes em simulac¸o˜es com paraˆmetros conheci-
dos. Estas simulac¸o˜es apresentaram um comportamento que pode ser descrito da seguinte
forma:
• Caracterı´stica 1: Os agentes foram capazes de construir um caminho esta´vel de
feromoˆnio entre o ninho (origem) e o alimento (destino), evento definido como
Crite´rio de Percolac¸a˜o para determinado conjunto inicial de paraˆmetros;
• Caracterı´stica 2: O aumento das dimenso˜es do ambiente sem modificac¸a˜o de outros
paraˆmetros causou a na˜o obtenc¸a˜o do Crite´rio de Percolac¸a˜o;
• Caracterı´stica 3: O aumento da taxa de evaporac¸a˜o do feromoˆnio sem modificac¸a˜o
de outros paraˆmetros causou a na˜o obtenc¸a˜o do Crite´rio de Percolac¸a˜o;
• Caracterı´stica 4: O aumento do nu´mero de agentes causou a obtenc¸a˜o do Crite´rio
de Percolac¸a˜o para as duas situac¸o˜es anteriores (Caracterı´sticas 2 e 3);
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• Caracterı´stica 5: Existe correlac¸a˜o entre nu´mero de agentes, taxa de evaporac¸a˜o,
dimenso˜es do ambiente e percolac¸a˜o.
Com base no comportamento descrito e observado no algoritmo, os
paraˆmetros selecionados foram: Dimenso˜es do Ambiente, Nu´mero de Agentes e Taxa
de Evaporac¸a˜o.
4.3.4 Simulac¸o˜es
Algumas considerac¸o˜es foram tomadas para a construc¸a˜o do simulador:
• A taxa de evaporac¸a˜o deve ser suficiente para que um u´nico agente na˜o seja capaz
de produzir um caminho contı´nuo entre o alimento e o ninho. Nas simulac¸o˜es e´
calculada como o suficiente para formac¸a˜o de um caminho de comprimento igual a
uma frac¸a˜o da semi-diagonal do ambiente;
• O grafo do ambiente proposto e´ quadrado e na˜o possui obsta´culos; A percolac¸a˜o e´
obtida quando existe um caminho de feromoˆnio entre o alimento e o formigueiro;
• O Nu´mero de ciclos de simulac¸a˜o deve ser suficiente para que se esgote a comida
mesmo sem a presenc¸a de percolac¸a˜o;
• Cada conjunto de paraˆmetros deve ser testado diversas vezes a fim de diminuir
os erros estatı´sticos e distorc¸o˜es relativas da utilizac¸a˜o de um espac¸o finito com
elementos discretos.
Com relac¸a˜o aos agentes propostos uma se´rie de comportamentos foi
implementada:
• Cada agente inicia seu ciclo de vida no formigueiro;
• A movimentac¸a˜o inicial e´ aleato´ria, no entanto cada agente possui uma probabili-
dade maior de se afastar do formigueiro. Isto se faz necessa´rio uma vez que se o
movimento for puramente aleato´rio o deslocamento tende a zero;
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• O agente tem o tempo necessa´rio para percorrer o perı´metro completo do ambi-
ente, se durante este tempo na˜o localizar comida ou feromoˆnio o agente retorna ao
formigueiro e inicia um novo ciclo;
• Sempre que um agente cruza uma trilha de feromoˆnio este segue a trilha no sentido
que o distancia do formigueiro;
• Quando um agente encontra alimento, este retorna em direc¸a˜o ao formigueiro;
• Cada agente retira uma pequena parte do montante de alimento;
• Cada agente possui sensibilidade para o feromoˆnio em sua vizinhanc¸a direta, Vizinhanc¸a
Oito.
Desta forma podem-se perceber assim, algumas caracterı´sticas dos agen-
tes implementados: cada agente possui o conhecimento do local do formigueiro, o agente
na˜o tem conhecimento de outros agentes, o agente na˜o possui memo´ria e tem compor-
tamento puramente reflexivo. Como apresentado a construc¸a˜o e caracterı´sticas de cada
agente o torna simples, como esperado a propriedade emergente do uso de diversos agen-
tes e´ a resoluc¸a˜o do problema de menor caminho.
As caracterı´sticas dos agentes implementados diferem, em alguns as-
pectos, dos agentes cla´ssicos dos sistemas Ant System. Estas diferenc¸as no entanto,
encontram-se no fato do algoritmo implementado na˜o refinar a soluc¸a˜o obtida. Esta esco-
lha foi feita para tornar a simulac¸a˜o menos custosa em termos computacionais e, como o
crite´rio de percolac¸a˜o escolhido se verifica antes da soluc¸a˜o final do problema de menor
caminho, o comportamento obtido pelo simulador e´ pro´ximo do esperado de um algo-
ritmo Ant System.
A localizac¸a˜o do formigueiro e´ fixa e, em todas as simulac¸o˜es, e´ loca-
lizado no centro do ambiente. A fonte de alimento tem localizac¸a˜o aleato´ria mas, com
restric¸o˜es quanto a` proximidade, podendo estar localizada somente nos extremos do am-
biente.
Foi implementada a possibilidade de visualizac¸a˜o do comportamento
dos agentes com base no sistema de gra´ficos GNUPlot[GNU 08], com o objetivo de fa-
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cilitar o acompanhamento da simulac¸a˜o. As figuras 4.2 e 4.3 apresentam dois estado do
sistema. Esta facilidade foi utilizada durante a fase de testes do simulador, mas teve de ser
abandonada durante as simulac¸o˜es, pois o custo computacional e o tempo de atualizac¸a˜o
de tela se mostraram elevados tornando as simulac¸o˜es invia´veis.
Figura 4.2: Saı´da do Simulador - Retorno de um agente com trilha de Feromoˆnio incompleta
O simulador tem como saı´da um arquivo contendo dados sobre todos os
ciclos da simulac¸a˜o de determinada propriedade, a saber: Tempo em ciclos, Nu´mero de
Agentes, Resultado da Percolac¸a˜o, Alimento Consumido, Alimento Restante, Tamanho
do Ambiente e Taxa de Evaporac¸a˜o.
As simulac¸o˜es realizadas tiveram por base o seguinte procedimento:
determinadas propriedades foram estabelecidas, como o tamanho do ambiente, e sa˜o fixas
para cada simulac¸a˜o. Com relac¸a˜o a este paraˆmetro e´ calculada a taxa de evaporac¸a˜o
levando em conta as restric¸o˜es ja´ abordadas. Cada ciclo de simulac¸a˜o e´ encerrado por
dois eventos: existe percolac¸a˜o, ou seja, foi encontrado um caminho entre alimento e
formigueiro, ou o nu´mero ma´ximo de iterac¸o˜es e´ atingido.
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Neste trabalho entende-se por ciclo de simulac¸a˜o a execuc¸a˜o completa
do algoritmo, ou seja, cada ciclo de simulac¸a˜o tem por resultado principal a existeˆncia ou
na˜o da percolac¸a˜o. Da mesma forma uma iterac¸a˜o diz respeito a uma unidade de tempo
do algoritmo ou a atualizac¸a˜o do estado dos agentes. Nas simulac¸o˜es foi adotada uma
densidade de agentes inicial, com relac¸a˜o a` a´rea total do ambiente, e uma densidade final,
bem como um passo de incremento. Cada ciclo de determinada densidade e´ executado
um determinado nu´mero de vezes e apo´s a densidade e´ elevada com a soma do passo de
incremento, seguindo desta forma enquanto a densidade final na˜o for atingida.
Na tabela 4.1 e´ apresentado um conjunto de paraˆmetros submetido ao
simulador como exemplo de funcionamento e denominado Simulac¸a˜o 1. O gra´fico da
figura 4.4 foi obtido com base nos dados oriundos da simulac¸a˜o.
Na tabela 4.1 as unidades apresentadas sa˜o: unidade de a´rea(u.a.); uni-
dade de tempo(u.t.); unidade de alimento(u.c.); unidade de feromoˆnio(u.g.); unidade de
agentes(u.f.). Estas unidades sa˜o pro´prias do sistema e tem seus correspondentes nas ca-
racterı´sticas do simulador. Por exemplo uma unidade de a´rea e´ o espac¸o ocupado por
Figura 4.3: Saı´da do Simulador - Inicio do retorno de um agente e trilha de Feromoˆnio
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Parametro Valor
Dimenso˜es do Ambiente 100x100 u.a.
Ma´ximo de Iterac¸o˜es por Ciclo 10000 u.t.
Alimento Disponı´vel 10000 u.c.
Densidade Inicial 0,01 u.f. / u.a.
Densidade Final 0,9 u.f. / u.a.
Depo´sito de Feromoˆnio 23 u.g.
Taxa de Evaporac¸a˜o 1 u.g. / u.t.
Quantidade de Ciclos por Densidade 50
Passo de Incremento de Densidade 0,1 u.f. / u.a
Tabela 4.1: Paraˆmetros da simulac¸a˜o-exemplo
um agentes e tambe´m pode ser interpretado como um ve´rtice do grafo. As unidades de
alimento sa˜o constantes que medem o desempenho dos agentes na coleta de alimento uti-
lizado na ana´lise do algoritmo e na˜o tem influeˆncia direta em seu funcionamento. Uma
unidade de tempo corresponde a uma interac¸a˜o dentro de um ciclo de simulac¸a˜o e uma
unidade de feromoˆnio corresponde a` quantidade minima de feromoˆnio necessa´ria para ser
detectado por um agente.
A ana´lise da figura 4.4 mostra as caracterı´sticas esperadas de um sis-
tema percolativo, onde pode-se observar a mudanc¸a de fase em determinado ponto. Este
ponto na˜o e´ definido devido as distorc¸o˜es resultantes da utilizac¸a˜o de um ambiente finito
com elementos discretos. No entanto pode-se observar que para os pontos com densi-
dade de agentes superiores a aproximadamente 0, 15u.f./u.a. o sistema converge para a
soluc¸a˜o do problema, isto e´, a ocorreˆncia de percolac¸a˜o. Em 100% dos casos, este ponto
pode ser considerado o limite superior da zona crı´tica. Para valores de Densidade de
Agentes aproximadamente 0,04 u.f./u.a. a percolac¸a˜o, ou seja, a soluc¸a˜o do problema, foi
encontrada apenas em 50% das simulac¸o˜es.
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Figura 4.4: Gra´fico de Percolac¸a˜o x Densidade de Agentes obtido com a simulac¸a˜o 1
4.4 Considerac¸o˜es finais sobre a metodologia proposta
Neste capı´tulo apresentou-se a metodologia proposta para ana´lise pa-
rame´trica de algoritmos de swarm intelligence com base na teoria da percolac¸a˜o. A
aplicac¸a˜o desta metodologia tem por componente fundamental o simulador do algoritmo
proposto. Seu funcionamento foi ilustrado, em parte, pela aplicac¸a˜o dos passos iniciais
da metodologia proposta. Uma ana´lise aprofundada e o resultado de simulac¸o˜es mais
complexa, bem como dos passos finais da metodologia sa˜o apresentados no capı´tulo 5.
Capı´tulo 5
Resultados
Neste capı´tulo e´ apresentada a aplicac¸a˜o dos passos finais da metodo-
logia proposta no capı´tulo 4, para um sistema baseado em um algoritmo Ant System. A
simulac¸a˜o apresentada no capı´tulo 4(tabela 4.1 e figura 4.4) teve por objetivo ilustrar o
funcionamento do simulador. Neste capı´tulo esta simulac¸a˜o sera´ estendida com a finali-
dade de evidenciar o cara´ter percolativo dos sistema estudados, uma nova simulac¸a˜o sera´
utilizada a fim de obter-se dados mais completos e com caracterı´sticas mais pro´ximas as
necessa´rias para a ana´lise completa do algoritmo. Esta simulac¸a˜o possui um conjunto
mais extenso de paraˆmetros e uma discretizac¸a˜o maior dos elementos e sera´ definida
como Simulac¸a˜o 2. Isto e´ necessa´rio a fim de abordar todos os paraˆmetros definidos
como de interesse pela metodologia proposta. Na tabela 5.1 e´ apresentada a configurac¸a˜o
da Simulac¸a˜o 2. Na figura 5.1 e´ apresentado o gra´fico da ana´lise de percolac¸a˜o.
O gra´fico da figura 5.1 foi submetido a um filtro de me´dia para retirar
ruı´dos oriundos da discretizac¸a˜o maior dos elementos, definido pelo paraˆmetro Passo de
Incremento de Densidade, ou seja, cada ponto do gra´fico apresentado e´ a me´dia de um
determinado nu´mero de pontos no seu entorno. No caso do filtro apresentado o tamanho
do entorno e´ igual a 10. Este filtro e´ aplicado em todos os gra´ficos apresentados neste
capı´tulo.
O gra´fico da figura 5.1 apresenta as caracterı´sticas esperadas, esta simulac¸a˜o
foi interrompida antes da densidade ma´xima de agentes uma vez que apo´s o limite supe-
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Paraˆmetro Valor
Dimenso˜es do Ambiente 100x100 u.a.
Ma´ximo de Iterac¸o˜es por Ciclo 10000 u.t.
Alimento Disponı´vel 10000 u.c.
Densidade Inicial 0,001 u.f. / u.a.
Densidade Final 0,1 u.f. / u.a.
Depo´sito de Feromoˆnio 13 u.g.
Taxa de Evaporac¸a˜o 1 u.g. / u.t.
Quantidade de Ciclos por Densidade 50
Passo de incremento de Densidade 0,001 u.f. / u.a
Tabela 5.1: Paraˆmetros da simulac¸a˜o 2
rior da zona crı´tica, que coincide aproximadamente com a densidade final da simulac¸a˜o,
os valores esperados sa˜o constantes e iguais a 1.
No gra´fico da figura 5.2 e´ apresentado o gra´fico dos valores de desvio
padra˜o de cada ponto do gra´fico de percolac¸a˜o. Pode-se notar, mais acentuadamente,
as distorc¸o˜es caracterı´sticas do uso de elementos finitos tambe´m presentes no gra´fico
da figura 5.1, e caracterizados por uma pequena elevac¸a˜o pro´xima ao zero. Segundo
[LEU 03a] este efeito e´ esperado e decorrente do uso de um ambiente de dimenso˜es fini-
tas. Com base nestes valores pode-se apresentar o gra´fico da figura 5.3 com os valores de
variaˆncia dos pontos.
Baseado na teoria da percolac¸a˜o a variaˆncia do Ponto Crı´tico tende ao
infinito. Nos gra´ficos da simulac¸a˜o, figura 5.3, observa-se um ponto onde a variaˆncia e´
ma´xima, mas na˜o infinita. Isso se deve aos valores de percolac¸a˜o resultantes do simulador,
0 (zero) no caso de na˜o haver percolac¸a˜o e 1 caso contra´rio. Desta forma os valores
0, 5 para o desvio padra˜o e 0, 25 para variaˆncia, sa˜o, por sua vez, os valores ma´ximos
possı´veis nestas situac¸o˜es. Seria errado afirmar que estes valores indicam o ponto crı´tico
de percolac¸a˜o uma vez que com base na teoria este ponto na˜o pode ser definido para
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Figura 5.1: Gra´fico de Percolac¸a˜o x Densidade de agentes para a simulac¸a˜o 2
Figura 5.2: Gra´fico de Desvio Padra˜o x Densidade de Agentes - Simulac¸a˜o 2
sistemas finitos e discretos, no entanto representam uma estimativa aceita´vel deste valor.
Pode-se afirmar tambe´m, com relativo grau de seguranc¸a, que a zona crı´tica esta´ definida
dentro do intervalo onde os valores de variaˆncia sa˜o maiores que o mı´nimo.
Outras caracterı´sticas podem ser analisadas com base nos dados oriun-
dos da simulac¸a˜o 2, a figura 5.4 apresenta o gra´fico que relaciona o tempo de simulac¸a˜o
com a densidade de agentes.
O gra´fico da figura 5.4 apresenta o tempo de simulac¸a˜o em iterac¸o˜es
e para pequenos valores de densidade de agentes o tempo de simulac¸a˜o e´ pro´ximo ao
ma´ximo definido de 10000 iterac¸o˜es, no entanto com a proximidade do limite superior da
zona crı´tica este valor tende a um nu´mero de iterac¸o˜es pro´ximo a 800. Uma simulac¸a˜o
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Figura 5.3: Gra´fico de Variaˆncia x Densidade de Agentes - Simulac¸a˜o 2
Figura 5.4: Gra´fico de Tempo de simulac¸a˜o x Densidade de Agentes - Simulac¸a˜o 1
com valores mais elevados de densidades de agentes na˜o apresentou uma melhora subs-
tancial neste tempo. Como o tempo em iterac¸o˜es na˜o se relaciona com o tempo real de
simulac¸a˜o e´ esperado que o uso de um nu´mero elevado de agentes degrade a performance
geral do sistema, uma vez que um nu´mero maior de agentes implica um custo computaci-
onal maior e por sua vez um tempo de processamento maior. Com base neste fato pode-se
afirmar que mesmo obtendo um nu´mero menor de iterac¸o˜es um algoritmo com um nu´mero
maior de agentes apresentara´ um tempo total de execuc¸a˜o maior que o necessa´rio.
Na figura 5.5 e´ apresentado o gra´fico de Alimento Coletado por Den-
sidade de agentes para a simulac¸a˜o 2 este gra´fico apresenta um resultado que corrobora
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Figura 5.5: Gra´fico de Alimento Coletado x Densidade de Agentes - Simulac¸a˜o 2
o resultado da ana´lise da figura 5.4 uma vez que nas proximidades do limite superior da
zona crı´tica a quantidade de alimento coletada equivale a de um u´nico agente(10 u.c. defi-
nido para todas as simulac¸o˜es) indicando que um caminho esta´vel de feromoˆnio foi obtido
na primeira vez em que a posic¸a˜o do alimento foi localizado por um agente, o que para
valores menores de densidade de agentes, na˜o e´ verdade. Nestas densidades mesmo apo´s
a localizac¸a˜o do alimento os agentes na˜o foram capazes de formar um caminho esta´vel
entre o alimento (destino) e o ninho (origem).
5.1 Resultados da aplicac¸a˜o da metodologia proposta
Os resultados da simulac¸a˜o 2 apresentam as caracterı´sticas percolativas
do algoritmo implementado no entanto, esta simulac¸a˜o na˜o apresenta as propriedades
necessa´rias para ana´lise do algoritmo Ant System com base na metodologia proposta. Os
paraˆmetros definidos como relevantes pela aplicac¸a˜o da metodologia sa˜o: Tamanho do
ambiente; Densidade de Agentes e Taxa de evaporac¸a˜o de feromoˆnio. Nas simulac¸o˜es
1 e 2 somente uma destas caracterı´sticas e´ abordada, a densidade de agentes. Para a
ana´lise completa dos paraˆmetros relevantes deve-se definir outro conjunto de simulac¸o˜es,
este conjunto em nada difere do conjunto inicial a na˜o ser por variar todos os paraˆmetros
relevantes. A definic¸a˜o da simulac¸a˜o pode ser vista na tabela 5.2 e esta sera´ referenciada
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Parametro Valor
Dimenso˜es do Ambiente 50x05 - 100x100 - 150x150 u.a.
Ma´ximo de Iterac¸o˜es por Ciclo 10000 u.t.
Alimento Disponı´vel 10000 u.c.
Densidade Inicial 0,001 u.f. / u.a.
Densidade Final 0,1 u.f. / u.a.
50x05(8 - 12 - 16 - 20 - 24)u.g.
Depo´sito de Feromoˆnio 100x100(13 - 18 - 23 - 28 - 32 - 37)u.g.
150x150(35 - 40 - 45 - 50 - 55)u.g.
Taxa de Evaporac¸a˜o 1 u.g. / u.t.
Quantidade de Ciclos por Densidade 50
Passo de incremento de Densidade 0,001 u.f. / u.a
Tabela 5.2: Paraˆmetros da simulac¸a˜o completa
como Simulac¸a˜o 3.
E´ importante salientar que os dados da tabela 5.2, referentes aos va-
lores de Dimensa˜o do Ambiente e Depo´sito de Feromoˆnio, sa˜o valores discretos e na˜o
intervalos de valores simulados. Estes valores foram arbitrados com base no funciona-
mento pre´vio do sistema e dependem da aplicac¸a˜o proposta. Desta forma pretende-se
obter equac¸o˜es que tornem possı´vel a interpolac¸a˜o de outros valores de interesse.
Na figura 5.6 e´ apresentado o gra´fico de percolac¸a˜o para a simulac¸a˜o 3
com as dimenso˜es do ambiente definidas para 50x50 u.a.
Na figura 5.7 e´ apresentado o gra´fico de percolac¸a˜o para a simulac¸a˜o 3
com as dimenso˜es do ambiente definidas para 100x100 u.a.
Na figura 5.8 e´ apresentado o gra´fico de percolac¸a˜o para a simulac¸a˜o 3
com as dimenso˜es do ambiente definidas para 150x150 u.a.
De posse dos dados que da˜o origem as figuras 5.6, 5.7 e 5.8 pode-se
obter os valores apresentados nas tabelas 5.3, 5.4 e 5.5 com a aplicac¸a˜o da metodologia
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Figura 5.6: Gra´fico de Percolac¸a˜o x Densidade de Agentes - Simulac¸a˜o 3 - Em ambiente 50 x 50
com variac¸a˜o no valor de Depo´sito de Feromoˆnio(DE) de 8 a 24
Figura 5.7: Gra´fico de Percolac¸a˜o x Densidade de Agentes - Simulac¸a˜o 3 - Em ambiente 100 x
100 com variac¸a˜o no valor de Depo´sito de Feromoˆnio(DE) de 13 a 37
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Figura 5.8: Gra´fico de Percolac¸a˜o x Densidade de Agentes - Simulac¸a˜o 3 - Em ambiente 150 x
150 com variac¸a˜o no valor de Depo´sito de Feromoˆnio(DE) de 35 a 55
discutida neste trabalho. A constante C e´ calculada com base na equac¸a˜o 2.2 com o
valor de v = 1, 33, conforme [EFR 87], este e´ o valor apropriado para problemas de duas
dimenso˜es, e sua determinac¸a˜o foge ao escopo deste trabalho.
Nas tabelas os valores da coluna DE sa˜o referentes a quantidade de fe-
romoˆnio depositado pelo agente, a coluna Pc conte´m os valores do Ponto Crı´tico encon-
trado para cada simulac¸a˜o, os valores da coluna a δ(N) sa˜o referentes ao limite superior
da zona crı´tica assim como δ(N) conte´m os valores de amplitude da zona crı´tica de cada
simulac¸a˜o. Por fim e´ apresentada a constante C calculada com base na equac¸a˜o 2.2.
5.2 Ca´lculo de Paraˆmetros para o Ant System
O ca´lculo dos valores dos paraˆmetros para o algoritmo Ant System leva
em considerac¸a˜o os valores apresentados como resultado das simulac¸o˜es. Estes valores
sa˜o obtidos por meio de interpolac¸a˜o, e a te´cnica nume´rica utilizada para tal na˜o e´ o foco
deste trabalho, podendo ser utilizada qualquer te´cnica que melhor se adapte ao problema
proposto. As te´cnicas utilizadas neste trabalho sa˜o: Regressa˜o na˜o linear geome´trica,
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DE Pc a δ(N) δ(N) C
35 0,017 0,150 0,266 11,509
40 0,016 0,140 0,248 10,730
45 0,014 0,120 0,212 9,173
50 0,012 0,100 0,176 7,615
55 0,010 0,092 0,164 7,096
Tabela 5.3: Conjunto de Valores de Ponto Crı´tico, Zona Crı´tica e Constante C para Ambiente
150x150 com Quantidade de Feromoˆnio Depositado(DE) de 35 a 55
DE Pc a δ(N) δ(N) C
13 0,0220 0,112 0,180 5,742
18 0,0140 0,072 0,116 3,700
23 0,0110 0,060 0,098 3,126
28 0,0100 0,041 0,062 1,978
32 0,0085 0,036 0,055 1,754
37 0,0040 0,031 0,054 1,722
Tabela 5.4: Conjunto de Valores de Ponto Crı´tico, Zona Crı´tica e Constante C para Ambiente
100x100 com Quantidade de Feromoˆnio Depositado(DE) de 13 a 37
DE Pc a δ(N) δ(N) C
8 0,0160 0,042 0,052 0,985
12 0,0100 0,027 0,034 0,644
16 0,0060 0,020 0,028 0,530
20 0,0035 0,018 0,029 0,549
24 0,0000 0,013 0,026 0,492
Tabela 5.5: Conjunto de Valores de Ponto Crı´tico, Zona Crı´tica e Constante C para Ambiente
50x50 com Quantidade de Feromoˆnio Depositado(DE) de 8 a 24
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te´cnica implementado por meio de uma frac¸a˜o onde se calcula o valor de denomina-
dor em func¸a˜o de um numerador varia´vel por meio iterativo; Interpolac¸a˜o Polinomial de
Newton que interpola valores pontuais por meio de um polinoˆmio calculado com base no
me´todo das diferenc¸as finitas. Estes me´todos foram escolhidos, pois apresentam uma me-
nor complexidade na construc¸a˜o das equac¸o˜es, mas podem ser substituı´dos por me´todos
mais eficientes. E´ deseja´vel neste trabalho que as equac¸o˜es apresentem uma complexi-
dade baixa a fim de tornar o entendimento geral do me´todo mais claro.
5.2.1 Equac¸o˜es Interpoladas
A fim de obter-se equac¸a˜o gene´ricas para modelar o problema proposto,
inicia-se neste caso pela interpolac¸a˜o de uma func¸a˜o para ca´lculo da amplitude da zona
crı´tica. Esta amplitude pode ser obtida, segundo a teoria da percolac¸a˜o, pela equac¸a˜o 2.2
reapresentada na equac¸a˜o 5.1. Esta equac¸a˜o aborda o caso geral para elementos infinitesi-
mais e deve ser interpolada para cada um dos conjuntos de paraˆmetros simulados. A figura
5.9 apresenta a interpolac¸a˜o, por regressa˜o na˜o linear, para o ca´lculo do valor da constante
C em um ambiente de 100x100 u.a., as figuras 5.10 e 5.11 apresentam as regresso˜es na˜o
lineares para a constante C em ambiente de a´rea igual a 150x150u.a. e 50x50u.a. respec-
tivamente. E´ importante ressaltar que o nu´mero de pontos para a interpolac¸a˜o, resultantes
destas simulac¸o˜es, e´ pequeno. Esta limitac¸a˜o se deve ao fato das simulac¸o˜es imporem um
tempo total proibitivo, devido a limitac¸o˜es de processamento por parte dos computadores
disponı´veis.
δ(N ) =
C
N 1/2v
(5.1)
A regressa˜o na˜o linear do gra´fico da figura 5.9 e´ apresentada na equac¸a˜o
5.2. Com as equac¸o˜es 5.2 e 5.1 tem-se a equac¸o˜es 5.3 para problemas bidimensionais. A
constante v mante´m-se v = 1, 33, conforme abordado anteriormente na sessa˜o 5.1.
C100x100(DE) =
68, 833
DE
(5.2)
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Figura 5.9: Polinoˆmio interpolado para ca´lculo de C em ambiente 100x100
δ100x100(N,DE) =
68, 833
DE.N1/2v
(5.3)
A regressa˜o na˜o linear do gra´fico da figura 5.10 e´ apresentado na equac¸a˜o
5.4. Com as equac¸o˜es 5.4 e 5.1 tem-se a equac¸o˜es 5.5 para problemas bidimensionais.
C150x150(DE) =
402, 286
DE
(5.4)
δ150x150(N,DE) =
402, 286
DE.N1/2v
(5.5)
A regressa˜o na˜o linear do gra´fico da figura 5.11 e´ apresentado na equac¸a˜o
5.6. Com as equac¸o˜es 5.6 e 5.1 tem-se a equac¸o˜es 5.7 para problemas bidimensionais.
C50x50(DE) =
8, 396
DE
(5.6)
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Figura 5.10: Polinoˆmio interpolado para ca´lculo de C em ambiente 150x150
δ50x50(N,DE) =
8, 396
DE.N1/2v
(5.7)
De posse das equac¸o˜es interpoladas por a´rea de ambiente, pode-se por
sua vez, com base na similaridade das equac¸o˜es 5.3, 5.5 e 5.7, interpolar por meio de po-
linoˆmios, para a determinac¸a˜o dos valores das constantes nume´ricas apresentadas nos de-
nominadores das equac¸o˜es, uma equac¸a˜o geral para ca´lculo da amplitude da zona crı´tica
para o problema Ant System proposto. Na equac¸a˜o 5.8 e´ apresentado a forma final da
soluc¸a˜o proposta para ca´lculo da zona crı´tica, que possibilita a determinac¸a˜o da ampli-
tude da zona crı´tica para algoritmos que possuem seu conjunto de paraˆmetros dentro dos
intervalos definidos nas simulac¸o˜es.
O me´todo de interpolac¸a˜o por polinoˆmios foi escolhido por apresentar
um erro menor que a regressa˜o na˜o linear usada nos passos anteriores, e por na˜o com-
prometer o entendimento geral do processo, podendo, da mesma forma que nos me´todos
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Figura 5.11: Polinoˆmio interpolado para ca´lculo de C em ambiente 50x50
anteriores, ser substituı´do por outras te´cnicas que forem julgadas mais apropriadas.
δ(N,DE) =
a.N2 + b.N + c
DE.N1/2v
, onde :
a = 9, 31x10−7,
b = −0, 003578,
c = 11, 523 (5.8)
A figura 5.12 apresenta o ajuste do polinoˆmio interpolado aos valores
das constantes das equac¸o˜es originais. O polinoˆmio apresentado na figura mapeia uma
func¸a˜o do tipo f(N) → C obte´m-se desta forma os valores interpolados das constantes
nume´ricas C das equac¸o˜es 5.3, 5.5 e 5.7 em func¸a˜o da quantidade de no´s do ambiente N .
Os dados completos referentes as ana´lise dos me´todos nume´ricos empregados encontram-
se nos apeˆndices deste trabalho.
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Figura 5.12: Polinoˆmio interpolado x Valores das constantes
Com a obtenc¸a˜o da equac¸a˜o que torna possı´vel o ca´lculo da amplitude
aproximada da zona crı´tica resta o posicionamento deste valores, uma vez que a amplitude
da zona crı´tica na˜o implica diretamente os valores de densidade de agentes necessa´rios. O
centro da zona crı´tica encontra-se no ponto crı´tico, e este com base na teoria na˜o pode ser
determinado algebricamente. Aqui se propo˜e duas abordagens para a localizac¸a˜o deste
valor.
O primeiro me´todo para posicionamento da zona crı´tica consiste em de
forma empı´rica, por meio de nova simulac¸a˜o dos paraˆmetros desejados, localizar o inı´cio
da zona crı´tica, ponto que pode ser determinado como a mı´nima densidade de agentes
onde a variaˆncia da probabilidade de existeˆncia de percolac¸a˜o apresenta valores maiores
que os mı´nimos.
O ponto determinado por esta nova simulac¸a˜o pode ser admitido como
inicio da zona crı´tica e somado ao valor calculado na equac¸a˜o 5.8 representa o inı´cio
da zona onde a percolac¸a˜o sempre e´ obtida, ou seja, o limite superior da zona crı´tica.
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Sendo, este ponto que indica o valor aproximado do o´timo para a densidade de agentes.
A figura 5.13 apresenta o ponto inicial da zona crı´tica em um gra´fico de variaˆncia para
uma aplicac¸a˜o hipote´tica.
Figura 5.13: Limite inferior da zona crı´tica em um gra´fico de variaˆncia da probabilidade de
existeˆncia de percolac¸a˜o x densidade de agentes
O me´todo de determinac¸a˜o da posic¸a˜o da zona crı´tica pela simulac¸a˜o
dos valores iniciais, na˜o apresenta a flexibilidade esperada da metodologia proposta. Por
tratar-se de uma extensa˜o das simulac¸o˜es iniciais na˜o e´ indicado para todas as situac¸o˜es
e aplicac¸o˜es, pois necessita de um nı´vel elevado de processamento para sua aplicac¸a˜o
pra´tica. Este me´todo na˜o sera´ profundamente avaliado neste trabalho, mas e´ apresentado
como alternativa para aplicac¸o˜es onde na˜o e´ deseja´vel ou possı´vel a aplicac¸a˜o de outro
me´todo mais apropriado para a determinac¸a˜o do ponto crı´tico.
O ca´lculo do ponto crı´tico pode ser efetuado por meio de uma nova
interpolac¸a˜o. Utilizando as mesmas te´cnicas usadas na interpolac¸a˜o da equac¸a˜o da zona
crı´tica obtemos as equac¸o˜es para a regressa˜o na˜o linear do ponto crı´tico para ambientes
50x50u.a., 100x100u.a. e 150x150u.a. figuras 5.14, 5.15 e 5.16 e equac¸o˜es 5.9, 5.10 e
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5.11 respectivamente.
Figura 5.14: Regressa˜o Na˜o Linear em func¸a˜o da quantidade de feromoˆnio depositada para
ca´lculo de Pc em ambiente 50x50
Pc50x50(DE) =
0, 111
DE
(5.9)
Pc100x100(DE) =
0, 265
DE
(5.10)
Pc150x150(DE) =
0, 607
DE
(5.11)
Na figura 5.14 nota-se uma distorc¸a˜o nos valores do ponto crı´tico ob-
tidos na simulac¸a˜o. Especificamente para o valor de depo´sito de feromoˆnio igual a 24,
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Figura 5.15: Regressa˜o Na˜o Linear em func¸a˜o da quantidade de feromoˆnio depositada para
ca´lculo de Pc em ambiente 100x100
onde o valor do ponto crı´tico e´ zero, isto ocorre pelo fato do valor real do ponto crı´tico
ser inferior ao mı´nimo valor de densidade de agentes simulado 0,001 u.f./u.a..
De posse das equac¸o˜es interpoladas por a´rea de ambiente para ca´lculo
do ponto crı´tico, pode-se por sua vez, com base na similaridade das equac¸o˜es 5.9, 5.10 e
5.11 interpolar por meio de polinoˆmios, para a determinac¸a˜o dos valores das constantes
nume´ricas apresentadas nos denominadores das equac¸o˜es, uma equac¸a˜o geral para ca´lculo
da amplitude do ponto crı´tico para o problema Ant System proposto. Na equac¸a˜o 5.12 e´
apresentado a forma final da soluc¸a˜o proposta para ca´lculo do ponto crı´tico dentro dos
intervalos de valores de paraˆmetros definidos na simulac¸a˜o.
Pc(N,DE) =
a.N2 + b.N + c
DE
, onde :
a = 3, 351x10−10,
b = 1, 647x10−5,
c = 0, 0668 (5.12)
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Figura 5.16: Regressa˜o Na˜o Linear em func¸a˜o da quantidade de feromoˆnio depositada para
ca´lculo de Pc em ambiente 150x150
A figura 5.17 apresenta o ajuste do polinoˆmio interpolado aos valores
das constantes das equac¸o˜es originais.
5.2.2 Validac¸a˜o dos Resultados
Como forma de validac¸a˜o dos resultados sa˜o apresentados os valores
obtidos em simulac¸a˜o e os valores esperados, calculados com as equac¸o˜es5.8 e 5.12,
para paraˆmetros com valores intermedia´rios aos valores usados para a obtenc¸a˜o destas
equac¸o˜es. Os paraˆmetros propostos sa˜o apresentados na tabela 5.6.
Com base nas equac¸o˜es 5.8 e 5.12 obtemos os valores esperados da
simulac¸a˜o que sa˜o apresentados na tabela 5.7 comparados com os valores obtidos pela
simulac¸a˜o.
A figura 5.18 apresenta o gra´fico de percolac¸a˜o para a simulac¸a˜o pro-
posta para validac¸a˜o bem como o ponto crı´tico e o limite superior da zona crı´tica calcu-
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Paraˆmetro Valor
Dimenso˜es do Ambiente 120x120 u.a.
Ma´ximo de Iterac¸o˜es por Ciclo 10000 u.t.
Alimento Disponı´vel 10000 u.c.
Densidade Inicial 0,001 u.f. / u.a.
Densidade Final 0,1 u.f. / u.a.
Depo´sito de Feromoˆnio 44u.g.
Taxa de Evaporac¸a˜o 1 u.g. / u.t.
Quantidade de Ciclos por Densidade 50
Passo de incremento de Densidade 0,001 u.f. / u.a
Tabela 5.6: Paraˆmetros da simulac¸a˜o usada para validac¸a˜o
Paraˆmetro Valor Calculado Valor Simulado
Amplitude da Zona Crı´tica 0,159085295 0,124
Limite inferior da Zona Crı´tica -0,071051618 –
Ponto Crı´tico 0,00849103 0,007
Limite superior da Zona Crı´tica 0,088033677 0,069
Nu´mero de Agentes O´timo ≈ 1268 u.a. ≈ 994 u.a.
Tabela 5.7: Paraˆmetros calculados para validac¸a˜o e valores obtidos em simulac¸a˜o
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Figura 5.17: Polinoˆmio interpolado x Valores das constantes - Calculo de Pc
lado.
Na tabela 5.7 pode-se comparar os valores calculados pelas equac¸o˜es
com os valores obtidos em simulac¸a˜o. Observa-se na tabela que mesmo os valores calcu-
lados apresentando erro, este erro na˜o compromete a capacidade de soluc¸a˜o do algoritmo
de swarm intelligence, uma vez que implica em um nu´mero maior de agentes, degradando
o desempenho do sistema, mas mantendo a capacidade de soluc¸a˜o de problemas do algo-
ritmo, apesar de os erros apresentados terem valor elevado. No entanto valores maiores
de agentes e taxa de evaporac¸a˜o tem influeˆncia direta na qualidade da soluc¸a˜o e devem ser
levados em considerac¸a˜o durante a aplicac¸a˜o da metodologia. Os fatores que, acredita-se,
influenciem nos erros encontrados sa˜o: o nu´mero e a relevaˆncia das simulac¸o˜es utiliza-
das, a distaˆncia do valor interpolado para o valor simulado mais pro´ximo e o ajuste dos
me´todos nume´ricos utilizados. Um conjunto mais expressivo de simulac¸o˜es, assim como
o uso de me´todos nume´ricos mais eficientes, devem obter equac¸o˜es com valores mais
precisos.
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Os valores apresentados provavelmente na˜o sa˜o aceita´veis para aplicac¸o˜es
que desejam obter o melhor desempenho de algoritmos de swarm intelligence. Desta
forma para a aplicac¸a˜o devem ser tomadas medidas, conforme abordado, que minimizem
os erros de modelagem, estatı´sticos e nume´ricos.
Figura 5.18: Comparac¸a˜o entre os valores simulados e os valores interpolados
Para o ca´lculo do nu´mero de agentes e´ utilizada a equac¸a˜o 5.13, que
relaciona o limite superior da zona crı´tica(Lc) e o nu´mero de ve´rtices do ambiente(N)
com o nu´mero mı´nimo de agentes(Ag).
Ag(Lc,N) = Lc.N (5.13)
5.3 Concluso˜es sobre os resultados
Os resultados apresentados neste capı´tulo buscam validar a metodolo-
gia proposta por este trabalho. Como esperado, os valores obtidos com a utilizac¸a˜o das
equac¸o˜es interpoladas conteˆm erros com relac¸a˜o aos valores reais, isso se deve ao fato
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do uso de me´todos nume´ricos para a construc¸a˜o e modelagem do sistema. Estes erros
devem ser levados em considerac¸a˜o quando da aplicac¸a˜o da metodologia em problemas
de domı´nio real. No entanto, se julgados aceita´veis para a aplicac¸a˜o, na˜o devem compro-
meter o funcionamento do sistema alvo.
Os dados e valores apresentados neste capı´tulo tem validade somente
para o sistema proposto e os resultados obtidos aplicam-se ao sistema desenvolvido du-
rante este trabalho. Outros sistemas devem, por sua vez, serem submetidos a aplicac¸a˜o
completa da metodologia deste trabalho, afim de obterem dados relevantes. A determinac¸a˜o
de uma equac¸a˜o gene´rica que modele os algoritmos de swarm intelligence ainda esta´ por
ser pesquisada e e´ proposta aqui como um trabalho futuro.
O comportamento do sistema foi esta´vel e os dados obtidos nas simulac¸o˜es
corroboram as premissas da metodologia. Tambe´m e´ possı´vel perceber que a qualidade
das equac¸o˜es, e consequ¨entemente a dimensa˜o do erro envolvido no paraˆmetro desejado,
esta´ diretamente ligada a complexidade e quantidade de simulac¸o˜es executadas e ao ajuste
dos me´todos nume´ricos de interpolac¸a˜o e regressa˜o escolhidos.
Capı´tulo 6
Conclusa˜o
Os me´todos de swarm intelligence encontram cada vez mais aplicac¸o˜es,
com as restric¸o˜es impostas de processamento e a proliferac¸a˜o de plataformas diversas, e
muitas vezes de recursos limitados. A otimizac¸a˜o destes me´todos torna-se indispensa´vel
tanto do ponto de vista computacional como econoˆmico, como e´ o exemplo de redes e al-
goritmos de roteamento baseado em agentes para plataformas de telefonia mo´vel[KWA 03].
Neste trabalho foi proposta uma metodologia que tem por objetivo principal obter o con-
junto de paraˆmetros pro´ximo aos valores o´timos necessa´rios para soluc¸a˜o de determinado
problema por um algoritmo de swarm intelligence.
Neste trabalho conclui-se que:
• Os algoritmos de swarm intelligence apresentam caracterı´sticas percolativas, ou que
tornam possı´vel sua ana´lise com base nesta teoria;
• A metodologia proposta atende aos requisitos enunciados. No entanto, neste traba-
lho, sua aplicac¸a˜o esta´ vinculada ao problema em particular que pretende otimizar;
• A quantidade e qualidade das simulac¸o˜es utilizadas na elaborac¸a˜o das equac¸o˜es,
alvo da metodologia, teˆm influeˆncia no erro resultante da modelagem;
• Os me´todos nume´ricos de interpolac¸a˜o utilizados tem influeˆncia no erro resultante
da modelagem;
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• Paraˆmetros subdimensionados na˜o garantem a soluc¸a˜o do problema, por encontrarem-
se dentro da zona crı´tica, em todas as vezes que o algoritmo for executado. Paraˆmetros
superdimensionados acarretam o uso desnecessa´rio de recursos. Sendo assim o
uso de paraˆmetros superdimensionados ou subdimensionados acarreta degradac¸a˜o
do sistema, do ponto de vista da otimizac¸a˜o de recursos, ou seja, o conjunto de
paraˆmetros mı´nimos tambe´m e´ o conjunto de paraˆmetros o´timos mas a influeˆncia
dos paraˆmetros sobre a qualidade da soluc¸a˜o e´ relevante;
• Os dados obtidos para a aplicac¸a˜o obedeciam o padra˜o de dados esperados do sis-
tema, reforc¸ando a validade da metodologia;
• Uma vez modelado o sistema o algoritmo implementado, alvo da otimizac¸a˜o, pode
ter seus paraˆmetros ajustados de forma dinaˆmica. Por meio do uso da equac¸a˜o
estes paraˆmetros podem ser calculados sempre que se detecte uma mudanc¸a nas
caracterı´sticas do ambiente, mesmo em tempo de execuc¸a˜o, dentro de limites ope-
racionais;
A metodologia proposta neste trabalho foi implementada e suas carac-
terı´sticas foram obtidas e avaliadas. Sua aplicac¸a˜o, no entanto, fica restrita a sistemas com
caracterı´sticas conhecidas em tempo de simulac¸a˜o. Os erros apresentados pela modela-
gem, com base em seu comportamento, teˆm influeˆncia no desempenho final da aplicac¸a˜o a
ser otimizada. No entanto, estes erros por atuarem, invariavelmente no sentido de superdi-
mensionamentos dos paraˆmetros envolvidos, na˜o comprometem a capacidade de soluc¸a˜o
de problemas dos algoritmos estudados, mas provavelmente apresentam relac¸a˜o com a
qualidade desta soluc¸a˜o. Estas limitac¸o˜es tornam a aplicac¸a˜o do sistema restrita, mas na˜o
apresentam dados que invalidem a ana´lise exposta. Ao contra´rio, indicam a importaˆncia
da otimizac¸a˜o destes algoritmos e o consequ¨ente ganho de desempenho decorrente desta
otimizac¸a˜o.
As concluso˜es obtidas neste trabalho, podem ser consideradas comple-
tas com relac¸a˜o a` proposta apresentada. No entanto esta pequisa na˜o exaure os assuntos
relacionados a otimizac¸a˜o de algoritmos de swarm intelligence nem ta˜o pouco a aplicac¸a˜o
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da metodologia proposta em condic¸o˜es reais. Para tal sa˜o citadas aqui propostas de traba-
lhos futuros:
• Ana´lise de algoritmos cla´ssicos de swarm intelligence com o uso da metodologia
proposta visando a obtenc¸a˜o de modelos matema´ticos capazes de proporcionar ga-
nho de desempenho para aplicac¸o˜es que utilizem estas tecnologias;
• Utilizac¸a˜o da metodologia proposta em uma aplicac¸a˜o pra´tica;
• Ana´lise da influeˆncia das ferramentas matema´ticas e de simulac¸a˜o no desempenho
da metodologia;
• Estudo e pesquisa de equac¸o˜es gene´ricas que modelem sistemas de swarm intelli-
gence.
Capı´tulo 7
Apeˆndice
O CD que acompanha este trabalho contem os co´digos fonte do simu-
lador implementado, bem como do aplicativo de ana´lise matema´tica desenvolvido, com a
finalidade de tratar os dados obtidos nas simulac¸o˜es.
Conte´m tambe´m os dados brutos utilizados nas simulac¸o˜es apresenta-
dos neste trabalho, bem como suas ana´lises e gra´ficos. Todos os dados esta˜o organizados
em pastas que indicam a configurac¸a˜o utilizada, cada pasta conte´m os dados brutos sepa-
rados em arquivos para cada ciclo de simulac¸a˜o. A totalizac¸a˜o das me´dias e variaˆncias
esta˜o organizadas em arquivos separados indicado pelo nome do arquivo e acompanhados
de uma planilha com as ana´lises e gra´ficos.
Na pasta de nome Modelagem esta˜o os arquivos e relato´rios do software
Rt-Plot utilizado para as execuc¸a˜o de todas as interpolac¸o˜es e regresso˜es apresentadas
neste trabalho.
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