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Abstract
Topological superconductors and superfluids are an exciting class of recently discovered
materials. In one dimension, topological superconductors accommodate a novel kind of bound
state, known as a Majorana zero mode, at their endpoints, and introducing strong correlations
can lead to systems with related types of bound states known as parafermions. In this thesis,
we systematically studied three correlated aspects of topological superconductivity and super-
fluidity in low-dimensional quantum systems. By using Bogoliubov–de Gennes (BdG) the-
ory combined with proper topological-invariant calculation, we first predicted a new topologi-
cal Fulde–Ferrell–Larkin–Ovchinnikov (topo-FFLO) superfluid state in one-dimensional (1D)
spin-orbit-coupled Fermi gases (with superfluid order stabilized by 3D interactions). Specifi-
cally we demonstrate that Majorana zero modes can exist even if the superconducting/superfluid
pairing is at nonzero momentum (i.e. of FFLO type), provided that the magnitude of the su-
perconducting/superfluid gap is finite. 1D topological superfluids are typically classified and
understood through BdG mean-field Hamiltonians. This raises the question of whether they
can exist in truly 1D systems where particle number is conserved. We discuss a new mech-
anism by which Majorana zero modes can arise in a number-conserving Fermi ladder. This
interaction-enabled topological phase is protected by a unitary Z2 symmetry that is not related
to any microscopic fermion-parity symmetry. Generalizations of Majorana bound states can
also occur by inducing superconductivity at the boundary states of certain types of fractional
quantum Hall bilayers. Then how could we detect them experimentally? In this thesis, we dis-
cuss two answers—dynamical signatures and characterizing the finite-sized splitting of the oth-
erwise degenerate ground-state Hilbert space associated with these bound states. Particularly,
in the process we demonstrate how instanton methods can be applied to the general problem of
ground-state energy splittings in these systems.
iii
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Chapter 1
Introduction
1.1 Why are topological superconductors interesting?
A growing number of contemporary condensed matter physicists are engaged in uncovering the
profound roles of symmetry, topology, and interactions in stabilizing exotic quantum states of
matter. This collective endeavor inspires expositions of exceptional ideas and innovative con-
cepts that advance the intellectual and aesthetic framework within which fundamental physics
operates. Indeed, topological matter manifests the sublime beauty of abstract mathematical
theories in realistic materials, and narrows the distance between condensed matter physics and
high energy physics to accomplish a cross fertilization.
One of the most exciting developments in this area is the realization that two dimensional
solid-state systems can support excitations known as anyons, which have long-range statistical
interactions making them fundamentally different from the fermions and bosons that make up
matter at the microscopic scale. As is well known, in quantum mechanics, exchanging indis-
tinguishable particles can result in a unitary transformation on the many-body wavefunction,
which leaves the physics invariant. In one and three dimensions, the concept of identical par-
ticles is encoded in the Bose–Einstein statistics for bosons and the Fermi–Dirac statistics for
fermions. However, in between, in two dimensions, there exist a rich variety of types of statis-
tics for particles. Indistinguishable particles in two dimensions which are neither bosons nor
fermions are called anyons. Generally, the exchange of the positions of identical particles could
modify the wavefunction by a multiplicative factor. If it is a phase (i.e. the wavefunction gets
multiplied by a complex number), then these are Abelian anyons. If it is a unitary matrix, they
1
2are called non-Abelian anyons.
Among the phases that may harbor non-Abelian anyons, low-dimensional topological su-
perconductors occupy a special status because we now know of a variety of ways to engineer
them in one and two dimensional systems. Topological superconductors host a special type
of bound state, known as a Majorana zero mode, which is among the simplest types of non-
Abelian anyons. Progress in manufacturing and detecting Majorana zero modes (or Majoranas,
for short), has recently been pursued in carefully engineered 1D systems. Theoretically, there
now exist many intriguing proposals for realizing Majorana zero modes in different nanomate-
rial and/or solid state systems, such as Kitaev’s 1D p-wave superconducting (SC) wires [1] and
a series of heterostructures comprising s-wave superconductors, topological insulators, semi-
conducting wires, as well as ferromagnetic substances [2–6]. Though non-Abelian statistics do
not exist in purely 1D systems, a 2D network of 1D wires can be used to carry out exchange
operations that are mathematically identical to those of a 2D system [7]. Moreover, theorists
further demonstrated that the physically well-separated Majoranas would allow the possible
nonlocal storage of quantum information thus protecting the computational processes against
the decoherence from the local perturbations.
Following the string of similar reasoning, it thus becomes an attractive idea to study the
novel quantum states of matter using conventional materials that can be engineered to host
other types of non-Abelian particles. Interestingly, several theoretical groups showed a more
complicated type of non-Abelian bound state, known as a parafermion, can be realized if su-
perconductivity is induced at the boundary of an appropriate fractional quantum Hall bilayer
system. Thus in addition to Majorana zero modes, it may be possible to engineer other types of
non-Abelian bound states in strongly correlated quasi-one-dimensional systems [8–12].
1.2 Basics of Majorana boundary states
Majorana zero modes can occur in a variety of 1D and 2D systems [13, 14]. This thesis will
focus on 1D realizations of these states (as well as of their parafermion cousins). In these 1D
systems, Majorana zero modes arise as bound states at the ends of a topological superconducting
(SC) wire. The prototypical theoretical model of such a system is Kitaev’s 1D spinless p-wave
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Figure 1.1: The illustration of the two limits in Kitaev’s model. Panel (a) is a unique gapped
dimerized SC state, which is topologically trivial. However, in panel (b), the emergence of
the unpaired Majorana end modes dictates the topologically protected ground-state degener-
acy. Here the orange boxes denote the normal-fermion sites, the purple dots are Majorana
fermions, and the blue bonds represent couplings between adjacent Majorana fermions. The
same paradigm can be extended to the parafermionic chains.
superconductor with the open boundary conditions [1],
HKitaev = −µ
L∑
j=1
c†jcj −
L−1∑
j=1
(
tc†jcj+1 + ∆c
†
jc
†
j+1 + H.c.
)
, (1.1)
where µ and t represent the chemical potential and hopping integral, and ∆ is the p-wave SC
gap. This Hamiltonian does not conserve the total fermion number, but does conserve fermion
parity (i.e. the number of fermions modulo 2). Manifestly, HKitaev commutes with the fermion
parity operator P = (−1)
∑
j c
†
jcj .
To see Majorana zero modes in the Kitaev’s model, we can simply consider the special case
of µ = 0 and t = ∆. The analysis will be facilitated by working in the Majorana representation.
Let’s first define two self-conjugate Majorana operators on each lattice site as follows, γ2j ≡
1√
2
(
cj + c
†
j
)
= γ†2j ; γ2j−1 ≡ − i√2
(
cj − c†j
)
= γ†2j−1. After substitution into Eq. (1.1), we
obtain
HKitaev = −2it
L−1∑
j=1
γ2jγ2j+1 = t
L−1∑
j=1
(
d†jdj −
1
2
)
, (1.2)
where dj = 1√2 (γ2j+1 + iγ2j) is a normal-fermion annihilation operator defined in the bond
connecting the adjacent sites. One salient feature of Eq. (1.2) is the appearance of two end
zero-energy Majorana modes γ1 and γ2L which do not appear in the Hamiltonian, thus com-
mute with HKitaev. This observation allows to define a unique nonlocal fermion operator d˜ =
1√
2
(γ1 + iγ2L) which exchanges the parities of the resultant degenerate ground states. It is
important to emphasize that d˜ anticommutes with P and commutes with HKitaev in the limit
4that µ = 0. Namely, |GS〉 and d˜|GS〉 have different fermion parities, but share the same low-
est eigenenergy. So this operator, which changes the fermion number by ±1, takes the system
between two different ground states. Kitaev and Fendley [1, 8] proved that this degeneracy re-
mains a feature of the Hamiltonian (1.1) provided |µ| < 2t. This bound can be understood by
the adiabatic theorem: Namely, Eq. (1.2) tells that there exists a finite energy gap set by t = ∆
that separates the degenerate ground states and the excitation spectrum. Then as the Majorana
states are localized in opposite ends of the chain, their overlap is exponentially small across
the bulk such that the zero-energy solutions remain stable until approaching the critical point
where the superconducting gap vanishes. A schematic illustration of the two limits in Kitaev’s
1D SC chain is shown in Fig. 1.1. Note that because a pair of Majoranas is needed to create a
complex fermion, only hybridization between the bound states at the chain’s two ends can lift
the degeneracy.
Finally, we would like to clarify the difference between the Majorana zero modes and the
Majorana fermions that we use to represent the normal-fermionic operators. An ordinary Ma-
jorana fermion is of course just a fermion, and does not have non-Abelian statistics! So what
is different about these Majorana zero modes? (Zero means that they have zero energy, and
are localized at the ends of the chain.) The basic idea is that each wire (with 2 endpoints) is
a 2-state system (because it can have fermion parity ±1). However, if we have 2 wires which
initially both have fermion parity +1, we could change their state to be both −1 if we could
exchange the Majorana zero mode at the left end of one wire with the one at the right end of
the other wire twice. This double-exchange is called “braiding,” and really can only happen in
2 dimensions; however there are ways to do it in 2D networks of these 1D wires [7]. This is the
matrix rotation: By exchanging twice a pair of Majoranas, you have performed a rotation in the
(2-dimensional) space of ground states.
From the viewpoint of symmetry classification, Kitaev’s model has particle-hole symmetry,
which squares to +1, and no other antiunitary symmetries. (This is called symmetry class
D). It is known that there are two possible phases with this symmetry type—the topological
phase with Majorana boundary modes, and the ordinary superconductor, which does not have
protected boundary modes [15].
51.3 Experimental progress on Majoranas
Besides the conceptual novelty, a large portion of the interest on Majorana bound states comes
from the real developments in experimental realizations of these unusual collective quasiparti-
cles [16]. Exciting evidence of topological superconductivity has been discovered in 1D semi-
conducting nanowires and later in 1D ferromagnetic iron chains, where in both cases supercon-
ductivity is induced by proximity effect.
Although the original idea of Majorana fermion as a hypothetical fundamental particle
(probably for neutrinos) which is its own antiparticle dated back to 1937 [17], the recent surge
of Majorana-fermion hunting in condensed matter systems really started when the Delft group
in Netherlands reported their first electrical transport measurements on the 1D superconductor-
semiconductor nanowire heterostructure devices in the 2012 APS March Meeting. The observed
zero-bias conductance peak at the ends of the indium antimonide wire in Delft experiment was
attributed to the tunneling through the zero-energy Majorana bound states [18]. Further re-
fined experimental data on the indium arsenide nanowires from Copenhagen experiment later
verified this claim, and provided further evidence for Majorana zero modes by measuring the
predicted exponential splitting of the near-zero-energy Majorana modes as a function of the wire
length [19]. These experiments are highly suggestive of the existence of Majorana bound states,
which we expect will be confirmed in the future by more decisive empirical measurements such
as braiding.
A second promising approach for realizing Majorana bound states in solid-state architec-
tures is the Fu–Kane proposal of inducing superconductivity in the helical edge modes in 2D
topological insulators via the proximity effects from the nearby bulk superconductors [20]. As
a concrete step toward topological superconductivity in an alternatively viable platform, two
experimental groups have independently reported the successful achievement of the proximi-
tized superconductivity in spin-momentum-locked and counterpropagating 1D edge modes of
the semiconducting InAs/GaSb [21] and HgTe/HgCdTe [22] quantum wells by using supercon-
ducting quantum interference. Theoretically this system has less pitfalls for Majorana physics
than the 1D wires, because once you establish that there is only one pair of helical edge modes
at the Fermi level, inducing superconductivity basically has to give you a topological super-
conductor. Moreover, this approach is similar to the setup required to generate parafermion
bound states, which require inducing superconductivity in counterpropagating edge modes at
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Figure 1.2: Experimental architecture hosting theZ6 parafermionic zero-energy states proposed
in Ref. [9]. The two underlying purple lines represent the counterpropagating edge states of
the fractional quantum Hall systems with opposite g-factors. Through proximity effects, this
pair of edge states can be gapped by either the backscattering in the middle ferromagnetic
region or the Cooper pairing elsewhere in the SC regions. Because the total spin is conserved
modulo 2 (where the electronic spin is defined as one unit of spin) in the middle region gapped
by the ferromagnet, but the underlying degrees of freedom carry fractional spin 1/3, there
are 6 possible spin states, which turn out to have the same energy. Although the total charge
inside the ferromagnetic segment is pinned by two surrounding superconductors, the total spin
degree of freedom in the middle segment bordered by the two interfaces between ferromagnet
and superconductors can still take on several different values, which can be used to label the
degenerate ground states in the presence of interfacial parafermions when the heterostructure is
in the topological phase.
the boundary of a strongly interacting (fractional quantum Hall) 2D system. This direction
might thus open the prospects for the more challenging engineering of the fractional quantum
Hall edge states. Note that theoretically such more exotic non-Abelian parafermionic modes
are however precluded in strictly 1D systems.
1.4 Parafermions in fractional quantum Hall heterostructures
In the latter chapters of this thesis, we will study questions related to parafermion zero modes.
We will therefore review the theoretical proposals for realizing these, reported in Refs. [9–12].
In order to realize parafermions, superconductivity must be induced at the boundary of a 2D
fractional quantum Hall bilayer system. The fractional quantum Hall effect (FQHE), discovered
experimentally by Tsui and Stormer [23], happens when we take a 2D gas of electrons and put
it in a high magnetic field (and the right electron density), then the Hall conductance of the
2D electron gas shows precisely quantized plateaus at the fractional values of e2/h. These
fractional plateaux occur because the highly mobile 2D electrons are in a highly entangled
ground state which is separated from all excitation states by a finite energy gap. The resulting
very strong electron correlations mean that the fundamental excitations, known as Laughlin
7quasiparticles, carry a fraction of the electron’s charge [24]. If the quantum Hall conductance
is νe2/h, with the electron filling factor ν = 1/m for some integer m, then this charge is equal
to ν.
In the bulk, these excitations cost energy, and are usually pinned to defects in the sample.
But at the edge they are necessarily gapless: Because of the magnetic field, charge at the edge
can circulate only in one direction, and backscattering cannot open up a gap. So the edge of
a ν = 1/m quantum Hall system on a disk looks like a chiral 1D gapless system with charge
1/m objects propagating (for example) counterclockwise. In the context of Laughlin states at
the filling factor ν = 1/m (m is an odd integer), operators (which we write eiφ(x), where φ is
a bosonic field) that create these fractionally charged excitations at the edge obey the following
commutation relation,
eiφ(x)eiφ(x
′) = eiφ(x
′)eiφ(x)ei(pi/m)sgn(x
′−x). (1.3)
If m = 1 this indicates that eiφ are fermions, since they are antisymmetric under exchange.
For m > 1 the commutation relation (1.3) is closely related to the non-Abelian statistics of
parafermion zero modes, which inspired theorists proposing devices based on fractional quan-
tum Hall [9] and/or fractional topological insulator [10] heterostructures to physically realize
the localized parafermion edge zero modes in a real system. The proposed system is illustrated
in Fig. 1.2, and is very similar to the Fu–Kane proposal for creating Majorana zero modes at
the edges of 2D topological insulators. Specifically, in order to create a gapped 1D system, we
require two copies of the quantum Hall edge with opposite chirality. Inducing backscattering
in this counterpropagating pair of edges can then open a gap. It has been shown [9–12] that
between the two different gapped regions there is a parafermion zero mode. (If we take m = 1
(i.e. the excitations at the edge carry the electron’s charge), this is exactly the proposal of Fu
and Kane for engineering Majorana zero modes at the boundary of a 2D topological insulator.)
1.5 Outline of the dissertation
Over the last four years, I have been working in the rapidly evolving area of topological states
of quantum matter, with a focus on topological superconductors and superfluids that host the
Majorana-fermion and parafermion quasiparticles. One aspect of my research has been to in-
vestigate new realizations of topological superconductors in 1D, which share the property of
8accommodating Majorana zero modes at their endpoints, but whose other physical properties
differ in important ways.
Julian Schwinger once said, “One of the most remarkable discoveries in elementary particle
physics has been that of the existence of the complex plane.” Following Schwinger’s sentiment,
I would like to highlight the themes of my three research achievements which respectively treat
phase structure, phase coherence, and phase interference. Here the word “phase” refers specif-
ically to the superconducting/superfluid phase in Fulde–Ferrell state, the plane-wave phase in
umklapp scattering, and the Berry phase in instanton action. This dissertation is mainly con-
structed from these three papers, which we introduce now briefly in the following paragraphs.
Fulde–Ferrell meet Majorana: Topological FF State Predicting novel states of matter is
one major driving force underpinning my research in topological matter. I am particularly
interested in new situations where topological superconductivity can arise, and what other fun-
damental properties it may exhibit in addition to Majorana fermions. In this pursuit, I predicted
a topological inhomogeneous superfluid state in 1D atomic Fermi gases where the phase of the
superfluid gap is measurably different at different points in space, but the system remains topo-
logical in the sense that at its boundaries there reside gapless Majorana modes. The topologi-
cally trivial inhomogeneous state was theoretically proposed by Fulde, Ferrell [25] and Larkin,
Ovchinnikov [26] (FFLO) independently in 1960s, so I named this newly-predicted phase of
matter the topo-FFLO state, or more precisely the topo-FF state—a single Fourier component
of the superfluid (SF) order parameter dominates.
My main motivation came from the observation that the Majorana numberM in Kitaev’s
p-wave superconducting (SC) chain only depends on the absolute value of the SC order pa-
rameter [1]. This nonvanishing modulus promises a gapped bulk for the protection of probable
gapless edge excitations. Nevertheless, it appeared that the phase degree of freedom was largely
overlooked in the formalism. In principle, for a generic 1D topological superconductor its topo-
logical invariant can depend on both the magnitude and the phase of the superconducting gap.
On the basis of analytic topological arguments and detailed numerical results from solving the
Bogoliubov–de Gennes (BdG) equations, I demonstrated for the first time the potential of syn-
thesizing a topo-FFLO superfluid state in the spin-orbit-coupled (SOC) Fermi gases where even
though the SF modulus is uniform, the SF phase develops the nontrivial periodic variations in
real space that coexist with the protected Majorana edge states. The physical underpinning of
9this inhomogeneous topological superfluidity stems mainly from the inversion asymmetry of the
Bloch bands induced by the interplay between SOC and Zeeman interactions. Chapter 3 of this
thesis is largely based on the published materials of this work in Physical Review Letters [27].
As a byproduct, I also independently proved that for Majorana wires in symmetry class
D, the topological index defined by Kitaev’s Pfaffian based Majorana number is equivalent to
the Berry phase based Z2 invariant adopted in my paper, which was derived from the built-in
particle-hole symmetry of the BdG mean-field Hamiltonian. Similar derivations were shortly
published by another group (see Ref. [30]).
Prediction of A New Type of Many-Body Majorana Bound States Searching for richer
possibilities and hitherto unknown subtleties arising from interaction effects comprises another
primary impetus that spurs me to venture deeper into the 1D topological superconductivity
and superfluidity of strongly interacting fermions. This rewarding experience gives me the
first glimpse into the interweaving of interactions with symmetry and topology. Chapter 4 of
this thesis studies a number-conserving ladder system consisting of two wires coupled by pair
hopping. This seemingly artificial model actually provides a simple, but distinctive platform
to go beyond Kitaev’s paradigm. Namely, can we get Majorana bound states in 1D systems
that conserve the fermion number? As we will show, the answer is yes. One way to do it is
to introduce a two-species system, and fine-tune the model so that the parity of each species is
conserved. This gives a fermion-parity symmetry, which can stabilize Majorana zero modes in
a manner similar to that for the Kitaev chain. (This was proposed by Zoller’s group). However,
we propose a second way to do this, in which by modifying the band structure of the two types
of fermions, an emergent low-energy fermion-parity symmetry is related to a microscopic lattice
symmetry. Thus we get Majorana zero modes in a number-conserving system protected by a
unitary lattice symmetry. This is a fundamentally different mechanism than those that were
previously known. Chapter 4 of this thesis is an expanded version of this work [28].
Oscillatory Splitting of the Ground-State Degeneracy in Quasi-1D Parafermion Architec-
tures In real experiments with Majorana fermions and parafermions, the finite-length effects
will inevitably engender a small but measurable splitting effect in the energies associated with
these topological quasiparticles. Interestingly, researchers showed that under the mean-field ap-
proximation of Majorana states in 1D nanowires (a solvable model), this splitting will oscillate
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as certain experimental parameters are tuned, leading to detectable signatures of topological
Majorana excitations. These predicted oscillations have been reported in conductance mea-
surements on 1D SC wires, and remain one of the more promising signatures of Majorana
fermions in these systems. It is natural to wonder whether a similar effect should be observed in
parafermion systems. However, in this new context with strong electron-electron interactions,
the method used to make predictions for Majorana fermions breaks down. Consequently, the
actual evaluation of parafermion splitting is a challenging problem.
In close collaboration with my thesis advisor, I undertook this task by bringing together
some new insights that help elucidate the mathematical structures of the splitting for the generic
QHE-based parafermion systems. Through the U(1) Chern–SimonsK-matrix formalism of the
fractional QH liquids and the bosonized chiral Luttinger liquid description of QH edge states,
we adopted a nonperturbative instanton approach to derive analytically the parafermion split-
ting. To capture the temporal and spatial fluctuations, we carefully evaluated the Fredholm
functional determinant at one-loop order in both open and closed boundary conditions. Our
central findings can be encapsulated as follows: We show that this splitting indeed has oscil-
lations as functions of experimentally tunable parameters due to an intrinsic interference effect
between distinct instanton tunneling trajectories resulting from a topological term in the effec-
tive action. Intriguingly, the scaling of the splitting with the system’s size is sensitive to the
choice of spatial boundary conditions. We therefore demonstrate for the first time that the os-
cillatory feature of the ground-state energy splitting is relatively ubiquitous for parafermions.
Our instanton calculation also substantiates the general result of anyon tunneling in topological
quantum field theory (TQFT). Chapter 6 of this thesis is a detailed account of this project [29].
The remaining parts of the thesis are unpublished works, which are organized as follows.
Chapter 2 provides a simple introduction to the Majorana bound states via a continuum descrip-
tion of the Kitaev chain model. Chapter 5 proposes a parity measurement scheme to detect the
signatures of parafermionic zero modes in non-equilibrium setups. Appendix A gives the ad-
ditional details for deriving the dissipative terms in master equation. Appendix B includes the
wavefunction-overlap calculations for the near-zero-energy splitting of the topological bound-
ary modes in finite-size systems.
Chapter 2
Continuum Description of 1D Kitaev
Chain
2.1 Continuous 1D spinless p-wave superconductor
Here we give a more concrete calculation to demonstrate the features of the spatial profiles for
the Majorana-zero-mode wavefunctions in the continuous 1D spinless p-wave superconductor.
Following Kitaev, we again start from the simple 1D spinless p-wave superconductor in a lattice
chain,
H = −µ
∑
i
c†ici −
∑
i
(
tc†ici+1 + ∆e
iϕcici+1 + H.c.
)
.
After Fourier transforming and introducing the two-component operator in momentum space
cˆ†k = [c
†
k, c−k], the above Hamiltonian becomes
H =
∑
k
cˆ†kH(k)cˆk, H(k) =
(
−t cos ka− µ2 i∆e−iϕ sin ka
−i∆eiϕ sin ka t cos ka + µ2
)
. (2.1)
We can perform a gauge transformation to eliminate the phase of the SC order parameter, and
map the lattice model onto the continuous space by substituting
cos ka→ 1− (ka)
2
2
; sin ka→ ka, (2.2)
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where a is the lattice constant, and the continuum approximation is valid for wavelengths that
are long compared to a, then we would have
H =
∫
dxcˆ†xH(x)cˆx, H(x) =
(
−12 ta2∂2x − µ2 − t ∆a∂x
−∆a∂x 12 ta2∂2x + µ2 + t
)
, (2.3)
where cˆ†x = [c†x, cx]. Basically, we Taylor expand for wavelengths that are large compared to
the lattice constant—i.e. ka 1. This will rescale the parameters t and ∆ by factors of a.
Notice that the continuum approximation (2.2) holds only in the long-wavelength limit
where ka → 0. However, topological properties of bands are typically revealed by examin-
ing the whole band structure in the Brillouin zone; that’s why people typically prefer using a
lattice model instead of a continuous model to study the topology of a system. Therefore, some
cautions are needed when comparing the results between the lattice and continuum versions of
a model. Here we will demonstrate that as a topological property, the most salient feature of a
tight-binding Kitaev chain, namely the existence of Majorana zero modes, is preserved (stable)
under this continuum approximation.
In order to establish the existence of Majorana zero modes in this system, we will solve the
following eigenvalue problem
H(x)Ψ0(x) = 0 (2.4)
for the two-component self-conjugate Majorana zero modes Ψ0(x) under the appropriate bound-
ary conditions.
2.2 Analytical wavefunctions of Majorana zero modes
In order to see the Majorana zero modes, which are pinned to the endpoints of our 1D super-
conductor, we must study a real-space version of the HamiltonianH(x),
H(x) =
(
−12 t(x)∂2x − 12µ(x)− t(x) ∆(x)∂x
−∆(x)∂x 12 t(x)∂2x + 12µ(x) + t(x)
)
, (2.5)
where the purely real parameters t(x), ∆(x), and µ(x) take on different values in the topological
region when |x| ≤ L2 , than in the normal region that exists for |x| > L2 where the system is
assumed to be topologically trivial (see Fig. 2.1). (For keeping the expressions uncluttered, in
Eq. (2.5) we have absorbed the lattice constant into the proper t and ∆ by setting the value of
a = 1. The dimensionalities of these t and ∆ will change accordingly.)
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To simplify our task, we divideH(x) into left (L) and right (R) parts,
H(x) = HR(x) + UL(x) = HL(x) + UR(x), (2.6)
where
HR,L(x) =
(
−12 tR,L(x)∂2x − 12µR,L(x)− tR,L(x) ∆R,L(x)∂x
−∆R,L(x)∂x 12 tR,L(x)∂2x + 12µR,L(x) + tR,L(x)
)
,
(2.7)
where we choose tL, µL, and ∆L to represent a system with only a left boundary, and similarly
for R (see Fig. 2.1). This simplifies our calculation because, as we will see, a system with only
one boundary has an exact eigenstate of zero energy—whereas in a system with two boundaries,
interactions between the left and right bound states shift this energy slightly, making the exact
eigenfunctions more difficult to identify. Now we will exploit the following relations to find the
zero-mode solutions:
t(x) = t(−x), ∆(x) = ∆(−x), µ(x) = µ(−x); (2.8)
tR(x) = tL(−x), ∆R(x) = ∆L(−x), µR(x) = µL(−x). (2.9)
To visualize these relations, we plot in Fig. 2.1 the spatial profiles of the hopping parameters.
Similar configurations apply also to other listed parameters. Since UR,L(x) = H(x)−HL,R(x),
the above symmetries of various parameters will lead to
UR(x) = UL(−x). (2.10)
Also, it can be easily checked that
σzH(x)σz = H(−x), and σzHR,L(x)σz = HL,R(−x), (2.11)
which imply that
σzUL,R(x)σz = UR,L(−x) = UL,R(x). (2.12)
Typically, the right and left boundaries are spatially well-separated from each other, which
allows us to firstly approximately focus on the Majorana zero modes from only the part of
HR,L(x), then adding the treatment of UL,R(x) as the perturbations. Namely we would like to
solve the reduced eigenvalue problem ofHR(x),
HR(x)ψR,0(x) = 0 (2.13)
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Figure 2.1: Spatial profiles for the (hopping) parameters defined in Eqs. (2.8) and (2.9).
for the two-component self-conjugate Majorana zero modes ψR,0(x) under the appropriate
boundary conditions. From Eq. (2.11), we know that if ψR,0(x) is the Majorana zero mode
ofHR(x), then
iσzψR,0(−x) = ψL,0(x), which satisfies HL(x)ψL,0(x) = 0, (2.14)
will be the Majorana zero mode of HL(x). With this observation, we only need to concen-
trate on solving the Majorana wavefunctions (Majoranas) for HR(x). Moreover, if the zero
modes are Majoranas, then by definition they must be self-conjugate. This implies the Majo-
rana spinors must be either purely real, or purely imaginary:
ψreal(x) =
(
φ1(x)
φ1(x)
)
; ψimag(x) =
(
iφ2(x)
−iφ2(x)
)
, (2.15)
where φ1,2(x) are one-component real functions of x. It follows from Eq. (2.14) that for the
Hamiltonian (2.5) if the left-end Majorana mode happens to be purely real (imaginary), then the
right-end Majorana state will be purely imaginary (real).
2.2.1 The purely real Majorana-zero-mode wavefunction
To identify the wavefunctions for the Majorana zero modes, we first solve Eq. (2.13) in a region
of space where µ, ∆, and t are uniform. We then account for their spatial variation by imposing
appropriate boundary conditions at x = L/2 (see Fig. 2.1). The spatial differential equation for
ψreal(x) reads [(
−1
2
tR∂
2
x − νR
)
σz + iσy∆R∂x
]
ψreal(x) = 0, (2.16)
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or in the matrix form(
−12 tR∂2x − νR ∆R∂x
−∆R∂x 12 tR∂2x + νR
)
·
(
φ1(x)
φ1(x)
)
= 0, (2.17)
where we have removed the x-dependence of the parameters, and also denoted
νR =
1
2
µR + tR. (2.18)
Actually Eq. (2.17) is equivalent to(
−1
2
t∂2x − ν + ∆∂x
)
φ1(x) = 0, (2.19)
where t = tR, ν = νR, ∆ = ∆R. We can assume φ1(x) = e±zxφ˜1 with φ˜1 a spatially
independent constant (set by the value of z), then the resulting secular equation reads
−1
2
tz2 − ν ±∆z = 0, (2.20)
which has two solutions as follows,
z+ =
∆−√∆2 − 2tν
t
, z− = −∆−
√
∆2 − 2tν
t
. (2.21)
Thus we would have two possible real solutions,
φ±1 (x) = φ˜
±
1 exp
[(
∆
t
± 1
t
√
∆2 − 2tν
)
x
]
, (2.22)
and
ψ±real(x) = φ˜
±
1 exp
[(
∆
t
± 1
t
√
∆2 − 2tν
)
x
](
1
1
)
. (2.23)
2.2.2 The purely imaginary Majorana-zero-mode wavefunction
Following the similar procedure, we can also analytically solve for the imaginary type of the
Majorana zero modes. The spatial differential equation for ψimag(x) reads[(
−1
2
tR∂
2
x − νR
)
σz + iσy∆R∂x
]
ψimag(x) = 0, (2.24)
or in the matrix form(
−12 tR∂2x − νR ∆R∂x
−∆R∂x 12 tR∂2x + νR
)
·
(
iφ2(x)
−iφ2(x)
)
= 0, (2.25)
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Eq. (2.25) is equivalent to (
−1
2
t∂2x − ν −∆∂x
)
φ2(x) = 0. (2.26)
Compared with Eq. (2.19), we can see that the only difference is that we have switched the sign
before ∆, which, as will be shown below, will change the decaying direction of the solution.
Similarly, we can assume φ2(x) = e±z
′xφ˜2, where φ˜2 is a spatially independent constant (set
by the value of z′), then the resulting secular equation reads
−1
2
tz′2 − ν ∓∆z′ = 0, (2.27)
which has two solutions as follows,
z′+ =
∆ +
√
∆2 − 2tν
−t , z
′
− = −
∆ +
√
∆2 − 2tν
−t . (2.28)
Thus we would have two possible imaginary solutions,
φ±2 (x) = φ˜
±
2 exp
[(
−∆
t
± 1
t
√
∆2 − 2tν
)
x
]
, (2.29)
and
ψ±imag(x) = φ˜
±
2 exp
[(
−∆
t
± 1
t
√
∆2 − 2tν
)
x
](
i
−i
)
. (2.30)
2.3 The criterion for topologically nontrivial regions
Basically, from Eqs. (2.21) and (2.28), we know that depending on whether ∆2− 2tν is greater
than zero or not, we would have three different types of solutions for z and z′. Specifically, let’s
distinguish these three situations in some detail:
(a) If ∆2 > ∆2 − 2tν > 0 (namely if 0 < 2tν < ∆2), we would have two different real
solutions of z. Moreover, the two real solutions of z will have the same sign in this case
(being both positive or negative). For instance, when ∆t is greater (less) than zero, these
two real solutions of z will both be positive (negative). The same results also hold for z′
but with the opposite sign.
(b) If ∆2 − 2tν > ∆2 (namely if 2tν < 0), we still have two differing real solutions for z,
but they would have the opposite signs (one positive and one negative). The same results
hold for z′ but need the switch of the signs.
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(c) If ∆2 − 2tν < 0 (namely if 2tν > ∆2), we would have two complex solutions of z,
which share the same real part and have the opposite imaginary parts. Namely they are
complex conjugate to each other. The same thing holds for the solutions of z′, but we
need to change the sign of the real part.
After counting and matching the boundary conditions in the following Section 2.4, we will see
that the cases (a) and (c) correspond to the topologically nontrivial parameter regions. However,
case (b) (i.e. tν < 0) will be a topologically trivial region. The reason for this is the following:
We need at least two solutions to satisfy the appropriate boundary conditions, but if these two
solutions decay in opposite directions, we would not be able to construct a normalizable mode
that is exponentially decaying into the bulk of the chain, namely localized at the boundary.
Therefore in the continuum limit, the criterion for identifying the topological regions is
tν > 0 or t(2t+ µ) > 0 =⇒
{
t < 0 or 2t > |µ| > 0 if µ < 0
t > 0 or 2t < −|µ| < 0 if µ > 0
, (2.31)
which is consistent with the results by Kitaev, who obtained a similar criterion—namely that
the topological phase exists when |2t| > |µ|—for a 1D p-wave superconductor on a discrete
lattice by matrix manipulations [1].
Particularly, in Ref. [1], Kitaev considered a periodic chain of L unit cells, and each unit
cell having n fermionic sites. A general lattice Hamiltonian for this 1D model can be written in
real space as (see Eqs. (18), (22), and (23) in Ref. [1]):
H =
i
4
∑
l,m
∑
α,β
Bαβ(m− l)clαcmβ; Bαβ(j)∗ = Bαβ(j) = −Bβα(−j), (2.32)
where l = 1, . . . , L, α = 1, . . . , 2n, and the Majorana operators c’s satisfy the relations c†m =
cm, clcm + cmcl = δlm. By performing the Fourier transformations, γpα = 1√L
∑
j e
−ipjcjα,
we can obtain the same Hamiltonian in the momentum space as,
H =
i
4
∑
α,β
∑
p
B˜αβ(p)γ−pαγpβ; B˜†(p) = −B˜(p) = B˜T(−p), (2.33)
where B˜αβ(p) =
∑
j e
ipjBαβ(j) describing the band structure. In Ref. [1], Kitaev further
constructed the Majorana number M(H) as the Z2 invariant to characterize the topological
structure of the system,
M(H) := sgn
{
Pf
[
B˜(p = 0)
]}
· sgn
{
Pf
[
B˜(p = pi)
]}
. (2.34)
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It can be shown that whenM(H) = −1 (+1), the 1D superconducting wire is topologically
nontrivial (trivial). Here the symbol Pfaffian (Pf) is mathematically defined by the square root
of the determinant of a skew-symmetric (antisymmetric) matrix with a unique choice of the
sign.
2.4 Counting and matching the boundary conditions
To prove that in cases (a) and (c) above, there exist zero-energy Majorana modes that satisfy the
boundary conditions, we explicitly write down the following.
(a) When 0 < 2tν < ∆2, we would have
ψreal(x+
L
2
) = a exp
[(
∆
t
+
√
∆2 − 2tν
t
)
x
](
1
1
)
+ b exp
[(
∆
t
−
√
∆2 − 2tν
t
)
x
](
1
1
)
, (2.35)
ψimag(x+
L
2
) = a′ exp
[(
−∆
t
+
√
∆2 − 2tν
t
)
x
](
i
−i
)
+ b′ exp
[(
−∆
t
−
√
∆2 − 2tν
t
)
x
](
i
−i
)
, (2.36)
(c) When 2tν > ∆2, we would have
ψreal(x+
L
2
) = (a+ bi) exp
[(
∆
t
+ i
√|∆2 − 2tν|
t
)
x
](
1
1
)
+ (a− bi) exp
[(
∆
t
− i
√|∆2 − 2tν|
t
)
x
](
1
1
)
, (2.37)
ψimag(x+
L
2
) = (a′ + b′i) exp
[(
−∆
t
+ i
√|∆2 − 2tν|
t
)
x
](
i
−i
)
+ (a′ − b′i) exp
[(
−∆
t
− i
√|∆2 − 2tν|
t
)
x
](
i
−i
)
, (2.38)
where a, b and a′, b′ are any real arbitrary constants to be fixed by matching the boundary
conditions. Apparently, the wavefunctions in case (a) will exponentially decay into the bulk
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without any appreciable oscillations. However, in case (c), typically, the wavefunctions will ex-
ponentially decay into the bulk in an oscillatory way due to the presence of the finite imaginary
parts. It is worth stressing that in both cases, the wavefunctions will still be either purely real or
purely imaginary to satisfy the self-conjugation conditions.
Throughout the remaining part of the chapter, we mainly consider the situation or setup
that the 1D nanowire is directly connected to the vacuum at its two ends. (In this case, we
require the wavefunction to vanish for |x| ≥ L/2.) Before uniquely specifying the Majorana
wavefunctions for HR(x) in this case, we would like to emphasize the following point: From
Eqs. (2.23) and (2.30), we know that ψreal(x) and ψimag(x) decay in opposite directions. Their
decaying behaviours are determined by the phase or the sign of the real term ∆t . Therefore,
∆
t will select which one
(
ψreal(x) or ψimag(x)
)
to be the proper wavefunctions of the right
Majorana end states. In other words, if ∆t is positive (negative), then the right Majorana zero
modes will be purely real (imaginary).
Let us assume that ∆t > 0.
First we choose to work in the parameter domain 0 < 2tν < ∆2. By requiring the real
wavefunction ψreal(x) to vanish at the right end x = L2 , we find that a = b in Eq. (2.35).
Namely,
ψR,0(x) = ψreal(x) = a
(
exp
[(
∆
t
+
√
∆2 − 2tν
t
)(
x− L
2
)](
1
1
)
− exp
[(
∆
t
−
√
∆2 − 2tν
t
)(
x− L
2
)](
1
1
))
. (2.39)
Once obtaining the right Majorana zero mode, in consultant with Eq. (2.14), we can directly
write down the purely imaginary wavefunction of the left Majorana zero mode by the relation
iσzψR,0(−x) = ψL,0(x),
ψL,0(x) = a
(
exp
[(
−∆
t
−
√
∆2 − 2tν
t
)(
x+
L
2
)](
i
−i
)
− exp
[(
−∆
t
+
√
∆2 − 2tν
t
)(
x+
L
2
)](
i
−i
))
. (2.40)
The constant a is fixed by the normalization condition.
Second let us choose to work in the parameter domain 2tν > ∆2. By setting the real
wavefunction ψreal(x) to vanish at the right end x = L2 , we find that a = 0 in Eq. (2.37).
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Combining the remaining two terms, we find that
ψR,0(x) = ψreal(x) = −2b exp
[
∆
t
(
x− L
2
)]
sin
[√|∆2 − 2tν|
t
(
x− L
2
)](
1
1
)
.
(2.41)
Once obtaining the right Majorana zero mode, in consultant with Eq. (2.14), we can directly
write down the purely imaginary wavefunction of the left Majorana zero mode by the relation
iσzψR,0(−x) = ψL,0(x),
ψL,0(x) = 2b exp
[
−∆
t
(
x+
L
2
)]
sin
[√|∆2 − 2tν|
t
(
x+
L
2
)](
i
−i
)
. (2.42)
The constant b can also be fixed by the normalization condition.
As can be explicitly seen, the wavefunctions in the second case will oscillate in the 1D
chain due to the sine factors originating from the finite imaginary parts of z and z′. It would
be easy to see that when we changing the sign of ∆t to make it less than zero, we would just
effectively switch the right (left) Majorana zero mode to the left (right) end.
For completeness, we notice that when counting the number of boundary constraints, for the
case of a finite kink or jump in the parameters separating the topological and normal regions,
requiring continuity of the wavefunction as well as its first spatial derivative will contribute two
real constraints, since Majoranas can be only purely real or purely imaginary as stressed above.
Then including the normalization condition, typically there are more free parameters, since we
match to wavefunctions in the normal region, and solutions of this type can also be found.
Finally, it is worth mentioning that a potential utility of the above continuum formalism
is to derive the zero-energy splitting of Majoranas induced by finite-length effects in Kitaev
chain, which arises from the interaction between left and right boundary modes, which we have
ignored in our analysis here. A calculation of this type is given in Appendix B. We note that un-
derstanding the nature of this splitting has practical applications, since it gives one measurable
signature of Majorana bound state in nanowire setups [31].
Chapter 3
Inhomogeneous Topological
Superfluidity in One-Dimensional
Spin-Orbit-Coupled Fermi Gases
3.1 Introduction
As a generalization of Kitaev’s work, in this chapter we theoretically predict an exotic topo-
logical superfluid state with spatially modulated (i.e. finite momentum) pairing gap in one-
dimensional spin-orbit-coupled Fermi gases. To achieve this, we systematically develop a for-
malism that generalizes Kitaev’s topological arguments and the topological-invariant calcula-
tion designed for the uniform superconductor to the realm of inhomogeneous superconduc-
tivity and superfluidity. Specifically, this inhomogeneous topological superfluidity is induced
by applying simultaneously a perpendicular Zeeman magnetic field and an equally weighted
Rashba and Dresselhaus spin-orbit coupling in one-dimensional optical lattices. We use the
self-consistent Bogoliubov–de Gennes (BdG) mean-field theory to confirm that this novel topo-
logical phase is a unique manifestation of the inhomogeneity of a superfluid and its nontrivial
topological structure. The properties of the emergent Majorana bound states are investigated
in detail by examining the associated Z2 topological number, the eigenenergy and density of
states spectra, as well as the wavefunctions of the localized Majorana end modes. Experimental
feasibility of observing this new topological state of matter is also discussed.
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In addition to the solid-state systems discussed in the Chapter 1, there has been consider-
able interest in creating Majorana bound states in ultracold fermionic superfluids [32–38]. This
has been stimulated by a recent breakthrough enabling the spin-orbit coupling and effective
Zeeman fields required for topological superfluidity to be generated in these systems [39–42].
One peculiar advantage of deploying ultracold atoms to probe the topological properties of a
quantum fluid lies in the fact that via standard techniques of optical lattices and Feshbach res-
onances [43, 44], now we can not only precisely tune the inter-particle interactions over a wide
range of parameters, but also have the freedom to switch the dimension, modify the geometry,
and control the purity of a quantum gas to experimentally simulate various theoretical models
in modern physics [45]. In comparison with the well-studied two-dimensional structures, one-
dimensional (1D) nanowires and optical lattices have recently attracted growing attention in
detecting and engineering Majorana zero modes due to their simple 1D confinement geometry
and the resultant reduction of decoherence effects [16,35–37,46,47]. To some extent, fermionic
cold atoms trapped in a tube can be free of disorders, and provide another ideal platform to fur-
ther explore the new topological states of quantum matter.
In this chapter, we try such a new route to theoretically predict a topologically nontrivial
Fulde–Ferrell–Larkin–Ovchinnikov (topo-FFLO) superfluid state [25,26,48,49] in the 1D SOC
Fermi gases [41, 42, 50]. Physically, FFLO states mean spatially inhomogeneous superconduc-
tivity/superfluidity. In particular, the FF state exhibits the spatial modulation in the phase of
the superconducting/superfluid (SC/SF) order parameter, while for the LO state, the amplitude
of the order parameter becomes modulated in real space. Therefore, as a new quantum state
of matter, our predicted topo-FFLO state unifies superfluidity, inhomogeneity, and Majorana
fermions as a whole. Notice that such a state is new and not known to exist from previous work.
Finally, it is well known that long-range SC/SF order cannot happen in truly 1D systems.
To justify the self-consistent BdG mean-field description used here, we therefore assume that
there exists a 3D interaction that can drive the 1D SC/SF order via a pair-tunneling interaction
between many weakly coupled 1D tubes in a 3D array that would accommodate this predicted
phase.
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3.2 Model and phase diagrams
Here we conceive a 1D lattice model, which is of a mean-field type in the sense that we replace
the quartic fermion interaction that drives the SF order with a term quadratic in the fermion
operators. Such a description is appropriate if some 3D couplings have led to a situation in
which the number of fermions in each wire is not individually conserved, such as in an array
of 1D tubes. We will show that this mean-field model simultaneously hosts Majorana fermions
at the edges and an inhomogeneous FFLO phase in the bulk, to demonstrate the existence of a
novel inhomogeneous topological superfluid in fermionic condensates. The general form of the
Hamiltonian we study is:
H = HK +HR +HD +H∆,
HK = −t
∑
i,j,σ
ψ†iσψjσ +
∑
i,σ
[V (ri) + hσz − µ]ψ†iσψiσ,
HR = −λz
∑
i
(
ψ†i↓ψi+xˆ↑ − ψ†i↑ψi+xˆ↓ + H.c.
)
, (3.1)
HD = −λy
∑
i
(
iψ†i↑ψi+xˆ↑ − iψ†i↓ψi+xˆ↓ + H.c.
)
,
H∆ = −
∑
i
(
∆iψ
†
i↑ψ
†
i↓ + ∆
∗
iψi↓ψi↑
)
,
where ψ†iσ (ψiσ) denotes the creation (annihilation) field operator with spin σ ≡ (↑ , ↓) at
site ri. HK is the kinetic term including the nearest neighbor hopping t, the 1D harmonic
trapping V (ri) ≡ mω2r2i /2, a perpendicular Zeeman field h, and chemical potential µ. In
consideration of the current experimental status that only 1D equally weighted Rashba and
Dresselhaus (ERD) spin-orbit (SO) coupling has been realizable in cold gases of fermions, we
explicitly adopt two different kinds of SO interactions for a general purpose [3]. HR represents
the spin-flip Rashba type SO coupling with strength λz [51], while HD is a spin-conserving
Dresselhaus (110) SO interaction with strength λy [52]. H∆ denotes the spin-singlet s-wave
contact attraction between atoms with the gap function ∆i ≡ Vs〈ψi↓ψi↑〉, where Vs is the
pairing strength. This form of interaction might arise from the exchange of Cooper pairs among
an array of 1D tubes (which is a standard 3D cold-atom setup to mimic 1D physics). Within
each of these tubes there would exist some intrinsic superfluid correlations. Moreover, these
tunable intertube tunnelings can also be engineered to stabilize the mean-field solutions against
the fluctuation effects which would instead play a dominant role in prohibiting any possible
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long-range superconducting/superfluid order in strictly isolated 1D systems (see Chapter 4).
In this regard, the model (3.1) represents an effective 1D description of a weakly-coupled 3D
system, where fully self-consistent mean-field-type approximation could be justified. Finally,
the s-wave contact interaction in model (3.1) is also different from tunnel-coupling to a 3D
superconductor. In the latter case, due to strong proximity effects, the induced superconducting
order in the wire system is rigidly fixed by the bulk superconductor. Typically, there will be no
phase degree of freedom.
3.2.1 Spin-orbit interactions in cold-atom gases
Because the origins of SOC in cold Fermi gases are quite different than in solid-state systems,
here we briefly review their form in that context. The general three dimensional (3D) SO inter-
action in the SI units is as follows:
H3DSO = −
e~
4m2c2
~σ ·
[
~E×
(
~p− e
c
~A
)]
, (3.2)
where ~σ are the usual Pauli matrices, and ~E is the electric field or the gradient of a scalar
potential. Let’s neglect the vector potential ~A, and expand the cross product into
~E× ~p =
∣∣∣∣∣∣∣∣
i j k
Ex Ey Ez
px py pz
∣∣∣∣∣∣∣∣ = (Eypz − Ezpy)i+ (Ezpx − Expz)j + (Expy − Eypx)k,
(3.3)
then
H3DSO = −
e~
4m2c2
[σx(Eypz − Ezpy) + σy(Ezpx − Expz) + σz(Expy − Eypx)] . (3.4)
If we confine the system to 1D along xˆ direction, namely ~p = (px, 0, 0), we will get the 1D SO
terms used in our model building [53]:
H1DSO = −
e~
4m2c2
(σyEzpx − σzEypx) . (3.5)
This form can be understood as follows: In a 1D SOC chain constructed from a 3D optical
lattice, the effect of SO interaction due to the confinement in the zˆ direction is accounted for by
a spin-flip hopping, while the effect of SO interaction due to the confinement in the yˆ direction
is taken into account by an imaginary spin-conserving hopping.
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In 2D solid state systems, the structure inversion asymmetry of a confinement potential
and/or the bulk inversion asymmetry of a crystal can lead to the well-known Rashba and Dres-
selhaus SO couplings, respectively [51, 52]. The Rashba SO interaction in a square lattice has
the form
H2DR = −λz
{∑
i
[
ψ†i↓ψi+xˆ↑ − ψ†i↑ψi+xˆ↓ + H.c.
]
+
∑
i
[
i
(
ψ†i↓ψi+yˆ↑ + ψ
†
i↑ψi+yˆ↓
)
+ H.c.
]}
. (3.6)
Now for a 1D chain along xˆ direction, the second term on the right-hand side can be dropped.
We are thus left with the 1D Rashba term H1DR = −λz
∑
i(ψ
†
i↓ψi+xˆ↑ − ψ†i↑ψi+xˆ↓ + H.c.). This
is exactly the third line of Eq. (3.1), which corresponds to the term − e~
4m2c2
(σyEzpx). The
Dresselhaus (110) SO interaction [54] is defined as
H (110)D = −λy
∑
i,s,s′
i (σz)ss′
(
ψ†i−xˆ,sψi,s′ − ψ†i+xˆ,sψi,s′
)
= −λy
∑
i
(
iψ†i−xˆ↑ψi↑ − iψ†i−xˆ↓ψi↓ − iψ†i+xˆ↑ψi↑ + iψ†i+xˆ↓ψi↓
)
= −λy
∑
i
(
iψ†i↑ψi+xˆ↑ − iψ†i↓ψi+xˆ↓ + H.c.
)
, (3.7)
which is exactly the fourth line of Eq. (3.1), corresponding to the term e~
4m2c2
(σzEypx). There-
fore, the ERD SO coupling we adopt here is an equal combination of these two kinds of SO
interactions restricted to 1D (λz = λy).
After doing a spin rotation
σx → σy, σy → σz, σz → σx
into an equivalent representation, the first three lines of our Hamiltonian (Eq. (3.1)) can be
mapped to the model including both the National Institute of Standards and Technology (NIST)
SO coupling (−λσypx) and the external Zeeman field ~B = (0, By, Bz) [39, 41, 42].
3.2.2 Mapping to Kitaev’s spinless Majorana wire
Before proving that our system can admit a topologically nontrivial superconducting state, it is
worth reviewing the intuitive reason that this is possible. Recall that a topological superfluid,
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Figure 3.1: Energy spectra of the model (3.8). Panel (a) shows the band structure in the absence
of Dresselhaus SO coupling (λz = 0.56t, λy = 0.0t), while panel (b) shows the band structure
in the presence of both Rashba and Dresselhaus SO interactions (λz = 0.56t, λy = 0.42t).
The other parameters are chosen to be h = 0.6t and µ = −1.2t, such that the Fermi energy is
at E(k) = 0.
besides the nontrivial band structure, the system also needs to sustain the channel of an effective
spinless p-wave pairing. In our model (Eq. (3.12)), the spin-orbit coupling effectively spin
polarizes the bands, so that a nonzero ∆q effectively describes a spinless (p-wave type) pairing.
To justify the above claim, let’s divide the Hamiltonian H into the noninteracting and inter-
acting parts: H = H0 + HI, H0 = HK + HR + HD, and HI = H∆ (see Eq. (3.1)). To gain a
simple picture of the band structure in the presence of spin-orbit interactions and the Zeeman
field, we first consider the effective one-band model without superfluid pairing. The reduced
single-particle Hamiltonian H0 in the momentum space can be written under the representation
Ψ′†k =
(
ψ†k↑ ψ
†
k↓
)
asH0 =
∑
k Ψ
′†
kH′(k)Ψ′k, where the 2×2 BdG HamiltonianH′(k) is given
by
H′(k) =
(
−2t cos k + h− µ+ 2λy sin k 2iλz sin k
−2iλz sin k −2t cos k − h− µ− 2λy sin k
)
, (3.8)
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which can be readily diagonalized, and the obtained single-particle spectrum is
E±(k) = −2t cos k − µ±
√
(h+ 2λy sin k)
2 + 4λ2z sin
2 k. (3.9)
Assume that h is always nonzero. If there is no Dresselhaus SO coupling (λy = 0), the inversion
symmetry ofH′(k) is preserved (E±(k) = E±(−k)). However, once switching on both Rashba
and Dresselhaus SO interactions, the inversion symmetry will be broken owing to the finite
value of h, and the resulting asymmetry of the band structure is essential for the emergence
of the FFLO state. Two typical band structures are plotted in Fig. 3.1 to illustrate the effects
of including the Dresselhaus SO interaction. Panel (a) of Fig. 3.1 shows the energy spectrum
E±(k) of the BdG Hamiltonian (3.8) in the presence of just Rashba SO coupling. The two
resultant helical bands are symmetric under the inversion operation of the momentum k, which
means that σzH′(k)σz = H′(−k). However, after adding a Dresselhaus SO term with strength
λy, this inversion invariance is explicitly spoiled, which gives rise to the asymmetry of the band
structure as illustrated in the panel (b) of Fig. 3.1. In general, the well-separated helical bands
with broken inversion symmetry would provide the possibility of realizing a topological FFLO
SF pairing at finite center-of-mass momenta.
It is revealing to note that the corresponding spin-mixed helicity basis Φ′†k =
(
φ†k,+ φ
†
k,−
)
can be generally expressed as follows:(
ψk↑
ψk↓
)
=
(
uk v
∗
k
−vk u∗k
)
·
(
φk,+
φk,−
)
, (3.10)
where |uk|2 + |vk|2 = 1. Then it would be straightforward to show that the interacting Hamil-
tonian HI contains the designed spinless p-wave pairing after being projected onto a subset of
the bands (see Fig. 3.1 for the band structure) [55],
HI =−∆q
∑
k
(
ψ†q
2
+k↑ψ
†
q
2
−k↓ + H.c.
)
=−
∑
k
(
∆p,+(k)φ
†
q
2
+k,+
φ†q
2
−k,+ + ∆p,−(k)φ
†
q
2
+k,−φ
†
q
2
−k,− + H.c.
)
−
∑
k
(
∆s(k)φ
†
q
2
+k,+
φ†q
2
−k,− + H.c.
)
, (3.11)
where ∆p,+(k) = −∆qu∗q
2
+k
v∗q
2
−k and ∆p,−(k) = ∆qu q2−kv q2 +k denote the intraband p-wave
fermionic pairings with a finite COM momentum q inside the upper and lower helicity branches,
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respectively. ∆s(k) = ∆q
(
u∗q
2
+k
u q
2
−k + v∗q
2
+k
v q
2
−k
)
denotes the interband s-wave pairing. If
the chemical potential µ is lying within the spin-orbit gap (Fig. 3.1) and assume that ∆q small
compared to the spin-orbit gap, the only filled band is the lower helicity branch. In this case
our spinful model can be mapped onto an effectively spinless system similar to Kitaev’s spinless
Majorana wire, suggesting that a topological superconducting phase should be possible [1,5,55].
This reasoning is further supported by the picture that even though the phase of the superfluid
order varies periodically in space, its amplitude remains finite and almost spatially-independent,
such that in the resulting gapped single spinless fermion band, the model (3.1) is very similar to
the Kitaev chain.
3.2.3 An alternative formulation of the Z2 topological invariant
Before examining the phase diagram we give an alternative characterization of the topological
phase, by introducing a topological invariant of the BdG band structure that is equivalent to, but
conceptually distinct from, the diagnostic proposed by Kitaev.
In particular, we can verify that our intuition that strong spin-orbit coupling can drive the
Hamiltonian (3.1) into a topological phase by explicitly computing the topological invariants
described in Section 2.3 in a different but equivalent way.
To simplify this task, we first focus on understanding the bulk properties of the 1D SOC
Fermi gas by ignoring the trapping potential and imposing the periodic boundary conditions.
The resulting Hamiltonian in the momentum space can be expressed via Nambu spinor Ψ†k ≡
(ψ†q
2
+k↑ ψ
†
q
2
+k↓ ψ q2−k↑ ψ q2−k↓) asH =
∑
k Ψ
†
kH(k)Ψk up to a constant, where the Bogoliubov–
de Gennes (BdG) Hamiltonian reads:
H(k) = 1
2

ξ+q
2
+k
η q
2
+k 0 −∆q
−η q
2
+k ξ
−
q
2
+k
∆q 0
0 ∆q −ξ+q
2
−k η q2−k
−∆q 0 −η q
2
−k −ξ−q
2
−k
 . (3.12)
In Eq. (3.12), we assume that the superfluid order is composed of the pair condensation at a
specific center-of-mass (COM) momentum q: ∆i = ∆qeiqri [48, 49], and dispersions ξ±q
2
±k =
−2t cos( q2 ± k)− µ±
[
h+ 2λy sin(
q
2 ± k)
]
; η q
2
±k = 2iλz sin(
q
2 ± k).
In Chapter 2, we introduced a method due to Kitaev to determine whether a 1D supercon-
ductor is in a topological phase by computing a particular Pfaffian number of a skew matrix
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(see Eq. (2.34)). For the system at hand, we will show that this quantity is equivalent to a 1D
Z2 number (−1)ν , where the Berry phase
ν =
i
pi
∑
E(k)<0
∫ pi
−pi
〈φ(k)|∂kφ(k)〉dk, (3.13)
to characterize the nontrivial topological structure of the bands of the Hamiltonian including SF
order in the presence of both SO interactions and Zeeman field. When the Z2 number is −1
(+1), the bulk system will be topologically nontrivial (trivial).
For completeness, here we provide some detailed derivations to justify the formula (3.13)
such that readers can appreciate the equivalence between the seemingly different formulations
based either on the Berry phase used in this chapter or on the Pfaffian of the Majorana number
used in Kitaev chain (see Section 2.3). First, we may write the spinor Ψk in the Majorana basis
Υ†−k ≡ (γA−k↑ γB−k↑ γA−k↓ γB−k↓) via the following transformation, Ψk = TˆΥk, namely
ψ q
2
+k↑
ψ q
2
+k↓
ψ†q
2
−k↑
ψ†q
2
−k↓
 =

1√
2
i√
2
0 0
0 0 1√
2
i√
2
1√
2
−i√
2
0 0
0 0 1√
2
−i√
2
 ·

γAk↑
γBk↑
γAk↓
γBk↓
 . (3.14)
In this basis, the Hamiltonian has the form H =
∑
k Υ
†
kTˆ
†H(k)TˆΥk (see Eq. (3.12)). Here
each spin species of complex fermion corresponds to a pair of Majorana fermions, which we
denote γA(B)kλ , where we use A(B) to denote the Majorana index for the normal-fermionic site λ
(spin-up or spin-down) in unit cell j (the Majorana operators γA(B)kλ shall not be confused with
the Bogoliubov quasiparticle operators γnσ in Section 3.3). It can be easily checked that matrix
M(k) ≡ −4iTˆ†H(k)Tˆ satisfies the following relation
M †(k) = −M(k) = MT(−k), (3.15)
which indicates that matrix M(k) has the same symmetries as the matrix B˜(p) defined in
Eq. (2.33). Therefore the present model we studied in the chapter is isomorphic to the Ma-
jorana wire considered by Kitaev, but with two fermionic sites (two spin species) in one unit
cell [1]. With this identification, it is not hard to see that our system is in symmetry class D [15],
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and the preserved particle-hole symmetry is squared to +1 [33, 34]:
ΓˆH(k)Γˆ† = −H(−k)∗, Γˆ = Γˆ† = σx⊗12×2 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , and Γˆ2 = 14×4. (3.16)
After a lengthy but nontrivial derivation, I can further explicitly show that the topological index
defined by the Pfaffian based Majorana number is completely equivalent to the Berry phase
based Z2 index in Eq. (3.13) (see also Refs. [30, 56]). Specifically, we have the following key
equation:
M(H) = sgn
{
Pf
[
−iH(k = 0)Γˆ
]}
· sgn
{
Pf
[
−iH(k = pi)Γˆ
]}
=
detU(k = 0)
detU(k = pi)
= (−1)ν ,
(3.17)
which demonstrates the close connection between different formulations of calculating the Z2
topological invariant in 1D. U(k) here represents the unitary matrix that diagonalizes the BdG
Hamiltonian H(k). Hence we have the following three equivalent ways to evaluate the Z2
index:
(1) Perform the integral over Berry curvature of BdG bands in the first Brillouin zone to find
the Berry phase ν, which equals ipi
∑
E(k)<0
∫ pi
−pi〈φ(k)|∂kφ(k)〉dk, then we can calculate
(−1)ν .
(2) Diagonalize the BdG Hamiltonian H(k) at the particle-hole symmetric points k = 0, pi
to construct the unitary matrices U(k = 0, pi), then the Z2 number is simply the ratio
between their determinants.
(3) Evaluate the Pfaffians of the skew matrices −iH(k)Γˆ at the points k = 0, pi, then the
Majorana numberM(H) is the multiplication of their sign functions.
We have verified that methods (1) and (2) yield the same results as Kitaev’s method (3) for
Hamiltonians of the form (3.12).
3.2.4 The calculated phase diagrams
Although the Hamiltonian (3.12) is in principle quadratic in the fermion operators, its spectrum
can be evaluated analytically once we have fixed the value of ∆q. In particular, we cannot
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analytically solve the mean-field consistency condition,
∆q =
Vs
N
∑
k
〈ψ q
2
−k↓ψ q
2
+k↑〉. (3.18)
To evaluate its phase diagram, we therefore solve the problem numerically numerically and
minimize the mean-field thermodynamic potential
Eg = 〈H〉/N + ∆2q/Vs (3.19)
(Vs is a constant) at zero temperature to self-consistently extract the values of q and ∆q for the
ground state. The basic procedure is the following. We first choose the value of q, then via
diagonalizing the 4 × 4 H(k) matrix we can iteratively update the value of ∆q by using the
self-consistent equation, until the difference between two successive steps is smaller than a tiny
threshold (∼ 10−10). Finally, we determine the system’s genuine ground state as well as the
actual values of q and ∆q through minimizing Eg. (Here recall that for the ease of analytical
treatment we have assumed that one Fourier component at q for ∆i dominates.) In all self-
consistent calculations, we set t = 1 as the energy unit, the s-wave attraction magnitude Vs =
2.5t, and the strengths of Rashba and Dresselhaus SO couplings are determined by λ2z+λ
2
y = λ
2
(λ = 0.7t). For simplicity, we only present the results at zero temperature.
Figure 3.2 shows the typical phase diagrams for the 1D Fermi gases at different intensities
of SO couplings on the h-µ plane. In panel (a), we keep λz = λ and the resulting ground
states in the limit of strong Rashba interaction are thus dominated by the homogeneous states
with vanishing q. Specifically, we observe that besides vacuum (empty bands without filling)
and conventional Bardeen–Cooper–Schrieffer (BCS) superfluid, there exists another homoge-
neous but topologically nontrivial superfluid phase in the region of large h. All these results
are consistent with previous studies on the Rashba SOC Fermi gases [36, 37]. The phase dia-
gram will get much richer and more interesting if we turn on the strong ERD SO interaction
(Fig. 3.2(b)). Instead of the homogeneous phases, we find that under strong Zeeman fields
(h > 0.35t), the whole system would be driven from a BCS superfluid into an inhomogeneous
pairing state with a finite COM momentum. Through tuning the band-filling, we can further
get access to the topological portion of the spectrum, hence triggering the emergence of a new
type of topo-FFLO superfluid carrying simultaneously a finite q, a nonzero ∆q, and a nontrivial
Z2 number “−1.” The physical underpinning of this inhomogeneous topological superfluidity
is mainly stemming from the inversion asymmetry of Bloch bands, which means that with fixed
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Figure 3.2: Two generic phase diagrams of a 1D SOC fermionic condensate on the h-µ coor-
dinates. Panel (a) is for homogeneous superfluid (SF) states with Rashba SO coupling (λz = λ,
λy = 0), while panel (b) illustrates the emergence of an inhomogeneous topological superfluid
(gapped and gapless) in the ERD SOC Fermi gas (λz = λy =
√
2
2 λ) [λ = 0.7t]. The phase
boundaries are symmetric about µ = 0 and NG stands for the normal gas state. Three lower
panels (c)–(e) show the dispersion spectra of varied FFLO states in (b) with fixed h = 0.6t and
increasing µ = −1.6t (c); −1.3t (d); −1.0t (e), where thin solid (dashed) lines [red and blue]
represent (un)shifted helical bands of the noninteracting system. The thick magenta line de-
notes the lowest quasihole branch of Eq. (3.12). Purple arrows mark the Fermi points of shifted
noninteracting helicity bands in half of the Brillouin zone (BZ).
ERD SO coupling, the increase of h will not only modify the topology of the band structure via
opening a spin-orbit gap and spoiling time reversal symmetry, but it also facilitates the effective
p-wave fermionic pairing at a nonvanishing COM momentum q. As compared to Rashba and
Dresselhaus, it should be able to see from the band structure why finite q is favored.
To clarify the origin of various FFLO states in Fig. 3.2(b), we highlight here their disper-
sions near the Fermi level. Figures 3.2 [(c)–(e)] show the following:
(1) Due to the inversion asymmetry, superfluid pairing inside the lower spin-mixed helicity
branch (blue solid line) opens the energy gaps at its Fermi points. However, since we
have forced the system to choose only one specific COM momentum q, the intraband
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pairing inside the upper helical band will not be allowed to open extra energy gaps at its
inner Fermi points, which gives rise to the gapless state if µ also crosses the upper helical
band (red solid line).
(2) The Z2 topological invariant can now be approximated by the parity of the number of
Fermi points in half of the Brillouin zone (marked by the purple arrows). The inclusion
of a finite COM momentum q may also generate an additional parameter interval for µ,
inside which the noninteracting helicity bands may still have an odd number of Fermi
points in half of the Brillouin zone, but three points in one side and one point in the other
(see Fig. 3.2(d)).
3.2.5 More details on the topological phase transition
Because of the presence of ERD SO interaction, the superfluid order parameter ∆i is now a
complex number, whose real and imaginary parts are both oscillating in the real space, but
whose magnitude ∆q can still be a real and spatially independent constant if we choose the
periodic boundary conditions without a trap. Further, as shown in Eq. (3.17), the Z2 topological
invariant depends only on the magnitude of the superfluid order parameter ∆i and its COM
momentum q, therefore, although ∆i changes its phase periodically, the topological index is
still well defined, which is sufficient to characterize the nontrivial topological structure of the
1D superfluid system.
In the following, we will try to present a detailed analysis of the topological phase tran-
sition by examining the lowest excitation spectra. To better understand the topological phase
transition in the 1D ERD SOC Fermi gases, in Fig. 3.3, we plot the evolution of the two low-
est eigenenergies E1,2 of the quasihole excitations as increasing the Zeeman field h with fixed
chemical potential µ = −1.8. A critical point of the topological phase transition from the
conventional BCS superfluid to the newly predicted topo-FFLO superfluid can thus be resolved
around hc ∼ 0.4, where the calculated Z2 index changes its value from +1 to −1, indicating
the emergence of unpaired zero energy states at the boundaries as E1 illustrates. Typically, E2
will largely amount to the value of the bulk energy gap, which, as shown in Fig. 3.3, will first
close at the critical point hc, and then reopen again to protect the resulting edge zero modes
so as to ensure the appearance of physically well separated Majorana bound states. The FFLO
nature of this topological superfluid phase has been partially demonstrated in the Subsection
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Figure 3.3: Two lowest quasihole eigenenergies E1,2 as functions of the Zeeman field h. The
critical point of the topological phase transition between BCS and topo-FFLO superfluids can
be resolved at hc ∼ 0.4, where the value of the Z2 invariant changes from +1 to −1 (see the
right yˆ axis). Chemical potential µ is fixed to be −1.8. All other parameters are the same as in
Fig. 3.2(b). Here for the numerical calculation, the system size is 501 sites, which is sufficiently
large to avoid the finite-size effects.
3.2.2 by projecting the pairing term H∆ onto the helicity basis and studying the corresponding
dispersion spectra near the Fermi level.
3.3 Topo-FFLO superfluid in real space
Now we concentrate on real-space configurations of the emergent Majorana end states in topo-
FFLO phase (gapped) under realistic harmonic trapping and ERD SO coupling. After perform-
ing canonical transformations:
ψi↑ =
∑
n
[
un↑(ri)γn↑ − v∗n↓(ri)γ†n↓
]
, (3.20)
ψ†i↓ =
∑
n
[
vn↑(ri)γn↑ − u∗n↓(ri)γ†n↓
]
, (3.21)
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Figure 3.4: Spatial profiles of superfluid order parameter ∆i and atomic densities niσ for
the 1D ERD SOC Fermi gas in real-space confinement. The real and imaginary parts of ∆i
are plotted in panels (a) and (b), respectively. Density distributions niσ are shown in panel
(c). Fourier transforms of ∆i at finite momenta q′ are depicted in panel (d), where the purple
(green) line denotes ∆q′ with (without) trap. Here Vs = 2.5t, λ = 0.7t, h = 0.6t, µ = −1.6t,
λz = λy =
√
2
2 λ ≈ 0.495t, and mω2/2 ≈ 0.0001t.
we can obtain the self-consistency BdG equations from Eq. (3.1) as follows: [H, γnσ] =
−Enγnσ and [H, γ†nσ] = Enγ†nσ. Since the system preserves particle-hole symmetry, Bogoli-
ubov quasiparticle operators γ’s satisfy the relations γ−E = γ
†
E , which implies that the system
will become topologically nontrivial if E = 0 and γ0 = γ
†
0 localized near its boundaries. The
real-space computation (Fig. 3.4) is conducted on a 501 × 1 lattice with open boundary con-
ditions (Vs = 2.5t, h = 0.6t, µ = −1.6t, λz = λy =
√
2
2 λ, and mω
2/2 ≈ 0.0001t). The
basic procedures are the following: We first plug in the initial trial configurations for the or-
der parameters, then by implementing the Hamiltonian we iteratively evolve and update the
trial solutions until all the self-consistency conditions are fulfilled. In the case of multiple self-
consistent solutions, we carefully pick up the genuine ground state by comparing the total free
energy.
Figure 3.4 summarizes the spatial profiles of superfluid order parameter and fermion density
distributions in the confined 1D tube along xˆ-direction. Driven by the interplay between the
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asymmetry of Fermi surface (points) and the superfluid pairing, real and imaginary parts of ∆i
display rapid oscillations across zero in antisymmetric ways throughout the whole region of
the quantum gas with a period of about 12 sites (see Figs. 3.4(a) and (b)). To gain a concrete
understanding of this spatial variation, we expand the superfluid order parameter ∆i in terms of
a spectrum of plane waves
∆i =
∑
q′
∆q′e
iq′ri . (3.22)
Specifically, if only one Fourier component ∆q′ (q′ 6= 0) dominates, we would have the Fulde–
Ferrell state; instead if a pair of components ∆q′ = ∆−q′ (q′ 6= 0) dominate, we would have the
Larkin–Ovchinnikov state. It becomes clear from Fig. 3.4(d) that the imposition of a harmonic
trap induces the modulation of multiple Fourier modes ∆q′ in the interval ranging from q′ ∼ 0.5
to 1.0. While, for the case of free gas without trap, ∆q′ change to centrally distribute around a
single momentum q′ ≈ 0.45 (see the green line in Fig. 3.4(d)). This is consistent with our k-
space formalism in Section 3.2. With such observations, we deduce that at the given parameters,
the bulk system has entered an inhomogeneous FFLO state. In Fig. 3.4(c) we add the density
distributions niσ as well, from which the bimodal structure of spin ↑ atom distribution is visible.
Remarkably, when mapping out the corresponding excitation spectrum of the system, we
find that interestingly, the 1D quantum gas inside tube also possesses nontrivial topological
properties. As shown in Fig. 3.5(a), after switching on the ERD SO interaction, the minimal
value of eigenenergy |En| becomes exponentially small (∼ 10−10), which indicates the emer-
gence of unpaired Majorana fermions at the edges because now occupying or emptying this
near-zero-energy excitation state will lead to the important degeneracy. Note that there is only
one pair of Majorana fermions in our system. The second lowest value of |En| equals 0.012t
with trap and 0.036t without trap. Since these gapless chiral edge states live only inside do-
main walls separating topologically distinct regimes, the fact that we see evidence for only a
single pair of Majorana zero modes is signalling that besides vacuum and normal gas state,
near the trap boundaries, the entire center of the trap is in a single, topologically superfluid,
phase formed by fermionic atoms in the 1D optical lattice. Since ∆i is spatially varying, this
unique condensation of Cooper pairs is exactly the topo-FFLO state we discussed. In Figs. 3.5
[(b),(c);(d)] (with trap) and [(e),(f);(g)] (without trap), we further plot separately the amplitudes
of wavefunctions and the corresponding local density of states (LDOS) spectra for the zero-
energy Majorana fermions, from which we can see that these zero modes, whose wavefunctions
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Figure 3.5: Quasiparticle spectra En of the 1D ERD SOC Fermi gases with (red circle) and
without (blue triangle) trapping [panel (a)]. Panels [(b),(c)] and [(e),(f)] depict the amplitudes
of wavefunctions for the zero energy states with and without trap, respectively. Panels (d) (with
trap) and (g) (without trap) show the corresponding contours of LDOS along half of the lattice.
The low-energy spectral weight appears to be reduced when imposing a trapping potential. All
parameters are the same as in Fig. 3.4. Total LDOS spectra along the cut at site ri = 242 (see
blue dashed line in (g)) without trap are plotted in panel (h) for both topological BCS superfluid
(ρRashba; λz = λ, λy = 0) and topo-FFLO superfluid (ρERD; λz = λy =
√
2
2 λ ≈ 0.495t). Here
ρi(ω) =
∑
n,σ[|unσ(ri)|2δ(En − ω) + |vnσ¯(ri)|2δ(En + ω)].
are self-conjugate, are localized near the boundaries. One distinguishing feature of the energy-
resolved LDOS contours with and without the trapping potential is the presence of a mid-gap
peak at zero energy localized near the trap edge, which serves as compelling evidence for the
realization of Majorana fermions in 1D SOC chain. Moreover, being specific to topo-FFLO
phase, in Fig. 3.5(h), we compare line cuts of the spectral weight near the chain’s boundary in
the topo-FFLO and uniform topological superfluid phases. In addition to the peak at zero en-
ergy present in both cases, we find a significantly enhanced spectral weight in the FFLO regime
for positive energies close to the superfluid gap (marked by triangles). This measurable feature
may help differentiate these two topological states in experiments. We have also numerically
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verified that the topo-BCS phases predicted for homogeneous systems in Section 3.2 persist in
the presence of a trapping potential, in consistent with the results in Ref. [36, 37].
Similar to the mechanism proposed for semiconducting heterostructures [3, 55], this re-
vealed coexistence of topological order and FFLO superfluidity is due to the conspiracy of a
spin-singlet–pairing mediated p-wave superfluid instability in the topologically nontrivial Bloch
bands with the Zeeman field facilitated breaking of time reversal and inversion symmetries.
Non-Abelian Majorana fermions are then emerging from the phase twist of orbital motion ac-
companying ERD SO interaction [33, 34] in the effectively spinless topological band. In our
perspective, the lattice model Eq. (3.1) demonstrates the first attainable scenario of creating
the predicted inhomogeneous topological superfluidity in atomic Fermi gases [39, 41, 42, 50].
It also uncloaks a novel mechanism for the FFLO superfluidity/superconductivity in a single
spin-mixed asymmetric helicity band of a SOC system.
3.4 Experimental realization
We propose to use fermionic lithium atoms as a quantum simulator to synthesize and detect
this new topological state of matter in cold atom condensates. It has been shown that spin-
imbalanced 6Li degenerate gas loaded in an array of tubes can realize the partially polarized su-
perfluid phase with possible FFLO correlations in 1D [50]. The 6Li atoms can also be dressed up
via a pair of Raman beams to produce the 1D equal-part Rashba and Dresselhaus SO coupling,
and the opened spin-orbit gap has been directly observed in spin-injection spectroscopy mea-
surements [40, 42]. Therefore, all the required techniques of simulating the model Hamiltonian
Eq. (3.1) are within the scope of current experimental sophistication. Furthermore, signatures
of topo-FFLO state may be detectable with spatially resolved radio-frequency spectroscopy
and time-of-flight imaging through seeking the described features in LDOS spectrum and the
bimodal structure of atom density distribution.
3.5 Conclusions
In this chapter we have predicted a new topo-FFLO phase in SOC Fermi gases. This generalizes
the theory of homogeneous topological SF/SC to include a nonzero center-of-mass momentum
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for the fermionic pairing. In the cases studied here, this requires explicitly breaking time-
reversal and inversion symmetries (which are not important to protecting the Majorana bound
states characteristic of 1D topological superconductors/superfluids). Also, the present work
demonstrates a novel mechanism for the FFLO superfluidity/superconductivity in SOC systems,
which is very different from the conventional FFLO pairing driven by a purely strong Zeeman
field.
In summary, we theoretically study the phase diagram of an ERD SOC Fermi gas in 1D
optical lattice, and successfully identify for the first time an exotic topological FFLO superfluid
in the region of strong SO couplings and Zeeman field. Detailed structures of order parameters
and Majorana end modes associated with this topo-FFLO phase are manifestly uncovered in real
space through utilizing the BdG formulation. Our work might have opened up new prospects
for the exploration of topological states of matter in SOC systems.
Note that this PRL work has already been cited by two recent Review articles [57,58] in the
field.
Chapter 4
Flux-Stabilized Majorana Zero Modes
in Coupled One-Dimensional Fermi
Wires
4.1 Introduction
Topological superconductivity and superfluidity featuring Majorana bound states and beyond
have been a focus of condensed matter and cold atom communities over the past few years
[1–6, 9, 20, 27, 44, 55, 59–72]. One common thread of this pursuit in solid state systems entails
interfacing materials with differing properties through proximity effects [2–6, 9, 20, 55, 60–62].
Experimentally, solid state architectures of Majorana fermions [18, 19, 31, 73–76] are typically
in close contact with external reservoirs, such as s-wave superconductors, therefore the total
particle number in these hybrid systems is not strictly conserved. The required strong proximity
effects impose further restrictions on the gap structure forming upon the topological segment of
interest, which renders the experimental realization challenging [21, 22].
Kitaev model, its continuum version, and the inhomogeneous topological superfluidity dis-
cussed so far in Chapters 2 and 3 belong to such 1D number-nonconserving systems, de-
scribed by BdG Hamiltonians that conserve fermion number only modulo 2. Truly 1D number-
conserving systems actually cannot have long-range superconducting order, and are in fact gap-
less [77–83]. However, can they still have Majorana zero modes? If so, what is the physical
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way to manufacture them? It turns out that the answer is positive. The minimal setup requires
two flavors of fermions, which can be achieved by populating spinless fermions on a two-leg
ladder. One concrete model in this category was proposed by Kraus et al. [80] who showed that
even starting with a topologically trivial band structure of an atomic two-leg ladder, a phase
bearing the hallmarks of a 1D topological superconductor can still be accessed through cou-
pling the wires only by terms quartic in the fermion operators. Intuitively, this means that the
fermion parity in each leg is conserved modulo 2, which gives a conserved fermion parity in
addition to the fixed total particle number. This proposal offers a distinctive framework to in-
vestigate fermionic topological matter in optical lattices with the advantage of controllability
and flexibility.
Nonetheless, one outstanding challenge in the aforementioned pair-hopping model is to beat
the ordinary interleg single-particle tunneling (t⊥) that breaks the single chain’s fermion par-
ity explicitly. Almost all the existing literature [78, 80–83] focused on possible schemes for
suppressing t⊥. Instead, in this chapter, we will show that this obstacle can be surmounted
by piercing a synthetic magnetic pi-flux through each plaquette of the Fermi ladder. Based on
bosonization, density matrix renormalization group (DMRG), and exact diagonalization (ED),
we demonstrate that the resulting model accommodates a topological regime that is compati-
ble with both single-particle and pair tunnelings. Specifically, even in the presence of single-
particle tunneling, at low energies there is an emergent valley fermion parity, associated with
the boundary Majorana zero modes. Intriguingly, the emergent valley fermion parity is inti-
mately linked with the exact microscopic leg-interchange symmetry of the lattice Hamiltonian,
thus these two identified operators provide a reliable characterization of the newly-predicted
Majorana boundary states in a complementary way. Our work also exhibits the unusual impacts
of the topologically trivial band structures on the interaction-enabled topological phases.
On the experimental side, currently in cold atom laboratories, a great deal of effort has
been devoted to creating strong synthetic magnetic fields in optical lattices by Raman-assisted
tunnelings and lattice-shaking techniques, which mimic standard Peierls substitutions through
attaching an Aharanov–Bohm-like complex phase to the nearest-neighbor single-particle hop-
ping [84–96]. The remarkable tunability of these artificial gauge fluxes has paved an experi-
mental avenue to exploring the Bose–Einstein condensation in Harper–Hofstadter model of 2D
bosonic gases [94]. Chiral edge states due to particle’s cyclotron motion stirred by the uniform
fluxes have also been detected in quasi-1D fermionic ladders and Hall ribbons, where a sizable
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flux φ can reach up to 1.31pi per plaquette by utilizing the technologies of synthetic dimensions
and optical atomic clocks [90–93]. Therefore proposing pi flux to stabilize the Majorana zero
modes is not experimentally unrealistic.
This chapter is organized as follows: We will first examine the noninteracting band structure
of the two-leg ladder, and then proceed to the detailed bosonization of the pair-hopping model.
To clarify the underpinnings for the topological Majorana boundary states, we use the renor-
malization group analysis combined with the extensive DMRG and ED simulations. In partic-
ular, we highlight that the main interest of the present work is to describe a new mechanism
for protecting Majorana zero modes, involving a microscopic unitary symmetry which effec-
tively plays the role of fermion parity at long wavelengths. We emphasize that the pi-flux ladder
Hamiltonian exhibits topological superconductivity/superfluidity without any microscopic sym-
metry that can be related to fermion parity; we believe that it is the first concrete lattice model
of this type. The fact that this can be done, together with the relationship between this micro-
scopic unitary lattice symmetry and an emergent valley fermion-parity symmetry, is a useful
new conceptual framework to study Majorana fermions in particle-number conserving systems
which goes beyond the standard Kitaev paradigm.
4.2 Fermionic flux ladder model
Motivated by these theoretical and experimental considerations, we study an interacting two-leg
ladder model of spinless fermions in a perpendicular magnetic field described by the following
number-conserving Hamiltonian,
H = HK +HW , (4.1)
HK =−
L−2∑
n=0
[(
t‖ei
φ
2 c†n,0cn+1,0 + t‖e
−iφ
2 c†n,1cn+1,1
)
+ H.c.
]
−
L−1∑
n=0
(
t⊥c
†
n,0cn,1 + H.c.
)
, (4.2)
HW = +
L−2∑
n=0
(
Wc†n,0c
†
n+1,0cn,1cn+1,1 + H.c.
)
, (4.3)
where c(†)n,` is the fermionic annihilation (creation) operator at rung n on the leg ` = 0, 1. The
intraleg and interleg single-particle tunneling strengths are t‖ and t⊥, respectively. Two essential
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ingredients of the above model are the synthetic Peierls phase φ ∈ [0, pi] per plaquette, and the
interchain pair-hopping interaction HW . (For a schematic of the model, see Fig. 4.1.) Previous
works have demonstrated the existence of Majorana fermions in this Hamiltonian at φ = 0 and
t⊥ = 0 based on a preserved fermion number parity P` := (−1)N` where N` is the particle-
number operator of leg ` [78, 80–82]. Here we will show a richer phase diagram of Eq. (4.1) in
the presence of a nonzero and not necessarily small t⊥ when φ = pi. Especially we predict a
novel Majorana boundary state and study the associated topological quantum phase transition.
Notice that without pair hopping, the bare band HK in (4.2) is topologically trivial, so that
model (4.1) is different from the interacting Kitaev chains and spin-orbit-coupled wires [59,64,
97], where the Majorana modes originate from the nontrivial band structures. In comparison,
Eq. (4.1) realizes a generalized interaction-driven topological phase, the status of which will be
elaborated below.
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Figure 4.1: The schematic diagram of the two-leg fermionic flux ladder model where we illus-
trate the various terms in Eqs. (4.1) to (4.3).
4.2.1 Linearizing the band
To develop a low-energy effective field theory for the above model, the first step we take is to
recast the discrete lattice Hamiltonian (4.1) into a continuum description. This can be achieved
by the following standard mapping,
ck,α −→ 1
Ld/2
ψk,α, cj,α −→
( a
2pi
)d/2
ψx,α,∑
k∈BZ
−→
(
L
2pi
)d ∫
ddk,
∑
rj
−→ 1
ad
∫
ddx,
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where V = N · ad = Ld is the system’s volume, a is the lattice constant, L is the length of
one edge, and d is the system’s spatial dimensions. After performing the standard mapping, the
Fourier-transformed Hamiltonian assumes
HK =
∫
dk
2pi
{
−2t‖ cos
(
ka+
φ
2
)
ψ†k,0ψk,0 − 2t‖ cos
(
ka− φ
2
)
ψ†k,1ψk,1
−t⊥ψ†k,0ψk,1 − t⊥ψ†k,1ψk,0
}
, (4.4)
HW = − aW
(2pi)2
∫
dx
{
ψ†x,0ψx,1ψ
†
x+a,0ψx+a,1 + ψ
†
x+a,1ψx+a,0ψ
†
x,1ψx,0
}
. (4.5)
In this subsection we will focus on analyzing the kinetic term HK . The all-important physics
of the pair-hopping interaction HW will be furnished in detail in the following sections.
The noninteracting kinetic Hamiltonian can be readily diagonalized by a unitary transfor-
mation,
HK =
∫
dk
2pi
(
ψ†k,0 ψ
†
k,1
)
H(k, φ)
(
ψk,0
ψk,1
)
=
∫
dk
2pi
(
ψ†k,0 ψ
†
k,1
) −2t‖ cos(ka+ φ2) −t⊥
−t⊥ −2t‖ cos
(
ka− φ2
) ( ψk,0
ψk,1
)
=
∫
dk
(
ψ†k,+ ψ
†
k,−
)( E+ 0
0 E−
)(
ψk,+
ψk,−
)
, (4.6)
where we have introduced the unitary matrix M(k, φ) that diagonalizes H(k, φ), namely
M(k, φ) =
(
|+〉 |−〉
)
=

−uk,φ√
1+u2k,φ
1√
1+u2k,φ
1√
1+u2k,φ
uk,φ√
1+u2k,φ
 ,
M
†
H(k, φ)M =
(
E+(k, φ) 0
0 E−(k, φ)
)
,
where the component in the matrix elements assumes
uk,φ =
1
t⊥
2t‖ sin (ka) sin φ2 +
√
t2⊥ +
(
2t‖ sin(ka) sin
φ
2
)2 ,
and the obtained bonding and antibonding energies are given by
E±(k, φ) =
1
2pi
−2t‖ cos(ka) cosφ2 ±
√
t2⊥ +
(
2t‖ sin(ka) sin
φ
2
)2 . (4.7)
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Figure 4.2: Linearization of the antibonding band (blue solid line) at φ = pi. The obtained
four chiral-fermion branches can be separated into valley-I (light magenta) and valley-II (light
orange) that generalize the original chain degree of freedom. Specifically, we depict the two
types of umklapp processes that obey Eq. (4.13).
Accordingly fermion operators in chains and in bands are linked by
ψk,s =
∑
χ=±
〈s|χ〉ψk,χ,
where
〈s = 0| ≡ (1 0) and 〈s = 1| ≡ (0 1) . (4.8)
As will be shown below, the topologically nontrivial state featuring the many-body Majorana
zero modes is well defined when φ = pi, so we will mainly concentrate on this special value of
the magnetic flux.
Since we are focusing on the case of φ = pi with four independent but mutually interacting
chiral-fermion branches, the normal complex fermions in real space could be projected onto
these four chiral branches by constructing the corresponding projective forms of their creation
and annihilation operators. Here it proves important to distinguish the chain indices s = 0, 1
from the valley indices v = I, II after proper band projection. As usual, we denote the bonding
and antibonding band by indices χ = +,−, respectively. The Fourier transform of the Dirac
fermion operator gives
ψx,s =
1√
2pi
∫
dkeikxψk,s =
1√
2pi
∑
χ=±
∫
dkeikx〈s|χ〉ψk,χ.
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Then by a close inspection of the band structure at φ = pi, it is self-evident that once the
single-particle interchain tunneling is turned on, there exist two immediate consequences. First,
the bonding and antibonding bands are completely separated from each other by a gap at ka =
0,±pi that is set by t⊥. Thus this justifies projecting out the unoccupied upper bonding band and
concentrate only on the lower antibonding band if the system is less than half-filled. Second
and more importantly, after projection the fermion degrees of freedom inside the remaining
antibonding band are now a mixture from both chains. There are four Fermi points, which gives
two right movers and two left movers, which we distinguish with a valley index that can be
continuously deformed back to the chain indices when t⊥ → 0. Implementing these rationales
leads to the following derivations,
ψx,s =
1√
2pi
∫
dkeikxψk,s =
1√
2pi
∑
χ=±
∫
dkeikx〈s|χ〉ψk,χ
Project out bonding band−−−−−−−−−−−−−−−−→ ψx,s ' 1√
2pi
∫
dkeikx〈s|−〉ψk,−,
ψx,s ' 1√
2pi
∫
dkeikx〈s|−〉ψk,−
' 1√
2pi
∫ kL,I+Λ
kL,I−Λ
dkeikx〈s|−〉ψk,− + 1√
2pi
∫ kR,I+Λ
kR,I−Λ
dkeikx〈s|−〉ψk,−
+
1√
2pi
∫ kL,II+Λ
kL,II−Λ
dkeikx〈s|−〉ψk,− + 1√
2pi
∫ kR,II+Λ
kR,II−Λ
dkeikx〈s|−〉ψk,−
' eikL,Ix〈s|χ−(kL,I)〉 1√
2pi
∫ ∞
−∞
dkei(k−kL,I)xψk,−
+ eikR,Ix〈s|χ−(kR,I)〉 1√
2pi
∫ ∞
−∞
dkei(k−kR,I)xψk,−
+ eikL,IIx〈s|χ−(kL,II)〉 1√
2pi
∫ ∞
−∞
dkei(k−kL,II)xψk,−
+ eikR,IIx〈s|χ−(kR,II)〉 1√
2pi
∫ ∞
−∞
dkei(k−kR,II)xψk,−,
where we change the notation by identifying |−〉 = |χ−〉 in the last two steps. Moreover,
if the system’s occupation is much lower than the half-filling, it is physical to project out the
unoccupied higher-energy bonding band and only focus on the low-energy excitations inside
the lower antibonding band. Here we have taken the continuum limit and extended the integral
from the vicinity of each Fermi point to the entire real line. The resulting band structure can
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thus be approximated as follows,
HK ≈
∫ ∞
−∞
dkE−(k, pi)ψ
†
k,−ψk,−. (4.9)
One salient feature of the above band structure is the presence of four separated Fermi points
whose values are mutually interdependent (see Fig. 4.2). Here we have assumed that the fixed
total particle number is determined by choosing a proper chemical potential which intersects
the antibonding band at these four Fermi points. The next key step for bosonization is the
linearization of the band around the vicinities of these four Fermi points, namely
HK ≈
∫ ∞
−∞
dk [εF − vF (k − kL,I)]ψ†k,−ψk,− +
∫ ∞
−∞
dk [εF + vF (k − kR,I)]ψ†k,−ψk,−
+
∫ ∞
−∞
dk [εF − vF (k − kL,II)]ψ†k,−ψk,− +
∫ ∞
−∞
dk [εF + vF (k − kR,II)]ψ†k,−ψk,−,
(4.10)
where the Fermi energy is set by εF = E−(kR,II, φ = pi) = − 12pi
√
t2⊥ + 4t
2
‖ sin
2(kR,IIa), and
accordingly the Fermi velocity is defined by
vF =
dE−
dk
∣∣∣
k=kR,II,φ=pi
= −a
pi
t2‖ sin(2kR,IIa)√
t2⊥ + 4t
2
‖ sin
2(kR,IIa)
. (4.11)
Here we have made the approximation that the linearized band structure is valid up to the largest
energy scale in the problem (which is why we take it from −∞ to∞). It is clear that vF > 0
because typically pi2 < kR,IIa < pi. Moreover, it is also self-evident that when φ = pi the four
Fermi points are linked with each other by the following crucial relations:
kL,I = −kR,II, kR,I = −kL,II, kL,II + kR,II = pi
a
, (4.12)
which immediately imply the essential condition for the umklapp processes:
kL,II + kR,II − kL,I − kR,I = 2pi
a
. (4.13)
Namely, due to the presence of the underlying lattice, the momentum in an interaction process
needs only to be conserved modulo a reciprocal vector. Obviously, the validity of these relations
is independent of the band linearization, but will not hold for φ other than pi. Therefore, after
linearizing the antibonding band at finite chemical potential, we obtain two (projected) cone
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structures situated at ka = ±pi2 respectively. By linearizing the band structure out to infinite
energy, we have created a high-energy divergence, which can be dealt with by normal ordering,
HK ≈
∫ ∞
−∞
dk [−vF (k − kL,I)]ψ†k,−ψk,− +
∫ ∞
−∞
dk [vF (k − kR,I)]ψ†k,−ψk,−
+
∫ ∞
−∞
dk [−vF (k − kL,II)]ψ†k,−ψk,− +
∫ ∞
−∞
dk [vF (k − kR,II)]ψ†k,−ψk,−
+ Infinite constant,
: HK : ≈
∫ ∞
−∞
dk [−vF (k − kL,I)] : ψ†k,−ψk,− : +
∫ ∞
−∞
dk [vF (k − kR,I)] : ψ†k,−ψk,− :
+
∫ ∞
−∞
dk [−vF (k − kL,II)] : ψ†k,−ψk,− : +
∫ ∞
−∞
dk [vF (k − kR,II)] : ψ†k,−ψk,− : .
A direct comparison of the result with Eqs. (4.18) and (4.20) immediately suggests the central
expression for the projected operator ψx,s in terms of the slowly-varying chiral fermion fields
ψ˜L/R,I/II in the linearized antibonding branches close to the Fermi energy:
ψx,s ' eikL,Ix〈s|χ−(kL,I)〉ψ˜L,I(x) + eikR,Ix〈s|χ−(kR,I)〉ψ˜R,I(x)
+ eikL,IIx〈s|χ−(kL,II)〉ψ˜L,II(x) + eikR,IIx〈s|χ−(kR,II)〉ψ˜R,II(x). (4.14)
Since u−k,φ = 1uk,φ and upia−k,φ = uk,φ, it is ready to show that
|χ−(pi/a− k, φ)〉 = |χ−(k, φ)〉 =

1√
1+u2k,φ
uk,φ√
1+u2k,φ
 = ( cos ξk,φ2
sin
ξk,φ
2
)
,
|χ−(−(pi/a− k), φ)〉 = |χ−(−k, φ)〉 =

uk,φ√
1+u2k,φ
1√
1+u2k,φ
 = ( sin ξk,φ2
cos
ξk,φ
2
)
.
Then by specifying to the case of φ = pi and recalling the relations in Eq. (4.12), we arrive at
the two frequently-used identities:
ψx,0 ' e−ikR,IIx sin ξ(kR,II)
2
ψ˜L,I(x) + e
−i(pi
a
−kR,II)x sin
ξ(kR,II)
2
ψ˜R,I(x)
+ ei(
pi
a
−kR,II)x cos
ξ(kR,II)
2
ψ˜L,II(x) + e
ikR,IIx cos
ξ(kR,II)
2
ψ˜R,II(x), (4.15)
ψx,1 ' e−ikR,IIx cos ξ(kR,II)
2
ψ˜L,I(x) + e
−i(pi
a
−kR,II)x cos
ξ(kR,II)
2
ψ˜R,I(x)
+ ei(
pi
a
−kR,II)x sin
ξ(kR,II)
2
ψ˜L,II(x) + e
ikR,IIx sin
ξ(kR,II)
2
ψ˜R,II(x). (4.16)
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As a simple check, we notice that when t⊥ = 0, cos ξ2 = 0 and sin
ξ
2 = 1, then the valley index
I (II) reduces to the chain index 0 (1) as it should. However, when t⊥ 6= 0, fermions in each
valley (I and II) will be the superposition of degrees of freedom from both two chains. This
is simply inherited from the fact that the antibonding band itself is formed by connecting (or
fusing) the bands of the two chains at the points ka = 0,±pi in momentum space.
4.3 Bosonization and renormalization group analysis
To proceed further, we introduce the slowly-varying Dirac fields for each of the linearized
branches as follows,
ψ˜L,I(x) =
1√
2pi
∫ ∞
−∞
dkei(k−kL,I)xψk,−(L, I) = e−ikL,IxψL,I,−(x), (4.17)
ψ˜R,I(x) =
1√
2pi
∫ ∞
−∞
dkei(k−kR,I)xψk,−(R, I) = e−ikR,IxψR,I,−(x), (4.18)
ψ˜L,II(x) =
1√
2pi
∫ ∞
−∞
dkei(k−kL,II)xψk,−(L, II) = e−ikL,IIxψL,II,−(x), (4.19)
ψ˜R,II(x) =
1√
2pi
∫ ∞
−∞
dkei(k−kR,II)xψk,−(R, II) = e−ikR,IIxψR,II,−(x). (4.20)
The resulting effective kinetic Hamiltonian that describes the four linearized branches is as
follows,
: HK : ≈
∫
dx : ψ˜†L,I(x) (−vF · −i∂x) ψ˜L,I(x) : +
∫
dx : ψ˜†R,I(x) (vF · −i∂x) ψ˜R,I(x) :
+
∫
dx : ψ˜†L,II(x) (−vF · −i∂x) ψ˜L,II(x) : +
∫
dx : ψ˜†R,II(x) (vF · −i∂x) ψ˜R,II(x) : .
(4.21)
Having linearlized the Hamiltonian about the four Fermi points, we may now analyze the
behavior of the interacting system using bosonization. (For an introduction to bosonization,
see [98].) Bosonizing these in the usual way, we have ψκ,ν ∼ eiϕκ,ν , with κ = R (L) and
ν = I (II). We define the nonchiral bosonic fields: θc = 1√2(θI + θII), θs =
1√
2
(θI− θII), φc =
1√
2
(φI + φII), φs =
1√
2
(φI − φII), where θν = 1√2(ϕR,ν − ϕL,ν), φν =
1√
2
(ϕR,ν + ϕL,ν),
such that ϕκ,ν = 12 [(φc + κθc)+ν (φs + κθs)]. To recap, the projection ofH onto the resulting
chiral branches can then be achieved via the mapping:
ψx,s '
∑
κ=L,R
∑
ν=I,II
eikκ,νx〈s|χ−(kκ,ν)〉ψ˜κ,ν(x), (4.22)
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where by choosing κ = R (L) = +1 (−1) and ν = I (II) = +1 (−1), the bosonization
identities for the slowly-varying Dirac fields read [98]
ψ˜κ,ν ∼ (1/
√
2pia)e
i
2
[(φc+κθc)+ν(φs+κθs)]. (4.23)
In order for ψ to have fermionic anticommutation relations, the only nontrivial commutators of
the bosonic fields (after including Klein factors) must be:[
θc(x), φc(x
′)
]
= −2ipiΘ(x′ − x), (4.24)[
θs(x), φs(x
′)
]
= +2ipiΘ(x− x′), (4.25)[
θs(x), φc(x
′)
]
= −2ipi. (4.26)
Here Θ(x) is the Heaviside step function. Correspondingly, the related density and current
operators take simple forms:
ρc = (1/pi)∂xθc, ρs = (1/pi)∂xθs, Jc = (1/pi)∂xφc, Js = (1/pi)∂xφs, (4.27)
where we define
θc(x) =
1
2
{φR,I(x)− φL,I(x) + φR,II(x)− φL,II(x)} , (4.28)
θs(x) =
1
2
{φR,I(x)− φL,I(x)− φR,II(x) + φL,II(x)} , (4.29)
φc(x) =
1
2
{φR,I(x) + φL,I(x) + φR,II(x) + φL,II(x)} , (4.30)
φs(x) =
1
2
{φR,I(x) + φL,I(x)− φR,II(x)− φL,II(x)} . (4.31)
Bosonizing the pair-hopping term HW constitutes one major task of the derivation that
produces multiple terms in the bosonized theory. Many of them contain oscillatory pieces
that after spatial integration get vanished. However, it proves crucial to bear in mind the
umklapp-scattering condition (4.13), which simply dictates that the seemingly oscillating pref-
actors e±i(kR,II+kL,II−kR,I−kL,I)x equal +1 and their contributions must be kept in the continuum
limit. Since at least four chiral-fermion operators are involved, such unfrustrated intervalley
scatterings as depicted in Fig. 4.2 are intrinsically many-body processes. Long but straightfor-
ward algebras yield the following bosonized form of H which has been nicely decoupled into
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the commuting charge and spin sectors (spin-charge separation):
H ' Hc +Hs, (4.32)
Hc =
∫
dx
2pi
{
ucKc (∂xφc(x))
2 +
uc
Kc
(∂xθc(x))
2
}
, (4.33)
Hs =
∫
dx
2pi
{
usKs (∂xφs(x))
2 +
us
Ks
(∂xθs(x))
2
}
+
2gum
(2pia)2
∫
dx cos (2φs(x))− 2gbs
(2pia)2
∫
dx cos (2θs(x))
− 2gmx
(2pia)2
∫
dx cos (2θs(x)) · cos (2φs(x)) , (4.34)
where the varied gapping amplitudes resulting from the umklapp processes and backscatterings
are given by
gum = −aW
pi2
cos2(kR,IIa)
(
sin4
ξ
2
+ cos4
ξ
2
)
, (4.35)
gbs = −aW
2pi2
sin2(kR,IIa) sin
2 ξ, (4.36)
gmx = −aW
2pi2
(
sin4
ξ
2
+ cos4
ξ
2
)
. (4.37)
Here 〈χ−| ≡ (cos ξ2 sin ξ2). Note that the gum-term favors fermionic pairing while the compet-
ing gbs-term favors the density-wave-type order. Particularly, for the spin channel
us =
√
(u+ g)2 − 4g2 cos2(2kR,IIa), (4.38)
Ks =
√
u+ g + 2g cos(2kR,IIa)
u+ g − 2g cos(2kR,IIa) , (4.39)
where u = 12vF ≡ 12 dEA-Bdk
∣∣
k=kR,II
> 0 and g = aW
2(2pi)3
sin2 ξ. While for the charge sector, we
will have
uc =
√
(u− g) · (u− 5g), (4.40)
Kc =
√
u− g
u− 5g . (4.41)
First, let’s calculate the two-point correlator for the φs-fields,
Cum(r1 − r2) :=
〈
Tτ
(
2gum
(2pia)2
∫
dr1 cos (2φs(r1))
)
·
(
2gum
(2pia)2
∫
dr2 cos (2φs(r2))
)〉
0
=
2g2um
(2pia)4
∫
dr1dr2
( |r1 − r2|
α
)−4/Ks
, (4.42)
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where we define
r :=
(
x,
vF τ
~
+ αsgn(τ)
)
, (4.43)
with τ the imaginary time, and α ∼ a > 0 the length-scale cutoff. Next, we perform the RG
step by rescaling the cutoff α ∼ a→ α′ in the way of preserving the above correlator (because
the correlator should be independent of the cutoff),
Cum(r1 − r2) = 2 (gum(α))
2
(2piα)4
∫
dr1dr2
( |r1 − r2|
α
)−4/Ks
=
2
(2pi)4
(
gum(α
′)
)2( 1
α′
)4−4K−1s ∫
dr1dr2 (|r1 − r2|)−4/Ks . (4.44)
Therefore, by comparison, we can derive that
(
gum(α
′)
)2
= (gum(α))
2 ·
(
α′
α
)4−4K−1s
. (4.45)
Define the corresponding dimensionless coupling constant yum ≡ gum/(2upi) = gum/(vFpi),
and set α′ = α + dα and linearizing in dα, we obtain the RG flow for yum after linearizing in
dα as follows,
(
yum(α
′)
)2
= (yum(α))
2
(
α′
α
)4−4K−1s
= (yum(α))
2 +
(
4− 4K−1s
)
(yum(α))
2 dα
α
.
By setting
α = α0e
l, (4.46)
we obtain the RG flow:
dyum(l)
dl
=
(
2− 2K−1s (l)
)
yum(l). (4.47)
We use a similar procedure to derive similar equations for the other interaction terms. The flow
equation for Ks is a bit more involved, but is standard and can be found in [98].
As the charge sector is gapless and governed by a Luttinger liquid theory, we will concen-
trate on the spin sector which contains more interesting gapping terms that generate the physics
we are most concerned with, especially the probable topological phase accommodating Majo-
rana fermions. Here we would like to analyze the leading instability of the gapping channels in
Hs, namely to know which of the two interaction terms—the one that leads to Majorana states
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or the one that leads to fermion-density wave—will dominate at low energy. To this end, we
derive perturbatively the associated one-loop renormalization group (RG) flow equations:
dKs(l)
dl
=
y2um(l)
2
− y
2
bs(l)K
2
s (l)
2
, (4.48)
dyum(l)
dl
= (2− 2K−1s (l))yum(l), (4.49)
dybs(l)
dl
= (2− 2Ks(l))ybs(l), (4.50)
dymx(l)
dl
= (2− 2Ks(l)− 2K−1s (l))ymx(l), (4.51)
where the dimensionless couplings
yum =
gum
2upi
, ybs =
gbs
2upi
, and ymx =
gmx
2upi
.
The gmx-channel involving dual fields is RG irrelevant as a consequence of Pauli exclusion
principle when taking the continuum limit or simply by power counting. Accordingly, the gap-
opening competition is between gum and gbs. If we assume for the initial conditions that W is
negative and sufficiently strong, then in the low-occupation region when the chemical potential
is near the middle of the lower band, Ks > 1, thus gum becomes the leading instability, and the
resultant pinning of φs to the minima of the cosine potential necessarily renders gbs irrelevant.
In this regime, it suffices to study the following reduced sine-Gordon Hamiltonian to reveal
the underpinnings of the Majorana bound states,
Hs-G =
∫ L
2
−L
2
dx
2pi
{
usKs (∂xφs(x))
2 +
us
Ks
(∂xθs(x))
2 +
gum
pia2
cos (2φs(x))
}
. (4.52)
This “plain vanilla” version of the sine-Gordon model for the spin sector exhibits some note-
worthy features. In particular, there is a sign change in the prefactor of the cos(2φs) term arising
from the pi-flux insertion. As explained below, this sign flip proves central to the link between
the emergent valley fermion parity and the exact staggered leg-interchange symmetry which
stabilizes the Majorana zero modes.
4.4 Symmetry analysis and Majorana operators
We are now ready to argue for the existence of Majorana zero modes stabilized by the leg-
interchange symmetry. To do this, we will formulate the algebras of valley fermion parity and
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leg-interchange symmetry operations, which helps clarify explicitly their relations to Majorana
end modes.
4.4.1 Emergent valley fermion-parity symmetry
The first thing we want to show from the bosonized model is that there is an emergent fermion-
parity conservation, which you call valley fermion parity, which reduces to the leg parity in
Ref. [80] for t⊥ = 0.
We proceed by first formulating the algebras of the valley fermion parity. To avoid the
complication of a many-body Kramers degeneracy due to the appearance of an antiunitary sym-
metry, we restrict ourselves to the system with even total number of particles. Without loss of
generality, we further require that∑
v=I,II
Nv = NI +NII = 2N
′, (4.53)
where Nv :=
∫ L
2
−L
2
dx [ρL,v(x) + ρR,v(x)] and we assume N ′ is a fixed even integer for conve-
nience. It is easy to show that
NI −NII = NI − (2N ′ −NI) = 2NI − 2N ′ = even integer. (4.54)
Therefore, a proper definition of the valley fermion parity for a particle-number conserving
system can be as follows,
Pv := (−1)
NI−NII
2 , (4.55)
If N ′ is odd, then there will be an inessential sign change in the definition of Pv. Note that if
NI + NII = odd, then the above definition of Pv will not be applicable. (In that case, Pv :=
(−1)
1+NI−NII
2 .) The essence here is that for a valley-parity conserving topological system, the
two degenerate ground states can only be distinguished by the eigenvalues or quantum numbers
of Pv which can only take the Z2 values±1. (Strictly speaking Pv is an approximate symmetry,
so its eigenvalues are not yet defined.) Crucially, this emergent Z2 symmetry is nonlocal. It is a
global property of the quantum system in the low-energy continuum description. Also it is easy
to prove that which satisfies
P†v = Pv = P
−1
v and P
2
v = +1. (4.56)
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Recalling bosonization, we have
NI −NII =
∫ L
2
−L
2
dxρs(x) =
∫ L
2
−L
2
dx
1
pi
∂xθs(x) =
1
pi
(
θs
(
L
2
)
− θs
(
−L
2
))
. (4.57)
Accordingly, the bosonized form of the valley fermion parity operator assumes
Pv = exp
{
i
θs
(
L
2
)− θs (−L2 )
2
}
. (4.58)
Some cautions are needed here when changing (−1) to eipi, but in our case this is allowed
because NI−NII2 is an integer-valued operator. This is fixed by boundary conditions of θs. More
importantly, being distinct from the chain fermion parity, the valley fermion parity operator
lacks a simple expression in terms of lattice fermionic operators. This lattice representation is
effectively provided by the leg-interchange symmetry as will be detailed below.
The next essential step is to understand that the action of generalized parity operator Pv on
the conjugate bosonic field φs(x) in the bulk region −L2 < x < L2 is represented through the
following identity,
Pvφs(x)P
†
v = φs(x)− pi. (4.59)
Here we use the following commutation relations and the remaining commutators are zero,[
θs(x), θs(x
′)
]
= 0 and
[
θs(x), φs(x
′)
]
= 2ipiΘ(x− x′).
In particular, for the bulk variable −L2 < x < L2 , we have
[θs(−L/2), φs(x)] = 2ipiΘ(−L/2− x) = 0,
[θs(L/2), φs(x)] = 2ipiΘ(L/2− x) = 2ipi.
Finally, [Pv, Hs-G] = 0, which follows directly from the observation that umklapp processes
conserve the fermion parity of the total particle number in one of the valleys.
4.4.2 Leg-interchange symmetry
We show that there is a microscopic symmetry that has the action (4.59) on the bosonic fields.
This is only a symmetry at φ = pi, and we will later show numerically that breaking it either
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by taking φ away from pi, or by some explicit symmetry-breaking term in H at φ = pi, destroys
the Majorana zero modes. We introduce the staggered leg-exchange symmetry Ls as follows, For j is odd : c
(†)
j,0 −→ +c(†)j,1 and c(†)j,1 −→ +c(†)j,0,
For j is even : c(†)j,0 −→ −c(†)j,1 and c(†)j,1 −→ −c(†)j,0.
(4.60)
Since Ls only commutes with the Hamiltonian at φ = pi, we tend to argue that the robust
Majorana zero modes we found at φ = pi and finite t⊥ are protected by the staggered leg-
exchange symmetry Ls. This claim has been supported by the numerical results.
Next, we would like to explicitly define the operator for the leg-exchange symmetry and
study its properties. In terms of c-operators,
Ls =
L−1∏
n=0
Ln, where Ln = cn,0c
†
n,0 + (−1)ncn,1c†n,0 − (−1)nc†n,1cn,0 − c†n,1cn,1. (4.61)
Let us study its action in the long-wavelength theory. First, it is apparent that for any n,m in 0
to L− 1, [Ln, Lm] = 0. Second, we can easily show that for any integer n,
(Ln)
2 = 1 =⇒ (Ls)2 = 1 =⇒
 Ln = L
−1
n = L
†
n
Ls = L
−1
s = L
†
s
and [Ls, H(φ = pi)] = 0. (4.62)
Namely, Ls is an exact Z2 unitary symmetry of the lattice model when φ = pi.
From Eq. (4.60), we know that the staggered chain interchange acts on the c-operators, and
their continuum versions ψ-operators, via Lsc
(†)
j,0L
−1
s = −ei
pi
a
rjc
(†)
j,1
Lsc
(†)
j,1L
−1
s = −ei
pi
a
rjc
(†)
j,0
continuum limit−−−−−−−−−−−→
 Lsψ
(†)
x,0L
−1
s = −ei
pi
a
xψ
(†)
x,1
Lsψ
(†)
x,1L
−1
s = −ei
pi
a
xψ
(†)
x,0
(4.63)
where rj = j · a ≈ x. Referring to the fermion-field expressions from Eqs. (4.15) and (4.16),
we can specifically examine the following identity,
Lsψx,0L
−1
s = e
−ikF x sin
ξ(kF )
2
Lsψ˜L,I(x)L
−1
s + e
i(pi
a
+kF )x sin
ξ(kF )
2
Lsψ˜R,I(x)L
−1
s
+ ei(
pi
a
−kF )x cos
ξ(kF )
2
Lsψ˜L,II(x)L
−1
s + e
ikF x cos
ξ(kF )
2
Lsψ˜R,II(x)L
−1
s , (4.64)
which can be achieved if the slowly-varying fermionic fields satisfy the following transforma-
tion relations under the staggered leg exchange:
Lsψ˜
(†)
L,I(x)L
−1
s = −ψ˜(†)L,II(x) and Lsψ˜(†)R,I(x)L−1s = −ψ˜(†)R,II(x), (4.65)
Lsψ˜
(†)
L,II(x)L
−1
s = −ψ˜(†)L,I(x) and Lsψ˜(†)R,II(x)L−1s = −ψ˜(†)R,I(x), (4.66)
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from which we can readily derive the action of the staggered leg-interchange operation on the
chiral bosonic fields:
LsφL,I(x)L
−1
s = φL,II(x) + (2l + 1)pi and LsφR,I(x)L
−1
s = φR,II(x) + (2l
′ + 1)pi,
LsφL,II(x)L
−1
s = φL,I(x)− (2l + 1)pi and LsφR,II(x)L−1s = φR,I(x)− (2l′ + 1)pi,
where l, l′ are two arbitrary integers that have been assumed to be both x-independent and
R/L-independent. This assumption appears reasonable in light of the fact that Ls is a global
operation. The transformations for φL/R,I/II give the following transformations:
Lsθc(x)L
−1
s = θc(x) and Lsθs(x)L
−1
s = −θs(x) + 2pi(l′ − l), (4.67)
Lsφc(x)L
−1
s = φc(x) and Lsφs(x)L
−1
s = −φs(x) + 2pi(l′ + l + 1). (4.68)
Accordingly, the density and current operators transform as per the following,
Lsρc(x)L
−1
s = ρc(x) and Lsρs(x)L
−1
s = −ρs(x), (4.69)
LsJc(x)L
−1
s = Jc(x) and LsJs(x)L
−1
s = −Js(x). (4.70)
Even though we did not provide the bosonized expression of Ls in the continuum limit, its
nontrivial action on varied bosonic quantities can still be deduced from the consistency of the
bosonization definitions and the physical arguments. Note that Ls is a product of local operators
over all sites, therefore it will not depend on the spatial degree of freedom x, and has no effects
on the functions of x.
To show [Ls, Hs-G] = 0, we need some simple algebras,
Ls
{
1
2pi
∫ L
2
−L
2
dx :
{
usKs (∂xφs(x))
2 +
us
Ks
(∂xθs(x))
2
}
:
+
2gum
(2pia)2
∫ L
2
−L
2
dx cos (2φs(x))
}
L−1s
=
1
2pi
∫ L
2
−L
2
dx :
{
usKs (∂x(−φs(x)))2 + us
Ks
(∂x(−θs(x)))2
}
:
+
2gum
(2pia)2
∫ L
2
−L
2
dx cos
(−2φs(x) + 4pi(l′ + l + 1))
= Hs-G.
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4.4.3 Relations to Majorana end modes
Based on the understanding of both valley fermion parity and the staggered leg-exchange sym-
metry, we are presently well equipped to uncover the intricate linkage between these Z2 sym-
metries and the emergent Majorana end states. Along the way, we will also gain a good un-
derstanding on the structure of the degenerate ground-state manifold generated by emptying or
occupying the pair of Majorana bound states.
First of all, let’s start from the reduced sine-Gordon Hamiltonian that is most relevant in
analyzing the many-body Majorana physics,
Hs-G(φ = pi) =
1
2pi
∫
dx :
{
usKs (∂xφs(x))
2 +
us
Ks
(∂xθs(x))
2
}
:
− (eipi) · 2gum
(2pia)2
∫
dx cos (2φs(x)) , (4.71)
where in the second line, we intentionally factor out the factor of (−1) = eipi in the cosine
term to manifestly show the nontrivial effect from the insertion of the magnetic pi-fluxes. From
Section 4.3 we know that when gum  1, to a good approximation, the classical ground states
of Hs-G would be determined by minimizing the potential term in the gapped region, namely
cos (2φs(x))→ −1 =⇒ φs(x) = φs = ±pi
2
mod 2pi
for −L2 < x < L2 . Here we note that the bosonic field φs(x) has been uniformly (namely
becoming x-independent) pinned to one of the minima of the cosine potential. Moreover, φs
is a compact variable such that there exist only two different classical ground-state expectation
values for φs which correspond to the two physically distinct vacua of the system. The dominant
role of the cosine term is to gap the system. The sign change of the prefactor in front of the
cosine term means that these two classical vacua are related in two different ways: φ2 = −φ1 =
φ1 + pi.
Specifically, the classical ground states of the potential-dominated system can be denoted
by ∣∣∣±pi
2
〉
such that φs(x)
∣∣∣±pi
2
〉
=
(
±pi
2
+ 2npi
) ∣∣∣±pi
2
〉
. (4.72)
Here the eigenvalues of φs could only be determined up to modulo 2pi and thus n can be any in-
teger, positive, negative, or zero. Quantum mechanically, due to the presence of the kinetic term,
there will be the nonperturbative instanton tunneling processes that restore the translational in-
variance of φs. Therefore the genuine ground states of the system should be the bonding and
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antibonding combinations of these two classical states, namely
|+〉 = 1√
2
(∣∣∣pi
2
〉
+
∣∣∣−pi
2
〉)
, (4.73)
|−〉 = 1√
2
(∣∣∣pi
2
〉
−
∣∣∣−pi
2
〉)
, (4.74)
up to some unimportant phases. (Here |±〉 should not be confused with the previous band
states.) Since we argue that states |±〉 are the two lowest-lying eigenstates ofHs-G with eigenen-
ergies E±, namely
Hs-G |±〉 = E± |±〉 .
The energy splitting between E+ and E− will be exponentially small when elongating the sys-
tem’s length L as can be deduced from the instanton approach. Therefore, the nearly degenerate
states |±〉 comprise the protected ground-state manifold that is of our utmost interest.
As could be explicitly demonstrated, the valley fermion parity operator and the staggered
leg-exchange operator are simultaneously commuting with the system’s Hamiltonian. Further-
more, we can show that Pv and Ls also commute with each other. To this end, let’s first work
out the following relation,
Ls (NI −NII) L−1s =
∫ L
2
−L
2
dx Ls [(ρL,I(x) + ρR,I(x))− (ρL,II(x) + ρR,II(x))] L−1s
=
∫ L
2
−L
2
dx [(ρL,II(x) + ρR,II(x))− (ρL,I(x) + ρR,I(x))]
= − (NI −NII) . (4.75)
Accordingly, we derive that
LsPvL
−1
s = Ls (−1)
NI−NII
2 L−1s = (−1)−
NI−NII
2 = Pv. (4.76)
Here it is important to note that we always assume that the total particle number of the ladder is
even for the discussion of topological phases.
In summary, we have the mutual commutation relations as follows:
[Pv, Hs-G] = [Ls, Hs-G] = [Pv, Ls] = 0, (4.77)
which indicates that the ground states |±〉 will be the simultaneous eigenstates of all these
three Hermitian operators: Hs-G, Pv, Ls, whose eigenvalues define a minimal set of quantum
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numbers that can distinctively label the eigenstates of the system. Especially for the interested
ground-state manifold, Pv and Ls provide a unique means of distinguishing state |+〉 from state
|−〉. This fundamentally important point will be elaborated in more details below.
To quantify our arguments, let’s look into the transformations of φs under the operations of
valley fermion parity Pv and the staggered leg-exchange symmetry Ls. Therefore both Pv and
Ls will shift or more precisely switch the classical states
∣∣±pi2 〉. In particular, for Ls,
Lsφs
∣∣∣pi
2
〉
=
(pi
2
+ 2npi
)
Ls
∣∣∣pi
2
〉
= LsφsL
−1
s Ls
∣∣∣pi
2
〉
=
(−φs + 2pi(l′ + l + 1)) Ls ∣∣∣pi
2
〉
⇒ φsLs
∣∣∣pi
2
〉
=
(
−pi
2
− 2n′pi + 2pi(l′ + l + 1)
)
Ls
∣∣∣pi
2
〉
=
(
−pi
2
+ 2npi
)
Ls
∣∣∣pi
2
〉
⇒ Ls
∣∣∣pi
2
〉
= ei$i
∣∣∣−pi
2
〉
. (4.78)
(4.79)
In parallel, for Pv,
Pvφs
∣∣∣pi
2
〉
=
(pi
2
+ 2npi
)
Pv
∣∣∣pi
2
〉
= PvφsP
−1
v Pv
∣∣∣pi
2
〉
= (φs − pi)Pv
∣∣∣pi
2
〉
⇒ φsPv
∣∣∣pi
2
〉
=
(
3pi
2
+ 2npi
)
Pv
∣∣∣pi
2
〉
=
(
−pi
2
+ 2npi
)
Pv
∣∣∣pi
2
〉
⇒ Pv
∣∣∣pi
2
〉
= ei$v
∣∣∣−pi
2
〉
. (4.80)
(4.81)
Imposing Ls2 = Pv2 = 1, and the commutation relations LsPv = PvLs, requires
LsPv
∣∣∣pi
2
〉
= ei$vLs
∣∣∣−pi
2
〉
= ei($v+$
′
i)
∣∣∣pi
2
〉
= PvLs
∣∣∣pi
2
〉
= ei$iPv
∣∣∣−pi
2
〉
= ei($i+$
′
v)
∣∣∣pi
2
〉
=⇒ ei($v+$′i) = ei($i+$′v). (4.82)
There will be some phase ambiguity or phase degrees of freedom in defining states
∣∣pi
2
〉
and∣∣−pi2 〉. However, we are always able to fix the arbitrary phases in ∣∣±pi2 〉 by requiring that the
genuine ground state |+〉 is the exact eigenstate of Ls with eigenvalue +1, namely imposing the
condition
Ls
(∣∣∣pi
2
〉
+
∣∣∣−pi
2
〉)
=
(∣∣∣pi
2
〉
+
∣∣∣−pi
2
〉)
= ei$i
∣∣∣−pi
2
〉
+ ei$
′
i
∣∣∣pi
2
〉
= ei$i
∣∣∣−pi
2
〉
+ e−i$i
∣∣∣pi
2
〉
(4.83)
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will uniquely set
ei$i = ei$
′
i = 1. (4.84)
Under this phase convention, we would have exactly that
Ls |+〉 = + |+〉 , (4.85)
Ls |−〉 = − |−〉 . (4.86)
The above derived constraints then require that
ei$v = ei$
′
v = e−i$v =⇒ $v = npi. (4.87)
Therefore, for even n, ei$v = ei$
′
v = 1, then
Pv |+〉 = + |+〉 , (4.88)
Pv |−〉 = − |−〉 . (4.89)
While, for odd integers, ei$v = ei$
′
v = −1, then
Pv |+〉 = − |+〉 , (4.90)
Pv |−〉 = + |−〉 . (4.91)
Since we would like to keep the operator definition of Ls in Eq. (4.61) intact, once the second
situation appears, we could absorb the extra minus sign into the redefinition of Pv. In other
words, with proper conventions, the eigenvalues of Ls and Pv when acting on states |±〉 are
locked together. Detecting one will immediately imply the other. Crucially, armed with this
connection, even though a direct measurement of the eigenvalues of Pv is typically very com-
plicated, we can still indirectly infer its values through measuring the eigenvalues of Ls, which
is both exact and well-defined (in terms of c-operators).
In summary, we achieve an accurate characterization of the ground-state manifold of the
model Hamiltonian at φ = pi, whose orthonormal basis states satisfy the following relations:
|+〉 := 1√
2
(∣∣∣pi
2
〉
+
∣∣∣−pi
2
〉)
, Hs-G |+〉 = E+ |+〉 , Pv |+〉 = + |+〉 , Ls |+〉 = + |+〉 ,
(4.92)
|−〉 := 1√
2
(∣∣∣pi
2
〉
−
∣∣∣−pi
2
〉)
, Hs-G |−〉 = E− |−〉 , Pv |−〉 = − |−〉 , Ls |−〉 = − |−〉 .
(4.93)
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With these preparations, the stage is set for uncovering the fact that this doubly-degenerated
topological ground-state manifold is generated by the emergence of a pair of many-body Ma-
jorana end modes. The nonlocal occupation or emptying of these two Majorana bound states
change simultaneously the eigenvalues of nonspatial Pv and Ls in a predicted way, thus probing
the staggered leg-interchange symmetry is sufficient to identify the presence of the Majorana
fermions and the associated valley fermion parity in this strongly interacting system.
4.4.4 Majorana fermion algebras
In the present subsection, for the continual flow of the derivations, we will demonstrate that
these two predicted Majorana zero modes are localized at the ends of the ladder, and that they
are complicated many-body mixtures of the two chains’ degrees of freedom.
To obtain the Majorana fermion creation and annihilation operators, we first need to specify
the description of the vacuum that surrounds the topological segment. A natural expectation is
that the vacuum state should be fully gapped in both charge and spin sectors by an effectively
infinite positive mass. This can be formulated by assigning the following Hamiltonian density
to the vacuum in the regions of x ∈ (−∞,−L/2) ∪ (L/2,∞):
Hvac(x) = M
(
ψ˜†R,I(x)ψ˜L,I(x) + ψ˜
†
R,II(x)ψ˜L,II(x) + H.c.
)
= −M
piς
{sin [φR,I(x)− φL,I(x)]− sin [φR,II(x)− φL,II(x)]}
= −2M
piς
sin
[
1
2
(φR,I(x)− φL,I(x)− φR,II(x) + φL,II(x))
]
× cos
[
1
2
(φR,I(x)− φL,I(x) + φR,II(x)− φL,II(x))
]
= −2M
piς
sin (θs(x)) · cos (θc(x)) , (4.94)
where M → +∞. This assignment can be justified by noticing that for an infinite mass, both
θc(x) and θs(x) will be spatially uniform in the vacuum regions, therefore their spatial gradients
vanish, namely in the vacuum, ρc(x) = 1pi∂xθc(x) = 0 and ρs(x) =
1
pi∂xθs(x) = 0, exactly as
what we anticipated.
Majorana zero mode operators. At present stage, we are ready to work out in detail the
explicit form of the Majorana operators, their defining algebraic properties, and their connection
to the generalized fermion parity operator for a single valley. Since the vacuum can be described
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by the potential,
Hvac =
∫ −L
2
−∞
−2M
piς
sin θs(x) · cos θc(x)dx+
∫ ∞
L
2
−2M
piς
sin θs(x) · cos θc(x)dx,
then due to the infinite positive massM , both θs and θc will be uniformly pinned to the extremes
of the sine and cosine potentials in the vacuum, namely:
At the left side: θs(x) = ±pi
2
+ 2nˆ
(1)
θs
pi for −∞ < x < −L
2
,
At the right side: θs(x) = ±pi
2
+ 2nˆ
(2)
θs
pi for +
L
2
< x < +∞,
where nˆ(1)θs and nˆ
(2)
θs
are integer-valued operators. Here it is natural to assume that the operator’s
vacuum expectation values at left and right sides should be equal, namely 〈sin θs〉vac has to be
the same either +1 or −1 on both sides, since the vacuum is unique. When 〈sin θs〉vac = ±1,
then 〈cos θc〉vac = ±1 to minimize the potential. Therefore, even though nˆ(1)θs and nˆ
(2)
θs
can take
different integer values, the “±pi2 ” terms before them have to keep the same (i.e. take the same
sign). In particular, when approaching the ends of the ladder from the vacuum, we would have
θs(x→ −L/2) = ±pi
2
+ 2nˆ
(1)
θs
pi, (4.95)
θs(x→ +L/2) = ±pi
2
+ 2nˆ
(2)
θs
pi. (4.96)
In a parallel analysis, we know from Eq. (4.71) that:
In the bulk φs(x) = −pi
2
+ nˆφspi for −
L
2
< x < +
L
2
. (4.97)
Here nˆφs is also an integer-valued operator. Since θs and φs are conjugate fields satisfying the
nontrivial commutation relation [θs(x), φs(x′)] = 2ipiΘ(x− x′), it immediately follows that[
±pi
2
+ 2nˆ
(1)
θs
pi,−pi
2
+ nˆφspi
]
= 0 =⇒
[
nˆ
(1)
θs
, nˆφs
]
= 0, (4.98)[
±pi
2
+ 2nˆ
(2)
θs
pi,−pi
2
+ nˆφspi
]
= 2ipi =⇒
[
nˆ
(2)
θs
, nˆφs
]
=
i
pi
. (4.99)
Importantly, because θs(x) and φs(x′) are conjugate fields due to their nonvanishing mutual
commutator, there must exist a small but finite interval at each end of the ladder where both
gapping effects or potentials are absent. In these two domain-wall regions, the Hamiltonian
is free but the boundary conditions become highly nontrivial which are set by the adjacent
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two very long regions that have been distinctively gapped. Solving the zero-mode solution
of the free Hamiltonian inside the domain walls, we could find two Majorana bound states
after imposing the boundary conditions: One is accommodated at the left end, and the other is
localized at the right end. Outside the domain wall, the wavefunctions of the Majorana modes
decay exponentially into the bulk region and the vacuum. People [78] have shown that the two
resulting Majorana operators can be approximated as follows:
γ1 ≈ eipi
(
nˆ
(1)
θs
+nˆφs
)
localized at the left end of the ladder, (4.100)
γ2 ≈ eipi
(
nˆ
(2)
θs
+nˆφs
)
localized at the right end of the ladder, (4.101)
which are commuting with the free domain-wall Hamiltonians. Moreover, since the weights
of the Majorana wavefunctions are exponentially suppressed in other regions, it is expected
that to a good approximation, γ1,2 will also commute with the interacting ladder Hamiltonian,
namely [γ1, H] = [γ2, H] ≈ 0. They indeed serve as the zero-energy operators. Numerically,
this analytical expression of Majorana fermions can be directly visualized by measuring single-
particle correlation functions via DMRG.
Majorana algebras. For completeness, we can explicitly verify that γ1, γ2 are indeed
Majorana operators. First, they have to be self-conjugate:
γ†1 = e
−ipi
(
nˆ
(1)
θs
+nˆφs
)
= γ1 and γ
†
2 = e
−ipi
(
nˆ
(2)
θs
+nˆφs
)
= γ2. (4.102)
Second, they have to square to 1:
γ21 = e
ipi
(
nˆ
(1)
θs
+nˆφs
)
e
ipi
(
nˆ
(1)
θs
+nˆφs
)
= e
2ipi
(
nˆ
(1)
θs
+nˆφs
)
e
[
ipi
(
nˆ
(1)
θs
+nˆφs
)
,ipi
(
nˆ
(1)
θs
+nˆφs
)]
/2
= 1,
γ22 = e
ipi
(
nˆ
(2)
θs
+nˆφs
)
e
ipi
(
nˆ
(2)
θs
+nˆφs
)
= e
2ipi
(
nˆ
(2)
θs
+nˆφs
)
e
[
ipi
(
nˆ
(2)
θs
+nˆφs
)
,ipi
(
nˆ
(2)
θs
+nˆφs
)]
/2
= 1.
As the fermionic operators, the Majorana operators should anticommute with each other:
{γ1, γ2} = eipi
(
nˆ
(1)
θs
+nˆφs
)
e
ipi
(
nˆ
(2)
θs
+nˆφs
)
+ e
ipi
(
nˆ
(2)
θs
+nˆφs
)
e
ipi
(
nˆ
(1)
θs
+nˆφs
)
= e
ipi
(
nˆ
(1)
θs
+nˆφs+nˆ
(2)
θs
+nˆφs
)
e
[
ipi
(
nˆ
(1)
θs
+nˆφs
)
,ipi
(
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(2)
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)]
/2
+ e
ipi
(
nˆ
(2)
θs
+nˆφs+nˆ
(1)
θs
+nˆφs
)
e
[
ipi
(
nˆ
(2)
θs
+nˆφs
)
,ipi
(
nˆ
(1)
θs
+nˆφs
)]
/2
= e
ipi
(
nˆ
(1)
θs
+nˆφs+nˆ
(2)
θs
+nˆφs
)
ei
pi
2 + e
ipi
(
nˆ
(2)
θs
+nˆφs+nˆ
(1)
θs
+nˆφs
)
e−i
pi
2 = 0, (4.103)
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where
[
ipi
(
nˆ
(1)
θs
+ nˆφs
)
, ipi
(
nˆ
(2)
θs
+ nˆφs
)]
= −pi2
[
nˆφs , nˆ
(2)
θs
]
= ipi and [θs(x), θs(x′)] = 0.
More importantly, the valley fermion parity operator Pv can be recasted into a form of Majorana
hopping,
iγ†1γ2 = ie
−ipi
(
nˆ
(1)
θs
+nˆφs
)
e
ipi
(
nˆ
(2)
θs
+nˆφs
)
= ie
−ipi
(
nˆ
(1)
θs
+nˆφs−nˆ(2)θs −nˆφs
)
e
pi2
2
[
nˆ
(1)
θs
+nˆφs ,nˆ
(2)
θs
+nˆφs
]
= ie
−ipi
(
nˆ
(1)
θs
−nˆ(2)θs
)
e
pi2
2
·−i
pi = e
−ipi
(
nˆ
(1)
θs
−nˆ(2)θs
)
. (4.104)
From the definition of the valley fermion parity in Eq. (4.58) and then by (4.95) and (4.96), we
know that
Pv = (−1)
NI−NII
2 = exp
{
i
θs
(
L
2
)− θs (−L2 )
2
}
.
This is the central equation that relates the global Z2 symmetry (valley fermion parity) with
the localized two Majorana end modes. As per the defining properties of Majorana operators,
we can simply check that
(
iγ†1γ2
)†
= −iγ†2γ1 = iγ†1γ2, so Pv is Hermitian. In addition,(
iγ†1γ2
)2
= −γ†1γ2γ†1γ2 = +1. In the preceding analysis, we have already underscored the
observation that γ1, γ2 commute with the ladder Hamiltonian: [γ1, H] = [γ2, H] ≈ 0 owing to
the fact that Majorana wavefunctions are confined in the domain walls and have exponential-
decaying weights in the bulk and vacuum. Hence [Pv, H] = 0. Furthermore, the total particle
number in the ladder segment is defined by∫ L
2
−L
2
ρc(x)dx =
∫ L
2
−L
2
1
pi
∂xθc(x)dx =
1
pi
(
θc
(
L
2
)
− θc
(
−L
2
))
= 2N ′, (4.105)
where Eq. (4.53) has been used and N ′ is a fixed even integer operator. However, since[
θc(x), θs(x
′)
]
=
[
θc(x), φs(x
′)
]
= 0 =⇒ [γ1, 2N ′] = [γ2, 2N ′] = 0. (4.106)
Therefore, if we define a normal fermion operator
d† =
1
2
(γ1 + iγ2) , then

{
d†, d†
}
= {d, d} = 0.{
d†, d
}
= 1.
and

[
d†, N ′
]
= [d,N ′] = 0← total particle conservation.[
d†, H
]
= [d,H] = 0← zero-energy state.
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Nonlocally occupying and emptying the pair of Majorana bound states indeed has crucial
consequences on the eigenvalue of the valley fermion parity operator. For the lowest-energy
ground state |+〉, we have fixed the phases such that Pv |+〉 = iγ†1γ2 |+〉 = + |+〉, so
d†d |+〉 = 0, (4.107)
which means that the Majorana zero modes are not occupied. This can be understood by noting
that
d†d =
1
4
(γ1 + iγ2) (γ1 − iγ2) = 1
2
(
1− iγ†1γ2
)
. (4.108)
However, we can show that the d(†)-operators anticommute with the valley fermion parity op-
erator,
{γ1, γ2} = 0 =⇒

{
γ1, iγ
†
1γ2
}
= 0.{
γ2, iγ
†
1γ2
}
= 0.
=⇒
{
d†, iγ†1γ2
}
=
{
d, iγ†1γ2
}
= 0. (4.109)
This fermionic relation ensures that the occupation of the d-fermion state will alter the eigen-
value of Pv (up to a phase),
iγ†1γ2d
† |+〉 = −d†iγ†1γ2 |+〉 = −d† |+〉 =⇒ d† |+〉 ∼ |−〉 =⇒ E− − E+ ∼ 0+.
(4.110)
The above equation implies that d† changes the eigenvalues of both Pv and Ls. Namely, non-
locally occupying or emptying Majorana end states changes the eigenvalues of Pv and Ls in a
predicted way. Measuring Ls thus amounts to probing the fermion parity. This reasoning is of
both conceptual and practical significance as it shows that the emergent fermion parity is equiv-
alent to the Z2 quantum numbers of the staggered leg-interchange symmetry. This demonstrates
that the pi-flux phase realizes many-body Majorana bound states in a number-conserving and
strongly interacting system.
To recap, the characterization of the intricate relations between the Majorana-fermion deter-
mined valley fermion parity with the Z2 leg-exchange symmetry in the resulting ground-state
manifold is the central contribution of our work. This subterranean linkage is revealed by a
means of low-energy bosonization effective field theory.
4.4.5 Comparing flux equals pi with flux equals zero
There are two crucial differences between flux 0 and flux pi. One has to do with the nature
of the microscopic symmetry (antiunitary vs unitary). The second has to do with the effect of
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single-particle interleg hopping on the umklapp processes that gap out the spin sector and lead
to the Majorana zero modes.
Following this reasoning, the topological state found in Ref. [80] at φ = 0, t⊥ = 0 is
protected by the symmetry group of U(1) o ZT˜2 × ZP`2 where for spinless fermions the time-
reversal symmetry T˜ fulfills: T˜c(†)n,`T˜
−1 = c(†)n,`, T˜iT˜
−1 = −i (n = 0, . . . , L − 1; ` = 0, 1).
In comparison, the Majorana boundary modes we discovered at φ = pi, t⊥ 6= 0 might be
associated with the U(1) o ZT2 × ZLs2 symmetry with a modified time-reversal symmetry T:
Tc
(†)
n,`T
−1 = −(−1)nc(†)n,`, TiT−1 = −i. Note that T˜2 = T2 = +1, thus according to Ref. [99],
the topological indices for both quasi-1D time-reversal-invariant Majorana systems at φ = 0
and φ = pi assume k = 1 mod 8. The role of the antiunitary T symmetry will be elaborated in
Subsection 4.5.1 further.
We highlight here that topologically trivial band structures can have unusual implications
for interaction-driven topological states. The different topologically trivial band structures at
φ = 0 and φ = pi are quite different when it comes to umklapp scattering processes. There are
two reasons for this. At the level of multiparticle scattering, there exist two major detrimen-
tal effects that render the topological degeneracy sensitive to t⊥. The first impact is related to
the gapping-amplitude reduction from umklapp scatterings. In particular, when φ = t⊥ = 0,
as the two chains’ bands are completely overlapped, small t⊥ will lead to the severest half
reduction of the gapping amplitude in the φs-channel. The second effect pertains to the frus-
tration induced by the Fermi-velocity mismatch, which becomes pronounced upon increasing
t⊥ at φ = 0. By contrast, when φ = pi, the two chains’ bands are farthest separated from
each other, so the gapping-amplitude reduction is minimized; at the same time, the two val-
leys remain symmetric under finite t⊥, so the Fermi-velocity mismatch is absent. Furthermore,
the commonly-expected frustration from the Fermi-momentum mismatch also gets avoided for
φ = pi due to the presence of umklapp processes. These basic comparisons partly explain why
the topological Majorana modes are robust (fragile) against t⊥ at φ = pi (φ = 0), which is
consistent with the fact that t⊥ breaks P` but preserves Ls.
4.5 Numerical verification
In previous sections, we argued using bosonization that there exists a topological phase for
strong interwire single-particle tunnelings, which is protected by the staggered leg-interchange
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symmetry. To verify this, simulations based on density matrix renormalization group (DMRG)
[100,101] and exact diagonalization (ED) [102] have been performed to solve the lattice model
(4.1) at φ = pi and t⊥ = 0.5t‖. The numerical outcomes provide strong evidence supporting
our theoretical predictions. Fig. 4.3(a) demonstrates that in the low-filling region (N/L = 1/3),
when pair hopping is strong (W = −1.7t‖), the energy gap between the ground state and the
1st excited state gets closed exponentially as the ladder’s size L increases. This is in contrast
with a power-law gap closing resulting from the gapless charge sector. As anticipated, these
two nearly degenerate eigenstates are distinguished by their eigenvalues of Ls: The ground
(1st excited) state has eigenvalue +1 (−1). The resulting ground-state manifold is further pro-
tected from other excitation states by a spectral gap which only decreases inversely with L
(Fig. 4.3(b)). Moreover, the defining Majorana end modes can be visualized via the nonlocal
correlations [80–82] in single-particle Green functions Gmn := 〈c†m,0cn,0〉 = 〈c†m,1cn,1〉 (see
Fig. 4.3(c)). The presence of the edge states also gives rise to the even degeneracy in the entan-
glement spectrum (ES) [103, 104] on the central bond (Fig. 4.3(f)). These DMRG results have
been confirmed by ED in small system’s sizes. Nonetheless, when adding small Ls-symmetry-
breaking perturbations to (4.1), the energy gap of E1 −E0 grows rapidly, indicating the imper-
fection of topological degeneracy (see Section 4.6). Gathering information together, we believe
that there exists a Ls-symmetry protected (T-invariant in the present case) topological phase at
φ = pi and t⊥ 6= 0.
The existence of Majorana fermions is reinforced by detecting a topological quantum phase
transition. Though at φ = pi our model is robust to the single-particle interchain tunneling up
to t⊥ ≈ t‖, Figs. 4.3(c)–(e) suggest that by t⊥ = 3t‖, the system has undergone a transition
to a nontopological regime. In particular, for this value we see that the nonlocal correlation in
the single-particle Green function, an indicator of the presence of Majorana boundary modes,
disappears. Further, the double degeneracy in the entanglement spectrum, another indicator of
the topological boundary modes, disappears by t⊥ = 2.5t‖. Finally, the spatial profile of the
local fermion density ρn := 〈c†n,0cn,0〉 = 〈c†n,1cn,1〉 (shown in Fig. 4.3(g)) shows clear evidence
of a fermion density-wave-type order for t⊥ = 3t‖. In comparison, the bulk fermion density
is uniform for t⊥ ≤ t‖, where the nonlocal correlation indicates the presence of Majorana
boundary modes.
As concrete evidence of this transition, Fig. 4.4 shows the low-energy spectrum of the pi-
flux ladder as a function of t⊥/t‖ at fixed pair-hopping strength W calculated from ED for a
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Figure 4.3: Scaling of energy gaps as functions of L from DMRG. (a) shows that the energy
difference between the first two lowest-lying eigenstates of (4.1) decays exponentially with L.
The protected ground-state manifold is separated from the rest of the spectrum by a gap that
decreases inversely with L, as shown in (b). Here W = −1.7t‖, t⊥ = 0.5t‖, φ = pi, N/L =
1/3. Topological phase transition is illustrated in (c)–(g), where we fixed W = −1.7t‖, φ =
pi, L = 48, N = 16. (c)–(e) demonstrate the edge mode via the nonlocal correlations in single-
particle Green functions. At t⊥ = 3.0t‖, the edge mode disappears indicating the transition to
a trivial state. This is in accordance with (f) and (g) which show the corresponding evolutions
of entanglement spectra and local fermion densities as the transition is approached.
small system size. At approximately t⊥ = 2.8t‖ a level crossing occurs between two states
with opposite Z2 quantum numbers of the staggered leg-interchange symmetry Ls. For smaller
t⊥ the two lowest-energy states have opposite Z2 quantum numbers; whereas for larger t⊥ both
have the same Z2 eigenvalue (+1). As explained in Section 4.4, this Z2 quantum number is
associated with the fermion parity in the topological region, suggesting that this level crossing
indicates a transition out of the topological regime. Such a level crossing is consistent with
what we expect for a transition from a topological regime to a fermion-density-wave order: In
the latter case we expect the lowest two states to be related by translation, and hence to have the
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Figure 4.4: Exact diagonalization results show the evolution of the rescaled eigenenergies of
H: En −E0, as we increase t⊥. Here we fixed W = −1.7t‖, φ = pi, L = 12, N = 4, and set
t‖ = 1.0 as the energy unit. We monitor the Ls-quantum number for the lowest three eigenstates
and use different colors to distinguish the Z2 eigenvalues of Ls: Blue denotes 〈Ls〉 = +1, while
red denotes 〈Ls〉 = −1. When 0 ≤ t⊥/t‖ . 2.5, the lowest two eigenstates can be differentiated
by their quantum numbers of Ls. However, when t⊥/t‖ & 3, they possess the same quantum
number 〈Ls〉 = +1 as the consequence of level crossing between the 1st and 2nd excited states.
same parity under the leg-exchange transformation Ls.
4.5.1 Interleg Rashba spin-orbit interaction
Starting from here we have performed a series of numerical simulations to test the importance
of different symmetries. In particular, we focus on the following points: (1) Check whether an-
tiunitary symmetries are important. (We will see that they are not.) (2) Check the RG prediction
that the topological phase requires W < 0. (3) Check that breaking Ls symmetry destroys the
Majorana zero modes (see Section 4.6).
First, we are going to study a perturbation that breaks the antiunitary symmetry T but pre-
serves Ls. This interaction that fulfills the desired operations on the symmetries has the form of
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a Rashba term. Therefore, due to the change of the underlying protecting symmetry, one pos-
sible advantage of the pi-flux ladder model proposed in the above text is that it offers prospects
for studying the interplay between Majorana zero modes and interchain single-particle interac-
tions, in particular, the Rashba spin-orbit interaction. Since the Rashba spin-orbit term in the
leg indices preserves leg-interchange symmetry but breaks time reversal T, the robust numerical
signatures of the topological phase up to large values of the Rashba coupling provide evidence
that it is indeed the unitary leg-interchange symmetry, rather than the antiunitary time-reversal
symmetry, which is more responsible for the topological phase.
The interchain Rashba term in our two-leg ladder model is the following,
HRashba = −λR
L−2∑
n=0
(
c†n,1cn+1,0 − c†n,0cn+1,1 + c†n+1,0cn,1 − c†n+1,1cn,0
)
, (4.111)
where λR is a real parameter and we have treated the leg indexes as the pseudospin indexes:
leg-0 7→ ↑ and leg-1 7→ ↓. It can be explicitly checked thatHRashba is invariant under the unitary
leg-interchange transformation Ls:
LsHRashbaL
−1
s = −λR
L−2∑
n=0
(
−c†n,0cn+1,1 + c†n,1cn+1,0 − c†n+1,1cn,0 + c†n+1,0cn,1
)
= HRashba.
(4.112)
Here recall that Lsc
(†)
n,0L
−1
s = (−1)n+1c(†)n,1 and Lsc(†)n,1L−1s = (−1)n+1c(†)n,0 and LsiL−1s = i.
However, the Rashba SOC interaction explicitly breaks the antiunitary time-reversal symmetry
T:
THRashbaT
−1 = −λR
L−2∑
n=0
(
c†n,0cn+1,1 − c†n,1cn+1,0 + c†n+1,1cn,0 − c†n+1,0cn,1
)
= −HRashba.
(4.113)
Here we use the T-transformation defined previously by Tc(†)n,0T
−1 = c(†)n,1 and Tc
(†)
n,1T
−1 = c(†)n,0
and TiT−1 = −i. More interestingly, at φ = pi, this interchain Rashba SOC also preserves the
crucial umklapp-scattering condition (see Fig. 4.5) such that the bosonization and renormal-
ization group analysis in the above Section 4.3 of the chapter might be carried through in this
case.
To verify this prediction, we numerically study the following Hamiltonian where both the
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Figure 4.5: The evolution of the noninteracting band structure of HK + HRashba (see Eq.
(4.114)) with the increase of Rashba SOC λR from 0.0t‖ to 1.0t‖. It is worth noting that the
umklapp-scattering condition (Eq. (4.13)) remains valid under the change of λR. Here we have
kept t⊥ = t‖, φ = pi. As the upper band and lower band is symmetric, only the lower band is
shown.
interleg single-particle tunneling t⊥ and the interleg Rashba SOC λR are included,
H ′ =HK +HRashba +HW
=−
L−2∑
n=0
[(
it‖c
†
n,0cn+1,0 − it‖c†n,1cn+1,1
)
+ H.c.
]
−
L−1∑
n=0
(
t⊥c
†
n,0cn,1 + H.c.
)
− λR
L−2∑
n=0
(
c†n,1cn+1,0 − c†n,0cn+1,1 + H.c.
)
+
L−2∑
n=0
(
Wc†n,0c
†
n+1,0cn,1cn+1,1 + H.c.
)
.
(4.114)
Indeed, as is shown by Fig. 4.6, the topological signatures of the Majorana zero modes includ-
ing the degeneracy in the entanglement spectra, the nonlocal correlations in the single-particle
Green functions, and the uniform particle-density distribution in the bulk of the ladder have
persisted up to λR ≈ 0.8t‖. Notice that in Fig. 4.6 we have fixed t⊥ = t‖, W = −1.7t‖, L =
48, N = 16, φ = pi. Therefore, it appears that the Z2 leg-interchange symmetry is central to
stabilizing the Majorana boundary states.
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Figure 4.6: DMRG results for the Rashba SOC: (a) shows that the degeneracy of the entangle-
ment spectra is robust up to λR ≈ 0.8t‖. (b) depicts the corresponding single-particle Green
functions for λR = 0.8t‖ where the nonlocal correlations are present. Up to λR ≈ 1.0t‖, the
particle-density distributions in the bulk of the ladder remain uniform, as shown by (c). Here
we have set t⊥ = t‖, W = −1.7t‖, L = 48, N = 16, φ = pi.
4.5.2 The pi-flux ladder for positive W
The RG analysis in Section 4.3 suggests that for finite t⊥ when W > 0, φ = pi, the most
relevant gapping channel of Hs for low fermion density (3pi/(4a) > kR,II > pi/(2a)) is the
backscattering term gbs. In this subsection we present the corresponding DMRG results to
illustrate that the resulting phase exhibits no signatures of topological protection at finite t⊥.
In particular, we evaluate the ES for W = +1.7t‖ at several different values of t⊥. The
results in Fig. 4.7(a) demonstrate the significant splitting of the ES two-fold degeneracy at the
lowest level even for the smallest nonzero values of t⊥ ≈ 0.1t‖. This is in sharp contrast to
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Figure 4.7: DMRG results: (a) shows the degeneracy splittings in the entanglement spectra
as a function of t⊥ for the ground state of the ladder system with the fixed parameters: W =
+1.7t‖, φ = pi, L = 48, N = 16. Two prototypical fermion-density profiles have been
illustrated in panel (b), where for the trivial state there exist weak density modulations along
the chain.
the situation of W = −1.7t‖, where the even degeneracy in ES persists up to t⊥ ≈ 2.0t‖
(see Fig. 4.3). Further, for parameters where this degeneracy is lifted, the local fermion-density
profile ρn,` exhibits weak modulations along the chain, as can be seen from Fig. 4.7(b). Here
we define ρn,0 = 〈c†n,0cn,0〉, ρn,1 = 〈c†n,1cn,1〉 for the upper and lower chains, respectively.
4.6 Leg-interchange-symmetry-breaking perturbations
Here, we demonstrate numerically that the Z2 leg-exchange symmetry and the flux φ = pi are
both central to protecting the topological features of our model. Specifically, we investigate
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three different ways of breaking the leg-interchange symmetry, and show that small (but finite)
values of all symmetry-breaking perturbations lift the degeneracies in the ES associated with
the topological boundary modes. In addition, we perform an analysis of the effect of perturbing
the flux away from φ = pi, which lifts the degeneracies in the entanglement spectrum and leads
to a fermion-density-wave order.
4.6.1 Making the intrachain hoppings different
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Figure 4.8: DMRG results: (a) shows the evolution of ES (for a system of L = 36, N = 12)
as a function of Ls-breaking perturbation δt/t‖ (see Eq. (4.115)). The even degeneracy of ES
survives only up to small values of δt/t‖ ≈ 0.125. Panel (b) illustrates the local fermion-density
profiles for the two different values of δt/t‖. Here W = −1.7t‖, t⊥ = t‖, φ = pi.
We first consider the result of explicitly breaking the leg-interchange symmetry by choosing
t‖ to be different on the two legs of the ladder. We thus modify the Hamiltonian in the following
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way:
H ′ =−
L−2∑
n=0
[(
i
(
t‖ − δt
)
c†n,0cn+1,0 − i
(
t‖ + δt
)
c†n,1cn+1,1
)
+ H.c.
]
−
L−1∑
n=0
(
t⊥c
†
n,0cn,1 + H.c.
)
+
L−2∑
n=0
(
Wc†n,0c
†
n+1,0cn,1cn+1,1 + H.c.
)
, (4.115)
where we have set φ = pi, and the added δt-terms explicitly break the Ls symmetry.
The arguments given in Section 4.4 assert that breaking Ls should lift the degeneracy associ-
ated with the topological boundary modes, since there is no longer any reason for the fermion-
parity even and fermion-parity odd states to be proximate in energy. This is apparent in the
evolution of the ground-state entanglement spectra (shown in Fig. 4.8(a) for a system of L =
36, N = 12) as a function of δt/t‖. We observe that for fixed W = −1.7t‖, t⊥ = t‖, the two-
fold degeneracy in the lowest level of the ES has completely disappeared by δt = 0.15t‖. This
suggests that the symmetry Ls is, as claimed, integral to protecting the topological boundary
modes. Fig. 4.8(b) further supports this, by showing that for sufficiently large δt (δt = 0.2t‖),
the fermion density on the lower chain tends to develop weak spatial modulations, similar to
those observed for positive W in the previous section. For smaller values (δt = 0.05t‖), the
density profiles appear to remain uniform in the bulk, though the relative populations of the two
chains are generically different when the leg-interchange symmetry is broken.
It is somewhat surprising that for the smallest values of δt/t‖ the degeneracy in the ES and
the uniform fermion density persist, suggesting that the topological boundary modes are only
destroyed at finite values of the symmetry-breaking parameter. A similar effect was observed in
Ref. [80], where the authors saw signatures of topological features in the φ = 0 chain for small
but finite interchain single-particle hopping—the relevant symmetry-breaking perturbation in
that case. This may be because the spin sector is gapped and completely decoupled from the
gapless charge sector; hence its behavior is robust to sufficiently small perturbations.
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Figure 4.9: DMRG results: (a) shows the evolution of ES (for a system of L = 36, N = 12)
as a function of Ls-breaking perturbation h/t‖ (see Eq. (4.116)). The even degeneracy of ES
survives up to small values of h/t‖ ≈ 0.225. Panel (b) shows the development of weak density
modulations along the lower chain as h/t‖ increases. Here W = −1.7t‖, t⊥ = t‖, φ = pi.
4.6.2 Making imbalanced local potentials
As a second test, we consider adding a chemical potential that is imbalanced between the two
chains of the Fermi ladder. We thus take the Hamiltonian to be
H ′ =−
L−2∑
n=0
[(
it‖c
†
n,0cn+1,0 − it‖c†n,1cn+1,1
)
+ H.c.
]
−
L−1∑
n=0
(
t⊥c
†
n,0cn,1 + H.c.
)
+
L−2∑
n=0
(
Wc†n,0c
†
n+1,0cn,1cn+1,1 + H.c.
)
+
L−1∑
n=0
(
hc†n,0cn,0 − hc†n,1cn,1
)
, (4.116)
where the last h-terms also break the Ls symmetry explicitly.
Via DMRG, we find that the effect of h-terms (see Fig. 4.9) is similar to that of the δt-terms,
both of which tend to destroy the topological Majorana boundary modes as indicated by the
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splitting (or nondegeneracy) in the lowest level of ES. This perturbation also has a similar effect
on the fermion-density profile, first changing the relative occupancies of the two chains, and at
higher values leading to density modulations in the higher density chain. The two perturbations
differ quantitatively, however: In this case, the two-fold ES degeneracy survives up to h/t‖
between about 0.2 and 0.25. The other parameters are kept the same as that in Fig. 4.8: W =
−1.7t‖, t⊥ = t‖, φ = pi, L = 36, N = 12.
4.6.3 Making the flux deviate from pi
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Figure 4.10: DMRG results: (a) shows the evolution of ES (for a system of L = 48, N = 16)
as a function of Ls-breaking perturbation δφ = pi−φ (see Eq. (4.117)). The even degeneracy of
ES survives up to small values of −0.05 . δφ/pi . 0.05, therefore the size of the window for
detecting the topological boundary states is about 0.1pi. Panel (b) shows the scaling behavior
of the window width for the topological region. Panel (c) shows the development of a fermion-
density-wave order under the increase of |δφ|. Here W = −1.7t‖, t⊥ = t‖, N/L = 1/3.
Finally, we check numerically the consequences of the deviations of φ from the specific
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value of pi. The corresponding Hamiltonian takes the following form,
H ′ =−
L−2∑
n=0
[(
t‖e
i
2(pi−δφ)c†n,0cn+1,0 + t‖e
− i
2(pi−δφ)c†n,1cn+1,1
)
+ H.c.
]
−
L−1∑
n=0
(
t⊥c
†
n,0cn,1 + H.c.
)
+
L−2∑
n=0
(
Wc†n,0c
†
n+1,0cn,1cn+1,1 + H.c.
)
, (4.117)
where the extra δφ-phases break the Ls symmetry explicitly.
Qualitatively, our results are similar to the two cases described above: A small perturbation
δφ is sufficient to lift the degeneracy of the ES, signaling a loss of the topological boundary
modes. However, as demonstrated in Fig. 4.10(a), for t⊥/t‖ = 1 the topological ES degeneracy
is more sensitive to the δφ-perturbations than to the δt- and h-terms. The lowest-level two-fold
degeneracy in the ES becomes split at a small value of |δφ/pi| . 0.05, indicating the instability
of the Majorana boundary modes. We note, however, that this quantitative effect is necessarily
sensitive to the system’s filling and the magnitude of t⊥, since for t⊥ = 0 the flux has less
impact on the band structure. Thus for small interchain single-particle tunneling strengths and
appropriate occupations, the ES degeneracy survives to larger values of δφ/pi.
To demonstrate that there exists a finite-width window for observing the signatures of Ma-
jorana zero modes, in Fig. 4.10(b) we show the scaling behavior of the window width (defined
by 2|δφ,critical|) as a function of the system size. The overall trend indicates that the topological
ES degeneracy persists to an appreciable value of the δφ-perturbation in large ladder lengths.
These numerical results are consistent with our theoretical expectations on the commensurate-
incommensurate phase transition. Namely, when δ < δc ∼ 1a(yum)
1
2−2K−1s , the incommensura-
tion induced by the δ ·x term in our cosine interaction is sufficiently weak such that the term δ ·x
can be dropped. Therefore, the signatures of Majorana zero modes should persist. However,
when δ > δc, the cos(2φs(x) − δ · x) term becomes rapidly oscillating such that it averages
to zero and might be dropped completely. In this case, the Majorana zero modes disappear. In
Fig. 4.10(c) we show by numerics that for W = −1.7t‖, t⊥ = t‖, L = 48, N = 16, this
transition is toward a regime with a fermion density-wave-type order.
4.7 Beyond Kitaev paradigm
To some extent, the pi-flux ladder model generalizes the SC proximitrized spin-orbit-coupled
(SOC) nanowire model [5,6] to a number-conserving setting. Specifically, the flux gives rise to
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the leg-momentum locking, similar to the spin-momentum locking in SOC systems. The inter-
chain single-particle tunneling t⊥ plays the role of a Zeeman field that opens gaps at band cross-
ings. Finally, the quadratic p-wave pairing terms are replaced by the four-fermion pair-hopping
terms to ensure number conservation. Notice that the flux-equals-pi configuration cannot be
achieved for a spin-orbit interaction as that requires its strength to be infinity. (This might
be due to the fact that there is no spinless analog of Kitaev chain in 1D number-conserving
systems.) While in the pi-flux model umklapp scattering is present at any filling [105]. This
is a significant advantage for the pi-flux model relative to an actual spin-orbit coupling, since
in number-conserving systems these umklapp terms are essential to enabling the topological
regime. Indeed, as our 1D system is not exactly at half-filling, the particle-hole and chiral oper-
ations [15] are not symmetries of the wavefunction, such that the topologically nontrivial state
requires interactions (which effectively generate these as emergent symmetries at low energies).
For illustrating the interesting connections to the celebrated 1D Kitaev chain [1] and the
popular 1D spin-orbit-coupled Majorana nanowire model with proximity-induced supercon-
ductivity [5, 6], we make a structure diagram in Fig. 4.11 to further clarify the status of our
present pi-flux ladder model as a many-body generalization of the Majorana nanowire model
into the number-conserving settings that goes beyond the standard Kitaev paradigm.
In particular, we emphasize that it is the novel leg-interchange symmetry protecting the
newly-discovered Majorana boundary states at φ = pi that distinguishes our present paper from
all the previous works [1, 5, 6, 80].
Ever since Kitaev [1], boundary Majorana zero modes are closely tied to the presence of
a microscopic symmetry of fermion parity. This point is most transparent in the free fermion
models: First, at the mean-field level, once we introduce the quadratic Cooper pairing terms
such as c†ic
†
i+1 and ci+1ci into the Hamiltonian, the resulting fermion-parity symmetry (namely
the total number of particles is only conserved module 2) is particularly robust in the sense
that this exact symmetry is not allowed to be broken under the quadratic mean-field approxima-
tion. Next, within the framework of Bogoliubov–de Gennes (BdG) theory, there is this built-in
particle-hole symmetry, which is an antiunitary symmetry arising from an inherent redundancy
built into the BdG formalism. Then according to the ten-fold way [15], it is clear how to con-
struct (and classify) the topological invariants to signal the presence of Majorana zero modes.
However, this robustness (or unbreakableness) of fermion-parity symmetry in mean-field
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Figure 4.11: The structure diagram showing the generalization relationships between the 1D
Kitaev chain [1], the spin-orbit-coupled Majorana nanowire model [5, 6], the pair-hopping-
coupled Fermi wire model [80], and the present fermionic pi-flux ladder model. See text for
detailed explanation.
theory is based on the assumption of spontaneously breaking the U(1) particle-number conser-
vation, which somehow obscures the necessity of the existence of such a microscopic unitary
symmetry at the first place to ensure the topological nature and thus the stability of Majorana
zero modes in a general circumstance.
The importance of such a microscopic fermion-parity symmetry and in particular the exis-
tence of the associated two symmetry sectors becomes most striking when we impose the U(1)
particle-number conservation. As a direct consequence, we immediately know that there is no
spinless analog of Kitaev chain in 1D number-conserving systems. Indeed, as highlighted in
the work by Kraus et al. [80], the minimal generalization of Kitaev’s model into the number-
conserving setting needs at least two spinless wires, which is equivalent to a spinful wire. The
resulting pair-hopping model now relies on a delicate (breakable) single-chain fermion-parity
symmetry; however, for such a strongly coupled two-leg ladder, there seems no obvious reason
why such a fermion-parity symmetry in a single chain should be present in experiments, let
alone being robust.
In essence, from the viewpoint of symmetry, both the mean-field Majorana nanowire model
[5, 6] and the interacting pair-hopping model [80] are intriguing manifestations of the same
Kitaev’s chain model [1] in different contexts. The underlying symmetry principle (fermion
parity) might not yet be radically shifted.
In sharp contrast, the pi-flux ladder model represents an entirely new class of topological
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superconducting/superfluid systems where the Majorana zero modes are protected by a more
realistic leg-interchange symmetry. Importantly, in the present work we also revealed a subter-
ranean connection between the microscopic leg-interchange symmetry and an emergent valley
fermion-parity symmetry (which is at best approximate) in stabilizing the nontrivial topological
edge states. This newly-established conceptual framework is itself beyond Kitaev paradigm,
thus enriching the research field of Majorana fermions. To our knowledge, the pi-flux ladder
Hamiltonian might be the first concrete lattice model that exhibits topological superconduc-
tivity/superfluidity without an exact fermion-parity symmetry. Fig. 4.11 illuminates the key
observations of the above paragraphs in a pictorial way.
4.8 Summary
To summarize, with the pi-flux threading, we predict a class of interaction-driven Majorana
bound state in fermionic wires coupled by single-particle and pair tunnelings. En route we
generalize the chain fermion parity to the valley degree of freedom and identify the vital role
of umklapp scatterings in establishing the novel topological phase. The connection we unravel
between the valley fermion parity and the exact leg-interchange symmetry shall be illuminating
and useful, which helps clarify the role of the U(1) × ZLs2 symmetry in stabilizing the newly-
discovered Majorana zero modes. Our theory has been substantiated by the extensive DMRG
and ED calculations. The proposed pi-flux fermionic ladder model thus enriches the paradigm
of Majorana physics in 1D. Higher dimensional generalizations of the present work would be
interesting but might also be challenging.
Chapter 5
Detecting Anyonic Boundary States by
Noise Spectrum
5.1 Motivation
In realistic physical realizations of topological bound states (such as Majorana fermions), the
topological region of the sample is always in contact with some kind of dissipative reservoir. For
Majoranas, the reservoir can include normal or SC leads, as well as thermal quasiparticles in the
bulk 3D superconductor. In the quantum Hall systems we have discussed, this reservoir can also
consist of quasiparticles pinned to impurities in the 2D bulk of the quantum Hall system. Due to
interactions with these reservoirs, the total parity (i.e. the eigenvalue of P ) is not conserved by
the real experimental systems. Physically, the bath gives a limit to how slowly you can do things
without losing coherence. On the other hand, for short 1D systems topological bound states can
be detected by the splitting of the ground state degeneracy due to finite-size effects. This small
splitting gives an upper bound on time-scales for measurements that involve adiabatic processes
within this low-energy manifold. This raises a general question: Under what circumstances can
you expect to detect zero modes at all? And, how much can you tell about the nature of the zero
modes?
In this chapter we will study possible dynamical signatures of topological bound states,
and specifically of parafermion (as opposed to Majorana) zero modes. To model the effect
of coupling one of the quantum Hall parafermion systems described previously to a bath, we
first restrict our attention to energies that are small compared to the gap in the bulk of the 1D
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system. At these low energy scales, the only relevant degrees of freedom are the parafermionic
zero modes. Then we use techniques from quantum optics to study the dynamics of these
parafermionic zero modes system coupled to the bath. We evaluate the reduced density matrix
operator and the parity (number) correlation functions of the restricted system in order to find
some noise spectrum signatures of the inherent entanglement between the two weakly coupled
topological segments.
5.2 Dissipation via coupling to thermal reservoirs
To model a system coupled to a thermal reservoir, in principle we want to write down the density
matrix for the entire (system+resevoir) system. Since we only care about the system, we can
then trace out the bath. This gives an equation known as the master equation. In cases where the
dynamics of the bath is simple (i.e. free fermions or bosons) we can usually solve the resulting
dynamics at least for small systems.
To this end, let me briefly remind you about the density matrix formalism. (More detailed
derivations for the Majorana and parafermion cases can be found in the next few sections.)
Recall that the density matrix operator is defined by ρ ≡ ∑i pi|Φi〉〈Φi| where 0 ≤ pi ≤ 1
denotes the probability of being in the state |Φi〉 with
∑
i pi = 1. For any physical system ρ
must fulfill three essential properties: (1) hermiticity: ρ = ρ†. (2) normalization: Trρ = 1.
(3) semi-positivity: ρ ≥ 0. Specifically its eigenvalues must be non-negative. Finally, the
dynamical evolution of a density matrix is determined by the von Neumann equation,
i~
d
dt
ρ(t) = [H, ρ(t)]. (5.1)
To incorporate the quantum dissipation effects, we adopt the so-called system plus reservoir
approach which models the environmental interactions through coupling the undamped subsys-
tem S to a reservoir R with the general Hamiltonian H = HS +HR +HSR. If we denote the
density matrix operator of the closed system S ⊗ R as χ(t), then the reduced density operator
for the subsystem S can be expressed as ρ(t) = TrR{χ(t)}. The average of an operator Oˆ
in the Hilbert space of the subsystem S can be calculated in the Schro¨dinger picture with the
knowledge of only ρ(t), 〈Oˆ〉 = TrS⊗R{Oˆχ(t)} = TrS{OˆTrR[χ(t)]} = TrS{Oˆρ(t)}.
The Schro¨dinger equation for the time evolution of ρ(t) in the integro-differential form
is known as the master equation. Within the Born and Markov approximations, the Lindblad
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master equation typically reads,
∂ρ(t)
∂t
= Lˆ(t)ρ(t) = − i
~
[H(t), ρ(t)] + Γ
∑
i
(
Liρ(t)L
†
i −
1
2
{
L†iLi, ρ(t)
})
. (5.2)
Here, refer to earlier equation with just time evolution of ρ, the Liouville superoperator Lˆ(t)
contains both the normal time evolution driven by the system HamiltonianH and the dissipation
processes encoded by the set of Lindblad operators Li, which raise or lower the values of the
quantum number q of the ground states. To obtain Eq. (5.2), two approximations are used.
First, the Born approximation states that the total density operator χ(t) can be factorized as
the product of ρ(t) and the initial reservoir density operator R0 which is true if we neglect the
correction terms higher than the second order in HSR. The second major approximation, the
Markov approximation, ignores the memory or past history effects in the future evolution of
ρ(t). Namely, the future behavior of a Markovian system depends only on its present state.
5.3 Application to systems with Majorana zero modes
As a direct application and also a warm-up exercise, here I will give a detailed microscopic
derivation of the master equations employed in Ref. [106] for the setups of Majorana zero
modes. The more complicated calculation for parafermions will be presented in the next section.
The Hamiltonian of the two coupled Majorana segments is
HA = (t12 + t34) |0, 0〉〈0, 0|+ (−t12 − t34) |1, 1〉〈1, 1|
+ (t12 − t34) |0, 1〉〈0, 1|+ (−t12 + t34) |1, 0〉〈1, 0|
+ t23|0, 0〉〈1, 1|+ t23|1, 1〉〈0, 0|
+ t23|0, 1〉〈1, 0|+ t23|1, 0〉〈0, 1|, (5.3)
where we use the basis of the two fermion number nL and nR as in Ref. [106]: |nL, nR〉 =
(|0, 0〉, |1, 1〉, |0, 1〉, |1, 0〉)T. In this basis, the matrix elements of the Hamiltonian HA are
t12 + t34 t23 0 0
t23 −t12 − t34 0 0
0 0 t12 − t34 t23
0 0 t23 −t12 + t34
 . (5.4)
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Operators Aα act in the space of the states of the interested system A, and we assume that
A1 = cR, A2 = c
†
R. Temporarily we just focus on the right-hand side of the whole system.
Similar analyses can be generalized to the left-hand side.
We further assume that the interacting Hamiltonian between the wire and the fermionic bath
reads
δH =
∑
α
Aα ⊗Xα =
∑
α
A†α ⊗X†α. (5.5)
Aα are operators which act in the space of the state of the wire system, while operators Xα
correspond to the space of the fermionic reservoir’s states. Because operators Aα and Xα act
in different spaces, they are independent and commute with each other: [Aα, Xα]− = 0. It is
only important that the whole interacting Hamiltonian δH is Hermitian.
The corresponding master equation reads
d
dt
ρA(t) = − i~ [HA, ρA(t)]− +
1
~2
∑
Ω
∑
α,β
Γαβ(Ω)
{
Aβ(Ω)ρA(t)A
†
α(Ω)
−1
2
[
A†α(Ω)Aβ(Ω), ρA(t)
]
+
}
.
(5.6)
The reduced density operator ρA(t) describes the state of the interested system A interacting
with the reservoir B. The factors Γαβ(Ω) are the Fourier transforms of the corresponding
correlation functions of the fermionic reservoir,
Γαβ(Ω) =
∫ ∞
−∞
dτeiΩτTrB
{
X˜†α(τ)XβρB
}
=
∫ ∞
−∞
dτeiΩτ
〈
X˜†α(τ)Xβ
〉
, (5.7)
where X˜†α(τ) = eiH
R
Bτ/~X†αe−iH
R
Bτ/~; HRB is the Hamiltonian of the fermionic bath: H
R
B =∑
 ~ω|〉〈|, which means that f˜ †α,(τ) = f †α,eiωτ ; f˜α,(τ) = fα,e−iωτ .
In our case, we only consider the first line of Eq. (6) in Ref. [106]. Namely
(δH)R =
∑

[
α
(1)
R c
†
RfR, + α¯
(1)
R f
†
R,cR + α
(2)
R c
†
Rf
†
R, + α¯
(2)
R fR,cR
]
, (5.8)
where the subscript R is for the right-hand side (not to be confused with reservoir); also, this
dissipation gives us c† and c for A, and f † and f for X . Here as emphasized [cR, fR,]− =
[c†R, fR,]− = [cR, f
†
R,]− = [c
†
R, f
†
R,]− = 0, and we are making an assumption that the
eigenstates of the bath are free fermion states, created by the operators f †.
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5.3.1 The first dissipative term
With these preparations, what we are doing is starting withHA and δH given above, and finding
appropriate Lindblad operators and couplings to describe the action within the 4-state system
described by (5.3) and (5.4). Let us first focus on the following term
1
~2
∑
Ω
∑
α,β
Γαβ(Ω)Aβ(Ω)ρA(t)A
†
α(Ω). (5.9)
Part 1 Let us choose Aα = A1 = cR; Aβ = A1 = cR. Then we have
Xα =
∑

[
α¯
(1)
R f
†
R, + α¯
(2)
R fR,
]
, (5.10)
Xβ =
∑

[
α¯
(1)
R f
†
R, + α¯
(2)
R fR,
]
, (5.11)
and
X˜α(τ) =
∑

[
α¯
(1)
R f
†
R,e
iωτ + α¯
(2)
R fR,e
−iωτ
]
, (5.12)
X˜†α(τ) =
∑

[
α
(1)
R fR,e
−iωτ + α(2)R f
†
R,e
iωτ
]
. (5.13)
Combine these two, we would have
X˜†α(τ)Xβ =
∑

[
α
(1)
R fR,e
−iωτ + α(2)R f
†
R,e
iωτ
]
×
∑
′
[
α¯
(1)
R f
†
R,′ + α¯
(2)
R fR,′
]
, (5.14)
and
〈X˜†α(τ)Xβ〉 =
∑

[
|α(1)R |2nF (−~ω)e−iωτ + |α(2)R |2nF (~ω)eiωτ
]
. (5.15)
Considering the degeneracy of the fermionic bath, we can specify
∑
 =
∑
[] ρR, where ρR is
the density of states with eigenenergies ~ω in the right reservoir. Then we have
〈X˜†α(τ)Xβ〉 =
∑
[]
[
|α(1)R |2nF (−~ω)ρRe−iωτ + |α(2)R |2nF (~ω)ρReiωτ
]
, (5.16)
〈X˜†1(τ)X1〉 =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)eiωτ . (5.17)
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Since Γ11(Ω) =
∫∞
−∞ dτe
iΩτ 〈X˜†1(τ)X1〉, we derive
Γ11(Ω) =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω). (5.18)
Similarly, Γ22(Ω) has the same expression as Γ11(Ω),
Γ22(Ω) =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω). (5.19)
Next, Let us specify the form of the operator Aα(Ω). First we assume that the wire system
can be described by the Hamiltonian
HA =
∑
a
~ωa|a〉〈a|, (5.20)
where states |a〉 constitute the complete and orthonormal basis in the space of states of the wire
system A. The eigenfrequencies ωa may or may not be degenerate. We now define the operator
Aα(Ω) via the following relations:
Aα(Ω) =
∑
a,b
δ(ωba − Ω)|a〉〈a|Aα|b〉〈b|, (5.21)
A†α(Ω) =
∑
a,b
δ(ωab − Ω)|a〉〈a|A†α|b〉〈b|. (5.22)
This representation may be called the decomposition of operator Aα into the eigenprojectors of
Hamiltonian HA.
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Now the term 1~2
∑
Ω Γ11(Ω)A1(Ω)ρA(t)A
†
1(Ω) can be calculated straightforwardly as fol-
lows:
1
~2
∑
Ω
Γ11(Ω)A1(Ω)ρA(t)A
†
1(Ω)
=
1
~2
∑
Ω
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω)
×
∑
a,b
δ(ωba − Ω)|a〉〈a|cR|b〉〈b|ρA(t)×
∑
a′,b′
δ(ωa′b′ − Ω)|a′〉〈a′|c†R|b′〉〈b′|
=
1
~2
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)
×
∑
a,b,a′,b′
δ(ωba + ω)δ(ωa′b′ + ω)× |a〉〈a|cR|b〉〈b|ρA(t)|a′〉〈a′|c†R|b′〉〈b′|
=
(
|α(1)R |2 + |α(2)R |2
)
ρR
~2
∑
a,b
∑
a′,b′
nF (−~ωba)δ(ωa′b′ − ωba)
× |a〉〈a|cR|b〉〈b|ρA(t)|a′〉〈a′|c†R|b′〉〈b′|. (5.23)
These matrix elements have a simple form if we neglect the off-diagonal terms “t23” in the
Hamiltonian (5.3). In this case, the non-vanishing matrix elements are:
~ωba = −2t34
{
〈1, 0|cR|1, 1〉 = −1
〈0, 0|cR|0, 1〉 = +1
, (5.24)
and
~ωab = −2t34
{
〈1, 1|c†R|1, 0〉 = −1
〈0, 1|c†R|0, 0〉 = +1
. (5.25)
Therefore we have noticed that for these nonzero terms, we have the same factor nF (−~ωba) =
nF (2t34), and the Kronecker δ-function will be automatically satisfied. Finally we would derive
1
~2
∑
Ω
Γ11(Ω)cR(Ω)ρA(t)c
†
R(Ω)
=
1
~2
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (2t34)
×
∑
a,b
∑
a′,b′
|a〉〈a|cR|b〉〈b|ρA(t)|a′〉〈a′|c†R|b′〉〈b′|. (5.26)
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If we set Γ2 = 1~2
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (2t34) and L2 = cR (this operator is a matrix in the
|a〉 basis),
1
~2
∑
Ω
Γ11(Ω)cR(Ω)ρA(t)c
†
R(Ω) = Γ2L2ρA(t)L
†
2 (5.27)
in the matrix form. Analogously,
1
~2
∑
Ω
Γ22(Ω)c
†
R(Ω)ρA(t)cR(Ω)
=
1
~2
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (−2t34)
×
∑
a,b
∑
a′,b′
|a〉〈a|c†R|b〉〈b|ρA(t)|a′〉〈a′|cR|b′〉〈b′|. (5.28)
If we set Γ1 = 1~2
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (−2t34) and L1 = c†R (in matrix form),
1
~2
∑
Ω
Γ22(Ω)c
†
R(Ω)ρA(t)cR(Ω) = Γ1L1ρA(t)L
†
1 (5.29)
in matrices. Note that the off-diagonal terms vanish. The rest of the derivations for the first
dissipative term can be found in Appendix A.1.
5.3.2 The second dissipative term
Next let us focus on the remaining term
− 1
2~2
∑
Ω
∑
α,β
Γαβ(Ω)[A
†
α(Ω)Aβ(Ω)ρA(t) + ρA(t)A
†
α(Ω)Aβ(Ω)]. (5.30)
Part 1 Let’s choose Aα = A1 = cR; Aβ = A1 = cR, then from Subsection 5.3.1, we know
that
Γ11(Ω) =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω), (5.31)
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thus
− 1
2~2
∑
Ω
Γ11(Ω)[A
†
1(Ω)A1(Ω)ρA(t) + ρA(t)A
†
1(Ω)A1(Ω)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρR
∑
[]
nF (~ω)
× [A†1(−ω)A1(−ω)ρA(t) + ρA(t)A†1(−ω)A1(−ω)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρR
∑
[]
nF (~ω)
×
∑
a,b,a′,b′
[δ(ωab + ω)δ(ωb′a′ + ω)× (|a〉〈a|c†R|b〉〈b|a′〉〈a′|cR|b′〉〈b′|ρA(t)
+ ρA(t)|a〉〈a|c†R|b〉〈b|a′〉〈a′|cR|b′〉〈b′|)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρR
∑
a,b,a′,b′
nF (−~ωab)δ(ωb′a′ − ωab)
×
[
|a〉〈a|c†R|b〉〈b|a′〉〈a′|cR|b′〉〈b′|ρA(t) + ρA(t)|a〉〈a|c†R|b〉〈b|a′〉〈a′|cR|b′〉〈b′|
]
.
(5.32)
Remember that
~ωab = −2t34
{
〈1, 1|c†R|1, 0〉 = −1
〈0, 1|c†R|0, 0〉 = +1
,
we would have
− 1
2~2
∑
Ω
Γ11(Ω)[c
†
R(Ω)cR(Ω)ρA(t) + ρA(t)c
†
R(Ω)cR(Ω)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρRnF (2t34)
×
∑
a,b,b′
[
|a〉〈a|c†R|b〉〈b|cR|b′〉〈b′|ρA(t) + ρA(t)|a〉〈a|c†R|b〉〈b|cR|b′〉〈b′|
]
. (5.33)
As before, we set Γ2 = 1~2 (|α
(1)
R |2 + |α(2)R |2)ρRnF (2t34), and finally we find
− 1
2~2
∑
Ω
Γ11(Ω)[c
†
R(Ω)cR(Ω)ρA(t) + ρA(t)c
†
R(Ω)cR(Ω)]
= −1
2
Γ2(L
†
2L2ρA(t) + ρA(t)L
†
2L2) (5.34)
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Figure 5.1: Diagonal elements of density matrix ρ. Here t
0
12
~ = 5,
t23
~ = 0.5,
t34
~ = 2.5,
Γi =
0.05
2 , ω = 2pi × (0.005).
in matrix forms. Similarly, it can be derived that
− 1
2~2
∑
Ω
Γ22(Ω)[cR(Ω)c
†
R(Ω)ρA(t) + ρA(t)cR(Ω)c
†
R(Ω)]
= −1
2
Γ1(L
†
1L1ρA(t) + ρA(t)L
†
1L1) (5.35)
in matrix forms, and the off-diagonal terms vanish. The rest of the derivations for the second
dissipative term have been relegated to Appendix A.2.
5.3.3 Summary of the above derivations
In summary, we have explicitly derived the master equation for Majorana zero modes [106].
Namely
ρ˙ = − i
~
[H, ρ]− +
∑
n=1,2
Γn
[
LnρL
†
n −
1
2
(L†nLnρ+ ρL
†
nLn)
]
. (5.36)
Although we just give the derivations for the right-hand side of the system, the generalization
to the left-hand side should be straightforward and we only need to switch R→ L.
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Figure 5.2: Diagonal elements of density matrix ρ. Here t
0
12
~ = 1,
t23
~ = 0.1,
t34
~ = 0.5,
Γi =
0.005
2 , ω = 0.403.
5.3.4 Numerical results for Majorana setups
We performed the numerical calculation by solving the 20 coupled first-order differential equa-
tions of the reduced density matrix elements ρij . The typical results are reproduced in Figs. 5.1,
5.2, and 5.3. Basically, we are varying the coupling that determines the energy of having a “1”
vs a “0” for the rightmost pair of Majoranas (in the limit that t23 = 0). But because the total
fermion parity is conserved, even though the energy of 1 vs 0 on the left remains unchanged,
we drive oscillations between the states |11〉 and |00〉 (or |01〉 and |10〉, depending on the initial
condition. Thus the fermion parity of the right pair also oscillates. Measuring this nonlocal
response is a direct probe of the conservation of fermion parity in these systems. For example,
Fig. 5.3 shows the ideal case, where the driving frequency is small compared to t23 but is large
compared to the inverse decay time. Please refer to the Appendix B in Ref. [106] for more
details.
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Figure 5.3: Diagonal elements of density matrix ρ. Here t
0
12
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t34
~ = 7.5,
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2 , ω = 2pi × (0.005).
5.4 Dissipative model for parafermion zero modes and numerical
simulations
5.4.1 Notational convention
With the above understanding on the Majorana setup, now we are ready to focus on the dynam-
ics of the dissipative parafermionic system. First let’s fix the notation of the basis states that we
use to construct the Hamiltonian matrix and also list the table of the resulting states when the
parafermion operators act on them. These basis vectors are defined by the following convention
|qA, qB〉 =
(
α†L,A
)qA (
α†L,B
)qB |0A, 0B〉, qA,B = 0, 1, . . . , N, (5.37)
where αL/R,A/B is the parafermion operator at the left/right end of wire A/B, which satisfies
the following nontrivial commutation relations,
αNj = 1, α
†
j = α
N−1
j , and αjαj′ = αj′αje
i 2pi
N
sgn(j′−j),
α†jαj′ = αj′α
†
je
−i 2pi
N
sgn(j′−j), α†j′α
†
j = α
†
jα
†
j′e
−i 2pi
N
sgn(j′−j). (5.38)
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The labeling order of these four parafermion operators is shown in the diagram of the setup (see
Fig. 5.4). From Eqs. (5.37) and (5.38), we can make the following table illustrating the action
of parafermion operators on the basis states (from now on, we implicitly set N = 3, and the
actual values of qA and qB should be modulo N = 3),
α†L,A|qA, qB〉 = |qA + 1, qB〉; αL,A|qA, qB〉 = |qA − 1, qB〉;
α†R,A|qA, qB〉 = −e−i
2pi
N (qA+
1
2)|qA + 1, qB〉;
αR,A|qA, qB〉 = −e+i
2pi
N (qA− 12)|qA − 1, qB〉. (5.39)
α†L,B|0, qB〉 = |0, qB + 1〉; α†L,B|1, qB〉 = e−i
2pi
N |1, qB + 1〉;
α†L,B|2, qB〉 = e+i
2pi
N |2, qB + 1〉;
αL,B|0, qB〉 = |0, qB − 1〉; αL,B|1, qB〉 = e+i 2piN |1, qB − 1〉;
αL,B|2, qB〉 = e−i 2piN |2, qB − 1〉;
α†R,B|0, qB〉 = −e−i
2pi
N (qB+
1
2)|0, qB + 1〉;
α†R,B|1, qB〉 = e−i
2pi
N ·
(
−e−i 2piN (qB+ 12)
)
|1, qB + 1〉;
α†R,B|2, qB〉 = e+i
2pi
N ·
(
−e−i 2piN (qB+ 12)
)
|2, qB + 1〉;
αR,B|0, qB〉 = −e+i
2pi
N (qB− 12)|0, qB − 1〉;
αR,B|1, qB〉 = e+i 2piN ·
(
−e+i 2piN (qB− 12)
)
|1, qB − 1〉;
αR,B|2, qB〉 = e−i 2piN ·
(
−e+i 2piN (qB− 12)
)
|2, qB − 1〉. (5.40)
5.4.2 Model Hamiltonian
Physically, we consider the experimental setup consisting of two weakly coupled topological
wires each supporting two edge parafermions obeying the algebra of N = 3 (see Fig. 5.4). We
can only allow tunneling processes that conserve qtotal, since q is associated with the total charge
of each wire (in units of e/3). In the two-wire system, fractional charge can tunnel between
wires, but the total charge (modulo 2e) must be conserved. Because the overlaps between these
zero-energy states are finite, generically there exist appreciable tunneling amplitudes among the
four parafermions. Furthermore, we will suppose that it is feasible to make one of the tunneling
amplitudes time varying. In the absence of dissipation, this time-varying coupling can be used
to probe generalized parity conservation, by noting that a time-varying coupling between the
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left pair of parafermions induces time-dependence in the autocorrelation function of the right
pair.
The model Hamiltonian can thus be written as
Hpara = tA(t)α
†
L,AαR,A + t
∗
A(t)α
†
R,AαL,A + tBα
†
L,BαR,B + t
∗
Bα
†
R,BαL,B
+ ts,Lα
†
L,AαL,B + t
∗
s,Lα
†
L,BαL,A + ts,Rα
†
R,AαR,B + t
∗
s,Rα
†
R,BαR,A
+ tpα
†
L,Aα
†
R,AαR,BαL,B + t
∗
pα
†
L,Bα
†
R,BαR,AαL,A
+ t′pα
†
L,Aα
†
R,BαR,AαL,B + t
′∗
p α
†
L,Bα
†
R,AαR,BαL,A, (5.41)
where tA(t) = tA(0) cos (ωAt+ δA). All the other parameters are assumed to be independent
of time. First, by directly using Eqs. (5.39) and (5.40), we can derive that
〈qA, qB|α†L,AαR,A|qA, qB〉 = −e+i
2pi
N (qA− 12); 〈qA, qB|α†L,BαR,B|qA, qB〉 = −e+i
2pi
N (qB− 12).
(5.42)
Eq. (5.42) is valid for arbitrary parafermion systems; however, here we will specialize to the
case N = 3. In this case the remaining matrix elements are:
〈1, 2|α†L,AαL,B|0, 0〉 = 1; 〈1, 0|α†L,AαL,B|0, 1〉 = 1; 〈1, 1|α†L,AαL,B|0, 2〉 = 1;
〈2, 2|α†L,AαL,B|1, 0〉 = e+i
2pi
N ; 〈2, 0|α†L,AαL,B|1, 1〉 = e+i
2pi
N ;
〈2, 1|α†L,AαL,B|1, 2〉 = e+i
2pi
N ;
〈0, 2|α†L,AαL,B|2, 0〉 = e−i
2pi
N ; 〈0, 0|α†L,AαL,B|2, 1〉 = e−i
2pi
N ;
〈0, 1|α†L,AαL,B|2, 2〉 = e−i
2pi
N . (5.43)
〈1, 2|α†R,AαR,B|0, 0〉 = e−i
2pi
N ; 〈1, 0|α†R,AαR,B|0, 1〉 = 1;
〈1, 1|α†R,AαR,B|0, 2〉 = e+i
2pi
N ;
〈2, 2|α†R,AαR,B|1, 0〉 = e−i
2pi
N ; 〈2, 0|α†R,AαR,B|1, 1〉 = 1;
〈2, 1|α†R,AαR,B|1, 2〉 = e+i
2pi
N ;
〈0, 2|α†R,AαR,B|2, 0〉 = e−i
2pi
N ; 〈0, 0|α†R,AαR,B|2, 1〉 = 1;
〈0, 1|α†R,AαR,B|2, 2〉 = e+i
2pi
N . (5.44)
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Figure 5.4: The schematic of the setup we theoretically modeled. The two purple rods represent
the coupled wire system, where each rod carries two edge parafermionic zero modes denoted
by the light purple circles. We label the four parafermionic operators in a clockwise way. There
also exist single-particle and pair-hopping tunnelings at the edges of the wires. To mimic the
dissipation effects, we further couple the wire system to the left and right electronic baths.
〈2, 1|α†L,Aα†R,AαR,BαL,B|0, 0〉 = e+i
2pi
N ; 〈2, 2|α†L,Aα†R,AαR,BαL,B|0, 1〉 = e−i
2pi
N ;
〈2, 0|α†L,Aα†R,AαR,BαL,B|0, 2〉 = 1;
〈0, 1|α†L,Aα†R,AαR,BαL,B|1, 0〉 = e−i
2pi
N ; 〈0, 2|α†L,Aα†R,AαR,BαL,B|1, 1〉 = 1;
〈0, 0|α†L,Aα†R,AαR,BαL,B|1, 2〉 = e+i
2pi
N ;
〈1, 1|α†L,Aα†R,AαR,BαL,B|2, 0〉 = 1; 〈1, 2|α†L,Aα†R,AαR,BαL,B|2, 1〉 = e+i
2pi
N ;
〈1, 0|α†L,Aα†R,AαR,BαL,B|2, 2〉 = e−i
2pi
N . (5.45)
〈0, 0|α†L,Aα†R,BαR,AαL,B|0, 0〉 = e+i
2pi
N ; 〈0, 1|α†L,Aα†R,BαR,AαL,B|0, 1〉 = 1;
〈0, 2|α†L,Aα†R,BαR,AαL,B|0, 2〉 = e−i
2pi
N ;
〈1, 0|α†L,Aα†R,BαR,AαL,B|1, 0〉 = e−i
2pi
N ; 〈1, 1|α†L,Aα†R,BαR,AαL,B|1, 1〉 = e+i
2pi
N ;
〈1, 2|α†L,Aα†R,BαR,AαL,B|1, 2〉 = 1;
〈2, 0|α†L,Aα†R,BαR,AαL,B|2, 0〉 = 1; 〈2, 1|α†L,Aα†R,BαR,AαL,B|2, 1〉 = e−i
2pi
N ;
〈2, 2|α†L,Aα†R,BαR,AαL,B|2, 2〉 = e+i
2pi
N . (5.46)
With the above matrix elements, we can construct the Hamiltonian matrix of Hpara accordingly.
To incorporate the dissipations, we further add the couplings between the two-wire system
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and the external fermion baths to Hpara. The dissipative terms are as follows,
δHAB =
∑
εL
(
τLα
†
L,AfL,εL + τ
∗
Lf
†
L,εL
αL,A + τLα
†
L,BfL,εL + τ
∗
Lf
†
L,εL
αL,B
)
+
∑
εR
(
τRα
†
R,AfR,εR + τ
∗
Rf
†
R,εR
αR,A + τRα
†
R,BfR,εR + τ
∗
Rf
†
R,εR
αR,B
)
+Hbath,
(5.47)
where f and f † are creation and annihilation operators for bath particles with charge 2e/3
(such that the total charge is conserved) with the excitation energy indices ε. Here we will treat
these as fermions for simplicity, though in practice they must arise from strong correlations
to carry fractional charge, so this is necessarily an approximation. In comparison, unlike the
Majorana case we do not include terms like f †α† in Eq. (5.47), which would conserve charge
only mod 4e/3, rather than mod 2e. (Violating charge mod 2e is allowed in the presence of a
bulk superconductor, whereas violating charge conservation mod 4e/3 is not allowed.)
5.4.3 The master equation
As briefly introduced in Section 5.2, the Schro¨dinger equation for the time evolution of the den-
sity matrix ρ(t) in the integro-differential form is known as the master equation (see Eq. (5.2)).
Explicitly, the master equation for the present case has the following form,
d
dt
ρ(t) =− i
~
[Hpara, ρ(t)] +
1
~2
∑
Ω
∑
α,β
Γαβ(Ω)Aβ(Ω)ρ(t)A
†
α(Ω)
− 1
2~2
∑
Ω
∑
α,β
Γαβ(Ω){A†α(Ω)Aβ(Ω), ρ(t)}. (5.48)
The derivation of this equation is completely parallel to that in Section 5.3 on deriving the
master equation for the Majorana wires. Following the same steps we used to derive the results
there, we find the second term on the right-hand side of Eq. (5.48) assumes the form (~ =
1, τL = τR = τ),
1
~2
∑
Ω
∑
α,β
Γαβ(Ω)Aβ(Ω)ρ(t)A
†
α(Ω)
= Γ
∑
a,b;a′,b′
nF (−~ωba)δ(ωa′b′ − ωba)× |a〉〈a|Aβ|b〉〈b|ρ(t)|a′〉〈a′|A†α|b′〉〈b′|. (5.49)
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Similarly, the third term on the right-hand side of Eq. (5.48) can be reformulated as
− 1
2~2
∑
Ω
∑
α,β
Γαβ(Ω){A†α(Ω)Aβ(Ω), ρ(t)}
= −Γ
2
∑
a,b,b′
nF (−~ωab)δ(ωb′b − ωab)
× {|a〉〈a|A†α|b〉〈b|Aβ|b′〉〈b′|ρ(t) + ρ(t)|a〉〈a|A†α|b〉〈b|Aβ|b′〉〈b′|}. (5.50)
Here Γ = |τ |
2·2piρ
~2 is the strength of the dissipative coupling to the baths, and the states |a〉
represent the original basis vectors |qA, qB〉 with the correspondence that
|0, 0〉 → |1〉, |0, 1〉 → |2〉, |0, 2〉 → |3〉,
|1, 0〉 → |4〉, |1, 1〉 → |5〉, |1, 2〉 → |6〉,
|2, 0〉 → |7〉, |2, 1〉 → |8〉, |2, 2〉 → |9〉. (5.51)
Inspection of Eq. (5.47) tells that we would have the following 16 possible terms. They are
1◦ Aα = αL,A; Aβ = αL,A; 9◦ Aα = αL,A; Aβ = αL,B;
2◦ Aα = α
†
L,A; Aβ = α
†
L,A; 10
◦ Aα = αL,B; Aβ = αL,A;
3◦ Aα = αR,A; Aβ = αR,A; 11◦ Aα = α
†
L,A; Aβ = α
†
L,B;
4◦ Aα = α
†
R,A; Aβ = α
†
R,A; 12
◦ Aα = α
†
L,B; Aβ = α
†
L,A;
5◦ Aα = αL,B; Aβ = αL,B; 13◦ Aα = αR,A; Aβ = αR,B;
6◦ Aα = α
†
L,B; Aβ = α
†
L,B; 14
◦ Aα = αR,B; Aβ = αR,A;
7◦ Aα = αR,B; Aβ = αR,B; 15◦ Aα = α
†
R,A; Aβ = α
†
R,B;
8◦ Aα = α
†
R,B; Aβ = α
†
R,B; 16
◦ Aα = α
†
R,B; Aβ = α
†
R,A; (5.52)
which are different from the case of coupled Majorana wires, since in Eq. (5.47) there do not
exist the terms like f †α† or fα. Under the above-defined ordered basis states |a〉 and by using
Eqs. (5.39) and (5.40), we can construct the matrix representations for the four parafermion
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operators αL/R,A/B as follows,
αL,A =

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0

, (5.53)
αR,A =

0 0 0 −e ipi3 0 0 0 0 0
0 0 0 0 −e ipi3 0 0 0 0
0 0 0 0 0 −e ipi3 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
−e− ipi3 0 0 0 0 0 0 0 0
0 −e− ipi3 0 0 0 0 0 0 0
0 0 −e− ipi3 0 0 0 0 0 0

, (5.54)
αL,B =

0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 0 0 e
2ipi
3 0 0 0 0
0 0 0 0 0 e
2ipi
3 0 0 0
0 0 0 e
2ipi
3 0 0 0 0 0
0 0 0 0 0 0 0 e−
2ipi
3 0
0 0 0 0 0 0 0 0 e−
2ipi
3
0 0 0 0 0 0 e−
2ipi
3 0 0

, (5.55)
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αR,B =

0 −e ipi3 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
−e− ipi3 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 e
2ipi
3 0 0 0
0 0 0 −e ipi3 0 0 0 0 0
0 0 0 0 0 0 0 −e− ipi3 0
0 0 0 0 0 0 0 0 e−
2ipi
3
0 0 0 0 0 0 1 0 0

, (5.56)
which are then inserted into Eqs. (5.49) and (5.50) to generate the explicit form of the coupled
first-order differential equations of the density matrix.
Here we numerically solved the coupled differential equations for the 45 complex matrix
elements of ρ(t). Moreover, we also need to always check the energy conservation constraints
imposed by the δ-functions in Eqs. (5.49) and (5.50).
5.4.4 Numerical results for parafermion setups
We are now ready to use our master equation formalism to investigate theoretically the feasibil-
ity of detecting the predicted parafermionic edge zero modes via the finite-frequency response
measurements. Specifically, we take tA to be time-varying, and study the autocorrelation func-
tion of the fermion parity in the right wire segment (composed of αR,A and αR,B) via examining
the dynamics of the resulting Hamiltonian Hpara (see Eq. (5.41)).
The matrix elements for the Hamiltonian in the |qA, qB〉 basis states are given in Eqs. (5.43)–
(5.46). Through numerically diagonalizing the resulting 9× 9 matrix, we obtain the exact spec-
trum of Hpara as a function of tA(t). The results are shown in Fig. 5.5, where the nine eigenval-
ues are grouped according to their total parafermionic numbers by three different colors: The
green, blue, and red curves correspond to qA + qB (mod N = 3) = 0, 1, and 2, respectively.
In this chapter, we will mainly focus on the effects of the single-particle tunneling between the
wires, thus tp and t′p are set to be zero in Eq. (5.41). Also we keep tA(0) = 2tB = 15 + 7.5i. In
the left panel of Fig. 5.5, we include both sets of the eigenvalues with (dashed lines) and without
(solid lines) the interwire coupling ts,L, from which several characteristics of the band structure
can be noticed. For the illustration purpose, the dashed lines in the left panel are replotted in
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Figure 5.5: The dispersion or band structure of Hpara (Eq. (5.41)) without the pair-hopping
interactions in the basis of |qA, qB〉 is plotted as a function of Re[tA(t)], where we choose
tA(0) = 15 + 7.5i, tB = 7.5 + 3.75i, ts,R = 0. The solid lines in the left panel are the
dispersion spectra of ts,L = 0. While the dashed lines illustrate the resulting band structure and
the avoided crossings when turning on the coupling ts,L = 2i, which are represented in the right
panel with the solid lines. In both panels, the nine lines are grouped by the total parafermionic
number. The green, blue, and red curves correspond to qA + qB (mod N = 3) = 0, 1, and 2,
respectively.
the right panel of Fig. 5.5 by solid lines with the same color coding.
(i) Without dissipation, the exact conservation of the total parafermionic number prohibits
the gap opening at the crossing of two lines with differing colors even in the presence of
finite ts,L. See the three unavoided crossings along vertical axes in Fig. 5.5 for instance.
(ii) ts,L opens a gap only at the avoided crossings of two lines with the same color. Around
these avoided crossings, although the total parafermionic number is fixed, qA and qB are
no longer conserved separately. This kind of parafermion-number mixing underpins the
proposed parity experiments.
(iii) If we follow the ground state at some value of tA adiabatically, these avoided crossings
ensure that you will end up in an excited state. When |tA| > |tB|, this excited state has
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Figure 5.6: The adiabatic evolution of the diagonal elements of the reduced density matrix as a
function of time without the dissipative couplings to the external baths. The driving frequency
is low (ωA = 0.06). The phase δA = 0 in the left panel, while for the right panel, δA = pi. All
the other diagonal elements get vanished. All the parameters are the same as in Fig. 5.5.
approximately the “correct” ground-state eigenvalue for qA, but has the “wrong” value of
qB .
(iv) There are two types of adiabatic trajectories. The lowest-energy state for Re[tA] > 0
has an unavoided crossing with one other level, so that if we evolve the system adia-
batically from this ground state, it will switch between two states (with different values
of (qA, qB)). The lowest-energy state for Re[tA] < 0 has an avoided crossing with two
different states. Hence during its adiabatic evolution the system switches between three
distinct states. (This is shown in Fig. 5.6.)
(v) By specifically choosing the phase δA in tA(t) or intentionally preparing the initial ground
state of the system, we are able to drive the two coupled wires pass through the above-
mentioned two different avoided crossings in sequence, and the resulting difference in the
evolution of the reduced density matrix is observable (compare the left panel to the right
panel in Fig. 5.6).
In a real system where tA varies sinusoidally in time, the evolution will not be exactly adi-
abatic. The periodically driven time evolution of tA(t) will give rise to the non-adiabatic tun-
neling of the system across the avoided crossing. The probability that a non-adiabatic transition
can take place is given by the Landau–Zener formula, which states that the probability of non-
adiabatic tunneling will be exponentially suppressed if we increase the opened gap amplitude
and/or decrease the driving frequency. To incorporate these effects, we numerically evaluate
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the density matrix ρAB(t) of the wire system. The time evolution of its diagonal matrix ele-
ments gives the probability of finding the system in each of the nine states at time t. Here we
always construct the initial density matrix ρAB(0) from the ground state ofHpara, and by setting
the phase δA, typically we could start either from the ground state at the bottom right corner
(δA = 0) or bottom left corner (δA = pi) of the band structure (see the right panel of Fig. 5.5).
To set the stage, we first switch off the dissipative couplings to the baths for simplicity. Through
numerically solving the reduced von Neumann equation, i~ ddtρAB(t) = [Hpara(t), ρAB(t)], we
obtain the time evolution for each of the two choices of δA, which are presented in Fig. 5.6.
Here the driving frequency is pretty low (ωA = 0.06), so that the evolution is nearly adiabatic.
From the left panel, we see that if we start from the state |0, 0〉, the nearly adiabatic evolution of
ρAB(t) will lead to the periodic exchange of the weights between states |0, 0〉 and |2, 1〉, which
correspond to ρ11(t) and ρ88(t), respectively. This phenomenon is understandable by noticing
that after passing through the avoided crossing of the two lowest green lines in Fig. 5.5, the
dominant component of the system ground state is changed from |0, 0〉 to |2, 1〉. Thus, though
we only periodically drive the tunneling amplitude of unpaired parafermions in wireA, the con-
servation of qA + qB allows to measure the periodic change or response of qB at the other wire
B. Similar considerations also apply to the case of δA = pi, where we initially start from the
state |2, 0〉 and adiabatically pass through the state |1, 1〉 and |0, 2〉 subsequently, then switch
back and forth. This leads to the results in the right panel of Fig. 5.6.
To incorporate the dissipations, we further add the couplings between the wire system and
the external fermion baths to Hpara. As discussed in Subsection 5.4.3, the effects of the dis-
sipative coupling (5.47) are captured by the master equation (5.48) with Lindblad operators
(5.52). Generally, depending on the time scales of the driving frequency, the parafermionic life
time, and the magnitude of the energy gap, there might exist several distinct parameter regimes
where the behaviors of ρii(t) are quite different. If the frequency is too high, there will be lots
of Landau–Zener tunneling, which obscures the oscillations. However, if the frequency is too
low relative to the parity lifetime (i.e. the time-scale for relaxation processes mediated by the
coupling to the bath), then the system will relax to equilibrium too fast for the oscillations to be
visible. Here we consider the case where the parity lifetime is long enough that the frequency
can be low relative to the gaps in the spectrum, but fast compared to the relaxation rate. Typical
numerical results with the same set of parameters as in Fig. 5.6 are plotted in Fig. 5.7, where we
only concentrate on the high-temperature and weak coupling limit. Since charged fermions can
105
0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
time t
R
ed
uc
ed
D
en
si
ty
M
at
rix
Ρ11HtL
Ρ22HtL
Ρ33HtL
Ρ44HtL
Ρ55HtL
Ρ66HtL
Ρ77HtL
Ρ88HtL
Ρ99HtL 0 100 200 300 400 500
0.0
0.2
0.4
0.6
0.8
1.0
time t
R
ed
uc
ed
D
en
si
ty
M
at
rix
Ρ11HtL
Ρ22HtL
Ρ33HtL
Ρ44HtL
Ρ55HtL
Ρ66HtL
Ρ77HtL
Ρ88HtL
Ρ99HtL
Figure 5.7: Time evolution of the reduced density matrix in the presence of dissipative cou-
plings to the external baths. Here we only consider the high-temperature and weak coupling
limit. The phase δA = 0 in the left panel, while for the right panel, δA = pi. All the parameters
are the same as in Fig. 5.6.
tunnel into the wire system, the exact conservation of the total parafermionic number is bro-
ken. Moreover, the stochastic jump or tunneling between different energy levels will also allow
the wire system to reside in the excitation states with finite probability. In the long time limit,
the system will eventually approach the equilibrium state with the equal probability (ρii = 19 )
to be in any of the nine basis states |qA, qB〉. Therefore, besides the driven oscillations, the
amplitudes of ρii will follow an exponential envelope with some time constant.
In order to see effect of parity conservation (i.e. the oscillations in qB as tA varies), it is
sufficient to measure the autocorrelation function for the parafermionic number qB in wire B,
which is more practical experimentally. To do this we employ the quantum regression theorem
to extract the necessary information from the time evolution of ρ(t). By following a completely
analogous derivation of the master equation, the required two-time average of the two system
operators Oˆ1(t + τ) and Oˆ2(t) (τ > 0) in the Heisenberg representation can be evaluated
according to the quantum regression formula,
〈Oˆ1(t+ τ)Oˆ2(t)〉 = TrS
{
Oˆ1(0)e
∫ t+τ
t Lˆ(t′)dt′ [Oˆ2(0)ρ(t)]
}
. (5.57)
Basically, we first project the initial density matrix onto the state of equal superposition of the
three basis vectors with the same specified value of qB , then after evolving the matrix qBρAB(0)
in time according to the master equation, we finally project the resulting matrix back to qB at
time t so as to measure the autocorrelation functions
CqB (t) =
〈
cos
(
2pi
3
(qB(t)− 1
2
)
)
· cos
(
2pi
3
(qB(0)− 1
2
)
)〉
. (5.58)
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The generic profiles of the autocorrelation functions are presented in Fig. 5.8, where we
examine all the three possible values of qB(0). Starting from the specific initial mixture of
three basis states, we can qualitatively understand the time evolutions of these autocorrelation
functions by closely following the resulting trajectories in the band structure adiabatically (see
the dashed lines in Fig. 5.5). Typically, for one approximate period, when passing through
the avoided crossing, the dominant weights of the state will be switched, which leads to a
change (either decrease or increase) in the autocorrelation function. One interesting part of this
evolution is the possibility of switching back and forth to part of the initial state within half of
the period, which gives rise to the appreciable peak at the middle of a complete sweep (see the
left and right panels in Fig. 5.8). Since we are taking 1/3, 1/3, 1/3 for the relative weights of
the three states with the same qB , we are effectively measuring qB in a thermal state. Although
the system starts at thermal equilibrium, by using a measurement to project onto definite qB , we
can still see the oscillations.
5.5 Summary and Outlook
In this chapter, we theoretically extend the proposed Majorana parity measurements to the more
general parafermionic systems and for the special case of N = 3, we calculate the reduced
density matrix and the autocorrelation functions of a particular dynamical setup that can be
useful to characterize the properties associated with the parafermionic zero modes. Our major
numerical results are consistent with previous studies on the coupled Majorana wires. The
present work raises several questions that are important to fully understanding the dynamics
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Figure 5.8: Time evolutions of the autocorrelation functions in the presence of dissipative
couplings to the external baths. Here we only consider the high-temperature and weak coupling
limit. The initial values of qB(0) = 0, 1, 2 in the left, middle, and right panel, respectively.
Namely, for qB = 0, we set ρ11 = ρ44 = ρ77 = 1/3; for qB = 1, we set ρ22 = ρ55 = ρ88 =
1/3; for qB = 2, we set ρ33 = ρ66 = ρ99 = 1/3. All the parameters are the same as in Fig. 5.7.
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of parafermion systems created from fractional quantum Hall systems. First, we assumed that
the bath was fermionic; really the fractionally charged particles in the bath must come from
the strongly interacting FQHE bulk, and are not fermions. Investigating what impact this has
on dynamics is one interesting direction to pursue. Second, we have not attempted to derive
realistic microscopic model of the coupling between the system and the bath. Since the strength
of this coupling sets the scale for the parafermions’ autocorrelation time, this calculation is
also an important open direction. Finally, we have assumed values for the intrawire couplings
tA, tB , but have not established realistic values, or whether these could be tuned as a function
of time. In Chapter 6 we will discuss the origins of these couplings in detail, and derive their
precise forms.
Another possible future direction is to look for other distinctive signatures of parafermion
bound states. It is worth emphasizing here two unique features of theN = 3 model Hamiltonian
of these four parafermions, which are absent from the N = 2 case (the coupled Majorana
wires). The first point is obvious. Because now the parafermion operators are no longer self-
conjugate (α†j = α
2
j ), the tunneling integrals between them can be complex variables in general,
which might be useful to lift the degeneracy in the resulting spectra (the exact forms of these
tunneling parameters should largely depend on the overlaps of the zero-energy wavefunctions).
The second point concerns the attainable tunneling patterns between the two parafermion wires.
It can be shown that the aforementioned algebra of the parafermionic operators admits the pair-
hopping terms when two wires are put close enough in parallel.
Hpair-hopping = tpα
†
L,Aα
†
R,AαR,BαL,B + t
∗
pα
†
L,Bα
†
R,BαR,AαL,A
+ t′pα
†
L,Aα
†
R,BαR,AαL,B + t
′∗
p α
†
L,Bα
†
R,AαR,BαL,A.
Thus ideally we would have both single-particle tunnelings and pair-hopping terms as the two
possible couplings between the parafermion wire segments, which might provide other signa-
tures that are distinctive in these systems.
Chapter 6
Tunable Splitting of the Ground-State
Degeneracy in Quasi-1D Parafermion
Systems
6.1 Motivation and outline
Although systems with topologically protected ground-state degeneracies are currently of great
interest due to their potential applications in quantum computing, in practice this degeneracy
is never exact, and the magnitude of the ground-state degeneracy splitting imposes constraints
on the timescales over which information is topologically protected. In this chapter we use an
instanton approach to evaluate the splitting of topological ground-state degeneracy in quasi-1D
systems with parafermion zero modes, in the specific case where parafermions are realized by
inducing a superconducting gap in pairs of fractional quantum Hall (FQH) edges. We show
that, like 1D topological superconducting wires, this splitting has an oscillatory dependence
on the chemical potential, which arises from an intrinsic Berry phase that produces interference
between distinct instanton tunneling events. These Berry phases can be mapped to chiral phases
in a dual quantum clock model using a Fradkin–Kadanoff transformation. Comparing our low-
energy spectrum to that of phenomenological parafermion models allows us to evaluate the
real and imaginary parts of the hopping integral between adjacent parafermionic zero modes as
functions of the chemical potential.
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Parafermion bound states [8–12, 107–112], which have k (k > 2) topologically degenerate
ground states, are particularly promising for quantum computing applications: In comparison
to Majorana bound states (k = 2), parafermion bound states allow for a denser (albeit non-
universal) set of computational gates, and are believed to be intrinsically more robust to envi-
ronmental noise [9–11, 113]. Parafermions are significantly more challenging to produce than
their Majorana counterparts: Most proposals entail generating them as defects in 2D Abelian
FQH states, in ways that have yet to be carried out experimentally. (There have been some
progress in bilayer graphene where at least QHE has been induced [114].) However, their non-
Abelian statistics are also more complex than for Majoranas, which makes realizing them a
particularly exciting prospect. It is noteworthy that parafermions cannot be realized in strictly
1D wire models according to the results by Refs. [97, 115].
For bound states confined to the endpoints of a system of finite length L, the topological
ground-state degeneracy is split by an amount ∆E ∼ e−L/ξ, where ξ is proportional to the
correlation length in the bulk of the system, causing superpositions of ground states to decohere
over time. Though theoretically it is possible to make this splitting as small as required by
making L large, there are definite advantages when this splitting can be made small even for
modest-length systems. For 1D topological superconducting wires [77, 116] or spin-Hall based
superconductors [20, 117], this can be achieved by small adjustments in the appropriate chem-
ical potential, since in addition to the exponential falloff in L the splitting has an oscillatory
dependence on the Fermi momentum via ∆E ∼ e−L/ξ cos(kFL). The observed oscillations
of the splitting of the zero-bias conductance peaks [31] can be viewed as evidence of Majorana
bound states [77, 116, 118–120].
Despite the publicity it has had in Majorana systems [121–124], little attention has been
given to the ground-state splitting in parafermion systems. Specifically, one might wonder
whether these exhibit an analogue of the oscillatory cos(kFL) term. In this chapter, we cal-
culate the splitting of the topological ground-state degeneracy in parafermion platforms ob-
tained by inducing superconductivity or ferromagnetism at certain types of edges in FQH
states [9–12, 108, 109]. Following Ref. [77] in the Majorana case, we perform this calculation
using a bosonized description of the strongly interacting 1D system, in which the splitting of
the ground-state degeneracy is obtained by an instanton calculation in the resulting sine-Gordon
model. Interestingly, as in the Majorana case we do find oscillations in the splitting as func-
tions of chemical potential or applied magnetic field. These intriguing oscillations result from
110
a Berry phase term in the generic sine-Gordon action. We also use our calculation to deduce
the magnitude and phase of the hopping coefficients that arise most naturally in parafermion
chains, such as those studied by Refs. [8, 59, 108, 125–127].
6.2 Model of parafermion zero modes
Several groups [9–12,108,109] have suggested that parafermion zero modes can be generated in
experimentally relevant architectures with counterpropagating chiral edges separating two FQH
regions with opposite g-factors. The edge of interest consists of one right-moving and one left-
moving mode with opposite spin polarizations from the adjacent 2D FQH fluids. Through prox-
imity effects, two types of electron tunneling processes can open a gap at this edge: Inducing
superconductivity (SC) generates a Cooper pairing ∆(ψ†L,↓ψ
†
R,↑ + H.c.), while spin backscat-
tering B(ψ†L,↓ψR,↑ + H.c.) can be induced by tunnel-coupling the edge to a ferromagnet (FM).
Because the total charge in the middle SC region is conserved modulo 2e, while the underlying
elementary excitations carry the fractionalized en -charges owing to the strong correlation, there
will be 2n degenerate ground states with differing (generalized) fermion charge parities. This
emergent ground-state manifold is characterized by the interfacial parafermion zero modes that
are localized at the domain walls separating the SC and FM regions, as is illustrated in Fig. 6.1.
In principle, any interface between these different types of induced gaps will host parafermion
bound states.
As we did in Chapter 4, we will find it convenient to express the fermion operators in our
1D system in terms of bosonic operators, via:
ψ†R/L ∼
1√
2pinς
e−inϕR/L ,
where ϕR/L are right (R) or left (L) moving bosonic fields, and ν = 1/n is the filling fraction
of the corresponding FQH bulk regions. Here ς is related to the inverse energy cutoff (Ecutoff)
of the bosonized theory via ς ∼ v~/Ecutoff, where v is the velocity of the edge modes.
The two backscattering terms are most simply expressed in the basis φ = 12(ϕR,↑ + ϕL,↓)
and θ = 12(ϕR,↑ − ϕL,↓). These nonchiral fields are related to the charge density ρC and spin
density ρS via ρC = 1pi∂xθ and ρS =
1
pi∂xφ. In this bosonized basis, the two backscattering
terms take the form ∆(ψ†L,↓ψ
†
R,↑+ H.c.) ∼ ∆ sin(2nφ) and B(ψ†L,↓ψR,↑+ H.c.) ∼ B sin(2nθ),
and the 1D parafermion system is described by the following Euclidean sine-Gordon action
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[9–12, 98, 108, 128, 129]:
SE =
∫
dτdx
{
i~
n
pi
∂xθ(x, τ)∂τφ(x, τ)−µ(x)
pi
∂xθ(x, τ)
+
~nv
2pi
(∂xθ(x, τ))
2+
B(x)
pinς
[sin(2nθ(x, τ))+1]
+
~nv
2pi
(∂xφ(x, τ))
2+
∆(x)
pinς
[sin(2nφ(x, τ))+1]
}
. (6.1)
Here µ represents the chemical potential and B, ∆ are energy gaps induced by spin- and charge-
backscattering processes, respectively. The commutation relation [φ(x), θ(x′)] = ipinΘ(x− x′)
dictates that only one of the two possible gapping terms can have a nonvanishing expectation
value at a given spatial position. However, if a region where ∆ ∼ ~v/ς can be sandwiched
between two regions where B ∼ ~v/ς , parafermion bound states arise at the interfaces between
them. In the bosonized picture, the resulting topological ground-state degeneracy is manifest in
the 2n values of φ for which the sine term is minimized [9–12, 107, 108].
In the following, we consider the FM-SC-FM heterostructure shown in Fig. 6.1, on which
we take B = 0 (∆, µ = 0) in the SC (FM) region |x| < L/2 (|x| > L/2). In the FM regions
|x| > L/2, the field θ is therefore pinned to one of the potential minima, and φ is strongly
fluctuating as required by the commutation relations. We will show that under these conditions
the FM regions do not contribute to the ground-state energy splitting, and after integrating out
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Figure 6.1: The spatial profiles of the proximity-induced gaps ∆(x) and B(x) for the FM-SC-
FM setup. The two gapped regions are necessarily separated by a domain wall region of width
δ that accommodates a parafermionic zero mode denoted by the green ellipse.
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θ we obtain the following effective action for the SC region:
Sφ =
∫ Tτ
2
−Tτ
2
dτ
∫ L
2
−L
2
dx
{
~n
2piv
(∂τφ(x, τ))
2 +
~nv
2pi
(∂xφ(x, τ))
2
+
∆
pinς
[sin(2nφ(x, τ)) + 1] + i
µ(x)
piv
∂τφ(x, τ)
}
. (6.2)
This is the effective action that we will study to calculate the ground-state splitting. In the
ground states of this reduced system the φ field is also approximately pinned at one of the 2n
inequivalent local minima φmin of the sine potential; we will take ∆ to be sufficiently large
that these low-energy states are well separated from the rest of the spectrum. The fluctuation-
induced splitting between the 2n otherwise degenerate ground states is then determined by the
amplitude for tunneling between adjacent local minima. As will be detailed below in Section
6.4, the parafermion hopping operator can be defined as α†LαR (α
†
RαL), which is the transla-
tion operator along the φ-axis, whose eigenvalue is an exponential function of the momentum
conjugate to the operator φ, which moves forward (backward) the system’s ground state from
one minimum of the interaction potential term sin(2nφ) to the neighboring one. These pro-
cesses, in which the expectation of φ tunnels between different classical minima, are known as
instantons. In the presence of these tunneling processes, the original degenerate ground states
become split, and the new good quantum number in the resulting ground-state manifold should
be the eigenvalue of the translation operator α†LαR (α
†
RαL) (or equivalently the eigenvalue of
the momentum operator conjugate to φ).
The last term in Eq. (6.2) will be particularly important in our calculation: It plays the role of
a topological Berry phase term SB-p, contributing to the net action only for field configurations
which start and end at different values of θ (i.e. only for instantons). It introduces oscillations
in the splitting of the ground-state degeneracy as the chemical potential µ is varied. To the
best of our knowledge, SB-p was not included in previous studies of instantons in the bosonized
periodic sine-Gordon model, which considered the case µ = 0 [77, 98, 130].
Before evaluating the ground-state splitting, we need to justify the effective action Sφ which
is our starting point for studying instanton effects in the present chapter. Specifically, we will
show that, for a short SC region sandwiched between two long FM regions, the effect of in-
stantons is limited to the SC region. We will use this to justify that Eq. (6.2), together with
appropriate boundary conditions, is sufficient to capture the ground-state splitting.
To address the details of this problem, we must be slightly more precise in what we mean
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by FM and SC regions. We consider the FM-SC-FM heterostructure where the edge is gapped
by FMs when x ≤ −12(L + δ) and x ≥ 12(L + δ), while in the interval −12(L − δ) ≤ x ≤
1
2(L− δ), the edge is gapped by SC. To simplify the calculation, we approximate these gaps as
step functions (see Fig. 6.1). The commutation relations between θ and φ make it impossible
to induce both kinds of gaps at the same spatial position; therefore there is necessarily a small
domain wall (DW) region between FM and SC regions, whose width we take to be δ  L.
Our derivation proceeds in three steps. First, we will argue that provided the FM gap is large
the instanton configurations of interest have essentially no effect on physics in the FM region.
This allows us to restrict our attention to the effective action in the SC and DW regions, with
appropriate boundary conditions at each domain wall. Second, we integrate out θ in the SC and
DW regions to obtain an effective action for the field φ. Finally, we argue that the specified
boundary conditions mean that the contribution of the DW region to the tunneling amplitude is
also essentially independent of the instanton configuration, allowing us to study the ground-state
splitting using an effective action for the SC region alone.
The FM region. First, we will argue that the impact of the FM region on the ground-state
splitting can be captured simply by choosing appropriate boundary conditions for the fields θ, φ
at x = ±12(L+δ). Essentially, this is because the instanton profile vanishes for |x| > 12(L+δ),
and hence the path integral on these regions is indifferent to instanton effects.
To see why this must be so, we begin by considering the limit 2nBpiς → ∞. In this limit θ is
exactly frozen in each FM region to one of its 2n minimal values, and its spatial and temporal
derivatives in this region vanish. Since [npi∂xθ(x), φ(x)] = i, pinning ∂xθ ≡ 0 in this region
forces φ to be evenly distributed on the interval [0, 2pi), irrespective of the behaviour of φ for
|x| < 12(L + δ). Hence in the limit that θ and its derivatives are perfectly pinned in the FM
regions, their contribution to the tunneling amplitude is necessarily independent of the instanton
configuration in the SC and DW regions. Hence in this limit, we can replace the FM region with
the appropriate boundary condition for φ(±12(L+δ)), and a sum over all possible pinned values
of θ at each of these boundaries. (This sum ensures that the system can access all possible values
of q.)
In other words, for 2nBpiς → ∞ the tunneling amplitude for the entire system can be ex-
pressed:
I =
∑
θR,θL
∫
dφ1dφ2ZFM[θL, φ1]T [θL, θR, φ1, φ2]ZFM[θR, φ2], (6.3)
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where the summation is over all values of θL, θR ∈ pin{0, 1, . . . , 2n−1}. Here we have defined
φ
(−12(L+ δ)) = φ1, φ (12(L+ δ)) = φ2. Note that we must integrate over all values of
φ1, φ2, since ∂xθ is pinned at this boundary.
From the form of the action in the FM regions (which depends only on derivatives of φ, with
no potential term), it is evident that ZFM will be independent of the particular values of φ1,2, and
also of the choice of θL,R within the set of minima of the potential. Therefore any impact from
instanton configurations must be contained in the tunneling amplitude T [· · · ], which describes
the SC and DW regions.
Hence provided B is sufficiently large that fluctuations in θ in the FM region can be ne-
glected, the FM region cannot contribute to the instanton transition amplitude. Including small
fluctuations, to account for the fact that ∂xθ is not exactly pinned in the FM region, we would
find that the boundary values of φ need not be perfectly uniformly distributed, making some
“leaking” of the instanton configuration into the FM region possible. However, provided the
fluctuations in θ are small (i.e. the FM gap is large), the distribution of φ must be wide. The
finite correlation length in this region also ensures that any correlation with the instanton solu-
tion occurs over a finite (and small) spatial extent. Therefore though the impact of the instanton
configuration on the FM region in this case is not strictly 0, we will neglect it relative to the
remaining terms, an approximation that is valid provided the FM gap remains large. Including
such terms could result in corrections of order 1 of the magnitude of the instanton transition
amplitude, but will not contribute to the Berry phase term in the action provided µ = 0 in the
FM regions.
Effective action in the SC and DW regions. Based on the previous discussion, to calculate
the ground-state splitting we may focus on the region |x| < 12(L + δ), where the potential
term for θ vanishes. The boundary conditions on this region are that φ is free at both spatial
boundaries, and that
θ
(
−L+ δ
2
)
= θL, θ
(
L+ δ
2
)
= θR, (6.4)
where the transition amplitude contains a sum over the possible values npiθR,L = 0, 1, . . . , 2n−1.
Recall that the total charge in the SC segment is fixed by qφ/n = 1pi
(
θ
(
L+δ
2
)− θ (−L+δ2 )) =
0, 1/n, . . . , (2n − 1)/n (mod 2); hence this sum ensures that all possible charges are included
in the path integral.
Within this region, the potential term for θ vanishes, and we may complete the square in the
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path integral to obtain:
S =
∫
dτ
∫
|x|<L+δ
2
dx
{
~nv
2pi
[
∂xθ(x, τ)− µ(x)~nv +
i
v
∂τφ(x, τ)
]2
+
~n
2piv
(∂τφ(x, τ))
2 +
~nv
2pi
(∂xφ(x, τ))
2
+
∆(x)
pinς
[sin(2nφ(x, τ)) + 1] + i
µ(x)
piv
∂τφ(x, τ)− (µ(x))
2
2pi~nv
}
. (6.5)
The second and third lines in Eq. (6.5) are the standard sine-Gordon action Ss-G, and the second
term in the third line is the newly-derived Berry phase term SB-p. Shifting θ and performing the
Gaussian integral leads to the effective action given above:
Sφ =
∫
dτ
∫
|x|<L+δ
2
dx
{
~n
2piv
(∂τφ(x, τ))
2 +
~nv
2pi
(∂xφ(x, τ))
2
+
∆(x)
pinς
[sin(2nφ(x, τ)) + 1] + i
µ(x)
piv
∂τφ(x, τ)
}
, (6.6)
where we have dropped the constant term.
The final step is to argue that, given the effective action (6.6) with the chosen boundary
conditions, the contribution of the DW regions to the transition amplitude is approximately
independent of the instanton configuration. This allows us to restrict our instanton calculation
to the SC region, where φ is approximately uniform in space (provided ∆/(pinς) is large).
Across the domain wall region, the field φ must go from being essentially pinned in the SC
region, to totally free (i.e. an equal weight superposition over all possible values of φ1 (φ2)
at the left (right) boundary of the FM region). In the DW region, the action depends only on
the derivatives of φ, and hence for a given configuration depends only on the difference in φ
between the region’s two endpoints, as well as on the spatial and temporal fluctuations within
the DW region. Because we must average over all boundary values at |x| = 12(L+ δ), the set of
differences of φ across the spatial extent of the DW region is independent of the pinned value
of φ in the SC region (and its time derivative). In other words, the spatial boundary conditions
ensure that the distribution of ∂xφ in the DW region is insensitive to the instanton configuration.
The distribution of ∂τφ will be influenced by the instanton configuration, since near the SC
region continuity of the fields ensures that the distribution of φ and its derivatives are sharply
peaked about the instanton configuration. However, this adds a correction which is at most
on the order of δ/L to the effective action of the instanton region, which can be neglected.
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(We expect that corrections to the fluctuation determinant are similarly small.) Therefore, the
partition function in the DW regions will also, to a good approximation, be independent of
the instanton configuration in the SC region, in the limit that 2nBpiς → ∞ (where our boundary
condition at |x| = 12(L+ δ) is justified).
In summary, the contribution of the DW region to the instanton effective action is small in
δ/L, and can be neglected. Though our approach is justified only in the limit that the fields
are perfectly pinned in both SC and FM regions, we expect that small spatial variation in the
instanton across the SC region, or “leakage” of the instanton into the FM region, will result in
small corrections to the partition function in the FM and DW regions, and that our approach
gives both the correct oscillatory phase and order of magnitude for the ground-state energy
splitting.
For completeness, here we review a few technical aspects of the derivation of the effective
action.
Boundary terms from integrating by parts. To obtain the action SE given in Eq. (6.1), we
have integrated a term of the form ∂τθ∂xφ by parts. Here we verify that the resulting boundary
terms do not contribute to the effective action of the instanton. To show this, we use periodic
boundary conditions in space and time on the fluctuating (i.e. non-classical) components of our
fields.
The boundary terms in question are:∫
dx
[
(iθ(x, τ)∂xφ(x, τ))
∣∣∣Tτ/2
−Tτ/2
]
−
∫
dτ
[
(iθ(x, τ)∂τφ(x, τ))
∣∣∣R
L
]
. (6.7)
We begin with the first term. In the SC region, we may separate φ = φsol + η, where
η(x, Tτ/2) = η(x,−Tτ/2) and ∂xφsol = 0. In the FM region φ ≡ η, and since there are
no instantons in θ the configurations at ±Tτ/2 are identical. In the DW region the field does
vary spatially, but this variation is not due to φsol, but rather due to the fluctuations (in other
words, the distribution of ∂xφ in the DW is time-independent, as emphasized above). Therefore
the first term vanishes.
For the second term, (which we compute for the whole system, not only the region relevant
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to the instanton action), we obtain:∫
dτ
[
(iθ(x, τ)∂τφ(x, τ))
∣∣x=∞
x=−∞
]
= (θR − θL)
∫
dτ [i∂τφ(±∞, τ)]
= (θR − θL)(φ(±∞, Tτ/2)− φ(±∞,−Tτ/2)) = 0,
(6.8)
where we have used periodic boundary conditions on fluctuations of both θ and φ at x = ±∞,
and the fact that since each FM region is semi-infinite, there are no instantons in θ. The last
equality follows from the fact that in the FM region φ consists only of fluctuations, which obey
periodic boundary conditions in (imaginary) time.
Thus both of these boundary terms do indeed vanish.
Shifting θ. Here we present the details of the shift in θ, to confirm that the resulting integral
is independent of the configuration of φ. For a one-instanton contribution, we have φ(x, τ) =
φsol(x, τ) + η(x, τ), where the fluctuation field η obeys η(x, τ =±Tτ/2) = 0, and φsol is the
classical instanton solution, which we argued above vanishes at x = ±12(L+ δ). We must now
evaluate ∫
Dθ(x, τ) exp
{
−nv
2pi
∫
dτ
∫
|x|<L+δ
2
dx[∂xθ(x, τ)
−µ(x)
~nv
+
i
v
∂τη(x, τ) +
i
v
∂τφsol(x, τ)]
2
}
. (6.9)
Since the region in question is finite, one might worry that such a shift will result in dif-
ferent boundary conditions for θ and θ˜, either in space or in time, leading to a different set of
eigenvalues even for the same differential operator. However, the boundary conditions (BCs)
are not affected by φsol or µ. First, both of these quantities vanish at the spatial boundary. Sec-
ond, in the limit of interest Tτ →∞, ∂τφsol vanishes at the time-like boundaries, and µ is time
independent. This leaves the fluctuation field η, which obeys free rather than fixed BCs at the
spatial boundaries (but the same BCs in time). This change in spatial BCs between θ and θ˜ does
not, however, result in any additional dependence on η in the functional integral.
To perform the desired shift, we Fourier transform all fields by using
θ(x, τ) =
1
TτL
∑
k,iω
θ(k, iω)eikxe−iωτ
(and similarly for other fields), where ω are real, discrete frequencies, then shift the Fourier
components θ(k, iω) to absorb the chemical potential and the soliton terms into the Gaussian
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integral of θ. This gives:
θ˜(k, iω) = θ(k, iω)− iµ(k)Tτδω,0
~nvk
+
iω
kv
(η(k, iω) + φsol(k, iω)) , (6.10)
where δω,0 is the Kronecker δ-function. The resulting Gaussian integral over θ is independent
of the specific form of both φsol and η, leading to the effective action (6.6).
6.3 Instanton calculation of level splitting
Now that we have verified that Eq. (6.2) is indeed the correct effective action, we are ready to
evaluate how instantons lift the ground-state degeneracy. Most qualitative features of our result
can be understood in terms of a quantum mechanical (0 + 1)D calculation, in which we ignore
spatial fluctuations in the SC region. We present this calculation first, and then review how
incorporating spatial fluctuations affects our result.
6.3.1 Introduction to instanton techniques
To set the stage for later (1 + 1)D field theoretical calculation of the level splitting, here we
provide an introductory subsection for instanton techniques in quantum mechanics by deriving
the analytical formula for the tunneling amplitude between two adjacent minima of the sine-
Gordon potential in the presence of just one instanton. The effect of multiple instantons will be
analyzed using the dilute-gas approximation in the next few subsections.
Let’s begin with the Euclidean action for a quantum mechanical problem,
SE [φ] =
∫ Tτ/2
−Tτ/2
a
[
1
2
(
dφ(τ)
dτ
)2
+ V (φ)
]
dτ,
where we assume that the potential profile U(φ) = aV (φ) has multiple degenerate global
minima Vmin, and for simplicity we have set Vmin = 0. Note that we have factored out the
dimensionful constant term a from both the kinetic and potential terms for the later convenience.
First, we calculate the effective action for one instanton, which gives the tunneling ampli-
tude between two adjacent vacua (minima). From path integral, we have in Euclidean time,
〈φf , Tτ/2|φi,−Tτ/2〉 = 〈φf |e−HφTτ/~|φi〉 = N
∫
Dφe−SE [φ]/~
≈ N e
−SE [φsol(τ)]/~√
det
[
a
(
− d2
dτ2
+ d
2V (φsol)
dφ2sol
)] . (6.11)
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The stationary path φsol(τ) is fixed by requiring that (1)
δSE [φ]
δφ(τ) = 0, and (2) it interpolates
between the two specified minima of V (φ) as τ evolves from −∞ to∞. The full (dynamical)
field φ is parameterized by φ(τ) = φsol(τ) + η(τ), where the fluctuation field η(τ) obeys the
boundary conditions η(±Tτ/2) = 0.
For the sine-Gordon model described by Eq. (6.2), the minima of the potential term are at
φmin = − pi4n + jpin where j = 0, 1, . . . , 2n − 1, with the j-th ground state denoted by |j〉. The
classical soliton solution interpolating between vacua at j pin − pi4n and (j ± 1)pin − pi4n has the
form [131–133]:
φsol(τ) = − pi
4n
+ j
pi
n
± 2
n
arctan[eω(τ−τ0)], (6.12)
where ω=2
√
∆v/(~ς)>0. To a good approximation, we may neglect spatial variations in the
instanton solution due to boundary effects.
The classical instanton action SE [φsol] can then be readily evaluated. The topological term
contributes:
SB-p[φsol] = i
µL
piv
[φ(τ = T/2)− φ(τ = −T/2)] , (6.13)
which gives a complex phase proportional to the instanton number. To evaluate the remaining
contribution, we use the virial identity:
Ss-G[φsol] ≡ S0 = a
∫ j+1
j
dφsol
√
2V (φsol)
= a
√
2
( ω
2n
)∫ pi
n
j+ 3pi
4n
pi
n
j− pi
4n
dφsol
√
sin(2nφsol) + 1 =
2aω
n2
. (6.14)
Symmetry dictates that this gives the anti-instanton value as well.
The second, more technically involved, part of the calculation is to evaluate the fluctuation
determinant. This requires two steps: First, the Hermitian operator a
(
− d2
dτ2
+ d
2V (φsol)
dφ2sol
)
has
an exact zero mode, due to its time-translation invariance. We must account for this zero mode
separately to avoid obtaining a determinant of 0. After having done this, we may evaluate the
contribution of the remaining modes to the determinant. With proper normalization convention,
we arrive at a ratio of determinants (the Fredholm determinant),
N√
det
[
a
(
− d2
dτ2
+ d
2V (φsol)
dφ2sol
)] = N ′ (S0/~) 12√
det
(
−a d2
dτ2
+ aω2
)
√
det
(
−a d2
dτ2
+ aω2
)
√
det′
(
−a d2
dτ2
+ a d
2V
dφ2sol
) ,
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where
√
S0/~ is the contribution of the zero mode, det′ means that the zero eigenvalue has
been excluded, and N ′ is a change in the overall normalization. If η is spatially uniform (i.e.
η(x, τ) = η(τ)), the rest spectrum of the determinant operator may be obtained exactly (see
Ref. [134]). Up to normalization, this gives the fluctuation determinant:
det′
(
−a d2
dτ2
+ a d
2V
dφ2sol
)
det
(
−a d2
dτ2
+ aω2
) = (4aω2)−1 . (6.15)
In this case, the amplitude for a single-instanton process becomes
〈j + 1|e−HφTτ/~|j〉o.i. =
(√
aω
pi~
e−
ωTτ
2
)
·
(√
2
pi
√
S0
~
e−S0/~−iγ ωTτ
)
, (6.16)
where S0 = 2aωn2 =
2~ωL
pinv , γ =
µL
~nv , ω = 2
√
∆v
~ς , with a =
~nL
piv , and we intentionally separate
the transition amplitude into two pieces—the first one comes from the stationary solution in a
harmonic oscillator potential and the second factor arises from the non-perturbative effect of
one instanton (or anti-instanton).
6.3.2 Fluctuation determinant with spatial dependence
The main effect of the fluctuation determinant in the (0 + 1)-dimensional instanton calculation
is to introduce a prefactor of
√
L, due to the zero mode. However, as we will show here,
when spatial fluctuations are included the fluctuation determinant contains an additional factor
of 1/
√
L for Neumann boundary conditions (BCs) (and 1/L for periodic BCs), meaning that
the Fredholm determinant is actually L independent (or falls of as 1/
√
L with PBCs). To this
end, we start again from the action (6.2). The classical action is the same as in (0 + 1)D, since
the classical instanton solution is (to a good approximation) spatially uniform. To evaluate the
tunneling amplitude, we again separate out the effect of the zero mode, which gives us
N√
det
[−~npiv∂2τ − ~nvpi ∂2x − 4n∆piς sin(2nφsol(τ))]
=
N ′ (S0/~)
1
2√
det
[−~npiv∂2τ − ~nvpi ∂2x + 4n∆piς ]
√
det
[−~npiv∂2τ − ~nvpi ∂2x + 4n∆piς ]√
det′
[−~npiv∂2τ − ~nvpi ∂2x − 4n∆piς sin(2nφsol(τ))] .
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Our remaining task is to calculate the ratio√
det
[−~npiv∂2τ − ~nvpi ∂2x + 4n∆piς ]√
det′
[−~npiv∂2τ − ~nvpi ∂2x − 4n∆piς sin(2nφsol(τ))] , (6.17)
where as above det′ is the determinant with the zero mode removed.
In (1 + 1)D, unlike in (0 + 1)D, calculating the determinant requires the appropriate regu-
larization scheme. Here we use the zeta-function regularization (or the heat kernel expansion)
to treat the ratio of the divergent determinants.
For the ease of analytical manipulation, we first rewrite the original action,
Sφ =
∫ Tτ
2
−Tτ
2
dτ
∫ L
0
dx
{
~n
2piv
(∂τφ(x, τ))
2 +
~nv
2pi
(∂xφ(x, τ))
2 + i
µ(x)
piv
∂τφ(x, τ)
+
∆
pinς
[sin(2nφ(x, τ)) + 1]
}
,
in the follow way,
Sφ = Sφ˜ =
∫ √vTτ
2
−
√
vTτ
2
dτ ′
∫ L′
0
dx′
{
1
2
(∂τ ′ φ˜(x
′, τ ′))2 +
1
2
(∂x′ φ˜(x
′, τ ′))2
+i
µ(x′)√
~npiv
∂τ ′ φ˜(x
′, τ ′) +
∆
pinς
[1− cos
(√
4pin
~
φ˜(x′, τ ′)
)
]
}
,
where we define
τ =
1√
v
τ ′, x =
√
vx′, L =
√
vL′,
φ(x, τ) =
√
pi
~n
φ˜(x′, τ ′)− pi
4n
, η(x, τ) =
√
pi
~n
η˜(x′, τ ′).
Under these new variables, the energy splitting we must calculate is,
E(qφ) =− 2~
√
v cos
(
pi
n
qφ − µL~nv
)
·
(√
S0
2pi~
· e−S0/~
)
×

√
det
[−∂2τ ′ − ∂2x′ + 4∆~ς ]√
det′
[−∂2τ ′ − ∂2x′ − 4∆~ς sin(2nφsol(τ))]
 , (6.18)
where the extra factor
√
v comes from the fact that
∫ √vTτ/2
−√vTτ/2 dτ
′
0 =
√
v
∫ Tτ/2
−Tτ/2 dτ0 =
√
vTτ . It
is worth noticing that when ~ = c = 1, the velocity v is dimensionless and [time] = [length].
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Next, we introduce the generalized Riemann zeta function for a Hermitian operator Aˆ with
the real positive eigenvalues En,
ζ(z, Aˆ) =
∑
n
1
Ezn
=
1
Γ(z)
∫ ∞
0
dt tz−1
∫
dx lim
y→xGAˆ(x, y; t) =
1
Γ(z)
∫ ∞
0
dt tz−1Kt(Aˆ).
(The zeta function contains the finite part of the determinant, i.e. the part that we want to keep
to obtain an answer.) Here we have specified to the (1 + 1)D system and the generalized heat
kernel Kt(Aˆ) := Tr[e−tAˆ] =
∫
dx limy→xGAˆ(x, y; t) where GAˆ := e
−tAˆ. Then the desired
determinant ratio can be expressed in terms of a special function which is analytically easier to
be handled,
log
(
det′ Mˆ
det Mˆ0
)
= −
∫ ∞
0
dt
t
{Kt(Mˆ)−Kt(Mˆ0)− 1}. (6.19)
Here the Hermitian operators Mˆ, Mˆ0 and Qˆ, Qˆ0 are defined as follows,
Mˆ = −∂2x′ − ∂2τ ′ −
4∆
~ς
sin(2nφsol(τ)) = −∂2x′ − ∂2τ ′ +m20
(
1− 2
cosh2 (m0(τ ′ − τ ′0))
)
= −∂2x′ + Qˆ, (6.20)
Mˆ0 = −∂2x′ − ∂2τ ′ +
4∆
~ς
= −∂2x′ − ∂2τ ′ +m20 = −∂2x′ + Qˆ0, (6.21)
where the mass term m0 =
√
4∆
~ς . Note that the integral in Eq. (6.19) is ultraviolet divergent as
can be seen by examining the asymptotic behavior of the heat kernels when t→ 0. However, the
finite part of Eq. (6.19) can still be extracted after regularization by constructing the derivative
of the associated zeta function
log
(
det′ Mˆ
det Mˆ0
)
−→ − d
dz
ζ(z, Mˆ) = − d
dz
(
1
Γ(z)
∫ ∞
0
dt tz−1{Kt(Mˆ)−Kt(Mˆ0)− 1}
)
,
(6.22)
and eventually continuing it back to z = 0. It is important to notice that −dζ(z,Mˆ)dz
∣∣
z=0
is finite
as will be explicitly calculated below in the continuum limit.
We are now in the position to compute the regularized ratio of determinants in Eq. (6.19).
To regularize the determinant, let us first isolate the divergent term. To do so, we expand the
integrand as powers of t as the ultraviolet divergence happens at t = 0+,
Kt(Mˆ)−Kt(Mˆ0) t=0
+−−−→(L′/4)d−1(4pit)− d−22 (4pit)− 12 Erf(m0
√
t)
=(L′/4)1−
1√
4pit
· 2√
pi
(
m0
√
t− m
3
0t
3
2
3
)
≈ m0L
′
4pi
+ · · · ,
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where we only keep track of the pieces in the expansion that get divergent after integration, and
it can be shown that the constant term 12 in Eq. (6.29) gives the finite result after integration
of t. Subtract and add back this divergent term in Eq. (6.19) yields the finite part and the
logarithmically divergent part, respectively,
log
(
det′ Mˆ
det Mˆ0
)
=−
∫ ∞
0
dt
t
{
Kt(Mˆ)−Kt(Mˆ0)− 1−Θ(1− t) · m0L
′
4pi
}
−
∫ ∞
0
dt
t
{
Θ(1− t) · m0L
′
4pi
}
=−
∫ ∞
0
dt
t
{
Kt(Mˆ)−Kt(Mˆ0)− 1−Θ(1− t) · m0L
′
4pi
}
+
m0L
′
4pi
log t; t = 0
+. (6.23)
The finite part of Eq. (6.23) can be recasted in terms of the ζ-function in Eq. (6.22) as follows,
− d
dz
ζ(z, Mˆ) =− d
dz
(
1
Γ(z)
∫ ∞
0
dt tz−1
{
Kt(Mˆ)−Kt(Mˆ0)− 1−Θ(1− t) · m0L
′
4pi
})
− d
dz
(
m0L
′
4pi
1
Γ(z + 1)
)
=−
∫ ∞
0
dt
t
{
Kt(Mˆ)−Kt(Mˆ0)− 1−Θ(1− t) · m0L
′
4pi
}
− m0L
′
4pi
γE ,
(6.24)
where γE is the Euler’s constant and we have implicitly taken the limit z = 0. Comparing
Eqs. (6.23) and (6.24) suggests that
−1
2
Tr′ log
(
Mˆ
Mˆ0
)
= −1
2
log
(
det′ Mˆ
det Mˆ0
)
=
1
2
d
dz
ζ(z = 0, Mˆ)− m0L
′
8pi
γE − m0L
′
8pi
log t.
(6.25)
It is useful to separate the zeta function into two main pieces,
ζ(z, Mˆ) = ζlog(z, Mˆ) + ζmix(z, Mˆ),
ζlog(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{
Kt(−∂2x′)− 1
}
,
ζmix(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{
Kt(−∂2x′) ·
[
Kt(Qˆ)−Kt(Qˆ0)− 1
]}
.
We will show that ζlog gives rise to the extra 1/
√
L factor in the prefactor of the energy splitting,
and ζmix induces the corrections that promote the classical instanton action S0 to its quantum
version.
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Before starting the actual calculations of the operators’ spectra, it is important to state and
justify the proper spatial and temporal boundary conditions we impose on the eigenfunctions
of the various operators. Let’s start with the one-dimensional Laplacian operator −∂2x′ on the
interval x′ ∈ [0, L′]. Mathematically there exist two commonly-used boundary conditions: The
Dirichlet one that requires the field values vanish at x′ = 0 and x′ = L′, and the von Neumann
one that instead requires the spatial gradients of the field are zero at x′ = 0 and x′ = L′. In
view of the expressions of the operators Mˆ and Mˆ0 in Eqs. (6.20) and (6.21), we can assume
that the general φ˜ fields and the fluctuation η˜(x′, τ ′) fields have the following forms
φ˜(x′, τ ′) = φ˜sol(τ ′) + η˜(x′, τ ′) and η˜(x′, τ ′) = f˜(x′)g˜(τ ′).
Then with the Dirichlet boundary conditions, we would have
f˜(x′)
∣∣
x′=0,L′ = 0 and f˜n(x
′) =
√
2
L′
sin
(
npix′
L′
)
, n = 1, 2, 3, . . . . (6.26)
Obviously, f˜n(x′) comprise a complete set of orthonormal basis functions for the general f˜(x′).
While for the Neumann boundary conditions, we would have
∂x′ f˜(x
′)
∣∣
x′=0,L′ = 0 and f˜n(x
′) =

√
1
L′ cos
(
npix′
L′
)
, n = 0√
2
L′ cos
(
npix′
L′
)
, n = 1, 2, 3, . . .
, (6.27)
where the explicit inclusion of the zero-momentum state in Neumann boundary conditions is
useful.
For the heterostructures that we are investigating, it is appropriate to choose the von Neu-
mann boundary conditions because:
(1) In the free domain-wall region between SC and FM, due to the existence of parafermion
zero mode, the Hamiltonian gets vanished. This is consistent with the boundary condi-
tions that ∂x′ φ˜
∣∣
x′=0,L′ = 0. Similarly, for the FM segment, we could require ∂x′ θ˜ = 0 at
the corresponding boundaries.
(2) If we directly impose the Dirichlet boundary conditions which is loosely equivalent to the
hard-wall boundary conditions, then we apparently miss the simplest configuration of the
spatially independent fluctuations since when n = 0, f˜(x′) = 0 and η˜(x′, τ ′) = 0 in the
whole interval. To fix this problem, we have to intentionally insert the n = 0 mode by
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hand. However, by exploiting the Neumann boundary conditions, we neatly include all
the modes for the spatial fluctuations in the finite interval, and the spatially independent
configuration of the fluctuations is captured by n = 0 in this case.
Therefore, in the following we will concentrate on the von Neumann boundary conditions only.
For the temporal boundary conditions, it can be shown that η(x, τ = ±Tτ/2) = 0 as Tτ →∞.
First, let’s calculate the contribution of ζlog which can be computed in a closed form.
ζlog(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1{Kt(−∂2x′)− 1}
=
∞∑
n=1
1
Γ(z)
∫ ∞
0
dt tz−1e−k
2
nt =
∞∑
n=1
(
1
k2n
)z
.
In the continuum limit with the von Neumann boundary conditions, the momentum kn =
npi
L′ , n = 0, 1, 2, . . . , so
ζlog(z, Mˆ) =
(
L′2
pi2
)z ∞∑
n=1
(
1
n2
)z
=
(
L′2
pi2
)z
ζ(2z) and exp
(
1
2
dζlog
dz
∣∣∣
z=0
)
=
1√
2
1√
L′
.
It is noteworthy that the boundary conditions of the interval constrains that only the non-
negative-momentum modes contribute to the spectrum of the Laplacian operator, which gives
rise to the above special dependence on 1/
√
L′.
Therefore, due to the spatial fluctuations in the finite-size interval with the Neumann bound-
ary conditions, ζlog contributes an extra 1/
√
L factor in the prefactor of the ground-state degen-
eracy splitting. If we choose periodic boundary conditions (such as a periodic ring structure),
then instead we get a factor of 1/L due to the inclusion of the modes with the negative momenta.
The calculation of ζmix can be simplified by noticing that in the continuum limit,∑
n∈Z
exp
[
−
(npi
L′
)2
t
]
=
L′
2
√
4pit
+
L′
2
√
4pit
∑
n6=0
exp
[
−n
2L′2
16t
]
, (6.28)
where the Poisson summation formula is used. Therefore, under the von Neumann boundary
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conditions,
Kt(−∂2x′) =
∞∑
n=0
exp
[
−
(npi
L′
)2
t
]
= 1 +
∞∑
n=1
exp
[
−
(npi
L′
)2
t
]
=
1
2
+
1
2
∞∑
n=−∞
exp
[
−
(npi
L′
)2
t
]
=
1
2
+
L′
4
√
4pit
+
L′
4
√
4pit
∑
n6=0
exp
[
−n
2L′2
16t
]
t=0+−−−→ 1
2
+
L′
4
√
4pit
. (6.29)
This shows that the divergence is in ζmix, as the second term here is obviously divergent as
t → 0. Since for finite n, the third term in Eq. (6.29) is exponentially damped as a function of
L′2, we can safely neglect their contributions which amount to exponentially small corrections
in the bare instanton action. Accordingly, we divide
ζmix(z, Mˆ) = ζcon(z, Mˆ) + ζlin(z, Mˆ) + ζexp(z, Mˆ),
ζcon(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{
1
2
·
[
Kt(Qˆ)−Kt(Qˆ0)− 1
]}
,
ζlin(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{
L′
4
√
4pit
·
[
Kt(Qˆ)−Kt(Qˆ0)− 1
]}
,
ζexp(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{(
Kt(−∂2x′)−
1
2
− L
′
4
√
4pit
)
·
[
Kt(Qˆ)−Kt(Qˆ0)− 1
]}
,
and we will focus on the evaluation of ζcon and ζlin and their derivatives. It will be shown that
ζcon is convergent and contributes to the prefactor that makes the dimensionality of the splitting
correct, and ζlin gives the leading quantum corrections to the classical instanton action, while
ζexp is the additional exponentially small modification to the action that we neglect.
By using the spectral functions of operators Qˆ and Qˆ0, we obtain that
Kt(Qˆ)−Kt(Qˆ0) = 1− 1
pi
∫ ∞
0
dp
(
2m0
p2 +m20
)
e−t(p
2+m20) = Erf(m0
√
t). (6.30)
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Then, it is straightforward to compute ζcon as follows,
ζcon(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{
1
2
·
[
− 1
pi
∫ ∞
0
dp
(
2m0
p2 +m20
)
e−t(p
2+m20)
]}
= −m0
pi
1
Γ(z)
∫ ∞
0
dp
1
(p2 +m20)
∫ ∞
0
dt · tz−1 · e−t(p2+m20)
= −m0
2pi
∫ ∞
−∞
dp
(
p2 +m20
)−(z+1)
= − 1
2
√
pi
·m−2z0 ·
Γ(z + 1/2)
Γ(z + 1)
.
Therefore, the extra contribution to the prefactor assumes
1
2
dζcon(z, Mˆ)
dz
∣∣∣
z=0
=
1
2
log (2m0), (6.31)
exp
(
1
2
dζcon(z, Mˆ)
dz
∣∣∣
z=0
)
=
√
2m0 =
√
2
(
4∆
~ς
) 1
4
=
√
2ω
v
1
4
, (6.32)
where we recall and use the definition of ω = 2
√
∆v/(~ς) = m0
√
v. In the absence of
the other terms, this reproduces our previous result for the fluctuation determinant when the
fluctuations are spatially uniform.
Similarly, ζlin can be calculated as follows,
ζlin(z, Mˆ) =
1
Γ(z)
∫ ∞
0
dt tz−1
{
L′
4
√
4pit
·
[
− 1
pi
∫ ∞
0
dp
(
2m0
p2 +m20
)
e−t(p
2+m20)
]}
=
(
−m0
pi
)( L′
4
√
4pi
)
Γ(z − 1/2)
Γ(z)
∫ ∞
0
2dp
(p2 +m20)
z+ 1
2
= −
(
L′
8pi
)
·m1−2z0 ·
Γ(z − 1/2)
Γ(z + 1/2)
.
This leads to a linear correction to the classical instanton action assumes
1
2
dζlin(z, Mˆ)
dz
∣∣∣
z=0
=
m0L
′
4pi
(1− logm0). (6.33)
To compute the ratio of determinants in Eq. (6.25), we now have to do two things: (1)
calculate ddz (ζ(z = 0, Mˆ)), and (2) regularize the divergence, which requires renormalizing
the effective mass for η at one-loop order by expanding the sine-Gordon potential to the fourth
power of the φ field. The obtained inverse Green function and the convergent vertex function
take the following forms,
Γ
(2)
0 (p) = p
2 +m20 −
g0
4pi
log
(
Λ
m0
)
, Γ
(4)
0 (p = 0) = −g0 −
3
8pi
g20m
−2
0 .
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By adopting the zero-momentum renormalization, we can define the renormalized mass term
and the coupling constant as follows,
m2R = m
2
0 −
g0
4pi
log
(
Λ
m0
)
, gR = g0 +
3
8pi
g20m
−2
0 , (6.34)
where Λ is the momentum cutoff and the bare coupling constant g0 = 16npi∆/(~2ς).
Inverting Eq. (6.34), we can express the bare instanton action in terms of mR and gR,
−S0
~
= −2m0
npi
L′ = −2mR
npi
L′ − gRL
′
4pi2nmR
log
(
Λ
mR
)
. (6.35)
We would be able to tune the cutoff to make the logarithmic divergence in Eq. (6.35) cancels
the logarithmic divergence in Eq. (6.25).
The final finite result for the determinant thus assumes the following form,
N√
det
[−~npiv∂2τ − ~nvpi ∂2x − 4n∆piς sin(2nφsol(τ))]
≈ −~√ω
√
v
L
√
2
pi
√
S0
~
exp
[
− mR
4pi
√
v
(
logmR +
γE
2
− 1
)
L
]
. (6.36)
After incorporating both the spatial and temporal fluctuations, the overall dependence of the
prefactor on the system’s size becomes independent of L, which results from the cancelation
of the time-translational-invariant zero-mode effect and the interval spatial fluctuating effect
under the Neumann boundary conditions. Moreover, the classical instanton action would also
receive the nontrivial one-loop corrections. However, a more precise determination of the lead-
ing quantum corrections to S0 may demand more advanced strategies and techniques. (For
instance, it is not immediately clear how to compute the Feynman diagrams with the constraint
of the von Neumann boundary conditions on the φ(x, τ) fields. Will the virtual momenta in the
loop diagrams be extended to the negative values?)
6.3.3 Consistent results from complementary methods
To recap, from the above subsections and following Refs. [130,135–138], we have derived that
the amplitudes for the one-instanton and one-anti-instanton processes are:
〈j|e−HφTτ/~|j ∓ 1〉o.i.
=
(
N e−ω˜Tτ/2
)(√ v
L
√
S0
2pi~
e−S0/~∓iγ
)
√
ωTτ . (6.37)
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Here S0 +(−)i~γ is the effective action of an instanton (anti-instanton) tunneling event (with
small quantum corrections omitted), where the imaginary contribution γ stems from SB-p, and
~ω˜/2 stands for the zero-point energy of the 1D harmonic oscillator. In terms of the parameters
in Eq. (6.2), we have S0 = 2~ωLnpiv , γ=
µL
~nv . As anticipated, the amplitude for tunneling vanishes
exponentially with the wire length L provided the bulk is gapped (i.e. ∆ 6= 0). More signifi-
cantly, we now perceive the importance of the Berry phase term, which contributes a different
net phase to the amplitude for instanton and anti-instanton processes.
The prefactor
K =
√
vωS0/(2pi~L) (6.38)
is the calculated Fredholm determinant describing Gaussian fluctuations about the saddle-point
solution (6.12) that we calculated in Subsection 6.3.2. This determinant is sensitive to spatial
fluctuations in the SC region, and its scaling with L is sensitive to the choice of boundary
conditions (BCs). As already shown in Subsection 6.3.2, for Neumann-type BCs appropriate to
the setup shown in Fig. 6.1, this prefactor is independent of L, in agreement with existing work
on Majorana bound states [116, 118, 139]. For the energy splitting in periodic BCs relative to
antiperiodic ones, on the other hand, the prefactor contains an extra factor of 1√
L
[130]. Fig. 6.2
compares this prediction to numerical values for the energy splitting in the Majorana nanowire
for both BCs.
Armed with one-instanton solutions, the total instanton contribution is obtained using a di-
lute instanton gas approximation [136]. Basically we assume that instantons are well-separated
in time, so that all one needs to do is to sum over arbitrary numbers of one-instanton and one-
anti-instanton solutions. Importantly, the action for one anti-instanton is the same as that of one
instanton, except for the Berry phase (which has a sign change). This gives:
〈j+|e−HφTτ/~|j−〉 = N
∫ 2pi
0
dζ
2pi
eiζ(j−−j+)
× exp
[
− ω˜
2
Tτ + 2KTτe−S0/~ cos(ζ − γ)
]
, (6.39)
where |j+〉 (|j−〉) denotes the final (initial) vacuum position. The cosine term can be viewed as
arising from interference between instanton and anti-instanton trajectories, for which SB-p has
the opposite phase.
In the presence of instanton tunneling events, the eigenstates of Hφ are therefore Bloch-
wave-like states of the form: |ζ〉∝( 12pi) 12 ∑j e−iζj |j〉. Imposing 〈j+±2n|e−HφTτ/~|j−±2n〉=
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Figure 6.2: Numerical results for the oscillatory zero-energy splitting as a function of L in the
1D nanowire models hosting Majorana bound states [1,5,6], for (a) open and domain-wall BCs,
and (b) periodic versus antiperiodic BCs (PBC-APBC). (Recall that for a Majorana SC ring,
the ground state with PBC (APBC) is a parity-even (parity-odd) state.) The term linear in L
has been subtracted off in both cases, leaving a result independent of L in (a), and depending
logarithmically on L in (b).
〈j+|e−HφTτ/~|j−〉 to account for the fact that only 2n of these minima are physically distinct
forces ζ to take on the 2n discrete values pinqφ, with qφ = 0, 1, . . . , 2n − 1, which gives the 2n
states:
|qφ〉 ∝
(
1
2n
) 1
2
2n−1∑
j=0
e−i
pi
n
qφj |j〉. (6.40)
From Eq. (6.39), the energies of these states are, up to an overall constant,
E(qφ) = −2~ω
pi
√
1
n
e−S0/~ cos
(
pi
n
qφ − µL~nv
)
, (6.41)
where qφ is the generalized charge parity conjugate to the discrete, compact variable φmin.
It is also instructive to check Eq. (6.41) for the case of Majorana fermions (n = 1), where
the splitting can be calculated directly from a quadratic fermion Hamiltonian [116, 117, 121,
124]. The relevant calculation in the quantum Hall systems described here can be carried out as
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for the nanowire case [116, 118]—see Appendix B and Ref. [139]. The result is
Eq = −C ∆B
∆ + B e
−∆L~v cos
(
piq − µL
~v
)
, q = 0, 1, (6.42)
where C is a constant of order unity. The coefficient of the decaying exponential differs from
Eq. (6.41), since for n = 1, S0/~=
(
∆L
~v
)
4
pi
√
~v/(∆ς). However, in the instanton calculation
of the exponential term we neglect all modes above the gap set by ∆; hence the cutoff energy
~v/ς should not be much larger than ∆. Further, the tunneling process requires the presence
of virtual fluctuations up to an energy of approximately ∆, so the cutoff energy should also not
be much smaller than ∆. The factor 4pi
√
~v/(∆ς), which parameterizes the difference in the
exponential decay lengths from the two calculations, is therefore a constant of order 1. Parallel
reasoning applies to the comparison of the prefactors. Remarkably, the argument of the cosine
term agrees exactly with our instanton calculation, suggesting that this oscillatory dependence
on µ is insensitive to the BCs and to the various approximations being made.
We note that the preceding analysis also applies to the case B > 0, ∆ = 0 by taking
φ
 θ and replacing the chemical potential term with a magnetic field term of the form−hpi∂xφ.
Therefore the oscillatory dependence of the ground-state energy splitting on chemical potential
or magnetic field is a relatively ubiquitous feature of parafermion zero modes.
Finally, the energies we derived agree with the general result of Ref. [140]:
E(qφ) =
2n−1∑
a=0
(
Γa[F
αaα
qφ
]αα + H.c.
)
, (6.43)
where α denotes the parafermion bound states, and F is a part of the topological data. Eq. (6.43)
describes general splittings for anyons with local couplings. For completeness, we will derive
this result here, and show how it corresponds to our solution. For the case at hand the possible
choices of F are described in Ref. [141]; taking [Fαaαqφ ]αα = e
i(pi/n)[(a·qφ) mod 2n] and Γa =
−~Ke−S0/~−iγδa,1 recovers the form (6.41) for the energies of these ground states.
For clarity, here we provide a simple topological quantum field theoretical (TQFT) deriva-
tion for the parafermion splitting. The anyon models that are suitable for our FQH setups
contain one non-Abelian anyon σ, and 2n distinct Abelian anyons a = 0, 1, 2, . . . , 2n− 1. The
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fusion rules among them are:
a× b = [a+ b]2n,
σ × σ =
2n−1∑
a=0
a,
σ × a = a× σ = σ, (6.44)
where [a+ b]2n = (a+ b) mod 2n. The claimed F -symbols are given by
[F σaσb ]σσ = χ(a, b). (6.45)
The so-called bi-characters χ(a, b) are U(1)-valued symmetric functions. They fulfill some
consistency conditions:
χ(a, b) = χ(b, a),
χ(a, b× c) = χ(a, [b+ c]2n) = χ(a, b)χ(a, c),
χ(a× b, c) = χ([a+ b]2n, c) = χ(a, c)χ(b, c), (6.46)
under the normalization conditions χ(0, a) = χ(a, 0) = 1. The χ functions and the F -symbols
are not unique. The proposed symmetric solutions appropriate for our models might be con-
structed as follows:
χ(a, b) = χ(b, a) = exp
(
i
pi
n
[a · b]2n
)
. (6.47)
Let us prove that this form of χ(a, b) indeed satisfies the consistency conditions Eq. (6.46):
χ(a, b× c) = eipin [a·([b+c]2n)]2n = eipin [a·([b]2n+[c]2n)]2n
= ei
pi
n
[[a]2n·([b]2n+[c]2n)]2n
= ei
pi
n
([[a]2n·[b]2n]2n+[[a]2n·[c]2n]2n)
= ei
pi
n
[[a]2n·[b]2n]2n · eipin [[a]2n·[c]2n]2n
= ei
pi
n
[a·b]2n · eipin [a·c]2n
= χ(a, b)χ(a, c). (6.48)
To evaluate the ground-state degeneracy splitting to the leading order for a pair of parafermionic
anyons (σ, σ), we can directly apply Bonderson’s results, namely for the fusion channel b, the
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energy correction is
E
(1)
b =
∑
a
(Γa[F
σaσ
b ]σσ + Γ
∗
a[F
σaσ
b ]
∗
σσ)
=
∑
a
(Γaχ(a, b) + Γ
∗
aχ
∗(a, b))
=
∑
a
(
Γae
ipi
n
[a·b]2n + Γ∗ae
−ipi
n
[a·b]2n
)
. (6.49)
According to our instanton calculations,
E
(1)
b = −2~Ke−S0/~ cos
(
pi
n
b− µL
~nv
)
. (6.50)
This result follows readily from Eq. (6.49) by choosing
Γa=1 = −~Ke−
S0
~ −i µL~nv and Γa6=1 = 0, (6.51)
then
E
(1)
b =
∑
a
(
Γae
ipi
n
[a·b]2n + Γ∗ae
−ipi
n
[a·b]2n
)
= Γa=1e
ipi
n
[1·b]2n + Γ∗a=1e
−ipi
n
[1·b]2n
= Γa=1e
ipi
n
b + Γ∗a=1e
−ipi
n
b
= −2~Ke−S0/~ cos
(
pi
n
b− µL
~nv
)
. (6.52)
The choice of Eq. (6.51) can be justified by noticing that the multiple charge tunneling ampli-
tudes should be much smaller when compared with the dominant tunneling process of the unit
charge, therefore it seems reasonable to only keep the exponentially small tunneling amplitude
Γa=1. Also, by construction the tunneling amplitude for the trivial charge a = 0 is zero, namely
Γa=0 = 0 identically.
6.4 Hopping in parafermion chains
One interesting application of our calculation is that it allows us to infer the phase of intrawire
parafermion hopping terms. This is of particular interest as chains of coupled parafermions can
be used to generate even more exotic topological phases [59, 108].
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In the setup we consider, the parafermion bound states can be described by operators
α
(†)
L , α
(†)
R which annihilate (create) parafermion zero modes at the left and right endpoints
of the SC region, respectively, and satisfy the relations
α2nL/R = 1, α
†
L/R = α
2n−1
L/R , and αLαR = αRαLe
ipi
n , (6.53)
which are sufficient to ensure that these bound states have “parafermionic” non-Abelian statis-
tics [9–12, 107].
In terms of the bosonized fields θ and φ, we have α†LαR = e
ipi
n
(q−1/2), where q = npi (θ(
L
2 )−
θ(−L2 )) is the total charge in the SC segment modulo 2 [9–12]. From the commutation relation
between φ and θ, it follows that
(α†RαL)φ(α
†
LαR) = φ+
pi
n
, (α†LαR)φ(α
†
RαL) = φ−
pi
n
,
which carrying out precisely the tunneling processes whose matrix elements we have just eval-
uated.
The low-energy Hamiltonian describing the parafermion tunneling between the two end-
points is therefore
HA = tα
†
LαR + t
∗α†RαL.
Its eigenstates are labeled by an integer q = 0, 1, 2, . . . , 2n− 1, and satisfy [9–12]
α†LαR|q〉 = −ei
pi
n
(q− 1
2
)|q〉, α†RαL|q〉 = −e−i
pi
n
(q− 1
2
)|q〉. (6.54)
Note that Eqs. (6.40) and (6.54) together also fix the phase associated with the action of the
parafermion hopping term on the eigenstates of φ: α†LαR|j〉 = −e−i
pi
2n |j + 1〉, α†RαL|j〉 =
−e+i pi2n |j−1〉. The corresponding energies—which are precisely the energies that we have just
obtained with our instanton calculation—are:
E(q) = −2
√
t2< + t
2
= cos
[
pi
n
(
q − 1
2
)
+ ϑ
]
, (6.55)
where we have defined tanϑ = t=/t<, and t= (t<) is the imaginary (real) part of t.
Comparing Eqs. (6.41) and (6.55) allows us to constrain t< and t=. For Majorana fermions
(i.e. n = 1), there is an additional constraint: Since α†R/L = αR/L, the two terms in Eq. (6.54)
are not independent. This forces t< = 0 (i.e. ϑ = ±pi/2) and t= = ±~Ke−S0/~ cos[µL/(~nv)].
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For n > 1 there is no such a constraint; however, in these cases matching the eigenvalues of
both H and the operator α†LαR = e
i(θ(L2 )−θ(−L2 )−pi/(2n)) fixes ϑ, such that
t< = ±~Ke−S0/~ cos[pi/(2n)− µL/(~nv)], (6.56)
t= = ±~Ke−S0/~ sin[pi/(2n)− µL/(~nv)]. (6.57)
Using the analogous approach for an SC-FM-SC system (with µ ⇒ h, ∆ ⇒ B) gives the
analogous conclusion. It is worth stressing that even at vanishing µ (or h), for n > 1 the
hopping parameter t is complex with ϑ = pi/(2n).
In the literature, there is a mapping (called Fradkin–Kadanoff transformation) between the
parafermion chain and the chiral quantum clock model. We are now going to ask what the phase
of t that we have calculated translates to in that mapping. More specifically, the µ-dependent
contribution to ϑ in Eqs. (6.56) and (6.57) corresponds to a chiral phase [142–145] in the quan-
tum clock model. To be concrete, let’s briefly review the details of the Fradkin–Kadanoff map-
ping [8, 127, 146] between the parafermion chain and the chiral quantum clock model. We
do this to explicitly demonstrate the relationship between the phase of the parafermion hopping
terms and the resulting chiral phase in the clock model advertised above. Since the chiral phases
do not arise in the Ising chain, here we consider the general parafermionic chain with n > 1.
We begin with a system of 2N parafermion zero modes {α2k−1, α2k}, k = 1, 2, . . . , N ob-
tained by sequentially gapping the edges via ∆ and B. Depending on the sequential arrangement
of the ferromagnets and the superconductors, there exist two types of inter-parafermion tunnel-
ings. Specifically, we consider first the model of a parafermion chain whose leftmost structure
assumes the arrangement of FM-SC-FM, where the leftmost FM region is semi-infinite. The
corresponding Hamiltonian reads
HFSF =
N∑
k=1
(
tSCα
†
2k−1α2k + t
∗
SCα
†
2kα2k−1
)
+
N−1∑
k=1
(
tFMα
†
2kα2k+1 + t
∗
FMα
†
2k+1α2k
)
, (6.58)
where according to the results of our instanton calculation,
tSC = ±~K∆e−S∆/~ei pi2n e−i
µL
~nv , tFM = ±~KBe−SB/~ei pi2n e−i hL~nv . (6.59)
Here
S∆ =
4~L
pinv
√
∆v/(~ς), SB =
4~L
pinv
√
Bv/(~ς),
K∆ = 2
√
∆v/(~ς)·
√
2S∆/(pi~), KB = 2
√
Bv/(~ς)·
√
2SB/(pi~).
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The low-energy parafermion Hamiltonian can be expressed in terms of the clock variables
σk, τk, which act on a 2n-state-per-site spin Hilbert space and satisfy
σ2nk = τ
2n
k = 1, σ
†
k = σ
2n−1
k , τ
†
k = τ
2n−1
k , σkτk = τkσke
ipi
n . (6.60)
The Fradkin–Kadanoff mapping implies the following relationships between the clock variables
and the parafermion operators:
τk = −ei
pi
2nα†2k−1α2k, σ
†
kσk+1 = −ei
pi
2nα†2kα2k+1. (6.61)
Inserting these expressions into Eq. (6.58), we obtain the Hamiltonian for the chiral quantum
clock model:
Hclock = −|tSC|
N∑
k=1
(
±e−i µL~nv τk ± ei
µL
~nv τ †k
)
− |tFM|
N−1∑
k=1
(
±e−i hL~nv σ†kσk+1 ± ei
hL
~nv σ†k+1σk
)
= −g
N∑
k=1
(
eiκτ †k + e
−iκτk
)
− J
N−1∑
k=1
(
eiχσ†k+1σk + e
−iχσ†kσk+1
)
, (6.62)
where the real non-negative clock couplings
g = |tSC| = ~K∆e−S∆/~, J = |tFM| = ~KBe−SB/~.
For the “+” sign in Eq. (6.59), we find that the chiral phases κ = µL~nv , χ =
hL
~nv (6= 0 mod pi2n),
while for the “−” sign in Eq. (6.59), the chiral phases become κ = µL~nv +pi, χ = hL~nv +pi ( 6= 0
mod pi2n).
Analogously, for a parafermion chain whose leftmost segment takes the SC-FM-SC struc-
ture, we find the parallel results with the substitutions ∆
 B, µ
 h. Namely, in this case the
real non-negative clock couplings g = |tFM| = ~KBe−SB/~, J = |tSC| = ~K∆e−S∆/~. For the
“+” sign in Eq. (6.59), we find that the chiral phases κ = hL~nv , χ =
µL
~nv (6= 0 mod pi2n), while
for the “−” sign in Eq. (6.59), the chiral phases assume κ = hL~nv + pi, χ = µL~nv + pi ( 6= 0 mod
pi
2n).
Therefore, our result shows that by tuning the chemical potential and the magnetic field at
the FQH edges, the synthetic chiral phases κ and χ ( 6= 0 mod pi2n) can be continuously varied in
the sense that a system of 2N tunnel-coupled parafermion zero modes is dual via the Fradkin–
Kadanoff mapping to anN -site chiral quantum clock chain, where with appropriate conventions
hopping across a SC (FM) region maps to the transverse field (ferromagnetic clock) coupling.
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Under duality, the phases of the parafermion hopping terms t map to a chiral phase of ±ei hL~nv
for the ferromagnetic clock coupling, as well as a chiral phase of ±ei µL~nv for the transverse
field term. Notice that the oscillatory dependence of the ground-state degeneracy splitting on
the chiral phases and the system’s size has been observed numerically for these chiral clock
systems [127] recently.
6.5 Summary
In summary, our non-perturbative calculation shows that it is possible, in principle, to tune the
magnitude of the ground-state splitting in parafermion systems (as well as the phase of the
parafermion hopping parameter, for n > 1) by means of a chemical potential or an external
magnetic field due to interference between distinct instanton trajectories resulting from a topo-
logical term in the effective action. Because the period of the resulting oscillations is given by
µL/(~nv) (or hL/(~nv)), this splitting can be fine-tuned with relatively small changes in µ
(or h). As for Majorana fermions, we anticipate that this fact will be both of practical use to
achieve quantum-coherent systems, and a potential signature of the existence of parafermions
in these systems. Finally, our results might also be applicable to the spin-unpolarized ν = 2/3
FQH heterostructures proposed by Refs. [108, 109].
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Appendix A
Additional derivations of the
dissipative terms
A.1 The first dissipative term
Part 2 Let us further choose Aα = A2 = c†R; Aβ = A2 = c
†
R. Then we would have
Xα =
∑

[
α
(1)
R fR, + α
(2)
R f
†
R,
]
, (A.1)
Xβ =
∑

[
α
(1)
R fR, + α
(2)
R f
†
R,
]
, (A.2)
and
X˜α(τ) =
∑

[
α
(1)
R fR,e
−iωτ + α(2)R f
†
R,e
iωτ
]
, (A.3)
X˜†α(τ) =
∑

[
α¯
(1)
R f
†
R,e
iωτ + α¯
(2)
R fR,e
−iωτ
]
. (A.4)
Analogously, when combining them, we would get
X˜†α(τ)Xβ =
∑

[
α¯
(1)
R f
†
R,e
iωτ + α¯
(2)
R fR,e
−iωτ
]
×
∑
′
[
α
(1)
R fR,′ + α
(2)
R f
†
R,′
]
, (A.5)
and the expectation value reads
〈X˜†α(τ)Xβ〉 =
∑

[
|α(1)R |2nF (~ω)eiωτ + |α(2)R |2nF (−~ω)e−iωτ
]
. (A.6)
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Or
〈X˜†2(τ)X2〉 =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)eiωτ . (A.7)
Therefore we can derive the expression for Γ22(Ω), which is defined by
∫∞
−∞ dτe
iΩτ 〈X˜†2(τ)X2〉,
as follows:
Γ22(Ω) =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω). (A.8)
Similarly the term 1~2
∑
Ω Γ22(Ω)c
†
R(Ω)ρA(t)cR(Ω) can be calculated straightforwardly as fol-
lows:
1
~2
∑
Ω
Γ22(Ω)c
†
R(Ω)ρA(t)cR(Ω)
=
1
~2
∑
Ω
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω)× c†R(Ω)ρA(t)cR(Ω)
=
1
~2
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)× c†R(−ω)ρA(t)cR(−ω)
=
1
~2
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)×
∑
a,b,a′,b′
δ(ωba + ω)δ(ωa′b′ + ω)
× |a〉〈a|c†R|b〉〈b|ρA(t)|a′〉〈a′|cR|b′〉〈b′|
=
(
|α(1)R |2 + |α(2)R |2
)
ρR
~2
∑
a,b
∑
a′,b′
nF (−~ωba)δ(ωa′b′ − ωba)
× |a〉〈a|c†R|b〉〈b|ρA(t)|a′〉〈a′|cR|b′〉〈b′|. (A.9)
It can be easily checked that
~ωab = 2t34
{
〈1, 0|cR|1, 1〉 = −1
〈0, 0|cR|0, 1〉 = +1
, (A.10)
and
~ωba = 2t34
{
〈1, 1|c†R|1, 0〉 = −1
〈0, 1|c†R|0, 0〉 = +1
, (A.11)
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then
1
~2
∑
Ω
Γ22(Ω)c
†
R(Ω)ρA(t)cR(Ω)
=
1
~2
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (−2t34)
×
∑
a,b
∑
a′,b′
|a〉〈a|c†R|b〉〈b|ρA(t)|a′〉〈a′|cR|b′〉〈b′|. (A.12)
If we set Γ1 = 1~2
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (−2t34) and L1 = c†R (in matrix form),
1
~2
∑
Ω
Γ22(Ω)c
†
R(Ω)ρA(t)cR(Ω) = Γ1L1ρA(t)L
†
1 (A.13)
in matrices.
Part 3 Let us next prove that if we choose Aα = A1 = cR; Aβ = A2 = c†R, the dissipation
term will vanish because the two δ-functions cannot be simultaneously satisfied in this case.
Similarly, we would have
Xα = X1 =
∑

[
α¯
(1)
R f
†
R, + α¯
(2)
R fR,
]
, (A.14)
Xβ = X2 =
∑

[
α
(1)
R fR, + α
(2)
R f
†
R,
]
, (A.15)
and
X˜α(τ) =
∑

[
α¯
(1)
R f
†
R,e
iωτ + α¯
(2)
R fR,e
−iωτ
]
, (A.16)
X˜†α(τ) =
∑

[
α
(1)
R fR,e
−iωτ + α(2)R f
†
R,e
iωτ
]
. (A.17)
Analogously, when combining them, we would get
X˜†α(τ)Xβ = X˜
†
1(τ)X2
=
∑

[
α
(1)
R fR,e
−iωτ + α(2)R f
†
R,e
iωτ
]
×
∑
′
[
α
(1)
R fR,′ + α
(2)
R f
†
R,′
]
, (A.18)
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and the expectation value reads
〈X˜†1(τ)X2〉 =
∑

2α
(1)
R α
(2)
R nF (~ω)e
iωτ . (A.19)
Thus
Γ12(Ω) =
∑
[]
[2α
(1)
R α
(2)
R nF (~ω)δ(Ω + ω)]. (A.20)
However, when plugging in the differing expressions for the same operators c†R before and after
the density operator ρA(t), we find that the resulting two δ-functions cannot be matched,
1
~2
∑
Ω
Γ12(Ω)c
†
R(Ω)ρA(t)c
†
R(Ω)
=
1
~2
∑
Ω
∑
[]
[2α
(1)
R α
(2)
R ρRnF (~ω)δ(Ω + ω)]
×
∑
a,b,a′,b′
δ(ωba − Ω)δ(ωa′b′ − Ω)
× |a〉〈a|c†R|b〉〈b|ρA(t)|a′〉〈a′|c†R|b′〉〈b′|
=
2α
(1)
R α
(2)
R ρR
~2
∑
a,b
∑
a′,b′
nF (−~ωba)δ(ωa′b′ − ωba)
× |a〉〈a|c†R|b〉〈b|ρA(t)|a′〉〈a′|c†R|b′〉〈b′|
= 0, (A.21)
since
~ωab = −2t34
~ωba = +2t34
{
〈1, 1|c†R|1, 0〉 = −1
〈0, 1|c†R|0, 0〉 = +1
, (A.22)
and δ(ωa′b′ − ωba) is identically vanishing.
Part 4 We can also prove that if we choose Aα = A2 = c†R; Aβ = A1 = cR, the correspond-
ing dissipation term vanishes in a parallel way.
A.2 The second dissipative term
Part 2 Let’s choose Aα = A2 = c†R; Aβ = A2 = c
†
R, then
Γ22(Ω) =
∑
[]
(
|α(1)R |2 + |α(2)R |2
)
ρRnF (~ω)δ(Ω + ω), (A.23)
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thus
− 1
2~2
∑
Ω
Γ22(Ω)[A
†
2(Ω)A2(Ω)ρA(t) + ρA(t)A
†
2(Ω)A2(Ω)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρR
∑
[]
nF (~ω)
× [A†2(−ω)A2(−ω)ρA(t) + ρA(t)A†2(−ω)A2(−ω)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρR
∑
[]
nF (~ω)
×
∑
a,b,a′,b′
[δ(ωab + ω)δ(ωb′a′ + ω)
×(|a〉〈a|cR|b〉〈b|a′〉〈a′|c†R|b′〉〈b′|ρA(t) + ρA(t)|a〉〈a|cR|b〉〈b|a′〉〈a′|c†R|b′〉〈b′|)
]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρR
∑
a,b,a′,b′
nF (−~ωab)δ(ωb′a′ − ωab)
×
[
|a〉〈a|cR|b〉〈b|a′〉〈a′|c†R|b′〉〈b′|ρA(t) + ρA(t)|a〉〈a|cR|b〉〈b|a′〉〈a′|c†R|b′〉〈b′|
]
.
(A.24)
As usual, we know that
~ωab = 2t34
{
〈1, 0|cR|1, 1〉 = −1
〈0, 0|cR|0, 1〉 = +1
,
hence
− 1
2~2
∑
Ω
Γ22(Ω)[cR(Ω)c
†
R(Ω)ρA(t) + ρA(t)cR(Ω)c
†
R(Ω)]
= −
(
|α(1)R |2 + |α(2)R |2
)
2~2
ρRnF (−2t34)
×
∑
a,b,b′
[
|a〉〈a|cR|b〉〈b|c†R|b′〉〈b′|ρA(t) + ρA(t)|a〉〈a|cR|b〉〈b|c†R|b′〉〈b′|
]
. (A.25)
Remember Γ1 = 1~2 (|α
(1)
R |2 + |α(2)R |2)ρRnF (−2t34), and it can be derived that
− 1
2~2
∑
Ω
Γ22(Ω)[cR(Ω)c
†
R(Ω)ρA(t) + ρA(t)cR(Ω)c
†
R(Ω)]
= −1
2
Γ1(L
†
1L1ρA(t) + ρA(t)L
†
1L1) (A.26)
152
in matrix forms.
Part 3 and 4 It can be easily shown that terms containing cR(Ω)cR(Ω) or c†R(Ω)c
†
R(Ω) vanish.
For instance,
cR(Ω)cR(Ω) =
∑
a,b
∑
a′,b′
δ(ωab − Ω)δ(ωb′a′ − Ω)× [|a〉〈a|cR|b〉〈b|a′〉〈a′|cR|b′〉〈b′|]
=
∑
a,b,b′
δ(ωab − Ω)δ(ωb′a′ − Ω)|a〉〈a|cR|b〉〈b|cR|b′〉〈b′|.
However,
∑
b〈a|cR|b〉〈b|cR|b′〉 = 0. The same conclusion holds for the term with c†R(Ω)c†R(Ω).
Appendix B
Splitting of ground-state energy in
spin-Hall edge: A wavefunction
approach
B.1 Wavefunctions of the Majorana bound states in quantum spin
Hall heterostructures
For completeness and also as an important check, let us discuss the Majorana zero modes at the
edge of a 2D quantum spin Hall system which is in close proximity to an s-wave superconductor
and two ferromagnetic insulators. We assume that the right movers carry spin up and the left
movers carry spin down. The Bogoliubov–de Gennes (BdG) Hamiltonian for the edge states is
as follows,
H(x) = −ivF τzσz∂x − µ(x)τz −∆(x)τx + B(x)σx. (B.1)
The Pauli matrices ~τ and ~σ act on the particle-hole and spin spaces, respectively. To focus
our discussion, we consider the FM-SC-FM setup shown in Fig. 6.1. Neglecting the width of
the domain wall region, this gives the following spatial profiles for the locally gated chemical
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potential and the strengths of the proximity-induced potential terms:
µ(x) = µΘ(x+
L
2
)Θ(−x+ L
2
), (B.2)
∆(x) = ∆Θ(x+
L
2
)Θ(−x+ L
2
), (B.3)
B(x) = B(1−Θ(x+ L
2
)Θ(−x+ L
2
)). (B.4)
Here the potential strengths ∆ ∼ B  |µ| 6= 0 and Θ(x) is the Heaviside step function. We
also assume that the chemical potential term can be generated by locally gating the edge.
With the linear dispersion relation in Eq. (B.1), analytical solutions for the Majorana bound
states can easily be obtained in the limit that the two bound states are infinitely far apart. Specif-
ically, if we divideH(x) into the left and right parts for x ∈ (−∞,∞),
H(x) = HL(x) + UR(x) = HR(x) + UL(x), (B.5)
where
HL(x) =

−ivF∂x − µL(x) BL(x) −∆L(x) 0
BL(x) ivF∂x − µL(x) 0 −∆L(x)
−∆L(x) 0 ivF∂x + µL(x) BL(x)
0 −∆L(x) BL(x) −ivF∂x + µL(x)
 ,
(B.6)
UR(x) =

−µ˜R(x) BR(x) −∆˜R(x) 0
BR(x) −µ˜R(x) 0 −∆˜R(x)
−∆˜R(x) 0 µ˜R(x) BR(x)
0 −∆˜R(x) BR(x) µ˜R(x)
 , (B.7)
with
µL(x) = µΘ(x+
L
2
), ∆L(x) = ∆Θ(x+
L
2
), BL(x) = BΘ(−x− L
2
), (B.8)
µ˜R(x) = −µΘ(x− L
2
), ∆˜R(x) = −∆Θ(x− L
2
), BR(x) = BΘ(x− L
2
). (B.9)
Similar forms can be constructed forHR(x) and UL(x) by noticing that
HL(x) = KHR(−x)K, UR(x) = UL(−x), µL(x) = µR(−x),
µ˜L(x) = µ˜R(−x), ∆L(x) = ∆R(−x), ∆˜L(x) = ∆˜R(−x), BL(x) = BR(−x).
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Typically, HL,R(x) and UR,L(x) are spatially well-separated from each other, which allows to
firstly approximately focus on the Majorana zero mode from only the part of HL,R(x), then
adding the treatment of UR,L(x) as the perturbation.
Left Majorana zero mode. We are now in a position to find the analytical wavefunction
for the normalizable Majorana bound state in the left domain wall x = −L2 by solving the
following reduced 1D Dirac equation with the proper boundary conditions,
−ivF∂x − µL(x) BL(x) −∆L(x) 0
BL(x) ivF∂x − µL(x) 0 −∆L(x)
−∆L(x) 0 ivF∂x + µL(x) BL(x)
0 −∆L(x) BL(x) −ivF∂x + µL(x)


u(x)
w(x)
w∗(x)
−u∗(x)

= 0. (B.10)
The self-conjugate Majorana form of the spinor here is fixed by particle-hole symmetry, defined
in real space by the operator Ξ ≡ τy⊗σyK, where τy⊗σy is the charge conjugation matrix and
K denotes complex conjugation. Ξ anticommutes withH(x), and hence constrains the form of
the zero-energy solutions.
In the region x ≥ −L2 , solving Eq. (B.10) yields the 2-component zero-mode eigenvector,
χ0(x) =
(
u(x)
w∗(x)
)
= χ−L
2
(
1
i
)
exp
(
i
µ
vF
(x+
L
2
)− ∆
vF
(x+
L
2
)
)
, (B.11)
where ∆ > 0, and χ−L
2
is a constant to be fixed by the continuity of the wavefunction.
Similarly, we can solve for the wavefunction of the left Majorana zero mode in the region
x ≤ −L2 , where the 2-component zero-mode eigenvector assumes
ζ0(x) =
(
u(x)
w(x)
)
= ζ−L
2
(
−i
1
)
exp
( B
vF
(x+
L
2
)
)
, (B.12)
with B > 0, and ζ−L
2
is a constant to be fixed by the continuity of the wavefunction.
The complex constants χ−L
2
and ζ−L
2
can be constrained by equating Eqs. (B.11) and (B.12)
at x = −L2 due to the continuity of the wavefunction: ζ−L2 = −χ=, χ−L2 = iχ=, where χ= is
a real constant to be fixed by the normalization condition.
The 4-component wavefunction of the left Majorana zero mode ΨL thus becomes (up to
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normalization),
ΨL(x) = χ=


i exp
(
i µvF (x+
L
2 )
)
− exp
(
−i µvF (x+ L2 )
)
− exp
(
i µvF (x+
L
2 )
)
i exp
(
−i µvF (x+ L2 )
)
 e
− ∆
vF
(x+L
2
)
Θ(x+
L
2
)
+

i
−1
−1
i
 e
B
vF
(x+L
2
)
Θ(−x− L
2
)

. (B.13)
Right Majorana zero mode. Since HL(x) = KHR(−x)K, we can directly derive the
wavefunction for the right Majorana zero mode ΨR(x) = KΨL(−x) = Ψ∗L(−x), namely,
ΨR(x) = χ=


−i exp
(
i µvF (x− L2 )
)
− exp
(
−i µvF (x− L2 )
)
− exp
(
i µvF (x− L2 )
)
−i exp
(
−i µvF (x− L2 )
)
 e
∆
vF
(x−L
2
)
Θ(−x+ L
2
)
+

−i
−1
−1
−i
 e
− B
vF
(x−L
2
)
Θ(x− L
2
)

. (B.14)
B.2 Zero-bias splitting due to Majorana wavefunction overlaps in
the FM-SC-FM setup
If we assume |Φ+g (x)〉 is the eigenstate of the full BdG Hamiltonian H(x) with eigenenergy
E+, namely H(x)|Φ+g (x)〉 = E+|Φ+g (x)〉, then according to the particle-hole symmetry, we
will have H(x) (Ξ|Φ+g (x)〉) = −E+ (Ξ|Φ+g (x)〉), therefore we denote |Φ−g (x)〉 = Ξ|Φ+g (x)〉,
which satisfies H(x)|Φ−g (x)〉 = E−|Φ−g (x)〉 = −E+|Φ−g (x)〉. One can check that Ξ|ΨR(x)〉 =
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|ΨR(x)〉, Ξ|ΨL(x)〉 = |ΨL(x)〉, thus we can safely assume
|Φ±g (x)〉 =
1√
2
(|ΨR(x)〉 ± i|ΨL(x)〉) = ± i√
2
(|ΨL(x)〉 ∓ i|ΨR(x)〉) , (B.15)
|Φ±g (−x)〉 =
1√
2
(|ΨR(−x)〉 ± i|ΨL(−x)〉) = 1√
2
(K|ΨL(x)〉 ± iK|ΨR(x)〉)
= ±iK|Φ±g (x)〉. (B.16)
The eigenenergies of these two approximate eigenstates are given by
E± =
〈Φ±g (x)|H(x)|Φ±g (x)〉
〈Φ±g (x)|Φ±g (x)〉
≈ 1√
2
(〈Φ±g (x)|UL(x)|ΨR(x)〉 ± i〈Φ±g (x)|UR(x)|ΨL(x)〉) .
(B.17)
By using Eq. (B.16), we can arrive at the following expression for the eigenenergies,
E± ≈
√
2 Re
[∫ +∞
0
(
Φ±g (x)
)† UL(x)ΨR(x)dx± i∫ +∞
0
(
Φ±g (x)
)† UR(x)ΨL(x)dx]
≈ ∓ Im
[∫ +∞
0
Ψ†R(x)UR(x)ΨL(x)dx
]
, (B.18)
which can be further simplified:∫ +∞
0
Ψ†R(x)UR(x)ΨL(x)dx =
∫ +∞
0
Ψ†R(x) (H(x)−HL(x)) ΨL(x)dx
= ivFΨ
†
R(x = 0)(τz ⊗ σz)ΨL(x = 0), (B.19)
where we have integrated the kinetic term by parts. Therefore, we derive
E± ≈ ∓ vFRe[Ψ†R(x = 0)(τz ⊗ σz)ΨL(x = 0)].
Thus far, our analysis is completely general, having used only the symmetries of the problem
at hand. To obtain the final expression, we plug in the explicit forms for ΨL/R in Eqs. (B.13)
and (B.14), which gives:
E± =
1
2
E± ≈ ± 2vFχ2= e−
∆L
vF cos
(
µL
vF
)
= ± ∆B
∆ + B e
−∆L
vF cos
(
µL
vF
)
B∼∆−−−→ ± ∆
2
e
−∆L
vF cos
(
µL
vF
)
. (B.20)
A parallel evaluation of the energy splitting can be worked out for the SC-FM-SC setup with
the inclusion of a finite magnetic field term.
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It is instructive to compare this result with that obtained by instanton approach in Chapter
6. Importantly, we find that the oscillatory cosine term has exactly the same form in both
calculations, and vanishes if the chemical potential is tuned to zero. However, they differ in
both the exponential decay rate and the overall prefactor.
Physically there exist two probable mechanisms (or scenarios) that will lead to the splitting
of the ground-state degeneracy for Majoranas (and parafermions alike): (1) The first mechanism
is the direct overlaps between the two degenerate ground-state wavefunctions. This scenario is
restricted to the ground-state manifold. (2) The second mechanism is a bit subtle. Because the
ground-state manifold is not isolated or closed, quantum mechanically it will interact with the
existing spectrum of the excitation states. It is this virtual interaction between the ground states
and those higher-energy states that produces the additional splitting. This second mechanism
is somehow overlooked in the literature. Since the bulk system is gapped, both the above-
mentioned mechanisms will be exponentially suppressed. Therefore, to properly compute the
topological degeneracy splitting, we may need to take into account the combined effects of these
two scenarios in a systematic and controlled manner.
The adopted instanton approach may be a feasible way to include the virtual fluctuation
effects into the energy-splitting calculation. The existence and the structure of the zero-mode
soliton solution provide a semiclassical picture of the connection and overlap between the two
ground states in the imaginary-time formalism. This classical soliton solution interpolates be-
tween the degenerate vacua by passing through a series of selected intermediate higher-energy
states, thus manifesting the fluctuation effects at the saddle-point level. Moreover, when de-
termining the prefactor, we further explicitly incorporate the Gaussian fluctuations about the
saddle-point solution, which captures the leading impacts from a beam of paths near the ex-
tremal path. Clearly the variational wavefunction-overlap calculation involves only the first
mechanism, while the second scenario is missing, which might lead to the discrepancy when
compared with the instanton results.
Let us summarize the two key results of this section: (1) the zero-energy splitting in the spin-
Hall edge has an oscillatory dependence on µ, which exactly matches that found in the instanton
calculation; and (2) though the prefactors of the two calculations do not agree, one would expect
the instanton calculation to give more accurate results than the variational approach presented
here.
