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Abstract
Experimental results of Portland cement reactivity in CO2 rich fluids have so far seemed inconsistent, providing 
different values of reaction rates for apparently similar experimental conditions. Coupled transport -reaction models
allow reconciling experimental evidence within a consistent framework. Experimental and numerical results suggest 
two classes of controlling mechanism. For Class G/H cements, either reactivity is Ca or CO2 diffusion-limited,
depending on the boundary conditions, or reactivity stops because of pore clogging by calcium carbonate formation.
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1. Introduction 
The ability to predict the fate of wellbore cement exposed to a CO2-rich phase (aqueous, gas, liquid) is a necessary 
step into the assessment of wellbore integrity of C O2 storage. Wellbore leakage models, which integrate reactive 
chemistry, mechanics and flow in a defect, need to account for well materials reactivity (cement and steel). Indeed 
material reactivity could modify the leak rate and/or the number of leakage pathways. There is therefore a need for a 
comprehensive modeling approach able to reconcile existing experiments and thoroughly investigate the role o f 
experimental conditions and material properties. Moreover, coupled wellbore leakage models need to be fast to allow 
their use for wellbore integrity risk assessment studies; computational efficiency thus requires simplified – yet valid –
models, a seemingly irreconcilable objective.
The first challenge is therefore to explain the consistency between different published experimental results of 
cement reactivity in CO2 rich environment by means of a single reactive transport model. A set of experiments on 
cement carbonation at high pressure (~30 MPa) and at atmospheric pressure is carefully analyzed with the same 
methodology: experimental cement carbonation rates are compared against theoretical rates. Every experiments 
highlighted sharp reaction front(s). Therefore, the carbonation rate is defined as the square root of the apparent 
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diffusivity of the carbonation front, i.e. it corresponds simply to the slope of the linear regression of the reacted layer 
thickness (L) versus square root of time (t1/2).
2. Experimental evidence 
Different group of scientist have worked on cement reactivity in the context of CCS research program. Each of 
them had a different specific area of focus: 1) atmospheric pressure experiments in open systems [1-3] and modeling 
[4] at Princeton University, 2) high temperature and pressurecuring conditions and the role of additives [5],[6] at 
NETL, 3) the combined effect of CO2 and H2S [7],[8] at the University of Nancy, 4) core flow experiments[9],[10]
and modeling [11] at LANL; 5) the combined effect of combined effect of CO2, H2S and additives in the matrixat 
IFP [12],[13] and finally 6) high temperature and pressure experimentsand the role of additivesat Schlumberger[14-
16].
In this paper, the effect of additivesin cement slurries, such as fly ashes or blast furnace slag, is not reported and 
the effect of other component in gas such as H2S is also disregarded. Indeed, we focus on of Portland cement 
reactivity exposed to CO2 saturated brine and/or a CO2 rich phase (Liquid or Gas). The purpose is to understand key 
effect of P, T and salinity of the brine and flowing conditions cement reactivity for simple system. The selected 
references for this purpose are indicated in Table 1.
Table 1Summary of key experimental features of the selected three references
Parameter Duguid [3] Bartlet-Gouedard [14] Kutchko [6]
P [bar] 1 280 303
T [!C] 25 90 50
NaCl [molal] 0.5 0 0.17
Cement Portland Portland Portland
w/c 0.38 0.44 0.38
Boundary conditions - Brine Open Closed Closed
Boundary conditions - Gas Open Open Open
Vbrine/Vcem Inf. ~1.5 ~7
Each authors worked with Portland cement paste of equivalent water to cement ratio (w/c). Duguid worked at 
ambient temperature and 1 bar, whereas Bartlet-Gouedard and Kutchko worked at higher temperature and at 
pressures more representative of downhole conditions.
One of the main differences between these three studies is the boundary conditions (Figure 1). Duguid did renew 
the brine in order to maintain constant brine compositions they also maintained constant gas composition by bubbling 
CO2. On the contrary, Bartlet-Gouedard and Kutchko did work without brine renewal but with a slight gas renewal to 
maintain constant pressure in their HPHT vessel. Note that this gas flow never led to a significant evaporation of the 
brine over the time scale of these experiments. The latter authors did work with similar volume ratio of brine to 
cement (Vbrine/Vcem). So each author worked with infinite supply of CO2; however Duguid’s set up allows for species 
leaching out of the system, whereas Barlet-Gouedard and Kutchko’ssetup does not.
Figure 1; Sketch representing the two types of boundary conditions used in experiences: a) with brine renewal (left), and b) no brine renewal 
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(right).
Based on a combination of macroscopic analysis and microscopic analysis each authors actually suggested similar
characteristic layered system with steep fronts. From sample core to outer exposed layer, they observed at least 2 or 
more of these layers: 1) unreacted cement, 2) a slightly calcium depleted layer, 3) a calcium carbonate rich layer and 
finally 4) an outer layer almost completely calcium depleted (see optical microscope images and SEM images of 
samples in Figure 2). Layers 2 to 4 composethe total reacted zone, i.e. the zone where the initial cement composition 
has changed during exposure.
a) ∀=8.010-3m b) ∀=2.5410-2m
c)
Figure 2: Macroscopic analysis of cement samples after exposure to CO2 rich fluids, reproduced from a) Duguid, b) Barlet-Gouedard, c) Kutchko
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However, some differences can be noticed: 1) the growth of the total reacted zone, 2) the evolution of the rate over 
time, 3) t he relative layer growth of each layer, 3) the mineral composition each layer, 4) the influence of the outer 
fl uid (CO2 saturated aqueous phase vs. water saturated CO2 rich phase). We discuss each of these aspects below.
In absence of any pressure gradient or salinity gradient, diffusion of dissolved species in cement pore water is 
assumed to drive the chemical evolution of cement. Therefore total reacted layer thickness is plotted against the 
square root of time. A linear behavior supports a diffusive mechanism and the slope corresponds to the apparent 
diffusion rate of the total reacted zone. Each authors measure rates that differ by order of magnitudes: ~10-12 m2.s-1
for Barlet -Gouedard, ~10-12 m2.s-1 for Duguid and ~10-14 m2.s-1 for Kutchko.
If Barlet-Gouedard and Duguid observe a linear behavior over the time range analyzed, Kutchko observes a shift 
from this linear behavior over time until the total reacted layer thickness reaches a plateau. The latter mechanism is 
interpreted as a slow clogging of cement pore space.
In addition to different apparent rates of the total reacted zone, the relative thickness of each layer also differs. In
Duguid’s samples, the thickness of the outer most calcium depleted layer (~10-3 m) is much larger than that of the 
calcite rich layer (~10-4 m). In Barlet -Gouedard’s samples, the thickness ratio of these two layers is actually the 
opposite; the outer calcium depleted zone is barely detected, in terms of both thickness and calcium mass fraction. In 
Kutchko’s samples, on the other hand, both layers have similar thicknesses (~10-4 m).
Figure 3: Total reacted layer thickness plotted against the square root of time. The apparent diffusivity of the inner most front, i.e. the square of 
each slope of linear fits (dashed lines), is also indicated.
If results support a complete disappearance of portlandite in reacted layers, the exact mineral composition of these 
layers is not yet clear. Duguid is the only one to observe a clear and large inner calcium depleted zone: whether the 
decalcification process of C-S-H starts out in this layer or in the calcite layer remains to be proven. No author reports
the Ca/Si spatial profile in C-S -H phase(s) across the calcite rich layer. The identification of C-S -H or C-S-H 
decalcification is a difficult task in carbonated matrices where the local mineral composition can change at constant 
Ca/Si ratio in the matrix. The very low calcium mass fraction in Duguid’s results support the absence of C -S-H in the 
outer most layer whereas Kutchko does suggest their presence, implying a C-S-H dissolution front beyond the one of 
calcite and closer to the brine.
Barlet-Gouedard and Kutchko immerged samples both in C O2 saturated aqueous phase and H2O saturated CO2
rich phase. Barlet-Gouedard et al. observe almost the same reactivity in both fluids (respectively 1.91 and 1.32*10-11
m2.s-1 based on their fit). This result suggests a similar carbonation mechanism in both fluids. If Kutchko also 
observes similar mechanism in both fluids, the initial reactivity is quite different (respectively 2.7 and 0.3 *10-14 m2.s-
1 based on their fit).
3. "Reactive transport modeling" 
The purpose of this section is to use standard reactive transport model to investigate the key differences between 
experimental evidences highlighted in the section above. For simulating Barlet-Gouedard’ and Kutchko’s 
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experimental conditions, the reactive transport code used here is HYTEC [17]. For Duguid’s experimental conditions, 
we simply refer to the modeling work of cement durability with DYNAFLOW [4].
Four main type of parameters govern modeling results: 1) total composition of a system and sub-systems, 2) 
thermodynamic properties of species, 3) transport properties and 4) and system geomet ry and boundary conditions.
Each of these properties can be exactly evaluated or best estimated for the three experiments analyzed.
The selected set of thermodynamic properties is the same as the one used in [4]. Based on dry cement 
composition, water to cement ratio and the nature and thermodynamic properties of cement hydrates, the composition 
of the solid matrix in terms of hydrates, the cement paste porosity and pore water composition are evaluated for the 
references of interest. The salt content of the brine corresponds to each authors and the CO2 molality was evaluated as 
a function of P, T and salinity based on Duan’s model.
Based on Huet’s results [4], the diffusivity of the outer most layer is about 40 times larger than the initial effective 
diffusivity of the cement paste (1.0*10-11 m2.s-1) for a porosity changing from 0.4 to ~0.8. This trend can be 
represented with a large exponent in Archie’s power law (#>5).  Note that using very large values of # leads to a 
rapid effective diffusivity decrease with porosity clogging, with respect to lower values of #. Therefore a modified 
Archie’s law, inspired by van Genuchten [18], was derived (Eq. 1, where ∃ is the porosity, ∃c a minimum porosity, ∃0
the initial porosity, De0 the initial diffusivity and #1, #2 two empirical exponents). This empirical function allows for 
distinguishing behavior for pore closing (∃<∃0) and pore opening (∃>∃0) by tuning #1 and #2 values independently.
Eq. 1
The volume ratio between cement and brine was represented in 1D radial geometry. The aspect ratio of samples, 
the time scale of experiments and the high diffusivities of the brine (~1.0*10-9 m2.s-1) with respect to cement paste 
support the reduction of the experimental dimensions (3D) to the modeled dimension (1D). In this geometry cement 
corresponds to the inner cylinder (Rcem) and the brine corresponds to the outer hollow cylinder (ri=Rcem and ro=Rbrine)
Zero flux conditions are used at all boundaries of the system (r=0 and r=Rbrine). A dummy CO2 mineral represents 
the infinite supply of CO2 at the outer boundary (r=Rbrine): its density is negligible and its solubility is such as to 
match gaseous CO2 solubility at the pressure, temperature and brine salinity of interest.
Simulation results are presented below. First simulations of Barlet -Gouedard experiments are presented. Then the 
latter results are successively compared against modeling results of 1 ) Duguid’s experiments and 2) Kutchko’s 
experiments.
For Barlet-Gouedard’conditions, the simulated total reacted layer thickness over time matches the experimental 
thickness (Figure 4b). A deviation from a linear behavior is noted as expected when the reacted layer thickness is 
larger than two thirds of sample (L>2/3*Rcem) because of the radial geometry.
After 3 weeks of exposure to the brine, the following observations can be made. Total CO2 and Ca concentration 
are homogeneous in the brine (r > Rcem=6.35*10
-3m) (Figure 4a and Figure 5a). Two zones are present, the first one 
composed of cement hydrates and the second one composed of calcite and amorphous silica (Figure 4a); i.e. 
thickness of calcium depleted zone on both sides of calcite rich layer are negligible. CO2 diffuses from the cement 
brine interface, across the calcite layer, to the reaction front. At this front each hydrate reacts with CO2, maintaining 
low carbonate aqueous concentration (Figure 4a).
The concentration gradient of calcium is negligible with respect to carbonate concentration gradient and no 
significant accumulation of calcium or leaching of calcium is noted (Figure 5a). The concentration of calcite, the only 
calcium bearing phase in the calcite reach layer, is constant. However, small calcium concentration gradient with 
respect to CO2 concentration gradient are noted at the reaction front leading to calcium mass transfer from cement 
core and calcium carbonate rich zone towards the front. In the absence of significant calcium mass transfer, the 
porosity change associated with cement hydrates complete carbonation is also negligible.
Therefore reactivity of cement in Barlet Gouedard’s experimental conditions is driven solely by CO2 diffusion
through the calcite rich layer and cement hydrates full carbonation. No calcium leaching is observed: calcite 
dissolution into the vessel is sufficient to control calcium concentration in the brine and does not lead to the 
formation of a significant calcium depleted zone at the rim of cement.
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In the absence of calcium in the brine and for constant boundary conditions, modeling results [4] of Duguid’s 
experiment indicates a complete different behavior.  After an initial stage during which the calcium carbonate layer 
builds up, no significant total carbonate flux from the brine into cement is noted. The overall reactivity is controlled 
by calcium diffusion from the calcite dissolution front, across the outer most calcium depleted layer and into the 
brine. Therefore in Duguid’s conditions CO2 is simply a catalyst that accelerates reactivity with respect to cement 
dissolution in calcium depleted water. Moreover the transport properties and/or the thickness of the calcite layer do 
not meet the conditions for which this layer could control the overall evolution of cement.
The concentration profiles of dominant aqueous species and main minerals are very similar for both Barlet-
Gouedard’s and Kutchko’s experimental conditions (Figure 5): 1) two distinct zones appear and 2) CO2 diffuses 
across the calcite layer, and 3) no significant calcium depleted zones appear. However, two key differences are noted: 
1) calcium concentration gradients at the calcite formation front are smaller but not negligible with rescpect to 
carbonate concentration gradient and 2) the calcite concentration in the calcite layer is no longer constant. Both 
observation are consistent: fluxes of calcium towards reaction fronts leads to the accumulation of calcium at the front 
as solid calcium carbonate. 
The calcium aqueous concentration profile in the calcite rich layer is actually controlled by two mechanisms: the 
carbonic acid concentration profile and the solubility of calcite in presence of CO2
(CaCO3+CO2+H2O<=>Ca
2++2HCO3
-). Since CO2 mass transfer is initially the rate limiting step, its spatial 
concentration profile is linear. Moreover calcite solubility increases logarithmically with C O2 concentration.  
Therefore, the calcium concentration is logarithmic and calcium aqueous concentration gradient is larger, closer the 
calcite formation front. At higher temperature, these mechanisms are still valid. However, the calcite solubility 
decreases with temperature as does the solubility of CO2 and the calcium aqueous concentration in the calcite layer is
shifted to lower values. 
The calcium aqueous concentration profile also indicates calcium di ffusion from sample core towards the reaction 
front. This leaching is controlled by two mechanisms: portlandite solubility and calcite solubility at high alkalinity 
(i.e. low CO2 partial pressure). In unreacted cement pastes, portlandite controls aqueous calcium concentration 
(~20*10-3 mol.kgw-1 at 25C) whereas calcium content in equilibrium with the CaCO3/H2O phase assemblage is lower 
(~1*10-4 mol.kgw-1 at 25C). As calcite and CO2, portlandite solubility decreases with temperature. Therefore the 
calcium gradient in the cement hydrates zone at the limit of reaction front also decreases with temperature.
Assuming that all aqueous species have similar temperature dependency of their diffusivity in aqueous phase, the 
above described changes of calcium and carbonate concentration gradient with temperature explain the significant 
apparition of local calcium accumulation as a solid calcium carbonate. This local formation of calcium carbonate in 
the pore space can lead to a complete clogging of the pore space. In addition the above mentioned mechanisms, the 
time at which this passivation occurs depends on the initial porosity. So overall both the lower temperature and lower
initial porosity in Kutchko’s experimental conditions are consistent with the observed pore clogging.
4. Conclusion 
Experimental results have so far seemed inconsistent, providing different values of reaction rates for apparently 
similar experimental conditions. Fully-coupled transport -reaction model allows reconciling all experiments within a 
consistent framework. Results suggest two classes of controlling mechanism, despite the similar testing conditions. 
For the first class of mechanism, the comparison of experimental and numerical results provides a detailed 
understanding of the rate-limiting step and key mechanisms of cement evolution. 1) Cement reactivity is either Ca or 
CO2 diffusion limited through reacted layer(s). 2) Pressure, temperature and salinity do affect reactivity by shifting 
equilibrium of i) cement hydrates (portlandite, calcium silicate hydrates), ii) calcite and iii) carbon dioxide with 
water. 3) The buffering capacity of cement hydrates, measured by the calcium solid density, also delays the 
propagation of reaction front. 
The second class of mechanism, pore clogging by calcite, is indicated by a deviation from the square root of time 
type of law at longer time of exposure: the exponent a of the general empirical kinetic law (L=Da*t
1/2) becomes lower 
than ½. This result is consistent with a decrease of effective diffusion coefficient with time. Experiments indicate that 
“passivation” may occur at different test temperature and brine composition. 
The range of tested conditions, i.e. pressure, temperature, initial conditions (cement composition) and boundary 
conditions (brine composition), available in the literature is not sufficient to clearly highlight the transition conditions 
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between the two mechanisms and check whether passivation is irreversible. However, reactive transport simulation 
suggests that pore clogging may happen whenlocal calcium flux is significant with respect to local CO2 flux. 
Based on the present analysis, new experiments could be run to 1) better constrain modelparameters such as local 
transport properties and 2) better understand transition conditionsfrom diffusion-limited reactivity to pore clogging 
as a function of cement and/or brinecomposition.
a) b)
Figure 4 Simulation of Barlet-Gouedard’experimental conditions (Rcem=6.35*10-3 m): a) concentration profiles of main minerals and total 
carbonate aqueous concentration; b) comparison of numerical and experimental total reacted layer thicknesses
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