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The results of this paper complement and extend previous results, and contribute to a more complete picture of the computational aspects of disjunctive logic programming and databases, which supports in choosing an appropriate setting that ts the needs in practice.
Introduction
The study of integrating databases with logic programming opened in the past the research eld of deductive databases. Basically, a deductive database is a logic program without function symbols, i.e., a datalog program (extended with negation) 55, 14] . A number of advanced deductive database systems have been developed that utilize logic programming and extensions thereof for querying relational databases 13, 15, 36, 43, 45] .
The need for representing disjunctive (or incomplete) information led to disjunctive deductive databases 40] , for which a generalization of the closed world assumption (CWA) had to be devised, whose complexity has been rst analyzed in 17]. Disjunctive deductive databases can be basically seen as disjunctive logic programs without function symbols, i.e., disjunctive datalog (DATALOG _;: ) programs (simply programs in the following) 26].
Several alternative semantics for (disjunctive) programs based on total models have been proposed, e.g. 28, 40, 44, 51] (see 3, 19, 38] for comprehensive surveys). A widely accepted semantics is the extension of the stable model semantics 27] to disjunctive programs 28, 44] . This semantics coincides with the minimal model semantics 40] on negation-free (:-free) programs and with the perfect model semantics 44] on strati ed programs. Stable model semantics for disjunctive program has quite high expressive power, as it captures the complexity class P 2 (i.e., it allows to express all (and only) database properties that are decidable in non-deterministic polynomial time with an oracle in NP) 29, 22] .
Despite its relevance, a severe drawback of total stable semantics is that it does not assign a model to each program. In particular, meaningful programs may have no total stable model. To overcome this drawback, a number of partial model semantics have been recently proposed, which relax the notion of total stable model and assign a meaning to a wider class of programs 5, 23, 44, 49, 48, 58, 59] . In a sense, these partial models \approximate" total stable models.
The rst relaxation of total stable was the notion of partial stable model (also called 3-valued stable or P-stable model) proposed by Przymusinski in 44] . Compared to total stable models, partial stable models conservatively extend the class of programs for which an acceptable model exists; in particular, every disjunction-free (_-free) program has some partial stable model, while it may lack a total stable model. Moreover, on the class of (disjunctive) strati ed programs, partial stable models coincide with total stable models.
Objections to partial stable models came from the observation that every 3-valued model theoretic approach should meet the principle of minimal unde nedness 58, 59] , which prescribes that the unde ned truth value should be used only when necessary (i.e., a \good" semantics should tend to minimize the set of unde ned atoms). The attempt to minimize unde nedness in partial models led to three main notions of partial models: maximal stable, regular, and least unde ned stable models.
The maximal stable (M-stable) models 23, 50, 47, 48] are those partial stable models which are maximal under set inclusion (where a partial model is represented by the set of ground literals true in the model). On disjunction-free programs, M-stable models coincide with the preferred extensions of 20], the regular models of 58], the maximal stable classes of 5], and the M-stable models of 50, 48, 47] , as shown in 24, 23, 60] .
The notion of regular model 58, 59 ] is similar in spirit to M-stable model, but is based on a weaker concept of model than partial stability, which has the advantage that every program admits a regular model. On the other hand, as discussed in 23], a drawback of regular models is that they do not obey to the CWA principle.
The least unde ned stable (L-stable) models 23, 50, 47] are the partial stable models with the minimal degree of unde nedness, i.e., no other partial stable model exists whose unde ned atoms constitute a proper subset of the atoms that are unde ned in an L-stable model. The relevance of L-stable models is con rmed by the fact that L-stable models di er from total stable models only if the program has no total stable model; thus, L-stable models can be considered as the best \approximation" of total stable models.
In this paper, we study the expressive power and the complexity of disjunctive (datalog) programs based on the partial model semantics mentioned above, i.e., the capability of this query language of expressing queries on relational databases (see 2] for background on the subject). In particular, we analyze the expressive power of bound (Boolean) queries resorting to the common modalities of possibility inference {a literal is true if it is in some model{ and certainty inference {a literal is true if it is in every model 1]. (As in many cases, results for general database queries can be easily derived from these results.) The main points of interest are:
{ The expressive powers of the di erent partial model semantics vs. total model semantics, and their complexity. { The impact of minimizing unde nedness on expressive power and complexity. { The impact of syntactical restrictions. In particular, the power of disjunction vs the power of negation; the e ect of strati ed negation vs arbitrary negation; and, the e ect of limited disjunction (in particular, head cycle free disjunction 6]) vs unrestricted disjunction.
The main results on the expressiveness can be summarized as follows:
(i) Partial stable models have the same expressive power as total stable models. Under possibility and certainty inference, they capture the complexity classes P 2 and P 2 , i.e., they can express precisely the database collections with complexity in P 2 and P 2 , respectively (see Section 3 for details). (ii) Under certainty inference, M-stable models and regular models are more powerful than the total stable models, as the former capture the class P 3 while the latter capture P 2 ; under possibility inference, both have the same power as total stable models and capture the class P 2 . (iii) L-stable models are always more expressive than total stable models, since, under possibility and certainty inference, they capture the classes P 3 and P 3 , respectively. (iv) For partial models that minimize unde nedness (M-stable, L-stable, and regular models), negation is more expressive than disjunction under certainty inference and for L-stable models, also under possibility inference.
Indeed, _-free programs with negation can express all of P 2 (or P 2 ); however, only a fragment thereof can be expressed by :-free programs with disjunction. By contrast, under total model semantics _-free programs with negation can de ne only database collections in NP (or coNP), while
:-free programs with disjunction can de ne database collections that are P 2 -hard (or P 2 -hard) to recognize.
(v) Allowing headcycle-free disjunction (on :-free programs) increases the expressibility to a strict fragment of NP (resp. coNP), which contrasts with the well-known fact that strati ed negation (on _-free programs)
does not increase the expressibility beyond polynomial time computability. Interestingly, the combination of headcycle-free disjunction and strati ed negation captures NP (or coNP), for all variants of partial models that we consider.
On the complexity side, we determine the data and expression complexity 57] of query evaluation. The data complexities (i.e., evaluating an arbitrary but xed query over a given database) of the various query languages we consider yield complete problems for the classes at the lower end of the polynomial hierarchy up to P 3 and P 3 . All query languages considered are shown to have data complexity which is complete for a class C from the polynomial hierarchy (however, not every considered query language which is complete for C can also express all of C).
The expression complexity (i.e., evaluating a given query on an arbitrary but xed database) parallels the data complexity in the weak exponential hierarchy NEXP = E 1 , E 2 = NEXP NP , E 3 = NEXP P 2 , . . . and yields complete problems for these classes.
There are many papers in the literature concerned with the complexity and expressive power of various semantics for datalog, see e.g. 10, 39, 52, 35, 12, 21, 22, 47, 48] . Our paper complements and extends the results in 22] (which considers disjunctive datalog but with total models only) and those in 47] (which takes into account partial models but only for classical datalog without disjunction). Indeed, our paper integrates the two analysis inasmuch as it analyzes the expressive power of several types of partial stable models for disjunctive datalog. In addition, it covers the regular semantics 58,59], whose computational properties have not been studied previously.
Furthermore, our paper investigates the di erent sources of complexity and expressiveness (in particular, restricted forms of negation and of disjunction), and provides in this line an in-depth picture of the complexity and expressiveness for various fragments of disjunctive datalog, ranging on the classes in the lower end of the polynomial hierarchy, from P to the third level. It is worth noting that the languages analyzed in 22,47] do not exceed the second level of the hierarchy.
The analysis of the impact of syntactic restrictions carried out in this paper adds new insights to previous studies on complexity and expressiveness of restricted forms of disjunction (headcycle-free programs) 6{8] and negation (strati ed negation) 33], and contrasts the relative e ect of those restrictions. The results may support in choosing an appropriate fragment of the query language under a suitable semantics, which ts the needs in practice.
Note that for normal programs the well-founded semantics 56] is often viewed as a competing approach to the stable model semantics in 27], and is understood as an approximation thereof. In fact, the well-founded model of a normal program is a P-stable model, and, moreover, the unique minimal P-stable model 49]. Thus, well-founded semantics is intimately related to P-stable semantics on normal programs. This is not the case with disjunctive programs, however. In fact, while several attempts to extend the well-founded semantics to disjunctive programs have been made, e.g. 4, 46] , there is to date no general consensus about a proper formulation. Hence, we do not address such approaches here. Furthermore, we stress that, for the sake of presentation, our analysis is based on boolean queries only; non-boolean queries can be treated similar as in 22, 47, 48] .
The remainder of the paper is structured as follows. Section 2 gives a short review of the de nition of partial model semantics for disjunctive logic programs, and points out some basic relationships between di erent concepts of models. In Section 3, we rst describe the formal framework for the use of function-free disjunctive logic programs (i.e., DATALOG _;: programs) for de ning queries and recall the basic concepts about expressive power of a query language; after that, we determine the expressive power of the di erent DATALOG _;: query languages for each of the partial model semantics in Section 2. In Section 4, we address the issue of query complexity, and determine the data and expression complexity 57] of the DATALOG _;: query languages. Section 5 is dedicated to the e ect of syntactical restrictions on query programs, and discusses the expressive power under limited use of disjunction and negation. Finally, Section 6 gives a short summary and concludes the paper.
Partial Model Semantics
In this section we review from 23, 44, 59 ], the basic de nitions and characterizations of partial model semantics for disjunctive logic programs. We assume that the reader is familiar with the basic concepts of logic programming 37]. For a more detailed account of (disjunctive) logic programming and databases, see 14, 38, 41, 2] ; for overviews of expressibility and complexity results for normal and disjunctive logic programming, see 29, 11, 53] .
Disjunctive Logic Programs
A rule r is a clause of the form a 1 _ _ a n b 1 ; ; b k ; :b k+1 ; ; :b m ; n 1; m 0. a 1 ; ; a n ; b 1 ; ; b m are atoms of the form p(t 1 ; :::; t n ), where p is a predicate of arity n and the terms t 1 ; :::; t n are constants or variables. The disjunction a 1 _ _ a n is the head of r, while the conjunction b 1 ; :::; b k ; :b k+1 ; :::; :b m is the body of r. We denote by H(r) the set fa 1 ; :::; a n g of the head atoms, and by B(r) the set fb 1 ; :::; b k ; :b k+1 ; :::; :b m g of the body literals. (As usual, a literal is an atom p or a negated atom :p; in the former case, it is positive, and in the latter negative.) Moreover, B + (r) and B ? (r) denote the set of positive and negative literals occurring in B(r), respectively.
A disjunctive logic program (simply program hereafter) is a nite set of rules.
A :-free (resp. _-free) program is called positive (resp. normal). A term, (resp. an atom, a literal, a rule or a program) is ground if no variables occur in it.
We often use upper-case letters, say L, to denote literals. 1 . We denote the set of the minimal total models by MM + (LP).
P-stable Models
As for total stable models 27,44], the de nition of partial stable models requires that every positive literal in an interpretation must be derivable from the rules possibly using negative literals as additional axioms. It is worth noting that a disjunctive program may lack P-stable models, while every normal program has some P-stable model 44].
Restricted Classes of P-stable Models
As for normal (_-free) logic programs 50,47,48], P-stable models are grouped into three main families: T-stable, M-stable, and L-stable models.
De nition 8 Figure 1 . There, FS denotes the set of founded 3-valued models of LP.
In general, all concepts of models are di erent. However, on the class of (even locally) strati ed programs, with the exception of FS they all coincide. 5 This is an immediate consequence of the fact that the P-stable models and T-stable models are the 3-valued stable and 2-valued stable models, which coincide for locally strati ed DLPs 44].
Proposition 12 Note that a (locally) strati ed program has always P-stable models.
In addition to foundedness, P-stable models obey the principle of the closed world assumption (CWA), adapted to models of disjunctive logic programs 23]: \If every ground rule with an atom A in the head has a false body, or its head contains a true atom distinct from A w.r.t. an acceptable model, then A must be false in that model."
The concept of regular model is similar to M-stable model, but yet di erent; this is explained by lacking obedience to the CWA principle. However, if disjunction is not present, the concepts coincide. The expressive power of each semantics will be related to database complexity classes, which are as follows. Let C be a Turing machine complexity class (e.g., P or NP), R be a relational database scheme, and D be a set of databases on R. 7 Then, D is C-recognizable if the problem of deciding whether D 2 D for a given database D on R is in C. The database complexity class DB-C is the family of all C-recognizable database collections. (For instance, DB-P is the family of all database collections that are recognizable in polynomial time). If the expressive power of a given semantics coincides with some class DB-C, we say that the given semantics captures C.
Recall that the classes P k , P k of the polynomial hierarchy 54] are de ned by P 0 = P, P i+1 = NP P i , and P i = co-P i , for all i 0. In particular, P 0 = P, P 1 = NP, and P 1 = coNP. By Fagin's Theorem 25] and its generalization in 54], complexity and second-order de nability are linked as follows.
Proposition 20 ( 25, 54] ) A database collection D over a scheme R is in DB-P k , k 1, i it is de nable by a second-order formula (9A 1 )(8A 2 ) (Q k A k ) on R, where the A i are lists of predicate variables preceded by alternating quanti ers and is rst-order.
The Power of PS Semantics
In 21], it was shown that 9 PS and 8 PS inference from propositional programs is complete for the complexity classes P 2 and P 2 , respectively. In this section, we complement these complexity results by capturing results for P 2 and P 2 .
Lemma 21 Let It is worth noting that, under certainty semantics, the addition of disjunction increases the power of P-stable models of two levels in the polynomial hierarchy. Indeed, on normal programs 8 PS semantics coincides with well-founded semantics, which expresses only a strict subset of the polynomial queries (cf. 2]).
The Power of MS Semantics
We next determine the expressive power of M-stable models, and start with the possibility semantics. As for normal programs 47, 48] , under the possibility semantics, the expressive power of M-stable models coincides with the expressive power of T-stable models. Thus, while recognizing P-stable models is in coNP, recognizing M-stable models is one level higher up in the polynomial hierarchy.
From this result, it is intuitive that the expressive power of certainty semantics using M-stable models is precisely one level higher up in the polynomial hierarchy than certainty semantics using P-stable models. This is actually the case.
Theorem 27 EXP 8 MS Q] = DB-P 3 .
PROOF. Let Therefore, while the certainty variant of P-stable semantics has dual complexity compared to the possibility semantics, the certainty semantics based on M-stable models has higher complexity than the possibility semantics.
Remark. The use of disjunctive clauses a(X 1 ; : : : ; X n ) _â(X 1 ; : : : ; X n ) in the program LP1 is not essential for the expressiveness of the formalism. In fact, these clauses could be replaced by the clauses a(X 1 ; : : : ; X n ) :â(X 1 ; : : : ; X n ) a(X 1 ; : : : ; X n ) :a(X 1 ; : : : ; X n ) p a(X 1 ; : : : ; X n );â(X 1 ; : : : ; X n ) which also serve well for the purpose.
The Power of LS Semantics
We rst consider certainty inference. The expressiveness of the 8 LS semantics coincides with the expressiveness of the 8 MS semantics. This is intuitive, since recognizing L-stable models has the same complexity as recognizing M-stable models.
Theorem 28 Let PROOF. The proof that, for any xed query Q = hLP; Gi in Q, deciding whether a given database D is in EXP 8 LS (Q) lies in P 3 is analogous to the proof that deciding if D is in EXP 8 MS (Q) lies in P 3 (cf. proof of Theorem 27).
To prove that every P 3 -recognizable database collection D on a database scheme DB is in EXP 8 MS Q], consider the query Q1 = hLP1; G1i constructed for D in the proof of Theorem 27. Construct LP2 from LP1 by adding for each of the clauses a(X 1 ; : : : ; X n ) _â(X 1 ; : : : ; X n ) implementing the possible choices for A, the following clauses: a(X 1 ; : : : ; X n ) a(X 1 ; : : : ; X n ) a(X 1 ; : : : ; X n ) ũ a(X 1 ; : : : ; X n ) u u :u These additional clauses serve to destroy the symmetry between the two possible choices for satisfying a(X 1 ; : : : ; X n ) _â(X 1 ; : : : ; X n ) in a P-stable model, namely fa(t); :â(t)g and f:a(t);â(t)g, which both de ne a(t) andâ(t).
After the addition of the above clauses, there are two P-stable models for the choice: fa(t);ã(t)g and f:a(t);â(t)g. These models, which are not symmetric, Now let us consider possibility semantics. The expressiveness of 9 MS semantics does not carry over to 9 LS semantics. In fact, 9 LS is more expressive than 9 MS .
The reason is that it is not always possible to reach from an arbitrary P-stable model an L-stable model by successively adding literals. Thus, while in the case of M-stable models, possibility semantics only needs to inspect P-stability of a model, in the case of L-stable models the property of L-stability of P-stable models has to be taken into account. The de nition of regular model is in the spirit of the de nition of M-stable model (select the maximal models from a collection of models w.r.t. inclusion), but is based on a weaker notion of model. However, the expressive power of regular models is the same as of M-stable models. 9 Condition (i) can be e ciently checked, and (ii) can be easily checked with a call to an NP oracle. Finally, (iii) can be checked with a call to a P 2 oracle, since a guess for N can be veri ed with an NP oracle in polynomial time. Thus, deciding whether M is not regular is in P 2 , which implies that deciding if M is regular is in P 2 .
Hardness for P 2 . This part is shown by a reduction from deciding whether a PROOF. For 
Complexity
The complexity of a query language is usually measured according with two criteria, namely data complexity and expression complexity 16, 57] .
For the language Q, data and expression complexity amount to the following. Let Q = hLP; Gi be a query and D be a database in DB LP . { Data complexity: measure the complexity of evaluating Q as a function of the size of the database D, while Q is xed. { Expression complexity: measure the complexity of evaluating Q as a function of the size of Q, while D is xed. Observe that, while measuring data complexity, since LP is xed, the arity of the predicates is bounded by a constant and ground(LP D ) is polynomial in the size of the input D.
On the contrary, while measuring expression complexity, the size of ground(LP D ) is in general exponential in the size of the input Q.
Data Complexity
The results on the data complexity of queries de ned by partial model semantics are immediate consequences from the expressiveness results in the previous section.
Theorem 34 (Possibility inference) Let Q be a xed query. Deciding, given a database D, whether Q is true on D under 9 XS semantics is (a) P 2 -complete for XS from PS, MS, RS, and (b) P 3 -complete for LS. Theorem 35 (Certainty inference) Let Q be a xed query. Deciding, given a database D, whether Q is true on D under 8 XS semantics is (a) P 2 -complete for XS = PS, and (b) P 3 -complete for XS from MS, LS, and RS.
We complement these results with the complexity of deciding whether a Pstable model of LP D exists. Recall that LP D always has a regular model, and hence the same problem for regular semantics has trivial complexity.
Theorem 36 Let Q = hLP; Gi be a xed query. Deciding, given database D, whether LP D has a P-stable model, is P 2 -complete.
PROOF. Membership in P 2 is already implicit from the membership part of the proof of Theorem 25.
Hardness for P 2 follows by a simple reduction of evaluating a xed P 2 -hard query Q = hLP; Gi under 9 TS semantics, where LP is strati ed and G is an atom. The existence of such Q follows from Lemma Notice that in 21] it was shown that deciding whether a given propositional program has a P-stable (equivalently, a 3-valued stable) model is P 2 -complete. This result, which is on expression complexity of propositional DATALOG _;: programs, is an immediate consequence of the preceding theorem (which is on data complexity), while it needs a little extrawork to derive the latter result from the former.
Expression Complexity
Intuitively, the expression complexity is exponentially higher than the data complexity, since the size of LP D is exponential in the the size of D. Thus, we expect that the program complexity of partial model semantics parallels the data complexity in the exponential analog of the polynomial hierarchy NP = PROOF. The membership parts of the theorems are easy to see from the proofs that for a xed query Q, EXP 8 XS (Q) (resp. EXP 9 XS (Q)) de ne database collections in corresponding classes of the polynomial hierarchy.
The hardness parts follow from the facts that evaluating a given second order formula from the 1 k (resp. 1 k ) fragment on a xed database D is complete for E k (resp. E k ) 30] , and that the proofs of all expressiveness results in the previous section implicitly provide polynomial time transformations of evaluating a formula on D into evaluating an equivalent query Q = hLP; Gi on D. Indeed, the proof of Lemma 22 in 22] constructs a query Q = hLP; Gi equivalent to a 1 2 formula ; tracing the proof, it is easy to see that Q can be e ectively computed in polynomial time. Thus, each of the queries Qi = hLPi; Gii in the expressibility proofs from above can be clearly constructed in polynomial time from the given formulas . This gives polynomial time transformations of evaluating formulas on D into evaluating queries Q on D, and proves the hardness parts. 2 
The Impact of Disjunction and Negation
The previous section gave a complete description of the expressive power and complexity of evaluating queries Q = hLP; Gi based on DATALOG _;: programs LP that resort to partial model semantics. An interesting issue is the impact of syntactical restrictions on the query programs LP. In particular, comparing the power of disjunction with the power of negation is intriguing 22].
In an account of this issue, we focus here on the most powerful concepts of partial models, which are those that minimize unde nedness, and discuss queries whose programs make limited use of disjunction and negation. Starting from normal positive programs (i.e., pure datalog programs), we consider the e ect of allowing the (combined) use of the following constructs:
Headcycle-free disjunction is a syntactical property of programs that gives no account to negation. A program LP is headcycle-free i there are no two distinct atoms a; b 2 B LP such that a and b are on a negation-free cycle of the dependency graph of ground(LP) (i.e., a and b mutually depend on each other without negation) and a; b occur together in the head of some clause of ground(LP). It is known that admitting headcycle-free disjunction besides full negation does not increase the complexity of T-stable models. The following proposition, which is implicit in 6], is straightforward from the fact that checking whether a total model of a positive headcycle-free program is minimal is polynomial 8].
Proposition 40 (cf. 6,8]) Let LP be a ground (i.e., propositional) headcyclefree program and let M be an interpretation of it. Then, deciding if M is a T-stable model of LP is polynomial. We say that a query Q = hLP; Gi uses headcycle-free disjunction i LP is disjunctive and LP D is headcycle-free for each D, and similarly that Q is (locally) strati ed i LP D is (locally) strati ed for each D.
The expressive power of headcycle-free, strati ed queries (that we denote by Q _ h ;:s ) has been investigated in 8] in a di erent setting. There, it is shown that every polynomial time computable output-query (a query that computes an output relation) can be \weakly expressed" in Q _ h ;:s using T-stable models, i.e., the query result is given by some T-stable model; if the input databases are ordered, it can be expressed in a stronger sense, i.e., the result is given by every T-stable model. Notice that such a notion of semantics is in general di erent from the usual notion of certainty or possibility inference. For bound (i.e., boolean) queries, weak expressibility coincides with possibility inference. Notice that the expressive power of headcycle-free strati ed bound queries is higher than DB-P, and in fact DB-NP (see Figure 2) . By Q np we denote the set of queries Q = hLP; Gi such that LP is a normal positive program; for any combination X of constructs from above, we denote by Q X the extension of Q np in Q where the constructs in X may be used in query programs. Note that the programs in Q _ and Q _ h are :-free, while the programs in Q : and Q :s are _-free. The inclusion order diagrams of the resulting di erent fragments of Q, together with their expressive powers under 9 XS and 8 XS inference, where XS is from LS; MS; RS, are displayed in Figure 2 . Notice that di erent combinations X may give rise to the same fragment (e.g., X = _; _ h ; :; : s and X 0 = _; :); we have chosen for each fragment the smallest X as a representative.
There are two main observations on the diagrams. First, the diagrams for 9 LS inference di ers from the diagram for 9 MS and 9 RS inference only on the three points along the right upper part of the outline (that is, on Q _;: , Q _ h ;: , and Q : ). Coincidence on the remaining part is an immediate consequence of the coincidence of L-stable, M-stable and regular models on locally strati ed programs (see Proposition 12) , since in the respective fragments of Q at most locally strati ed negation can be used. Second, the diagram for 8 LS , 8 MS , and 8 RS inference is the same and just symmetric to the diagram for 9 LS inference.
For the fragments that allow at most locally strati ed negation, this is an easy consequence of the facts that the concepts of models coincide to T-stable models, that always a T-stable model exists and that on any database D, the 9 TS answer of hLP; Li is opposite to the 8 TS answer of hLP; :Li.
Observe also that each of DB-P i and DB-P i for i = 1; 2; 3 is expressed by at least one fragment. On the other hand, some fragments, namely Q :s , Q _ and the more restrictive fragments, allow to express only a strict subclass of the respective classes DB-C; however, as shown below, they include queries that are hard for C (see below).
An example of a nonexpressible query for all these fragments is the EvenConstants query, which tells whether a given database D on a xed scheme DB contains an even number of constants. Proposition 41 The Even-Constants query can not be expressed in Q _ Q :s using 9 XS or 8 XS inference, for any XS from PS; TS; MS; LS, and RS.
PROOF. Notice that each query in Q _ Q :s is strati ed, and thus it su ces to consider XS = TS by Proposition 12. By the results in 16, 33] , it is immediate that the Even-Constants query can not be expressed in Q :s using 9 TS inference: locally strati ed queries are no more expressive than strati ed queries 9], and strati ed queries can only express xpoint-queries 33], by which the Even-Constants query can not be de ned 16]; notice that 9 TS inference coincides with 8 TS inference in Q :s .
It was reported in 22] that for a minor variant of the Even-Constants query, there is in Q _ no query Q = hLP; Gi where G is a propositional atom, such that Q coincides under 9 TS inference (or 8 TS variant as well) with this variant.
That result immediately implies the same for the Even-Constants query.
Since all queries in Q _ are :-free (and hence strati ed), it remains by Proposition 12 to show that no query Q = hLP; :ai from Q _ , where a is a propositional atom, can de ne the Even-Constants query using 9 TS (resp. 8 TS ) in-ference.
Assume such a Q using 9 TS inference exists. De ne Q 0 = hLP fa _ b g; bi, where b is a new propositional atom. Then, for any D the 9 TS answer for Q 0 coincides with the 9 TS answer for Q. Hence The expressive power of Q np and Q :s has been studied extensively (see 32, 2] ). Notice that on these fragments, 9 TS coincides with 8 TS , since TS contains a single model. It is well-known that Q :s expresses a strict subset of DB-P (in fact, even a strict subset of the xpoint-queries 33]), and that Q np can express only monotonic queries (see 2] for monotonic queries). Thus, Q _ h and Q :s allow for queries of di erent complexity. 10 It remains to consider the fragments in which full negation : is allowed. The results for the top elements in the diagrams (Q _;: ) have been established in Section 3, while the results on the expressive power of Q : for LS; MS have been derived in 47, 48] ; by Proposition 13, they carry over to RS. In order to justify the results for the last fragment Q _ h ;: that we have to consider, it su ces to show that for each mode of inference, query-recognizability 10 In fact the expressive powers of Q _ h and Q :s are incomparable: the collection of 3-colorable graphs can be de ned in Q _ h using 9-inference (as demonstrated below), but not in Q :s (since Q :s resorts to a fragment of L ! 1;! , in which 3-colorability can not be de ned 18]). On the other hand, e.g. a query whether two relations R 1 ; R 2 contain the same tuples is simple in Q :s , while it is impossible in Q _ h (the proof is easy with a weak monotonicity property of DATALOG _ query programs derived in 22]).
has the same upper bound as on Q : . The key result is that recognizing Pstable models of a program does not become harder if besides negation also headcycle-free disjunction is allowed.
To show this, we provide a helpful characterization of P-stable models, which is proven in the appendix. For any program LP and interpretation I of it, denote by red(LP; I) the program obtained from ground(LP) as follows: (1) Remove every rule r such that H(r) \ M + 6 = ; or B ? (r) is false in M; (2) Remove from the remaining rules all negative literals and all atoms from M + .
Lemma 44 Let LP be a program and M be a founded model of P. Then, M is a P-stable model of LP i M = N + for some N 2 MM + (red(LP; M)).
PROOF. See appendix. 2
Using this lemma, it is straightforward to derive a generalization of Proposition 40 from T-stable to P-stable models. The lower complexity of recognizing T-stable and P-stable models entails also lower complexity for recognizing Mstable and L-stable models, as well as for recognizing regular models (due to lower complexity of recognizing minimal models for headcycle-free, positive programs).
Proposition 45 Let (ii): For MS and LS, this follows easily from (i), and for RS, from Proposition 40 Thus, we have veri ed all expressiveness results in Figure 2 . As mentioned above, some fragments fail to express even simple queries (in particular, the Even-Constants query), but they include queries whose complexity matches with the upper bound on recognizability for the whole fragment.
To verify this, note that it is well-known that P-time hard queries can be expressed in Q np (i.e., in standard datalog), e.g. the path systems query (cf. kola-vard-90); a P 2 -hard query that uses only disjunction but no negation has been presented in 22]. Finally, 3-colorability of a nite graph G = (V; E), which is well-known to be NP-complete, is easily expressed by a headcycle-free query under 9-inference without the use of negation: red(x) _ green(x) _ blue(x) f e(x; y); red(x); red(y) f e(x; y); green(x); green(y) f e(x; y); blue(x); blue(y)
Here e is the the edge predicate, respectively. It holds that for a given graph G, the 9 XS answer of Q = hLP; :fi is true i G is 3-colorable, where XS is from TS; LS; MS; RS. Since the fragments of Q that express a database collection DB-C contain database collections that are hard for C, it follows that the data complexity of each fragment of Q under any considered inference mode is complete for the complexity class C, where DB-C is the upper bound on the query complexity (in case of C = P, completeness is via logspace-reductions). We formulate this here as a result for 9 LS inference; for the other modes of inference, the results are analogous according with Figure 2. Theorem 47 Let Q be a xed query from Q X . Deciding, given a database D, whether Q is true on D under 9 LS semantics is (a) P-time complete for X = np and X = : s ; (b) NP-complete for X = _ h and X = _ h ; : s ; (c) P 2 -complete for X = _, X = _; : s , X = : and X = _ h ; :; and (d) P 3 -complete for X = _; :.
The expression complexity of each fragment parallels the data complexity in the exponential analogues (EXPTIME, NEXP = E 1 , NEXP NP = E 2 ,. . . ) of the classes for the data complexity (P, NP = P 1 , NP NP = P 2 ,. . . ).
The hardness results for the fragments capturing a class P i are immediate from the expressibility proofs above and 47] and the results in 30] (cf. Section 4.2 for a discussion). It remains to justify the hardness results for the other, noncapturing fragments.
It is known that inference of a ground atom from a given datalog program over a xed database is EXPTIME-complete; 11 hence, the expression complexity of Q np and Q :s is EXPTIME-hard. E 2 -hardness of the expression complexity of Q _ queries using 9 TS inference was shown in 22]. The proof gave a reduction of solving a generalized 3-coloring problem on graphs (coCERT3COL), given in its succinct representation, to evaluating a Q _ query using 9 TS inference over a xed database. The succinct problem representation consists of a boolean circuit, by which the bits of the normal representation can be uniformly computed 35, 42] ; this boolean circuit is simulated by a positive disjunctive program.
A straightforward simpli cation and minor modi cation of the reduction in 22] (see full paper) yields a polynomial-time reduction of deciding 3-colorability of a graph G (which is a subproblem of coCERT3COL), given in succinct representation, to evaluating a query Q from Q _ h over a xed database. In particular, the boolean circuit is simulated by a headcycle-free positive program. Since succinct graph 3-colorability is NEXP-hard 35], it follows that the expression complexity of Q _ h is NEXP-hard. This shows the results on the expression complexity. For 9 LS inference, they are summarized as follows.
(Again, for the other inference modes, they are analogous according with Fig-P Theorem 48 Let D be a xed database. Deciding, given a query Q from Q X , whether Q is true on D under 9 LS semantics is (a) EXPTIME-complete for X = np and X = : s ; (b) NEXP-complete for X = _ h and X = _ h ; : s ; (c) E 2 -complete for X = _, X = _; : s , X = : and X = _ h ; :; and (d) E 3 -complete for X = _; :.
Conclusion
The results on the expressibility and complexity of partial model semantics in the general case, complemented by previously known results for total stable (T-stable) models 22, 21] , are compactly represented in Table 1 . There, each entry of a complexity class C symbolizes C-completeness, and each entry DB-C that C is captured (i.e., precisely the database collections in DB-C are expressible).
The results in (a) have been actually derived for the data complexity of bound queries, except for T-stable models and recognition of P-stable models. (Using the results in 21,22], they can be easily extended to data complexity in these cases, too.)
It appears that using P-stable models as a substitute for T-stable models has no impact on the expressive power and the complexity of query evaluation. In fact, the full expressive power of P-stable models is available already with strati ed disjunctive programs, on which all concepts of models in Table 1 coincide. Minimization of unde nedness imposes another level of data complexity in the polynomial hierarchy (except for possibility inference with M-stable or regular models), but also increases the expressive power in a balanced way, such that all queries within this complexity can be expressed.
From the point of complexity, there is no di erence between M-stable, L-stable and regular models under certainty inference, while under possibility inference, L-stable models are more complex than M-stable and regular models. However, L-stable models coincide with T-stable models if some T-stable model exists, while this is not guaranteed for M-stable or regular models. In particular, the complexity of certainty inference under M-stable or regular models is not diminished by the assertion that the query program has T-stable models on every input database; this can be easily derived from the proofs of Theorems 27 and 33, which we leave to the interested reader. (Hint: use the observation that each P-stable (resp. regular) model M 0 of the program LP 0 D from the proof of Theorem 26 such that M 0 6 = M is total, and hence T-stable.)
These observations candidate L-stable models as an attractive, natural candidate among L-stable, M-stable and regular models for approximating T-stable models.
The high complexity of inference using L-stable models ( P 3 resp. P 3 ) is intuitively due to three sources of complexity that interact, in a sense, orthogonally: (1) the (possibly exponential) number of L-stable models; (2) the Pstability condition for a model (foundedness and maximal unfounded set condition); and, (3) the condition of minimal unde nedness. Similar intuitions underly the other kinds of models.
We have also investigated the impact of limited disjunction and negation on expressive power and complexity of partial models that minimize unde nedness. We found that fragments of the languages capture the classes P i , P i , 1 i 3 of the polynomial hierarchy. An interesting result in this course is that negation is more powerful than disjunction (except for 9 MS , 9 RS ) inference, which is not the case for T-stable models. Moreover, we found that the combination of headcycle-free disjunction and strati ed negation allows to capture NP (or coNP) for every considered kind of model.
The results complement and extend previous results on disjunctive datalog and partial models for normal programs. They show that syntactic restrictions on query programs result in a broad spectrum of complexity classes that can be captured. In this context, interesting research issues remain to be ad-dressed. One such issue are further syntactic restrictions and their e ect on expressiveness and complexity. Another issue is to identify fragments of the language on which concepts of models coincide; in particular, fragments that extend locally strati ed programs are interesting.
(a) (= (b) . Let N 2 MM + (red(LP; M)) such that N + = M. By contradiction, assume that the unfounded set ::M ? is not maximal (i.e., (a) does not hold). Let X be a consistent unfounded set for LP w.r.t. M containing ::M ? properly. We prove that the total interpretation J such that J + = N + ? X is a total model for LP 0 (note that this contradicts the minimality of N, as J N).
Let r be a rule in LP 0 whose body is true w.r.t. J. Then, the body of r is true also w.r.t. N and, as N is a model for LP 0 , the head of r contains some atom in N + , say a. Now, if a is in N + ? X, then r is satis ed in J. Otherwise, a is necessarily in X. To see that r is satis ed also in the latter case, consider the rule r 0 
