The validity of causal inferences in qualitative research depends on the selection of cases. We contribute to current debates on qualitative research designs by using Monte Carlo techniques to evaluate the performance of different case selection techniques or algorithms. We show that causal inference from qualitative research becomes more reliable when researchers select cases from a larger sample, maximize the variation in the variable of interest, simultaneously minimize variation of the confounding factors, and ignore all information on the dependent variable. We also demonstrate that causal inferences from qualitative research become much less reliable when the variable of interest is strongly correlated with confounding factors, the effect of the variable of interest becomes small relative to the effect of the confounding factors, and when researchers analyze dichotomous dependent variables.
1.

Introduction
Causal inferences may neither be the comparative advantage of qualitative research nor the main reason for comparing cases. However, applied qualitative researchers often formulate causal inferences and generalize their findings derived from the study of comparative cases.
1 Many such studies have been published with leading publishers and in leading journals and their findings rank prominently among the most influential work in the social sciences. To give but two examples: Elinor Ostrom's Nobel Prize-awarded study of solutions to common pool problems suggests eight "situational variables" shaping the probability of successful and stable local resource management (Ostrom 1990: 88ff.) . Ostrom formulates these findings as necessary conditions determining the ability of actors to overcome commons problems. Similarly, after a careful examination of economic policy decisions in Great Britain over the 1970s and 1980s, Peter Hall (1993 concludes by formulating broad generalizations about the process of social learning and the influence of paradigmatic ideas on policy-making and change. Qualitative methodologists agree that comparative case study research should aim and does aim at generalizations and causal inference (Collier, Brady and Seawright 2004; Mahoney and Goertz 2006) . 2 They also agree that if qualitative researchers are interested in making causal 1 The falsification of a deterministic theory by a single deviant case shows that not all causal inferences depend on generalizations.
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This does not imply that nothing can be learned from inductive research (McKeown 2004) . Perhaps most importantly, Gerring and Seawright (2007: 149) correctly state that selection algorithms for testing theories differ from algorithms that aim at theory development.
inferences, the selection of cases must be based on a reasonable selection rule 3 and on knowledge of the universe of cases or a reasonably large sample (Gerring and Seawright 2007: 90) .
This paper contributes to recent developments in qualitative research methodology. Using Monte Carlo (MC) experiments, which itself is a novelty to qualitative methodology, we show that causal inferences become ex ante more valid when scholars select cases from a larger sample, when they analyze relatively important determinants of the phenomenon of interest, and when they use an optimal case selection algorithm. We analyze the performance of twelve
case selection algorithms to demonstrate on which information case selection ought to rely and, conversely, which information ought to be ignored. The MC analyses reveal that some algorithms greatly outperform others. Our experiments second qualitative methodologists and statistical theory that selection algorithms that use sample information on both the independent variable of interest (or treatment or operative variable) and the potentially confounding control variables perform significantly better than other algorithms. Thus, in respect to the optimal selection algorithm our results lend, perhaps unsurprisingly, support to a fairly common practice in comparative case study research: simultaneous sampling on the variable of interest (x) and on confounding factors (z). Yet, researchers can still choose between numerous algorithms which all select on both x and z. This paper is the first to demonstrate that a fairly simple algorithm of combining information on x and z, namely an algorithm that maximizes the unweighted difference of the distances in x and z, outperforms alternative, more complicated 3 We prefer to call these rules case selection 'algorithm' to emphasize the non-arbitrary way in which cases ought to be selected.
algorithms that use, for example, the ratio of x and z (as suggested by Lijphart as early as 1975) or mathematically slightly more sophisticated variants which weight x and z by their respective standard deviation.
In addition, algorithms that exclusively or partly use information on the dependent variable perform far worse than algorithms that refrain from doing so.
On average, the worst performing algorithm, which selects on the dependent variable with no regard to variation of the variable of interest or of the control variable, is roughly 50 times less reliable than the best performing algorithms.
Thus, choosing the right way to select cases matters -and it matters a lot. Case selection stands at the core of improving the validity of causal inferences from qualitative research. 4 By using an optimal case selection algorithm, qualitative researchers can improve their causal inferences.
We wish to be clear about what we do not do in this paper. First, we do not compare the validity of inferences based on qualitative research to inferences drawn from quantitative research. In principle, MC analyses could be used to do exactly this, but a fair comparison would require more complex data generating processes than the one we use here. Second, we refrain from analyzing case selection algorithms for qualitative research with more than two cases. Note, however, that all major results we show here carry over. Third, we also say nothing about causal inferences from designs that use a single case to study theoretical claims of necessity or sufficiency (Braumoeller and Goertz 2000; Seawright 2002) . Fourth, we do not explore algorithms of case selection when researchers are interested in 4 Note, we do not say that qualitative researchers just need to select two cases which both lie on the regression line of a perfectly specified model estimated using the entire population. Naturally, inference from such two cases would be perfectly valid, but the advice falls short of being useful as researchers do not know the true model and if they did, further research would be redundant as it could not infer anything not known already.
more than one independent variable. The second and third self-imposed limitations are closely related to each other because researchers need to analyze between 1+2·k and 2 k cases (depending on the complexity of the theory) when they are interested in k different exogenous variables. Again, MC analyses are in principle suited for these questions and we will address them in future work. Fifth and finally, being solely interested in improving the validity of causal inferences, we do not consider descriptive inferences or inductive variants of qualitative research aimed at theory building, the discovery of missing variables, refining the population of relevant cases, or the like.
Algorithms for Case Selection in Qualitative Research
Methodological advice on the selection of cases in qualitative research stands in a long tradition. John Stuart Mill in his A System of Logic, first published in 1843,
proposed five methods that were meant to enable researchers to make causal inferences: the method of agreement, the method of difference, the double method of agreement and difference, the method of residues, and the method of concomitant variation. Modern methodologists have questioned and criticized the usefulness and general applicability of Mill's methods (see, for example, Sekhon 2004). However, without doubt Mill's proposals had a major and lasting impact on the development of the two most prominent modern methods, namely the 'most similar' and 'most different' comparative case study designs (Przeworski and Teune 1970; Lijphart 1971 Lijphart , 1975 Meckstroth 1975 The latter criticism appears somewhat unfair since no method can rule out the possibility of unobserved confounding factors entirely. Of course, well designed experiments get closest to ruling out this possibility.
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In addition, Seawright and Gerring (2008) and Gerring and Seawright (2007: 89) Since we can interpret z as a vector of k control variables, we can generalize findings to analyses with multiple controls. However, we cannot generalize to selection algorithms that select two cases on one dimension and two other cases on another dimension of controls. We leave these issues to future research. 
Algorithm 1 does not use information (other than that a case belongs to the population) and thus randomly samples cases. We include this algorithm for completeness and because qualitative methodologists argue that random sampling -the gold standard for experiments and quantitative research -does not work well in small-N comparative research (Seawright and Gerring 2008: 295; King et al. 1994: 124) .
We incorporate the second algorithm -pure sampling on the dependent variable without regard to variation of either x or z -for the same completeness reason. Echoing Geddes (1990) , many scholars have argued that sampling on the dependent variable biases the results (King et al. 1994 : 129, Collier and Mahoney 1996 . Geddes demonstrates that 'selecting on the dependent variable' lies at the core of invalid results generated from qualitative
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The mathematical description of the selection algorithms relies on the set-up of the MC analyses (described in the next section). In order to, for example, maximize the variation between two cases with respect to the explanatory variable x, we generate a distance matrix and select the two cases for which the distance is largest.
research in fields as diverse as economic development, social revolution, and inflation.
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But does Geddes's compelling critique of sampling on the dependent variable imply that applied researchers should entirely ignore information on the dependent variable when they also use information on the variable of interest or the confounding factors? Algorithms 5, 6, and 8 help us to explore this question.
These selection rules include selection on the dependent variable in addition to selection on x and/or z. Theoretically, these algorithms should perform better than the algorithm 2, but we are more interested in seeing how these biased algorithms perform in comparison to their counterparts, namely algorithms 3, 4, and 7, which, respectively, maximize variation of x, minimize variation of z and simultaneously maximize variation of x and minimize variation of z, just as algorithms 5, 6 and 8 do, but this time without regard to variation of y.
Theoretically, one would expect algorithm 7 to outperform algorithms 3 and 4. Qualitative methodologists such as Gerring (2007) and Seawright and Gerring (2008) certainly expect this outcome and we concur. Using more information must be preferable to using less information when it comes to sampling. This does not imply, however, that algorithm 7 necessarily offers the optimal selection rule for comparative qualitative research. Since information from at least two different variables needs to be aggregated, all algorithms that employ information from more than one variable can be connected with different 'link functions'. In addition to the simple unweighted sum (or difference) that we assume in table 1, one can achieve aggregation by multiplying or dividing the distances and one can also weight the individual components before linking them to an aggregate.
One such alternative link function has in fact been suggested by Arend
Lijphart (1975), namely maximizing the ratio of the variance in x and z:
We include Lijphart's suggestion as our algorithm 9 even though it suffers from a simple problem which reduces its usefulness: when the variance of the control variable z is smaller than 1.0, the variance of what Lijphart calls the operative variable x becomes increasingly unimportant for case selection (unless of course the variation of the control variables is very similar across different pairs of cases). We solve this problem by also including in the competition an augmented version of Lijphart's suggestion. This algorithm 10 adds one to the denominator of the algorithm proposed by Lijphart:
Observe that adding one to the denominator prevents the algorithm from converging to min[dist(z)] when dist(z) becomes small. Finally, we add two variance-weighted versions of algorithms 7 and 8 as our final two algorithms to check whether weighting improves on the simple algorithms. Table   2 summarizes all additional algorithms. 
Note that thus far we have given the selection algorithms formal and technical names, avoiding the usage of names of case selection rules commonly used in the literature. Nevertheless, there are connections between some of the above algorithms and the terminology commonly used in the qualitative literature. For example, algorithms 2, 3 and 5 are variants of selection rules described by Gerring (2007) and Seawright and Gerring (2008) as 'diverse' case selection rules.
Algorithms 2, 5, 6, 8, and 12 all use information on variation of the dependent variable and are thus variants of selection on the dependent variable. Algorithm 2 solely selects on the dependent variable, algorithm 5 selects on the dependent variable and the variable of interest, algorithm 6 selects on the dependent variable and the confounding factor, algorithm 8 combines algorithms 5 and 6, while algorithm 12 is a weighted version of this algorithm 8. More importantly, algorithms 4 and 7 seem to be variants of the most similar design. However, we do not call any of these algorithms 'selection on the dependent variable' or 'most similar'. The reason is that, as discussed above, there is a lack of consensus on terminology and different scholars prefer different labels and often mean different things when they invoke rules such as 'sampling on the dependent variable' or 'most similar'.
We conclude the presentation and discussion of case selection algorithms with a plea for clarity and preciseness. Rather than referring to a 'case selection design', qualitative researchers should be as clear and precise as possible when they describe how they selected cases. Qualitative research will only be replicable if scholars provide information on the sample from which they selected cases, the variables of interest and the confounding factors (and possibly the dependent variable, but see the results from the MC analysis below advising against taking variation of the dependent variable into account), and the selection algorithm they used. Others can only evaluate the validity of causal inferences if qualitative researchers provide all this information.
A Monte Carlo Analysis of Case Selection Algorithms
In this section, we explore the performance of the competing case selection algorithms defined in the previous section with the help of Monte Carlo (MC) experiments. After a brief introduction to MC experiments, we discuss how we evaluate selection algorithms. We then introduce the data generating process (DGP) and the various MC experiments for which we report results.
Monte Carlo Experiments in Qualitative Research
The method of MC experiments relies on random sampling from an underlying This logic provides the background of King et al. (1995) repeated claim that increasing the sample size makes inferences more reliable. Yet, smaller sample make it easier to control for heterogeneity so that a potential trade-off between efficiency and specification error exist (Braumoeller 2003) .
from the truth even if qualitative researchers by chance or by some superior rule would select cases from the population regression line unless of course the error component of both cases would also be identical by chance. On average, however, the difference in the error component would be equal to the standard deviation of the errors. Thus, the larger the causal effect of interest relative to the stochastic element, the closer the computed effect gets to the true effect if we hold everything else constant.
We are not mainly concerned here with bias resulting from the absence of controls for an error process in qualitative research and thus do not want to discuss whether causal processes in the social sciences will turn out to be perfectly determined by bio-chemical processes in the brain of deciders given any social and structural constellation. Rather, we are interested in how different case selection algorithms deal with the potential disturbances of unaccounted noise, (correlated) confounding factors and relative effect strengths of the variable of interest and the confounding factors. We are dominantly interested in the relative performance of alternative case selection algorithms.
Specifically, we define various data generating processes from which we draw a number of random samples and then select two cases from each sample according to a specific algorithm. As a consequence of the unaccounted error process, the computed effects from the various MC experiments will deviate more or less from the truth even when the selection algorithm works otherwise
perfectly. Yet, since we confront all selection algorithms with the same set of data generating processes including the same error processes, performance differences must result from the algorithms themselves. These differences occur because different algorithms will select different pairs of cases i and j and as a consequence, the computed effect and the distance of this effect from the true effect differs.
Criteria for Evaluation the Performance of Selection Algorithms
We use two criteria to evaluate the performance of different case selection algorithms. First, we compare the reliability of inference on effect strengths.
Specifically, the effect size of x on y from a comparative case study with two cases equals
where subscripts [i,j] represent the two selected cases from the known population (or sample). We take the root mean squared error (RMSE) as our measure for the reliability of causal inference as it reacts to both bias and inefficiency. The RMSE is defined as
This criterion not only includes the influence of model misspecification on results (the average deviation of the computed effect from the true effect, known as bias), but also accounts for inefficiency, which is a measure of the sampling variation of the computed effect that reflects the influence of random noise on the computed effect. In practice, researchers cannot do anything to avoid the influence of this random deviation from the assumed normal distribution since they cannot observe it, but they can choose case selection algorithms (or estimation procedures in quantitative research) that respond less to these random deviations than others.
Everything else equal, any given point estimate of a coefficient becomes more reliable the lower the average effect of the error process on the estimation.
Our second criterion takes into account that qualitative researchers typically do not compute the strength of an effect but rather analyze whether effects have the sign predicted by theories. After all, theories usually do not predict more than the sign of an effect and the direction of causality. For this reason, we employ the share of incorrectly predicted effect directions as our second criterion, which we compute according to
where k =1…n denotes the number of iterations in which the estimated coefficients have the wrong sign. We divide by 1000 iterations -the total number of repetitions for each experiment -in order to report ratios.
This criterion must be cautiously interpreted: a low number of incorrect signs may result from efficient and unbiased estimates or -quite to the contraryfrom biased effects. Since we assume a coefficient of 1.0 for both the variable of interest x and the confounding factor z, bias may reduce the share of incorrect signs when x and z are positively correlated, but it may increase this share if x and z are negatively correlated. We thus can easily explore how strongly algorithms react to misspecification (bias) by comparing the share of incorrect signs when corr(x,z)=0.9 to the share when corr(x,z)=-0.9. An unbiased selection algorithm gives the same share of incorrect signs in both specifications. A biased selection algorithm leads to a smaller share of incorrect signs when the correlation between x and z is positive than when this correlation is negative. 14 Thus, a selection algorithm is not necessarily better if it produces a larger share of correctly predicted signs but when the share of correctly predicted signs does not vary 
The Data Generating Processes
We conducted MC experiments with both a continuous and a binary dependent variable. As one should expect, the validity of inferences is significantly lower with a binary dependent variable. Since otherwise results are substantively identical we only report in detail the findings from the experiments with a continuous dependent variable here; results for the experiments with the dichotomous dependent variable are briefly summarized and details can be found on the web appendix to this paper. We use a simple linear cross-sectional data generating process for evaluating the relative performance of case selection algorithms in qualitative research:
where y is the dependent variable, x is the exogenous explanatory variable of interest, z is a control variable, , The variables x and z are always drawn from a standard normal distribution, ε is drawn from a normal distribution with mean zero and standard deviation of 1.5 15 , and, unless otherwise stated, all true coefficients take the value of 1.0, the standard deviation of variables is 1.0, correlations are 0.0 and the number of observations N equals 100. We are exclusively interested in making inferences with respect to the effect of x on y. This setup allows us to conduct three sets of MC experiments, in which we vary the parameters of the DGP and evaluate the effect of this variation on the precision with which the algorithms approach the true coefficients. 16 In the first set of experiments, we change the number of observations from which the two cases are chosen (i = 1,…N), thereby varying the size of the sample from which researchers select two cases. In the second set of experiments, we vary the correlation between x and z, that is, the correlation between the variable of interest and the confounding factor. In the final set of experiments, we vary the variance of x and thus the effect size or explanatory power of x relative to the effect size of the confounding factor z.
Analyzing the impact of varying the sample size on the validity of inference in qualitative research may seem strange at first glance. After all, qualitative researchers usually study a fairly limited number of cases. In fact, in our MC analyses we generate effects by looking at a single pair of cases selected by each of the case selection algorithms. So why should the number of observations from which we select the two cases matter? The reason is that if qualitative researchers can choose from a larger number of cases about which they 15 Thereby, we keep the R² at appr. 0.5 for the experiments with a continuous dependent variable. 16 We have conducted more experiments than we can report and discuss here. The Stata dofile with the full set of experiments is available upon request.
have theoretically relevant information, they will be able to select a better pair of cases given the chosen algorithm. The more information researchers have before they select cases the more reliable their inferences should thus become.
By varying the correlation between x and the control variable z we can test for the impact of confounding factors on the performance of the case selection algorithms. With increasing correlation, inferences should become less reliable. We achieve this by changing the variance of the explanatory variable x, leaving the variance of the confounding factor z and the coefficients constant. Equivalently, one could leave the variance of x constant and vary the variance of z. Alternatively, one can leave both variances constant and change the coefficients of x and/or z.
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Quantitative and qualitative methodologists usually prefer to assume that the true model is known to the researcher, while applied researchers know that they do not know the true model (Plümper 2010).
Results
In this section, we report the results of the three sets of MC analysis, i.e. in which we vary the sample size N, vary the correlation between x and the confounding factor z, and vary the standard variation of x. Given the simple linear DGP, these three variations mirror the most important factors that can influence the inferential performance of case selection algorithms. In each type of analysis we draw 1000 samples from the underlying DGP. Table 3 reports the MC results where we only vary the size of the sample from which we draw the two cases. In this experiment, we do not allow for systematic correlation between the variable of interest x and the confounding factor z. The deviations of computed effects from the true effect occur because of 'normal' sampling error and how efficiently the algorithm deals with the available information. comparative case analysis. They therefore should be excluded from the sample from which researchers select cases.
The results so far support the arguments against random selection and King, Keohane and Verba's (1994) verdict against sampling on the dependent variable, but of course qualitative researchers hardly ever select cases randomly.
Selection on the dependent variable may be more common practice, even if researchers typically do not admit to it. If researchers know, as they typically do, that both x and y vary in similar ways and allow this variation to guide their case selection, then the results are likely to simply confirm their theoretical priors.
Selection rules must thus be strict and should be guided by verifiable rules rather than discretion. Another interesting conclusion following from table 3 is that inferences become more valid when researchers have more information before they start analyzing cases and when they use appropriate case selection rules.
Conversely, researchers using case selection criteria unrelated to the theoretical model such as their own language skills or the preferences of a funding agency cannot guarantee valid inferences.
In table 4, we report the results of MC experiments from varying the correlation between the variable of interest x and the confounding factor z. Note that all substantive results from table 3 remain valid if we allow for correlation between the variable of interest and the confounding factor. The gap between max(x)min(z) and its weighted variant to the next best algorithms widens slightly. Over all experiments and algorithms, the RMSE increases by at least 100 percent when the correlation between x and z increases from 0.0 to either -0.9 or +0.9.
Most importantly, we can use this experiment to draw some conclusions about the degree to which the different selection algorithms can deal with omitted variable bias by comparing the estimates with corr(x,z)=-0.9 to the estimates with corr(x,z)=+0.9 in terms of both the RMSE and the share of estimates with incorrent signs. As mentioned above, if the selection algorithm can perfectly deal with this correlation, the RMSE and the share of estimates with an incorrect sign should be identical for both correlations. Evaluating the performance of the selection algorithms in this manner, we conclude that when the variable of interest is correlated with the confounding factor, the augmented Lijphart selection algorithm (auglijp) performs best. This algorithm combines high reliability (a low overall RMSE) with robustness when the explanatory variables are correlated. In comparison, max(x)min(z) has an approximately 10 percent lower RMSE, but it suffers twice as much from correlation between the explanatory factors. The other selection algorithms previously identified as inferior are also strongly biased, which provides additional evidence against them.
Finally, we examine how algorithms respond to variation in the strength of the effect of the variable of interest. Naturally, inferences from case studies become generally more reliable when the variable of interest exerts a strong effect on y relative to the effect of the confounding factors. Results of this analysis can be generalized to experiments with varying R². The lower the R² the lower the reliability of causal inferences.
In table 5 we vary the standard deviation of the explanatory factor x; a small standard deviation indicates a small effect of x on y as compared to the effect exerted from z on y. The results show that the performance of all case selection algorithms suffers from a low 'signal to noise' ratio. The smaller the effect of the variable of interest x on y relative to the effect of z on y, the less reliable the causal inferences from comparative case study research becomes. Yet, we find that the algorithms which performed best in the previous two sets of experiments also turn out to be least vulnerable to a small effect of the variable of interest. Accordingly, while inferences do become more unreliable when the effect of the variable of interest becomes small relative to the total variation of the dependent variable, comparative case studies are not simply confined to analyzing the main determinant of the phenomenon of interest if one of the high performing case selection algorithms are used.
Additional MC Results
Before we conclude from our findings on the optimal choice of case selection algorithms, we briefly report results from additional MC experiments which we show in full in the web appendix to the paper. First, weighting x and z by their respective sample range becomes more important when the DGP includes correlation between x and z and the effect of x on y is relatively small (see web appendix table 1). In this case, weighting both the variation of x and z before using the max(x)min(z) selection rule for identifying two cases increases the reliability of causal inferences slightly.
Second, we also conducted the full range of MC experiments with a dichotomous dependent variable (see web appendix tables 2 to 7). We find that the algorithms that perform best with a continuous dependent variable also actually do in such situations: trying to identify strong and deterministic relationships or necessary conditions (Dion 1998; Seawright 2002) . In both cases, the strong deterministic effect of x on y compensates for the low level of information in the data.
Summary
Applied qualitative researchers should take away four lessons from our Monte 
Conclusion
There can be no doubt that qualitative research can be used for more than making causal inferences, but when researchers aim at generalizing their qualitative findings, getting the selection of cases right is of the highest importance. In short:
The validity of causal inferences from qualitative research stands and falls with the choice of a case selection rule. In order to correctly generalize findings from a small number of cases to a larger sample or the entire universe of cases -an exercise that qualitative researchers often conduct -researchers need to have a good theoretical approximation of the true model and a sufficiently large sample from which they select cases. If they then select cases in the way the best performing algorithms in our Monte Carlo competition suggest, they have done their best to make sure that their generalization will be correct.
We believe that our Monte Carlo study lends additional support to guidance given by qualitative methodologists. After all, the best performing algorithm in our analysis of alternative selection algorithms appears to be a variant of Gerring and Seawright's diverse design, which in turn draws on Przeworski and Teune's most similar design. In this respect, the major findings of our study reinforce existing knowledge.
On a more general level and perhaps even more important, our research suggests that qualitative researchers can make their research replicable by providing sufficient information on the sample from which they select cases, comprehensively describing the set of variables they use to select cases, and by precisely stating the employed case selection algorithm. Given these pieces of information, qualitative research is in principle as replicable as quantitative analyses. At the same time, this information gives other scholars sufficient clues about the ex ante external validity of the findings derived from comparative case study research.
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