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Abstract Comparative molecular dynamics simula-
tions of a hexamer cluster of the protic ionic liquid ethy-
lammonium nitrate are performed using density func-
tional theory (DFT) and density functional-based tight
binding (DFTB) methods. The focus is on assessing the
performance of the DFTB approach to describe the dy-
namics and infrared spectroscopic signatures of hydro-
gen bonding between the ions. Average geometries and
geometric correlations are found to be rather similar.
The same holds true for the far-infrared spectral region.
Differences are more pronounced for the NH- and CH-
stretching band, where DFTB predicts a broader inten-
sity distribution. DFTB completely fails to describe the
fingerprint range shaped by nitrate anion vibrations. Fi-
nally, charge fluctuations within the H-bonds are char-
acterized yielding moderate dependencies on geometry.
On the basis of these results, DFTB is recommend for
the simulation of H-bond properties of this type of ionic
liquids.
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1 Introduction
Ionic liquids (ILs) are promissing candidates for novel
applications, including the use as solvents and CO2
absorbers [1,2,3]. Their special physico-chemical pro-
perties are determined by the nanoscopic structure
and dynamics, which are governed mainly by strong
Coulomb forces between the ions. For example, the ion
pair lifetime can be linked directly to transport prop-
erties as shown by Zhang and Maginn [4]. There also
exist directional hydrogen bond (HB) interactions be-
tween ions of opposite charge within a wide range of HB
strengths [5]. Although being much weaker compared to
Coulomb interactions, they impact macroscopic prop-
erties decisively. A prominent example is the reduction
of the viscosity by the presence of HBs as shown in
Ref. [6].
Experimentally, HB interactions are accessible by
far infrared (FIR) spectroscopy, as was discussed in de-
tail by Fumino et al. [7], as an extra blue-shifted band
if compared with the effect of dispersion interaction.
Furthermore, in the mid-infrared (MIR) region the H-
bonded NH- or CH-stretching vibrations are red-shifted
with respect to their non-H-bonded counterparts [8].
The signatures of H-bonding and Fermi resonance in-
teractions can be investigated in detail using nonlinear
spectroscopic techniques, which are capable to unravel
different phase and energy relaxation rates [9,10,11].
Numerical simulations can be used to support the
various spectroscopic evidences for the existence of HB
interactions. Thereby, one can distinguish between clus-
ter and bulk liquid setups. Although these systems are
rather different at first glance, gas phase spectroscopy
of ILs in dependence on cluster size has revealed local
motifs that give rise to bulk like spectra [12]. Struc-
tural similarities have also been found in simulations
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and were assigned to the dominance of strong short-
range Coulomb interactions [13]. Cluster models are
particularly well-suited for a normal mode analysis, cor-
responding to a minimum structure at zero Kelvin. The
resulting frequencies are commonly scaled by a method-
dependent factor and the spectra are artificially broad-
ened to fit the experimental line shapes. Still, the pro-
nounced anharmonicity of HB dynamics might require
to calculate explicit potential energy surfaces [14]. In
addition, there exist trajectory-based normal modes ap-
proaches that can account for temperature effects [15],
which also have been applied to ILs [16]. However,
the standard approach especially for bulk simulations
makes use of linear response theory, i.e. the IR spec-
trum is calculated by Fourier transformation of the
dipole autocorrelation function [17]. The latter is ob-
tained by sampling MD trajectories from a canonical
ensemble [18]. Of course, the quality of the spectra de-
pends strongly on the underlying potential energy sur-
face driving the dynamics.
Classical MD simulations use many body interac-
tions parametrized via force fields. There are many ap-
plications to structural and dynamical properties of ILs
[19,20], discovering, for example, mesoscopic segrega-
tion behavior [21,22]. Concerning IR spectroscopy and
in particular signatures of HB dynamics the use of force
fields is problematic, since the parametrization of the
latter is often targeted to thermodynamic quantities,
see, e.g., Ref. [23]. Here, DFT-based ab initio molecular
dynamics (AIMD) provides the proper frame for more
accurate simulations [24,13,25]. For instance, the struc-
ture and HB dynamics of methylammonium nitrate was
investigated in detail by Zahn et al. using Car-Parinello
MD [26]. Employing radial, angle and spatial distribu-
tion functions, preferred ion orientations and HB prop-
erties were investigated and the behavior of ion caging
was observed. The latter has been discussed as a general
feature of IL dynamics [27]. For small system sizes it is
in principle possible to obtain AIMD trajectories long
enough to calculate the power spectra [28] through ve-
locity autocorrelation functions or, in combination with
a charge localization scheme, IR spectra via dipole au-
tocorrelation functions [29].
Density functional-based tight-binding (DFTB) is
a computationally less demanding alternative, thus al-
lowing for larger system sizes [30,31]. DFTB doesn’t re-
quire empirical input and provides self-consistent Mul-
liken charges, which account for polarization effects. It
has been successfully applied to a large class of prob-
lems, including biological systems [32], as well as to
study structural properties of ILs [23,33].
In this contribution we address the performance of
DFTB with respect to its description of HB dynam-
ics and IR spectra. This is done for the test system
ethylammonium nitrate (EAN), [(C2H5)NH3]
+[NO3]
−,
which is a prototypical protic ionic liquid (PIL). The
reliability of the results will be judged against data
obtained by DFT/BLYP AIMD simulations. To facili-
tate the AIMD calculations the system is restricted to
a hexamer cluster of six ion pairs. Previously, DFT and
force field calculations have been compared for EAN
clusters of various sizes by Bodo et al. [34,13]. These
authors put a special emphasis on HB geometries of en-
ergy optimized structures. In DFT structures they found
asymmetric HB networks with only two out of three
possible HB formed. In contrast force field simulations
yielded more symmetric structures and saturated HBs.
Furthermore, they compared a harmonic normal mode
spectrum against Raman measurements and concluded
on signals from NH-stretching vibrations involved in
HBs of different strength. The force field itself had been
parametrized by Song et al. by combining various pa-
rameter sets with additional ab initio data [35]. Radial
distribution functions from MD simulations were found
in reasonable agreement with high-energy X-ray diffrac-
tion data. Interestingly, OH-distances and HB angles in
force field MD simulations are substantially larger than
the DFT ones from energy optimized structures [34]
and from later AIM simulations [13].
DFTB has been compared to force field simulations
for the related PIL triethylammonium nitrate in our
previous work [23]. Preceding bulk simulations, geo-
metric HB correlations for a hexamer cluster have been
compared for DFTB and DFT trajectories. This gave
support for the reliability of the DFTB method, which
then was used to quantify geometric correlations and to
obtain IR spectra for the liquid phase. In particular for
the FIR range, where experimental data are available,
DFTB yielded excellent results whereas the force field
failed to reproduce the experiments.
Alkylammonium cations provide the means to tune
the network of HBs formed between cations and anions
via the number of alkyl chains [36,37]. Whereas triethy-
lammonium nitrate is capable of forming a single HB
only, the present system, EAN, in principle facilitates
the formation of three HBs. In the following the HB
geometries and IR signatures of EAN will be investi-
gated using cluster MD simulations. Thereby, DFTB
and DFT trajectory data will be compared, which will
lend support for DFTB as an efficient yet accurate
method for simulation of the HB network in PILs such
as EAN. The paper is organized as follows: In the next
section a brief overview on the used theoretical meth-
ods and computational setups is given. Results are pre-
sented in Section 3, focussing on geometries, IR spec-
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Fig. 1 Snapshot along a NVE DFTB trajectory of the hex-
amer cluster consisting of six ethylammonium nitrate (EAN),
[(C2H5)NH3]+[NO3]−, ion pairs. The figure has been gener-
ated using VMD [38].
tra, and charge distributions. Finally, a conclusion is
provided in Section 4.
2 Theoretical Methods
2.1 Molecular Dynamics
A cluster consisting of 90 atoms (six ion pairs) with
similar initial structure as the hexamer cluster stud-
ied by Bodo et al. [34], is used for the following DFTB
and AIMD simulations. In a first step the cluster has
been geometry-optimized using DFT with the BLYP
exchange correlation functional and the 6-31+G* ba-
sis set. Further, Grimme’s D3 dispersion correction has
been employed [39]. Starting from the minimum struc-
ture, Langevin dynamics was performed with the target
temperature being 300 K and a Langevin damping time
of 1 ps. The stochastic perturbations introduced by the
Langevin thermostat are small enough to yield spec-
tra equivalent to the ones from the standard approach
(microcanonical trajectories sampled from an canoni-
cal ensemble) [40]. The total NVT trajectory length
has been 60 ps and the time step 0.4 fs. For calculating
the IR spectrum, it is split into trajectories of 10 ps
length. The DFT AIMD simulations, in the following
called BLYP, were performed with Terachem, version
1.5K [41].
Starting from the same initial BLYP geometry,
DFTB simulations were done using third-order density
expansion [42] and the 3-ob Slater-Koster parameter
set [43]. The DFTB simulations are carried out using
the dftb+ software, Version 1.2 [44]. First, a canonical
ensemble was simulated for 5 ps employng the Nose´-
Hoover thermostat with target temperature 300 K. This
was followed by an energy optimization. Subsequently,
the optimized structure is used to initiate a canonical
ensemble run for 100 ps. From this trajectory starting
geometries for seven microcanonical (NVE) trajectories
were sampled randomly. The microcanonical trajecto-
ries had a length of 10 ps and a time step of 0.4 fs.
DFT and DFTB trajectories were analyzed with re-
spect to the presence of HBs. Here, a HB was defined
between the nitrogen-bound hydrogen and its closest
oxygen atom, without a distance cutoff. This way each
of the six cations were assigned three HB partner oxy-
gens from the anions. The meaningfulness of this choice
is analyzed below.
2.2 IR Spectra
The IR spectrum, I(ω), is obtained by Fourier trans-
formation of the dipole moment trajectory, µ(t), using
a Kaiser window function, κ(t), with Kaiser parameter
10, i.e.
I(ω) = ω2〈|
T∫
0
exp(−iωt)µ(t)κ(t)dt |2〉 . (1)
Here, the average is taken with respect to the canon-
ical ensemble. The window function ensures that the
dipole fluctuations are damped to zero at the inte-
gration boundaries. The Kaiser parameter controls the
time scale of the decay and is chosen large enough to
ensure that the spectra are not artificially broadened.
All spectra plotted are the moving averages of 21 steps
to smooth the curves. In BLYP the total cluster dipole
is calculated directly from the wave function, whereas
in DFTB the Mulliken charges are used to calculate
the total dipole trajectories of the cluster. Note that
the dipole in an ionic systems is not uniquely defined,
as discussed in Ref. [45]. In the context of IR spec-
troscopy the center of mass of the cluster is a plausible
reference, as this point is fixed for all vibrational nor-
mal modes [29]. In addition to the total cluster dipole,
the contribution of the NH3 group atoms to the total
dipole are extracted from DFTB Mulliken charges.
For comparison vibrational normal modes are calcu-
lated for both methods. In case of DFT the Turbomole
software package has been used [46,47,48].
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2.3 Population Analysis
As compared to standard force fields DFTB has the
advantage of delivering atom-centered point charges
(Mulliken charges), which are not only determined self-
consistently, but they are polarizable in the sense that
they adopt to the actual environment of the atom [23].
In general the partial charge of an atom A with
atomic number ZA is defined by
qA = ZA −
∫
ρA(r)dr. (2)
Depending on the method used the partial charges can
vary because the atomic densities, ρA(r), can be defined
in different ways. A simple approach to obtain partial
charges is the Mulliken population analysis. Here, the
total electron density, ρ(r), is written in terms of the
density matrix elements, Pab, and the atomic basis func-
tions, which after integration over space gives the total
number of electrons
N =
∫
ρ(r)dr =
∑
ab
PabSab , (3)
where Sab is overlap matrix element and the indices
a and b refer to atomic basis functions. The Mulliken
population NA of an atom A is defined as
NA =
∫
ρA(r)dr =
∑
a∈A
Paa +
1
2
∑
a∈A
b/∈A
PabSab . (4)
To gain insight into the charge distribution within the
HB, Mulliken analyses are performed for the respective
N, O, and H atoms using a set of methods, including
DFTB, DFT, and coupled cluster theory (CCSD(T));
Turbomole is used for the CCSD(T) calculations [46,
47,49,50].
3 Results
3.1 Cluster Structure and HB Geometries
The radial pair distribution functions, gON(r), gOH(r),
and gOC(r) have been calculated from the distances be-
tween the anionic O to the cationic N, the H bound
to it, and the alkyl C atoms, respectively. DFTB and
BLYP results are compared in Fig. 2. The convergence
with respect to the trajectory length was checked for
the DFTB simulations. Note that due to the cluster
structure, g(r) approaches zero for larger distances. In
general these pair correlation functions are rather simi-
lar for DFTB and DFT clusters. The largest difference
between DFTB and DFT is visible for gOH(r) around
2.5 A˚, which is due to slightly different orientations
of the NO−3 molecules with respect to the N-H bond,
bringing a second O atom closer to the N-H bond (for
values of first peak, see Tab. 1).
HBs can be detected as distinct peaks at small dis-
tances between two atoms involved in HB. Indeed, gOH
and gON show maxima at short distances, but there is
no such contribution in gOC. Thus HBs only develop
via the cationic nitrogen atom to the anion, and not
via the alkyl chains.
OH ON OC 〈α〉 [◦]
BLYP 1.9 2.9 3.7 24.4
DFTB 1.9 2.8 3.7 29.7
Ref. [13] 1.8 2.8 - -
Ref. [51] 2.4 3.0 - -
Ref. [33] - 2.5 3.0 -
Ref. [35] 2.5 3.2 3.5 -
Table 1 Comparison of position of the first peak (in A˚) in
the radial pair distribution function of the hexamer cluster
as calculated with different methods. For comparison bulk
neutron diffraction [51], DFTB [33], force field MD [35], and
Car-Parrinello (BP86) AIMD [13] results are given as well. In
the right-most column one finds the average HB angle.
Cluster results are available from the work of Bodo
et al.. In Ref. [34] they reported distances obtained
for an equilibrium (geometry optimized) hexamer clus-
ter structure. Here, average OH bond length of 1.86 A˚
and ON distances of 2.9 A˚(DFT/ωB97X-D) have been
found. Car-Parrinello AIMD simulations of the same
hexamer [13] yielded rather similar values, i.e. 1.8 A˚
and 2.8 A˚ for the average OH and ON distance, re-
spectively. These values actually agree very well with
those of bulk phase simulations reported in the same
reference. This has been attributed to the similarity of
the first solvation shell due to the prevalence of strong
Coulomb interactions. There are other bulk phase in-
vestigations as well. For instance, an analysis of neu-
tron diffraction data has been reported in Ref. [51]; cf.
Tab. 1. The ON distance compares rather well with the
present findings. The OH distance is smaller by 0.5 A˚,
both in DFTB and BLYP. Comparing with force field
MD simulation data of Song et al. [35] this could be
a bulk effect, although such a conclusion would be at
variance with the AIMD results of Ref. [13]. In this re-
spect we note that the bulk DFTB results reported in
Ref. [33] are markedly different from experimental and
MD data. To conclude, the present DFTB setup yields
average HB geometries, which are consistent with both
BLYP and Car-Parrinello results.
As can be seen in Fig. 1 the cations orient them-
selves such that the ethyl chains are on the outer bor-
der of the cluster and the polar head group is close
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Fig. 2 Radial distribution functions gON(r) (red), gOH(r)
(green), and gOC(r) (blue), with the solid and dashed lines
corresponding to the DFTB and BLYP case, respectively.
Data have been extracted from the NVT trajectory every
2.5 fs.
to the anions and forms HB to oxygens from differ-
ent anions. The HBs were identified from the trajec-
tory based on the shortest rOH found, thus all nitrogen
bound hydrogens are supplied with a H-bonding part-
ner oxygen atom. To verify this procedure, all HB pairs
are analyzed as well by the heavy atom distance, rNO,
combined with an angle criterion. Applying the classi-
fications of moderate HB strength of rNO < 3.2 A˚ and
α < 50◦ from Ref. [5], 15.6 % and 10.1 % of the config-
urations are not HBs in DFTB and BLYP, respectively.
Interestingly, in both cases in less than 1 % of the sam-
ples distance and angle criteria are violated at the same
time. Moreover, in 29% (DFTB) or 25 % (BLYP) of the
cases one has twofold HBs, where one oxygen is accep-
tor of two H atoms. These twofold HBs do not show
increased OH distances or HB angles, compared to the
other HBs, suggesting that they are of similar strength.
Thus we conclude that in the present cluster the NH
groups are mostly saturated and form an asymmetric
network where an O atom can partake in two HBs, leav-
ing some O atoms without H-bonding partners.
These findings are in contrast to the DFT minimum
energy structure reported in Ref. [34]. Although in that
case also an asymmetric HB network has been observed,
where only two of the possible three HBs were formed,
but there were no twofold HBs. This difference could
be due to the finite temperature used in the present
simulation.
In the following the N-H. . .O HBs are discussed,
putting emphasis on geometrical correlations. To that
end, HB coordinates r1 = 0.5(rNH − rOH) and
r2 = rNH + rOH are introduced and plotted against
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2.6
2.8
3.0
3.2
3.4
r 2
=
r N
H
+
r O
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N
Fig. 3 Left: HB correlation plots from DFTB (top) and
BLYP (bottom) trajectories averaged over all 6 pairs of along
60 ps NVT trajectory. Right: The position of the oxygen atom
involved in the HBs in the plane defined by the positions of
the N, H and O atom. The N-H bond defines the y-axis and
the origin is set to be at the nitrogen position.
each other in Fig. 3 (left panel) for both methods. If
the distances rNH and rOH were fully uncorrelated, the
results would lie on a straight line with the slope -2,
plotted for reference in grey color. Within a HB the H
atom is pulled towards the acceptor atom. Thus, rOH
is reduced as rNH increases. This results in deviations
from the linear relation between r1 and r2 and shifts the
curve at constant r1 to larger r2 values. Furthermore,
the closer r1 is to zero, the stronger is the bond, as
the hydrogen is located exactly between the two heavy
atoms, corresponds to the strongest HB possible [52].
To compare observed correlations to other H-
bonding systems, the valence bond model of Pauling
is used. Here, starting from the HB distances, rNH and
rOH, bond orders are defined as pi = exp(−(ri−reqi )/bi)
with i = {NH,OH} [53]. Under the constraint that the
sum of the two bond orders pi must be equal to one,
the two coordinates depend on each other and the pro-
ton/H atom transfer can be described by a single coor-
dinate [54]. This path is drawn in Fig. 3 as a blue line.
The equilibrium distances, reqi , are obtained from single
molecule gas phase geometry optimizations. The value
for the N-H bond is taken as the average of the three
ammonia N-H bond lengths of the optimized structure,
which are req,DFTBNH = 1.029 A˚ and r
eq,BLYP
NH = 1.036 A˚.
The O-H bond length is rBLYPOH = 0.991 A˚ in BLYP
and rDFTBOH = 0.982 A˚ in DFTB. The bond order decay
parameters were changed simultaneously starting from
the values reported for HBs in crystal structures [55] un-
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til a good visual fit with the DFTB data was observed,
resulting in bOH = 0.3 A˚ and bNH = 0.33 A˚. These
values were not optimized separately for BLYP, as the
DFTB results describe the BLYP correlations equally
well. Overall, the HB distance correlations shown in
Fig. 3 (left panel) are strikingly similar in the two meth-
ods. In passing we note that a similar analysis was per-
formed for trietylammonium nitrate using DFTB bulk
MD simulations, where the resulting bond order de-
cay parameters were found to be bNH = 0.355 A˚ and
bOH = 0.321 A˚ [23]. Interestingly, judging from the ge-
ometric correlations, the HBs in the EAN cluster are
weaker than in the above bulk structure.
Finally, we comment on the linearity of the HBs in
the EAN cluster. Fig. 3 (right panel) shows the dis-
tribution of O atom positions in the plane defined by
the N, H, and O atom making the HB. Although being
rather similar the deviations from linearity are more
pronounced for DFTB as compared with BLYP. How-
ever, on average DFTB reproduces the EAN structures
from BLYP simulations very well as can be seen from
the summary provided in Tab. 1.
3.2 IR Spectra
The IR spectra calculated from BLYP and DFTB tra-
jectories using Eq. (1) are shown in Fig. 4. In panel (a)
the complete spectral range is given, which reveals a
qualitative agreement. That is, most peaks are present
in both spectra, but the intensities vary strongly. This
discrepancy is particularly striking in the 750 cm−1 to
1900 cm−1 region. To what extend the spectra devi-
ate from one another due to differences in intensity
only, or due to a different underlying nuclear dynam-
ics, has been scrutinized using a normal mode analy-
sis. In Fig. 5 DFTB and BLYP mode frequencies are
correlated based on the overlap between the respective
normal mode displacement vectors. Leaving aside the
overlap, one finds a reasonable linear correlation for the
range up to 900 cm−1 and for the N-H and C-H stretch-
ing range, i.e. here the density of states is rather simi-
lar for the two methods. Strong deviations are observed
for the fingerprint region. Taking into account the over-
lap we notice the following: In the region up to about
350 cm−1 the overlap is in general below 50 %, from 400
to about 900 cm−1 the overlap is considerably larger,
in some case reaching almost 100 %. In the region of
the stretching vibrations (see inset of Fig. 5), there is
a reasonable overlap, but only the three NH-stretching
modes with highest frequency reach about 100 %. The
problematic fingerprint region shows a good overlap for
those modes, which match in frequency. In contrast,
those modes which differ in frequency also have a small
500 1000 1500 2000 2500 3000 3500
ν˜ / cm−1
0.0
0.2
0.4
0.6
0.8
1.0
I/
a.
u.
aBLYP
DFTB
100 200 300 400 500
ν˜ / cm−1
0.0
0.2
0.4
0.6
0.8
1.0
I/
a.
u.
bBLYP
DFTB
exp
2600 2700 2800 2900 3000 3100 3200 3300
ν˜ / cm−1
0.0
0.2
0.4
0.6
0.8
1.0
I/
a.
u.
cBLYP
DFTB
NH
Fig. 4 IR spectrum from the DFTB and BLYP trajectories
of the cluster dipole from DFTB and BLYP dynamics in a)
the whole IR range, b) a zoom into the FIR region (with
offsets for better visibility) and c) the MIR region, where
also the contribution to the DFTB spectrum from the NH
bond vibrations is given.
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overlap. In the following we will compare the spectrum
in the different spectral regions separately.
The FIR region shown in panel (b) is shaped by
intramolecular vibrations as well as intermolecular dis-
persion and H-bonding interactions. The experimental
spectrum for bulk EAN from Ref. [36] is also given. It
exhibits a double peak structure with a broad maxi-
mum at around 200 cm−1 and a smaller peak around
420 cm−1. Using DFT/B3LYP cluster calculations,
Fumino et al. [36] assigned the low-frequency band to
asymmetric and symmetric HB stretching vibrations at
197 and 128 cm−1, respectively, and the high-frequency
band to a N-C-C deformation vibration of the cation.
The shoulder around 250 cm−1 was found to be due to
ethyl-nitrogen torsional motions. Note that this assign-
ment was independent on the cluster size (from one to
six pairs) and has been confirmed by the present BLYP
normal mode calculations. In view of the correlation in
Fig. 5 it is interesting to note that the spectrum as such
is rather similar even though the overlap between the
normal mode vectors is only modest.
Comparing theory and experiment, both DFTB and
BLYP reproduce the observed double peak structure.
The main peak is blue-shifted by about 25 cm−1 and its
shoulder is not clearly resolved. The small differences
between theory and experiment could be due to the
method or due to different H-bonding in the cluster
as compared with the bulk liquid. The high-frequency
peaks are broader than in the experiment, with DFTB
predicting again a blue shift of about 25 cm−1. As far as
the different widths are concerned one should note that
in the gas phase cluster, the ethyl chains are oriented
to the outer part of the structure and are therefore able
to explore the phase space more freely than in a bulk
system, which could lead to a broadening of the peak.
H-bonding also manifests itself in red-shifted NH-
stretching vibrational frequencies of those modes in-
volved in a HB with respect the free NH case. De-
tails of the corresponding spectral region are shown in
Fig. 4c. The IR spectrum obtained from the DFTB tra-
jectory shows a broad plateau-like feature from 2900 to
3100 cm−1, while the DFT signal shows a double peak
structure with a maximum at 3042 cm−1 and a distinct
side band at 3166 cm−1. From the Mulliken charges
of the DFTB simulation it is possible to extract just
the dipole from a specific subgroup of atoms to better
assign spectral features. The resulting signal from the
NH3 group dipole is included in Fig. 4. The signal has
two peaks at 2837 cm−1, and 2940 cm−1, and is very
broad, an indication of HBs with various strengths. The
remaining intensity in this range should be due to CH-
stretching vibrations.
In order to judge the predictions in this spectral
range, we compare with the Raman spectra of liquid
EAN published in Ref. [34] and analyzed based on
hexamer DFT/ωB97X-D normal mode calculations. In
liquid EAN NH-stretching vibrations are found across
the whole absorption band, i.e. from 2900-3300 cm−1,
reflecting the distribution of HB strengths. In ad-
dition, the cluster normal modes contain signatures
of very strong HBs (around 2800 cm−1) and free
NH-stretching vibrations (around 3400 cm−1). CH-
stretching vibrations are assigned to the range between
2900-3000 cm−1). The observation that the low-energy
part of the spectrum is dominated by H-bonded NH-
stretching vibrations agrees with the present DFTB
findings. Clearly, the finite size cluster cannot capture
the broad distribution of HB strengths present in the
liquid. In the BLYP case the absorption band is nar-
rower hinting at less structural flexibility of the cluster
(see also angular distribution in Fig. 3). Further, the
first moment of the BLYP band appears to be blue-
shifted as compared to DFTB. Given the fact that the
highest frequency NH-stretching modes in the correla-
tion plot, Fig. 5, coincide, this evidences a more pro-
nounced anharmonicity in DFTB as compared with
BLYP.
Most interesting, however, is the range between
750 cm−1 and 1900 cm−1, which shows rather pro-
nounced differences in Fig. 4(a). According to the
Raman analysis in Ref. [34] in this range one ex-
pects the NO−3 bending (∼720 cm−1), symmetric
stretching (∼1045 cm−1), and asymmetric stretching
(∼1400 cm−1) vibrations. First, we assign this re-
gion of the IR spectrum according to the BLYP nor-
mal mode analysis as follows (in parentheses the po-
sition and intensity of the strongest peak) : 685 -
720 cm−1 – NO−3 bending (717 cm
−1, 14 km/mole), 780
- 795 cm−1 – NO−3 out-of-plane bending (780 cm
−1, 32
km/mole), 998 - 1032 cm−1 – NO−3 symmetric stretch-
ing (998 cm−1, 32 km/mole), 1489 cm−1 – NO−3 asym-
metric stretching (1489 cm−1, 413 km/mole), 1561 -
1680 cm−1 – NH3 bending (1654 cm−1, 152 km/mole).
The range from 1002 - 1472 cm−1 contains rather
mixed type of vibrations, involving mostly CH3 and
CH2 bending motions and NO
−
3 asymmetric stretching
vibrations. The largest intensity is at 1432 cm−1(463
km/mole). Taking into account that the AIMD results
contain the effects of anharmonicity and finite tem-
perature, one could tentatively assign the spectrum in
Fig. 4(a) as follows: 785 cm−1 – NO−3 out-of-plane bend-
ing, 1000 cm−1 – NO−3 symmetric stretching, double
peak around 1320 cm−1– CH3 and CH2 bendings and
NO−3 asymmetric stretching vibrations, double peak
around 1580 cm−1 – NH3 bending vibrations. Com-
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Fig. 5 (a) Overlap between DFTB and BLYP normal modes.
The overlap between particular modes has been calculated
such that the total overlap for all modes is maximized (Kuhn-
Munkres algorithm [56]). The outlier at about (20,1350) cm−1
is considered an artefact of the assignment procedure. (b)
Only those modes are shown where the associated BLYP IR
transition has an intensity larger than 100 km/mole.
pared to the Raman data there are some deviations,
which are difficult to discuss since the experiment has
been performed in the liquid phase. Decomposing the
power spectrum of a Car-Parrinello simulation on the
same size cluster Bodo et al. [13] obtained the NO−3
out-of-plane bending at 730 cm−1, the NO−3 symmet-
ric stretching at 962 cm−1, and the NO−3 asymmetric
stretching yielded a broad feature in the range 1280 -
1370 cm−1. Overall, one can conclude that the present
BLYP simulations are consistent with available experi-
mental and simulation data.
Apparently, the DFTB spectrum looks different in
this spectral region and the question arises whether this
is an effect of intensity, vibrational frequency or both.
In order to scrutinize this issue, we have modified the
correlation plot between DFTB and BLYP frequencies,
taking into account only points where the BLYP in-
tensity of the associated transition is above a certain
Ncation H O
DFTB -0.14e 0.28e -0.73e
BLYP -1.15e 0.53e -0.01e
FF -0.36e 0.31e -0.635e
Table 2 Average Mulliken charges along the DFTB and
BLYP trajectories and partial charges of the force field (FF)
from Ref. [58]
threshold. If the threshold is such that all peaks in the
fingerprint region are accounted for, the figure doesn’t
look much different from Fig. 5(a). The result shown
in panel (b) of Fig. 5 has been obtained for a threshold
of 100 km/mole, which sets the focus on the strongest
peak in the fingerprint region. From these observations
we conclude that for the lower intensity peaks the vi-
brational frequencies match reasonably between BLYP
and DFTB, but the intensities are different. For the re-
gion of the most intense band, which is due to CH3 and
CH2 bending motions and NO
−
3 asymmetric stretching
vibrations, both peak positions and intensities are dif-
ferent. In view of the favorable comparison of BLYP
with previous simulation and experimental results, it
must be concluded that DFTB does not yield a cor-
rect IR spectrum for the nitrate anion’s vibrations. In
passing we note that this finding is in accord with the
conclusions drawn in Ref. [57], which reported deviation
between DFT and DFTB up to 10% for NO-related vi-
brations of nitric acid.
3.3 Charge Distributions
The IR spectral regions of HB-related frequencies are
well reproduced using DFTB. This suggestes to use
the DFTB-Mulliken charges to characterize HB-related
atomic charge fluctuations in the thermal ensemble.
First, we inspect the Mulliken charges of those atoms
involved in H-bonding given in Tab. 2. They have been
averaged over the whole trajectory and all H-bonded
pairs. The DFTB values appear to be closer to the force
field parameters from Ref. [58] than to the BLYP ones.
Closer inspection reveals that this is due to the combi-
nation of a small basis set and using Mulliken charges.
Because a sufficiently large basis set is computation-
ally not affordable for the BLYP simulations, we will
consider only DFTB trajectory data in the following.
In particular we will be interested in the distribu-
tions of Mulliken charges on the N, O, and H atom
of all HBs in the cluster with respect to the internal
HB coordinates r1 and r2. In order to estimate the
accuracy of DFTB in this respect, gas phase calcula-
tions of Mulliken charges for a single ion pair have been
performed using different methods, i.e. DFTB, BLYP,
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Fig. 6 Dependence of Mulliken charges on the HB length,
r2, for a gas phase ion pair using different methods. The N-H
bond length was kept constant at 1.04 A˚.
Fig. 7 Density of the Mulliken charges (changes with respect
to the average values) along the HB coordinates for the DFTB
trajectory.
and CCSD(T) (for basis sets, see figure). The resulting
charges upon HB elongation are shown in Fig. 6. Taking
CCSD(T) as a reference we notice that DFTB reason-
ably reproduces the CCSD(T) behaviour in case of the
N atom, i.e. sign and slope match. For the O atom the
sign matches as does the slope for short HB distances.
The strongest deviation in slope is seen for the H atom.
As far as BLYP is concerned, it is interesting to note
that it fails to give the correct sign of the charge at the
N atom.
In Fig. 7 we present the changes of Mulliken charges
with respect to the average values sampled from the
DFTB trajectory. The following trends can be observed:
The charge at the O atom shows a broad distribution
with respect to both coordinates, but no obvious corre-
lation. In contrast, for the H and N atom the distribu-
tions are narrower and at the same time a coordinate
dependence is clearly visible. The H atom’s charge in-
creases (i.e. less electron density) towards smaller abso-
lut r1 and smaller r2, values, and at the same time the
charge of the N atom decreases. As far as the H atom
is concerned it can be anticipated, based on Fig. 6 that
the actual change should be even more pronounced.
4 Conclusion
Molecular Dynamics simulations of a hexamer clus-
ter of the protic ionic liquid EAN were performed
with the goal being a critical assessment of the valid-
ity of the DFTB approach. To this end a comparison
with DFT/BLYP as well as CCSD(T) results has been
made. Averaged HB geometries agreed quantitatively
for DFTB and BLYP and are in line with earlier ex-
perimental and theoretical publications. With respect
to the linearity of the HB BLYP predicts a slightly less
flexible structure. HB coordinate correlations are rather
similar for DFTB and BLYP, both being in the range of
weak correlations. The IR spectra calculated from the
cluster dipole trajectories show considerable differences
between the two methods. In the far IR region the spec-
tral features due to H-bonding are similar and close to
available bulk experimental data. In the stretching re-
gion, DFTB yields a somewhat broader spectrum point-
ing to a larger flexibility of the cluster. Most critical
is the fingerprint region, where DFTB clearly fails to
give reasonable frequencies and intensities for the NO−3 -
related vibrations. A comparison of the normal modes
between the two methods confirms this conclusion.
To sum up, DFTB can be considered as compu-
tationally less demanding alternative as compared to
DFT if the focus is set on the properties and dynamics
of HBs.
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