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Introduction
In the literature, differential equations of the type ( ) + ( ) = ( ( ) ( )) (1) are investigated, where < 0 and acting on a set [0 1] × , ⊂ R 2 , is either continuous or a Carathéodory function. The operator on the left hand side of (1) has a strong singularity in the time variable at = 0 because Operators of such type were studied in population genetics [9] , in the homogeneous nucleation theory [1] , in relativistic cosmology [18] , in the nonlinear field theory [13] and also in phase transitions of Van der Waals fluids [3, 12, 17] (1) holds for ∈ (0 1]. In [22, 23] were proved that if is a solution of (1), then (0) = 0. Consequently, this important fact it is necessary take into account if (1) is considered together with some boundary conditions in the set functions having continuous derivative on [0 1].
We refer the reader to papers [8, 22, 23] for the existence of solutions to (1) satisfying periodic, Neumann and twopoint boundary conditions, and papers [10, 11, 31] for the solvability of problem + (A/ ) = ( ), (0) = 0, (1) +
(1) = .
The fractional analog of (1) is the equation
where 0 < γ ≤ α < 1 and D is the Caputo fractional derivative.
In order to reminder the definition of the Caputo fractional derivative, we begin with the fractional integral. [4, 26] . Here,
In the first part of this paper, we consider the fractional differential equation
where α and satisfy the following conditions (H 1 ) α ∈ (0 1) and < 0,
: X → C [0 1] is continuous and takes bounded sets into bounded sets.
The special case of (3) is equation (2) .
Along with (3), we discuss the boundary conditions We point out that any solution of (3) satisfies D α ( )| =0 = 0 (see our Lemma 3.1). Hence we take this condition in (4) as the well-posedness condition.
The main result for the solvability of (3), (4) holds, where ∈ C [0 ∞), is nondecreasing and
Then problem (3) (4) has at least one solution.
Corollary 1.2.
Let (H 1 ) hold, 0 < γ ≤ α, and let
is nondecresing in both its arguments and
Then problem (2) (4) has at least one solution.
For singular fractional boundary value problems with time singularities, we refer the readers to [2, 5, 14, 16, 19-21, 25, 27, 29, 30] and references therein.
The second part of the paper deals with the sequence of fractional problems
where α and β satisfy the condition (H * 1 ) < 0, 0 < β ≤ α < 1 for ∈ N, and lim →∞ β = 1.
Note that under condition (H * 1 ), lim →∞ α = 1. We establish the relations between solutions of problem (5), (6) and solutions of of (1) satisfying the boundary conditions
The main results are as follows:
Let (H * 1 ) and (H 4 ) hold. Then we have:
( ) For each ∈ N, problem (5) (6) has at least one solution .
( ) There exist { } ⊂ N, lim →∞ = ∞, and a solution of (1) (7) such that
) and the estimate
Then for each ∈ N, problem (5) (6) has a unique solution and
where is the unique solution of (1) (7). Theorems 1.3 and 1.4 show that under our conditions on the function solutions and their derivatives of the differential problem (1), (7) can be approximated uniformly on [0 T ] by solutions and their fractional derivatives of the fractional problem (5), (6) .
We note that in [24] , the relation between solutions of the sequence of regular fractional BVPs Our paper is organized as follows. Section 2 contains the results from the fractional calculus and the technical lemmas that are used in the next sections. In Section 3, an operator is introduced and it is shown that is a solution of (3), (4) if and only is a fixed point of . The proofs of Theorem 1.1, Corollary 1.2 and an example are given in Section 4. Section 5 is devoted to the study of the properties of solutions to (5), (6) , and Theorems 1.3 and 1.4 are proved.
Preliminaries
In this section, we present the results from the fractional calculus and the technical results which will be used in the next sections. 
Lemma 2.3 ([7, 15]).
Let γ ∈ (0 1) and
Lemma 2.4.
Lemma 2.5.
Let ∈ C [0 1] and < 0. Let
Proof. It is clear that ∈ C (0 1] and | ( )| ≤
for ∈ (0 1]. It follows from the relation
Hence is continuous at = 0 and ≤ .
Remark 2.6. 
The last relation is also fulfilled at 1 = 0. Since is uniformly continuous on [0 1], the lemma follows.
Let be an operator acting on X defined by the formula
Under condition (H 2 ), Lemma 2.5 guarantees that : X → C [0 1] and ( )| =0 = 0 for ∈ X .
Operator and its properties
We first show that any solution of of (3) Lemma 3.1.
Proof. Let be a solution of (3). Since
equality (3) can be written
where ∈ R, and therefore
Hence
The following result states that is a solution of (3), (4) 
in the set X , where is given in (8) .
Proof. (⇒) Let be a solution of (3), (4) . Then equality (10) holds, where ∈ R. We now imply I α to both sides of (10) and have, by Lemma 2.3,
Since
, (12) gives
From (4) it follows that (0) = A and
Consequently, is a solution of (11) in X .
(⇐) Let ∈ X be a solution of (11) .
and it follows from the equality
In view of (9), is a solution of (3) on (0 1]. Consequently, is a solution of (3), (4) .
Keeping in mind Lemma 3.2, define an operator acting on X as
where is given in (8) and A B are from (4).
The properties of are collected in the following two lemmas. 
for ∈ X and ∈ [0 1], we see that : X → X .
We proceed to show that is continuous. Let { } ⊂ X be a convergent sequence and let lim →∞ = , ∈ X . Then lim →∞ − = 0. Since
for ∈ [0 1], ∈ N, and therefore
we conclude that is continuous.
It remains to prove that the set (Ω) is relatively compact in X for all bounded Ω ⊂ X . Let Ω ⊂ X be bounded and let ≤ L for ∈ Ω, where L is a positive constant. Then We are now in the position to prove Theorem 1.1.
Proof of Theorem 1.1. We apply Lemma 4.1 for Y = X and = . Since is completely continuous by Lemma 3.3, it follows from Lemma 3.2 that we need to prove that the set = { ∈ X : = λ for some λ ∈ (0 1)} is bounded in X Let = λ for some ∈ X and λ ∈ (0 1). Then
where
|B − A|
Due to lim →∞ ( )/ = 0, we have lim →∞ (K ( ) + L)/ = 0. Hence there exists S > 0 such that
which together with (15) give X < S. We have proved that the set is bounded in X and X < S for ∈ . and therefore (H 4 ) gives
Proof of Corollary 1.2. Let ( ) = ( ( )

Limit properties of solutions to (5), (4)
The next part of the proof is divided into four steps.
Step 1 By (17), (18) and (20), (19) . In addition,
where Q = (T T /∆).
Step 2. The sequence { } is equicontinuous on [0 1].
In particular,
Then γ > 0 and (note that β ≤ α )
Since { } is equicontinuous on Choose ε > 0. By Step 3, there exists δ 1 > 0 such that
Further, it follows from (18) that
The function ( ) = 
holds. By the mean value theorem for integrals there exists ξ = ξ( ) ∈ ( 1 2 ) such that
This relation together with (25) yield
Now, it follows from (24), (26) and (27) 
by the Lebesgue dominated convergence theorem. Consequently, = . Put
Then lim →∞ − = 0, lim →∞ − = 0 and (cf. (17) and (18))
for ∈ [0 1] and ∈ N. We claim
In view of lim →∞ ( − ) α −1 /Γ(α ) = 1 for ∈ [0 ) and
where γ is given in (23), we have
by the Lebesgue dominated convergence theorem. Combining this equality with the relation
we conclude that (30) holds. Next, it follows from (30) and lim →∞ α −
Letting → ∞ in (28) gives (cf. (30) and (31))
Further, due to lim →∞ − = 0, passing to the limit as → ∞ in (29), we have The proof is completed by showing that is a solution of (1), (7) . From (32) it follows (0) = A, (1) = B, and from (34) we obtain (0) = 0, ∈ C (0 1] and
Consequently, is a solution of (1), (7) .
In order to prove Theorem 1.4, we need the following two lemmas discussing the existence and uniqueness of solutions to problems (5), (6) and (1), (7) Lemma 5.2.
Let (H * 1 ) and (H 5 ) hold. Then 
where ρ is from (H 5 ). Since ρ < 1, is contractive.
We now prove assertion (ii). Put ψ( ) = ( 0 0) for ∈ [0 1] and let = 0. Then ≤ ψ , 
Lemma 5.3.
Let (H 5 ) hold and < 0. Then problem (1) (7) has a unique solution.
Proof. It is not difficult to prove that is a solution of (1), (7) 
