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ABSTRACT 
 
This paper proposes an extension to the existing literature in DEA, the authors call Confident-
DEA approach. The proposed new approach involves a bi-level convex optimization model, and 
hence NP-hard, to which a solution method is suggested. Confident-DEA constitutes a 
generalization of DEA for dealing with imprecise data and hence a potential method for 
forecasting efficiency. Imprecision in data is defined as two forms, one is bounded data and the 
second is cardinal data. Complementing the methodology proposed by Cooper et al (1999) which 
provides single valued efficiency measures, Confident-DEA provides a range of values for the 
efficiency measures, e.g. an efficiency confidence interval, reflecting the imprecision in data. For 
the case of bounded data, a theorem defining the bounds of the efficiency confidence interval is 
provided. For the general case of imprecise data, that is a mixture of ordinal and cardinal data, a 
Genetic-Algorithm-based meta-heuristic is used to determine the upper and lower bounds defining 
the efficiency confidence interval. To the best knowledge of the authors, this is the first work 
combining Genetic algorithms with DEA. In both cases of imprecision, a Monte-Carlo type 
simulation is used to determine the distribution of the efficiency measures, taking into account the 
distribution of the bounded imprecise data over their corresponding intervals. Most of previous 
DEA works dealing with imprecise data implicitly assumed a uniform distribution. Confident-
DEA, on the other hand, allows for any type of distribution and hence expands the scope of the 
analysis. The bounded data used in the illustrative examples are assumed to have truncated 
normal distributions. However, the methodology suggested here allows for any other distribution 
for the data. 
 
 
1.  Introduction 
 
n the standard Data Envelopment Analysis (DEA) approach originally proposed in Charnes, Cooper 
and Rhodes (1978), Decision Making Units (DMUs) are considered to be economic units using inputs 
to produce outputs. Although the inputs and outputs are usually assumed to be observable and 
measurable, in many real life situations these factors are not precisely known except (i) to the extent that the true 
values lie within prescribed bounds, and/or (ii) to satisfy certain ordinal relations. Data falling in the first category 
are referred as bounded data while the later are known as ordinal data. Cooper et al (1999) refers to any mixture of 
such kind of data with standard single valued data as imprecise data. We henceforth use the same terminology. 
 
When data are imprecise, the application of the standard DEA leads to a non-linear program and the 
piecewise linear efficient frontier defined by that approach is not guaranteed. Moreover, ordinal data cannot be 
considered in the standard model. 
 
Imprecise Data Envelopment Analysis (IDEA
1
), Cooper et al (1999), treats mixtures involving bounded 
data in addition to ordinal data and ordinal relations among the weights. However, a major conceptual criticism can 
                                                          
1 The same abbreviation e.g., IDEA, for "Interactive Data Envelopment Analysis" is used in Post and Spronk (1999). The 
abbreviation proposed by Cooper et al. (1999) is becoming more common in the literature. 
I 
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be addressed to the IDEA approach. The problem lies with the derivation of single-valued measures from imprecise 
multi-valued data. The efficiency measures should, in my opinion, reflect the imprecision in data. In this setting, a 
range of values for the efficiency measure is more appropriate than a single-value. Furthermore, this range can be 
considered as a confidence interval for the efficiency measure and hence the name Confident-DEA. The spread of 
the efficiency interval can be interpreted as an indicator of the degree of volatility for the efficiency of the 
corresponding DMU. The wider is the efficiency interval, the higher is the volatility of the efficiency and hence the 
higher is the uncertainty about the relative performance of the corresponding DMU. 
 
Confident-DEA extends the standard DEA to the case of imprecise data while overcoming the above 
mentioned weakness by producing efficiency confidence intervals. Furthermore, it compliments the IDEA in the 
sense that it allows considering stochasticity in data. In the case of bounded data, Confident-DEA takes into account 
the distribution of values of the factors within their corresponding ranges whereas IDEA implicitly assumes the 
uniform distribution. 
 
2.  The Mathematical Modeling 
 
Given the inputs and outputs to be considered, the following model is the standard Data Envelopment 
Analysis (DEA) model : 
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where x represents the matrix of input values for each DMU. It specifies the values of inputs used in the production 
process. y on the other hand  represents the output matrix. It specifies, for each DMU, the values of the different 
outputs that result from the production process. u and ware the coefficient vectors to be determined by solving the 
model. RDr
+
, RDr
-,
 RAr
+
 and RAr
- 
respectively represent domains for the outputs, inputs, output multipliers and input 
multipliers.  
 
Real world situations often dictate data, the values of which lie within some prescribed bounds. Moreover, 
the data may be ordinal rather than cardinal in form, and hence known only to be satisfying certain ordinal relations. 
In Cooper et al (1999) these are labeled “imprecise data”.  Lastly, the “data” may represent the decision-maker’s 
judgmental restrictions on the relative weights allowed to each or to some of the factors and/or multipliers. This is 
known in the DEA literature as the Assurance-Region. A specific domain for the solution search can be imposed and 
this is known as the Cone-Ratio. The general form presented above allows for all forms of data as well as all forms 
of restrictions on multipliers. In this paper we deal only with imprecision in Data. Restrictions are out of the scope 
of the work. 
 
In the case of imprecise data, the model presented above is not linear any longer. The standard DEA 
approach cannot be applied, and hence the piecewise linear efficient frontier defined that approach is not guaranteed. 
Formulating the basic DEA model using imprecise data leads in fact to a non-linear optimization problem.  
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The literature of DEA was repeatedly reviewed and analyzed in Gattoufi et al.(2004a and 2004b). The early 
literature dealing with imprecise data was simply devoted to extend the standard DEA for coping with ordinal data. 
Golany (1988) presented a model incorporating ordinal relations among the weights of the DEA model. Cook et al 
(1993) presented a framework for incorporating a single input within the standard DEA framework. In a follow-up 
work, Cook et al (1996) extended their framework to the case where more than one factor is ordinal. Kim et al 
(1999) developed a procedure for handling both ordinal data and weights preferences. Lee et al (2002) transformed 
the non-linear program obtained by considering imprecise data to a linear program, using a series of modification of 
variables. Cooper et al (1999) developed a unified approach to treating mixtures involving bounded data in addition 
to ordinal data and ordinal relations among the weights. Their approach, the Imprecise Data Envelopment Analysis 
(IDEA), extends the standard DEA to cope with imprecise data. In a following-up work, Cooper et al (2001) 
presented an illustrative application of their unified approach. Formulating the basic DEA model using imprecise 
data leads to a non-linear optimization problem. For the linearization, IDEA proceeds in two steps, scale 
transformations followed by variable alterations. The transformed model has the form of a standard DEA model. 
The solution for the original model is obtained from that of the transformed model using the reverse variable 
alterations and scale transformations. 
 
A common criticism in this respect is that these approaches do not reflect explicitly the imprecision of the 
data within the assessment efficiency represented by the efficiency coefficients provided. That is, the efficiency 
measure obtained for each DMU is single-valued regardless the data are single-valued or imprecise. 
 
Three major critics can be addressed as regarding the IDEA approach. First, the authors, in order to 
linearize the model obtained from the application of standard DEA to imprecise data, transformed the status of data 
to variables. That is, the authors consider the factors of data not precisely known as variables. This leads to an 
optimization problem where they decide about data as well as about variables. The basic Operations Research 
methodology requires a clear identification and separation between the decision variables, object of decision for the 
optimal level they should have, and the parameters represented by the coefficient defined by the data of the problem. 
 
Second, for a variable defined as having bounded data, the IDEA approach requires that for the DMU used 
as anchor for the scale transformation and variable alteration, that is the DMU with the highest range for the 
corresponding bounded variable, the range is transformed into a single-valued. If this “approximation” is not made, 
the reverse transformations to retrieve the solution for the original problem can not be performed. This reduces some 
of the generality of the IDEA approach. However, this was corrected in Cooper et al (2000) by introducing dummy 
DMUs in the analysis. 
 
Finally, the major criticism is conceptual in nature. The problem with the existing literature dealing with 
imprecise data is the derivation of single-valued measures from imprecise multi-valued data. The efficiency 
measure should reflect the imprecision in data and a range of values for the efficiency measure is more appropriate 
than a single-value. This range can be considered as a confidence interval for the efficiency measure. Later in this 
study, a new methodology, called Confident-DEA, is provided. It extends the standard DEA to the case of imprecise 
data and produce efficiency confidence intervals.  
 
This paper develops a new approach, Confident-DEA that extends and generalizes the IDEA approach in 
the case of single valued and bounded cardinal data in the sense it allows imprecision in data to be reflected in the 
resulting efficiency measures. This is achieved by providing a range for the efficiency measures, an efficiency 
confidence interval and hence the name Confident-DEA, for each DMU instead of the single valued measure 
provided by the IDEA approach. A generalization to the case of imprecise data, an approach using a Genetic 
Algorithm based meta-heuristic for determining the bounds of the efficiency confidence interval is proposed in this 
work. 
 
The upper bound confident efficiency interval for each DMU in the case of bounded data is obtained by 
solving the following model:  
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The lower bound is determined by considering the minimization model. 
 
These two models represent a non-linear convex problems and can be written in the general form of a 
bilevel convex model, discussed in greater detail by Bard (1998). In the two levels of optimization, multipliers are 
subjects at the lower level while the factors are subjects at the upper level. The model proceeds by determining the 
optimal multipliers for a given level of the factors. The general mathematical form of a bilevel convex problem, 
where F, G, f and g are convex functions is: 
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The well known Max-Min problem is a special case of the general bilevel convex problem. While Jeroslow 
(1985) proved that the Max-Min problem is NP-hard, Hansen et al (1992) proved that the linear bilevel 
programming problem is strongly NP-hard. The significant difficulty in solving the general form, convex bilevel 
optimization problems, justifies the use of heuristics. 
 
3.  Confident-DEA With Bounded Data 
 
3.1.  The Optimistic/Pessimistic Point Of View Theorem 
 
This section considers a situation where data for each DMU is either single valued or bounded .  By 
defining the “optimistic point of view” and “pessimistic point of view” for each DMU, the Confident-DEA model’s 
underlying theorem will be is proven. 
 
Definition 1: Optimistic/ Pessimistic point of view for a given DMU: 
 
1- The optimistic point of view for each DMU considered is represented by the base-DMU using the minimum 
allowed quantities of inputs to produce the maximum permitted quantities of outputs. Conversely, its 
competitors use the maximum of inputs in producing the minimum of outputs. 
2- The pessimistic point of view for each DMU considered represented by the base-DMU using the maximum 
allowed quantities of inputs in producing the minimum quantities of outputs. Conversely, its competitors 
use the minimum allowed quantities of inputs to produce the maximum quantities of outputs. 
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Theorem 1: 
 
1- Each DMU’s maximum efficiency level is reached when conditions represented by its optimistic point of 
view apply. 
2- Each DMU’s minimum efficiency level is reached when conditions represented by its pessimistic point of 
view apply. 
 
Proof:  
 
The proof of the first claim in the theorem is provided next. The second claim can be easily derived by 
analogy.  The proof proceeds in a recurrent way. It first considers the case of two DMUs (DMU1) and (DMU2), both 
using the same single input (X1) for producing the same single output (Y1). The original CCR ratio form of DEA is 
used for the proof. For this case, the CCR formulation considering DMU1 as base one is: 
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where u and v are the weights to be determined. Without loss of generality, we can assume v1=1 and use u as a 
single variable. This leads to following form derived from (4.1): 
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The maximum is then obtained as: 
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Assume that the bounds for the inputs and outputs are defined as follows: 
 
       121211111111121212111111 , ; ,  , ; , yyyyyyandxxxxxx   (7) 
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then from (8) we have:
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,yxu   which gives, by plugging in (5), an efficiency coefficient for DMU1:  
 
11  . This means that DMU1 is already efficient compared to DMU2. Neither a decrease in the input nor an 
increase in the output will improve the efficiency, which is already at its maximum level. 
 
Case 2: 
 
If 
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fully efficient and the maximum level of efficiency it can reach is defined by the conditions prescribed by its 
optimistic point of view e.g.: minimum input and maximum output. 
 
This ends the proof for the case of two DMUs using a single input to produce a single output. 
 
Consider now the general case of n DMUs using the same set of m inputs to produce the same set of s 
outputs. The CCR ratio form for a generic DMU indexed “o” in this general case is: 
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Suppose that:  
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The problem in (9) becomes: 
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Let 
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o  be the maximum value for o  and ),y,x,v(uθ oooo
***  where ),v(u **  is the optimal solution of 
(6.14). Two cases are then to be considered: 
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In this case, the base DMU is already efficient and neither a decrease in input nor an increase in output will 
improve its efficiency because the base DMU is already fully efficient. Its efficiency coefficient is at its maximum 
level. Thus the theorem holds trivially in this case. 
 
Case 2: 1***  ),y,x,v(uθ oooo  and nj),y,x,v(uθ jjjj ,...,2,1;1
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In this case, there must exist at least one DMU, other than the base-DMU, which is fully efficient.  
 
Otherwise, nj),y,x,v(uθ jjjj ,...,2,1;1
***  . That is:  ,...,2,1;1
1
*
1
*
nj
xw
yu
mi
i
ijii
sr
r
rjr







 
 
which contradicts with the fact that ),v(u **  is the optimal solution. 
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Therefore, ),( ** vu  will remain a feasible solution, although it may not be an optimal one, for the CCR  
 
model at ojyx jj );,( and ojyx o );,( 0 . 
 
If oDMU decreases its inputs and increases its outputs, the efficiency coefficient value  
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conditions defined by the optimistic point of view of oDMU  considered as the base DMU. 
 
Thus far proof was provided that the upper level of efficiency for each DMU, considered for the relative 
efficiency in a set of competing DMUs, is reached under conditions prescribed by its optimistic point of view. The 
proof for the claim that the lower level of efficiency is reached under conditions prescribed by its pessimistic point 
of view can be obtained analogously. The theorem is proven. 
 
The theorem shows precisely what Charnes and Cooper (1985) describe as natural desired directions for 
production factors in efficiency analysis. They explain that augmentation is the desired direction for outputs and 
diminution is the desired direction for inputs. 
 
3.2.  An Illustrative Example 
 
An example illustrating the Confident-DEA approach in the case of bounded cardinal data is provided next. 
The results obtained with Confident-DEA are compared to those in the IDEA approach. Consider eight (8) decision 
making units (DMUs) competing in the same market using two (2) inputs to produce two (2) outputs. DMU1 uses 
124 units of input 1 and an imprecise quantity, at least 40 units and at most 50 units, of input 2 to produce 89.8 units 
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of output 1 and an imprecise quantity, more than 55 units but less than 65 units, of output 2. Table 1 contains the 
data for the example. 
 
The data corresponding to the optimistic point of view of DMU 1 is given in Table 2 and data for the 
pessimistic point of view can be obtained by analogy. 
 
For each DMU, two DEA models are considered and solved. The model in (17) represents the optimistic 
point of view of DMU1 and results for all the DMUs are given in Table 3.  
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These models represent the optimistic point of view and the pessimistic point of view. The solution from the 
optimistic point of view model defines the upper bound for the efficiency measure while the solution from the 
pessimistic point of view model determines its lower bound. Table 3 summarizes the results for all the DMUs.  
 
In order to compare the results obtained from Confident-DEA with those obtained from IDEA, using the 
body of data, Table 1 were adjusted the way it shows in Table 4. Running IDEA requires in fact single valued data 
for the anchoring in both steps required by the approach. These are once again the scale transformation and variable 
alteration. For DMU 4, selected as the anchor for both input X2 and output Y2, the corresponding values of data-
point are changed to be single-valued (100) from a bounded one ([90,100] and [95,100]). For DMU 8, which could 
be selected as anchor for output Y2, the corresponding value is also altered to the single value of 100. 
 
Significantly, IDEA based measures coincide with the upper bound of efficiency confidence interval the 
Confident-DEA provides for each DMU. That is, IDEA is precisely the optimistic point of view case in Confident-
DEA. Consequently, Confident-DEA constitutes a generalization of IDEA. 
 
Regarding the benchmarking problem in IDEA, Cooper et al. (2001) suggested introducing dummy DMUs 
to overcome IDEA’s shortcoming requiring single-valued data for the DMU used as benchmark in scale 
transformations and variable alterations. To derive the efficiency measures defined by the initially non-linear 
problem, the back transformation are made. 
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Table 1 
An illustrative example with imprecise data 
 
 
Table 2 
Optimistic point of view of DMU 1 
 
 
Table 3 
Pessimistic/Optimistic efficiency Coefficients 
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Table 4 
Adjusted Data for IDEA  and  Confident-DEA 
 
 
 
Table 5 
Comparative Results Confident-DEA and IDEA 
 
 
 
Table 6 
Efficiency Confidence Intervals Obtained from Simulations 
 
 
4.  Confident-DEA And The Stochastic Imprecise Data: A Simulation Approach 
 
The case of stochastic cardinal data is addressed in this section and a methodology to conduct Confident-
DEA is proposed. It assumes that the distribution of the values of the bounded factors over the interval is known. 
When this distribution is ignored, as it is the case in the illustrative example presented above and in Cooper et al 
(1999 and 2001a), the uniform distribution is implicitly assumed. 
 
For illustration, assume that the bounded factor values in the above example have a two-tail truncated 
normal distribution. An efficiency histogram is obtained for each DMU by simulating different values for bounded 
factors. The [0,1] interval is divided into 20 equally large sub-intervals. The 21
st
 corresponds to the value one e.g., 
full efficiency. The histogram represents the number of times each one of the efficiency sub-intervals is hit during 
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the total number of simulations. In this case the number was set at 100,000. Benchmarks for each intermediary level 
of efficiency are provided as well. To write the computer codes, Matlab software is used. 
 
It should be emphasized that simulation does not yield a unique solution. The benchmarks provided may 
change if when the simulation is run again. The histogram can be used to define an approximate parametric 
distribution of efficiency coefficients over the efficiency confidence interval, however this is beyond the limits of 
this paper. 
 
Table 6 provides the efficiency intervals for the eight DMUs obtained by running the simulation 100,000 
times. Although a slight difference can be noticed in the boundaries of some confidence intervals compared with 
those provided in Table 3, the two sets of efficiency intervals are mutually compatible. The failure of the simulation 
to capture the exact values provided in Table 6 is a consequence of the truncated normal distribution assumption. 
This distribution implies that low probabilities are associated with the extreme values, and those values define the 
exact solutions corresponding to both the optimistic and pessimistic points of view. 
 
 
 
 
 
 
 
 
Figure 1 
Efficiency histogram for DMU 1 
 
 
 
The efficiency histogram for DMU 1 is in Figure 1. This histogram shows that the efficiency level of 
[0.30,0.35] was obtained 45,463 times out of 100,000. Hence this efficiency level is the most likely, taking into 
account the normal distribution of values over the predefined interval for X2 and Y2, the factor with bounded data. 
Hence, the probability for DMU1 reaching this level of efficiency is equal to 0.45463. For each DMU, the efficiency 
confidence intervals and the distributions of the efficiency values over this interval are defined. 
 
Results for all DMUs are provided in Table 7. The DMUs are listed in columns and the efficiency bounding 
intervals are shown in rows. Each entry in the table indicates the likelihood of the corresponding DMU having a 
relative Confident-DEA efficiency in the corresponding efficiency interval. 
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Table 7 
Distribution of the efficiency measures over the efficiency confidence interval of each DMU 
 
 
 
 
5.  Confident-DEA: A Genetic-Algorithm-Based Solving Method For A Mixture Of Data 
 
5.1.  The Context For The Genetic Algorithm: 
 
In previous sections, the Confident-DEA was introduced and illustrated in a context of cardinal data having 
either the form of single valued or bounded data. This section generalizes the Confident-DEA approach to the 
general situation of imprecise data. As mentioned previously, when imprecision in data is considered, the standard 
DEA model is not a linear program any longer. Furthermore, it can be seen as bi-level convex model, an NP-hard 
problem. This justifies finding heuristics solving methods. Our choice goes to genetic algorithm because, the high 
predisposition of the model to this meta heuristic. 
 
Holland (1992) and his associates suggested initially in the sixties and seventies the basic principles of 
Genetic Algorithms. They are inspired by the mechanism of natural selection where stronger individuals are likely to 
be the winners in a competing environment. Through the genetic evolution method, an optimal, or a satisfactory, 
solution can be found and represented by the final winner of the genetic game. The name Genetic Algorithm 
originates from the analogy between the representation of a complex structure by means of a vector of components, 
and the idea of the genetic structure of chromosomes familiar to biologists. A vector, generally a sequence of 0-1 
components, represents a chromosome and each component represents a gene that reflects a specific elementary 
characteristic. Manipulations made on chromosomes are called genetic operators and the most common are 
crossover and mutation. 
 
 The idea of Genetic Algorithm in optimization can be understood as an intelligent neighbouring random 
search method. While several methods using random sampling have been used, the Genetic Algorithm approach is 
more flexible and provides a new framework for a variety of problems. 
 
 The original version, Holland’s version, of the Genetic Algorithm works by maintaining a population of M 
chromosomes considered as potential parents. Each chromosome is evaluated using a given function, and assigned a 
fitness value. Each chromosome encodes a solution to the problem and its fitness value is related to the objective 
function value for that solution. One parent, a chromosome, is selected on a fitness basis (the better the fitness value, 
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the higher the chance of being chosen), while the other parent is chosen randomly. They are then mated by choosing 
a crossover point X at random, the offspring consists of the pre-X section from one parent followed by the post-X 
section of the other.  
 
The Genetic Algorithm in general allows a population composed of many individuals to evolve under 
specified selection rules to a state that maximizes the fitness, a measure of goodness of individuals. It emulates the 
survival-of-the-fittest mechanism in nature. A mating pool is extracted from the original population of individuals or 
chromosomes. The Genetic Algorithm presumes that each chromosome, a potential candidate, can be represented by 
a set of parameters called genes and can be structured by a string of values in binary form. These selected 
chromosomes constitute the original set of parents. 
 
5.2.  Description Of The Metaheuristic Proposed: 
 
The more general case of Confident-DEA proposed in this section uses Genetic-Algorithm to handle a 
mixture of data involving ordinal, single-valued and bounded. The steps of the meta-heuristic are described in 
Figure5, Figure 6 and Figure 7. 
 
As any meta-heuristic, the first step is the encoding process that enables representing DMUs in the standard 
form for Genetic Algorithm use. For each DMU, a string of numbers is defined (continuous or discrete) representing 
the values of factors. For the factors presumed to be known exactly (single valued), there will be a single-value 
substring for each. For the bounded factors, each will be represented by a substring containing all possible values 
obtained from the discretization of the corresponding range. That is, the final string of numbers representing the 
DMU will be composed of substrings each one representing the possible value(s) for one factor. The key idea in the 
Confident-DEA approach is to represent each DMU by a set of chromosomes, binary strings, in which each gene, 1 
or 0, refers to whether or not the corresponding value is assigned to the corresponding factor. 
 
Each DMU is split into a set of chromosomes, each one representing a virtual single-valued alternative for 
the real imprecise DMU. 
 
For the illustration of the splitting-up process and generation of virtual DMUs, let a DMU using two inputs, 
X1 and X2 to produce two outputs Y1 and Y2. Suppose that X1 and Y1 are presumed to be described by exact data 
while X2 and Y2 are described by bounded data.  
 
Let X1= 20 and Y1= 30 while 1 < X2 < 5 and 11 < Y2 < 15.  
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Figure 5 
Splitting-up process and definition of an “individual” 
 
 
The factor’s order is arbitrarily chosen as {X1 ; Y1 ; X2 ; Y2}. The semi-columns are used only for the 
purpose of explanation .The string of numbers representing this DMU will then be: {20 ; 30 ; 2  3  4  ; 12  13  14 }. 
The set of chromosomes representing this DMU will then be:  
 
K1= {1 ; 1 ; 1 0 0  ; 1 0 0}, K2= {1 ; 1 ; 1 0 0  ; 0 1 0}, K3= {1 ; 1 ; 1 0 0  ; 0 0 1}, 
K4= {1 ; 1 ; 0 1 0  ; 1 0 0}, K5= {1 ; 1 ; 0 1 0  ; 0 1 0}, K6= {1 ; 1 ; 0 1 0  ; 0 0 1}, 
K8= {1 ; 1 ; 0 0 1  ; 1 0 0}, K8= {1 ; 1 ; 0 0 1  ; 0 1 0}, K9= {1 ; 1 ; 0 0 1  ; 0 0 1}. 
 
The factors’ value of the virtual DMU represented by K1 are:  
 
X1 = 20; Y1 = 30; X2  = 2; Y2 = 12. 
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By doing so for all DMUs, a set of virtual DMUs is obtained for each DMU. An individual is defined by a 
set of chromosomes determined by choosing, taking into account the distribution of imprecise values to make the 
approach stochastic, a representative from each set of virtual DMUs with exact data representing a real DMU. It is 
important to remark that, unlike the standard Genetic Algorithm procedure, an individual here is represented by a 
binary matrix rather then a binary string. 
 
Once the encoding is realised, the Genetic Algorithm heuristic for Confident-DEA proceeds basically in two 
phases:  
 
(i) selection of the initial population using the Roulette Wheel method, and 
(ii) creation of the offspring using genetic modifications, to define the next generation.  
 
Multi-point crossover with high probability, around 0.9, and mutation with low probability, in the range 
0.001-0.1 are the genetic modification used in the meta-heuristic. The cutting of the matrix-individual to define the 
crossover points is both vertical and horizontal. The size of the initial population as well as the number of iterations 
is set up arbitrarily at the beginning. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6 
Genetic modifications: Crossover and Mutation 
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An initial population using the Roulette Wheel selection mechanisms is generated, and it constitutes the 
mating pool. An individual is a set of chromosomes, each one representing a DMU. All DMUs are represented in 
each individual and there is a single representative, a chromosome, of each DMU in each individual. The fitness 
function is the efficiency coefficient of the base-DMU. 
 
Once the initial population is determined, the next phase is the creation of the next generation. This phase 
proceeds in three steps illustrated in Figure 6: (i) the mating of two selected individuals, considered as future parents 
(ii) make crossover with high probability and (iii) make mutation with low probability. All genetic modifications are 
decided based on the fitness of the individual determined by running a standard DEA model. The fitness measure is 
the efficiency coefficient of the base-DMU and it is computed for the selected individual at each step. Considering 
the binary matrix representing the individual, the corresponding virtual DMUs are identified. By solving the 
corresponding DEA model, the fitness, that is the efficiency coefficient of the base-DMU, is determined.  
 
The process continues until a new generation is obtained. This new generation replaces the former 
generation and the process in initiated again. Iteration stops when the number of generations reaches the 
predetermined number. 
 
The meta-heuristic proceeds in depth first, which means that all iterations are run for the first base-DMU to 
determine the lowest level of efficiency, then the iterations are run to determine the highest level. Once done with 
the first DMU, the process is iterated for the second base-DMU and so on. 
 
Using this Genetic Algorithm based approach, summarized in Figure 7 and Figure 8, an upper bound and a 
lower bound for the efficiency coefficient of each DMU are defined. Like any heuristic or meta-heuristic, obtaining 
an optimal solution is not guaranteed.  
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Figure 7 
Methodological Contribution: Marriage of DEA with Genetic Algorithm Procedure 
 
 
5.4.  A Simulation-Based Component Of Confident-DEA 
 
The third component of Confident-DEA is a simulation based heuristic. It proceeds in three phases: 
 
(i) define the individuals in the same way described for the Genetic Algorithm based heuristic, 
(ii) run a standard DEA for each individual in order to determine its efficiency coefficient  and 
(iii) determine the confidence interval and the distribution of efficiency coefficient for each DMU by using a Monte 
Carlo type simulation. 
 
Once an individual is chosen, the efficiency coefficient of each one of its virtual DMUs is computed by 
solving the corresponding standard DEA model. These values are stored for future comparison. In the next iteration, 
the coefficients obtained are compared with previous results in order to determine the minimum and the maximum 
efficiency level for each DMU. Once the predetermined number of iterations is reached, the output of the heuristic 
has three components. First, a confidence efficiency interval for each DMU is determined. Second, benchmarks for 
Next generation of 
individuals 
Initial Population of 
individuals 
 
Sampling considering 
the distribution of 
values for factors with 
bounded data. 
Genetic modifications 
using DEA to compute  
fitnesses 
DMU 
1’ 
DMU 
2’ 
DMU  
3’ 
DMU 
N-1’ 
DMU 
N’ 
Population of real 
DMUS and their set of 
virtual DMUs 
IND 
n 
 
IND 
2 
 
IND 
1 
 
IND 
n’ 
 
IND 
2’ 
 
IND 
1’ 
 
Feed-Back to 
rerun the process 
 
 
 
DMU 
1 
DMU 
 2 
DMU 
 3 
DMU 
N-1 
DMU 
N 
Population of real 
DMUs 
Journal of Business & Economics Research – December 2007 Volume 5, Number 12 
 87 
different level of efficiency are identified. Finally, the distribution for the efficiency coefficient is defined based on 
the frequency histogram number of hits for each predefined sub-interval of [0-1]. The interval [0-1] is in fact pre-
divided in a set of sub-intervals with the equal length. This predetermined length reflects the degree of precision in 
efficiency measure fixed by the modeler. A counter is placed in each sub-interval to record the frequency of 
efficiency coefficient corresponding to this sub-interval. A histogram is obtained for each DMU and the 
corresponding efficiency distribution is determined by smoothing the histogram. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8 
The unified Confident-DEA approach to efficiency analysis with single-valued and imprecise data 
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5.5.  An Illustrative Example 
 
To illustrate the methodology and for comparative purposes, consider the data contained in Cooper et al. 
(2001a) suumarized in Table 8.  Details about the description of the real-world case, an example involving 
efficiency evaluations of the branch offices of a mobile telecommunications corporation in Korea, can be found in 
the cited reference. 
 
 
Table 8 
Imprecise Data for an Illustrative Example 
(Adapted from Cooper et al., 2001) 
 
 
 
The GA based heuristics is used to determine the bounds for the efficiency confidence interval. The results 
are presented in Table 9. This table also contains the efficiency measures obtained by Cooper et al (2001). 
 
Table 9 
Comparative results of IDEA and Simulated Confident-DEA with Imprecise Data 
 
 
One can notice a small deviation from the exact optimal solution as determined by IDEA. This is due to the 
assumption of normality, which gives small weights to extreme values where the highest and lowest values of 
efficiency coefficients are most likely to be reached. 
 
We define here a new concept: the efficiency dominance. This dominance can have three types: 
 
(i) First order efficiency dominance: corresponds to a situation where the lowest value in the efficiency 
confidence interval of DMUi is greater than the highest value in the efficiency confidence interval of 
DMUj. In this situation, DMUi is strongly outperforming DMUj. We call this situation First order 
efficiency dominance. This is illustrated by the couple DMU2 and DMU4. 
(ii) Second order efficiency dominance: corresponds to a situation where the two efficiency 
confidence interval of DMUi and DMUj are overlapping. In this situation, DMUi is weakly outperforming 
DMUj. We call this situation second order efficiency dominance. This is illustrated by the couple DMU5 
and DMU6. Studying the distribution over each confidence interval will provide additional information 
about comparative performances. An interesting situation here is when an interval is totally included in the 
second. The DMU with narrower efficiency confidence interval range is likely to be considered 
outperforming since it has les volatile efficiency level. This is illustrated by the couple DMU5 and DMU7.  
An interesting way of presenting the results is what we call the Efficiency Cartogram, presented in Figure 
9. 
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Figure 9 
Efficiency Cartogram 
 
 
To determine the distribution of the efficiency measures over their corresponding efficiency confidence 
interval, the simulation component of Confident-DEA was run 100,000 times. The results are provided in the 
appendix. The efficiency histogram for DMU6 is in Figure 10. 
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Figure 10 
Efficiency Histogram for DMU 6 
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As in the case of cardinal bounded data, the Monte Carlo simulation component in for Confident-DEA 
permits in the case of imprecise data the approximation of the distribution of efficiency values over the efficiency 
confidence interval. 
 
6.  Conclusions 
 
A new approach for dealing with the imprecision of data in DEA was presented in this paper. Called 
Confident-DEA, this approach make it possible to reflect the imprecision in data in the final efficiency coefficients 
by providing a "confidence interval", hence the name confident-DEA, for those coefficients. This generalizes and 
improves the more traditional IDEA approach suggested first by Cooper et al. (1999). First, the case of imprecise 
cardinal data e.g., a mixture of single-valued and bounded data, was considered an a theorem was suggested for 
determining the upper and lower bounds of the efficiency intervals. The resulting range for measures may be 
considered an efficiency confidence interval. The spread of the efficiency confidence interval in any application may 
be considered as a measure of the “risk” attached to the corresponding DMU: the larger is the spread of the interval, 
the higher is the uncertainty in the level of the corresponding DMU’s efficiency and therefore the higher is the risk 
attached to the corresponding DMU. Also, the spread can be an indicator of volatility for the efficiency. The wider is 
the spread, the more volatile is the efficiency and hence the less is the stability of the corresponding DMU in terms 
of efficiency. A potential application for this is analysing the performance of shares in a stock market and providing 
advices about their future performances. Such work, in the best of our knowledge will represent an originality in the 
applications of DEA in general and Confident-DEA in particular. 
 
A potential application of Confident-DEA is in predicting efficiency. Given the relative nature of the 
efficiency measures, forecasting efficiency measures cannot be done directly by using a time-series methods or 
econometric modelling. By predicting the production factors, one can generate prediction confidence intervals. 
These intervals are then considered as imprecise bounded data in a Confident-DEA approach to provide the 
efficiency confidence interval for each DMU. The results obtained from the simulation component can be used to 
define a parametric approximation for the distribution of efficiency measures over their corresponding confidence 
intervals. 
 
Once the range for the efficiency was determined, a Monte-Carlo simulation based method was suggested 
to determine the distribution of the efficiency coefficients over the confidence interval. Significantly, IDEA always 
results in a single valued efficiency measure and implicitly assumes a uniform distribution for the bounded data. 
Confident-DEA on the other hand allows the use of any distribution for the bounded data. Additionally, the 
simulation component proposes benchmarks, in terms of inputs and outputs, for any DMU considered and for any 
desired level of efficiency included in its confidence interval. The use of simulation was dictated by the inexistence 
of analytical results about the relation between the data distribution(s) over their intervals and the distribution of the 
efficiency coefficients over the efficiency intervals. This remains an open research topic.  
 
Finally, this paper presents an original formulation of the general case of DEA with imprecise data, namely 
single valued and bounded data as well as ordinal data, in the form of a bilevel convex model. This NP-hard 
problem has no exact solving method in the literature. A genetic algorithm based solving method is suggested and 
represents an additional original contribution of the paper. The solving method proceeds in two steps. First each 
DMU is split up into a set of chromosomes, each one representing a virtual single-valued alternative for the real 
imprecise DMU.  An individual is defined by a set of chromosomes determined by choosing, taking into account the 
distribution of imprecise values to make the approach stochastic, a representative from each set of virtual DMUs 
with exact data representing a real DMU. It is important to remark that, unlike the standard Genetic Algorithm 
procedure, an individual here is represented by a binary matrix rather then a binary string. The second step is to do 
the genetic modifications on the individuals. An originality in the genetic algorithm approach proposed here is to 
consider horizontal and vertical cutting for the crossover, unlike the traditional multiple cutting on the chromosome 
string commonly used in genetic algorithm. This is believed to improve the efficiency of the algorithm, although it 
needs to be proven.  
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It can be affirmed that Confident-DEA generalizes IDEA in the sense that the efficiency levels identified by 
IDEA for each DMU coincide with the optimistic point of view in the Confident-DEA approach, in the case of 
bounded cardinal data. However, although the consistency between the two approaches is confirmed in the general 
case of imprecise data, more analytical and conceptual work is needed to establish the exact correspondence. An 
equivalent to the optimistic and pessimistic point of view in the case of ordinal data needs in fact to be defined. 
 
While the Simulation-based component provides distribution for the efficiency coefficients as well as 
benchmarks for each intermediary level of efficiency, it is not highly efficient in finding the extreme solution. The 
Genetic-Algorithm-based component provides a better solution for the bounds of the efficiency interval. Combining 
results from both components will provide more complete and reliable information about the efficiency interval. 
 
Finally, like any heuristic method, the genetic algorithm solving method provides, one should remind, a 
satisfactory solution rather than an exact solution. Hence, other solving method can be suggested and compared with 
the results provided by the solving method described and illustrated in this work. 
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