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MODIFIED SCATTERING FOR THE 1d CUBIC NLS WITH A
REPULSIVE DELTA POTENTIAL
SATOSHI MASAKI, JASON MURPHY, AND JUN-ICHI SEGATA
Abstract. We consider the initial-value problem for the 1d cubic nonlinear
Schro¨dinger equation with a repulsive delta potential. We prove that small
initial data in a weighted Sobolev space lead to global solutions that decay in
L∞ and exhibit modified scattering.
1. Introduction
We consider the initial-value problem for the cubic nonlinear Schro¨dinger equa-
tion (NLS) with a repulsive delta potential in one space dimension. This equation
takes the following form: {
i∂tu = Hu+ λ|u|2u,
u(0) = u0.
(1.1)
Here u : Rt × Rx → C, λ ∈ R, and H is the Schro¨dinger operator
H = − 12∂2x + qδ(x),
where q > 0 (the repulsive case) and δ is the Dirac delta distribution. We give a
more detailed introduction to the operator H in Section 2.
Our goal is to describe the long-time decay and asymptotics of small solutions
to (1.1). As is well-known, the free 1d cubic NLS (i.e. (1.1) with H = − 12∂2x) is a
borderline case: solutions with small initial data decay in L∞ at the sharp rate (i.e.
matching linear solutions), but to describe the asymptotics one must incorporate a
phase correction to the usual linear behavior [6,9,14,16,17]. Recent works [8,18,19]
have established similar ‘modified scattering’ results for the case of the 1d cubic
NLS with potentials of sufficient regularity and decay. In particular, these results
do not apply to the case of a delta potential.
Our main result is the following:
Theorem 1.1. Fix q > 0 and β ∈ (0, 18 ). Let u0 ∈ Σ := {f ∈ H1(R) : xf ∈ L2(R)},
with
‖u0‖Σ = ε.
For ε > 0 sufficiently small, there exists a unique solution u ∈ C([0,∞);H1(R)) to
(1.1) with u(0) = u0. This solution obeys the following decay estimate:
‖u(t)‖L∞(R) . ε〈t〉−
1
2 for all t ≥ 0. (1.2)
Furthermore, there exists a unique W ∈ L∞(R) so that∥∥u(t)− (it)− 12 e ix22t W (xt )e−iλ|W ( xt )|2 log t∥∥L∞(R) . t− 34+β as t→∞. (1.3)
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Remark 1.2. The asymptotics appearing in (1.3) have the same form as those for the
free 1d cubic NLS. This phenomenon was already observed by the third author [20],
who constructed solutions to (1.1) scattering to prescribed final states in the sense
of (1.3).
Before discussing the proof of Theorem 1.1, we mention several related results.
As already remarked above, the recent works [8, 18, 19] consider the 1d cubic NLS
with regular and decaying potentials and establish modified scattering. The prob-
lem of (linear) scattering for larger power nonlinearities with regular and decaying
potentials was also studied in [3].
For the NLS with a delta potential (i.e. (1.1) with nonlinear term λ|u|pu), there
are several relevant results. For the case of a defocusing nonlinearity and repulsive
delta potential, scattering in the energy space in the mass-supercritical regime (i.e.
p > 4) was proven in [2] via the concentration compactness approach. The paper
[15] studied the dynamics below the ground state for a focusing mass-supercritical
nonlinearity and repulsive delta potential, also via concentration compactness. The
series of works [4,10–12] investigated the interesting scenario of solitons interacting
with the delta potential. Asymptotic stability of the nonlinear ground state under
even perturbations was also studied in [5, 13]; in particular, the authors of [5]
utilized complete integrability and inverse scattering techniques to establish precise
asymptotics. Finally, as mentioned above, in [20] the third author constructed
solutions scattering to prescribed final states in the sense of (1.3).
1.1. Strategy of the proof. To prove Theorem 1.1, we adapt the strategy of
Naumkin [18], which is in fact similar to the strategy of Hayashi and Naumkin [9]
originally used to study the free NLS.
Solutions to the linear Schro¨dinger equation with a delta potential are generated
by a unitary group U(t), which is diagonalized by the ‘distorted’ Fourier transform
Fq (see Section 2):
U(t) = F−1q e−itξ
2/2Fq.
To study the asymptotics of a solution u(t), one can work with the variable
w(t) = FqU(−t)u(t).
In terms of the original variable, one can compute that
u(t) = M(t)D(t)V (t)w(t)
for a certain operator V , where M and D are the familiar modulation and dilation
operators. Thus if one understands the asymptotics of w (and V ), one can describe
the asymptotics of u. The advantage of working with w is that if u solves (1.1),
then w solves an ordinary differential equation, namely,
i∂tw = λt
−1V (t)−1
[|V (t)w|2V (t)w]. (1.4)
For the free NLS, one computes V = F0MF−10 = e−
i
2t
∂2x , where F0 is the
ordinary Fourier transform. Hence V, V −1 simply behave like the identity as t→∞,
and (1.4) may be approximated by
i∂tw = λt
−1|w|2w +O(t−1−) (1.5)
as t → ∞ (under suitable bootstrap assumptions on w). As solutions to (1.5)
remain bounded, one can obtain boundedness of w(t) and hence the desired decay
for u(t). One can also use the above equation to deduce the asymptotic behavior.
NLS WITH DELTA POTENTIAL 3
In [18], Naumkin relied on regularity and decay assumptions on the potential
in order to prove bounds and asymptotics for the operators for V and V −1. The
asymptotics, which are given in terms of the transmission and reflection coefficients
for the potential, depend both on the input function as well as its reflection. Thus
one finds that under suitable bootstrap assumptions on w, (1.4) may be approxi-
mated by a 2× 2 system of the form
i∂t ~w = λt
−1A(w, x)~w +O(t−1−), ~w(t, x) = (w(t, x), w(t,−x)). (1.6)
One finds that the matrix A is hermitian, and hence solutions to (1.6) once again
remain bounded. As in the free case, one can also use the equation to deduce the
asymptotic behavior.
In this paper, we treat the case of a repulsive delta potential, which does not
belong to the class of potentials treated in previous works. The key point is that
in this special case, we are able to compute many of the relevant quantities fairly
explicitly. In the end, we are also led to an approximate equation for w of the form
(1.6) with a hermitian matrix A (see Proposition 4.3). To establish the asymptotic
behavior, we note that upon diagonalizing A with a unitary matrix, the equation
(1.6) reduces to a diagonal system in which both equations have the form of (1.5).
From this point, it is straightforward to compute the asymptotic behavior.
The rest of this paper is organized as follows: In Section 2, we collect some basic
facts about the linear Schro¨dinger equation with a delta potential, including some
results about the distorted Fourier transform. In Section 3, we study the operators
V (t) and V (t)−1 introduced above. In particular, we establish L∞ asymptotics
and H˙1 bounds for these operators. In Section 4, we prove the first part of The-
orem 1.1, namely the L∞ decay estimate (1.2). Finally, in Section 5, we establish
the asymptotics (1.3).
Notation. We write A . B to denote A ≤ CB for some C > 0. The usual
modulation and dilation operators are defined as follows:
[M(t)f ](x) = e
ix2
2t f(x), [D(t)f ](x) = (it)−
1
2 f(xt ). (1.7)
We write ∫
+
f(x) dx =
∫ ∞
0
f(x) dx and
∫
−
f(x) dx =
∫ 0
−∞
f(x) dx.
We define
1(x) =
{
1 x > 0
0 x < 0.
We use the notation x = −x, ξ = −ξ, and so on. We write f(x) = f(x). For time-
dependent functions, we will also use f(t, x) = f(t, x); i.e. an underline denotes
reflection in the spatial variables only.
Acknowledgements. S.M. was supported by the Sumitomo Foundation Basic
Science Research Projects No. 161145 and by JSPS KAKENHI Grant Numbers
JP17K14219, JP17H02854, and JP17H02851. J.M. was supported in part by NSF
DMS-1400706. J.S. was partially supported by JSPS KAKENHI Grant Number
JP17H02851.
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2. The linear Schro¨dinger equation with a repulsive delta potential
The linear Schro¨dinger equation with a delta potential is a classical and well-
understood model from quantum mechanics. We refer the reader to [1] for a com-
prehensive background. Throughout the paper, we restrict our attention to the
case of a repulsive delta potential, i.e.
H = − 12∂2x + qδ(x) with q > 0.
More precisely, the domain of H is defined to be
{u ∈ H1(R) ∩H2(R\{0}) : ∂xu(0+)− ∂xu(0−) = 2qu(0)},
where ± denote limits from the right or left, and H = − 12∂2x on its domain. Then
H extends to a self-adjoint operator on L2 with a purely absolutely continuous
essential spectrum equal to [0,∞). If q < 0, then H has one simple negative
eigenvalue; this is the attractive case. If q > 0, then H has no eigenvalues; this is
the repulsive case and it is the case under consideration in this paper.
The Jost functions for H are the solutions f± = f±(x, ξ) to the eigenvalue
problem
Hf = 12ξ
2f such that lim
x→±∞
[f±(x, ξ) − e±ixξ] = 0.
For the delta potential, these functions may be written down explicitly. To do so,
one introduces the transmission and reflection coefficients, defined by
T (ξ) = iξiξ−q and R(ξ) =
q
iξ−q , where ξ ∈ R. (2.1)
The Jost functions are then given by
f+(x, ξ) = 1(x)e
ixξ + 1(x)[ 1T (ξ)e
ixξ + R(ξ)T (ξ)e
−ixξ] (2.2)
and
f−(x, ξ) = 1(x)e−ixξ + 1(x)[ 1T (ξ)e
−ixξ + R(ξ)T (ξ) e
ixξ] (2.3)
for any ξ 6= 0. We extend f± continuously to x = 0 by setting f±(0, ξ) = 1.
Noting that f−(x, ξ) = f+(x, ξ), we simply write
f+(x, ξ) = f(x, ξ)
and work with this function henceforth.
The Jost functions may be used to define a distorted Fourier transform for H ,
which may be used to diagonalize and solve the linear equation. In particular, we
define
Fqφ(ξ) = 1√2pi
∫
R
K(x, ξ)φ(x) dx, (2.4)
where the kernel K(·, ·) is defined by
K(x, ξ) =
{
1(ξ)T (ξ)f(x, ξ) + 1(ξ)T (ξ)f(x, ξ) ξ 6= 0
0 ξ = 0.
(2.5)
Note K(x, ·) is continuous at ξ = 0 provided q > 0.
As we will discuss below, Fq is unitary on L2(R) for q > 0, with the inverse
transform given by
F−1q ψ(x) = 1√2pi
∫
R
K(x, ξ)ψ(ξ) dξ. (2.6)
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As one can check, the solution to the linear Schro¨dinger equation{
i∂tu = Hu
u(0) = φ
is given by
u(t) = U(t)φ, where U(t) := F−1q e−
it
2
ξ2Fq.
Note that we may write
K(x, ξ) = 2Pe
[
1(ξ)T (ξ)f(x, ξ)
]
,
where Pe denotes the projection to even functions in (x, ξ). Using the definition of
f and the fact that Pe[F (x, ξ)] = Pe[F (x, ξ)], we may also write
K(x, ξ) = 2Pe
[
1(ξ)
{
1(x)T (ξ)eixξ + 1(x)[eixξ +R(ξ)e−ixξ]
}]
= 2Pe
[
1(x){1(ξ)T (ξ)eixξ + 1(ξ)[eixξ +R(ξ)e−ixξ]}]. (2.7)
In the rest of this section, we collect some basic properties of the distorted Fourier
transform.
2.1. The distorted Fourier transform. As K(·, ·) is bounded, the formulas in
(2.4) and (2.6) make sense pointwise for functions in L1; in fact, by the dominated
convergence theorem, they define continuous functions. The operator Fq extends to
a unitary operator on L2, with inverse given by F−1q . This was shown, for example,
by the third author in [20] by representing Fq and F−1q in terms of the standard
Fourier transform; we refer the reader to [20, Section 3] for details.
We record two further identities for Fq and F−1q that aid in establishing some
boundedness properties.
Lemma 2.1.
For φ ∈ L1(R) and ξ ∈ R,
Fqφ(ξ) = F0φ(ξ) + 1√2pi R¯(|ξ|)
∫
R
e−i|x||ξ|φ(x) dx. (2.8)
For ψ ∈ L1(R) and x ∈ R,
F−1q ψ(x) = F−10 ψ(x) + 1√2pi
∫
R
ei|x||ξ|R(|ξ|)ψ(ξ) dξ. (2.9)
Proof. These identities follow from direct computation. For example, suppose ξ >
0. Then recalling (2.5) and (2.2),∫
R
K(x, ξ)φ(x) dx =
∫
+
T¯ (ξ)e−ixξφ(x) dx +
∫
−
[e−ixξ + R¯(ξ)eixξ]φ(x) dx
=
∫
R
e−ixξφ(x) dx + R¯(ξ)
∫
R
e−i|x|ξφ(x) dx,
where we use R = T − 1 in the last line. Proceeding in this way leads to the
identities above. 
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Corollary 2.2. The following hold:
[Fqφ](0) = 0 whenever 〈x〉φ ∈ L2, (2.10)
‖∂ξFqφ‖L2
ξ
. ‖〈x〉φ‖L2 , (2.11)
‖ξFqφ‖L2
ξ
. |φ(0)|+ ‖∂xφ‖L2 . ‖φ‖H1 , (2.12)
‖xF−1q ψ‖L2 . ‖ψ‖H1 whenever ψ(0) = 0. (2.13)
In particular, Fq is a bijection from 〈x〉−1L2(R) to {f ∈ H1 : f(0) = 0} or from Σ
to {f ∈ Σ : f(0) = 0}.
Proof. For (2.10), first note that 〈x〉−1L2(R) ⊂ L1(R) by Cauchy–Schwarz. Thus
(2.10) follows immediately from (2.8) and the fact that R(0) = −1.
Next, the estimate (2.11) follows from a direct computation using (2.8).
Let us show (2.12). An integration by parts shows
|ξ|
∫
R
e−i|x||ξ|φ(x) dx = −2iφ(0)− i
∫
R
e−i|x||ξ|sgn(x)∂xφ(x) dx,
where sgn is the signum function. Combining this with (2.8), the fact that R ∈
L2 ∩ L∞, and Sobolev embedding, we have (2.12).
Finally, an integration by parts shows
|x|
∫
R
ei|x||ξ|R(|ξ|)ψ(ξ) dξ = −2iψ(0) + i
∫
R
ei|x||ξ|sgn(ξ)∂ξ[R(| · |)ψ](ξ) dξ.
Combining this with (2.9), we deduce (2.13). Note that ψ(0) is well-defined for any
ψ ∈ H1 thanks to the Sobolev embedding H1(R) ⊂ C(R). 
3. The operators V (t) and V −1(t)
In analogy with the free linear Schro¨dinger equation, we define an operator V (t)
by imposing
U(t) =M(t)D(t)V (t)Fq,
where M and D are as in (1.7). In particular,
V (t)−1 = e
it
2
ξ2FqM(t)D(t).
As mentioned in the introduction, in the case of the free Schro¨dinger equation one
has V (t) = e−
i
2t
∂2x . We can understand the effect of adding the delta potential by
understanding the resulting changes to the operators V (t) and V (t)−1.
One can see immediately that V (t) and V −1(t) are bounded on L2. One can
also write down the integral kernels for these operators explicitly:
Lemma 3.1. The operators V (t) and V −1(t) are given by the following:
[V (t)ψ](x) =
∫
R
√
it
2pi e
− it
2
(x2+ξ2)K(tx, ξ)ψ(ξ) dξ,
[V −1(t)φ](ξ) =
∫
R
√
it
2pi e
− it
2
(x2+ξ2)K(tx, ξ)φ(x) dx,
where K(·, ·) is as in (2.5).
Proof. To deduce the first identity, one can write F−1q e−
it
2
ξ2 = M(t)D(t)V (t),
expand the left-hand side, and force M(t)D(t) to appear. For the second identity,
one can write V (t)−1 = e
it
2
ξ2FqM(t)D(t), expand the right-hand side, and change
variables. 
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As described in the introduction, it will be essential to understand the asymp-
totics of V (t) and V −1(t) as t→∞.
We begin with V (t). We put the kernel into a form amenable to a stationary
phase type analysis: Recalling the second expression in (2.7), let t > 0 and introduce
the function at(x, ξ) as follows:√
it
2pi e
− it
2
(x2+ξ2)K(tx, ξ)
= 2
√
it
2piPe
[
e−
it
2
(x2+ξ2)1(x)
{
1(ξ)T (ξ)eitxξ + 1(ξ)[eitxξ +R(ξ)e−itxξ]
}]
= 2
√
it
2piPe
[
1(x)
{
e−
it
2
(x−ξ)2 [1(ξ)T (ξ) + 1(ξ)] + e−
it
2
(x+ξ)21(ξ)R(ξ)
}]
=: 2Pe[at(x, ξ)].
(3.1)
Then, after a change of variables in the second integral,
[V (t)ψ](x) =
∫
R
at(x, ξ)ψ(ξ) dξ +
∫
R
at(x, ξ)ψ(ξ) dξ. (3.2)
To prove asymptotics will require the evaluation and estimation of a few special
integrals. For convenience, we record the results we need in the following lemma.
Lemma 3.2. The following hold:∫
R
e−
ix2
2 dx =
√
2pi
i . (3.3)
Denoting
Fr (y) =
√
i
2pi
∫ −y
−∞
e−
ix2
2 dx, (3.4)
we have
|Fr (y)| . 1〈y〉 for y > 0. (3.5)
Proof. In fact, (3.3) and (3.5) follow from contour integration. Alternatively, one
has (3.5) by writing
e−
iλ
2
x2 =
∂x
[
xe−
iλ
2
x2
]
1− iλx2 (3.6)
(with λ = 1) and integrating by parts. 
Our first result is the following:
Proposition 3.3. For ψ ∈ H1(R) and t > 0,
‖[V (t)ψ](x) − T (|x|)ψ(x) −R(|x|)ψ(x) − 2Fr (
√
t|x|)ψ(0)‖L∞(R) . t−
1
4 ‖ψ‖H1(R),
where T (·) and R(·) are as in (2.1) and Fr (·) is as in (3.4).
Proof of Proposition 3.3. Let ψ ∈ H1 and t > 0. Write [V (t)ψ](x) in the form (3.2).
We will consider only the case x > 0, as the other case is similar. In particular,
only the term containing at(x, ξ) contributes, and we find
[V (t)ψ](x) =
√
it
2pi
∫
+
e−
it
2
(x−ξ)2T (ξ)ψ(ξ) dξ (3.7)
+
√
it
2pi
∫
−
e−
it
2
(x+ξ)2R(ξ)ψ(ξ) dξ (3.8)
+
√
it
2pi
∫
−
e−
it
2
(x−ξ)2ψ(ξ) dξ. (3.9)
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We write
(3.7) = T (x)ψ(x)
√
it
2pi
∫
+
e−
it
2
(ξ−x)2 dξ (3.10)
+
√
it
2pi
∫
+
e−
it
2
(ξ−x)2 [T (ξ)ψ(ξ)− T (x)ψ(x)] dξ. (3.11)
To proceed, we make the change variables η = t
1
2 (ξ − x) in the integral for (3.10)
and use (3.3) and (3.4):
(3.10) = T (x)ψ(x)
√
i
2pi
[∫
R
e−
iη2
2 dη −
∫ −x√t
−∞
e−
iη2
2 dη
]
= T (x)ψ(x) − T (0)ψ(0)Fr (x
√
t)− [T (x)ψ(x)− T (0)ψ(0)]Fr (x
√
t).
Now note that ∂ξT (ξ) =
−iq
(iξ−q)2 is bounded, so that
‖Tψ‖H˙1(R) . ‖ψ‖H1(R). (3.12)
Thus, using (3.5) and and Cauchy–Schwarz,
|T (x)ψ(x)− T (0)ψ(0)| |Fr (x
√
t)| . |x| 12 〈
√
tx〉−1‖ψ‖H1 . t−
1
4 ‖ψ‖H1 .
Noting that T (0) = 0, we may continue from above to deduce
(3.10) = T (x)ψ(x) +O(t− 14 ‖ψ‖H1(R)),
giving a desired contribution plus an acceptable error term.
We regard (3.11) as an error term. Using the identity (3.6) (with λ = t) and
integrating by parts, we compute
(3.11) = −
√
it
2pi e
− itx2
2
x
1−itx2 [T (x)ψ(x) − T (0)ψ(0)] (3.13)
−
√
it
2pi
∫
+
e−
it
2
(ξ−x)2 ξ−x
1−it(ξ−x)2 ∂ξ[T (ξ)ψ(ξ)] dξ (3.14)
−
√
it
2pi
∫
+
e−
it
2
(ξ−x)2 2it(ξ−x)
[1−it(ξ−x)2]2 [T (ξ)ψ(ξ)− T (x)ψ(x)] dξ. (3.15)
We first recall (3.12) and use Cauchy–Schwarz to estimate
|(3.13)| . t
1
2 |x| 32
1+tx2 ‖ψ‖H1(R) . t−
1
4 ‖ψ‖H1(R),
which is acceptable. For (3.14), we estimate by Cauchy–Schwarz, using the change
of variables η = t
1
2 (ξ − x) in the remaining integral; this leads to
|(3.14)| . t− 14 ‖ψ‖H1
(∫
η2
1 + η4
dη
)
. t−
1
4 ‖ψ‖H1 ,
which is acceptable. For (3.15), we first bound
|T (x)ψ(x) − T (ξ)ψ(ξ)| . ‖ψ‖H1 |x− ξ|
1
2 and
∣∣ 2it(ξ−x)2
(1−it(ξ−x)2)2
∣∣. 11+t|ξ−η|2 .
Thus, using the same change of variables,
|(3.15)| . t− 14 ‖ψ‖H1
(∫ |η| 12
1 + η2
dη
)
. t−
1
4 ‖ψ‖H1 ,
which is acceptable.
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We turn to (3.8). By a change of variables we have
(3.8) =
√
it
2pi
∫
+
e−
it
2
(x−ξ)2R(ξ)ψ(ξ) dξ,
putting this term in the same form as (3.7), with T replaced by R and ψ(·) replaced
by ψ(·). Noting that ∂ξR = ∂ξT , we use the exact same analysis as above to show
that
(3.8) = R(x)ψ(x) + Fr (x
√
t)ψ(0) +O(t− 14 ‖ψ‖H1),
giving a desired contribution plus an acceptable error term. Here we have used
R(0) = −1 (as opposed to T (0) = 0).
It remains to consider (3.9). In fact, this term can be treated like (3.7) and (3.8).
We write
(3.9) = ψ(0)
√
it
2pi
∫
−
e−
it
2
(x−ξ)2 dξ (3.16)
+ [ψ(x)− ψ(0)]
√
it
2pi
∫
−
e−
it
2
(x−ξ)2 dξ (3.17)
+
√
it
2pi
∫
−
e−
it
2
(x−ξ)2 [ψ(ξ)− ψ(x)] dξ. (3.18)
For the first term, we have
(3.16) = Fr (x
√
t)ψ(0),
which is an acceptable contribution. Changing variables and using (3.5) as above,
we can estimate
|(3.17)| . |x| 12 〈x
√
t〉−1‖ψ‖H1 . t−
1
4 ‖ψ‖H1 ,
which is acceptable. Similarly, estimating as we did for (3.11) (using (3.6) and
integrating by parts), we find
|(3.18)| . t− 14 ‖ψ‖H1 ,
which is acceptable. 
The following is an immediate consequence of Proposition 3.3.
Corollary 3.4. Let ψ ∈ H1(R) and t > 0. Then
|[V (t)ψ](0)| . |ψ(0)|+ t− 14 ‖ψ‖H1(R),
‖V (t)ψ‖L∞(R) . ‖ψ‖L∞(R) + t−
1
4 ‖ψ‖H1(R).
We turn to V −1(t). Let t > 0. Proceeding as in (3.1), we use the first expression
in (2.7) and introduce the function bt(x, ξ) via√
it
2pi e
− it
2
(x2+k2)K(tx, ξ)
= 2
√
t
2piiPe
[
1(ξ)
{
e
it
2
(x−ξ)2 [1(x)T (ξ) + 1(x)] + e
it
2
(x+ξ)21(x)R(ξ)
}]
=: 2Pe[bt(x, ξ)]
It then follows that
[V −1(t)φ](ξ) =
∫
R
bt(x, ξ)φ(x) dx +
∫
R
bt(x, ξ)φ(x) dx. (3.19)
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Proposition 3.5. For φ ∈ H1(R) and t > 0,
‖[V −1(t)φ](ξ) − T¯ (|ξ|)φ(ξ) − R¯(|ξ|)φ(ξ)− 2Fr (
√
t|ξ|)φ(0)‖L∞(R) . t−
1
4 ‖φ‖H1(R),
where T (·) and R(·) are as in (2.1) and Fr (·) is as in (3.4).
Proof. The proof is similar to the proof of Proposition 3.5, so we only sketch the
main points. We consider the case ξ > 0, in which case
[V −1φ](ξ) = T (ξ)
√
t
2pii
∫
+
e
it
2
(x−ξ)2φ(x) dx (3.20)
+R(ξ)
√
t
2pii
∫
−
e
it
2
(x+ξ)2φ(x) dx (3.21)
+
√
t
2pii
∫
−
e
it
2
(x−ξ)2φ(x) dx. (3.22)
We write
(3.20) = T (ξ)φ(ξ)
√
t
2pii
∫
+
e
it
2
(x−ξ)2 dx (3.23)
+ T (ξ)
√
t
2pii
∫
+
e
it
2
(x−ξ)2 [φ(x) − φ(ξ)] dx. (3.24)
Then
(3.23) = T (ξ)φ(ξ) − Fr (
√
tξ)T (0)φ(0)− Fr (
√
tξ)[T (ξ)φ(ξ) − T (0)φ(0)].
The first term gives an acceptable contribution; the second term is zero since T (0) =
0; and using (3.5) and Cauchy–Schwarz, the third term is controlled by
|ξ| 12 〈
√
tξ〉−1‖Tφ‖H˙1 . t−
1
4 ‖φ‖H1 ,
which is acceptable. The term (3.24) is amenable to the same analysis used to
estimate (3.11) above; in particular, using the identity (3.6) (with λ = −t) and
integrating by parts, one is led to the estimate
|(3.24)| . t− 14 ‖φ‖H1 ,
which is acceptable.
Next, note that a change of variables puts (3.21) into the same form as (3.20),
with T replaced by R and φ(·) replaced by φ(·). Thus
(3.21) = R(ξ)φ(ξ) + Fr (
√
tξ)φ(0) +O(t− 14 ‖φ‖H1),
which is acceptable. Here we have used R(0) = −1.
Finally, for (3.22) note that√
t
2pii
∫
−
e
it
2
(x−ξ)2φ(x) dx =
√
it
2pi
∫
−
e−
it
2
(x−ξ)2 φ¯(x) dx.
Thus, arguing exactly as for (3.9), we find
(3.22) = Fr (
√
tξ)φ(0) +O(t− 14 ‖φ‖H1),
which is acceptable. 
We next establish some H˙1-bounds for V and V −1.
Proposition 3.6. Let ψ ∈ H1(R) satisfy ψ(0) = 0. Then for any t > 0, we have
‖V (t)ψ‖H˙1(R) . ‖ψ‖H1(R).
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Proof. As in the proof of Proposition 3.3, we write [V (t)ψ](x) in the form (3.2) and
focus on the case ξ > 0, so that
[V (t)ψ](x) = (3.7) + (3.8) + (3.9).
Writing
∂xe
− it
2
(x−ξ)2 = −∂ξe− it2 (x−ξ)
2
(3.25)
and integrating by parts, we find
∂x
[
(3.7)
]
=
√
it
2pi e
− it
2
x2T (0)ψ(0) (3.26)
+
√
it
2pi
∫
+
e−
it
2
(ξ−x)2∂ξ
[
T (ξ)ψ(ξ)
]
dξ. (3.27)
Note that T (0) = 0 implies (3.26) = 0. As for (3.27), we may write
(3.27) =
√
ite−
it
2
x2F−10
[
1(ξ)e−
it
2
ξ2∂ξ
(
T (ξ)ψ(ξ)
)]
(tx),
whence by Plancherel,
‖(3.27)‖L2x . ‖Tψ‖H˙1 . ‖ψ‖H1 .
For the contribution of (3.8), we argue similarly to deduce
‖∂x(3.8)‖L2x . t
1
2 |ψ(0)|+ ‖ψ‖H1 . ‖ψ‖H1 ,
where we used ψ(0) = 0. Finally, (3.9) is treated similarly to give
‖∂x(3.9)‖L2x . ‖ψ‖H˙1 .
This completes the proof. 
Proposition 3.7. For t > 0 and φ ∈ H1(R),
‖V −1(t)φ‖H˙1(R) . t
1
2 |φ(0)|+ ‖φ‖H1(R).
Proof. As in the proof of Proposition 3.5, we write [V −1(t)φ](ξ) in the form (3.19)
and focus on the case ξ > 0, so that
[V −1(t)φ](ξ) = (3.20) + (3.21) + (3.22).
Applying ∂ξ, we are led to the terms
∂ξ[T (ξ)]
√
t
2pii
∫
+
e
it
2
(x−ξ)2φ(x) dx, (3.28)
∂ξ[R(ξ)]
√
t
2pii
∫
−
e
it
2
(x+ξ)2φ(x) dx, (3.29)
and three more terms similar to the ones appearing in the proof of Proposition 3.6
(cf. (3.25)). In particular, it suffices to estimate (3.28) and (3.29). However, as
∂ξT = ∂ξR is bounded, we can estimate
‖(3.28)‖L2 + ‖(3.29)‖L2 . ‖φ‖L2
by arguing as we did for (3.27), say. This completes the proof. 
We record the following useful consequence of Proposition 3.7:
Corollary 3.8. For φ ∈ H1(R) and t > 0, we have [V −1(t)φ](0) = 0.
Proof. Proposition 3.7 shows that V −1(t)φ ∈ H1(R) →֒ C(R), so that [V −1(t)φ](0)
is well-defined. Using the identity in Lemma 3.1 and the fact that K(·, 0) ≡ 0, one
can deduce the result. 
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4. Global existence and decay
In this section, we prove that small initial data in Σ lead to global decaying solu-
tions. In particular, we will establish the estimate (1.2) appearing in Theorem 1.1.
In fact, one has a global solution u ∈ C(R;H1) for any u(0) ∈ H1 by the standard
H1 well-posedness theory and the conservation of mass and energy (see [7], for
example). Thus, it suffices to prove a priori estimates for solutions. Using conser-
vation of mass and energy, it is straightforward to prove that if ‖u0‖H1 = ε ≪ 1,
then
sup
t∈[0,∞)
‖u(t)‖H1(R) . ε, (4.1)
even in the focusing case.
We will use the variables w(t) described in the introduction, namely
w(t) = FqU(−t)u(t), or equivalently u(t) = M(t)D(t)V (t)w(t). (4.2)
If u is a solution to (1.1), then w solves the equation
i∂tw = λFqU(−t)
(|u|2u) = λt−1V (t)−1[|V (t)w|2V (t)w|2]. (4.3)
In addition to proving L∞ bounds for w, we will need to estimate the H˙1-norm
of w. This is analogous to controlling the L2-norm of (x+ it∂x)u in the case of the
free NLS. We begin with two nonlinear estimates that will aid in this task.
Lemma 4.1 (Nonlinear estimates). The following bounds hold:
Suppose u ∈ Σ and t ∈ [0, 1]. Then
‖FqU(−t)
(|u|2u)‖H˙1 . ‖u‖3H1 + ‖u‖2H1‖〈x〉u‖L2 . (4.4)
Suppose w ∈ H1 and w(0) = 0. For t ≥ 1,
‖V (t)−1[|V (t)w|2V (t)w]‖H˙1 . t− 14 ‖w‖3H1 + [‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1 . (4.5)
Proof. We first compute
∂ξFqU(−t) = e it2 ξ
2
[∂ξ + itξ]Fq.
Thus, using (2.11) and (2.12), we have the following estimate for any t ∈ [0, 1]:
‖∂ξFqU(−t)
(|u|2u)‖L2 . ‖〈x〉|u|2u‖L2 + ‖|u|2u‖H1
. ‖u‖2L∞‖〈x〉u‖L2 + ‖u‖2L∞‖u‖H1 ,
which by Sobolev embedding gives (4.4).
We turn to (4.5). Using Proposition 3.7, Corollary 3.4, Proposition 3.6, and
w(0) = 0, we estimate
‖V −1(|V w|2V w)‖H˙1 . ‖|V w|2V w‖H1 + t 12 ∣∣(V w)|x=0∣∣3
. ‖V w‖2L∞‖V w‖H1 + t−
1
4 ‖w‖3H1
.
[‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1 + t− 14 ‖w‖3H1 ,
which is (4.5). 
We first show that we can propagate bounds for a short time.
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Proposition 4.2 (Short-time bounds). Let ‖u0‖Σ = ε and let u denote the solution
to (1.1) with u(0) = u0. For ε sufficiently small, the function
w(t) = FqU(−t)u(t)
satisfies the following bounds:
sup
t∈[0,1]
‖w(t)‖H1(R) . ε.
Proof. Using (4.3), we first write
∂ξw(t) = ∂ξFqu0 − iλ
∫ t
0
∂ξFqU(−s)
(|u|2u)(s) ds.
Using (2.11), we note
‖∂ξFqu0‖L2 . ‖u0‖Σ . ε.
For the nonlinear term, we use (4.4) to bound
‖∂ξFqU(−s)
(|u|2u)(s)‖L2 . ‖u(s)‖3H1 + ‖u(s)‖2H1‖〈x〉u(s)‖L2 .
To relate u back to w, we first write
xu(s) = xU(s)F−1q w(s) = xF−1q e−
is
2
ξ2w(s).
We can therefore use (2.13), the fact that w(s, 0) = 0 (cf. (2.10)), and (2.12) to
bound
‖xu(s)‖L2 . ‖e−
is
2
ξ2w(s)‖H1 . ‖w(s)‖H1 + s‖ξw(s)‖L2
. ‖w(s)‖H1 + s‖u(s)‖H1 .
It follows that for t ∈ [0, 1] and ε small, we have
‖w(t)‖H1 . ε+
∫ t
0
ε2‖w(s)‖H1 ds.
An application of Gronwall’s inequality now completes the proof. 
We turn to proving long-time bounds for the function w defined in (4.2). The
key will be to study the differential equation satisfied by w, namely
i∂tw = λt
−1V (t)−1
[|V (t)w|2V (t)w]. (1.4)
In fact, because the asymptotics for V and V −1 involve the input function as well
as its reflection (cf. Propositions 3.3 and 3.5), we encounter a 2×2 system satisfied
by t(w,w). To proceed, we introduce the notation
~f = t(f, f), ~f = t(f, f).
Proposition 4.3 (Approximate equation for w). Let u be a solution to (1.1) and
w(t) = FqU(−t)u(t). For t ≥ 1,
i∂t ~w(t) = λt
−1A(t)~w(t) +O(t− 54 [‖w(t)‖L∞ + t− 14 ‖w(t)‖H1]2‖w(t)‖H1)
in L∞(R), where A(t) = A(~w(t, x), x) is the 2 × 2 hermitian matrix defined as
follows: writing
S(x) = (S1(x), S2(x)) := (T (|x|), R(|x|)),
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where T and R are as in (2.1), the entries Aij of A are:
A11 = A
1
11 +A
2
11 := |S · ~w|2|S1|2 + |S · ~w|2|S2|2,
A12 = A21 = A
1
12 +A
2
12 := |S · ~w|2S¯1S2 + |S · ~w|2S¯2S1,
A22 = A
1
22 +A
2
22 := |S · ~w|2|S2|2 + |S · ~w|2|S1|2.
Proof. To begin, recall that
w(t) = FqU(−t)u(t),
which by (2.10) implies that w(t, 0) ≡ 0. Thus, using Corollary 3.4 and Proposi-
tion 3.6, we have ∣∣[V (t)w(t)]x=0∣∣ . t− 14 ‖w(t)‖H1 ,
‖V (t)w(t)‖L∞ . ‖w(t)‖L∞ + t− 14 ‖w(t)‖H1 ,
‖V (t)w(t)‖H˙1 . ‖w(t)‖H1 .
(4.6)
Applying Proposition 3.5 and (4.6), we therefore have
V −1[|V w|2V w] = S¯1|V w|2V w + S¯2|V w|2V w +O(t− 14 ‖|V w|2V w‖H˙1+ t−
3
4 ‖w‖3H1
)
= S¯1|V w|2V w + S¯2|V w|2V w +O
(
t−
1
4
[‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1).
Next, note that Proposition 3.3 and w(t, 0) = 0 implies
‖V w − S · ~w‖L∞ . t− 14 ‖w‖H1 .
Recalling (4.6) and the definition of A111 and A
1
12 above, we now write
S¯1|V w|2V w = S¯1|S · ~w|2S · ~w +O
(
t−
1
4
[‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1)
= A111w +A
1
12w +O
(
t−
1
4
[‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1),
which is acceptable.
We turn to the term S¯2|V w|2V w. We proceed as above, using the fact that
S · ~w = S · ~w.
Thus
S¯2|V w|2V w = S¯2|S · ~w|2S · ~w +O
(
t−
1
4
[‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1)
= A211w +A
2
12w +O
(
t−
1
4
[‖w‖L∞ + t− 14 ‖w‖H1]2‖w‖H1),
which is acceptable.
Similar analysis applied to w leads to the formulas for A21 and A22. 
We are now in a position to prove long-time bounds for solutions to (1.1).
Proposition 4.4 (Long-time bounds). Fix β ∈ (0, 18 ). Let ‖u0‖Σ = ε and let u
denote the solution to (1.1) with u(0) = u0. For ε sufficiently small, the function
w(t) = FqU(−t)u(t)
satisfies the following bounds:
sup
t∈[0,∞)
{‖w(t)‖L∞ + 〈t〉−β‖w(t)‖H1} . ε. (4.7)
Consequently,
sup
t∈[0,∞)
〈t〉 12 ‖u(t)‖L∞ . ε. (4.8)
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Proof. Let us first deduce (4.8) from (4.7). As (4.1) implies
‖u(t)‖L∞ . ‖u(t)‖H1 . ε
for all t ∈ [0,∞), it suffices to consider times t ≥ 1. To this end, recall that
u(t) = M(t)D(t)V (t)w(t), so that ‖u(t)‖L∞ . t− 12 ‖V (t)w(t)‖L∞ .
Now, recalling w(t) = FqU(−t)u(t) (so that (2.10) gives w|x=0 = 0), Corollary 3.4
and (4.7) imply
‖V (t)w(t)‖L∞ . ‖w(t)‖L∞ + t− 14 ‖w(t)‖H1 . ε
for all t ≥ 1. Thus (4.8) follows from (4.7).
We turn to (4.7). In light of Proposition 4.2 (and Sobolev embedding), it suffices
to consider times t ≥ 1. To this end, we fix T ≥ 1 and define
‖w‖XT := sup
t∈[1,T ]
{‖w(t)‖L∞ + t−β‖w(t)‖H1}.
We first use (1.4) to write
w(t) = w(1)− iλ
∫ t
1
s−1V (s)−1
[|V (s)w(s)|2V (s)w(s)] ds.
As observed above, we have w(t, 0) ≡ 0. Hence we may apply the nonlinear estimate
(4.5) to bound
‖w(t)‖H1 . ε+
∫ t
1
s−
5
4 ‖w(s)‖3H1 + s−1
[‖w(s)‖L∞ + s− 14 ‖w(s)‖H1]2‖w(s)‖H1 ds
. ε+
[
t−
1
4
+3β + tβ + t−
1
2
+3β
]‖w‖3XT
for t ∈ [1, T ]. Thus
‖w(t)‖H1 . ε+ tβ‖w‖3XT for any t ∈ [1, T ]. (4.9)
Next, using Proposition 4.3, we may write
i∂t ~w(t) = λt
−1A(t)~w(t) +O(t− 54+β‖w‖3XT ) for t ∈ [1, T ].
As A(t) is hermitian, this implies
∂t|w(t)|2 = O(t− 54+β‖w‖3XT )|w(t)|,
whence
‖w(t)‖L∞ . ε+ ‖w‖3XT for any t ∈ [1, T ]. (4.10)
A standard continuity argument using (4.9) and (4.10) now shows
‖w‖XT . ε for any T ≥ 1,
where the implicit constant is independent of T . This implies (4.7). 
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5. Asymptotic behavior
Finally, we turn to the question of the asymptotic behavior of solutions to (1.1).
In particular, we establish the asymptotics (1.3) in Theorem 1.1. As in the previous
section, we will work with the variables w(t) = FqU(−t)u(t) and study the behavior
of solutions to the equation satisfied by w, namely (1.4).
Proposition 5.1 (Asymptotic behavior). Fix β ∈ (0, 18 ). Let ‖u0‖Σ = ε and let u
denote the solution to (1.1) with u(0) = u0. For ε sufficiently small, the function
w(t) = FqU(−t)u(t)
satisfies the following asymptotics: there exists unique W ∈ L∞ so that
[V (t)w(t)](x) = e−iλ|W (x)|
2 log tW (x) +O(t− 14+β) (5.1)
in L∞ as t→∞. Consequently,
u(t) = M(t)D(t)
[
e−iλ|W |
2 log tW
]
+O(t− 34+β)
in L∞ as t→∞.
Proof. As u(t) = M(t)D(t)V (t)w(t), it suffices to establish (5.1). We suppose that
ε is chosen small enough that the decay estimates of Proposition 4.4 hold.
Recall the approximate equation for w in Proposition 4.3, as well as the notation
introduced there. A tedious but elementary computation using (2.1) shows that
the hermitian matrix A = A(w(t, x), x) may be diagonalized by a unitary matrix
B = B(x) as follows:
B∗AB = diag
(|S · ~w|2, |S · ~w|2), B = ( S1 S¯2−S2 S¯1
)
,
where ∗ denotes conjugate transpose.
Now introduce the variables f = t(f1, f2) = B
∗ ~w. Noting that Bf = ~w, we find
|S · ~w|2 = |(S21 − S22)f1 + (S1S¯2 + S¯1S2)f2|2 = |f1|2,
and similarly |S · ~w|2 = |f2|2. In particular, recalling (4.7), we find that f satisfies
the diagonal system
i∂tfj = λt
−1|fj |2fj +O(t− 54+β), j ∈ {1, 2}.
Now the situation is similar to that of the free NLS (cf. [9]): defining gj via
gj(t) := exp
{
iλ
∫ t
1
|fj(s)|2 dss
}
fj(t), (5.2)
we have that
i∂tgj(t) = O(t− 54+β) and |gj | ≡ |fj |. (5.3)
It follows that gj(t) converges in L
∞ at a rate of t−
1
4
+β as t → ∞. In fact, using
(5.2) and (5.3), we can write
fj(t) = Gj(t) +O(t− 14+β+), where Gj(t) := e−iλ|φj |
2 log tφj
for some φj ∈ L∞. In particular, φj equals the limit of gj(t) up to multiplication
by some phase factor.
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Recalling ~w = Bf , we find
w(t) = S1G1(t) + S¯2G2(t) +O(t− 14+β+),
w(t) = −S2G1(t) + S¯1G2(t) +O(t− 14+β+).
Using w(t, 0) ≡ 0 (cf. (2.10)), Proposition 3.3, (4.7), and (2.1), we deduce
V (t)w(t) = S1w(t) + S2w(t) +O(t− 14+β)
= (S21 − S22)G1(t) + (S1S¯2 + S2S¯1)G2(t) +O(t−
1
4
+β+)
= (S1 + S2)G1(t) +O(t− 14+β+).
Noting that |S1 + S2| = 1, we find that (5.1) holds with W := (S1 + S2)φ1. This
completes the proof. 
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