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Abstract
Starting from a recent result expressing the Lerch zeta function as a fractional derivative,
we consider further fractional derivatives of the Lerch zeta function with respect to different
variables. We establish a partial differential equation, involving an infinite series of fractional
derivatives, which is satisfied by the Lerch zeta function.
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1. Introduction and Preliminaries
The Riemann zeta function is one of the most important functions in the field of analytic
number theory. It is the subject of the famous Riemann Hypothesis, as well as the Lindelo¨f
Hypothesis and several other unsolved mathematical problems, and its properties contain
the key to describing the distribution of the prime numbers, which in turn is important
in cryptography and computer security. For detailed discussion of this function and its
significance, we refer to textbooks such as [1, 2, 3].
The Riemann zeta function is usually denoted by ζ(s) where s = σ + it is a complex
variable. In the right half plane σ > 1, the function is defined by
ζ(s) =
∞∑
m=0
m−s for Re(s) > 1.
Its definition for the remainder of the complex plane is given by analytic continuation in the
variable s. There is a functional equation which relates ζ(s) with ζ(1− s) in an elementary
way, and the most interesting and unknown range of values is given by 0 < σ < 1, the
so-called “critical strip”.
There are many generalisations of the Riemann zeta function, such as the Dirichlet L-
functions in number theory, and the Hurwitz and Lerch zeta functions which are again
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analytic functions of complex variables. We are going to focus on the latter functions, whose
definitions we borrow from [4]. The Hurwitz zeta function is defined by
ζ(x, s) =
∞∑
m=0
(m+ x)−s for Re(s) > 1, Re(x) > 0, (1)
and by analytic continuation for all s ∈ C, while the Lerch zeta function is defined by
L(t, x, s) =
∞∑
m=0
(m+ x)−se2piitm for Re(s) > 1, Re(x) > 0, Im(t) ≥ 0, (2)
and by analytic continuation for (t, x, s) in larger domains, extending to a universal cover of
the manifold C\Z×C\Z−0 ×C (see [4] for details). As one could have expected, the Riemann,
Hurwitz, and Lerch zeta functions are related by the following identities:
ζ(s) = ζ(1, s); ζ(x, s) = L(0, x, s).
Not only the Riemann zeta function, but also its extensions such as the Hurwitz and
Lerch zeta functions, have been the subject of many analytic studies. In particular, a recent
paper [5] of the first author established a new formula for the Lerch zeta function (hence
also the Hurwitz and Riemann zeta functions as special cases) in terms of fractional calculus.
This formula is reproduced in Theorem 2.2 below, but first we shall introduce some main
concepts and important properties of fractional calculus.
Fractional derivatives and integrals are the operators which emerge from the notion of
the nth derivative or nth repeated integral when n is no longer an integer. There are several
different proposals for how to define these operators, which can be classified into broad classes
of “fractional operators” [6], including integral operators with various kernel functions [7]
and differentiation operators with respect to monotonic functions [8, §18], among others.
We shall focus here on the definition of fractional calculus which is generally seen as the
most fundamental and important, namely the Riemann–Liouville definition. Then, fractional
integrals are defined by
aI
ν
t f(t) =
1
Γ(ν)
∫ t
a
(t− τ)ν−1f(τ) dt for Re(ν) > 0,
where a is a constant of integration. (In this paper we shall usually take a = −∞ for a
semi-infinite interval of integration.) Fractional derivatives are defined by
aD
ν
t f(t) =
dn
dtn a
In−νt f(t) for Re(ν) ≥ 0, n− 1 < Re(ν) ≤ n,
and we shall use the convention that aD
−ν
t f(t) = aI
ν
t f(t) so that the expression aD
ν
t f(t) is
defined for all ν in the whole complex plane. We sometimes call this expression a fractional
differintegral, this term covering both derivatives and integrals.
It is also possible to define the right-handed version of Riemann–Liouville fractional
calculus, which can be viewed as fractional powers of the operators
∫ b
t
and − d
dt
instead of
the operators
∫ t
a
and d
dt
. In this case, the formulae are
tI
ν
bf(t) =
1
Γ(ν)
∫ b
t
(τ − t)ν−1f(τ) dt for Re(ν) > 0,
2
tD
ν
bf(t) = (−1)
n d
n
dtn t
In−νb f(t) for Re(ν) ≥ 0, n− 1 < Re(ν) ≤ n,
where b is a constant of integration. In the special case that b = ∞, for a semi-infinite
interval of integration, this type of fractional calculus is called Weyl fractional calculus [9].
There is a simple relationship between
−∞
Dνt and tD
ν
∞
which is given by changing the sign
of the variable t [9].
The operators of Riemann–Liouville and Weyl fractional calculus have many interesting
properties, and their theory is covered in depth in several textbooks such as [8, 9, 10]. In
particular, we would like to mention the generalised Leibniz rule for fractional derivatives
and integrals, as follows.
Theorem 1.1 ([11, 12]). If f(z) and g(z) are two analytic functions on C, then the fractional
differintegral of their product is given by
aD
ν
z
(
f(z)g(z)
)
=
∞∑
n=−∞
(
ν
µ+ n
)
aD
ν−µ−n
z f(z) aD
µ+n
z g(z), (3)
for any µ, ν ∈ C with ν 6∈ Z−.
As a special case of this Theorem, putting µ = 0, we get the most natural generalisation
of the original Leibniz rule for repeated derivatives:
aD
ν
z
(
f(z)g(z)
)
=
∞∑
n=0
(
ν
n
)
aD
ν−n
z f(z) aD
n
zg(z). (4)
The symmetry between f and g in this expression (4), however, is not clear, while it is clear
in the more general expression (3).
Additionally, the same results (3) and (4) are also valid for the right-handed differintegrals
tD
ν
b , and in particular for the Weyl fractional calculus given by b =∞.
In a recent paper of the first author [5], a new connection was established between zeta
functions and fractional calculus. The first such connection was discovered by J. B. Keiper
in 1975 [13], and further connections have been studied by others, but the paper [5] was the
first to discover an expression for the Riemann zeta function ζ(s) as a fractional differintegral
which is valid even for s in the critical strip 0 < Re(s) < 1. Here, we use these results as
a starting point and continue with further investigation of the Lerch zeta function from the
viewpoint of fractional calculus.
In Section 2, we revisit the results of [5], provide a correction to the domain of validity,
and prove a related result involving Weyl fractional calculus. In Section 3 and Section 4,
we consider partial fractional differintegration with respect to t and x respectively of the
formula (6). In Section 5, we combine the results of the previous two sections to obtain
an infinite-order partial fractional differential equation which is satisfied by the Lerch zeta
function.
3
2. Revisiting the Results of [5]
It is necessary to correct an omission in the paper [5] in the assumptions on certain
variables. The correct statement of [5, Lemma 1.2] is as follows.
Lemma 2.1. For α, k ∈ C with Re(k) ≥ 0,
−∞
Dαt
(
ekt
)
= kαekt, (5)
where complex power functions are defined by the principal branch.
Proof. We first assume −1 < Re(α) < 0, an assumption we will remove later by analytic
continuation. Then, substituting v = kt− kτ , we have
−∞
Dαt
(
ekt
)
= 1
Γ(−α)
∫ t
−∞
(t− τ)−α−1ekτ dτ
= 1
Γ(−α)
∫ 0
k∞
(
v
k
)
−α−1
ekt−v
(
1
−k
)
dv
= k
αekt
Γ(−α)
∫ k∞
0
v−α−1e−v dv.
This integral can be deformed to the usual gamma-function integral from 0 to ∞, but only
under the assumption that Re(k) > 0, or, by Jordan’s lemma, Re(k) = 0.
Due to the extra assumption required in the above Lemma, the main result of [5] also
requires an extra assumption on the variable x. We state the correct form as follows, as it
is our main starting point for this paper.
Theorem 2.2 ([5]). The Lerch zeta function can be written as
L(t, x, s) = (2pi)s exp
[
ipi( s
2
− 2tx)
]
−∞
D−st
(
e2piitx
1− e2piit
)
, (6)
for any complex numbers s, x, t satisfying Im(t) > 0 and Im(x) ≤ 0, x 6∈ (−∞, 0].
In the original paper [5], this result was stated without the Im(x) ≤ 0 assumption. In
the case Im(x) > 0, however, we do have an analogous result, which involves right-handed
differintegrals or Weyl differintegrals. This is derived as follows, starting with a lemma
analogous to Lemma 2.1 above.
Lemma 2.3. For α, k ∈ C with Re(k) ≤ 0,
tD
α
∞
(
ekt
)
= (−k)αekt, (7)
where complex power functions are defined by the principal branch.
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Proof. We first assume −1 < Re(α) < 0, an assumption we will remove later by analytic
continuation. Then, substituting v = kt− kτ as before, we have
tD
α
∞
(
ekt
)
= 1
Γ(−α)
∫
∞
t
(τ − t)−α−1ekτ dτ
= 1
Γ(−α)
∫
−k∞
0
(
v
−k
)
−α−1
ekt−v
(
1
−k
)
dv
= (−k)
αekt
Γ(−α)
∫
−k∞
0
v−α−1e−v dv.
This integral can be deformed to the usual gamma-function integral from 0 to ∞, but only
under the assumption that Re(k) < 0, or, by Jordan’s lemma, Re(k) = 0.
Theorem 2.4. The Lerch zeta function can be written as
L(t, x, s) = (2pi)s exp
[
−ipi( s
2
+ 2tx)
]
tD
−s
∞
(
e2piitx
1− e2piit
)
, (8)
for any complex numbers s, x, t satisfying Im(t) > 0 and Im(x) ≥ 0, x 6∈ (−∞, 0].
Proof. The method of proof is exactly the same as in [5]. We start from the series definition
(2) of the Lerch zeta function and follow the argument of [5, Theorem 2.1]:
L(t, x, s) =
∞∑
m=0
(m+ x)−se2piitm = (−2pii)s
∞∑
m=0
(−2piim− 2piix)−se2piitm
= (−2pii)se−2piitx
∞∑
m=0
(−2pii(m+ x))−se2piit(m+x)
= (−2pii)se−2piitx
∞∑
m=0
tD
−s
∞
(
e2piit(m+x)
)
= (−2pii)se−2piitx tD
−s
∞
(
e2piit(m+x)
1− e2piit
)
,
provided that Im(x) ≥ 0 for the Weyl differintegration of the exponential function. The result
is now proved under the assumptions Re(s) > 1, Re(x) > 0, Im(x) ≥ 0, and Im(t) ≥ 0. The
remaining argument, using analytic continuation to remove these assumptions, is exactly as
in [5].
The original work of [5] demonstrated that the formula (6) is consistent with certain other
properties of the Lerch zeta function. Now, we shall take this work to the next stage by
using the result of Theorem 2.2 to prove further results on fractional derivatives of the Lerch
zeta function, which can be written in the form of fractional partial differential equations
satisfied by this function.
5
3. Partial Derivatives with respect to t
Before stating the main result of this section, we shall motivate it by deriving it in an
unrigorous way using the series (2) for the Lerch zeta function. Our aim here is to find an
expression for the fractional derivative with respect to t of the Lerch zeta function L(t, x, s).
Starting from the series (2), we can think in the following way:
−∞
Dαt L(t, x, s) = −∞D
α
t
(
∞∑
m=0
(m+ x)−se2piitm
)
=
∞∑
m=0
(m+ x)−s
−∞
Dαt
(
e2piitm
)
=
∞∑
m=0
(m+ x)−s(2piim)αe2piitm
= (2pii)α
∞∑
m=0
(m+ x)−s+α
(
m
m+ x
)α
e2piitm.
Using the binomial theorem, we have(
m
m+ x
)α
=
(
1−
x
m+ x
)α
=
∞∑
n=0
(
α
n
)
(−x)n(m+ x)−n,
and therefore
−∞
Dαt L(t, x, s) = (2pii)
α
∞∑
m=0
∞∑
n=0
(
α
n
)
(m+ x)−s+α−n(−x)ne2piitm
= (2pii)α
∞∑
n=0
(
α
n
)
(−x)n
∞∑
m=0
(m+ x)−s+α−ne2piitm
= (2pii)α
∞∑
n=0
(
α
n
)
(−x)nL(t, x, s− α + n).
The above derivation is neat but not rigorous. We have interchanged the order of fractional
differintegration and summation; we have interchanged the two infinite series over m and n;
and we have not considered the restrictions on parameters necessary for all these series to
converge. The final result, however, is valid, and more easily proved by using Theorem 2.2,
as follows.
Theorem 3.1. For any α ∈ C, the Lerch zeta function satisfies the identity
−∞
Dαt L(t, x, s) = (2pii)
α
∞∑
n=0
(
α
n
)
(−x)nL(t, x, s− α + n),
for Im(t) < 0, Im(x) ≤ 0, x 6∈ (−∞, 0], and Re(s) > 0, and also for any t, x, s such that
both sides converge.
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Proof. We start from the expression (6) for the Lerch zeta function, and use the fractional
Leibniz rule (3) for fractional differintegrals of products:
−∞
Dαt L(t, x, s) = (2pi)
s
−∞
Dαt
[
eipi(
s
2
−2tx)
−∞
D−st
(
e2piitx
1− e2piit
)]
= (2pi)seipis/2
∞∑
n=0
(
α
n
)
dn
dtn
(
e−2piitx
)
−∞
Dα−nt
[
−∞
D−st
(
e2piitx
1− e2piit
)]
= (2pii)s
∞∑
n=0
(
α
n
)
(−2piix)n e−2piitx
−∞
D−s+α−nt
(
e2piitx
1− e2piit
)
=
∞∑
n=0
(
α
n
)
(2pii)s−α+n(2pii)α−n (−2piix)n e−2piitx
−∞
D
−(s−α+n)
t
(
e2piitx
1− e2piit
)
=
∞∑
n=0
(
α
n
)
(2pii)α(−x)n
[
(2pi)s−α+neipi(
s−α+n
2
−2tx)
−∞
D
−(s−α+n)
t
(
e2piitx
1− e2piit
)]
= (2pii)α
∞∑
n=0
(
α
n
)
(−x)nL(t, x, s− α + n).
Here we have assumed that Re(s) > 0, so that the composition of fractional differintegrals
works smoothly without extra initial value terms, as well as the restrictions on t and x from
Theorem 2.2. But these conditions can be removed by analytic continuation, provided that
both sides of the identity are well-defined and analytic.
Theorem 3.2. For any α ∈ C, the Lerch zeta function satisfies the identity
tD
α
∞
L(t, x, s) = (−2pii)α
∞∑
n=0
(
α
n
)
(−x)nL(t, x, s− α + n),
for Im(t) < 0, Im(x) ≥ 0, x 6∈ (−∞, 0], and Re(s) > 0, and also for any t, x, s such that
both sides converge.
Proof. The argument goes in exactly the same way as for Theorem 3.1, with all powers of
2pii replaced by the corresponding powers of −2pii and vice versa.
4. Partial Derivatives with respect to x
Lemma 4.1. For any k ∈ N and t, x, s in the domain of analyticity of the Lerch zeta function
∂k
∂xk
L(t, x, s) =
Γ(1− s)
Γ(1− s− k)
L(t, x, s+ k).
Proof. First of all, we note that applying the fractional Leibniz rule (3) with µ = 0 and
g(z) = 1 gives the following neat identity:
aD
ν
z
(
zf(z)
)
=
∞∑
n=0
(
ν
n
)
aD
ν−n
z f(z) aD
n
z (z) = z
[
aD
ν
zf(z)
]
+ ν
[
aD
ν−1
z f(z)
]
. (9)
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For the proof, we start with k = 1 and use the expression (6) for the Lerch zeta function:
∂
∂x
L(t, x, s) = (2pii)s
∂
∂x
[
e−2ipitx
−∞
D−st
(
e2piitx
1− e2piit
)]
= (2pii)s
[
(−2ipit)e−2ipitx
−∞
D−st
(
e2piitx
1− e2piit
)
+ e−2ipitx
−∞
D−st
(
2piite2piitx
1− e2piit
)]
= (2pii)se−2ipitx
[
(−2ipit)
−∞
D−st
(
e2piitx
1− e2piit
)
+
2pii
[
(t)
−∞
D−st
(
e2piitx
1− e2piit
)
+ (−s)
−∞
D−s−1t
(
e2piitx
1− e2piit
)]]
= (−s)(2pii)se−2ipitx
−∞
D−s−1t
(
e2piitx
1− e2piit
)
= −sL(t, x, s+ 1),
where in the third line we used the identity (9). The result for general k follows by finite
descent:
∂k
∂xk
L(t, x, s) =
∂k−1
∂xk−1
[
(−s)L(t, x, s+ 1)
]
=
∂k−2
∂xk−2
[
(−s)(−s− 1)L(t, x, s+ 2)
]
= · · · = (−s)(−s− 1)(−s− 2) . . . (−s− k + 1)L(t, x, s+ k)
=
Γ(1− s)
Γ(1− s− k)
L(t, x, s + k).
The above argument relies on the result of Theorem 2.2, with the associated restrictions on
t, x, s. However, these restrictions can be removed for the final result by analytic continua-
tion.
Theorem 4.2. For any α ∈ C, the Lerch zeta function satisfies the identity
xD
α
∞
L(t, x, s) =
Γ(1− s)
Γ(1− s− α)
e−ipiαL(t, x, s + α),
for any t, x, s such that this fractional derivative exists.
Proof. We start from (6) as usual, and use the general fractional Leibniz rule (3) twice with
8
respect to x in the following manipulations:
xD
α
∞
L(t, x, s) = (2pii)s xD
α
∞
[
e−2piitx
−∞
D−st
(
e2piitx
1− e2piit
)]
= (2pii)s
∞∑
n=−∞
(
α
γ + n
)
xD
α−γ−n
∞
(
e−2piitx
)
−∞
D−st xD
γ+n
∞
(
e2piitx
1− e2piit
)
= (2pii)s
∞∑
n=−∞
(
α
γ + n
)
(2piit)α−γ−ne−2piitx
−∞
D−st
(
(−2piit)γ+n
e2piitx
1− e2piit
)
= (2pi)s+α
∞∑
n=−∞
(
α
γ + n
)
is+α−2γ−2ntα−γ−ne−2piitx
×
[
∞∑
k=−∞
(
−s
β + k
)
−∞
D
β+k
t
(
tγ+n
)
−∞
D
−s−β−k
t
(
e2piitx
1− e2piit
)]
,
where β and γ are the arbitrary parameters from Theorem 1.1 (denoted there as µ). The
free choice of these two parameters will enable us to prove the theorem.
Note that in the above manipulation we have assumed that the fractional differintegration
of exponential functions works in the way of Lemma 2.3. This assumption will be justified
later, after we have fixed the values of β and γ.
Firstly, we choose β = γ + n:
xD
α
∞
L(t, x, s) = (2pi)s+α
∞∑
n=−∞
(
α
γ + n
)
is+α−2γ−2ne−2piitxtα−γ−ne−2piitx
×
0∑
k=−∞
(
−s
γ + n+ k
)[
Γ(γ + n+ 1)
Γ(1− k)
t−k
]
−∞
D
−s−γ−n−k
t
(
e2piitx
1− e2piit
)
Swapping k with −k, we get the following:
xD
α
∞
L(t, x, s) = (2pi)s+α
∞∑
n=−∞
∞∑
k=0
is+α−2γ−2ntα−γ−n+ke−2piitx
×
α!(−s)!
(α− γ − n)!(γ + n− k)!(−s− γ − n+ k)!k! −∞
D
−s−γ−n+k
t
(
e2piitx
1− e2piit
)
.
Next, we choose γ = α:
xD
α
∞
L(t, x, s) = (2pi)s+α
0∑
n=−∞
∞∑
k=0
is−α−2nt−n+ke−2piitx
×
α!(−s)!
(−n)!(α + n− k)!(−s− α− n+ k)!k! −∞
D−s−α−n+kt
(
e2piitx
1− e2piit
)
.
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Swapping n with −n, we get the following:
xD
α
∞
L(t, x, s) = (2pi)s+αis−α
∞∑
n=0
∞∑
k=0
(−1)ntn+ke−2piitx
×
α!(−s)!
n!(α− n− k)!(−s− α + n+ k)!k! −∞
D−s−α+n+kt
(
e2piitx
1− e2piit
)
.
Setting m = n+ k to simplify:
xD
α
∞
L(t, x, s) = (2pii)s+αe−ipiα
∞∑
m=0
[
m∑
n=0
(−1)nm!
n!(m− n)!
]
tme−2piitx
×
α!(−s)!
m!(α−m)!(−s− α +m)! −∞
D−s−α+mt
(
e2piitx
1− e2piit
)
But since
m∑
n=0
(−1)nm!
n!(m− n)!
=
m∑
n=0
(
m
n
)
(−1)n1m−n = (1− 1)m = δ0m,
we have that
xD
α
∞
L(t, x, s) = (2pii)s+αe−ipiαt0e−2piitx
(−s)!
(−s− α)! −∞
D−s−αt
(
e2piitx
1− e2piit
)
= e−ipiα
(−s)!
(−s− α)!
L(t, x, s+ α).
We now note that, at the beginning of the proof, the differintegral to order α − γ − n was
actually a standard repeated derivative, since α = γ and n ∈ Z− (before the swapping of n
with −n). Meanwhile, the differintegration to order γ + n was valid by Lemma 2.3, because
Re(2piit) < 0 by the assumptions of Theorem 2.2. So the result is valid.
Again, the conditions on t, x, s which are required by Theorem 2.2 can be removed by
analytic continuation at the end of the proof.
5. A Fractional Infinite-Order Partial Differential Equation
Combining the results of Theorem 3.1 and Theorem 4.2, we obtain the following result
on the Lerch zeta function.
Theorem 5.1. The Lerch zeta function satisfies the following infinite-order partial fractional
differential equation in t and x:
−∞
Dαt L(t, x, s) = (−2pii)
α
∞∑
n=0
xn
α!(α− s− n)!
(α− n)!n!(−s)! x
Dn−α
∞
L(t, x, s),
or, using Weyl differintegrals only,
tD
α
∞
L(t, x, s) = (2pi)α(−i)3α
∞∑
n=0
xn
α!(α− s− n)!
(α− n)!n!(−s)! x
Dn−α
∞
L(t, x, s).
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Proof. By Theorem 4.2, we have
eipi(n−α)
Γ(1− s+ α− n)
Γ(1− s) x
Dn−α
∞
L(t, x, s) = L(t, x, s+ n− α).
Substituting this into the results of Theorem 3.1 and Theorem 3.2 yields, respectively, the
two stated identities.
6. Conclusions
This paper has been a continuation of the work of [5], whose main result we cited as
our Theorem 2.2 above. We have added an extra condition in this Theorem which was
erroneously omitted in the corresponding result in [5]; however, this does not affect the
validity of the expression. Starting from this Theorem and the closely related Theorem
2.4 which uses Weyl fractional calculus, we have considered fractional partial derivatives
of the Lerch zeta function with respect to both t and x, and in each case we discovered
some functional equation relationships. Combining the results of these partial differentiation
studies with respect to t and x, we produced a fractional partial differential equation of
infinite order which is satisfied by the Lerch zeta function.
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