ABSTRACT. We investigate the boundary growth of positive superharmonic functions u on a bounded domain Ω in R n , n ≥ 3, satisfying the nonlinear elliptic inequality
INTRODUCTION
The purpose of this paper is to investigate the boundary growth of positive superharmonic functions satisfying a certain nonlinear elliptic inequality. As applications, we shall obtain the Harnack inequality for positive solutions of nonlinear elliptic equations and the existence theorem for nontangential limits of certain Green potentials.
Let Ω be a domain in R n and let δ Ω (x) stand for the distance from x to the boundary ∂Ω of Ω. A lower semicontinuous function u : Ω → (−∞, +∞], where u ≡ +∞, is called superharmonic on Ω if it satisfies the mean value inequality u(x) ≥ 1 ν n r n B (x,r) u(y)dy whenever 0 < r < δ Ω (x),
where B(x, r) denotes the open ball of center x and radius r, and ν n is the volume of the unit ball. Let ∆ be the Laplace operator on R n . It is well known that if u is a superharmonic function on Ω, then there exists a unique (Radon) measure µ u on Ω such that (Ω). The classical Littlewood theorem states that every Green potential on the unit ball has radial limit 0 almost everywhere on the boundary. However, the nontangential and tangential limits do not necessarily exist. To avoid this, many authors have imposed weighted integrability conditions on the density functions of Green potentials (cf. [3, 8, 21] and references therein). Such results were concerned with the boundary behavior of solutions of the Poisson equation, but are not applicable to positive solutions of stationary Schrödinger equations or nonlinear elliptic equations. For this reason, we study the boundary behavior of positive superharmonic functions u satisfying the nonlinear inequality
where f u is the Riesz function associated with u, and c > 0, α ≥ 0 and p > 0 are constants. First of all, we note from the Poisson integral representation that every positive harmonic function h on the unit ball B of R n satisfies
As seen in Lemma 3.1 below, the lower estimate is extendable to any positive superharmonic functions. However the upper estimate does not necessarily hold even for positive superharmonic functions satisfying (1.1). Our main purpose is to determine the critical number p * such that every positive superharmonic function satisfying (1.1) with p ≤ p * is bounded by a constant multiple of δ Ω (x) 1−n . By the symbol A, we denote an absolute positive constant whose value is unimportant and may change from line to line. In what follows, we suppose that Ω is a bounded C 1,1 -domain in R n , n ≥ 3. 
Furthermore, u ∈ C 1 (Ω).
As applications of Theorem 1.1, we have the Harnack inequality and the existence theorem for nontangential limits of Green potentials satisfying (1.1). 
u,
For ξ ∈ ∂Ω and θ > 0, we define (Ω) of
The following theorem shows that the bound p ≤ (n + 1)/(n − 1) is sharp in Theorem 1.1. Suppose that p and α satisfy either
there exists a positive solution u ∈ C
2
(Ω) of (1.4) such that
Thus we can take β satisfying (1.5).
Two positive functions f and g are said to be comparable if there exists a constant A such that
Then we write f ≈ g and call A the constant of comparison. Obviously, the Poisson kernel gives the sharpness of (1.2). The following theorem is interesting itself and shows that the growth rate in (1.2) is sharp for positive solutions of nonlinear elliptic equations as well. (Ω) of
In contrast to Theorem 1.7, there are many results concerning the existence and nonexistence of positive solutions of the Lane-Emden equation −∆u = u p :
• the critical number for the homogeneous Dirichlet problem is (n + 2)/(n − 2) (e.g. [20] ), • the critical number for the existence of positive solutions comparable to | · | 2−n near the origin is n/(n − 2) (cf. [13, 16, 22] and references therein). Theorems 1.7 and 6.1 assert that (n + 1)/(n − 1) is the critical number for the existence of positive solutions comparable to the Poisson or Martin kernel.
The plan of this paper is as follows. In Section 2, we shall prove Theorem 1.1 after showing some elementary lemmas. Corollaries 1.2 and 1.3 will be shown in Section 3. Section 4 includes the proof of Theorem 1.5. In Section 5, we introduce a generalized Kato class and discuss the existence of positive solutions of the nonlinear elliptic equation −∆u+V u = f (x, u) rather than (1.7). As a special case of this, we shall obtain Theorem 1.7 in Section 6. Also, we shall give a remark concerning the sharpness of p < (n + 1)/(n − 1) in Theorem 1.7.
PROOF OF THEOREM 1.1
Let G(·, y) denote the Green function of Ω with pole at y ∈ Ω, i.e. the distributional solution of
where δ y is the Dirac measure at y. Let ξ ∈ ∂Ω and x 0 ∈ Ω. It is known from [12] that the Martin boundary of a bounded C 1,1 -domain Ω coincides with the Euclidean boundary, and therefore the ratio G(·, y)/G(x 0 , y) converges to a positive harmonic function on Ω as y → ξ. The limit function, written K(·, ξ), is called the Martin kernel of Ω with pole at ξ. The following estimate for the Green function is well known (cf. [5, 23] ), and yields an estimate for the Martin kernel after elementary calculations.
where the constants of comparisons depend only on Ω.
In what follows, let u be a positive superharmonic function on Ω satisfying (1.1) for the Riesz function f u associated with u. Then the Riesz decomposition theorem (cf. [2,
where h is the greatest harmonic minorant of u on Ω. Note that h is nonnegative.
Lemma 2.2. If h is a nonnegative harmonic function on Ω, then there exists a constant A depending only on h and Ω such that
Proof. By the Martin representation theorem and (2.2), we have
where ν is the measure on ∂Ω associated with h. 
Lemma 2.3. There exists a constant A depending only on u and Ω such that
Since f u ≥ 0, it follows from Lemma 2.3 that
and therefore
This, together with (2.3) and Lemma 2.2, concludes the required estimate.
Proof of Theorem 1.1. Let z ∈ Ω and j ∈ N. By Lemma 2.3, we have 
).
Suppose that 0 < p ≤ (n + 1)/(n − 1) and 0 ≤ α ≤ n + 1 − p(n − 1), and let
To show (1.2), it is enough to prove that Ψ z, +1 (0) is bounded by a constant independent of z since r n−1 u(z) ≤ Ψ z, +1 (0) by (2.5). We claim that for κ ≥ 1 there exists a constant A depending only on c, c 0 , p, q, κ and Ω such that for 1 ≤ j ≤ ,
. Indeed, by the Jensen inequality for the unit measure |η − ζ|
This and the Minkowski inequality give that
, and so (2.6) holds. Let s = q/p > 1. Then (2.6) implies that
We use this times to obtain
.
Since q/(s (q − 1)) ≤ 1 by the definition of , it follows from the Hölder inequality and (2.4) that
where A is independent of z. Hence we obtain (1.2). Moreover, (1.1) and (1.2) imply the local boundedness of f u , which concludes from [18, Theorem 6.6] that u ∈ C 1 (Ω). This completes the proof of Theorem 1.1.
PROOFS OF COROLLARIES 1.2 AND 1.3
We have the following lower estimate for any positive superharmonic functions.
Lemma 3.1. Let u be a positive superharmonic function on Ω. Then there exists a constant
A depending only on u and Ω such that
Proof. Let µ u be the Riesz measure associated with u. By the Riesz decomposition theorem, we have
where h is a nonnegative harmonic function on Ω. If µ u (Ω) = 0, then u = h. The Martin representation theorem and (2.2) yields that
and so (3.1) holds in this case. If µ u (Ω) > 0, then we find r 0 > 0 such that
Also, the lower semicontinuity of u yields that u has a positive minimum on {x ∈ Ω : 
Therefore u is a weak solution of ∆u + ρu = 0 in D. Also, we observe from (1.1) and (
If 0 < p < 1, then 0 ≤ α ≤ 1 + p, so that we have by Lemma 3.1
Hence (1.3) follows from Lemma 3.2. Then we observe that γ > 1 and (4.2) λ < γn + 1.
Without loss of generality, we may assume that the x 1 -axis is orthogonal to ∂Ω at ξ = 0.
, 0, . . . , 0) and
Let A 1 be a constant determined in the sequel and let f j be a nonnegative smooth function on Ω such that f j ≤ A 1 2 λj and
Thus u := Ω G(·, y)f (y)dy is well defined on Ω. Since f is locally Hölder continuous on Ω, it follows from [18, Theorem 6.6] that u ∈ C
2
(Ω) is a positive solution of −∆u = f in Ω. Also, we observe from the mean value property and (2.1) that for x ∈ ∂B(x j , 2r j ),
where A 2 is a constant depending only on
A 2 ). By the minimum principle,
Hence it follows from (4.1) that
and so u satisfies (1.6). We finally show that
Let x ∈ B(x j , 2r j ). Then, by (4.3) and (4.1),
Note that if p = 1, then we can take A 1 (large enough if p > 1; small enough if p < 1) such that
Hence we obtain
If p = 1, then the above inequality holds for c ≥ 2
A 2 /ν n . Thus the proof of Theorem 1.5 is complete.
THE EXISTENCE OF POSITIVE SOLUTIONS WITH SINGULARITY ON ∂Ω
In this section, we consider the existence of positive solutions, with singularity at ξ ∈ ∂Ω, of the nonlinear elliptic equation
where V and f are Borel measurable functions satisfying some appropriate conditions, and the equation −∆u + V u = f (x, u) is understood in the sense of distributions. We introduce a new class of Borel measurable functions. Let
We say that a Borel measurable function ϕ on Ω belongs to the generalized Kato class 
We impose the following conditions on V and f :
, where ψ is a nonnegative Borel measurable function on Ω × (0, ∞) such that for each x ∈ Ω, ψ(x, t) is nondecreasing with respect to t and 
Note that Theorem 1.7 for 1 ≤ p < (n + 1)/(n − 1) is a special case of Theorem 5.1. For the case 0 < p < 1, we need to replace (A3) by Theorems 5.1 and 5.2 will be proved by using some properties of functions in the generalized Kato class and the Schauder fixed point theorem. Note that we do not use 3G inequalities (cf. [1, 7, 10, 19] ), which were applied widely to the studies of stationary Schrödinger equations and nonlinear elliptic equations (cf. [4, 6, 11, 14, 17, 22] and references therein). We start with lower and upper estimates for H ξ . 
where A depends only on Ω.
Proof. It is enough to show that for |x − y| < r < |x − ξ|/2,
If |x − y| ≤ δ Ω (x)/2, then we have by (2.1)
. Hence (5.5) holds in this case. If |x − y| ≥ δ Ω (x)/2, then we have by (2.1) and (2.2)
since |y − ξ| ≥ r. Thus the lemma is proved.
Lemma 5.5. Let r > 0 and ξ ∈ ∂Ω. Then, for |x − y| ≥ r,
Proof. By (2.1) and (2.2), we have
since Ω is bounded. Thus the lemma follows.
Obviously, if ϕ ∈ K ξ (Ω), then (5.2) and (5.3) imply that for sufficiently small δ > 0,
Proof. Let 0 < δ < r/2 be small and let us cover Ω by finitely many balls B(x j , δ), where
. By Lemma 5.4 and (5.6), we obtain
Also, this and Lemma 5.5 give
Combining this and (5.6), we obtain ϕ K ξ (Ω) < ∞.
Proof. Let x ∈ Ω and r > 0. Then, by (5.6) and Lemma 5.5,
In view of Lemma 5.6, we obtain the required property.
The proofs of Theorems 5.1 and 5.2 are similar to each other. We give the proof only for Theorem 5.1. For λ > 0, we let A 5 δ Ω (y) |y − ξ| n )
whenever 0 < λ ≤ (3 − 2 V K ξ (Ω) )/(4A 5 ).
Remark 5.8. If f satisfies (A3') instead of (A3), then
H ξ (x, y)ϕ(y),
Let T λ (W λ ) = {T λ w : w ∈ W λ }. 
