On analyzing data of biochemical reaction dynamics monitored by time-resolved spectroscopy, one faces the problem that the concentration time courses of the involved components are not directly observed, but the superposition of their absorption spectra. Furthermore the single spectra are often unknown, because the corresponding reagents cannot be isolated. We propose a method based on Bock's multiple shooting algorithm to estimate the rate constants and individual spectra simultaneously. Applying this procedure to a biochemical reaction we identify the specific rate constants characterizing the reaction dynamics as well as the nonobservable absorption spectra. The results lead to a better understanding of the kinetics of a novel modification reaction which was used as trapping reaction in disulfide bond mediated protein folding reactions.
Introduction
One of the aims of time series analysis is to gain information about a process by fitting a model of ordinary differential equations to the experimentally measured data. If the dynamical variables are not directly observed, one also has to model a suitable observation function connecting the dynamical state variables to the measured data. The estimation of this observation function can provide new insight into additional characteristics of the investigated system. Analysis of data measured by time-resolved optical absorption spectroscopy of a biochemical process illustrates this situation: given some nonlinear reaction dynamics modeled by a system of ordinary differential equations, one measures the temporal evolution of the absorption spectra of the solution. These data are a superposition of the spectral contributions of the reaction partners. While the spectra of the involved educts are usually known from isolated measurements, those of intermediate products often cannot be measured isolatedly. In this context, the nonobservable concentrations represent the dynamical variables and the superposition of the spectra represents the nonparametric observation function connecting the reaction dynamics to the measured absorption data. The task is to estimate the parameters of the differential equation as well as the unknown absorption spectra.
A standard method to analyze such data is to use information at specific wavelengths around the absorption peaks of the individual components. A first approach linearizes the differential equations at t = 0 and uses data of the first time steps to estimate an effective rate constant of the linearized model. An extension uses the full nonlinear model. Both methods discount all the data at other wavelengths. For linear reaction dynamics, Hayashi and Sakamoto [1986] suggested to use data at more wavelengths than components taking part in the reaction. We extend this idea and develop a method for nonlinear dynamics using information at a subset of all measured data. Doing this we are able to estimate not only the underlying dynamical parameters, but also the nonobservable spectra.
In this work we present a detailed analysis of a biochemical reaction which is used for the study of disulfide bond-mediated folding pathways of proteins. The trapping agent melarsen oxide (MEL) is used to trap folding intermediates of proteins which can then be analyzed by mass spectrometry and peptide mapping [Happersberger et al., 1998a; Happersberger & Glocker, 1998 ]. This "static" approach can be extended to a dynamical analysis of the formation or breaking of disulfide bonds by time-resolved optical spectroscopy [Happersberger et al., 1998b] . Here we use experimental data of the reaction with the model peptide glutathione (GSH). We show that our approach is well suited to determine rate constants of individual reaction steps and the optical spectra of transient species which are not observable individually.
The paper is organized as follows: in Sec. 2 we describe the proposed method in general. It is applied to the introduced biochemical model reaction in Sec. 3. The results are presented in Sec. 4.
Methods
Consider a time-continuous, dynamical process described by a nonlinear ordinary differential equatioṅ
(1) Each component of x represents the concentration of one chemical substance taking part in the reaction dynamics. The setting is characterized by an unknown parameter vector θ = (k, x(0)) including the dynamical parameters k, and the initial values x(0).
Information about the process is gained by time-resolved spectroscopy, i.e. at each time t i (i = 1, . . . , N ) the state vector x(t i , θ) is related to the noisy measured multivariate time series {(y ij )} by the product with the spectra at wavelength λ j (j = 1, . . . , M ) of each substance
Each row s(λ j ) of the K × M matrix S contains the spectral contributions of the K components of x(t i ) to the data points y i at the jth wavelength. c(λ j ) is an offset not yet specified and η ij denotes independent normally distributed noise with zero mean and variance σ 2 ij . The aim is to determine those parametersθ and spectraŜ for whichŜx(t,θ) + c is closest to the observed data in a least squares sense. A first method to solve this optimization problem is the initial value approach: the objective function
is minimized with respect to θ and S using a GaussNewton method [Gill et al., 1981] . Given starting guesses for θ and S, one integrates the differential equations numerically and calculates Sx(t i , θ). A numerical optimization algorithm calculates an update step (∆p, ∆S) for the parameters by solving the linearized problem. This procedure is iterated with the new vector until a predefined convergence criterion is satisfied. Applied to nonlinear ordinary differential equations, this naive approach often converges to local minima or even diverges, because the nonlinear dependency of x(t i ) on θ lets the estimated trajectories diverge from the data.
The multiple shooting algorithm, developed by [Bock, 1981] , circumvents this problem by reformulating the task as a multipoint boundary value problem. The fitting interval [0, T ] is partitioned into L subintervals:
For each subinterval [T l , T l+1 ], local initial values x l = x(T l ) are introduced as additional parameters. The dynamical equations are integrated piecewise and the objective functional χ 2 (S, θ) is evaluated and minimized as in the initial value approach. While the dynamical parameters k are unique over the entire interval, the local initial values are optimized separately in each subinterval. This approach leads to initially discontinuous trajectories which are, however, always near the data. The finally estimated trajectory must of course be continuous, i.e. the computed solution at the end of the subinterval l must finally equal the local initial value of the following subinterval l + 1:
Equation (5) are taken into account as equality constraints in the optimization procedure. Since only their linearizations are imposed on the update step, the iterates will generally be discontinuous trajectories. This freedom allows the method to stay close to the observed data, prevents divergence of the numerical solution and reduces the problem of local minima. More details of the mathematical and implementational aspects of the method are given in [Bock, 1981 [Bock, , 1983 . Some applications are given in [Horbelt et al., 2001; Timmer et al., 2000] .
Application to a Biochemical Model Reaction
In this section the presented methods are applied to time-resolved measurements of a biochemical reaction: the trapping agent melarsen oxide [p-(4, 6-diamino-1, 3, 5-triazin-2-yl)aminophenylarsonous acid (MEL)] is able to bridge two cystein residues of a protein which can adopt a disulfide bond in the native structure. The basic reaction steps of this process, i.e. the formation and the stability of the first and the second thiobonds of the bridge are already visible in the reaction of MEL with the tripeptide glutathione (GSH, cf. Fig. 1 ) according to
The reaction: When MEL reacts with GSH, one of the hydroxyl groups is replaced by the sulfur, and water is produced.
the model
The reaction is described by the system of nonlinear ordinary differential equationṡ
where
. MEL and GSH are below called educts, MEL · GSH and MEL · GSH 2 products. The vector k = (k 1 , k −1 , k 2 , k −2 ) T comprises the rate constants, a positive index denotes an on-rate, a negative an off-rate.
Data were obtained by time-resolved optical spectroscopy. The reaction was measured in a stopped-flow device by a single-beam photo meter (see Fig. 2 ). Experiments with initial concentrations of [MEL] 0 = 45 µmol/l, different initial GSH concentrations of around 60 µmol/l, 120 µmol/l, 240 µmol/l and 720 µmol/l and vanishing initial concentrations of MEL · GSH and MEL · GSH 2 were recorded. The length of each measurement is T = 2055 ms, sampled in 5 ms steps. The measured wavelengths range from 240 nm to 350 nm with a resolution of 1 nm. Since the absorption spectra are smooth, they can be described sufficiently by a small subset of wavelengths. Because of observational noise, one should use as much information as possible also from the wavelengths not taken into account. This can be achieved by smoothing the data by a cubic spline. We observed that a spline with 16 knots results in an approximation of the underlying curve which is accurate to within the error bars of the data. Ten of these knots were at equidistant wavelengths from 247 nm to 327 nm. These were evaluated for the dynamical fit. The remaining six knots had to be placed around a knee at 300 nm to obtain an unbiased approximation. The reduction affects an increased numerical efficiency because only a ten-dimensional time series has to be analyzed instead of one with 111 dimensions. Wavelengths with λ > 320 nm were discarded because they were corrupted by additional effects, e.g. bubbles with a different density of the soluted components causing a lower or higher absorption. Moreover data at t > 2055 ms were ignored because they showed systematic drifts not captured by the suggested model. Figure 3 shows a typical dataset.
The transmission I of the UV-light passing a substance with extinction coefficient ε and concentration c in a cuvette with optical pathlength d is The maximum absorption shifts from 270 nm to 300 nm due to a decreasing concentration of the educts MEL and GSH and an increase of the concentration of the products MEL · GSH and MEL · GSH 2 . Contours are plotted in the λ-t-plane to visualize the three-dimensional shape of the data.
described by Beer's law of absorption:
The absorption is defined as A(λ) := log 10 (I 0 (λ)/ I(λ)), where I 0 is a reference measurement without absorbing reagents. This leads to the observation function Eq. (2). The spectra of MEL and GSH, i.e. the columns s 1 and s 2 of the matrix S, are known with high precision from independent measurements of the respective components. The spectra of MEL · GSH and MEL · GSH 2 have to be estimated, because these substances cannot be isolated. Since we have only heuristic ideas of the shape of these spectra, we investigated the dependency of our results on the starting guesses for the spectra. Simulation studies showed that the algorithm converges even without any a priori information about the spectra, i.e. taking a wavelength independent constant as initial guesses. To optimize the computational effort we used the resulting spectra of these fits as starting guesses for the product spectra for all following fits. of the reaction in the mixer and the first observed data point in the cuvette has to be taken into account. Thus the starting point of the reaction has to be estimated. We circumvented this nontrivial problem by fitting the initial MEL · GSH concentration: the time of the first observed data point t = 0 corresponds to the beginning of a reaction with slightly lower concentrations of the educts and a nonvanishing initial concentration of the product MEL · GSH. The offset c(λ j ) accounts for small variations of the true intensity I 0 during every experiment in relation to its reference measurement recorded only once for all experiments. It is modeled by a quadratic function c(λ j ) = a 0 + a 1 · λ j + a 2 · λ 2 j . The standard deviation of the data σ ij is estimated using Rice's method [Rice, 1984] . In order not to overemphasize data with very low estimated errors, we defined a fixed minimum error bound of around 10% of the maximum estimated standard deviation. Figure 4 shows some examples for the estimated standard deviation.
We aim to estimate the underlying rate constants k 1 , k −1 , k 2 , and k −2 and the nonobservable spectra of MEL · GSH and MEL · GSH 2 . To reduce the estimation error and to cover a sufficiently large area of the state space, we performed a multiexperiment fit. In this context, the initial concentrations and offset parameters are fitted individually for each experiment, while spectra and rate-constants are forced to be the same for each group of experiments.
The concentration of the product [MEL · GSH 2 ] scales with the initial concentration of GSH. Therefore one should use initial GSH concentrations of 240 µmol/l and higher to estimate the [MEL · GSH 2 ] spectra accurately. However under these conditions the product MEL · GSH appears only for a short time. Thus, one has to obtain information about the MEL · GSH spectra by using additional experiments with [GSH] 0 around 60 µmol/l, where [MEL · GSH] stays on a high level.
Twelve experiments, i.e. three datasets (a-c) for each of four different initial GSH concentrations (60, 120, 240, 720 µmol/l), were analyzed. We fitted groups of three different concentrations (triples) simultaneously. Using quadruples would have forbidden to discover systematic errors resulting from different initial concentrations. All 4 · 3 3 = 108 possible triples were fitted. To reduce the probability of converging to local minima further, each triple was fitted eight times with different initial guesses of the rate constants. From these replicates the one with the minimum χ 2 was evaluated. An appropriate selection criterion discriminating between reliable results and local minima will be defined in the following section.
For the optimization process we used the multiple shooting algorithm. A simulation study showed, that this method converges to the global minimum twice as often as the initial value approach.
Results
This section presents the estimated rate constants and absorption spectra. As local minima of the objective function always occur when dealing with nonlinear optimization, we had to define a criterion for the goodness of fit to select reliable results for further analysis. For this purpose we plotted the rate constants versus the χ 2 values of the objective function for all 108 fits. Several clusters are noticeable in these plots, as shown in Fig. 5 for the case of k −1 . Two of these can be identified as local minima, one with χ 2 ≈ 40000, the other one with χ 2 > 50000. These were excluded from further analysis. The other clusters each have a consistent estimate of k −1 , while their χ 2 is between 11000 and 17000. Thus we considered these clusters to describe the global minimum. The splitting into four clusters for different initial GSH-concentrations is caused by a slight misspecification of the model that is discussed later. Figure 6 shows the time courses of four representative wavelengths of a fit with a medium χ 2 value of 16466. The first time course shows an increasing absorption during the whole measurement, starting with a zero slope at t = 0 and ending in saturation. The absorption only increases by less than 15%. This fact points to a superposition of the spectra of the educts and products cancelling their contributions at this wavelength: the initial concentrations of the educts decline overlaid by the increasing concentrations of the products. The upper right time course corresponds to a wavelength near the maximum of the MEL spectra. This suits to the monotonous decline of the absorption. The third time series shows a steep ascent at t = 0, a saturation after 400 ms and a slight decrease afterwards suggesting the maximum absorption of the first product MEL · GSH lying near the wavelength of this time course. At the fourth time series, the small slope at t = 0 and the steady increase by a factor of seven correspond to the expected course of the MEL · GSH 2 concentration. Thus the spectral contributions of the other components seem to be negligible at this wavelength.
Estimated time courses

Estimated spectra of the individual components
The form of the estimated spectra can be used to check the quality of our method: our nonparametric model of the spectra does not assume any special shape whereas physics postulates smooth spectra. Also, the estimated spectra should be consistent for all different fits. To check this consistency requirement, all spectra are displayed in Fig. 7 . The algorithm yields smooth spectra varying only in a narrow band for different experiments. Furthermore they correspond with the assumptions deduced from the time courses (cf. Sec. 4.1).
With these results it is easy to estimate the shape of the spectra in the original resolution: The observation function Eq. (2) is linear in the spectral parameters S, i.e. when the time courses x(t) are known, the minimization of the objective function Eq. (3) Fig. 7 . Estimated spectra of all multiexperiment fits with χ 2 ≤ 2χ 2 min : MEL · GSH (green), MEL · GSH 2 (red). The scale was gauged by other experiments yielding an extinction coefficient for MEL (blue) at the maximum: ε MEL (λ = 272 nm) = 29300 l/(mol·cm) [Happersberger et al., 1998a] . The algorithm yields smooth spectra varying only in a narrow band for different experiments. Fig. 9 . Estimated values of the (a) on-rates k 1 and k 2 , (b) off-rates k −1 and k −2 . For each rate constant, the estimated values do not vary by more than a factor of two. The variance is small enough to reveal a slight systematic dependency on the initial concentration of GSH.
to a simple matrix inversion for each wavelength. Based on the estimated rate constants, initial concentrations and offsets of the fit with the minimum χ 2 -value, we simulated the time courses of the concentrations of all reaction partners and estimated the spectra. Figure 8 shows these high resolution spectra. It is of note that the maximum of the MEL spectrum appears to be red-shifted in two consecutive steps, from 272 nm to 278 nm upon binding of the first and to ≈ 284 nm upon binding of the second GSH molecule. Furthermore, both shifts are accompanied by a broadening of the absorption band. These effects on the MEL chromophor upon formation of the mono-and bis-cysteinyl products MEL · GSH and MEL · GSH 2 may be interpreted tentatively. Both oxygen ligands of the arsen atom, when replaced by the more electropositive sulphur ligand, contribute replace by an additive red-shift by about 6 nm and replace by a slight broadening of the absorption band. Figure 9 shows the estimated (a) on-rate and (b) off-rate constants plotted versus the combina tion of simultaneously fitted datasets. For each rate constant, the estimated values do not vary by more than a factor of two. The variance is small enough to reveal a slight systematic dependence on the initial concentration of GSH, that was already shown for k −1 in Fig. 5 .
Estimated rate constants
This bias is related to [GSH] 0 in the following way: For experiments with high concentrations of GSH, the initial GSH-concentration tends to be underestimated in relation to the assumed value. However the dynamical model Eq. (7) contains only products of the on-rate constants and the educt concentrations. Thus an underestimation of [GSH] 0 leads to an overestimation of the on-rate constants k 1 and k 2 . As a consequence, Fig. 9(a) shows a slight increase of the on-rate constants for fits containing experiments with high [GSH] 0 . The overestimation of the on-rates may lead to the slight decrease in the off-rates k −1 and k −2 which is visible in Fig. 9(b) . This effect may necessitate extensions to the suggested model and remains to be analyzed in more detail.
For the left-most set of data in Fig. 9 the rate constants are not affected by this bias. Therefore we use the parameters obtained from these 18 fits as best estimates in the following discussion. shows the mean estimates and the standard deviations calculated from their sample variance. The confidence limits calculated from the covariance matrix at the convergence point were much smaller. However, the former are supposed to reflect more realistically the uncertainties arising from varying experimental conditions. From the rate constants we can draw a more detailed description of the overall reaction. The formation of the first MEL · GSH bond (k 1 ) is slightly faster than that of the second (k 2 ) by a factor of about 1.3. This small effect may reflect a steric hindrance of binding of the second molecule of GSH by the first one. The difference in the dissociation rates of the first and the second GSH is more pronounced: the stability of the bis-cysteinyl is tenfold higher than that of the mono-cysteinyl complex. This reflects the selectivity of MEL in modifying bis-cysteinyl residues over modification of single cysteins. This stabilization may originate from noncovalent interactions between the two GSH peptides which contribute to a chelating effect. The stabilization may be even more pronounced in proteins when the tertiary structure provides geometric restriction for the disulfide bond.
Discussion
For the analysis of nonlinear biochemical reaction dynamics by time-resolved optical spectroscopy, a standard method, which is often used, regards the information at specific wavelengths around the absorption peaks of the single components. This approach is intrinsically not able to reveal information about nonobservable absorption spectra. The simple version of this method linearizes the differential equations at t = 0. Using the first time steps of the data this method estimates an effective over-all rate constant of the linearized model, but does not regard the individual on-and off-rate constants. [Griffith, 1980] ; NTCB, pH 7.4 [Degani et al., 1970] ; IAM, pH 8 [MacQuarrie & Bernhard, 1971; Nelson & Creighton, 1994; Oesterhelt et al., 1977] ; NEM, pH 6 [Brubacher & Glick, 1974; Gorin et al., 1966; Oesterhelt et al., 1977] .
Reagent
Reaction Rate 4-Vinylpyridine (VP) (pseudo 1st order) 0.04 s
Starting from the multiple shooting algorithm, we developed a method integrating the full system of nonlinear differential equations during the optimization process. This approach is able to identify the entire set of on-and off-rate constants characterizing the detailed nonlinear model of the reaction dynamics. Based on the idea of considering the absorption spectra as a multivariate nonparametric observation function, we can use nearly all spectral information of the data. This procedure reduces the estimation error in comparison to the standard method. But first of all it allows to estimate the absorption spectra of reaction products, that cannot be isolated and measured individually.
Understanding of protein folding pathways requires the determination of thermodynamic and kinetic properties of folding reactions and the characterization of intermediate structures. In order to analyze intermediates in disulfide bond mediated protein folding reactions it is necessary to modify irreversibly the cysteine thiol groups (trapping) in otherwise transient folding intermediates. Mono-thiol selective modification reagents (Table 2) are widely used in folding [Creighton et al., 1995; Weissman & Kim, 1991] and unfolding [Li et al., 1995] reactions as they quantitatively form stable thiol modified protein derivatives. In order to distinguish reduced cysteinyl residues from such cysteine residues involved in disulfide bonds the reaction rate of the trapping reaction should be significantly higher than the reaction rate of the thiol/disulfide exchange reaction. Reaction rates of intermolecular thiol/disulfide exchange reactions between (low molecular weight) mono thiols, such as GSH, and cysteinyl thiol groups in proteins were assumed in the range of 10-20 M −1 s −1 [Creighton & Goldenberg, 1984; Gilbert, 1997] . Both competitive reactions, thiol/disulfide exchange reaction and cysteinyl thiol modification (Table 2) , showed reaction rates in the same order of magnitude. Therefore, in the absence of a high surplus of trapping reagent disulfide bond scrambling was possible during the trapping reaction [Weissman & Kim, 1991] . In contrast to the mono-thiol selective modification reagents, MEL exhibited several advantageous features that make it particularly useful as a trapping reagent.
We have determined the rates of both the formation and the dissociation of the complexes between MEL and GSH. Our results show that the stability of the bis-cysteinyl complex (dissociation rate k −1 ) is about tenfold higher than that of the mono-cysteinyl complex (dissociation rate k −2 ). This further emphasizes the ability of MEL to rapidly and selectively modify those cysteins of a protein which are arranged in pairwise close contact during a certain folding state of a protein. The approach of dynamical estimation is sensitive enough to discover a slight bias of the results for high GSH concentrations. This misspecification of the model remains to be studied in terms of slight extensions either of the spectral or the dynamical model.
A further result of this work is the identification of the absorption spectra of MEL · GSH and MEL · GSH 2 , i.e. transient species that cannot be isolated and analyzed as pure compounds as they are not stable. This observation also opens the door to distinguish between mono-and bis-cysteinyl modifications of proteins during in vitro folding reactions.
