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We study dressed Bose-Einstein condensates in an atom chip radio-frequency trap. We show that
in this system sufficiently strong dressing can be achieved to cause the widely used rotating wave
approximation (RWA) to break down. We present a full calculation of the atom - field coupling
which shows that the non-RWA contributions quantitatively alter the shape of the emerging dressed
adiabatic potentials. The non-RWA contributions furthermore lead to additional allowed transitions
between dressed levels. We use RF spectroscopy of Bose-Einstein condensates trapped in the dressed
state potentials to directly observe the transition from the RWA to the beyond-RWA regime.
PACS numbers: 03.75.Be, 32.80.Pj, 42.50.Vk
INTRODUCTION
Using external oscillating fields in order to manipu-
late atoms is a well-established experimental technique.
Quantum optics provides a description of such driven
atoms in terms of dressed states [1]. These new eigen-
states contain contributions from both the atom and the
external (dressing) field. Consequently the atomic prop-
erties are altered with respect to the field free case. This
gives rise to effects like the Autler-Townes [2] splitting or
electromagnetically induced transparency [3, 4]. More-
over, the resulting atomic level shift can be utilized for
manipulating the external degrees of freedom. In the op-
tical regime the corresponding light shift is used to build
traps by exploiting spatial intensity modulation of stand-
ing light waves [5]. Microwave adiabatic potentials have
been proposed in [6], and a detuned micro-wave has been
used for trapping ultra cold Cs atoms [7]. In the radio-
frequency (RF) domain the use of dressed Zeeman states
for trapping neutral atoms was first proposed in [8] and
has recently been successfully employed to build complex
traps and interferometers [9, 10, 11, 12, 13]. The dressing
of Zeeman states has also been studied for neutrons [14].
A common approximation which is generally used in
the context of dressed states is the rotating wave approx-
imation (RWA), where during the derivation of the equa-
tions of motion of the dressed system, rapidly oscillating
terms are neglected [1, 15]. This approximation is valid
if the frequency ω of the driving field is near-resonant
with the coupled atomic transition ω0, i.e ω ≈ ω0, and
the Rabi frequency of the driving field ΩR ≪ ω is much
smaller than its oscillation frequency [16].
In this paper, we show that in atom chip RF-traps both
conditions for the validity of the RWA can be violated,
i.e. locally detunings ∆ = ω − ω0 and Rabi frequencies
ΩR become comparable to the driving frequency ω. We
use RF spectroscopy [17] to investigate the dressed states
and compare our data to the RWA calculation and to a
numerically exact calculation in a second quantization
picture. We find significant quantitative deviations from
the RWA for the resulting adiabatic potentials, which is
of relevance to recent experiments [10, 11, 12].
RADIO-FREQUENCY DRESSED ATOMIC
HYPERFINE STATES
In RF dressing of atoms the coupled states are the
Zeeman-shifted magnetic sublevels of an atomic hyper-
fine state [15]. We denote the static magnetic field caus-
ing the Zeeman shift by BS(r). The atomic states are
coupled by an oscillating magnetic field BRF(r)e
iωRFt. In
the dressed state formalism, the total Hamiltonian then
reads
H = µ|BS(r)|Fz + ~ωRFa
†a+ γ
[
BRF⊥(r)a
† + h.c.
]
Fx
+γ
[
BRF‖(r)a
† + h.c.
]
Fz, (1)
with µ = µBgF and γ = µ/(2
√
〈N〉), where µB is Bohr´s
magneton and gF is the Lande´-factor of the considered
hyperfine state. 〈N〉 is the average photon number of
the dressing field, F is the operator of the total atomic
spin, and BRF⊥(r), BRF‖(r) are the complex amplitudes
of the RF field components perpendicular and parallel
to the static field vector. a† is the creation operator for
quanta of the RF field.
The first term of the Hamiltonian describes the Zee-
man shift of the atomic levels in the static field, while
the second term accounts for the energy of the RF field.
The coupling between the atomic levels and the dress-
ing field is established by the third and the fourth term.
The latter involves only components of BRF(r) that os-
cillate parallel to the static field and can be neglected if
2|µBRF‖(r)| ≪ ~ω [18].
In order to study the non-RWA effects we diagonalize
the full Hamiltonian (1) numerically for F = 2 in the
basis spanned by the bare states {|mF,△N〉}, where mF
is the magnetic quantum number of the atomic level and
△N = N−〈N〉, withN being the number of RF photons.
The RF field is best described by a coherent state, i.e. a
superposition of number states with a poissonian distri-
bution around 〈N〉. We are not interested in the change
of the RF field during the coupling and assume 〈N〉 to be
large. Therefore we use N + 1 ≈ N and only consider a
small number of photon states centered around the mean
photon number [19].
Under this assumption, that the RF field can be
treated as a classical field, the dressed state formalism
including the non-RWA terms is equivalent to the theory
of Floquet states, as shown in [20]. In this semiclassical
approach the quantization of the RF field is not explic-
itly included, but the Floquet states can be interpreted as
quantum states containing a definite, very large, photon
number. For our numerical calculation, we choose the
dressed state picture, as it yields a more obvious connec-
tion to existing RWA treatments of the system [8, 21, 22].
It is convenient to group the bare states into manifolds
{|mF, κ− sgn(gF)mF〉} , (mF = −F, ..., F ) which are de-
noted by the number κ. How many manifolds are re-
quired for the calculation depends on the strength of the
off-resonant contributions to the coupling term in Hamil-
tonian (1), which introduce a coupling between manifolds
with |κ− κ′| = 2. In the numeric calculations we include
25 manifolds (△N = −12, ..., 12) to avoid numerical ar-
tifacts.
Considering only a single κ-manifold of bare states in
the diagonalization is equivalent to applying the RWA,
in which case the resulting potentials take on the well
known form [22]
VRWA(r) = m˜F sgn(µ)
√
∆2(r) + Ω2(r) (2)
with the detuning ∆(r) = |µ||BS(r)| − ~ω and the Rabi
frequency Ω(r) = µ
2
|BRF⊥(r)|. In this case, the result-
ing dressed states can be grouped in manifolds |m˜F, (κ)〉,
where m˜F = −F, ..., F is the effective magnetic quantum
number of the dressed states. These manifolds can be
characterized by a single κ, because in the RWA case each
dressed state only contains contributions of bare states
from one κ manifold.
This is no longer true if the off-resonant terms become
significant. Then each dressed state becomes a superpo-
sition of bare states from many manifolds. Still, for the
coupling strengths considered here, it remains possible to
identify groups of five dressed states each, with effective
quantum numbers m˜F. We will use this notation also to
label the dressed states obtained from the full calcula-
tion.
FIG. 1: (a) Schematic of the experimental setup. The central
100µm wide wire creates a static magnetic trap, which dis-
tance to the chip surface can be controlled by the wire current
and the external bias field strength. For the experiments de-
scribed here, the trap is positioned directly below the wire at
a distance of d = 110µm from the chip surface. AC currents
of 5...60 mA are applied to the 10µm wide outer wires. The
center-to-center distance between the central wire and the
RF wires is 115µm. The amplitudes of the resulting dressing
fields are 0.1...0.7 G at the static trap center. (b) Comparison
of potentials obtained using the RWA (dashed lines) and the
full calculation (solid line) for two different strengths of the
dressing field (IRF = IA = IB = 50 and 60 mA).
THE EXPERIMENT
To experimentally realize the RF potentials we use a
three wire atom chip setup as shown in Fig. 1a. We pre-
pare Bose-Einstein condensates (BECs) of ∼ 104 87Rb
atoms in the |F = 2,mF = 2〉 state in a standard Z-wire
Ioffe-Pritchard micro trap formed by a DC current in
the central wire and a homogeneous bias field [23]. Our
scheme of producing BEC in this trap is described in
[24]. To create the RF dressing field, AC currents with
frequency ωRF and amplitudes IA and IB are applied to
two additional wires on the atom chip, one on each side
of the Z-shaped wire (Fig. 1a). The total dressing field
reads
[
BA(r) +BB(r)e
iδ
]
eiωRFt, where δ is the phase
shift between the two RF currents. This field configu-
ration allows the realization of versatile RF potentials,
for example a rotated double well or a ring shaped trap
[11, 21].
In the experiments described here, the two RF currents
are always equal IA = IB = IRF, while the phase shift
is set to δ = pi and the frequency to ωRF = 2pi × 600
kHz. The parameters of the static trap are chosen such
that ω⊥ = 2pi × 3 kHz and ω‖ = 2pi × 20 Hz. The trap
center is positioned 115 µm away from the chip surface.
The Larmor frequency of the trapped atoms at the trap
minimum is ωL = 2pi × 650 kHz, so that the minimal
detuning is 50 kHz. The resulting dressed potential is a
symmetric, horizontal double well, with the well separa-
tion and the barrier height being controlled by IRF (Fig.
1b).
To calculate the beyond-RWA dressed RF potential of
this configuration, we insert the static magnetic field BS
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FIG. 2: Level scheme of the RF dressed states of the dou-
ble well potential for IRF = 60 mA. Five levels associated
with one κ-manifold are shown in bold lines. Different man-
ifolds (indicated by color and linestyle) completely overlap
for this coupling strength. The arrows mark the transitions
induced by the ”tickling” field, with the dashed arrows in-
dicating those predicted by the RWA calculation. The full
calculation leads to additional allowed transitions, indicated
by the solid arrows (only the three energetically lowest are
shown). Due to the symmetry of the potential, atoms are
removed from both potential minima simultaneously.
of the Z-wire trap and the complex amplitude BRF(r) =
BA(r) + e
iδ
BB(r) of the combined RF fields into the
Hamiltonian (1) and perform the diagonalization. We ob-
serve that although qualitatively the potentials are simi-
lar, both the splitting distance and the barrier height are
modified quantitatively (Fig. 1b). The latter is changed
by more than a factor two for the largest RF dressing
fields we have studied. This is of importance for current
RF double well experiments, since the tunneling rate be-
tween the wells depends exponentially on the potential
barrier [25].
Fig. 2a shows the dressed state level structure for
an RF current of IRF = 60 mA. Five levels, which
are associated with a single κ and quantum numbers
m˜RF = −2, ..., 2 are highlighted. It can be seen that
different manifolds completely overlap, making a clear
separation impossible.
RF SPECTROSCOPY OF DRESSED STATES
Experimentally, measuring the changes of the well sep-
aration and the potential barrier precisely is difficult.
The well separation has to be inferred from interference
patterns, which is complicated by atom-atom interaction
during the expansion of the interfering BECs [10]. The
potential barrier could be measured by observing tun-
neling between the wells [26]. We investigate the mod-
ification of the RF dressed states due to the beyond-
RWA contributions by performing a spectroscopic mea-
surement [17]. We measure the energy difference between
dressed states by irradiating the dressed BEC with an ad-
ditional weak RF ”tickling” field Bspec(r)e
iωspect [27]. If
this field is resonant with the dressed state level spacing,
transitions to untrapped states are induced. This results
in trap loss, which is the signature for a resonance.
We calculate the allowed transitions using time-
dependent perturbation theory, writing the operator of
the spectroscopy field as Bspec(r) · F. This approach
is valid only if the spectroscopy field does not deform
the dressed states. In our experiments, we use Bspec ≈
10−3 × BRF. We verified experimentally that this treat-
ment is justified by repeating our spectroscopy measure-
ments with a doubled amplitude Bspec and observed no
measurable difference in the transition frequencies.
When calculating the transition matrix, we observe
that non-vanishing elements only occur if |m˜′F − m˜F| =
0, 1. This means, that although the dressed states are
superpositions of all involved bare states, a selection rule
similar to the case of RF-transitions between undressed
states exists. This differs for example from spontaneous
decay in optical dressing, where transitions between all
dressed states can occur [28].
If the RWA is applied to calculate the dressed states,
only transitions with |κ′ − κ| = 0, 1 occur, resulting in a
total of three allowed transitions (dashed arrows in Fig.
2). This is due to the fact that the RWA dressed states
only contain contributions from bare states of a single
κ-manifold and that the spectroscopy operator does not
act on the photon quantum number of the bare states.
In contrast, the full numerical calculation predicts higher
order transitions to occur. This is because bare states
with different κ contribute to each dressed state. This
leads to a chain of allowed transition frequencies given
by νtrans = nωRF/(2pi)±Ω, where n = 0, 1, 2, ... and Ω is
the energy difference between dressed states within one
κ-manifold (solid arrows in Fig. 2) [29]. The calculated
transition rates strongly depend on the amplitude of the
dressing field. For increasing RF coupling, the higher or-
der transitions become stronger. Additionally, the maxi-
mum transition rate is no longer located at n = 0 but at
higher n. For our parameters, at IRF = 60 mA the n = 2
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FIG. 3: (a) Frequency scans for increasing RF dressing cur-
rent IRF in the range corresponding to the lowest lying tran-
sition. The signature of a transition is the loss of atoms from
the trap. Each data point is the average of the observed atom
number of 5 − 10 experiments with identical parameters, re-
ducing the signal noise due to shot-to-shot fluctuations of the
atom number. The slightly asymmetric shape of the observed
atom loss signal is due to the finite size and temperature of the
probed BECs, which has to be considered in the determina-
tion of the resonance frequency. The position of the resonance
shifts to higher frequency with the RF current, as expected.
(b)Similar scans of the frequency range corresponding to the
crossing of the 3 × ωRF/(2pi) + Ω and the 4 × ωRF/(2pi) − Ω
non-RWA transitions at large RF currents. It can be seen that
for the same spectroscopy time tspec = 100 ms and tickling
field amplitude the lower transition rates of these resonances
result in weaker atom loss. Specifically, the 4×ωRF/(2pi)−Ω
only becomes discernible for sufficiently large dressing fields.
transition is strongest.
The experimental procedure for performing the spec-
troscopy is as follows: After transferring a BEC from the
static trap into the RF potential, we switch on the weak
spectroscopy field for a time tspec = 100 ms at frequency
νspec, while all other parameters are held constant. This
field is generated by an AC current of 0.1 mA applied to a
macroscopic wire 1.2 mm below the atom chip (Fig. 1a).
After the spectroscopy time we switch off all fields and
measure the number of atoms by taking a time-of-flight
absorption image of the released cloud. Between exper-
iment cycles we vary νspec and search for frequencies at
which we observe atom loss.
RESULTS
Figure 3 shows two sets of such scans at frequencies
corresponding to the n = 0 transition at low RF currents
(fig. 3a) and to the crossing of the 3×ωRF/(2pi)+Ω and
the 4×ωRF/(2pi)−Ω non-RWA transitions (fig. 3b). For
given spectroscopy time tspec and tickling field amplitude,
the observed atom loss is directly proportional to the
transition rates. It can be seen that the 4×ωRF/(2pi)−Ω
resonance only becomes strong enough to cause measur-
able loss of atoms for large RF currents. The observed
transition rates are in good agreement with our numerical
results.
In the exact determination of the resonance frequency
and the comparison to calculations, the finite tempera-
ture and extension of the BEC and its gravitational sag
in the potential have to be considered. Taking all er-
rors into account we determine νtrans with an accuracy
of ∼ 1 kHz in the case of the n ≤ 2 resonances, which
are used for the comparison with the RWA calculations
in the following. To achieve the same accuracy for the
weaker higher order transitions, the spectroscopy time
tspec has to be increased.
The RF spectroscopy can also be used for evaporative
cooling in the RF potentials, by sweeping νtrans above a
resonance, as experimentally demonstrated in [11], and
theoretically analyzed in[30]. We have efficiently cooled
thermal ensembles to degeneracy using various RWA and
non-RWA transitions. Additionally, we have selectively
evaporated atoms from one side of an asymmetric double
well.
In Fig. 4 the result of a complete spectroscopy scan
between 0 and 2.2 MHz for RF currents IRF = 0...60 mA
is shown. In this scan the appearance of beyond-RWA
effects for strong coupling fields can be seen. For low RF
currents (small dressing field) we observe three transition
frequencies, as predicted within the RWA. The non-RWA
transitions are too weak to remove atoms from the trap
in the spectroscopy time. The measured transition fre-
quencies are in good agreement with those obtained by
the RWA calculation, as can be seen in Fig. 4b. For
larger amplitudes of the dressing field, we observe addi-
tional transitions at higher frequencies, as predicted by
the full calculation.
Furthermore, we observe a Bloch-Siegert shift of the
transition frequencies from the RWA calculations (Fig.
4c) [31, 32], which is also in excellent agreement with the
full calculation. For the strongest coupling realized, this
shift is on the order of 10 kHz, which is one order of mag-
nitude larger than the precision of our measurement. We
verify that this effect is indeed a beyond-RWA effect and
cannot be ascribed to an uncertainty of our experiment
parameters. To this end we independently fit the RWA
model to the data, using the field amplitudes as free pa-
rameters. This model fails to reproduce the shift of the
resonance crossing while at the same time yielding good
agreement with the observed resonances for small RF cur-
rents. It has to be emphasized that we measure the shift
on the energy difference between two dressed states, the
absolute deviation between RWA and full calculation for
individual dressed states is larger (Figure 1b).
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FIG. 4: (a) Observed resonances between 0...2.2 MHz for
IRF = 0...60 mA. The numerically calculated transition fre-
quencies are shown as blue lines. It can be seen that for
low IRF only three transitions are observable (red points).
For higher RF currents additional resonances appear (blue
squares). The error bars are smaller than the markers for all
shown data points. (b) Zoom ins into the two grey-shaded
regions of plot (a). Both the numerically calculated transi-
tion frequencies (solid line) as well as those obtained from
the RWA calculations are plotted (dashed line). For low RF
amplitudes the RWA is in good agreement with the full cal-
culation and both agree well with our measurements (left).
At higher RF amplitude the non-RWA terms lead to a shift
of the resonances which can be measured by the RF spec-
troscopy (right).
CONCLUSION
In conclusion, we have shown that RF dressed atoms in
an atom chip trap are an ideally suited model system for
studying effects beyond the RWA. It allows one to access
both regimes in which the RWA breaks down, the realiza-
tion of large coupling as well as (locally) large detuning
compared to the resonance frequency. We found that in
recent atom chip interference experiments [10, 11, 12] the
RF coupling can get strong enough for beyond-RWA ef-
fects to become significant. A full calculation of the cou-
pling becomes necessary for an accurate description of
the adiabatic RF potentials. We experimentally verified
the modifications beyond the RWA by carrying out RF
spectroscopy on dressed BECs. We find that, beyond the
transitions obtained in the RWA, additional higher order
transitions occur, as predicted by a full calculation. The
observed transition frequencies are in excellent agreement
with the numerical results, while there is a clear devia-
tion from the RWA. An improved accurate knowledge of
the adiabatic potentials is very important in current ex-
periments employing RF induced double well potentials,
especially for the inferred tunnelling rates. Additionally
the RF ”tickling” field can be used for efficient evapo-
rative cooling of RF dressed atoms, greatly enhancing
the flexibility of RF potentials, allowing for example the
study of coherence properties of independently created
BECs [11].
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