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We derive a complete classification of Floquet phases of interacting bosons and fermions withU(1) symmetry
in two spatial dimensions. According to our classification, there is a one-to-one correspondence between these
Floquet phases and rational functions pi(z) = a(z)/b(z) where a(z) and b(z) are polynomials obeying certain
conditions and z is a formal parameter. The physical meaning of pi(z) involves the stroboscopic edge dynamics
of the corresponding Floquet system: in the case of bosonic systems, pi(z) = p
q
· p˜i(z) where p
q
is a rational
number which characterizes the flow of quantum information at the edge during each driving period, and p˜i(z)
is a rational function which characterizes the flow of U(1) charge at the edge. A similar decomposition exists in
the fermionic case. We also show that p˜i(z) is directly related to the time-averaged U(1) current that flows in a
particular geometry. This U(1) current is a generalization of the quantized current and quantized magnetization
density found in previous studies of non-interacting fermionic Floquet phases.
I. INTRODUCTION
In recent years, it has become evident that periodically
driven (“Floquet”) quantum many-body systems can exhibit
a rich array of physical phenomena[1, 2]. These phenomena
are particularly clear in Floquet systems that are many-body
localized[3–7]. Floquet systems of this kind are special in
that they do not thermalize or thermalize very slowly. As a
result, they can display interesting dynamical behavior over
long time scales, unlike generic interacting Floquet systems
which absorb energy from the drive and ultimately heat up to
infinite temperature[8–10].
Once we specialize to many-body localized Floquet sys-
tems, it is possible to define a notion of a Floquet “phase” – i.e.
an equivalence class of Floquet systems with the same qual-
itative properties[1, 11–16]. In fact, there are several ways
to define this concept (see Appendix A). The definition we
will use in this paper is that two Floquet systems belong to
the same phase if it is possible to construct a spatial bound-
ary between the two systems that is many-body localized and
preserves all relevant symmetries.1
An interesting example of a Floquet phase is the two di-
mensional (2D) “SWAP circuit” introduced in Refs. 17 and
18. SWAP circuits are Floquet systems that can be constructed
out of either bosonic or fermionic degrees of freedom living
on the sites of the square lattice. The most important property
of these systems is their edge dynamics: when a SWAP circuit
is defined on a finite lattice with a boundary, one finds that the
lattice sites near the edge undergo a unit translation during
each driving period. Using this edge dynamics, Refs. 17 and
18 argued that SWAP circuits are examples of non-trivial Flo-
quet phases, independent of any symmetry.
Going a step further, Ref. 17–19 derived a complete classi-
fication of 2D Floquet phases without symmetry. According
to this classification, every Floquet phase is uniquely labeled
by a single number that quantifies the flow of quantum infor-
mation at the edge[20]. In the case of bosonic phases, this
number – which is based on the “GNVW index” of Ref. 21 –
can take any positive rational value p/q. Likewise, fermionic
1 We explain this definition in more detail in Sec. III below.
Floquet phases are labeled by numbers of the form
√
2
ζ
p/q
with ζ = 0, 1.
The goal of this paper is to obtain a similarly systematic
understanding of 2D Floquet phases with a U(1) symmetry.
Floquet phases of this kind were studied previously by sev-
eral groups. In one line of research, Ref. 22–24 showed the
existence of nontrivial U(1) symmetric Floquet phases built
out of non-interacting fermions. Refs. 25 and 26 found sim-
ple physical signatures of these phases involving quantized
currents and quantized magnetization densities, and Ref. 27
argued that these phases are stable to weak interactions. In
another line of work, Ref. 28 reproduced some of these results
from the field theory perspective using the Keldysh formalism,
and also derived invariants for certain strongly interacting sys-
tems.
An important question raised by this body of work is
whether new types of U(1) symmetric Floquet phases can be
realized in general interacting systems. Another question is
whether there exists a more general invariant that unifies the
quantized current and magnetization density of Ref. 25 with
the GNVW index.
In this paper we address these and other questions by de-
riving a complete classification of 2D U(1) symmetric Flo-
quet phases of interacting bosons and fermions. According
to our classification, there is a one-to-one correspondence
between Floquet phases of this kind and rational functions
pi(z) = a(z)/b(z), where a(z) and b(z) are polynomials
obeying certain conditions and z is a formal parameter. Our
invariant pi(z) contains two different pieces of information
about the corresponding Floquet phase: in the case of bosonic
systems, pi(z) = pq · p˜i(z) where pq is the previously discussed
GNVW index which characterizes the flow of quantum infor-
mation at the edge, and p˜i(z) is a new invariant which charac-
terizes the flow of U(1) charge at the edge. In the fermionic
case the invariant has a similar structure but with the bosonic
index pq replaced by its fermionic counterpart,
√
2
ζ p
q .
In addition to our classification results, we also discuss the
physical signatures of these U(1) symmetric phases. In par-
ticular, we show that upon substituting z = eµ where µ is a
chemical potential, our invariant p˜i(z) is directly related to the
time-averaged U(1) current that flows in a particular geome-
try. TheU(1) current that flows in our setup is a generalization
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2of the quantized current and magnetization density introduced
in Ref. 25.
We derive our classification using the same approach as
Ref. 17 and 19. First, we use a bulk-boundary correspondence
argument to map our classification problem onto a simpler
problem of classifying 1D U(1) symmetric locality preserv-
ing unitaries (LPUs). We then solve the latter problem with
the help of the powerful mathematical machinery developed
by Ref. 21.
We note that some of our results were anticipated by
Ref. 29, which proposed invariants for classifying 1D LPUs
with continuous and discrete symmetries. Our work is also
connected to Ref. 30, which discussed the classification of 1D
matrix product unitaries with discrete symmetries.
The rest of the paper is structured as follows: in Sec. II
we preview our results with a simple example of a U(1) sym-
metric Floquet phase. In Sec. III, we explain our definition
of Floquet phases and we review the connection between the
classification of 2D Floquet phases and 1D LPUs. In Sec IV,
we present our classification result in the case of bosonic sys-
tems and we illustrate it with several examples in Sec. V. In
Sec. VI, we define our invariant pi(z) and in Sec. VII, we de-
rive our (bosonic) classification result. In Sec. VIII, we show
that the invariant p˜i(z) is directly related to the U(1) current
that flows in a particular geometry. In Sec. IX, we extend
our classification to fermionic systems. Finally in Sec. X, we
discuss the relationship between our classification and the co-
homology classification of Floquet symmetry protected topo-
logical (SPT) phases[12–16, 31]. We discuss some remaining
questions and extensions in Sec. XI. Technical details and ad-
ditional proofs can be found in the Appendices.
II. PREVIEW: EXAMPLE OF A U(1) SYMMETRIC
FLOQUET PHASE
We begin with an example that illustrates some of our main
results. This example is based on the “SWAP circuit” intro-
duced in Refs. 17 and 18, so we begin by reviewing this cir-
cuit. Consider a spin system with d-state spins located on
the sites of the square lattice. The Hamiltonian H(t) is pe-
riodic with period T and with the following structure: for
0 ≤ t ≤ T/4, we turn on a two-spin interaction on all the
“1” (green) bonds in Fig. 1, where this interaction is chosen
so that it generates a SWAP gate on each pair of spins. Then
for T/4 ≤ t ≤ T/2, we turn on a two-spin interaction on all
the “2” (red) bonds, again implementing a SWAP gate on the
corresponding pairs of spins. We then repeat this for the “3”
(blue) bonds for T/2 ≤ t ≤ 3T/4, and the “4” (purple) bonds
for 3T/4 ≤ t ≤ T .
To understand the dynamics of the SWAP circuit, consider
the Heisenberg evolution of a (single site) spin operator dur-
ing a period T . In the bulk, each single site spin operator
undergoes four swaps, ultimately returning to its original po-
sition; it follows that the Floquet unitary acts like the identity
operator in the bulk. On the other hand, at the edge, the spin
operators undergo a translation (Fig. 1). (More precisely, the
spins on one sublattice undergo a two site translation, while
1
FIG. 1. The four steps of the SWAP circuit. Each step
involves a set of disjoint SWAP gates, along the bond type
1 (green), 2 (red), 3 (blue), or 4 (purple) indicated above. After all
four steps, the spin operators in the bulk return to their original posi-
tions, while the spins on the edge are translated by a unit cell.
the spins on the other sublattice are left alone. All together
this corresponds to a unit translation with a two site unit cell).
The above edge translation is significant because it is
“anomalous”: it cannot be generated by a strictly one dimen-
sional local Hamiltonian. Starting from this observation, one
can argue that the SWAP circuit belongs to a nontrivial Flo-
quet phase, i.e. a different phase from the trivial Floquet sys-
tem H(t) = 0. According to the classification of Refs. 17
and 18, 2D Floquet phases without symmetry are labeled by
rational numbers p/q; in this classification scheme, the SWAP
circuit is labeled by p/q = d while the trivial phase is labeled
by p/q = 1.
With this background we can now present an example of a
Floquet phase protected by U(1) symmetry. Consider a 2D
square lattice with a four state spin on each site. Suppose
that the four states on each site carry U(1) charges 0, 1, 2, 3
respectively. This structure can be summarized by a 4 × 4
charge matrix Q:
Q =
0 0 0 00 1 0 00 0 2 0
0 0 0 3
 (2.1)
Notice that Q can be decomposed as a sum of the form
Q = Q1 ⊗ 1+ 1⊗Q2 (2.2)
where 1 denotes the 2× 2 identity matrix and where
Q1 =
(
0 0
0 1
)
Q2 =
(
0 0
0 2
)
(2.3)
This decomposition implies that we can factor each four state
site into 2 two-level systems describing hard core bosons car-
rying charge 1 and charge 2 respectively. We then consider a
3Floquet system which performs a SWAP circuit on the charge
2 bosons, and another SWAP circuit on the charge 1 bosons
but with the opposite chirality (i.e. steps 1-4 reversed). Dur-
ing each period, the two types of bosons will undergo (edge)
translations in opposite directions.
The above Floquet system has nontrivial charge flow on the
edge, so one might suspect that it is non-trivial. Indeed, we
will show that this system belongs to a Floquet phase which
is non-trivial in the presence of U(1) symmetry, but trivial
if this symmetry is broken. More generally, we will show
that U(1) symmetric Floquet phases are classified by rational
functions pi(z) = a(z)/b(z) where z is a formal parameter.
This particular example is labeled by pi(z) = 1+z
2
1+z , which is
distinct from the trivial phase which is labeled by pi(z) = 1.
III. 2D FLOQUET PHASES AND 1D LOCALITY
PRESERVING UNITARIES
In this section we define the concept of a phase in 2D
Floquet systems and we show that the classification of these
phases is closely related to the classification of 1D locality
preserving unitaries. We begin by reviewing these ideas for
2D Floquet systems without any symmetry[17]; we then ex-
plain how the story generalizes to the case with U(1) symme-
try.
A. Review: No symmetry case
1. Definitions
We consider bosonic2 Floquet systems, built out of a two-
dimensional lattice of d-state spins. The Hamiltonian H(t)
can be arbitrary with the only restrictions being (i) H(t) is
local in the sense that it includes only finite-range spin inter-
actions, and (ii) H(t) is periodic in time:
H(t+ T ) = H(t) (3.1)
where T is the period. The stroboscopic dynamics of these
systems is determined by the Floquet unitary, which gives the
time-evolution over one period:
UF = T e−i
∫ T
0
H(t)dt (3.2)
Here T denotes time ordering.
In a typical interacting system, one expects that the strobo-
scopic dynamics described by UF will lead to thermalization
at infinite temperature since energy is not conserved[8–10].
To avoid this fate, we restrict our attention to Floquet systems
in which UF is “many-body localized.” In the present con-
text, this amounts to the requirement that UF can be written
2 See Sec. IX for a discussion of the fermionic case.
as a product of mutually commuting quasi-local unitaries[17].
That is:
UF =
∏
r
Ur, [Ur, Ur′ ] = 0 (3.3)
where each Ur denotes a unitary that is supported within a
distance of ξ of site r (possibly with exponentially decaying
tails) where ξ is a fixed localization length that does not vary
with the system size. We will refer to (3.3) as the “MBL con-
dition”.
We are now ready to define the concept of a Floquet phase:
we say that two (MBL) Floquet systems, HA(t) and HB(t)
belong to the same phase if the 1D boundary between HA(t)
and HB(t) can be many-body localized. More precisely, let
H−A (t) be the restriction of the Hamiltonian HA to the lower
half-plane R− = {r : ry ≤ 0} – that is, H−A (t) contains
all the terms in HA(t) that are supported entirely within R−.
Similarly, let H+B (t) be the restriction of HB(t) to the upper
half-plane R+ = {r : ry > 0} – that is, H+B (t) contains
all the terms in HB(t) that are supported entirely within R+.
We will say that HA(t) and HB(t) belong to the same phase
if there exists at least one choice of “boundary Hamiltonian”
Hbd(t), supported within a finite distance from the x-axis,
such that the composite system with Hamiltonian
Htot(t) = H
−
A (t) +H
+
B (t) +Hbd(t)
has a Floquet unitary UF,tot that obeys the MBL condition
(3.3). We emphasize that we allow Hbd(t) to be arbitrary,
as long as it is local, periodic in time and supported within a
finite distance of the x-axis; the key question is whether there
exists any boundary Hamiltonian Hbd(t) such that UF,tot is
many-body localized.
A few comments about the above definition of a Floquet
phase: first, we should mention that while we have chosen a
particular way to define a Floquet phase, there are other pos-
sible definitions. In general, different definitions may lead to
different classifications. We compare our definition with two
other definitions common in the literature in Appendix A.
Another important comment is that one can make a rough
analogy between Floquet phases and gapped (zero tempera-
ture) phases in stationary systems, by thinking of the MBL
condition (3.3) as the analog of the spectral gap condition.
Following this analogy, our definition of Floquet phases is
similar to defining two gapped systems to belong to the same
phase if the boundary between them can be gapped.
2. Mapping to 1D locality preserving unitaries
One of the most powerful tools for analyzing 2D Floquet
phases is the bulk-boundary mapping introduced in Ref. 17.
This mapping associates a 1D unitary Uedge to every 2D Flo-
quet system H(t). Roughly speaking, Uedge describes the
stroboscopic edge dynamics of H(t).
To define Uedge precisely, let H(t) be a 2D Floquet system
defined in an infinite plane geometry and let H−(t) be the re-
striction of H(t) to the lower half-planeR−: H−(t) contains
4all the terms in H(t) that are supported entirely within R−.
We then define a unitary Uedge by[17]
Uedge = T e−i
∫ T
0
H−(t)dt ·
∏
r∈R−
U†r (3.4)
where the Ur operators are those that appear in the decompo-
sition3
UF = T e−i
∫ T
0
H(t)dt =
∏
r
Ur (3.5)
The unitary Uedge has several important properties. First, it is
supported within a finite distance from the edge ofR−, i.e. the
x-axis. To see this, note that the first term, T e−i
∫ T
0
H−(t)dt
describes the stroboscopic dynamics of the restricted Hamil-
tonian H−(t), while
∏
r∈R− Ur describes the restriction of
stroboscopic dynamics of H(t). These two unitaries must co-
incide except near the edge ofR−, so Uedge is supported near
the edge region.
Another important property of Uedge is that it is “locality
preserving”: that is, for any operator Or acting on site r, the
conjugated operator U†edgeOrUedge is supported within a finite
distance of r up to an exponentially small error term. To see
this, note that T e−i
∫ T
0
H−(t)dt is locality preserving (by Lieb-
Robinson bounds) while
∏
r∈R− U
†
r is also clearly locality
preserving.
Putting this all together, we have constructed a mapping
from 2D Floquet systems H(t) to 1D locality preserving uni-
taries Uedge. Why is this mapping useful for classifying Flo-
quet phases? The reason is the following result: in Ap-
pendix C we show that HA(t) and HB(t) belong to the same
Floquet phase if and only if the corresponding 1D locality pre-
serving unitaries (LPUs) UA,edge and UB,edge differ by a 1D
finite-depth local unitary (FDLU):
UA,edge = UB,edge · (1D FDLU) (3.6)
Here, a 1D FDLU is a unitary that is generated by the time
evolution of a local 1D Hamiltonian over a finite time T , i.e.
a unitary of the form T exp(∫ T
0
H1D(t)dt).
We conclude that the classification of 2D Floquet phases is
equivalent to classifying 1D LPUs modulo 1D FDLUs:4
{2D Floquet phases} ↔ {1D LPUs}{1D FDLUs} (3.7)
3 In principle there could be multiple choices of Ur that obey (3.5), and
different choices could lead to different unitaries Uedge. However, this
ambiguity is not important for our purposes: it follows from the proofs in
Appendix B that different choices of {Ur} lead to the same Uedge up to
composition with a 1D FDLU, and ultimately we will only be interested in
the value of Uedge modulo 1D FDLUs, as we will see below.
4 Here we are using the fact that the mapping between Floquet systems
and equivalence classes of 1D locality preserving unitaries is surjective.
This surjectivity can be demonstrated explicitly using SWAP circuits, as in
Sec. VII B.
3. Classification of 1D locality preserving unitaries
The classification of 1D LPUs modulo 1D FDLUs was
solved by Gross, Nesme, Vogts, and Werner in Ref. 21. The
authors showed that for a d-state spin chain, there is a one-to-
one correspondence between equivalence classes of 1D LPUs
and rational numbers p/q of the form
p
q
= pn11 p
n2
2 · · · pnkk , ni ∈ Z (3.8)
where p1, ..., pk are the prime factors of d. (Note that the ni’s
can be positive or negative integers, so the product on the right
hand side is generally a rational number, rather than an inte-
ger). The authors also showed how compute the rational num-
ber p/q for any 1D LPU U :
p
q
= ind(U) (3.9)
where ind(U) is defined by the explicit formula in Ap-
pendix D. In what follows we will refer to ind(U) as the
“GNVW index.”
An intuitive way to understand this classification result is
that it says that the only non-trivial 1D LPUs are translations
or combinations of translations. Each translation or combina-
tion of translations can be associated with a rational number as
follows: for any combination of translations, the correspond-
ing rational number p/q can be obtained by letting p be the
total dimension of the Hilbert space that is translated in the
positive direction, and q be the total dimension of the Hilbert
space that is translated in the negative direction.
4. Classification of 2D Floquet phases without symmetry
We now have everything we need to derive the classifica-
tion of 2D Floquet phases without symmetry[17]: combining
the GNVW classification of 1D LPUs with the bulk-boundary
correspondence (3.7), it follows that there is a one-to-one cor-
repondence between Floquet phases without symmetry and
rational numbers p/q of the form (3.8). In this paper, we will
apply a similar logic to classify 2D Floquet phases with U(1)
symmetry.
B. U(1) symmetric case
1. Setup
As in the no-symmetry case, we consider bosonic Floquet
systems built out of a two-dimensional lattice of d-state spins.
We assume that each spin transforms in the same way un-
der the U(1) symmetry, and we describe this U(1) symmetry
transformation using a d× d “charge matrix” Q of the form
Q =

q1 0 · · · 0
0 q2 · · · 0
...
... · · · 0
0 0 · · · qd
 (3.10)
5where the qi’s are the U(1) charges of the different spin states.
We will assume without loss of generality that the qi’s are all
non-negative integers and that mini qi = 0.5
In addition to the charge matrix Q, we also find it useful
to define a charge operator Qr associated to each lattice site
r: this operator Qr measures the charge on site r and can be
thought of as a tensor product Qr = Q ⊗ 1 where Q acts on
site r and 1 acts on the other sites. The total U(1) charge is
then given by Qtot =
∑
r Qr.
With this notation, we are now ready to explain our setup.
We consider Hamiltonians H(t) that are local, time-periodic,
and U(1) symmetric, i.e. [H(t), Qtot] = 0. Just as in the case
with no symmetry, we restrict to Floquet systems obeying the
MBL condition (3.3) but with the additional requirement that
each Ur in (3.3) is U(1) symmetric, i.e. [Ur, Qtot] = 0.
Our definition of Floquet phases is similar to the case with
no symmetry: we say that two U(1) symmetric Floquet sys-
tems HA(t) and HB(t) belong in the same phase if the 1D
boundary betweenHA(t) andHB(t) can be many-body local-
ized while preserving the U(1) symmetry. More precisely, let
H−A (t) be the restriction of the Hamiltonian HA to the lower
half plane R− and let H+B (t) be the restriction of HB(t) to
the upper half planeR+. We will say thatHA andHB belong
to the same phase if there exists at least one choice of a U(1)
symmetric boundary Hamiltonian Hbd(t) such that the com-
posite systemHtot = H−A (t)+H
+
B (t)+Hbd(t) has a Floquet
unitary UF,tot that obeys the MBL condition (3.3) where each
Ur in (3.3) is U(1) symmetric.
Note that we can already see that the classification of Flo-
quet phases will depend crucially on the structure of Q. For
example, if Q ∼ 1, then the U(1) symmetry does not lead
to any additional constraints, so the classification of phases in
such systems is the same as in the case without symmetry. In
general, though, the U(1) symmetry makes the classification
finer.
2. Mapping to 1D locality preserving unitaries
As in the no-symmetry case, it is helpful to map each 2D
Floquet system to a 1D edge unitary Uedge. We do this in ex-
actly the same way as before: we define the 1D unitary Uedge
using (3.4). By construction, the unitary operator Uedge is lo-
cality preserving and U(1) symmetric.
By the same logic as in the no-symmetry case, two Flo-
quet systems HA(t) and HB(t) belong to the same Floquet
phase if and only if the corresponding 1D unitaries, UA,edge
and UB,edge, differ by a 1D U(1) symmetric FDLU:
UA,edge = UB,edge · (1D U(1) symmetric FDLU) (3.11)
Here, by 1D U(1) symmetric FDLU, we mean a unitary of the
form T exp(∫ T
0
H1D(t)dt) where H1D(t) is a 1D local, U(1)
symmetric Hermitian Hamiltonian.
5 We do not lose any generality with this assumption since we can replace
Q→ λQ+ c1 without affecting the classification.
Putting this all together, it follows that the classification of
2D U(1) symmetric Floquet phases is equivalent to the classi-
fication of 1D U(1) symmetric LPUs modulo 1D U(1) sym-
metric FDLUs:
{2D U(1) symm. Floquet phases} ↔
{1D U(1) symm. LPUs}
{1D U(1) symm. FDLUs} (3.12)
In this paper we work out the classification on the right hand
side of Eq.3.12, and in this way derive a complete classifica-
tion of 2D U(1) symmetric Floquet phases. We explain our
classification result in the next section.
IV. MAIN RESULT: CLASSIFICATION OF 2D U(1)
SYMMETRIC FLOQUET PHASES
In this section we present our main result: a complete clas-
sification of 2DU(1) symmetric Floquet phases that can be re-
alized using d-state spins with a fixed charge matrix Q (3.10).
In order to explain our result, it is useful to define a gener-
ating function fQ(z) which encodes the eigenvalue spectrum
of Q. Specifically, define
fQ(z) = Tr(zQ) =
d∑
i=1
zqi (4.1)
where z is a formal parameter and q1, ..., qd are the eigenval-
ues of Q. Given our assumption that the qi’s are non-negative
integers and that mini qi = 0, it follows that fQ(z) is always a
non-negative integer polynomial, i.e. a polynomial with non-
negative integer coefficients.
At this point, we should mention a property of fQ(z) which
will play an important role in this paper: fQ(z) is multi-
plicative under tensor product. Suppose H1,H2 are two fi-
nite dimensional Hilbert spaces and Q1, Q2 are the corre-
sponding charge matrices. If we denote the tensor product
byH = H1 ⊗H2, and Q = Q1 ⊗ 1+ 1⊗Q2, then it is easy
to check that
fQ(z) = fQ1(z)fQ2(z) (4.2)
This property is important because it gives a simple criterion
for when a U(1) symmetric Hilbert space can be factored into
two pieces: such a factorization exists if and only if the poly-
nomial fQ(z) can be factored into two smaller polynomials
with non-negative integer coefficients.
We are now ready to state our classification result: the Flo-
quet phases occurring in systems with charge matrix Q are
in one-to-one correspondence with rational functions pi(z) =
a(z)
b(z) with the property that
[fQ(z)]
N1pi(z) = non-negative integer polynomial
[fQ(z)]
N2
pi(z)
= non-negative integer polynomial
(4.3)
6for some integers N1, N2 ≥ 0. Furthermore, two systems
corresponding to pi1(z) and pi2(z) belong to the same phase in
the absence of any symmetry if and only if pi1(1) = pi2(1).
This result deserves a few comments:
1. It is not hard to show that any pi(z) that obeys (4.3) must
be of the form
pi(z) = p1(z)
n1p2(z)
n2 · · · pM (z)nM (4.4)
where p1(z), ..., pM (z) are the prime (irreducible) factors of
fQ(z), and where nj is an integer (which may be positive
or negative) for each j. One way to see this is to multiply
together the two equations in (4.3). This calculation reveals
that the product of the two polynomials appearing on the
right hand side of (4.3) is [fQ(z)]N1+N2 . It follows that every
prime factor of these polynomials must also be a prime factor
of fQ(z). The claim then follows by substituting this prime
factorization into either of the two equations in (4.3).
2. For any Q, Eq. 4.3 always has the solution
pi(z) = fQ(z). We will see below that this solution
corresponds to the SWAP circuit.
3. It is easy to check that the set of pi(z)’s obeying
condition (4.3) is closed under multiplication and inverses,
and therefore forms a group (under multiplication). Fur-
thermore, by property 1 above, the group of allowed pi(z)’s
has at most M generators where M is the number of prime
factors of fQ(z). Also, by property 2, it has at least one
generator. Hence, charge conserving Floquet phases with
charge matrix Q are classified by a group of the form Zm
where 1 ≤ m ≤M .
The above comments suggest a general procedure for de-
termining the classification for a given charge matrix Q. The
first step is to find the prime factors of fQ(z). The next step is
to construct all pi(z) of the form (4.4). Finally, for each pi(z)
of this form, one needs to check whether it satisfies Eq. 4.3.
Once one has found all possible pi(z)’s, we can also read off
the classification in the absence of charge conservation sym-
metry by evaluating the polynomials pi(z) at z = 1. Below
we illustrate this recipe with a few examples.
V. EXAMPLES
A. Q = diag(0, 1)
We begin with the simplest nontrivial example: two-state
spins with a charge matrix Q = diag(0, 1). We wish to find
the classification of Floquet phases built out of such two-state
spins. To do this, we follow the recipe outlined above. First,
we note that fQ(z) = 1 + z, which is prime (i.e. irreducible).
Next, using Eq. (4.4) we deduce that the most general possi-
bility for pi(z) is pi(z) = (1 + z)n. To complete the analysis,
we need to check whether pi(z) = (1 + z)n satisfies condi-
tion (4.3) for each n. Indeed, it is easy to see that (1 + z)n
obeys this condition for all n, so we conclude that the Flo-
quet phases are classifed by rational functions of the form
pi(z) = (1 + z)n, with n ∈ Z. In other words, there is a
Z classification in this case.
Given the above Z classification, the next question is
whether any of the above Floquet phases collapse to the same
phase in the absence of U(1) symmetry. To answer this ques-
tion, we evaluate each pi(z) at z = 1. In particular, since
pi(z = 1) = 2n takes different values for each n, we conclude
that these phases are all distinct even if the U(1) symmetry is
broken.
What is the physical picture for these Floquet phases? As
we will see in Sec. VII B, the two cases pi(z) = (1 + z)±1 can
be realized by SWAP circuits with opposite chiralities. More
generally, pi(z) = (1 + z)n can be realized by a ‘(SWAP)n
circuit’ – i.e. a SWAP circuit, of the appropriate chirality, that
is executed |n| times within each Floquet period.
B. Q = diag(0, 1, 2, 3)
Next we consider the example sketched in Sec. II, where the
local Hilbert space is four dimensional and the charge matrix
is Q = diag(0, 1, 2, 3). Following the same recipe as above,
the first step is to compute fQ(z) which in this case is fQ(z) =
1 + z + z2 + z3 = (1 + z)(1 + z2). Next we note that fQ(z)
has two prime factors so the most general possibility for pi(z)
is pi(z) = (1 + z)n1(1 + z2)n2 . The last step is to check
whether pi(z) = (1 +z)n1(1 +z2)n2 obeys Eq. 4.3. Indeed, it
is easy to check that (4.3) is satisfied for every n1, n2, so the
classification is Z× Z in this case.
To determine whether any of these phases are equivalent in
the absence of U(1) symmetry, we need to evaluate each pi(z)
at z = 1. Observing that pi(1) = 2n1+n2 , we conclude that the
phases with the same n1 +n2 are equivalent in the absence of
U(1) symmetry. In particular, this means that the phase with
pi(z) = (1 + z)−1(1 + z2) is an example of nontrivial U(1)
symmetric Floquet phase that is trivial in the absence of the
symmetry. In other words, the nontrivial properties of this
phase are completely due to U(1) symmetry. This is true for
any phase described by pi(z) with n1 = −n2.
Again, one may ask about the physical realizations of these
phases. For the case pi(z) = (1 + z)−1(1 + z2), we pre-
sented a physical realization in Sec. II: the basic idea is
to factor the four dimensional Hilbert into a tensor prod-
uct of 2 two-dimensional Hilbert spaces with charge matri-
ces Q = diag(0, 1) and Q = diag(0, 2). After this factor-
ization, the Floquet phase can be realized by two decoupled
SWAP circuits, each acting on one of the two-dimensional
Hilbert respectively, but with opposite chiralities. This con-
struction can be straightforwardly generalized to any pi(z) =
(1 + z)n1(1 + z2)n2 .
C. Q = diag(0, 1, 2, · · · , d− 1)
Generalizing the previous two examples, we now consider
the case where the local Hilbert space is d dimensional and the
7charge matrix is Q = diag(0, 1, ..., d − 1). To determine the
phase classification, the first step is to find the prime factors
of the polynomial
fQ(z) = 1 + z + z
2 + · · · zd−1 (5.1)
This prime factorization is known and is given by
fQ(z) =
∏
k|d,k 6=1
φk(z) (5.2)
where the product runs over all k 6= 1 that divide into d, and
where φk(z) denotes the kth cyclotomic polynomial. Given
this factorization, the most general possibility for pi(z) is
pi(z) =
∏
k|d,k 6=1
φk(z)
nk (5.3)
The last step is to determine which of the above pi(z)’s satisfy
Eq. 4.3. This is not obvious, but we show in Appendix E
that in fact all the pi(z)’s of the form (5.3) satisfy Eq. 4.3.
We conclude that the classification ofU(1) symmetric Floquet
phases with Q = diag(0, 1, ..., d − 1) is Znd−1 where nd is
the number of divisors of d.
It is interesting to compare this classification to the case
without symmetry: in the latter case, the classification of Flo-
quet phases with a d dimensional Hilbert space is Znp where
np is the number of distinct prime factors of d. It is easy to
check that nd−1 is strictly larger than np unless d is prime, so
we conclude that the classification of U(1) symmetric phases
is richer than the no-symmetry case – except when d is prime,
in which case the two classifications are the same.
D. Q = diag(0, 2, 3, 5)
Finally we consider an example in which the constraints in
Eq. 4.3 reduce the classification of phases from ZM → ZM˜ ,
where M is the number of prime factors of fQ(z) and M˜ is
strictly smaller than M .
Specifically, we consider Q = diag(0, 2, 3, 5) which corre-
sponds to
fQ(z) = 1 + z
2 + z3 + z5
= (1 + z)(1− z + z2)(1 + z2)
Given this factorization, the most general possibility for pi(z)
is
pi(z) = (1 + z)n1(1− z + z2)n2(1 + z2)n3 (5.4)
We will now show that the only pi(z) that satisfy Eq. 4.3 are
those with n1 = n2, so the classification of phases is Z2 rather
than Z3.
To see this, we substitute (5.4) into the first equation in
(4.3), and rewrite the result as
[fQ(z)]
N1pi(z) =
(1 + z3)N1+n1(1− z + z2)n2−n1(1 + z2)N1+n3 (5.5)
If n2 > n1, then it is easy to see that the right hand side is a
polynomial with negative coefficients (for example, consider
the coefficient of z) so we conclude that n1 ≥ n2. Similarly,
substituting (5.4) into the second equation in (4.3) gives
[fQ(z)]
N2/pi(z) =
(1 + z3)N2−n1(1− z + z2)n1−n2(1 + z2)N2−n3 (5.6)
If n2 < n1, then the right hand side is again a polynomial with
negative coefficients (for large enough N2), so we conclude
that n2 ≥ n1. Combining these two inequalities, we deduce
that n1 = n2. Thus, the allowed pi(z)’s are labeled by two
integers, n1 = n2 and n3, and are of the form pi(z) = (1 +
z3)n1(1 + z2)n3 , as claimed above.
VI. DEFINITION OF pi(z)
We now explain how to compute the rational function pi(z),
given a 2D U(1) symmetric Floquet system H(t). This pro-
cedure can be thought of as the definition of pi(z).
The first step is the construction described in Sec. III B 2:
given any 2D Floquet system H(t) we can construct a cor-
responding 1D unitary Uedge (3.4) that describes the strobo-
scopic edge dynamics of H(t). In what follows, we will de-
note Uedge by U , for brevity.
As we explained in Sec. III B 2, the unitary U is guaranteed
to be locality preserving in the sense that it transforms local
operators into operators that are locally supported with tails
that decay exponentially (or faster). In fact, to state our def-
inition, we will assume that U is strictly locality preserving:
for any operator Or supported on site r, the operator U†OrU
is supported within the interval [r − `, r + `] for some finite
` that depends only on U . We will refer to ` as the “oper-
ator spreading length” of U . We do not expect to lose any
generality with this assumption since we can approximate any
locality preserving unitary with a strictly locality preserving
unitary with arbitrarily small error.
We now explain how to define the rational function pi(z) in
terms of the 1D unitary U . To do this, we first define two other
quantities associated with U : (i) a rational number pq and (ii)
a rational function p˜i(z) with the property that p˜i(1) = 1. We
then define pi(z) as the product
pi(z) =
p
q
· p˜i(z) (6.1)
To complete the story, we need to explain how pq and p˜i(z) are
defined in terms of U . We define pq by
p
q
= ind(U) (6.2)
where ind(U) is the GNVW index that classifies 1D local-
ity preserving unitaries in the absence of symmetry[21]. We
review the definition of ind(U) in Appendix D, but roughly
speaking, ind(U) can be thought of as measuring the quan-
tum information flow associated with the unitary U [20]. In
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FIG. 2. The interval A is indicated by the light grey shaded region.
The unitary U transforms QA = QL + QR into U†QAU = QL +
QR + OL + OR where OL and OR are supported near the left and
right endpoints of A, respectively.
contrast, p˜i(z) characterizes the charge flow associated with
U .
To define p˜i(z), let A = [rL, rR] be any interval with length
rR − rL ≥ 2`− 1 and let QA denote the total charge in A:
QA =
∑
r∈A
Qr. (6.3)
Since U is locality preserving and U(1) symmetric, it is easy
to show that U†QAU −QA is supported near the two ends of
A. More precisely, one can show that (Fig. 2)
U†QAU = QA +OL +OR (6.4)
where OL and OR are operators that are supported within the
intervals [rL − `, rL + ` − 1] and [rR − ` + 1, rR + `] (see
Appendix F for a proof). A similar decomposition to Eq. 6.4
was also used in Ref. [32] in a related context.
Next, choose a point rM in the middle ofA, or more specif-
ically, choose rM so that rL + ` − 1 ≤ rM < rR − ` + 1.
Using rM , we can split A into two disjoint intervals:
A = AL ∪AR (6.5)
where AL = [rL, rM ] and AR = [rM + 1, rR].
Likewise, we can split QA into two pieces: QA = QL +
QR where QL and QR denote the total charge in AL and AR
respectively. Substituting QA = QL + QR into Eq. 6.4, we
obtain:
U†(QL +QR)U = QL +QR +OL +OR (6.6)
Next, we observe that Eq. (6.6) implies that
Spec(QL +QR) = Spec(QL +QR +OL +OR) (6.7)
where Spec(O) is the eigenvalue spectrum of the operator O.
This identity can be written more conveniently using generat-
ing functions:
Tr
(
zQL+QR
)
= Tr
(
zQL+OL+QR+OR
)
(6.8)
where z is a formal variable and where Tr(O) denotes the
trace over the Hilbert space of the whole spin chain.6
6 We can make the trace finite by taking the chain to be finite and periodic.
Now, since QL +OL and QR +OR are supported on non-
overlapping regions, as are QL, QR, Eq. 6.8 implies that
Tr
(
zQL
) · Tr (zQR) = Tr (zQL+OL) · Tr (zQR+OR)
(6.9)
We then rewrite this identity as
p˜iL(z) · p˜iR(z) = 1 (6.10)
where
p˜iL(z) =
Tr(zQL+OL)
Tr(zQL)
p˜iR(z) =
Tr(zQR+OR)
Tr(zQR)
(6.11)
The two functions p˜iL(z), p˜iR(z) can be thought of as char-
acterizing the charge flow associated with U through the left
and right end of A. Likewise, Eq. (6.10) can be thought of as
a kind of conservation law that relates the charge flow through
the two ends of A. Notice that since we trace over the same
number of sites in the numerator and denominator of p˜iL(z)
and p˜iR(z), the two quantities satisfy p˜iL(1) = p˜iR(1) = 1.
At this point we need to address an important subtlety: we
have defined p˜iL(z), p˜iR(z) in terms of OL, OR which are
in turn defined by Eq. (6.4); however, Eq. (6.4) only fixes
OL, OR up to a constant shift of the form
OL → OL + c1, OR → OR − c1. (6.12)
To fix this ambiguity, we choose OR, OL so that the smallest
eigenvalue of both QR +OR and QL +OL is 0. (It is always
possible to do this since the smallest eigenvalue of QR +QL
is 0 by assumption – see Sec. III B 1). With this convention,
OL, OR are completely determined, as are p˜iL(z), p˜iR(z).
We are now ready to define p˜i(z):
p˜i(z) = p˜iR(z) = [p˜iL(z)]
−1 (6.13)
To complete the discussion, we now show that p˜i(z) does
not depend on the choice of the interval A = [rL, rR] or
on the point rM ∈ A that we used to define our partition
QA = QL +QR. This is important because it establishes that
p˜i(z) is a well-defined invariant associated with the locality
preserving unitary U . To prove the first result – i.e. p˜i(z) is in-
dependent ofA – it suffices to show that p˜i(z) does not change
if we move the left or right endpoint, rL or rR. This invariance
follows from Eq. 6.10: indeed, it is clear that p˜iL(z) is inde-
pendent of the choice of rR, while p˜iR(z) is independent of
the choice of rL. Therefore by Eq. 6.10, both quantities must
be independent of both endpoints. To prove the second result
– i.e p˜i(z) is independent of the choice of rM ∈ A – suppose
we replace rM → r′M < rM . Then, QR → QM +QR where
QM =
∑
r′M<r≤rM Qr. Then since the region of support of
QM is disjoint from QR and QR +OR, it is easy to see that
Tr(zQR+QM+OR)
Tr(zQR+QM )
=
Tr(zQR+OR)
Tr(zQR)
(6.14)
so that p˜i(z) does not change under this operation.
Before concluding this section, we now list two important
properties of pi(z) which we will prove in Appendix G. These
properties encode the fact that pi(z) is multiplicative under
both stacking (i.e. tensoring) and composition of unitaries:
91. Stacking: piU1⊗U2(z) = piU1(z)piU2(z)
2. Composition: piU1·U2(z) = piU1(z)piU2(z)
Here, we use the notation piU (z) to denote the value of pi(z)
corresponding to a LPU U . In the first property, U1 ⊗ U2 is
the LPU obtained by stacking (i.e. tensoring) two other LPUs
U1 and U2. Likewise, in the second property, U1 · U2 is the
LPU obtained by composing two LPUs U1 and U2 acting on
the same Q.
A final comment: our definition of p˜i(z) is similar to one of
the “symmetry protected indices” of Ref. 30, which were used
to classify 1D locality preserving unitaries with discrete sym-
metries. In particular, we should compare p˜i(z) to the invariant
defined in Eq. (6) of Ref. 30. If we naively setG = U(1), then
the latter invariant is equivalent to log |p˜i(z)| evaluated along
the unit circle |z| = 1. This quantity carries some, but not all,
the information in p˜i(z) due to the absolute value sign.
VII. PROVING THE CLASSIFICATION
In the previous section, we showed that every one dimen-
sional U(1) symmetric LPU U can be associated with a cor-
responding pi(z). We now establish three properties of this
labeling scheme which, together, imply our classification re-
sult:
1. For any U , the corresponding pi(z) is a rational function
satisfying Eq. 4.3.
2. All rational functions pi(z) satisfying Eq. 4.3 can be re-
alized by some U .
3. piU ′(z) = piU (z) if and only if U ′U−1 is a U(1) sym-
metric FDLU.
To see why these properties imply our classification result,
note that properties (1) and (2) prove that the set of possi-
ble pi(z)’s is exactly the set of rational functions pi(z) =
a(z)/b(z) obeying the conditions in Eq. (4.3). Likewise
property (3) proves that there is a one-to-one correspondence
between equivalence classes of U(1) symmetric LPUs and
pi(z)’s.
We now prove properties (1), (2), and (3) in the next three
sections.
A. pi(z) satisfies Eq. 4.3
In this section we prove property (1) above: we show that
for any 1D U(1) symmetric LPU U , the corresponding pi(z)
is a rational function satisfying Eq. 4.3.
Let ` be the operator spreading length for the (strictly) lo-
cality preserving unitary U . Next, chooseA = [−`+1, `] and
rM = 0 so that
QL =
0∑
r=−`+1
Qr, QR =
∑`
r=1
Qr, (7.1)
We then rewrite the expression (6.11) for p˜iR(z) in a slightly
different form: instead of evaluating the various traces over
the entire spin chain, we evaluate them over a smaller interval
R = [1, 2`] which is chosen so that it contains the region of
support of both QR and QR + OR. The new expression for
p˜iR(z) is then
p˜iR(z) =
TrR(z
QR+OR)
TrR(zQR)
(7.2)
where the symbol TrR(O) denotes the trace of the restriction
of the operator O to the interval R (which is well-defined as-
suming O is supported in R).
Next, consider the numerator and denominator of (7.2). We
claim that the operator QR + OR in the numerator has only
non-negative integer eigenvalues. To see this, observe that
QR + QL has integer eigenvalues, and hence by (6.7), QL +
OL +QR +OR also has integer eigenvalues, that is:
Spec(QL +OL +QR +OR) ⊂ Z (7.3)
We then deduce that
Spec(QL +OL) + Spec(QR +OR) ⊂ Z (7.4)
since QR + OR and QL + OL act on disjoint regions. It fol-
lows as a corollary that the difference λi−λj between any two
eigenvalues λi, λj ofQR+OR must be an integer. Therefore,
since the minimum eigenvalue of QR + OR is 0 by our con-
vention in Sec. VI, we conclude that all the eigenvalues of
QR +OR are non-negative integers, as we wished to show.
Now, since all the eigenvalues ofQR+OR are non-negative
integers, it follows that
TrR(z
QR+OR) = non-negative integer polynomial (7.5)
In fact, we can say more: in Appendix I we use results from
Ref. 21 to show that the restriction of QR+OR to the interval
R can be written, in an appropriate basis, in the form
QR +OR = O ⊗ 1 (7.6)
where O is a matrix of dimension (p/q)d` and 1 is an iden-
tity matrix of dimension (q/p)d`. Here, p/q = ind(U). In
particular, this means that every eigenvalue of QR + OR has
a degeneracy which is a multiple of (q/p)d` so that
TrR(z
QR+OR) =
qd`
p
α(z) (7.7)
for some non-negative integer polynomial α(z).
Moving on to the denominator of (7.2), we observe that
TrR(z
QR) = [fQ(z)]
`d` (7.8)
where the factor of fQ(z)` comes from the interval [1, `]
where QR is supported, while the factor d` comes from the
interval [`+ 1, 2`] where QR acts like the identity.
Putting this all together, we derive
p˜iR(z) =
q
p
α(z)
[fQ(z)]`
(7.9)
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so that
pi(z) =
p
q
p˜iR(z) =
α(z)
[fQ(z)]`
(7.10)
Hence
[fQ(z)]
`pi(z) = α(z) (7.11)
This proves that pi(z) obeys the first condition in (4.3) with
N1 = `.
The second condition follows from almost the same argu-
ment: first, we rewrite the expression for p˜iL(z) as
p˜iL(z) =
TrL(z
QL+OL)
TrL(zQL)
(7.12)
where L is the interval [−2`+ 1, 0].
Next, we note that the eigenvalues of QL + OL are non-
negative integers (by the same reasoning as above) so
TrL(z
QL+OL) = non-negative integer polynomial (7.13)
In fact, using the same arguments as in Appendix I, one can
show that the restriction of QL + OL to the interval L can
be written, in an appropriate basis, in the form QL + OL =
O⊗ 1 where 1 is an identity matrix of dimension (p/q)d`. In
particular, this means that every eigenvalue of QL +OL has a
degeneracy which is a multiple of (p/q)d` so that
TrL(z
QL+OL) =
pd`
q
β(z) (7.14)
for some non-negative integer polynomial β(z).
Moving on to the denominator of (7.12), the same argu-
ments as in (7.8) imply
TrL(z
QL) = [fQ(z)]
`d` (7.15)
Putting this all together, we derive
p˜iL(z) =
p
q
β(z)
[fQ(z)]`
(7.16)
It follows that
pi(z) =
p
q
(p˜iL(z))
−1 =
[fQ(z)]
`
β(z)
(7.17)
Hence
[fQ(z)]
`
pi(z)
= β(z) (7.18)
This proves that pi(z) obeys the second condition in (4.3) with
N2 = `.
B. Constructing a unitary that realizes each pi(z)
In this section, we prove property (2) above: we show that
every pi(z) obeying Eq. 4.3 can be realized by some U(1)
symmetric LPU. Our proof is constructive: we explicitly con-
struct a LPU for each pi(z).
To begin, we note that by Eq. 4.3, there exists non-negative
integers N1, N2 such that
[fQ(z)]
N1pi(z) = α(z),
[fQ(z)]
N2
pi(z)
= β(z) (7.19)
for some non-negative integer polynomials α(z), β(z).
Multiplying these equations together gives
[fQ(z)]
N1+N2 = α(z)β(z) (7.20)
This equation tells us that the polynomial [fQ(z)]N1+N2 can
be factored into a product of two non-negative integer poly-
nomials, α(z), β(z). Such a factorization of polynomials im-
plies a corresponding factorization of Hilbert spaces, as we
explained in Sec. IV. More specifically, let HN1+N2 denote
the Hilbert space for a cluster of N1 +N2 sites. Then
HN1+N2 = Hα ⊗Hβ (7.21)
whereHα andHβ are Hilbert spaces of dimension dα = α(1)
and dβ = β(1), with corresponding charge matrices Qα, Qβ
defined by
Tr(zQα) = α(z), Tr(zQβ ) = β(z) (7.22)
We now use the above factorization to construct the de-
sired LPU. We proceed in two steps. First, we cluster together
groups of 2N1 +N2 sites into supersites with a Hilbert space
H2N1+N2 . We then factor each supersite Hilbert space into a
tensor product
H2N1+N2 = HN1 ⊗Hα ⊗Hβ (7.23)
using (7.21).
Now, consider the LPU that performs a unit translation on
the Hα sites, performs a unit translation on the HN1 sites in
the opposite direction, and that does nothing to the Hβ sites
(Fig. 3). It is easy to see that the corresponding piU (z) is
piU (z) =
α(z)
[fQ(z)]N1
(7.24)
Hence piU (z) = pi(z) by (7.19). This completes the proof:
we have explicitly constructed a 1D U(1) symmetric locality
preserving unitary U that realizes pi(z).
In fact, it is not hard to go a step further and construct a 2D
Floquet system that realizes pi(z). To do that, we again cluster
sites together into supersites H2N1+N2 , which we then factor
as in Eq. 7.23. We then consider a Floquet system that im-
plements a SWAP circuit on the Hα sites and a SWAP circuit
with the opposite chirality on theHN1 sites, and does nothing
to the Hβ sites. By construction, the edge dynamics of this
Floquet system is described by the unitary U , and therefore
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FIG. 3. The protocol for constructing an edge unitary, and therefore
also a 2D Floquet circuit, that realizes a given pi(z): first cluster
together 2N1 + N2 sites and factor them into HN1 ⊗ Hα ⊗ Hβ .
Then the unitary that realizes pi(z) performs a unit translation ofHα
andHN1 in opposite directions and does nothing toHβ .
the invariant corresponding to this circuit is piU (z) = pi(z), as
desired.
For an example of this construction, consider the charge
matrix Q = diag(0, 1, 1, 3, 4, 4). In this case, fQ(z) =
1 + 2z + z3 + 2z4 which has a prime factorization fQ(z) =
(1+2z)(1+z)(1−z+z2). Consider the Floquet phase corre-
sponding to pi(z) = (1− z+ z2). This phase is an interesting
example because it cannot be realized by factoring the single
site Hilbert space into smaller pieces and performing SWAP
circuits on each piece. Instead, one needs to cluster multiple
sites into supersites, and then factor these supersites, as in the
general construction discussed above. To see how this works,
note that the minimal values for N1 and N2 in this case are
N1 = 2 and N2 = 1:
[fQ(z)]
2(1− z + z2) = (1 + 3z + z2 + 4z4)(1 + z3)2
= α(z)
fQ(z)
1− z + z2 = (1 + 2z)(1 + z)
= β(z) (7.25)
Multiplying the two equations together, we conclude that the
Hilbert space describing a cluster of 3 sites, with total dimen-
sion 63, can be factored into a tensor product of two Hilbert
spaces – one of dimension α(1) = 36 and one of dimension
β(1) = 6 – with charge matrices corresponding to α(z), β(z).
To construct the appropriate locality preserving unitary, we
cluster groups of 2N1+N2 = 5 sites into supersites of dimen-
sion 65. We then factor the supersite Hilbert space H5 into a
Hilbert space Hα of dimension 36, a Hilbert space Hβ of di-
mension 6, and a 2-site Hilbert spaceH2 of dimension 62. The
desired locality preserving unitary performs a unit translation
on the 36-dimensional Hilbert space Hα, and a unit transla-
tion with the opposite chirality on the 36 dimensional Hilbert
spaceH2, and does nothing to theHβ sites. This locality pre-
serving unitary can, in turn, be realized by a 2D Floquet sys-
tem that performs a SWAP circuit on the Hα sites, a SWAP
circuit with the opposite chirality on the H2 sites, and does
nothing to theHβ sites.
C. One-to-one correspondence
In this section, we prove property (3) above: we show
that there is a one-to-one correspondence between equiva-
lence classes of one dimensional U(1) symmetric LPUs and
rational functions pi(z). More precisely, we prove the follow-
ing: let U,U ′ be U(1) symmetric LPUs. We will show that
piU ′(z) = piU (z) if and only if U ′U−1 is a U(1) symmetric
FDLU.
1. Modified definitions of locality preserving unitaries and FDLUs
For technical reasons, our proof requires us to use slightly
more restricted definitions of LPUs and FDLUs then the def-
initions presented in Sec. III A 2. Specifically, for the pur-
poses of this proof, we will define a LPU to be a unitary U
that is strictly locality preserving – i.e. a unitary with the
property that, for any single site operator Or, the conjugated
operator U†OrU is completely supported within the interval
[r − `, r + `] for some finite operator spreading length `.
Also, for the purposes of this proof, we define a FDLU to be
any unitary U that can be written as a “finite-depth quantum
circuit.” That is,
U = U (1)U (2) · · ·U (D) (7.26)
where each U (j) of the form
Uj =
{∏
r U
(j)
2r−1,2r even j∏
r U
(j)
2r,2r+1 odd j
(7.27)
where each U (j)r,r+1 acts on two neighboring spins r, r + 1.
Here D is the “depth” of the quantum circuit. Likewise, we
will say that U is a U(1) symmetric FDLU if U can be writ-
ten as a finite-depth quantum circuit in which every unitary
gate U (j)r,r+1 is U(1) symmetric. The above definition can be
thought of as a discrete time analog of the continuous time
evolution definition of an FDLU given in Sec. III A 2. The
advantage of the new definition is that it guarantees that an
FDLU is strictly locality preserving with an operator spread-
ing length ` ≤ D.
2. Proof
To start the proof, we make an observation which simpli-
fies our problem considerably: we observe that, according to
the composition property of pi(z) (see Sec. VI), the condition
piU ′(z) = piU (z) is equivalent to piU ′U−1(z) = 1. Therefore,
the statement we wish to prove can be rephrased as follows:
piU ′U−1(z) = 1 if and only if U ′U−1 is a U(1) symmetric
FDLU. Equivalently, replacing U ′U−1 → W , it suffices to
show that for any U(1) symmetric, locality preserving W , the
corresponding piW (z) = 1 if and only if W is a U(1) sym-
metric FDLU. We now prove the latter statement.
We start with the ‘if’ direction. Suppose that W is a U(1)
symmetric FDLU. We wish to show that piW (z) = 1. The
first step is to note that ind(W ) = 1 since W is a FDLU[21].
Therefore, we only need to show that p˜iW (z) = 1. We will do
this using the definition of p˜i(z) in Sec. VI.
To apply the definition of p˜i(z), we need to choose an inter-
val A and a point rM ∈ A. We choose A to be [−D + 1, D]
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OL
<latexit  sha1_base64=" mpbbHo2YKGzE5r EUu+zoigisDNc= ">AAAB6nicbVBN S8NAEJ3Ur1q/qh 69LFbBU0lE0GPB iwfBivYD2lA220 27dLMJuxOhhP4E Lx4U8eov8ua/cd vmoK0PBh7vzTAz L0ikMOi6305hZX VtfaO4Wdra3tnd K+8fNE2casYbLJ axbgfUcCkUb6BA yduJ5jQKJG8Fo+ up33ri2ohYPeI44 X5EB0qEglG00sN d77ZXrrhVdwayT LycVCBHvVf+6vZ jlkZcIZPUmI7nJ uhnVKNgkk9K3dT whLIRHfCOpYpG3 PjZ7NQJObVKn4S xtqWQzNTfExmNj BlHge2MKA7Nojc V//M6KYZXfiZUk iJXbL4oTCXBmEz /Jn2hOUM5toQyL eythA2ppgxtOiU bgrf48jJpnlc9t +rdX1RqJ3kcRTiC YzgDDy6hBjdQhw YwGMAzvMKbI50X 5935mLcWnHzmEP 7A+fwB7RGNdA== </latexit><latexit  sha1_base64=" mpbbHo2YKGzE5r EUu+zoigisDNc= ">AAAB6nicbVBN S8NAEJ3Ur1q/qh 69LFbBU0lE0GPB iwfBivYD2lA220 27dLMJuxOhhP4E Lx4U8eov8ua/cd vmoK0PBh7vzTAz L0ikMOi6305hZX VtfaO4Wdra3tnd K+8fNE2casYbLJ axbgfUcCkUb6BA yduJ5jQKJG8Fo+ up33ri2ohYPeI44 X5EB0qEglG00sN d77ZXrrhVdwayT LycVCBHvVf+6vZ jlkZcIZPUmI7nJ uhnVKNgkk9K3dT whLIRHfCOpYpG3 PjZ7NQJObVKn4S xtqWQzNTfExmNj BlHge2MKA7Nojc V//M6KYZXfiZUk iJXbL4oTCXBmEz /Jn2hOUM5toQyL eythA2ppgxtOiU bgrf48jJpnlc9t +rdX1RqJ3kcRTiC YzgDDy6hBjdQhw YwGMAzvMKbI50X 5935mLcWnHzmEP 7A+fwB7RGNdA== </latexit><latexit  sha1_base64=" mpbbHo2YKGzE5r EUu+zoigisDNc= ">AAAB6nicbVBN S8NAEJ3Ur1q/qh 69LFbBU0lE0GPB iwfBivYD2lA220 27dLMJuxOhhP4E Lx4U8eov8ua/cd vmoK0PBh7vzTAz L0ikMOi6305hZX VtfaO4Wdra3tnd K+8fNE2casYbLJ axbgfUcCkUb6BA yduJ5jQKJG8Fo+ up33ri2ohYPeI44 X5EB0qEglG00sN d77ZXrrhVdwayT LycVCBHvVf+6vZ jlkZcIZPUmI7nJ uhnVKNgkk9K3dT whLIRHfCOpYpG3 PjZ7NQJObVKn4S xtqWQzNTfExmNj BlHge2MKA7Nojc V//M6KYZXfiZUk iJXbL4oTCXBmEz /Jn2hOUM5toQyL eythA2ppgxtOiU bgrf48jJpnlc9t +rdX1RqJ3kcRTiC YzgDDy6hBjdQhw YwGMAzvMKbI50X 5935mLcWnHzmEP 7A+fwB7RGNdA== </latexit><latexit  sha1_base64=" mpbbHo2YKGzE5r EUu+zoigisDNc= ">AAAB6nicbVBN S8NAEJ3Ur1q/qh 69LFbBU0lE0GPB iwfBivYD2lA220 27dLMJuxOhhP4E Lx4U8eov8ua/cd vmoK0PBh7vzTAz L0ikMOi6305hZX VtfaO4Wdra3tnd K+8fNE2casYbLJ axbgfUcCkUb6BA yduJ5jQKJG8Fo+ up33ri2ohYPeI44 X5EB0qEglG00sN d77ZXrrhVdwayT LycVCBHvVf+6vZ jlkZcIZPUmI7nJ uhnVKNgkk9K3dT whLIRHfCOpYpG3 PjZ7NQJObVKn4S xtqWQzNTfExmNj BlHge2MKA7Nojc V//M6KYZXfiZUk iJXbL4oTCXBmEz /Jn2hOUM5toQyL eythA2ppgxtOiU bgrf48jJpnlc9t +rdX1RqJ3kcRTiC YzgDDy6hBjdQhw YwGMAzvMKbI50X 5935mLcWnHzmEP 7A+fwB7RGNdA== </latexit>
QR
<latexit sha1_b ase64="1so3ndectP3ZoTMj/wEVS rDvJVw=">AAAB6nicbVBNS8NAEJ3 Ur1q/qh69LFbBU0lE0GPBi8dW7Qe 0oWy2k3bpZhN2N0IJ/QlePCji1V/ kzX/jts1BWx8MPN6bYWZekAiujet +O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgU C28H4dua3n1BpHstHM0nQj+hQ8pAz aqz00Ojf98sVt+rOQVaJl5MK5Kj3 y1+9QczSCKVhgmrd9dzE+BlVhjOB 01Iv1ZhQNqZD7FoqaYTaz+anTsm5 VQYkjJUtachc/T2R0UjrSRTYzoia kV72ZuJ/Xjc14Y2fcZmkBiVbLApT QUxMZn+TAVfIjJhYQpni9lbCRlRR Zmw6JRuCt/zyKmldVj236jWuKrWz PI4inMApXIAH11CDO6hDExgM4Rle4 c0Rzovz7nwsWgtOPnMMf+B8/gD5N Y18</latexit><latexit sha1_b ase64="1so3ndectP3ZoTMj/wEVS rDvJVw=">AAAB6nicbVBNS8NAEJ3 Ur1q/qh69LFbBU0lE0GPBi8dW7Qe 0oWy2k3bpZhN2N0IJ/QlePCji1V/ kzX/jts1BWx8MPN6bYWZekAiujet +O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgU C28H4dua3n1BpHstHM0nQj+hQ8pAz aqz00Ojf98sVt+rOQVaJl5MK5Kj3 y1+9QczSCKVhgmrd9dzE+BlVhjOB 01Iv1ZhQNqZD7FoqaYTaz+anTsm5 VQYkjJUtachc/T2R0UjrSRTYzoia kV72ZuJ/Xjc14Y2fcZmkBiVbLApT QUxMZn+TAVfIjJhYQpni9lbCRlRR Zmw6JRuCt/zyKmldVj236jWuKrWz PI4inMApXIAH11CDO6hDExgM4Rle4 c0Rzovz7nwsWgtOPnMMf+B8/gD5N Y18</latexit><latexit sha1_b ase64="1so3ndectP3ZoTMj/wEVS rDvJVw=">AAAB6nicbVBNS8NAEJ3 Ur1q/qh69LFbBU0lE0GPBi8dW7Qe 0oWy2k3bpZhN2N0IJ/QlePCji1V/ kzX/jts1BWx8MPN6bYWZekAiujet +O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgU C28H4dua3n1BpHstHM0nQj+hQ8pAz aqz00Ojf98sVt+rOQVaJl5MK5Kj3 y1+9QczSCKVhgmrd9dzE+BlVhjOB 01Iv1ZhQNqZD7FoqaYTaz+anTsm5 VQYkjJUtachc/T2R0UjrSRTYzoia kV72ZuJ/Xjc14Y2fcZmkBiVbLApT QUxMZn+TAVfIjJhYQpni9lbCRlRR Zmw6JRuCt/zyKmldVj236jWuKrWz PI4inMApXIAH11CDO6hDExgM4Rle4 c0Rzovz7nwsWgtOPnMMf+B8/gD5N Y18</latexit><latexit sha1_b ase64="1so3ndectP3ZoTMj/wEVS rDvJVw=">AAAB6nicbVBNS8NAEJ3 Ur1q/qh69LFbBU0lE0GPBi8dW7Qe 0oWy2k3bpZhN2N0IJ/QlePCji1V/ kzX/jts1BWx8MPN6bYWZekAiujet +O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgU C28H4dua3n1BpHstHM0nQj+hQ8pAz aqz00Ojf98sVt+rOQVaJl5MK5Kj3 y1+9QczSCKVhgmrd9dzE+BlVhjOB 01Iv1ZhQNqZD7FoqaYTaz+anTsm5 VQYkjJUtachc/T2R0UjrSRTYzoia kV72ZuJ/Xjc14Y2fcZmkBiVbLApT QUxMZn+TAVfIjJhYQpni9lbCRlRR Zmw6JRuCt/zyKmldVj236jWuKrWz PI4inMApXIAH11CDO6hDExgM4Rle4 c0Rzovz7nwsWgtOPnMMf+B8/gD5N Y18</latexit>
WR
<latexit sha1_b ase64="CKeDCXp79d0aMZl4Oaaoe XcHsf0=">AAAB6nicbVDLSgNBEOy NrxhfUY9eBqPgKexKQI8BLx7jIw9 IljA76U2GzM4uM7NCWPIJXjwo4tU v8ubfOEn2oIkFDUVVN91dQSK4Nq7 77RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQ IbAfjm5nffkKleSwfzSRBP6JDyUPO qLHSQ7t/3y9X3Ko7B1klXk4qkKPR L3/1BjFLI5SGCap113MT42dUGc4E Tku9VGNC2ZgOsWuppBFqP5ufOiXn VhmQMFa2pCFz9fdERiOtJ1FgOyNq RnrZm4n/ed3UhNd+xmWSGpRssShM BTExmf1NBlwhM2JiCWWK21sJG1FF mbHplGwI3vLLq6R1WfXcqndXq9TP 8jiKcAKncAEeXEEdbqEBTWAwhGd4h TdHOC/Ou/OxaC04+cwx/IHz+QMCa I2C</latexit><latexit sha1_b ase64="CKeDCXp79d0aMZl4Oaaoe XcHsf0=">AAAB6nicbVDLSgNBEOy NrxhfUY9eBqPgKexKQI8BLx7jIw9 IljA76U2GzM4uM7NCWPIJXjwo4tU v8ubfOEn2oIkFDUVVN91dQSK4Nq7 77RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQ IbAfjm5nffkKleSwfzSRBP6JDyUPO qLHSQ7t/3y9X3Ko7B1klXk4qkKPR L3/1BjFLI5SGCap113MT42dUGc4E Tku9VGNC2ZgOsWuppBFqP5ufOiXn VhmQMFa2pCFz9fdERiOtJ1FgOyNq RnrZm4n/ed3UhNd+xmWSGpRssShM BTExmf1NBlwhM2JiCWWK21sJG1FF mbHplGwI3vLLq6R1WfXcqndXq9TP 8jiKcAKncAEeXEEdbqEBTWAwhGd4h TdHOC/Ou/OxaC04+cwx/IHz+QMCa I2C</latexit><latexit sha1_b ase64="CKeDCXp79d0aMZl4Oaaoe XcHsf0=">AAAB6nicbVDLSgNBEOy NrxhfUY9eBqPgKexKQI8BLx7jIw9 IljA76U2GzM4uM7NCWPIJXjwo4tU v8ubfOEn2oIkFDUVVN91dQSK4Nq7 77RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQ IbAfjm5nffkKleSwfzSRBP6JDyUPO qLHSQ7t/3y9X3Ko7B1klXk4qkKPR L3/1BjFLI5SGCap113MT42dUGc4E Tku9VGNC2ZgOsWuppBFqP5ufOiXn VhmQMFa2pCFz9fdERiOtJ1FgOyNq RnrZm4n/ed3UhNd+xmWSGpRssShM BTExmf1NBlwhM2JiCWWK21sJG1FF mbHplGwI3vLLq6R1WfXcqndXq9TP 8jiKcAKncAEeXEEdbqEBTWAwhGd4h TdHOC/Ou/OxaC04+cwx/IHz+QMCa I2C</latexit><latexit sha1_b ase64="CKeDCXp79d0aMZl4Oaaoe XcHsf0=">AAAB6nicbVDLSgNBEOy NrxhfUY9eBqPgKexKQI8BLx7jIw9 IljA76U2GzM4uM7NCWPIJXjwo4tU v8ubfOEn2oIkFDUVVN91dQSK4Nq7 77RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQ IbAfjm5nffkKleSwfzSRBP6JDyUPO qLHSQ7t/3y9X3Ko7B1klXk4qkKPR L3/1BjFLI5SGCap113MT42dUGc4E Tku9VGNC2ZgOsWuppBFqP5ufOiXn VhmQMFa2pCFz9fdERiOtJ1FgOyNq RnrZm4n/ed3UhNd+xmWSGpRssShM BTExmf1NBlwhM2JiCWWK21sJG1FF mbHplGwI3vLLq6R1WfXcqndXq9TP 8jiKcAKncAEeXEEdbqEBTWAwhGd4h TdHOC/Ou/OxaC04+cwx/IHz+QMCa I2C</latexit>
QL
<latexit sha1_b ase64="rt2DMsoOZ1QY0Kr/GY0Kg fFKLuA=">AAAB6nicbVA9SwNBEJ2 LXzF+RS1tFqNgFe5E0DJgY2GRoPm A5Ah7m71kyd7esTsnhCM/wcZCEVt /kZ3/xk1yhSY+GHi8N8PMvCCRwqD rfjuFtfWNza3idmlnd2//oHx41DJ xqhlvsljGuhNQw6VQvIkCJe8kmtM okLwdjG9nfvuJayNi9YiThPsRHSoR CkbRSg+N/n2/XHGr7hxklXg5qUCO er/81RvELI24QiapMV3PTdDPqEbB JJ+WeqnhCWVjOuRdSxWNuPGz+alT cm6VAQljbUshmau/JzIaGTOJAtsZ URyZZW8m/ud1Uwxv/EyoJEWu2GJR mEqCMZn9TQZCc4ZyYgllWthbCRtR TRnadEo2BG/55VXSuqx6btVrXFVq Z3kcRTiBU7gAD66hBndQhyYwGMIzv MKbI50X5935WLQWnHzmGP7A+fwB8 B2Ndg==</latexit><latexit sha1_b ase64="rt2DMsoOZ1QY0Kr/GY0Kg fFKLuA=">AAAB6nicbVA9SwNBEJ2 LXzF+RS1tFqNgFe5E0DJgY2GRoPm A5Ah7m71kyd7esTsnhCM/wcZCEVt /kZ3/xk1yhSY+GHi8N8PMvCCRwqD rfjuFtfWNza3idmlnd2//oHx41DJ xqhlvsljGuhNQw6VQvIkCJe8kmtM okLwdjG9nfvuJayNi9YiThPsRHSoR CkbRSg+N/n2/XHGr7hxklXg5qUCO er/81RvELI24QiapMV3PTdDPqEbB JJ+WeqnhCWVjOuRdSxWNuPGz+alT cm6VAQljbUshmau/JzIaGTOJAtsZ URyZZW8m/ud1Uwxv/EyoJEWu2GJR mEqCMZn9TQZCc4ZyYgllWthbCRtR TRnadEo2BG/55VXSuqx6btVrXFVq Z3kcRTiBU7gAD66hBndQhyYwGMIzv MKbI50X5935WLQWnHzmGP7A+fwB8 B2Ndg==</latexit><latexit sha1_b ase64="rt2DMsoOZ1QY0Kr/GY0Kg fFKLuA=">AAAB6nicbVA9SwNBEJ2 LXzF+RS1tFqNgFe5E0DJgY2GRoPm A5Ah7m71kyd7esTsnhCM/wcZCEVt /kZ3/xk1yhSY+GHi8N8PMvCCRwqD rfjuFtfWNza3idmlnd2//oHx41DJ xqhlvsljGuhNQw6VQvIkCJe8kmtM okLwdjG9nfvuJayNi9YiThPsRHSoR CkbRSg+N/n2/XHGr7hxklXg5qUCO er/81RvELI24QiapMV3PTdDPqEbB JJ+WeqnhCWVjOuRdSxWNuPGz+alT cm6VAQljbUshmau/JzIaGTOJAtsZ URyZZW8m/ud1Uwxv/EyoJEWu2GJR mEqCMZn9TQZCc4ZyYgllWthbCRtR TRnadEo2BG/55VXSuqx6btVrXFVq Z3kcRTiBU7gAD66hBndQhyYwGMIzv MKbI50X5935WLQWnHzmGP7A+fwB8 B2Ndg==</latexit><latexit sha1_b ase64="rt2DMsoOZ1QY0Kr/GY0Kg fFKLuA=">AAAB6nicbVA9SwNBEJ2 LXzF+RS1tFqNgFe5E0DJgY2GRoPm A5Ah7m71kyd7esTsnhCM/wcZCEVt /kZ3/xk1yhSY+GHi8N8PMvCCRwqD rfjuFtfWNza3idmlnd2//oHx41DJ xqhlvsljGuhNQw6VQvIkCJe8kmtM okLwdjG9nfvuJayNi9YiThPsRHSoR CkbRSg+N/n2/XHGr7hxklXg5qUCO er/81RvELI24QiapMV3PTdDPqEbB JJ+WeqnhCWVjOuRdSxWNuPGz+alT cm6VAQljbUshmau/JzIaGTOJAtsZ URyZZW8m/ud1Uwxv/EyoJEWu2GJR mEqCMZn9TQZCc4ZyYgllWthbCRtR TRnadEo2BG/55VXSuqx6btVrXFVq Z3kcRTiBU7gAD66hBndQhyYwGMIzv MKbI50X5935WLQWnHzmGP7A+fwB8 B2Ndg==</latexit>
WL
<latexit  sha1_base64=" 0jOQ5S2vZVTqmI 1SKyJyjFlD1xw= ">AAAB6nicbVA9 SwNBEJ2LXzF+RS 1tFqNgFe4koGXA xsIiovmA5Ah7m7 lkyd7esbsnhCM/ wcZCEVt/kZ3/xk 1yhSY+GHi8N8PM vCARXBvX/XYKa+ sbm1vF7dLO7t7+ QfnwqKXjVDFssl jEqhNQjYJLbBpu BHYShTQKBLaD8c 3Mbz+h0jyWj2aSo B/RoeQhZ9RY6aH dv+uXK27VnYOsE i8nFcjR6Je/eoO YpRFKwwTVuuu5i fEzqgxnAqelXqo xoWxMh9i1VNIIt Z/NT52Sc6sMSBg rW9KQufp7IqOR1 pMosJ0RNSO97M3 E/7xuasJrP+MyS Q1KtlgUpoKYmMz +JgOukBkxsYQyx e2thI2ooszYdEo 2BG/55VXSuqx6b tW7r1XqZ3kcRTiB U7gAD66gDrfQgC YwGMIzvMKbI5wX 5935WLQWnHzmGP 7A+fwB+UGNfA== </latexit><latexit  sha1_base64=" 0jOQ5S2vZVTqmI 1SKyJyjFlD1xw= ">AAAB6nicbVA9 SwNBEJ2LXzF+RS 1tFqNgFe4koGXA xsIiovmA5Ah7m7 lkyd7esbsnhCM/ wcZCEVt/kZ3/xk 1yhSY+GHi8N8PM vCARXBvX/XYKa+ sbm1vF7dLO7t7+ QfnwqKXjVDFssl jEqhNQjYJLbBpu BHYShTQKBLaD8c 3Mbz+h0jyWj2aSo B/RoeQhZ9RY6aH dv+uXK27VnYOsE i8nFcjR6Je/eoO YpRFKwwTVuuu5i fEzqgxnAqelXqo xoWxMh9i1VNIIt Z/NT52Sc6sMSBg rW9KQufp7IqOR1 pMosJ0RNSO97M3 E/7xuasJrP+MyS Q1KtlgUpoKYmMz +JgOukBkxsYQyx e2thI2ooszYdEo 2BG/55VXSuqx6b tW7r1XqZ3kcRTiB U7gAD66gDrfQgC YwGMIzvMKbI5wX 5935WLQWnHzmGP 7A+fwB+UGNfA== </latexit><latexit  sha1_base64=" 0jOQ5S2vZVTqmI 1SKyJyjFlD1xw= ">AAAB6nicbVA9 SwNBEJ2LXzF+RS 1tFqNgFe4koGXA xsIiovmA5Ah7m7 lkyd7esbsnhCM/ wcZCEVt/kZ3/xk 1yhSY+GHi8N8PM vCARXBvX/XYKa+ sbm1vF7dLO7t7+ QfnwqKXjVDFssl jEqhNQjYJLbBpu BHYShTQKBLaD8c 3Mbz+h0jyWj2aSo B/RoeQhZ9RY6aH dv+uXK27VnYOsE i8nFcjR6Je/eoO YpRFKwwTVuuu5i fEzqgxnAqelXqo xoWxMh9i1VNIIt Z/NT52Sc6sMSBg rW9KQufp7IqOR1 pMosJ0RNSO97M3 E/7xuasJrP+MyS Q1KtlgUpoKYmMz +JgOukBkxsYQyx e2thI2ooszYdEo 2BG/55VXSuqx6b tW7r1XqZ3kcRTiB U7gAD66gDrfQgC YwGMIzvMKbI5wX 5935WLQWnHzmGP 7A+fwB+UGNfA== </latexit><latexit  sha1_base64=" 0jOQ5S2vZVTqmI 1SKyJyjFlD1xw= ">AAAB6nicbVA9 SwNBEJ2LXzF+RS 1tFqNgFe4koGXA xsIiovmA5Ah7m7 lkyd7esbsnhCM/ wcZCEVt/kZ3/xk 1yhSY+GHi8N8PM vCARXBvX/XYKa+ sbm1vF7dLO7t7+ QfnwqKXjVDFssl jEqhNQjYJLbBpu BHYShTQKBLaD8c 3Mbz+h0jyWj2aSo B/RoeQhZ9RY6aH dv+uXK27VnYOsE i8nFcjR6Je/eoO YpRFKwwTVuuu5i fEzqgxnAqelXqo xoWxMh9i1VNIIt Z/NT52Sc6sMSBg rW9KQufp7IqOR1 pMosJ0RNSO97M3 E/7xuasJrP+MyS Q1KtlgUpoKYmMz +JgOukBkxsYQyx e2thI2ooszYdEo 2BG/55VXSuqx6b tW7r1XqZ3kcRTiB U7gAD66gDrfQgC YwGMIzvMKbI5wX 5935WLQWnHzmGP 7A+fwB+UGNfA== </latexit>
WA
FIG. 4. Decomposition of a FDLU W into W = WAWAcWLWR.
Each unitary WA,WAc ,WL,WR is a time ordered product of two
site unitaries, represented by the black rectangles. By construction,
[WL, QR] = [QR, QL] = 0 because they act on disjoint regions. In
addition, [WA, QL +QR] = 0 because WA acts entirely within A.
whereD denotes the depth of the quantum circuit correspond-
ing to W , and we choose rM = 0 so
QL =
0∑
r=−D+1
Qr, QR =
D∑
r=1
Qr, (7.28)
To find p˜i(z), we need to compute W †(QL +QR)W .
To this end, we observe that since W is a U(1) symmetric
finite-depth quantum circuit with depth D, we can write it as
a product of four U(1) symmetric unitaries
W = WAWAcWLWR (7.29)
whereWA is supported in the intervalA andWAc is supported
inAc andWL,WR are supported in the intervals [−2D+1, 0]
and [1, 2D] respectively (see Fig. 4).
Comparing the regions of support of these operators, we see
immediately that
[WL, QR] = [WR, QL] = 0, [WAc , QL +QR] = 0
(7.30)
Also,
[WA, QL +QR] = 0 (7.31)
since WA is U(1) symmetric and is supported within A.
Using the above commutation relations, we can simplify
the action of W on QL +QR:
W †(QL +QR)W = W
†
RW
†
L(QL +QR)WLWR
= W †LQLWL +W
†
RQRWR (7.32)
Comparing this expression with Eq. (6.6), we derive
W †LQLWL +W
†
RQRWR = QL +OL +QR +OR (7.33)
Next, observe that the ‘L’ terms on both sides are supported
within the interval [−2D + 1, 0] while the ‘R’ terms are sup-
ported within the interval [1, 2D]. In particular, the ‘L’ terms
time
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W (1)
FIG. 5. W written as a depth-2 quantum circuit. Each layer, W (1)
and W (2), consists of a set of disjoint two-site gates, represented by
black rectangles.
and ‘R’ terms are supported on disjoint intervals which im-
plies that the L terms and R terms must be equal individu-
ally7:
W †LQLWL = QL +OL
W †RQRWR = QR +OR (7.34)
It follows that
Tr(zQL+OL) = Tr(zQL)
Tr(zQR+OR) = Tr(zQR) (7.35)
Hence, p˜iW (z) = 1 as we wished to show. This completes our
proof of the ‘if’ direction.
Next, we prove the converse statement: ifW is aU(1) sym-
metric locality preserving unitary with piW (z) = 1, then W
is a U(1) symmetric FDLU. To begin, notice that piW (z) = 1
implies that ind(W ) = piW (1) = 1. Thus, by Ref. 21, we
know that W is a FDLU; all we need to show is that this
FDLU can be realized in a way that each unitary gate in W
is U(1) symmetric. To do this, it is convenient to assume that
W has an operating spreading length of ` = 1, i.e. W †OrW
is supported on sites {r− 1, r, r+ 1} for any single site oper-
ator r. It is also convenient to assume that W can be written
as a depth-2 quantum circuit. We do not lose any general-
ity with either of these assumptions since every finite-depth
quantum circuit can be written as a depth-2 circuit with an
operator spreading length of ` = 1 by clustering sufficiently
large groups of neighboring sites into supersites[21].
With these assumptions, we can write W as
W = W (1)W (2) =
∏
r
W
(1)
2r,2r+1
∏
r
W
(2)
2r−1,2r (7.36)
This decomposition of W is illustrated in Fig. 5.
Next, consider the action of W on (Q2r + Q2r+1). By the
definition of OL, OR,
W †(Q2r +Q2r+1)W = Q2r +Q2r+1 +OL +OR (7.37)
where OL is supported on sites {2r − 1, 2r} and OR is sup-
ported on sites {2r + 1, 2r + 2}. Using W = W (1)W (2), we
7 Here, we also use the fact that the L terms and R terms on both sides have
smallest eigenvalue 0.
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deduce
W (1)†(Q2r +Q2r+1)W (1)
= W (2)(Q2r +Q2r+1 +OL +OR)W
(2)†
(7.38)
Substituting the explicit form of W (1) and W (2) as products
of two-site gates (7.36) gives
W
(1)†
2r,2r+1(Q2r +Q2r+1)W
(1)
2r,2r+1 = Q˜2r + Q˜2r+1 (7.39)
where
Q˜2r = W
(2)
2r−1,2r(Q2r +OL)W
(2)†
2r−1,2r
Q˜2r+1 = W
(2)
2r+1,2r+2(Q2r+1 +OR)W
(2)†
2r+1,2r+2, (7.40)
Next, we observe that the left side of Eq 7.39 is supported
only on sites {2r, 2r + 1}, while Q˜2r is supported on sites
{2r−1, 2r} and Q˜2r+1 is supported on sites {2r+1, 2r+2}.
It follows that Q˜2r must be supported on site 2r alone and
Q˜2r+1 must be supported on site 2r + 1 alone. Furthermore,
by (7.40), Q˜2r has the same spectrum asQ2r+OL. The latter
operator has the same spectrum as Q2r since piW (z) = 1, so
we conclude that Q˜2r must have the same spectrum as Q2r.
The same argument shows that Q˜2r+1 must have the same
spectrum as Q2r+1. Putting this together, we conclude that
there exists single site operators V (2r), V (2r+1) such that
V †2rQ˜2rV2r = Q2r, V
†
2r+1Q˜2r+1V2r+1 = Q2r+1. (7.41)
Using these single site operators, we can define new 2-site
gates:
W
(1)
2r,2r+1 ≡W (1)2r,2r+1V2rV2r+1
W
(2)
2r−1,2r ≡ V †2r−1V †2rW (2)2r−1,2r (7.42)
By construction∏
r
W
(1)
2r,2r+1
∏
r
W
(2)
(2r−1,2r) = W (7.43)
so the 2-site gates W
(1)
2r,2r+1 and W
(2)
2r−1,2r provide another
way to write the unitary U as a depth-2 quantum circuit. Fur-
thermore, we will now show that the 2-site gates W
(1)
2r,2r+1
and W
(2)
2r−1,2r are U(1) symmetric.
To see that W
(1)
2r,2r+1 is U(1) symmetric, notice that (7.39)
implies that
W
(1)†
(2r,2r+1)(Q2r +Q2r+1)W
(1)
2r,2r+1
= V †2r+1V
†
2r(Q˜2r + Q˜2r+1)V2rV2r+1
= Q2r +Q2r+1 (7.44)
Thus, W
(1)
2r,2r+1 commutes with Q2r +Q2r+1 which means it
also commutes with the total charge
∑
r Qr.
Likewise, to see thatW
(2)
2r−1,2r isU(1) symmetric, note that
W = W (1)W (2) is U(1) symmetric so
W (2)†W (1)†
(∑
r
Qr
)
W (1)W (2) =
∑
r
Qr (7.45)
and therefore
W (2)†
(∑
r
Q˜r
)
W (2) =
∑
r
Qr (7.46)
Next, using the decomposition ofW (2) into a product of 2-site
gates (7.36), we deduce that∑
r
W
(2)†
2r−1,2r(Q˜2r−1 + Q˜2r)W
(2)
2r−1,2r =
∑
r
(Q2r−1 +Q2r)
(7.47)
Given that each side of the equation is a sum of terms sup-
ported on non-overlapping pairs of sites {2r−1, 2r} the terms
must be individually equal:
W
(2)†
2r−1,2r(Q˜2r−1 + Q˜2r)W
(2)
2r−1,2r = Q2r−1 +Q2r (7.48)
It then follows from (7.41) and (7.42) that
W
(2)†
2r−1,2r(Q2r−1 +Q2r)W
(2)
2r−1,2r = Q2r−1 +Q2r (7.49)
We conclude that W
(2)
2r−1,2r is U(1) symmetric, as we wished
to show.
This completes our proof that W is a U(1) symmetric
FDLU: we have explicitly constructed a depth-2 unitary cir-
cuit (7.43) that realizes W and has the property that each uni-
tary gate is individually U(1) symmetric.
VIII. CONNECTION BETWEEN p˜i(z) AND U(1)
CURRENT
In this section we derive a relationship between the invari-
ant p˜i(z) and the time-averaged U(1) current that flows in a
particular geometry. This relationship provides a physical in-
terpretation for p˜i(z) as well as a scheme for measuring it.
A. Statement of result
Our setup is as follows. Consider a 2D U(1) symmetric
Floquet system in an annulus geometry as shown in Fig. 6.
Suppose that at time t = 0 the system is in a mixed state ρ of
the form
ρ =
1
Z
e
∑
r µrQr , Z = Tr
[
e
∑
r µrQr
]
(8.1)
where µr is some (real-valued) function of r that can be
thought of as a site-dependent chemical potential.
More specifically, consider the case where the site-
dependent chemical potential µr takes on constant values,
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µin
FIG. 6. Our setup for measuring p˜i(z). We consider an annulus A
which is initially in a mixed state ρ (8.1) where the inner and outer
edges are held at chemical potentials µin and µout, with µ varying
between these two values in the bulk ofA. We define IL and IR to be
the U(1) currents flowing through the left and right cuts. We show
that the time-averaged current 〈I〉 = 〈IL〉 = 〈IR〉 is given by (8.2).
µr = µin and µr = µout, near the inner and outer edges of the
annulus, and that µr interpolates between µin and µout some-
where deep in the middle of the annulus. We will show that,
for an initial state of this kind, the time-averaged U(1) current
〈I〉 that flows around the annulus takes a universal value that
depends only on µin, µout and the invariant p˜i(z) describing
the Floquet system. In particular,
〈I〉 = 1
T
(
d
dµ
log p˜i(eµ)|µin −
d
dµ
logp˜i(eµ)|µout
)
(8.2)
Here the time-averaged current is defined by
〈I〉 = limn→∞
[
1
nT
∫ nT
0
〈I〉dt
]
(8.3)
where T is the Floquet period and I is the U(1) current oper-
ator defined in Eqs. 8.7 and 8.9 below.
A few comments about this result:
1. Eq. 8.2 suggests a scheme for measuring the invariant
p˜i(z): we can hold µout at −∞ and sweep µin from −∞
to ∞. By measuring the time-averaged current, we get a
function 〈I〉(µin), which can be integrated to find p˜i(z) up to
multiplication by a constant. This constant can be determined
using the fact that p˜i(1) = 1. (Note that this scheme only
allows one to measure p˜i(z), not pi(z): to get the latter
quantity, one could also need a way to measure the GNVW
index – a challenging problem[20]).
2. Eq. 8.2 also gives a physical interpretation to the
invariant p˜i(z): evidently this quantity is directly related to
the time-averaged current that flows at the boundary between
two regions with different chemical potentials. The argument
z, which we originally introduced as a formal variable,
corresponds to the fugacity of the U(1) charge, z = eµ.
3. It is interesting to consider the special case when µin =
∞, µout = −∞. This case corresponds to a maximally filled
region near the inner edge and empty region near the outer
edge. Substituting into Eq. 8.2, we see that the resulting cur-
rent is quantized:
〈I〉 = n
T
(8.4)
where the integer n is given by taking the difference between
the degree of the numerator and degree of the denominator
of p˜i(z). This quantized current is a direct generalization of
the quantized current discussed in Ref. 25. In Ref. 25 it was
shown that, for Floquet systems built out of free fermions,
there is a quantized time-averaged current that flows along
the boundary between a completely filled region and a
completely empty region. Eq. 8.2 generalizes this result to
interacting boson and fermion8 systems, and to boundaries
between two regions at different chemical potentials, µin and
µout. We can see that in the more general case, the current is
not necessarily quantized, but instead is a universal function
of the two chemical potentials, µin and µout.
4. Ref. 25 interpreted the quantized current that flows along
the boundary between a fully filled region and a completely
empty region as coming from a quantized magnetization
density in the filled region. In a similar fashion, we can
interpret the current in Eq. 8.2 as coming from a µ-dependent
magnetization density which generalizes the quantized
magnetization density to interacting systems. We will discuss
this magnetization density in more detail in a separate work.
5. Note that in our language, the free fermion case studied
in Ref. 25 corresponds to Q = diag(0, 1). In this case, the
most general possibility for pi(z) is pi(z) = (1 + z)n with
p˜i(z) = pi(z)/pi(1). In particular, there is a Z classification
in this case and the quantized current in Eq. 8.4 contains all
the information about the nature about the Floquet phase.
In more general interacting systems, the quantized current
only contains partial information about the Floquet phase: to
uniquely identify the Floquet phase one needs to know the
current for more general chemical potentials, µin and µout (in
addition to the GNVW index).
6. In addition to ddµ log p˜i(e
µ), higher order derivatives
dn
dµn log p˜i(e
µ) must also correspond to physical quantities
which are topological invariants. Therefore, log p˜i(eµ) gives
rise to an infinite family of topological invariants. In general,
dn
dµn log p˜i(e
µ) would have units of charge to the nth power,
so one could have guessed that the conserved current would
take the form of Eq. 8.2.
7. As we mentioned above, the time averaged current
(8.2) is not quantized in general. This may be surprising to
some readers, since our setup is similar to that of a Thouless
8 Although our derivation of Eq. 8.2 in written within the framework of
bosonic systems, it is clear that the same derivation goes through in the
fermonic case, as well.
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pump[33] and it has been proven quite generally that a Thou-
less pump always transports an integer amount of charge in
each cycle[32]. However, there is no contradiction here since
our initial state ρ is a mixed state and the previous quantization
results apply only to pure states.
B. Calculation of time-averaged current
Before calculating anything, we first need to give a pre-
cise definition of the current operator I . To do this, we need
to introduce some notation. Let A be an annulus centered at
rx = ry = 0. We define A+ to be the top half of the annulus
and we define Q+ to be the total charge in A+, that is
A+ = {r ∈ A : ry > 0}, Q+ =
∑
r∈A+
Qr (8.5)
Next, we write the Hamiltonian for the Floquet system as a
sum
H(t) = H+(t) +H−(t) +HL(t) +HR(t), (8.6)
where H+ consists of all terms in H that are supported en-
tirely within A+, and H− consists of all terms that are sup-
ported entirely within A− = {r ∈ A : ry ≤ 0}, and where
HL +HR consists of all terms supported in both A+ and A−,
with HL containing those terms that straddle the left bound-
ary between A+ and A−, and HR containing the terms that
straddle the right boundary between A+ and A−.
We then define two operators, IL(t), IR(t) by
IL(t) =
1
i
U(t)† · [Q+, HL(t)] · U(t),
IR(t) = −1
i
U(t)† · [Q+, HR(t)] · U(t) (8.7)
where U(t) = T e−i
∫ t
0
dt′H(t′) is the time evolution oper-
ator to time t. The operators IL(t), IR(t) can be thought
of as Heisenberg-evolved operators that measure the current
through the left/right boundaries between A+ and A− in the
clockwise direction (Fig. 6). To see this, note that the time
dependence of Q+ in the Heisenberg picture is given by
d
dt
(
U(t)†Q+U(t)
)
= IL(t)− IR(t) (8.8)
since [Q+, H+(t)] = 0 due to the fact that H+ is charge con-
serving, and [Q+, H−(t)] = 0 due to the fact that the two op-
erators are supported on nonoverlapping regions. Motivated
by this fact, we define the (Heisenberg-evolved) current oper-
ator I(t) to be
I(t) ≡ IR(t). (8.9)
(Note that we could equally well have defined I(t) ≡ IL(t)).
Having defined the current operator I ≡ IR, the next step is
to compute the time-average, 〈IR〉. To this end, we integrate
Eq. (8.8) between times t = 0 and t = nT which gives∫ nT
0
[IL(t)− IR(t)]dt = [U(T )]n†Q+[U(T )]n −Q+
(8.10)
We then define time-averaged current operators
I
(n)
L =
1
nT
∫ nT
0
IL(t)dt
I
(n)
R =
1
nT
∫ nT
0
IR(t)dt (8.11)
In this notation, (8.10) becomes
I
(n)
L − I(n)R =
1
nT
(
[U(T )]n†Q+[U(T )]n −Q+) (8.12)
To proceed further, we use the fact that U(T ) is MBL (in
the bulk) to write
U(T ) = Uedge ·
∏
r
Ur (8.13)
where Uedge is supported near the two edges of the annu-
lus and where Ur are mutually commuting local unitaries.
We claim that only the Uedge term contributes to the time-
averaged current flow. More precisely:
I
(n)
L − I(n)R =
1
nT
(
Un†edgeQ
+Unedge −Q+
)
+O
(
1
n
)
(8.14)
where the O(1/n) term on the right hand side denotes an op-
erator whose norm is bounded by C/n for some constant C
that does not depend on n. We defer the proof of this result
to Appendix H, but the intuition behind this claim is easy to
understand: the
∏
r Ur term cannot generate any charge trans-
port since it is built out of mutually commuting local unitaries.
Next we write
Uedge = Uin · Uout, (8.15)
where Uin, Uout are supported near the inner and outer edges.
We then decompose the annulus A into three disjoint regions:
A = Ain ∪Aout ∪Abulk, (8.16)
Here Ain and Aout are finite-width strips near the inner and
outer edges of annulus, chosen so that they are wide enough
to contain the regions of support of Uin and Uout, but narrow
enough that the site-dependent chemical potential takes the
constant values µr = µin and µr = µout, within Ain and
Aout respectively. The region Abulk denotes the remainder of
the annulus.
Similarly, we decompose the upper half of the annulus into
three regions
A+ = A+in ∪A+out ∪A+bulk, (8.17)
and we define corresponding charge operators
Q+in =
∑
r∈A+in
Qr, Q
+
out =
∑
r∈A+out
Qr, Q
+
bulk =
∑
r∈A+bulk
Qr
(8.18)
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We note that
Q+ = Q+in +Q
+
out +Q
+
bulk (8.19)
by construction.
Substituting the above decompositions of Uedge and Q+
(8.15), (8.19) into Eq. 8.14 and using the fact that Uin com-
mutes withQ+out andQ
+
bulk, and similarly for Uout, we derive:
I
(n)
L − I(n)R =
1
nT
(
Un†in Q
+
inU
n
in −Q+in
+ Un†outQ
+
outU
n
out −Q+out
)
+O
(
1
n
)
(8.20)
At the same time, since Uin, Uout are U(1) symmetric
LPUs, we know that
Un†in Q
+
inU
n
in −Q+in = O(n)L,in +O(n)R,in
Un†outQ
+
outU
n
out −Q+out = O(n)L,out +O(n)R,out (8.21)
where O(n)L,in, O
(n)
R,in are operators supported within Ain and
near the left, right boundaries of A+ respectively, and sim-
ilarly for O(n)L,out, O
(n)
R,out. Each of these operators is well-
defined up to shifting by a scalar c1; to fix this ambigu-
ity, we choose O(n)L,in, O
(n)
R,in so that the smallest eigenvalue
of Q+in + O
(n)
L,in and Q
+
in + O
(n)
R,in is 0, and similarly for
O
(n)
L,out, O
(n)
R,out. Note that this the same convention as in
Sec. VI.
Combining (8.21) with (8.20), we derive
I
(n)
L − I(n)R =
1
nT
(O
(n)
L,in +O
(n)
L,out +O
(n)
R,in +O
(n)
R,out)
+O
(
1
n
)
(8.22)
The ‘L’ and ‘R’ terms on both sides must agree up to addition
by a scalar, so we deduce in particular that
I
(n)
R = −
1
nT
(O
(n)
R,in +O
(n)
R,out) + cn1+O
(
1
n
)
(8.23)
for some constant cn that may depend on n. In fact, one can
show that the constant cn is at most of orderO(1/n). 9 There-
fore, we can absorb cn into the O(1/n) term, giving
I
(n)
R = −
1
nT
(O
(n)
R,in +O
(n)
R,out) +O
(
1
n
)
(8.24)
9 To see this, take the expectation value of Eq. 8.23 in the density matrix ρ
(8.1) in the special case µin = µout = 0. Notice that 〈I(n)R 〉 = 0 in this
case since ρ ∝ 1 and I(n)R is a traceless operator. At the same time, we
have 〈O(n)R,in〉+ 〈O
(n)
R,out〉 = 0 using Eqs. 8.33-8.34.
A+R,in
FIG. 7. The annulus A is divided into 4 quadrants A+R, A
+
L , A
−
R, and
A−L (8.26). Each quadrant is divided three smaller regions as written
in (8.27).
Taking the expectation value with respect to the density matrix
ρ (8.1) gives
〈I(n)R 〉 = −
1
nT
(〈O(n)R,in〉+ 〈O(n)R,out〉) +O
(
1
n
)
(8.25)
where now the O(1/n) term denotes a scalar whose absolute
value is bounded by C/n for some constant C.
The next step is to evaluate the two terms, 〈O(n)R,in〉 and
〈O(n)R,out〉. Before we do this, we need to introduce some no-
tation for denoting the 4 quadrants of the annulus. First, we
write
A = A+R ∪A+L ∪A−R ∪A−L (8.26)
where A+R denotes the upper-right quadrant, and A
+
L denotes
the upper-left quadrant and so on. We then decompose each of
the 4 quadrants into three smaller regions, similarly to (8.17).
For example, we write (Fig. 7)
A+R = A
+
R,in ∪A+R,out ∪A+R,bulk (8.27)
and we define corresponding charge operators, Q+R,in, Q
+
R,out
and Q+R,bulk.
With this notation, we are now ready to evaluate 〈O(n)R,in〉
and 〈O(n)R,out〉. We start with 〈O(n)R,out〉. First, we write
〈O(n)R,out〉 as a difference of two terms:
〈O(n)R,out〉 = Tr[(Q+R,out +O(n)R,out)ρ]− Tr[Q+R,outρ] (8.28)
Next, we evaluate the two terms on the right hand side of
(8.28). We begin with the second term. To evaluate this term,
we note that
Tr[Q+R,out ρ] =
Tr[Q+R,out e
µoutQ
+
R,out ]
Tr[eµoutQ
+
R,out ]
=
d
dµ
log Tr[eµQ
+
R,out ]|µout (8.29)
17
where the first equality follows from tracing out all spins that
are outside the region A+R,out.
Likewise to evaluate the first term in (8.28), we note that
Tr[(Q+R,out +O
(n)
R,out)ρ]
=
Tr[(Q+R,out +O
(n)
R,out)e
µoutQR,out ]
Tr[eµoutQR,out ]
=
Tr[(Q+R,out +O
(n)
R,out)e
µout(Q
+
R,out+O
(n)
R,out)]
Tr[eµout(Q
+
R,out+O
(n)
R,out)]
=
d
dµ
log Tr[eµ(Q
+
R,out+O
(n)
R,out)]|µout (8.30)
Here the first equality follows from tracing out all spins that
are outside AR,out = A+R,out ∪ A−R,out. The second equality
also follows from tracing out certain degrees of freedom, but
its justification is more subtle. To explain this step, letHR,out
denote the Hilbert space describing the spins in regionAR,out.
In Appendix I we show thatHR,out can be written as a tensor
product of two smaller Hilbert spaces H1 ⊗ H2 and that, in
this representation, the two operators (Q+R,out + O
(n)
R,out) and
(Q−R,out −O(n)R,out) take the form
Q+R,out +O
(n)
R,out = O1 ⊗ 1,
Q−R,out −O(n)R,out = 1⊗O2 (8.31)
for some operators O1,O2. Therefore, since QR,out can be
written as a sum
QR,out = (Q
+
R,out +O
(n)
R,out) + (Q
−
R,out −O(n)R,out) (8.32)
we can derive the second equality in (8.30) by tracing out the
degrees of freedom inH2.
Substituting (8.29) and (8.30) into (8.28) gives
〈O(n)R,out〉 =
d
dµ
log Tr[eµ(Q
+
R,out+O
(n)
R,out)]|µout
− d
dµ
log Tr[eµQ
+
R,out ]|µout
=
d
dµ
log p˜i(n)(eµ)|µout (8.33)
where p˜i(n)(z) is the invariant corresponding to the edge uni-
tary Unout (see Eq. 8.21). Repeating the exercise for the inner
edge gives
〈O(n)R,in〉 = −
d
dµ
log p˜i(n)(eµ)|µin (8.34)
where the minus sign comes from the fact that the inner edge
has the opposite orientation of the outer edge.
Substituting (8.33) and (8.34) into (8.25), we derive
〈I(n)R 〉 =
1
nT
(
d
dµ
log p˜i(n)(eµ)|µin −
d
dµ
log p˜i(n)(eµ)|µout
)
+O
(
1
n
)
(8.35)
The next step is to note that p˜i(n)(z) = [p˜i(z)]n by the compo-
sition law for pi discussed in Sec. VI. Using this identity we
derive
〈I(n)R 〉 =
1
T
(
d
dµ
log p˜i(eµ)|µin −
d
dµ
logp˜i(eµ)|µout
)
+O
(
1
n
)
(8.36)
If we now take the limit n → ∞, we derive Eq. 8.2, the de-
sired formula for 〈I〉.
C. Where does the current flow?
In the previous section we computed the total time-
averaged current 〈I〉 that flows around the annulus. We now
study the spatial distribution of this current – that is, we study
the current Irr′ that flows between each pair of sites r, r′. We
ask: where is 〈Irr′〉 6= 0 – that is, where does the current flow?
One might guess that the current flows along the two edges of
the annulus, but we will show below that the current actually
flows along the boundary between the two regions with dif-
ferent chemical potentials µin, µout.10 We note that a similar
result was derived in Ref. [25] in the case of free fermion sys-
tems with chemical potentials µin = +∞ and µout = −∞:
this section can be viewed as a generalization of this result to
interacting systems and general chemical potentials.
First we need to define the current operator Irr′ . Unlike the
total current I , there is no canonical definition of Irr′ – there
are many equally good definitions. Our definition starts by
writing the Hamiltonian as a sum of local terms,
H(t) =
∑
r
Hr(t) (8.37)
where the index r runs over the different sites of the lattice,
and where Hr is a charge-conserving operator whose region
of support contains site r. Such a decomposition of H al-
ways exists for any charge-conserving Hamiltonian with local
interactions, though it is not unique (this non-uniqueness is
directly related to the fact that there is no canonical definition
of Irr′). Once we fix a decomposition of H , we define the
(Heisenberg-evolved) current operator Irr′ as
Irr′(t) =
1
i
U(t)† ([Qr′ , Hr(t)]− [Qr, Hr′(t)])U(t)
(8.38)
This definition is reasonable because (i) Irr′ is a local oper-
ator supported near sites r, r′; (ii) Irr′ is anti-symmetric in
10 More precisely, we prove that the current has this spatial distribution for
our definition of the current operator Irr′ ; it may not be true for other
definitions.
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the sense that Irr′ = −Ir′r; and (iii) Irr′ obeys the current
conservation law
d
dt
(
U(t)†QrU(t)
)
= −
∑
r′
Irr′ (8.39)
Having defined Irr′ , we need to explain the relationship be-
tween Irr′ and the total current I . These quantities are related
in a very simple and intuitive way: the total current I ≡ IR
can be written as a sum over all Irr′ where r, r′ lie on different
sides of the cut that we use to define I . More specifically,
I(t) =
∑
r∈A+R
∑
r′∈A−R
Irr′(t) (8.40)
where A+R denotes the upper right quadrant of the annulus,
i.e. A+R = {r ∈ A : rx, ry > 0} and A−R denote the lower
right quadrant, A−R = {r ∈ A : rx > 0, ry ≤ 0}. It is
straightforward to show that this expression agrees with our
original definition from Eq. 8.9.
We are now ready to compute the expectation value
〈Irr′(t)〉. First, consider the special case where the en-
tire annulus is at constant chemical potential µ: i.e. ρ =
e−µQ/Tr(e−µQ) where Q =
∑
r Qr. In this case, we can
see that the current vanishes exactly at every time t:
〈Irr′(t)〉 = Tr
(
1
i
U†(t)([Qr′ , Hr(t)]− [Qr, Hr′(t)])U(t)ρ
)
=
Tr
(
1
iU
†(t)([Qr′ , Hr(t)]− [Qr, Hr′(t)])U(t)e−µQ
)
Tr (e−µQ)
=
Tr
(
1
i ([Qr′ , Hr(t)]− [Qr, Hr′(t)])e−µQ
)
Tr (e−µQ)
= 0 (8.41)
Here the third equality follows from the fact that U(t) com-
mutes with the total charge Q and the last equality follows
from the fact that Qr and Hr′(t) commute with e−µQ.
Next consider the general case where µin 6= µout. Given
Eq. 8.41 it is clear that 〈Irr′(t)〉 = 0 deep within any region
with constant chemical potential. In particular, 〈Irr′(t)〉 = 0
near the inner and outer edges of the annulus where µ takes
the constant values µin, µout. We conclude that the current
must be localized at the boundary between the two regions at
chemical potentials µin, µout. This proves the claim.
IX. FERMIONIC SYSTEMS
We now extend our results to systems with fermionic de-
grees of freedom. Our main result is that fermionic systems
can be classified using almost the same framework as bosonic
systems: there is a one-to-one correspondence between 2D
U(1) symmetric fermionic Floquet phases and rational func-
tions pif (z), satisfying a modified version of Eq. 4.3 given by
Eq. 9.5.
A. Review: Fermionic no symmetry case
We begin by reviewing the classification of fermionic Flo-
quet systems without symmetry, a problem that was studied in
Ref. 19.
We consider fermionic Floquet systems that are built out
of a two-dimensional lattice. We assume that each lattice site
r is described by a d-dimensional Hilbert space, Hr, with a
Z2-graded structure associated with fermion parity: that is,
Hr = H0r ⊕H1r (9.1)
where H0r is the subspace spanned by states with even
fermion parity, and H1r is the subspace spanned by states
with odd fermion parity. The Z2 graded structure can be char-
acterized by two non-negative integers, d0 = dim(H0) and
d1 = dim(H1), and we will denote it by Cd0|d1 . We as-
sume that all lattice sites are identical and have the same struc-
ture Cd0|d1 . In this language, a conventional spinless fermion
is described by a 2 dimensional Hilbert space, C1|1, while
the bosonic systems we discussed earlier have d dimensional
Hilbert spaces of the form Cd|0.
Similarly to the bosonic case, we require the Hamiltonian
H(t) to be local, periodic in time, and fermion parity even,
and we require the Floquet unitary UF to obey the MBL con-
dition (3.3) where each Ur is fermion parity even. The defini-
tion of a fermionic Floqet phase is similar to the bosonic case,
but with one technical difference: we define two fermionic
Floquet systems, HA(t) and HB(t), to belong to the same
phase if their boundary can be many-body localized in the
presence of ancillas. That is, when determining whether the
boundary between HA(t) and HB(t), can be many-body lo-
calized, one is allowed to attach a one-dimensional chain of
ancilla lattice sites at the boundary between HA and HB
which one can then couple to the other nearby sites with an
arbitrary (local) fermion-parity even Hamiltonian Hbd. Cru-
cially, we allow these ancilla sites to have any Hilbert space
structure Cm|n, which need not be the same as the Hilbert
space structure structure of the other lattice sites. The moti-
vation for including these ancillas is that they can help many-
body localize certain boundaries which are otherwise not lo-
calizable; as a result, including ancillas in the definition leads
to a coarser (and simpler) classification of fermionic Floquet
phases. This (coarser) notion of equivalence is sometimes
called “stable equivalence.”11
Using similar arguments to the bosonic case, one can show
that the classification of 2D fermionic Floquet phases is equiv-
alent to the classification of 1D fermionic LPUs modulo
fermionic FDLUs, in the presence of ancillas. The latter clas-
sification problem was studied in Ref. [19]. In that work,
the authors showed that there is a one-to-one correspondence
between equivalence classes of 1D fermionic LPUs and real
11 In the bosonic case, it turns out that adding ancillas has no effect on whether
a boundary can be many-body localized, and for that reason we omit them
from the definition.
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numbers of the form
√
2
ζ p
q
(9.2)
where p, q are products of prime factors of d = d0 + d1, and
where ζ = 0 unless d0 = d1, in which case ζ can be either
0 or 1. The authors also showed how to compute this number
given a locality preserving unitary U :
√
2
ζ p
q
= indf (U) (9.3)
where indf (U) is defined by an explicit formula very similar
to the one reviewed in Appendix D.
Similarly to the bosonic case, one way to interpret this
classification result is that the only possible locality preserv-
ing unitaries in 1D fermionic systems are translations. More
specifically, fermionic systems can support two types of trans-
lations: conventional translations and “Majorana” transla-
tions. A general locality preserving unitary U is a combina-
tion of a conventional translation and (possibly) a Majorana
translation. The conventional translation can be labeled by
a rational number p/q just as in the bosonic case, while the
presence or absence of a Majorana translation is encoded in
the Z2 index,
√
2
ζ
.
B. Fermionic U(1) symmetric case
Moving on to the U(1) symmetric case, we now con-
sider systems in which each lattice site is described by a d-
dimensional Z2-graded Hilbert space with a U(1) symme-
try transformation. Such systems are naturally characterized
by two d × d diagonal matrices: P = diag(p1, ..., pd) and
Q = diag(q1, ..., qd). Here pi and qi describe the fermion par-
ity and U(1) charge of the ith state of a single lattice site. We
will use a convention where the pi’s take values in {±1} with
+1 and −1 corresponding to even and odd fermion parity, re-
spectively. Also, we will assume without loss of generality
that all the qi’s are non-negative integers and that miniqi = 0.
In addition to the two matrices P,Q, we also find it useful
to define operators Pr, Qr associated with lattice site r. These
operators can be thought of as Pr = P ⊗ 1 and Qr = Q⊗ 1
where P,Q act on site r and 1 acts on the other sites. The
total fermion parity is then given by Ptot =
∏
r Pr, while the
total U(1) charge is Qtot =
∑
r Qr.
With this notation, we are now ready to explain our setup.
Similarly to the no-symmetry case, we require the Hamilto-
nian H(t) to be local, periodic in time, fermion parity even,
and U(1) symmetric. Also we require the Floquet unitary UF
to obey the MBL condition (3.3) where each Ur is fermion
parity even andU(1) symmetric. The definition of a fermionic
Floqet phase is similar to the no-symmetry case discussed
above: we define two Floquet systems, HA(t) and HB(t), to
belong to the same phase if their boundary can be many-body
localized in the presence of ancillas. These ancillas can have
any (finite dimensional) Hilbert space structure and any U(1)
symmetry transformation (i.e. any P,Q) which need not be
the same as the other lattice sites.
Using similar arguments to the bosonic case, one can show
that the classification of 2D U(1) symmetric fermionic Flo-
quet phases is equivalent to the classification of 1D locality
preserving unitaries modulo FDLUs (in the presence of ancil-
las). In the remainder of this section, we solve the latter clas-
sification problem and in this way, we derive a complete clas-
sification of 2D U(1) symmetric fermionic Floquet phases.
To describe our main result, it is convenient to introduce
two generating functions:
fQ(z) = Tr
(
zQ
)
, fχ(z) = Tr
(
zQP
)
(9.4)
Given our assumptions about the eigenvalues of P,Q, it fol-
lows that fQ(z) is a polynomial with non-negative integer co-
efficients and fχ(z) is a polynomial with integer coefiicents.
Our main result is that the Floquet phases that can be re-
alized in a system with a given P and Q have a one-to-one
correspondence to rational functions pif (z) which satisfy
[fQ(z)]
N1 pif (z) =
√
2
ζ
[α0(z) + α1(z)]
[fQ(z)]
N2 1
pif (z)
=
√
2
ζ
[β0(z) + β1(z)] (9.5)
[fχ(z)]
N1+N2 = [α0(z)− α1(z)][β0(z)− β1(z)]δζ,0
for some integers N1, N2 ≥ 0, and some non-negative integer
polynomials α0(z), α1(z), β0(z), β1(z) and some ζ ∈ {0, 1}.
Note that the Kronecker symbol δζ,0 in the last equation im-
plies that ζ = 0 unless fχ(z) = 0.
To better understand this result and its relation with our
bosonic classification, it is helpful to divide U(1) symmetric
fermionic systems into three classes, according to the struc-
tures of P,Q:
Case 1: P = (−1)Q, i.e Z2 fermion parity symmetry is
incorporated as a subgroup of U(1) symmetry. In this case,
fχ(z) = fQ(−z) 6= 0, so we must have ζ = 0 according to
the third constraint in (9.5). We claim that any pif (z) that
satisfies the first two equations in (9.5) also satisfies the third
equation. To see this, note that for any solution pif (z) to the
first two equations, we can always choose the corresponding
α0(z), α1(z) to be even and odd polynomials, respectively,
and similarly for β0(z), β1(z). Then the third equation in
(9.5) is simply the product of the first two equations after the
substitution z → −z, so it is automatically satisfied. Hence,
we can ignore the third equation, and the first two equations
reduce to the constraints on pi(z) in the bosonic case (4.3).
We conclude that, in this case, fermionic phases with a given
Q have the same classification as their bosonic counterparts:
{pif (z)} = {pi(z)}.
Case 2: P 6= (−1)Q and fχ(z) = 0. In this case, ζ
can be either 0 or 1. If ζ = 1 then the third equation in
(9.5) drops out, and the first two equations provide identical
constraints to the bosonic case (4.3) except for an additional
factor of
√
2. Therefore, the set of allowed pif (z) is simply
{pif (z)} = {√2pi(z)}. On the other hand if ζ = 0, then the
third equation implies that α0(z) = α1(z) or β0(z) = β1(z).
It is not hard to show that the latter equations do not imply
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any additional constraints on pif (z)12 while the first two
equations are identical to the bosonic case (4.3). Therefore,
the set of allowed pif (z) is {pif (z)} = {pi(z)}. Combining
the ζ = 0 and ζ = 1 case, we conclude that fermionic phases
with a given Q have the same classification as their bosonic
counterparts, except that there is an additional fermionic
phase whose edge unitary is a neutral Majorana translation:
{pif (z)} = {pi(z)} ∪ {√2pi(z)}.
Case 3: P 6= (−1)Q and fχ(z) 6= 0. In this case, ζ = 0,
so the first two equations in (9.5) reduce to the bosonic con-
straints (4.3). However, the third equation in (9.5) cannot be
eliminated in general: this equation places additional con-
straints on the set of allowed pif (z). Therefore, all we can
say is that the set of allowed {pif (z)} is in general a subgroup
of the set of allowed {pi(z)} with the same Q.
1. Definition of pif (z)
We define pif (z) in the same way that we defined pi(z) in
the bosonic case: for any U(1) symmetric fermionic Floquet
system with an edge unitary U = Uedge, we define pif (z) to
be the product
pif (z) = indf (U) · p˜if (z) (9.6)
where indf (U) is the “no-symmetry” index discussed above,
and p˜if (z) is defined in exactly the same way as p˜i(z) (6.13).
To prove the classification, we need to establish three
claims: (1) pif (z) is always a rational function satisfying
Eq. 9.5; (2) All rational functions satisfyng Eq. 9.5 can be re-
alized by some U ; (3) pifU ′(z) = pi
f
U (z) if and only if U
′U−1
can be written as a U(1) symmetric FDLU in the presence of
ancillas. In the following sections, we sketch proofs of these
claims.
2. pif (z) satisfies Eq. 9.5
In this section we prove property (1): we show that pif (z) is
always a rational function satisfying Eq. 9.5 for any 1D U(1)
symmetric locality preserving unitary U .
Let U be a 1D U(1) symmetric locality preserving unitary.
We first prove the claim in the case ζ = 0 where ζ is defined
by the no-symmetry index: indf (U) =
√
2
ζ
p/q.
Our proof is very similar to the bosonic case. Let ` be the
operator spreading length for U , and let AL, AR denote the
two adjacent intervals, AL = [−` + 1, 0] and AR = [1, `].
Also, let QL, QR denote the total charge in AL, AR, and let
PL, PR denote the parity operator restricted to AL, AR. As in
the bosonic case, we know that
U†(QL +QR)U = QL +OL +QR +OR (9.7)
12 The coefficients of fQ(z) are all even (since fχ(z) = 0), so it is always
possible to choose α0(z) = α1(z) by taking N1 sufficiently large.
where OL, OR are operators supported in L = [−2` + 1, 0]
and R = [1, 2`], respectively. Similarly, one can show that
U†(PLPR)U = (PLYL)(PRYR) (9.8)
where YL, YR are operators supported in L,R.
We now pause to explain our conventions for defining
OL, OR and YL, YR. Just as in the bosonic case, OL, OR are
ambiguous up to adding/subtracting a scalar (6.12). We fix
this ambiguity using the same prescription as in the bosonic
case: we demand that the smallest eigenvalue ofQR+OR is 0.
Similarly YL, YR are ambiguous up to multiplication/division
by a scalar; we fix the latter ambiguity by demanding that
PRYR has eigenvalues ±1.13
With these conventions, we define
α0(z) =
p
d`q
TrR
(
zQR+OR
[
1 + PRYR
2
])
α1(z) =
p
d`q
TrR
(
zQR+OR
[
1− PRYR
2
])
β0(z) =
q
d`p
TrL
(
zQL+OL
[
1 + PLYL
2
])
β1(z) =
q
d`p
TrL
(
zQL+OL
[
1− PLYL
2
])
(9.9)
We claim that α0(z), α1(z), β0(z), β1(z) are non-negative in-
teger polynomials. To see this, let us first consider α0(z). No-
tice that (1 + PRYR)/2 is a projection operator since PRYR
has eigenvalues ±1. Next notice that QR + OR commutes
with (1 + PRYR)/2: this follows from the fact that Q and P
commute with each other. Now consider the eigenvalue spec-
trum of QR + OR within the projected subspace PRYR = 1.
To understand this eigenvalue spectrum, note that the eigen-
values of QR +OR are all non-negative integers by the same
argument as in the bosonic case. Furthermore, using the same
arguments as in the bosonic case, one can show that the re-
striction of QR + OR to the interval R can be written, in an
appropriate basis, as QR +OR = O ⊗ 1 where O is a matrix
of dimension (p/q)d` and 1 is an identity matrix of dimension
(q/p)d`. The same is true for the operator (1 + PRYR)/2.
It follows that all the eigenvalues of QR + OR come with
a degeneracy which is a multiple of d
`q
p within the subspace
PRYR = 1. Putting this all together, it follows immediately
that α0(z) is a non-negative integer polynomial. In exactly
the same way, we can show that α1(z), β0(z), β1(z) are also
non-negative integer polynomials.
We are now ready to show that pif (z) obeys Eqs. 9.5. The
first step is to note that, just as in the bosonic case,
p˜if (z) =
TrR(z
QR+OR)
TrR(zQR)
=
TrR(z
QL)
TrR(zQL+OL)
(9.10)
13 There is still a residual sign ambiguity, YL → −YL, YR → −YR but this
ambiguity will not be important below.
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Next, we use the first equality in (9.10), together with
TrR(z
QR) = d` [fQ(z)]
`, to deduce :
[fQ(z)]
`
pif (z) = α0(z) + α1(z) (9.11)
This is the first equation in (9.5) with N1 = `. Likewise,
using the second equality in (9.10), together with TrL(zQL) =
d` [fQ(z)]
`, we deduce
[fQ(z)]
`
pif (z)
= β0(z) + β1(z) (9.12)
This is the second equation in (9.5) with N2 = `.
To derive the last equation in (9.5), we combine the four
equations in (9.9) to derive
d2`[α0(z)− α1(z)][[β0(z)− β1(z)]
= TrL∪R
(
zQL+OL+QR+ORPLYLPRYR
)
= TrL∪R
(
zQL+QRPLPR
)
= d2` [fχ(z)]
2` (9.13)
Here, the second equality follows from (9.7) and (9.8). Can-
celling the factors of d2`, we deduce
[fχ(z)]
2`
= [α0(z)− α1(z)][β0(z)− β1(z)] (9.14)
This is the third equation in (9.5) with N1 = N2 = `.
We now move on to the case where ζ = 1. The first step
is to show that fχ(z) = 0 in this case. We prove this result
in Appendix I 4. (The basic idea of the proof is that ζ = 1
implies the existence of a charge neutral Majorana operator,
which in turn implies that fχ(z) = 0).
The next step is to reduce the ζ = 1 case to the ζ = 0 case.
We do this by proving the following claim: given any locality
preserving unitary U with ζ = 1, defined for some choice of
P,Q, we can construct two other locality preserving unitaries
U± that are defined for the same P,Q and that have ζ = 0 and
satisfy
pifU±(z) = (
√
2)±1pifU (z). (9.15)
Once we prove this claim, we can immediately derive Eqs. 9.5
since the ζ = 1 equations for pifU follow immediately from the
ζ = 0 equations for pifU± together with (9.15).
How do we construct unitaries U± obeying (9.15)? The
basic idea is to stack a neutral Majorana translation on top
of U . In more detail: first, we factor the single site Hilbert
space H into a tensor product of the form H = C1|1 ⊗ Hb
where C1|1 denotes a two-dimensional Hilbert space with
P = diag(1,−1) and Q = diag(0, 0), and where Hb is some
other Hilbert space whose structure is not important. (Note
that C1|1 is the conventional Hilbert space for a charge neu-
tral fermion). Such a factorization is guaranteed to exist given
that fχ(z) = 0. Next, we cluster pairs of neighboring sites
into supersites, and we factor the supersite Hilbert space as
H2 = H⊗ C1|1 ⊗Hb (9.16)
We then define U± to be the unitary operators that act like
U on the H part of the Hilbert space, act like a unit Majo-
rana translation in the positive/negative direction on the C1|1
Hilbert space, and act like the identity on Hb. Using the fact
that pif is multiplicative under tensor products, it follows that
pifU±(z) = (
√
2)±1pifU (z), as required. It is also clear that U±
have ζ = 0. This proves the claim and establishes Eq. (9.5)
for the case ζ = 1.
3. Constructing a unitary that realizes each pif (z)
In this section, we prove that every pif (z) that satisfies
Eq. 9.5 can be realized by some U(1) symmetric 1D locality
preserving unitary. We construct this unitary in the same way
as in Sec. VII B. To begin, we multiply the first two equations
in Eq. 9.5 to obtain
[fQ(z)]
N1+N2 = 2ζ(α0(z) + α1(z))(β0(z) + β1(z))
(9.17)
First consider the case where ζ = 0. In that case, (9.17) to-
gether with the third equation in Eq. 9.5 implies that we can
factor the Hilbert spaceHN1+N2 for a cluster ofN1 +N2 sites
into a tensor product
HN1+N2 = Hα ⊗Hβ (9.18)
Here Hα,Hβ are Hilbert spaces of dimension dα = α0(1) +
α1(1) and dβ = β0(1) +β1(1) with charge operators Qα, Qβ
and parity operators Pα, Pβ , defined by
Tr(zQα) = α0(z) + α1(z), Tr(z
Qβ ) = β0(z) + β1(z)
Tr(zQαPα) = α0(z)− α1(z), Tr(zQβ ) = β0(z)− β1(z)
With the above factorization in mind, we cluster together
2N1 + N2 sites into supersites of dimension d2N1+N2 . We
then factor each supersite Hilbert space into a tensor product
H2N1+N2 = HN1 ⊗Hα ⊗Hβ (9.19)
To construct the desired locality preserving unitary, we con-
sider the unitary that performs a unit translation on Hα in the
positive direction and a unit translation on HN1 in the neg-
ative direction. This unitary realizes pif (z) since pif (z) =
[α0(z) + α1(z)]/[fQ(z)]
N1 .
Now consider the case where ζ = 1. In this case, the third
equation in Eq. 9.5 implies that fχ(z) = 0. This equation
together with (9.17) implies that
HN1+N2 = C1|1 ⊗Hα ⊗Hβ (9.20)
where C1|1 is the two dimensional Hilbert space with Q =
diag(0, 0) and P = diag(1,−1). Again, we cluster 2N1 +N2
sites into supersites, and we factor each supersite into a tensor
product
H2N1+N2 = HN1 ⊗ C1|1 ⊗Hα ⊗Hβ (9.21)
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To construct the desired locality preserving unitary, we con-
sider the unitary that performs a unit translation on Hα in the
positive direction, a unit translation on HN1 in the negative
direction, and unit Majorana translation on C1|1 in the pos-
itive direction. This unitary realizes pif (z) since pif (z) =√
2[α0(z) + α1(z)]/[fQ(z)]
N1 .
So far we have shown that every pif (z) obeying Eq. 9.5 can
be realized by some 1D locality preserving unitary. But we
also need to show that every such pif (z) can be realized by a
2D Floquet system. The latter claim follows from the SWAP
circuit construction, in the same way as in the bosonic case.
4. One-to-one correspondence
In this section we prove that pifU ′(z) = pi
f
U (z) if and only
if U ′U−1 can be written as a U(1) symmetric FDLU in the
presence of ancillas. Just as in the bosonic case, the first step
is to note that pif (z) is multiplicative under composition of
unitaries and therefore it suffices to prove a simpler claim:
pifW (z) = 1 if and only if W can be written as a U(1) sym-
metric FDLU in the presence of ancillas.
The proof in the ‘if’ direction is identical to the correspond-
ing proof in the bosonic case (Sec. VII C 2) so we will not
repeat it here. As for the ‘only if’ direction, again the proof
is essentially the same as the bosonic case – except in two
places. The first place occurs at the very beginning of the
argument when we show that W must be an FDLU. In the
bosonic case, the argument goes as follows: since piW (z) = 1,
we know that ind(W ) = 1; it then follows from Ref. [21] that
W can be written as a FDLU. In the fermionic case, we can
follow the same logic, using the results of Ref. [19]. How-
ever, instead of concluding that W is an FDLU, we conclude
that W can be written as an FDLU in the presence of ancillas,
or more specifically, ancillas with the Hilbert space structure
C1|1[19]. Note that the U(1) symmetry does not play any role
at this stage of the argument, so we are free to choose any
charge matrix we like for these ancillas; here, we will choose
Q = diag(0, 0), which means that the ancillas can be thought
of as neutral fermions.
The second place where the fermionic argument is different
from the bosonic argument is when we derive the existence of
a single site operator Vr obeying Eq. 7.41, i.e.
V †r Q˜rVr = Qr (9.22)
In the bosonic case, we proved the existence of Vr by estab-
lishing two properties of Qr, Q˜r: (i) Q˜r and Qr are both sup-
ported on site r; and (ii) Q˜r has the same spectrum as Qr. We
then argued that these two properties imply the existence of
Vr.
In the fermionic case, properties (i), (ii) hold just like in
the bosonic case but we cannot use these properties to de-
duce the existence of Vr. The reason is that we need Vr to be
fermion parity even, and if we want to deduce the existence
of a fermion parity even Vr then we need to show that Q˜r has
the same spectrum as Qr within each of the two fermion par-
ity sectors, separately. In general, the latter property may not
hold even though Q˜r and Qr have the same total spectrum.
Conveniently this problem is solved by the neutral
fermionic ancillas C1|1 with Q = diag(0, 0), which we in-
troduced earlier. The net effect of including these ancillas is
to replace
Pr → Pr ⊗
(
1 0
0 −1
)
Qr → Qr ⊗ 1
Q˜r → Q˜r ⊗ 1
(9.23)
From these equations we can see that, after adding the ancil-
las, Qr has the same spectrum in the even parity sector as it
does in the odd fermion parity sector. Of course, the same is
true for Q˜r. This result implies that Q˜r has the same spectrum
as Q˜r within each of the two fermion parity sectors separately
(since Q˜r, Qr have the same total spectrum). We are then fin-
ished, since it follows immediately that there exists a fermion
parity even Vr obeying (9.22).
Before concluding, we should mention that the above argu-
ment needs to be modified in the special case where fermion
parity is a subgroup of the U(1) symmetry, i.e. P = (−1)Q.
The problem is that in this case, it is unphysical to add neu-
tral fermionic ancillas because such ancillas are inconsistent
with the underlying symmetry group. Fortunately, it is easy
to get around this problem: in this case, we add charged
fermionic ancillas, i.e. C1|1 ancillas with P = diag(1,−1)
and Q = diag(0, 1). The key point is that Qr and Q˜r are
guaranteed to have the same spectrum within in each of the
two fermion parity sectors due to the relation P = (−1)Q to-
gether with the fact that they have the same total spectrum.
Hence, in this case we can again deduce the existence of a
fermion parity conserving Vr.
X. RELATION TO COHOMOLOGY CLASSIFICATION
We now discuss the relationship between our (bosonic) re-
sults and the group cohomology classification of Floquet sym-
metry protected topological (SPT) phases[12–14, 31]. Ac-
cording to that work, (e.g. Ref. [14]) the classification of
bosonic d-dimensional Floquet SPT phases with an on-site,
unitary, abelian symmetry G is given by the cohomology
group Hd+1[G × Z, U(1)]. Using the Kunneth formula for
group cohomology, this group can be split into two factors:
Hd+1[G× Z, U(1)] = Hd+1[G,U(1)]×Hd[G,U(1)]
(10.1)
These factors have a simple physical interpretation. The
first factor, Hd+1[G,U(1)], describes Floquet phases with d-
dimensional “SPT eigenstate order”: every eigenstate of the
Floquet unitary UF looks like a d-dimensional (static) SPT
ground state. In contrast, the second factor, Hd[G,U(1)],
describes Floquet phases in which UF is the identity in the
d-dimensional bulk, but has a nontrivial action on the d − 1-
dimensional edge: UF pumps a d−1 dimensional (static) SPT
state to the edge, each period.
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Specializing to the case d = 2 and G = U(1), the first fac-
tor evaluates to Z and the second factor is trivial; therefore,
the cohomology classification predicts a Z classification com-
ing purely from two dimensional SPT eigenstate order. This
result is very different from the results described in this paper,
so one may ask: what is the origin of this discrepancy?
We believe the discrepancy comes from two differences in
how we define Floquet phases. The first difference is that, ac-
cording to our definition (Definition 1 in Appendix A), Flo-
quet phases with eigenstate order are trivial, while accord-
ing to the cohomology definition (e.g. Definition 3 in Ap-
pendix A), these phases are non-trivial. This explains why the
first factor in the cohomology classification (10.1) does not
appear in our classification, since the first factor in Eq. 10.1
corresponds to phases with SPT eigenstate order.14
To understand why the second factor in (10.1) does not
match our results either, we need to think about the role of
ancillas in our definitions of Floquet phases. In our defini-
tion of bosonic Floquet phases (Definition 1 in Appendix A),
we did not mention ancillas at all. However, it is easy to
show that our classification is stable to adding ancillas with
an arbitrary symmetry representation (i.e. arbitrary Q ma-
trix), as long as these ancillas are finite dimensional.15 On
the other hand, if we were to allow infinite dimensional an-
cillas, in particular “quantum rotor” ancillas with the Q ma-
trix Q = diag(...,−2,−1, 0, 1, 2, ...), then our classification
would collapse completely: it is possible to show that if we
included ancillas of this kind, there would be only one pos-
sible Floquet phase with U(1) symmetry. The latter result is
exactly what the second factor in (10.1) predicts. Therefore,
we believe the cohomology classification implicitly assumes
that we are allowed to add ancillas with arbitrary symmetry
representations – finite or infinite dimensional. This differ-
ence in the rules for ancillas explains why our classfiication is
so much richer than the cohomology classification.
XI. DISCUSSION AND NEXT STEPS
In this paper, we have derived a complete classification
of U(1) symmetric Floquet phases of interacting bosons and
fermions in two spatial dimensions. According to our clas-
sification, each of these phases is uniquely labeled by a ratio
of polynomials, pi(z) = a(z)/b(z), where z is a formal pa-
rameter. In the bosonic case, the invariant pi(z) can be writ-
ten as a product pi(z) = pq p˜i(z) where the GNVW index
p
q
characterizes the flow of quantum information at the edge and
p˜i(z) characterizes the flow of U(1) charge at the edge. In the
fermionic case, the invariant has a similar structure but with
14 Actually, even we included eigenstate order, the H3[U(1), U(1)] = Z
factor would still not appear in our classification: this Z factor corresponds
to the scenario where the eigenstates of UF are bosonic integer quantum
Hall states, and this scenario is not possible if UF satisfies (3.3). [35]
15 Adding ancillas corresponds to stacking with a trivial phase with pi(z) = 1.
Since pi(z) is multiplicative under stacking, this operation has no effect on
pi(z), and hence no effect on our classification.
the bosonic GNVW index pq replaced by its fermionic coun-
terpart,
√
2
ζ p
q where ζ = 0, 1. In addition to our classification
results, we have also shown that p˜i(z) is measureable: it is di-
rectly related to the U(1) current that flows at the boundary
between two regions held at different chemical potentials.
Our work raises a number of interesting questions that de-
serve further study. We begin with a purely mathematical
question. Recall that Eq. 4.3 describes necessary and suffi-
cient conditions for when a rational function pi(z) can be real-
ized by a given charge matrix Q. In principle these conditions
tell us the complete classification of Floquet phases for each
Q, and we have worked out this classification in a number of
examples. The problem is that we do not have systematic way
to compute this classification: that is, we do not have a gen-
eral algorithm for finding the complete set of pi(z) obeying
the conditions (4.3). It would be interesting to find such an
algorithm.
Another question involves the recent paper, Ref. 36. In that
paper, the authors constructed a set of “higher order magne-
tization invariants” for 2D U(1) symmetric Floquet systems
that are partially many-body localized, i.e. localized up to n-
body terms. It would be interesting to understand the relation-
ship between these higher order invariants and the invariants
described here, in particular p˜i(z).
Several papers have discussed 2D Floquet phases that have
a fractional value of the GNVW index[37, 38]. To realize
these phases it is necessary to replace the requirement that UF
obeys the MBL condition (3.3) with the weaker requirement
that UNF obeys (3.3) for some finite integer N . It would inter-
esting to investigate U(1) symmetric analogs of these phases.
A natural direction for future work is to generalize our
classification to 2D Floquet phases with discrete symmetries.
More specifically, consider Floquet phases with a discrete uni-
tary on-site symmetry group G. By analogy with the U(1)
symmetric case discussed here, one might expect that classi-
fying such phases is equivalent to classifying 1DG-symmetric
locality preserving unitaries modulo 1D G-symmetric FD-
LUs. The latter classification problem was studied in Ref. 29
and Ref. 30: in both cases the authors found that such local-
ity preserving unitaries are classified by two indices: (i) the
Q-valued GNVW index, and (ii) a second index that takes
values in the cohomology group H2[G,U(1)]. Based on
this result, one might guess that G-symmetric Floquet phases
are also classified by these two indices. This guess is sup-
ported by the cohomology classification which predicts the
H2[G,U(1)] factor (see Sec. X). However, there is an impor-
tant caveat here. As explained in Ref. 30, the above classifi-
cation of 1D LPUs is only correct if we use a particular defi-
nition of equivalence in which we are allowed to add ancillas
that transform under an arbitrary, finite dimensional represen-
tation ofG. Ref. 30 pointed out that there is another definition
of equivalence – “strong equivalence” – in which we are only
allowed to add ancillas with the same symmetry representa-
tion as the original sites. Ref. 30 found that strong equivalence
leads to a richer classification of locality preserving unitaries
but did not work out this classification in generality. It would
be interesting to explore the latter classification problem using
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the methods discussed in this paper.
Another natural direction is to consider higher dimensional
systems. Recently there has been significant progress in the
classification of LPUs in two and three dimensions in the ab-
sence of symmetry. In particular, it has been shown that the
classification is trivial in 2D[39, 40] (apart from translations)
but nontrivial in 3D[41]. These results suggest that, in the
absence of symmetry, there are no nontrivial Floquet phases
in 3D, apart from layered phases consisting of stacks of 2D
systems[42], but such phases do exist in 4D. An interesting
question for further work would be to investigate how this
classification changes if we introduce U(1) symmetry.
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Appendix A: Relation to other definitions of Floquet phases
In this appendix we discuss the relation between our defini-
tion of Floquet phases (Sec. III) and other definitions of Flo-
quet phases that have been discussed in the literature. Specif-
ically, we compare the following three definitions:
1. Two Floquet systems, HA(t) and HB(t), belong to the
same phase if their boundary can be many-body local-
ized in a symmetry-respecting way.
2. Two Floquet systems, HA(t) and HB(t), belong to the
same phase if there exists a continuous, symmetric in-
terpolation {Hs(t), 0 ≤ s ≤ 1} with H0(t) = HA(t)
and H1(t) = HB(t) such that the corresponding family
of Floquet operators UF (s) obeys the MBL condition
(3.3) for all s[16, 17, 19, 31].
3. Two Floquet systems, HA(t) and HB(t), belong to the
same phase if there exists a continuous, symmetric in-
terpolation for which UF (s) not only obeys the MBL
condition (3.3) but also UF (s) commutes with a set of
local, symmetric, commuting projectors {Pr(s)} such
that (i) {Pr(s)} are complete in the sense that their
eigenvalues uniquely label every state in the Hilbert
space, (ii){Pr(s)} are unique in the sense that any two
choices {Pr(s)}, {P ′r(s)} commute with one another:
[Pr(s), P
′
r(s)] = 0 [12, 14, 15, 38].
Note that definition (3) imposes a stricter requirement on
the interpolation than definition (2). For example, accord-
ing to definition (3), the interpolation is not allowed to pass
through the point UF (s) = 1 (since the projectors Pr(s) are
not unique in this case) while this is allowed in definition (2).
Roughly speaking, the key difference between (2) and (3) is
that definition (2) allows degeneracy in Floquet spectrum dur-
ing the interpolation, while definition (3) prohibits it.
What is the relationship between these definitions? We con-
jecture that our definition (1) is equivalent to definition (2) –
that is, they give the same classification of Floquet phases[38].
On the other hand, definition (3) is different from the first two
definitions and leads to a finer classification of Floquet phases.
One class of Floquet phases that are trivial under defini-
tions (1) and (2) and non-trivial under (3) are phases with
“eigenstate order” [43, 44]. For a concrete example, consider
a Floquet system whose HamiltonianH is the static toric code
Hamiltonian (but with random coefficients). In this system,
the Floquet unitary is simply UF = e−iHT , which means that
the Floquet eigenstates are toric code eigenstates. In particu-
lar, every eigenstate carries toric code topological order. Un-
der definition (3), this Floquet system belongs to a non-trivial
phase: there is no way to interpolate to a trivial Floquet system
in which the Floquet eigenstates carry trivial topological or-
der, since according to definition (3), any interpolation would
generate a corresponding interpolation for individual Floquet
eigenstates, which is manifestly impossible. In contrast, un-
der definitions (1) and (2), this Floquet system is trivial: in
the case of definition (1), one can easily check that the bound-
ary with the vacuum can be many-body localized, while for
definition (2), one can construct an interpolation to the triv-
ial Hamiltonian by simply tuning all the coefficients in the
toric code Hamiltonian to zero. Another collection of exam-
ples of eigenstate order are Floquet systems in which the Flo-
quet eigenstates carry symmetry protected topological (SPT)
order. These Floquet phases are included in the cohomology
classification of Floquet SPT phases and are classified by the
Hd+1[G,U(1)] factor in Eq. 10.1. Again these phases are
trivial under definitions (1) and (2) but are non-trivial under
definition (3).
All three of the above definitions can be modified by al-
lowing us to add ancilla sites to the Floquet system with an
arbitrary Hilbert space structure and arbitrary symmetry ac-
tion. For example, we can incorporate ancillas into definition
(1) by allowing the addition of a one dimensional chain of
ancillas along the boundary between HA and HB . A priori,
such ancillas could allow certain boundaries to be many-body
localized which are otherwise not localizable. Likewise, we
can modify definitions (2) and (3) by allowing the addition of
a two dimensional lattice of ancilla sites. These ancilla sites
are required to have trivial dynamics at the beginning and end
of the interpolation, i.e. s = 0 and s = 1, but can have non-
trivial dynamics during the middle of the interpolation, i.e.
0 < s < 1. Such ancillas could facilitate interpolations which
are otherwise impossible. For more discussion of ancillas, see
Sec. IX A and Sec. X.
Appendix B: Proof that Uedge is well-defined
In this appendix, we prove that the edge unitary Uedge is
well-defined in the sense that different choices of the {Ur} op-
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erators give rise to the same Uedge – up to composition with
a one dimensional FDLU. We first prove this result for sys-
tems without any symmetries. We then extend the result to
the U(1) symmetric case.
1. No symmetry case
We wish to show that different choices of the local unitaries
{Ur} lead to the same Uedge – up to composition with a 1D
FDLU. Our key tool is the following proposition.
Proposition 1: Let {Ur} and {U ′r} be two sets of unitaries
that are (i) mutually commuting in the sense that [Ur1 , Ur2 ] =
[U ′r1 , U
′
r2 ] = 0, and (ii) local in the sense that each Ur, U
′
r is
supported within a finite disk centered at r. Suppose also that
V =
( ∏
r∈R−
U ′r
)( ∏
r∈R−
U†r
)
(B1)
is supported within a finite distance of the x-axis. Then V is
a 1D FDLU.
Proposition 1 implies the claim because it is clear from the
definition ofUedge (3.4) that two different choices of local uni-
taries, {Ur} and {U ′r}, will give rise to edge unitaries Uedge
and U ′edge that differ from one another by precisely the above
operator V :
U ′edge = Uedge · V (B2)
We now prove Proposition 1. First, we note that we can as-
sume without loss of generality that
(∏
r∈R− Ur
)
commutes
with V : indeed, we can guarantee this is the case by sim-
ply removing all Ur operators from the product
(∏
r∈R− Ur
)
whose region of support overlaps with the region of support
of V . This operation only changes V by a 1D FDLU so it will
not affect our conclusions about V .
Next, since
(∏
r∈R− Ur
)
commutes with V , it follows that(∏
r∈R− Ur
)
commutes with
(∏
r∈R− U
′
r
)
. This, in turn, im-
plies that the nth power of V can be written in the form
V n =
( ∏
r∈R−
(U ′r)
n
)( ∏
r∈R−
Un†r
)
(B3)
The above identity (B3) is important because it implies that
V does not generate operator transport in the following sense:
for any operator Or supported on site r, the conjugated oper-
ator, V n†OrV n, is supported within a finite distance of r, for
arbitrarily large n. This follows from the fact that the Ur op-
erators (and also the U ′r operators) are mutually commuting,
local operators.
We now claim that since V does not generate operator trans-
port, it must be a 1D FDLU. We will prove this claim by show-
ing V has a trivial GNVW index:
ind(V ) = 1 (B4)
We derive (B4) as follows. First we relate ind(V ) to ind(V n)
via
ind(V ) = [ind(V n)]1/n (B5)
[This follows from the multiplicative property of the index:
ind(U1U2) = ind(U1)ind(U2)]. Next, using the explicit for-
mula for the GNVW index reviewed in Appendix D, together
with the fact that V n only transports operators by a finite dis-
tance, one can easily show that
1
c
≤ |ind(V n)| ≤ c (B6)
for some constant c > 0 that does not depend on n and is
roughly of order c ∼ d(const.)ξ∆y where ξ is the radius of the
disks where the Ur’s are supported and ∆y is the width of the
strip along the x-axis where V is supported. Substituting this
inequality into (B5) and taking the limit n → ∞, we deduce
ind(V ) = 1, as we wished to show.
2. U(1) symmetric case
The proof in the U(1) symmetric case follows the same
logic as above. In particular, the key step is to prove the
following analog of Proposition 1.
Proposition 2: Let {Ur} and {U ′r} be two sets of U(1)
symmetric unitaries that are mutually commuting and local.
Suppose also that
V =
( ∏
r∈R−
U ′r
)( ∏
r∈R−
U†r
)
(B7)
is supported within a finite distance of the x-axis. Then V is
a 1D U(1) symmetric FDLU.
The proof of Proposition 2 is identical to that of Proposition
1, except for the last step. In that step we need to prove two
identities in order to conclude that V is a U(1) symmetric
FDLU: ind(V ) = 1 and p˜iV (z) = 1. To show ind(V ) = 1,
we can use the same argument as above, but an additional
argument is needed to show p˜iV (z) = 1. We can establish this
using a similar approach to above. First we relate p˜iV (z) to
p˜iV n(z) via
p˜iV (z) = [p˜iV n(z)]
1/n (B8)
Next, using the definition of p˜i (Sec. VI) together with the fact
that V n only transports operators by a finite distance, one can
easily show that for any real z ≥ 0,
1
c(z)
≤ |[p˜iV n(z)| ≤ c(z) (B9)
for some constant c(z) > 0 that does not depend on n and is
roughly of order c(z) ∼ (fQ(z))(const.)ξ∆y where ξ and ∆y
are defined as above. Substituting this inequality into (B8)
and taking the limit n → ∞, we deduce p˜iV (z) = 1 for all
z ≥ 1. Then, since p˜iV (z) is a rational function, it follows that
p˜iV (z) ≡ 1 for all z, as we wished to show.
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Appendix C: Equivalence between classification of 2D Floquet
phases and 1D locality preserving unitaries
In this appendix, we prove that two Floquet systems HA(t)
and HB(t) (without any symmetry) belong to the same phase
if and only if their corresponding edge unitaries UA,edge and
UB,edge differ by a 1D FDLU. (We do not include a separate
discussion of the U(1) symmetric case because the proof is
identical except with Proposition 1 replaced by Proposition
2).
1. Special case
We start by proving a special case: we show that H(t) be-
longs to the trivial phase if and only if the edge unitary Uedge
is a 1D FDLU. To make this statement precise, we need to
explain what we mean by a “trivial phase.” Let H−(t) be the
restriction of H(t) to the lower half plane R− = {(x, y) :
y ≤ 0}. We say that H(t) belongs to the trivial phase if there
exists a boundary HamiltonianHbd such that the Hamiltonian
Htot(t) = H
−(t) +Hbd(t) (C1)
is MBL – that is, the corresponding Floquet unitary
U totF = T e−i
∫ T
0
Htot(t)dt (C2)
obeys the MBL condition (3.3).
We start by proving the “if” direction: we show that ifUedge
is a 1D FDLU then U totF obeys (3.3) for some Hbd. The first
step is to write Uedge as the time evolution of a 1D Hamilto-
nian acting near the x-axis:
Uedge = T e−i
∫ T
0
Hedgedt (C3)
(This is possible since Uedge is a 1D FDLU). Then, using the
definition of Uedge (3.4), we deduce that
T e−i
∫ T
0
H−(t)dt =
(
T e−i
∫ T
0
Hedgedt
)( ∏
r∈R−
Ur
)
(C4)
where the Ur are mutually commuting, local unitaries.
Next, we rewrite the Floquet unitary (C2) as a product,
U totF = UbdU
− (C5)
where
Ubd = T e−i
∫ T
0
H˜bd(t)dt, U− = T e−i
∫ T
0
H−(t)dt (C6)
and
H˜bd(t) = U
−(T, t)Hbd(t)U−,†(T, t) (C7)
where U−(T, t) = T e−i
∫ T
t
H−(t)dt. Here Eq. (C5) is ob-
tained by implementing the standard Dyson series method in
the interaction picture, and accounts for commuting the terms
in H−(t) and Hbd(t) through each other.
Putting Eq. C3 and Eq. C5 together, we derive
U totF = Ubd ·
(
T e−i
∫ T
0
Hedge(t)dt
)( ∏
r∈R−
Ur
)
(C8)
Now suppose we choose Hbd so that
H˜bd(t) = −Hedge(T − t). (C9)
(Note we can arrange this by choosing
Hbd(t) = −U−.†(T, t)Hedge(T − t)U−(T, t) (C10)
This choice is allowed since Hbd(t) is manifestly local, peri-
odic in time, and supported near the x-axis). Then (C8) sim-
plifies to
U totF =
∏
r∈R−
Ur
This proves U totF obeys the MBL condition (3.3), as we
wished to show.
Next we prove the ”only if” direction: we assume that U totF
obeys the MBL condition (3.3), and then show that Uedge is a
1D FDLU. The first step is note that, by the definition of Uedge
(3.4), we have
Uedge = U
− ·
∏
r∈R−
U†r (C11)
where Ur are mutually commuting, local unitaries.
Combining this equation with (C5), we deduce that
Uedge = U
†
bd · U totF ·
∏
r∈R−
U†r (C12)
Next, using the fact that U totF obeys the MBL condition (3.3),
we know that
U totF =
∏
r∈R−
U ′r (C13)
for some mutually commuting, local unitaries U ′r.
16 Hence,
Uedge = U
†
bd ·
( ∏
r∈R−
U ′r
)( ∏
r∈R−
U†r
)
(C14)
To complete the proof we invoke Proposition 1 from Ap-
pendix B, which implies that
(∏
r∈R− U
′
r
) (∏
r∈R− U
†
r
)
is
a 1D FDLU. Given that U†bd(T ) is manifestly a 1D FDLU, it
follows immediately that Uedge is a FDLU, as we wished to
show.
16 Here, we do not assume any relation between the U ′r unitaries and the Ur
unitaries.
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2. General case
We now move on to the general case: we show that the
boundary between two Floquet systemsHA(t) andHB(t) can
be many-body localized if and only if
UA,edge = UB,edge · (1D FDLU) (C15)
We begin with the “only if” direction: we assume that the
boundary betweenHA(t) andHB(t) can be many-body local-
ized and we show that Eq. (C15) holds. The first step is to use
the“folding trick” to map the boundary betweenH−A , H
+
B onto
the boundary between the tensor product of H−A and H
op,−
B
and the vacuum. Here, “HopB ” denotes the Hamiltonian ob-
tained from HB by reflecting about the x-axis. It is easy to
see that the edge unitary for this tensor product Floquet sys-
tem is UA,edge⊗UBop,edge, so by the special case proved above,
we know that
UA,edge ⊗ UBop,edge = (1D FDLU) (C16)
By the same reasoning, we know that
UB,edge ⊗ UBop,edge = (1D FDLU) (C17)
since the boundary between H−B and H
+
B can be many-body
localized by assumption. If we now take the tensor product of
both sides of Eq. (C16) with UB,edge and use (C17), it is not
hard to show that
(UA,edge ⊗ 1⊗ 1) = (UB,edge ⊗ 1⊗ 1) · (1D FDLU)
(C18)
This implies the desired relation, Eq. (C15).
The proof of the “if” direction follows similar reasoning
but in the reverse direction: if (C15) holds, then using Eq.
(C17), we can deduce that Eq. (C16) holds. Then invoking
the special case proved above, it follows that the boundary
between the vacuum and the tensor product ofH−A andH
op,−
B
can be many-body localized. Next, using the folding trick,
we deduce that the boundary between H−A , H
+
B can be many-
body localized. This is what we wanted to show.
Appendix D: Explicit formula for GNVW index
In this appendix, we review an explicit formula for the
GNVW index, ind(U). This formula can also be viewed as
a definition of the GNVW index. Before presenting the for-
mula, we first define a related quantity, η(A,B), which can be
interpreted as an “overlap” between operator algebras A,B.
Let A,B be two operator algebras consisting of operators
acting on some finite dimensional Hilbert space. Let {Oa}
be a complete orthonormal basis of operators in A – that is, a
collection of operators such that (i) {Oa} is a complete basis
for A and (ii) {Oa} satisfies Tr(O†aOa′) = δaa′ where Tr is
a normalized trace defined by Tr(1) = 1. Similarly, let {Ob}
be a complete orthonormal basis for B. We then define the
“overlap” between A,B, which is denoted by η(A,B), by
η(A,B) =
√ ∑
Oa∈A,Ob∈B
|Tr(O†aOb)|2 (D1)
One can check that η(A,B) only depends on the algebrasA,B
and not on the choice of orthonormal bases {Oa}, {Ob}. Also,
it is not hard to show that η(A,B) ≥ 1 since the two algebras
A,B both contain the identity operator 1.
We are now ready to explain the formula for ind(U). Let
U be a locality preserving unitary, defined on a 1D spin chain,
with a operating spreading length `. Choose any two adjacent
intervals A, B within the spin chain, with A to the left of B
and such thatA andB each have length larger than `. LetA,B
be the algebra of operators supported on A,B, respectively.
Then, ind(U) is given by[17, 21]:
ind(U) =
η
(
U†AU,B)
η (A, U†BU) (D2)
One can check that ind(U) does not depend on the choice of
A,B and is therefore a well-defined function of the locality
preserving unitary U .
We note that Eq. D2 differs from the formula for the index
in Ref. 17 (Eq. 20) in that U and U† are switched. As a result,
our definition of ind(U) is the inverse of the index defined in
Ref. 17. This discrepancy can be thought of as a difference
in orientation conventions: in our convention, ind(U) = d
for a unit translation U that acts on single site operators as
U†OrU = Or+1, while in Ref. 17, ind(U) = d for a unit
translation U of the form U†OrU = Or−1.
Appendix E: Proof that all pi(z)’s in Eq. 5.3 satisfy Eq. 4.3
In this appendix, we derive a mathematical result that is
useful for analyzing the example in Sec. V C. To state this
result, let fQ(z) = 1 + z + · · · + zd−1, and let φk denote
the kth cyclotomic polynomial. Also, let pi(z) be a rational
function of the form given in Eq. 5.3:
pi(z) =
∏
k|d,k 6=1
φk(z)
nk (E1)
We will show that every pi(z) of this form satisfies the two
conditions in Eq. 4.3.
To begin, we note that it is enough to prove the claim in
the case where pi(z) = φk(z) where k 6= 1 is a divisor of d,
since the set of pi(z)’s obeying condition (4.3) is closed under
multiplication and inverses. To prove the claim in this special
case, we use the following lemma:
Lemma 1: Let ψ(z) be a polynomial with real coefficents
with two properties: (i) ψ(z) > 0 for all z ≥ 0 and (ii)
ψ(z) is a palindrome in the sense that its coefficients obey
ai = am−i where ψ(z) =
∑m
i=0 aiz
i. Then, for sufficiently
large integers N , the product fQ(z)Nψ(z) is a polynomial
with non-negative coefficients.
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With the help of Lemma 1, the claim follows easily. In-
deed, to see that φk(z) obeys the first condition in Eq. 4.3,
note that φk(z) satisfies properties (i) and (ii) in Lemma 1:
that is, φk(z) > 0 for z ≥ 0 and also φk(z) is a palindrome.
Applying Lemma 1 with ψ(z) = φk(z), we conclude that
the product fQ(z)Nφk(z) is a polynomial with non-negative
integer coefficients for sufficiently large N . This shows that
φk(z) obeys the first condition in Eq. 4.3. Likewise, to see
that φk(z) obeys the second condition in Eq. 4.3, note that
fQ(z)/φk(z) also obeys properties (i)-(ii) in Lemma 1. Ap-
plying Lemma 1 with ψ(z) = fQ(z)/φk(z), we conclude that
fQ(z)
N+1/φk(z) is a polynomial with non-negative integer
coefficients for sufficiently large N . This proves the second
condition in Eq. 4.3.
All that remains is to prove Lemma 1. We do this using
Polya’s theorem about positive polynomials[45]17:
Polya’s theorem: Suppose p(z) is a polynomial with
real coefficients with the property that p(z) > 0 for all
z ≥ 0. Then, for all sufficiently large integers N , the product
(1 + z)Np(z) is a polynomial with positive coefficients.
To apply Polya’s theorem, it is useful to separately consider
the two cases where d is even and d is odd. First, suppose d
is even. In that case, (1 + z) = φ2(z) is a factor of fQ(z). In
fact, fQ(z) = (1 + z)φd,2(z) where
φd,2 = 1 + z
2 + · · ·+ zd−2 (E2)
Lemma 1 now follows by writing
fQ(z)
Nψ(z) = φd,2(z)
N (1 + z)Nψ(z) (E3)
By Polya’s theorem, the product (1 + z)Nψ(z) has non-
negative coeffiicents for sufficently large N , and therefore the
whole expression fQ(z)Nψ(z) must also have non-negative
coefficients since φd,2(z) has non-negative coefficients. This
proves Lemma 1 in the case where d is even.
Now suppose d is odd. In that case, we write
fQ(z)
Nψ(z) = [1 + z + · · · zd−1]Nψ(z)
= [1 + z(1 + z + · · ·+ zd−2)]N ψ(z)
= [1 + z(1 + z)φd−1,2(z)]Nψ(z)
=
N∑
M=0
(
N
M
)
[z(1 + z)φd−1,2(z)]Mψ(z)
(E4)
By Polya’s theorem, there exists some M0 such that the prod-
uct [z(1 + z)φd−1,2(z)]Mψ(z) has non-negative coefficients
for all M ≥ M0. Using this result, we will now show that if
N ≥ 2[(d − 1)M0 + m] then fQ(z)Nψ(z) has non-negative
17 Polya’s theorem is usually stated in terms of homogeneous polynomials in
multiple variables. The theorem that we quote here is equivalent to Polya’s
theorem for the special case of homogeneous polynomials in two variables.
coefficients. (Here m is the degree of ψ(z)). To see this,
first consider the coefficients of zi with i ≥ N/2. It is easy
to see that these coefficients come from terms of the form
[z(1 + z)φd−1,2(z)]Mψ(z) where M ≥ M0, and are there-
fore guaranteed to be non-negative. Likewise, the coefficients
of zi with i < N/2 are also guaranteed to be non-negative be-
cause fQ(z)Nψ(z) is a palindrome with degree≥ N (this fol-
lows from the fact that ψ(z) and fQ(z) are both palindromes).
Hence all coefficients are non-negative. This proves Lemma
1 in the case where d is odd.
Appendix F: Proof of Eq. 6.4
In this appendix, we derive Eq. 6.4: we show that for any
U(1) symmetric locality preserving unitary U with an oper-
ating spreading length `, and any interval A = [rL, rR] with
length rR − rL ≥ 2`− 1, we can write U†QAU as a sum
U†QAU = QA +OL +OR (F1)
where OL and OR are operators that are supported within the
intervals [rL − `, rL + `− 1] and [rR − `+ 1, rR + `].
To begin, we note that since U is U(1) symmetric, it com-
mutes with the total charge: that is,
U†(QA +QAc)U = QA +QAc (F2)
Rearranging terms we derive the identity
U†QAU −QA = QAc − U†QAcU (F3)
Next, we observe that since U is locality preserving with op-
erating spreading length `, the operator on the left hand side is
supported within the interval [rL−`, rR+`], while the opera-
tor on the right hand side is supported within [rL+`, rR−`]c.
It follows that both operators must be supported within the
intersection of these two regions, namely
[rL − `, rL + `− 1] ∪ [rR − `+ 1, rR + `] (F4)
In particular, this means that
U†QAU = QA +O (F5)
where O is supported in the region (F4). All that remains is
to show that O can be written as a sum O = OL +OR where
OL is supported in [rL − `, rL + ` − 1] and OR is supported
in [rR − `+ 1, rR + `]. To prove this, it suffices to show that
[[O,O1], O2] = 0 (F6)
for any single site operator O1 supported in [rL − `, rL +
` − 1] and single site operator O2 supported in [rR − ` +
1, rR + `]. The latter result (F6) follows from the fact that
O = QAc − U†QAcU can be written as a sum of operators,
each supported on an interval that intersects at most one of the
two intervals [rL− `, rL + `− 1], [rR− `+ 1, rR + `] (which
in turn follows from the fact that U is locality preserving with
operating spreading length `).
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Appendix G: Stacking and composition
In this appendix, we prove that pi(z) is multiplicative under
“stacking” (tensoring) and composition of 1D edge unitaries
(or equivalently 2D MBL Floquet circuits). That is, we show
that pi(z) obeys the following two identities:
1. Stacking: piU1⊗U2(z) = piU1(z)piU2(z)
2. Composition: piU1·U2(z) = piU1(z)piU2(z)
We begin by showing that pi(z) is multiplicative under
stacking. Consider two U(1) symmetric locality preserving
unitaries U1, U2 acting on two different 1D systems. Let
U1⊗U2 denote the tensor product of these unitaries. It is easy
to see that p˜iU1⊗U2(z) = p˜iU1(z)p˜iU2(z) due to the trace being
multiplicative under tensor product. Also, ind(U1 ⊗ U2) =
ind(U1)ind(U2) as shown in Ref. 21. Putting these two facts
together, and using the definition of pi(z) (6.1), it immediately
follows that pi(z) is multiplicative under stacking.
We now show that pi(z) is multiplicative under composi-
tion. Let U1, U2 be two U(1) symmetric LPUs acting on the
same 1D system. To prove the composition property for U1
and U2, it is helpful to consider an enlarged Hilbert space
which is a tensor product of two copies of this 1D system.
Our strategy for proving the composition property is to first
prove the identity
pi(U1U2)⊗1(z) = piU1⊗U2(z) (G1)
where “⊗” denotes the tensor product associated with the two
copies, and where 1 denotes the identity operator acting on
the second copy. Once we prove this identity, the composi-
tion property will then follow immediately, using the fact that
pi(U1U2)⊗1(z) = piU1U2(z) together with the stacking prop-
erty, piU1⊗U2(z) = piU1(z)piU2(z).
Before proving (G1), we need to introduce two pieces of
notation. First, we denote the unitary operator that exchanges
the two copies of the 1D system by “SWAP.” The second
piece of notation is that, in the equations that follow, we will
denote piU (z) by pi(U), for brevity.
First we note that
pi((U1U2)⊗ 1) = pi([U1 ⊗ 1][U2 ⊗ 1])
= pi([U1 ⊗ 1][SWAP][1⊗ U2][SWAP])
= pi([U1 ⊗ 1][1⊗ U2][SWAP][SWAP])
(G2)
where
SWAP ≡ (1⊗ U−12 )SWAP(1⊗ U2) (G3)
Next we recall that pi(U) = pi(U ′) if U ′U−1 is a U(1) sym-
metric FDLU. This means we can drop the factors of SWAP
and SWAP on the right hand side of (G2) since they are both
U(1) symmetric FDLUs. Hence
pi(U1U2 ⊗ 1) = pi([U1 ⊗ 1][1⊗ U2]) (G4)
implying the desired identity (G1).
Appendix H: Proof of Eq. 8.14
In this appendix we prove Eq. 8.14, by showing that
[U(T )]n†Q+[U(T )]n = Un†edgeQ
+Unedge +O(1) (H1)
whereO(1) denotes an operator whose norm is bounded by a
constant, independent of n.
The first step is to write U(T ) in terms of the edge and bulk
unitaries:
U(T ) = Uedge
(∏
r
Ur
)
(H2)
where the Ur operators are mutually commuting. In general
the Ur operators can be quasi-local (i.e. they can have ex-
ponential tails) but to simplify the proof we will assume that
the Ur operators are strictly local. More specifically, we will
assume that each Ur operator is supported within a disk of
radius at most ξ.
To proceed further, note that we can assume without loss
of generality that [Uedge,
∏
r Ur] = 0 since we can always re-
move all the Ur operators from the product
∏
r Ur whose re-
gion of support overlaps with Uedge, and then multiply Uedge
by these Ur operators to compensate.
Next, we claim that
[U(T )]n†Q+[U(T )]n = V n†Q+V n (H3)
where
V = Uedge
∏
ry=0
Ur, (H4)
and where the product over Ur runs over Ur operators whose
region of support lies on both sides of the line y = 0. To see
this, consider a unitary Ur whose region of support lies en-
tirely on one side of y = 0. Such an operator Ur commutes
with Q+ so we can remove the operator Ur from U(T ) with-
out affecting [U(T )]n†Q+[U(T )]n. After removing all these
Ur operators, the result is that U(T ) → V . This justifies
Eq. H3 above.
To proceed further, we claim that the following inequality
holds:
∥∥∥∥
∏
ry=0
Un†r
Q+
∏
ry=0
Unr
−Q+∥∥∥∥ ≤ 4qwξ (H5)
where ‖O‖ denotes the operator norm, w is the width of the
annulus, ξ is the radius of the region of the support of the uni-
taries Ur, and q is the maximum eigenvalue of the single-site
charge operator Qr. To derive this inequality, let Q+0 denote
the total charge contained in the region A+ ∩ C0 where C0 is
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region of support of
∏
ry=0
Ur. Observe that
∥∥∥∥
∏
ry=0
Un†r
Q+
∏
ry=0
Unr
−Q+∥∥∥∥ =
∥∥∥∥
∏
ry=0
Un†r
Q+0
∏
ry=0
Unr
−Q+0 ∥∥∥∥ ≤ 2‖Q+0 ‖
≤ 4qwξ
where the first line follows from the fact that Q+ −Q+0 com-
mutes with
∏
ry=0
Ur, the second line follows from the tri-
angle inequality, and the last line follows from the fact that
A+ ∩ C0 contains at most 2wξ sites, so ‖Q+0 ‖ ≤ 2qwξ.
With the inequality (H5), we now have everything we need
to complete the proof. First, we note that the inequality (H5)
implies that
‖V n†Q+V n − Un†edgeQ+Unedge‖ ≤ 4qwξ (H6)
Then, combining (H3) and (H6), we deduce that
‖U(T )n†Q+U(T )n − Un†edgeQ+Unedge‖ ≤ 4qwξ (H7)
This implies Eq. (H1).
Appendix I: Three proofs that use results from Ref. 21
In this appendix we prove three claims made in the main
text – from Sec. VII A, Sec. VIII B, and Sec. IX B 2. To prove
these claims, we will need to use some results from Ref. 21,
which we will refer to as GNVW in the rest of this section.
We begin by reviewing their setup and results.
1. Review of some key results in GNVW
Consider a one dimensional spin chain in which each spin
can be in D states18. Denote the sites where the spins are
located by r ∈ Z and denote the algebra of operators sup-
ported on site r by Ar. Let U be a locality preserving
unitary that has an operator spreading length of at most 1:
that is, for any operator Or ∈ Ar, the conjugated operator
U†OrU ∈ Ar−1 ⊗Ar ⊗Ar+1.
GNVW derived several important constraints on how U
acts on the local algebras Ar. To explain these constraints,
it is useful to consider the action of U on pairs of neighboring
sites {2r, 2r + 1}. Observe that
U†(A2r ⊗A2r+1)U ⊂ (A2r−1 ⊗A2r)⊗ (A2r+1 ⊗A2r+2)
18 Here, we use the letter D instead of d because when we apply these re-
sults, D will be of the form D = dn: the sites on the spin chain will be
superspins obtained by clustering together n neighboring spins.
This inclusion can be refined using the concept of support al-
gebras. The support algebra R = S(A,B1) for an algebra
A ∈ B1 ⊗ B2 is the algebra of smallest dimension satisfying
A ⊂ R ⊗ B2. More concretely, if we choose a basis {eµ}
for B2 so that every operator a ∈ A has a unique expansion
a =
∑
µ aµ ⊗ eµ with aµ ∈ B1, then S(A,B1) is the algebra
generated by all the elements aµ.
Using the above definition, GNVW defined the following
two sets of support algebras:
R2r = S(U†(A2r ⊗A2r+1)U, A2r−1 ⊗A2r)
R2r+1 = S(U†(A2r ⊗A2r+1)U, A2r+1 ⊗A2r+2)
(I1)
By construction, U†(A2r ⊗ A2r+1)U ⊂ R2r ⊗ R2r+1. An
important result in GNVW is that this inclusion is actually an
equality:
U†(A2r ⊗A2r+1)U = R2r ⊗R2r+1 (I2)
Another important result of GNVW is that the support alge-
brasRr are isomorphic to finite-dimensional matrix algebras.
We denote the rank of these algebras by m(r).
To state the next result of GNVW, consider the two support
algebrasR2r+1 andR2r+2. By definition, both of these alge-
bras are contained inA2r+1⊗A2r+2. This means thatR2r+1
andR2r+2 can be thought of as collections of operators acting
on the spaceH2r+1 ⊗H2r+2 whereHr is the D-dimensional
Hilbert space associated with site r. What do these collections
of operators look like? GNVW showed that there exists a ba-
sis for the two site Hilbert spaceH2r+1⊗H2r+2 such that, in
this basis,R2r+1 consists of matrices of the form
Mm(2r+1) ⊗ 1m(2r+2), (I3)
andR2r+2 consists of matrices of the form
1m(2r+1) ⊗Mm(2r+2) (I4)
where Mm(r) denotes an arbitrary m(r) ×m(r) matrix, and
1m(r) denotes an m(r)×m(r) identity matrix. Equivalently,
this result can be stated as the following operator algebra iden-
tity:
R2r+1 ⊗R2r+2 = A2r+1 ⊗A2r+2 (I5)
The last result that we will need from GNVW comes from
considering the dimensions of the operator algebras in Eqs.
(I2) and (I5). In particular, if we equate the dimensions of the
algebras on both sides of these identities, we see that
m(2r)m(2r + 1) = D2
m(2r + 1)m(2r + 2) = D2
Using these results, GNVW defined ind(U) as
ind(U) =
m(2r + 1)
D
=
D
m(2r + 2)
(I6)
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2. Additional results in U(1) symmetric case
We now derive two additional results which we will need
below. These results apply to the case where the locality pre-
serving unitary is U(1) symmetric – that is, the case where U
commutes with
∑
r Qr, where Qr is a Hermitian (charge) op-
erator acting on site r with smallest eigenvalue 0. Some pre-
liminary work was already made in this direction in Ref. 29.
To derive the first result, consider U†(Q2r +Q2r+1)U . By
the argument given in Appendix F, we know that U†(Q2r +
Q2r+1)U can be written as
U†(Q2r +Q2r+1)U
= (Q2r +OL,2r) + (Q2r+1 +OR,2r+1) (I7)
where OL,2r ∈ A2r−1 ⊗ A2r and OR,2r+1 ∈ A2r+1 ⊗
A2r+2.19 Next, notice that since Qr ∈ Ar, we can further
conclude that Q2r + OL,2r ∈ A2r−1 ⊗ A2r and Q2r+1 +
OR,2r+1 ∈ A2r+1 ⊗ A2r+2. It then follows from the defini-
tions of the support algebras (I1) that
Q2r +OL,2r ∈ R2r, Q2r+1 +OR,2r+1 ∈ R2r+1 (I8)
Eq. I8 is one of the two results that we will need about the
U(1) symmetric case. The other result is the following iden-
tity:
OR,2r+1 = −OL,2r+2 (I9)
To derive (I9), consider U acting on the operator Q2r +
Q2r+1 +Q2r+2 +Q2r+3. By Eq. (I7), we have
U†(Q2r +Q2r+1 +Q2r+2 +Q2r+3)U
= U†(Q2r +Q2r+1)U + U†(Q2r+2 +Q2r+3)U
= Q2r +OL,2r +Q2r+1 +OR,2r+1 +Q2r+2
+OL,2r+2 +Q2r+3 +OR,2r+3
(I10)
At the same time, by the argument given in Appendix F, we
know that
U†(Q2r +Q2r+1 +Q2r+2 +Q2r+3)U
= Q2r +Q2r+1 +Q2r+2 +Q2r+3 +OL,2r +OR,2r+3
(I11)
whereOL,2r ∈ A2r−1⊗A2r andOR,2r+3 ∈ A2r+3⊗A2r+4.
Comparing the right hand sides of Eqs. (I10) and (I11), we
deduce that OR,2r+1 + OL,2r+2 = c1 for some scalar c. In
fact, it is easy to show that the constant c = 0 given our con-
vention that the smallest eigenvalues of Q2r+1, Q2r+2, and
Q2r+1 +OR,2r+1 and Q2r+2 +OL,2r+2 are all 0. This estab-
lishes Eq. (I9).
19 Here, as in Sec. VI, we fix the ambiguity inOL,2r andOR,2r+1 by choos-
ing OL,2r and OR,2r+1 so that the smallest eigenvalue of Q2r + OL,2r
and Q2r+1 +OR,2r+1 is 0.
3. Proofs of bosonic claims from the main text
We are now ready to prove the two claims from the main
text regarding bosonic systems. We start with the claim made
in Eq. 7.6 in Sec. VII A, namely that the restriction of the op-
erator QR +OR to the interval R can be written, in an appro-
priate basis, as
QR +OR = O ⊗ 1 (I12)
where O is a matrix of dimension [d` · ind(U)] and 1 is an
identity matrix of dimension d`/ind(U).
To prove this claim, we first cluster together groups of `
neighboring spins into superspins of dimension D = d`. In
this superspin representation, the interval A corresponds to
two sites {2r, 2r+ 1}, while the interval R corresponds to the
two sites {2r+1, 2r+2}. Also, the operatorQR+OR corre-
sponds to QR,2r+1 +OR,2r+1. Thus, in this new notation, the
claim amounts to showing that the restriction of the operator
QR,2r+1 +OR,2r+1 to {2r + 1, 2r + 2} can be written, in an
appropriate basis, asO⊗1whereO has dimensionD ·ind(U)
and 1 has dimension D/ind(U).
The latter claim follows from Eq. (I3) and Eq. (I8): combin-
ing these two equations, we immediately see that QR,2r+1 +
OR,2r+1 can be written in the form O ⊗ 1, where O has di-
mension m(2r + 1) and 1 has dimension m(2r + 2). These
dimensions are exactly what we want: according to (I6), we
have m(2r + 1) = D · ind(U) and m(2r + 2) = D/ind(U).
We now move on to the second claim, made in Eq. 8.31 of
Sec. VIII B. According to this claim, the Hilbert space HRout
can be decomposed as a tensor product H1 ⊗ H2 in such a
way that the restrictions of (Q+R,out +O
(n)
R,out) and (Q
−
R,out −
O
(n)
R,out) toHRout take the formO1⊗1 and 1⊗O2, respectively.
To prove this claim, we first cluster all the spins in the four
quadrants A+L,out, A
+
R,out, A
−
R,out, A
−
L,out into 4 supersites
{0, 1, 2, 3}, with one super site corresponding to each quad-
rant. In this clustering scheme, the charge operator Q+R,out
corresponds to Q1, and Q−R,out corresponds to Q2. Also, we
can identify HRout with the two site Hilbert space H1 ⊗ H2
and we can identify O(n)R,out = OR,1 = −OL,2 (I9). The claim
translates into showing that Q1 +OR,1 and Q2−OL,2 can be
written in the formO1⊗1 and 1⊗O2 for an appropriate tensor
decomposition of H1 ⊗ H2. This claim follows immediately
from Eq. (I3) and (I4) together with Eq. (I8).
4. Fermionic systems
We now prove a claim about fermionic systems that we
made in Sec. IX B 2: let U be a 1D U(1) symmetric local-
ity preserving unitary defined for some choice of P,Q. We
will show that if indf (U) =
√
2
ζ
p/q where ζ = 1, then
fχ(z) = 0, where fχ(z) = Tr(zQP ).
We start by reviewing two results from Ref. 19 regarding
the extension of the GNVW analysis to fermionic systems.
The first result is about the support algebras Ri, which we
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define in the same way as in the bosonic case (I1). Specifi-
cally, the result that we need is that the Rr’s have two differ-
ent structures depending on ζ: (1) if ζ = 0, then the Rr are
even algebras, i.e. matrix algebras over a Z2-graded vector
space, while (2) if ζ = 1, then the Rr are odd algebras, i.e.
matrix algebras over an odd Clifford algebra (C`n = C`⊗n1
for n odd).
The other result that we will need is that the Rr algebras
commute with each other in the Z2 graded sense: that is, for
any Or ∈ Rr and Or′ ∈ Rr′ with r′ 6= r, the two operators
Or, Or′ commute if at least one of them has even fermion
parity and anti-commute if both have odd fermion parity.
Using these results, we can now prove the claim. Con-
sider the support algebra R2r+1. Assuming ζ = 1, we know
that R2r+1 is odd. Therefore, like all odd algebras, R2r+1
contains an operator Γ2r+1 that is (i) fermion parity odd, (ii)
commutes with all the other elements of the algebra and (iii)
satisfies Γ22r+1 = 1, and Γ
†
2r+1 = Γ2r+1.
Next note that Q2r+1 + OR,2r+1 ∈ R2r+1 by the same
reasoning as in the bosonic case (I8). Hence, Γ2r+1 commutes
withQ2r+1 +OR,2r+1. Also, Γ2r+1 commutes withQ2r+2 +
OL,2r+2 since Q2r+2 + OL,2r+2 ∈ R2r+2 and the different
Rr’s commute with each other in the Z2 graded sense. Putting
this all together, and using OR,2r+1 = −OL,2r+2 (I9), we
conclude that Γ2r+1 commutes with Q2r+1 +Q2r+2.
To complete the argument, note that since Q2r+1 + Q2r+2
commutes with Γ2r+1, it follows that Q2r+1 +Q2r+2 has the
same spectrum in the even and odd fermion parity sectors.
This implies that Tr(zQ2r+1+Q2r+2P2r+1P2r+2) = 0. Hence,
fχ(z)
2 = 0, which implies that fχ(z) = 0. This proves the
claim.
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