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$n$ $x=(x_{1}, x_{2}, \cdots, x_{n})$ 2 (P)
minimize $\sum_{k=0}^{n-1}[(x_{k}-x_{k+1})^{2}+x_{k+1}^{2}]+\phi^{-1}x_{n}^{2}$
(P) subject to (i) $x\in R^{n}$
(ii) $x_{0}=c.$





$*$ 22 (C) 22540144




3. $\phi^{n}+\phi^{n+1}=\phi^{n+2}$ $n=\cdots,$ $-2,$ $-1,0,1,2,$ $\cdots,$
4 $\cdot$ $2 \sum_{k=1}^{n}\phi^{-3k-1}+\phi^{-3n-2}=\phi^{-2}.$
1[5] $\{x_{n}\}_{n\geq 1}$
$x_{n}=c\phi^{-2n}$ $x_{n}=c\phi^{-n}$
$($ Golden $path, GP)$ $c$ 1: $\phi$
$\phi$ :1
1 (P)




(P) $n$ $\mu=(\mu_{1}, \mu_{2}, \cdots, \mu_{n})$ :
Maximize $2c \mu_{1}-\mu_{1}^{2}-\sum_{k=1}^{n-1}[(\mu_{k}-\mu_{k+1})^{2}+\mu_{k+1}^{2}]-\phi^{-1}\mu_{n}^{2}$
(D)
subject to (i) $\mu\in R^{n}.$
2 (D)





1. ( ) : $m=M$. $c$ 2
$\phi^{-1}$
2. ( ) $(\hat{x}_{1},\hat{x}_{2}, . . . , \hat{x}_{n})$ $(\mu_{1}^{*}, \mu_{2}^{*}, . . . , \mu_{n}^{*})$ 1: $\phi$
3. ( ) $\phi:1$
(Golden complementary duality, $GCD$ )
2
(P) (D) 2 2.1
2.2
2.1
(P) $x=(x_{1}, x_{2}, \cdots, x_{n})$ (i), (ii)
$I(x)$ $\mu=(\mu_{1}, \cdots, \mu_{n})$
(D) $J(\mu)$ $u=(u_{0}, u_{1}, \cdots, u_{n-1})$
$u_{k}=x_{k}-x_{k+1} 0\leq k\leq n-1 (’2)$
3 (P) $x\in R^{n}$ (D) $\mu\in R^{n}$
$I(x) \geq J(\mu)$ (3)
Proof. (2) $(x, u)$ $\mu=(\mu_{1}, \cdots, \mu_{n})$ $I(x)$
$I(x)= \sum_{k=0}^{n-1}[u_{k}^{2}+x_{k+1}^{2}+2\mu_{k+1}(x_{k}-x_{k+1}-u_{k})]+\phi^{-1}x_{n}^{2}$ . (4)
(4) $\{2\mu_{1},2\mu_{2}, . . . , 2\mu_{n}\}$
(augmented Lagrange multipliers) (4)
$I(x) = 2c \mu_{1}+\sum_{k=0}^{n-1}(u_{k}^{2}-2\mu_{k+1}u_{k})+\sum_{k=1}^{n-1}[x_{k}^{2}-2(\mu_{k}-\mu_{k+1})x_{k}]$
$+(1+\phi^{-1})x_{n}^{2}-2\mu_{n}x_{n}$
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$u_{k}$ $x_{k}$ ( )
$I(x) = 2c \mu_{1}+\sum_{k=0}^{n-1}[(u_{k}-\mu_{k+1})^{2}-\mu_{k+1}^{2}]$
$+ \sum_{k=1}^{n-1}[\{x_{k}-(\mu_{k}-\mu_{k+1})\}^{2}-(\mu_{k}-\mu_{k+1})^{2}]$
$+\phi(x_{n}-\phi^{-1}\mu_{n})^{2}-\phi^{-1}\mu_{n}^{2}.$
$I(X) \geq 2c\mu_{1}-\mu_{1}^{2}-\sum_{k=1}^{n-1}[(\mu_{k}-\mu_{k+1})^{2}+\mu_{k+1}^{2}]-\phi^{-1}\mu_{n}^{2}$ (5)
$\mu=(\mu_{1}, \ldots, \mu_{n})$ $x_{k}$ (5)
(D) $J(\mu)$ $\square$
4(3)
$u_{k} = \mu_{k+1} k= 0,1, \cdots, n-1,$
$x_{k} = \mu_{k}-\mu_{k+1} k = 1, 2, \cdots, n-1,$
$x_{n} = \phi^{-1}\mu_{n}$
$(\hat{x},\hat{u};\mu^{*})$
$=$ $(\hat{x}_{1}, \hat{x}_{2}, \cdots ,\hat{x}_{n-1}, \hat{x}_{n})=c(\phi^{-2}, \phi^{-4}, \cdots , \phi^{-2n+2}, \phi^{-2n})$ , (6)
$\hat{u}= (\hat{u}_{0},\hat{u}_{1}, \cdots ,\hat{u}_{n-2},\hat{u}_{n-1})=c(\phi^{-1}, \phi^{-3}, \cdots , \phi^{-2n+3}, \phi^{-2n+1})$ , (7)
$\mu^{*}=$ $(\mu_{1}^{*}, \mu_{2}^{*}, \cdots , \mu_{n-1}^{*}, \mu_{n}^{*})=c(\phi^{-1}, \phi^{-3}, \cdots , \phi^{-2n+3}, \phi^{-2n+1})$ (8)
$\phi^{-1}c^{2}$
Proof. 3 $\hat{x},\hat{u},$ $\mu^{*}$

















5 $x,$ $y\in R^{1}$
$2xy\leq x^{2}+y^{2}$ (9)
$x=y$
(9) (arithmetic-geometric mean inequality, $AG$)





$2 c\mu_{1}-\mu_{1}^{2}-\phi^{-1}\mu_{1}^{2}\leq(c-x_{1})^{2}+x_{1}^{2}+\phi^{-1}x_{1}^{2} \forall x_{1}\in R^{1}, \forall\mu_{1}\in R^{1}$
$x_{1}=\phi^{-2_{C}},$ $\mu_{1}=\phi^{-1_{\mathcal{C}}}$ $\phi^{-1}c^{2}$
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Proof. $AG$ $x_{1},$ $x_{2},$ $\mu_{1},$ $\mu_{2}$ 4
$2(c-x_{1})\mu_{1}\leq(c-x_{1})^{2}+\mu_{1}^{2}$ ; $c-x_{1}=\mu_{1}$
$2x_{1}(\mu_{1}-\mu_{2})\leq x_{1}^{2}+(\mu_{1}-\mu_{2})^{2}$ ; $x_{1}=\mu_{1}-\mu_{2}$
$2(x_{1}-x_{2})\mu_{2}\leq(x_{1}-x_{2})^{2}+\mu_{2}^{2}$ ; $x_{1}-x_{2}=\mu_{2}$
















6 $c$ $x_{0}=c$ $x=(x_{1}, x_{2}, \cdots, x_{n})\in R^{n},$ $\mu=$
$(\mu_{1}, \mu_{2}, \cdots, \mu_{n})\in R^{n}$
$2 c \mu_{1}-\mu_{1}^{2}-\sum_{k=1}^{n-1}[(\mu_{k}-\mu_{k+1})^{2}+\mu_{k+1}^{2}]-\phi^{-1}\mu_{n}^{2}$
$\leq\sum_{k=0}^{n-1}[(x_{k}-x_{k+1})^{2}+x_{k+1}^{2}]+\phi^{-1}x_{n}^{2}$ (11)
$x$ (6) $\hat{x},$ $\mu$ (8) $\mu^{*}$
$\phi^{-1}c^{2}$ (11) $I(x)$ $J(\mu)$
Proof. $AG$ $x,$ $\mu$ $2n$
$2x_{k-1}(\mu_{k-1}-\mu_{k})\leq x_{k-1}^{2}+(\mu_{k-1}-\mu_{k})^{2};x_{k-1}=\mu_{k-1}-\mu_{k} k=2, \ldots, n$
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