We develop call admission policies for statistically multiplexing prerecorded sources over a bu erless transmission link. We suppose that (1) the Quality of Service (QoS) requirements allow for a small amount of packet loss and (2) the users are permitted to begin the sources at random times and to invoke VCR actions. We develop a stochastic model which captures the random phases of the sources. We propose an importance sampling heuristic for estimating cell loss. We then apply large deviation theory to our model to develop global admission rules. We also propose a re ned admission rule which combines the global test and a myopic test. Numerical results are presented for the Star Wars trace; we nd that the statistical multiplexing gain is high and almost insensitive to the QoS parameter. Finally, we develop e cient schemes for the real-time implementation of our global test.
Introduction
In recent years there has been an explosion of research in packetized VBR video, with the great majority of the work addressing live video such as video conference and the broadcast of a sporting event. While this research on live video certainly merits the attention it has received, much (if not the majority) of the video carried on high-speed packet-switched networks will emanate from prerecorded sources. These sources include full-length movies, music video clips, and educational material. From the perspective of the transport network, prerecorded VBR video sources are fundamentally di erent from live video sources: for live video, the exact dynamics of the VBR tra c are unknown; for prerecorded sources, the amount of tra c in each frame is known before the frames are transmitted into the network.
In this paper we develop call-admission policies for statistically multiplexing prerecorded sources over a single transmission link. Although the prerecorded sources can be audio or multimedia sources, to x ideas we will assume they are video sources. We suppose that the transmission link is bu erless, so that packet loss occurs whenever the sum of the tra c rates, over the videos in progress, is greater than the link rate. We permit the users to begin the videos at random independent times; we also permit the users to pause and force temporal jumps (rewind and fast-forward). We refer to pause and temporal jumps as VCR features.
We shall consider two QoS requirements. To de ne these QoS requirements, let be a xed positive number, where a typical value of is 10 ?6 . The rst QoS requirement is that the expected fraction of time during which cell loss occurs must be less than . The second QoS requirement is the expected fraction of bits lost must be less than .
An ideal admission policy will accept a new video connection if and only if the QoS requirement will continue to hold with the additional connection. For live video, one is typically forced to employ a conservative admission policy since one never knows with certainty the type of tra c the live videos will generate. In this paper we show how to construct an ideal admission policy for prerecorded video which can be e ciently implemented in real time.
Recently several research groups have proposed schemes for the lossless 20 ] have proposed schemes which use receiver memory and preplay delay. The principal feature of these schemes is that they produce high link utilizations, thereby reducing the network transport cost. But these schemes also require a more expensive receiver (due to the additional receiver memory) and are not easily amenable to temporal jumps. Knightly et al. 11 ], Knightly and Zhang 12, 13], and Liebeherr 3] 14] also propose schemes for lossless multiplexing for prerecorded sources; their approach is to place a bu er before the transmission link and admit new connections as long as the bu er is guaranteed to never over ow. It is shown in McManus and Ross 16] that unless the link bu er is large (implying a large playback delay), this last set of schemes give low link utilizations when the tra c is highly variable (such as in action movies).
When a video experiences a VCR action, its phase alignment changes with respect to the other videos being transmitted over the link. In Section 2 we develop a novel stochastic model for prerecorded tra c with random phases, a model which captures the random occurrences of VCR actions in the videos. In Section 3 we apply the central limit theorem and large deviation theory to our stochastic model to develop connection admission rules. These rules admit new connections only if it is highly likely that the QoS requirements will be satis ed for the duration of the video, even if the videos experience VCR actions. We refer to these admission rules as global rules since they account for the long-term expected behavior of the video tra c. In Section 4 we present the result of our numerical experiments with an MPEG encoding of Star Wars. We rst develop an importance sampling heuristic for estimating cell loss with Monte Carlo simulation. We then show that one of our approximations is extremely accurate and therefore leads to an ideal admission policy. We also nd the statistical multiplexing gain to be high, especially when each video is smoothed over each of its Group of Pictures (GOPs). A brute force implementation of our ideal admission policy can be computationally prohibitive.
In Section 5 we describe two modi cations which signi cantly reduce the amount of on-line computation that is needed for admission control. In Section 6 we introduce a re nement of our admission control procedure which takes both a global and myopic view of the tra c o ered to the link. This policy admits a new connection only if (1) there will be negligible cell loss in (say) the minute following call admission, assuming that no VCR actions occur; and (2) the QoS requirements are likely to be met over a long period of time (say, an hour). We nd that an additional myopic test does not signi cantly reduce link utilization. We summarize our ndings in Section 7.
Modeling Prerecorded Tra c with Random Phase Shifts
As mentioned in the Introduction, we assume that each video can experience VCR actions.
We model these interactive features by associating with each video in progress an independent and random phase shift. We begin with some notation.
Consider J video streams multiplexed over a bu erless link with transmission rate C bps; see Figure 1 . For simplicity assume that each video has N frames and has a frame rate of F frames per second. Let x n (j) be the number of bits in the nth encoded frame (1 n N) of the jth video. Because we suppose that all videos are prerecorded, the sequence fx n (j); 1 n Ng for the jth video is a known sequence of integers. We shall nd it convenient to extend the de nition of this sequence for n ranging from ?1 to +1 as follows: (: : :; x ?2 (j); x ?1 (j); x 0 (j); x 1 (j); x 2 (j); : : :); where x n+N (j) = x n (j) for n = : : :; ?2; ?1; 0; 1; 2; : : :
Thus the in nite sequence is created by repeating the video trace over and over again. To model the random start times and the VCR actions, we assign to the jth video, j = 1; : : :; J, the random phase j . We suppose that the j 's, j = 1; : : :; J, are independent and that each j is uniformly distributed over f0; : : :; N ? 1g. (We choose a uniform distribution to x ideas; however, the theory can be developed with an arbitrary distribution.) Our model supposes that the amount of tra c generated by the jth video at frame time n is X n (j; j ) := x n+ j (j): Therefore, for a given phase pro le = ( 1 ; : : :; J ), the total amount of tra c generated by the J videos at frame time n is
This completes our formal de nition of the tra c model. Henceforth we write X n (j) and X n for X n (j; j ) and X n ( ), respectively.
Having de ned the tra c model, we now highlight some of its implications. First note that for each xed n; X n (1); : : :; X n (J) are independent random variables. Second note that the probability mass function for X n (j) can be calculated directly from the known trace fx 1 (j); x 2 (j); : : :; x N (j)g as follows:
P(X n (j) = l) = j (l);
(1) where we de ne
Observe, in particular, that the distribution of X n (j) does not depend on n.
Quality of Service Measures
Over the period of time during which a video is in progress, the video will see a variety of di erent phase pro les = ( 1 ; : : :; J ) with respect to the other videos in progress. For each phase pro le, there will be a fraction of frame times during which the tra c rate exceeds the link rate and cell loss occurs. By taking the expectation over all possible phase pro les, we obtain the expected fraction of frame times during which cell loss occurs. We are therefore Note that for all M 1,
and that for all n P time loss = P(X n > C F ):
In the subsequent sections we will nd it convenient to work with the expression (2) for P time loss .
Because X n is the sum of J independent random variables, the probability in (2) can be calculated by convolution. However, convolution often leads to numerical problems, and its computational complexity may not be suitable for real-time admission control. For these reasons we shall explore approximations and bounds for P(X n C F ) in the next section.
We shall also study the QoS measure P info loss , where
From the fact
x n (j) it follows that
These two last expressions evoke an average | over all possible phase pro les | of the fraction of information (bits) lost.
To simplify notation, we henceforth write X for X n and write X(j) for X n (j). Also let a := C=F.
Bounding and Approximating QoS measures
In this section we develop central-limit and large-deviation approximation for P time loss = P(X a) and P info loss = E (X ? a) + ]=E X]. Throughout the remainder of this subsection we assume that the approximation is exact, that is, we assume that (5) where s ? is the unique solution to 0 X (s ? ) = a: (6) Note that
Central Limit Approximation
Given a speci c QoS requirement P time loss , the Cherno bound gives the admission control condition e ?s ? a+ X (s ? ) : (7) Using (7), the admission control mechanism operates as follows. The logarithmic generating functions X(j) (s) are rst calculated o line for all videos. Now suppose a new video J + 1 requests establishment. We update X (s) X (s) + X(J+1) (s) and then nd the s ?
that satis es (6) . Finally, we admit the video if and only if (7) is satis ed. We remark that Grossglauser et al. 5 ] have recently proposed a large-deviation approximation for P time loss . In their scheme, the prerecorded tra c is rst smoothed into piecewise constant rates. For each change in the constant rate, they propose a renegotiation of network bandwidth. Their \probability of renegotiation failure" is similar to P time loss . The bound given by (5) can be converted to an accurate approximation by applying the theory of large deviations (see Hui 8, p random phase. The movie was compressed with the GOP pattern IBBPBBPBBPBB (12 frames) at a frame rate F = 24 frames/second. The trace has a total number of N = 174,136 frames which corresponds to a run time of approximately 2 hours. Some salient statistical properties of the Star Wars trace are given in Table 1 . We consider a single bu erless ATM node with transmission rate C = 155 Mbps; we furthermore assume that all 48 bytes of the ATM cell payload are used to transport the video frames.
In order to validate the approximation described in Section 3, we ran simulation experiments using the Star Wars trace. In the simulation algorithms described below we focus on the P time loss criterion; the algorithms for P info loss are similar. Based on our assumption of uniformly distributed phases (see Section 2) there are two di erent simulation approaches possible.
One approach works as follows: For a xed number of connections, J, draw the phases j ; j = 1; : : :; J, from a discrete uniform distribution over 0; N ? 1] (denote this distribution by DU 0,N ? 1]) and check whether loss occurs for this phase pro le, that is, check whether P J j=1 x j (j) > a. Repeat this procedure many times in order to obtain an estimate for the fraction of phase pro les that have loss, that is, for P time loss .
An alternative approach proceeds as follows: Draw the start phases j DU 0; N ?1]; j = 1; : : :; J, and then simulate the transmission of the entire Star Wars trace and count the number of frames with loss (see Figure 2 for the details of this algorithm). In this algorithm we wrap the trace around when the index extends beyond the end of the trace, that is, for n + j > N we replace n + j by n + j ? N.
We used the second approach in our simulation experiments since it gives tighter con dence intervals than the rst approach for the same amount of CPU time. The rst approach is computationally more expensive because it requires a new set of random phases for each simulated frame time, while the second approach allows to simulate the transmission of the entire video trace for a set of random phases. Note that there is a statistical di erence between the two approaches: In the rst approach every simulated frame period constitutes an independent trial; in the second approach, on the other hand the simulated transmission of the entire trace is an independent trial since the frame sizes are correlated within the video trace. This fact has to be accounted for when computing the sample variance (see Figure 2 , line 12) since we have only L independent trials.
In Table 2 (column no IS) we give the sample mean and 90% con dence intervals for P time loss for the unsmoothed Star Wars trace. In this experiment we ran L = 500 replications for a total of 500 174; 136 87 10 6 simulated frame times. We note that the half lengths of the con dence intervals are larger than the sample means; this implies that the lower end of the con dence interval for P time loss is zero, as subtracting the half length from the sample mean would result in negative probabilities. This phenomenon is a consequence of the simulation of rare loss events; tightening the con dence intervals further without employing variance reduction techniques, such as Importance Sampling (discussed below), would require immense computational resources. Each of the 4 simulation results given in Table 2 took already about 2 days on a SPARCstation 2. Table 3 shows the results obtained after smoothing the Star Wars trace over each Group of Pictures (GOP). In this experiment we ran L = 2; 000 replications for a total of 2; 000 14; 511 29 10 6 simulated GOPs. We observe that the simulation of 29 10 6 GOPs gives con dence intervals that are signi cantly tighter than those obtained for the unsmoothed trace, even though the simulation for the unsmoothed trace required three times the computational e ort. This seems to indicate that the GOP smoothed trace is more amenable to simulation experiments.
In order to obtain better estimates for P time loss , particularly for the unsmoothed trace, and reduce the simulation time, we apply Importance Sampling (IS) techniques to our problem.
The basic idea of IS is to draw the random phases j ; j = 1; : : :; J, from a distribution g j (m j ) = P( j = m j ) that leads to more frequent losses than the discrete unform distribution used in the experiments described above. Let f j (m j ) = P( j = m j ) = 1=N denote this discrete uniform distribution. Since we use the Star Wars trace for all J video streams, we use the same distribution for all videos and write henceforth g(m j ) and f(m j ) for g j (m j ) and f j (m j ).
The fraction of frame times for which there is cell loss is given by P(X > a) = E 1(X > a)] for the x m 's and leads to more frequent losses; the g( ) in the denominator of the expression for h( ) compensates for this e ect. The IS results displayed in Table 2 were obtained for L = 2 10 6 ; note that the IS has signi cantly reduced the width of the con dence intervals.
Moreover, each of the four simulation results took approximately 2 hours on a SPARCstation 2.
For the GOP smoothed trace we obtained the IS results in Table 3 approximation is an optimistic admission policy. The curves labeled \Cherno bound" and \LD approximation" are computed using conditions (7) and (8), respectively. The Cherno bound appears to be a conservative admission control policy as it lies about 10 connections below the boxes representing the upper end of the 90% con dence interval for P time loss . The LD approximation appears to be the appropriate tool for admission control for prerecorded VBR video as it almost coincides with the sample means from the simulation. We will henceforth focus on the LD approximation in our analysis.
In Figure 4 we investigate the e ect of smoothing the trace over a Group of Pictures (GOPs). The curves were obtained by using the P time loss criterion (8) . The \unsmoothed curves" already appeared in Figure 3 In Figure 5 we compare the criteria P time loss and P info loss . We notice that the P info loss criterion allows for slightly more connections. For = 10 ?7 , for example, the number of admissible unsmoothed Star Wars connections is increased by approximately 6% while the number of GOP smoothed connections is 2.4% higher. This observation can be intuitively explained by noting that only the fraction (X ? a)=a of cells is lost during periods of overload. While the criterion P time loss is based on the long run fraction of time there is cell loss, the criterion P info loss accounts for the fact that not all cells are lost during overload.
E cient Calculation of Admission Control Decisions
In this section we address the real time implementation of the proposed admission control 
where x min and x max denote the smallest and largest frame size, respectively. We assume for simplicity that x min and x max are identical for all videos. We furthermore assume that the histogram of the frame sizes, j (l), has been computed o -line for all videos.
Now suppose that a new video J + 1 requests connection establishment. The admission control will proceed as follows: First, nd the s ? that satis es 0 X (s ? ) + 0 X(J+1) (s ? ) = a. This can best be done with Newtons method 18] starting from the s ? of the last admission test.
The new connection is accepted if and only if (9) Collecting the frames into bins in this fashion ensures that the probability of cell loss is an increasing function of the binsize and leads hence to conservative admission decisions. Figure 6 shows the number of admissible Star Wars connections computed with varying resolutions (binsizes) for the Star Wars histogram. Table 2 gives the typical CPU times required for an admission test. All computations are performed on a Sun SPARCstation 2. The graph shows that increasing the binsize to 1 cell reduces the number of admissible connections by approximately 1.1% while reducing the CPU time by a factor of about 370. 1.4 sec for a histogram with resolution of 1 bit, 3 .7 msec for a resolution of 1 cell), and check if (9) holds. If the new connection is accepted, update s ? and X (s ? ) while the new video is being transmitted. Note that updates must also be done when a connection terminates. This procedure is motivated by the fact that s ? typically varies only slightly when adding a new connection, and that using a sub-optimal s ? leads to conservative acceptance decisions. We refer to this procedure as the on-line procedure.
The admission control algorithms discussed so far compute the logarithmic generating function X (s) directly from the histogram of the frame sizes. As an alternative, we apply an idea of Hui 8,  We note that the frame sizes, l, (as well as the link capacity a in the conditions of Section 3.2)
should be scaled to improve the convergence of the admission region obtained from the series approximation to the admission region computed directly from the histogram. We achieved rapid convergence (see Figure 8 ) with a scale factor q of 60 cells for the unsmoothed Star Wars trace. This factor is somewhat higher than m, the average frame size of the Star Wars video, and ensures that E X=q] < 1. We conjecture that the common scale factor used for admission control should be larger than the largest m of all videos available on the video server. In a second step we may compute the series expansion of the logarithmic moment generating Owing to the result in this section, we believe there are 2 options for real time admission control employing the LD approximation: (1) the on-line procedure discussed earlier, (2) the test based on the precomputed c k (j) coe cients as we just described. We acknowledge that it would be desirable to support these conclusions with additional experiments using other video traces as well as heterogeneous mixes of traces. Unfortunately, there is currently a lack of publicly available traces that give a correct representation of the bandwidth requirements of MPEG compressed videos.
A Re ned Admission Control Procedure
We begin this section by supposing that VCR control (pause, rewind, fast forward) is no longer permitted. We do suppose, however, that the various videos begin playback at di erent times.
For n = 1; : : :; N, de ne X n (j) as in Section 2. But now de ne X n (j) = 0 for all n > N.
Suppose that during frame time l there are J videos in progress with the jth video having trace fx 1 (j); x 2 (j); : : :; x N (j)g. Suppose during frame time l, frame j of video j is transmitted. x j +n (j) a; n = 1; : : :; N; (12) where J+1 := 0. An admission rule which permits loss for a fraction of frame times is
Similarly one can easily de ne admission rules which permit a fraction of bit loss (analogous to P info loss ). Now let us once again suppose that VCR features are permitted. The theory developed in Section 2 takes a global view on the phase pro les: It essentially assumes that over the course of a video there will be many phase pro les. An admission control procedure that takes a more myopic view to call admission is one akin to rule (12) but over fewer frame times, e.g.,
x j +n (j) a; n = 1; : : :; M; (14) where the j 's are the current phases at the call admission time and M N.
We can de ne an appealing admission rule by combining one of the global tests in Section 3 with the test (14) (or with a test similar to (14) , such as a test permitting some cell loss). For a given QoS parameter , such a combined test admits fewer connections than the isolated global test. However, this combined test guards against the possibility of excessive cell loss due to unusual phase pro les at call admission.
We conducted simulation experiments with the GOP smoothed Star Wars trace to evaluate the combination of global and myopic admission test. (14) . (An admission rule involving a test that is akin to (14) but allows for some loss can be simulated in a similar fashion.) We rst x the number of connections, J, allowed by the global admission test for a speci c QoS parameter . We then simulate the transmission of M consecutive GOPs of I videos, where each video has an independent starting phase that is drawn from a discrete uniform distribution over 0; N=G ? 1] , where G denotes the number of frames per Group of Pictures (GOP). Starting from P, the number of connections allowed by a peak rate admission scheme, we increase the number of video streams, I, until we experience loss during the transmission of the M GOPs or hit the limit given by the global admission test. We thus nd the maximum number of connections allowed by the combined admission test. We run L replications to nd a con dence interval for the expected maximum number of connections. Figure 10 shows the number of Star Wars connections admitted by the combination of the LD approximation for P info loss (9) and the myopic test (14) as the parameter M varies. The (14) has little impact on admission control, implying that the global admission test will typically not lead to large losses.
Conclusion
In this paper we have developed rules for admitting prerecorded sources to an unbu ered packetized link. We have considered two QoS requirements: the rst requires that the fraction of frame times during which loss occurs be less than a given ; the second requires that the fraction of cells lost be less than . We have presented several approximations for loss for prerecorded tra c, and for the Star Wars trace we have found that the large-deviations approximation is quite accurate. Our numerical results have also shown, for multiple copies of Star Wars, that it is possible to get a high-degree of statistical multiplexing, particularly when each trace is smoothed over its GOPs. We also observed that the number of allowed connections is nearly insensitive to the cell-loss requirement . We then explored e cient on-line calculation of admission control decisions and indicated two procedures which appear promising. Finally, we re ned the global admission test in order to guard against the possibility of excessive cell loss due to unusual phase pro les at call admission.
