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ABSTRACT
It is known that any multiplication of a finite dimensional algebra is determined
by a matrix of structural constants. In general, this is a cubic matrix. Difficulty
of investigation of an algebra depends on the cubic matrix. Such a cubic matrix
defines a quadratic mapping called an evolution operator. In the case of evolution
algebras, the cubic matrix consists many zeros allowing to reduce it to a square
matrix. In this paper for any finite dimensional algebra we construct a family of
evolution algebras corresponding to Jacobian of the evolution operator at a point of
the algebra. We obtain some results answering how properties of an algebra depends
on the properties of the corresponding family of evolution algebras. Moreover, we
consider evolution algebras corresponding to 2 and 3-dimensional nilpotent Leibniz
algebras. We prove that such evolution algebras are nilpotent too. Also we classify
such evolution algebras.
KEYWORDS
Evolution algebra, evolution operator, homomorphism, isomorphism, Jacobian,
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1. Introduction
Let (A, ·) be an algebra over a field K. If it admits a basis e1, e2, . . . , en, . . . , such that
ei · ej = 0, if i 6= j
ei · ei =
∑
k aikek, for any i
then it is called an evolution algebra. This basis is called a natural basis.
We note that to every evolution algebra corresponds a square matrix (aik) of struc-
tural constants. This makes simpler the investigation of an evolution algebra compared
to a general algebra. Because, a multiplication of a general algebra can be given by a
cubic matrix.
In [21] the following basic properties of evolution algebras are proved: they are
commutative, flexible; are not power-associative and not associative, in general. The
direct sum of evolution algebras is also an evolution algebra. For recently obtained
results related to evolution algebras see [2], [3], [4], [5], [6], [9]-[11], [16], [17], [18] and
the references therein.
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In [16] the dynamics of absolute nilpotent and idempotent elements in chains gener-
ated by two-dimensional evolution algebras are studied. In [7] the authors consider an
evolution algebra which has a rectangular matrix of structural constants. This algebra
is called evolution algebras of “chicken” population (EACP). The classification of
three-dimensional complex EACPs is obtained. Moreover, some (n + 1)-dimensional
EACPs are described.
Thus the theory of evolution algebras is well developed. In the study of nonlinear
dynamical systems, a linearization is approximation of the nonlinear mapping by the
linear one, that is defined by the Jacobian of the nonlinear mapping at a fixed point.
In this paper we use this linearization for a quadratic operator corresponding to cubic
matrix of structural constants of a finite dimensional algebra. By the linear opera-
tors (corresponding to Jacobian of the quadratic operator at a point of the algebra)
we construct a family of evolution algebras. We give relations between given general
algebra and corresponding to it evolution algebras.
2. Approximation of finite dimensional algebras with evolution algebras
Given a field K, any finite-dimensional algebra can be specified up to isomorphism by
giving its dimension (say m), and specifying m3 structure constants γij,k, which are
scalars. These structure constants determine the multiplication in A via the following
rule:
eiej =
m∑
k=1
γij,kek,
where e1, . . . , em form a basis of A.
Thus the multiplication of a finite-dimensional algebra is given by a cubic matrix
(γij,k). This matrix also defines an evolution operator F : K
m → Km as
F : x′k =
∑
i,j
γij,kxixj , k = 1, . . . ,m.
The investigation of the algebra A and the quadratic operator F is difficult, since they
are determined by cubic matrices. While this investigation can be simplified by taking
some values of γij,k equal to zero. Non-linear functions, like F , mainly reduced to
linear functions (linearization) by Jacobian to prove the local and some global results
(see for example [8], [20]).
Jacobian of this operator is the following:
JF (x) =

∑
j
γpj,kxj +
∑
i
γip,kxi


n
p,k=1
=
(
n∑
i=1
(γpi,k + γip,k)xi
)n
p,k=1
.
Since this is a square matrix we can define an evolution algebra with structural con-
stants matrix JF (x). To do this, denote
βpk(x) =
∑
i
(γpi,k + γip,k)xi (1)
2
and define an evolution algebra Ex =< e˜1, e˜2, ..., e˜n > by multiplication
e˜ie˜j = 0, e˜i
2 =
∑
k
βik(x)e˜k.
Note that this kind of evolution algebra first was defined in [19] for an algebra of
mosquito population.
Thus (1) is a relation between algebras A and Ex. Similarly to the theory of dy-
namical systems we call Ex the approximation of A at point x.
The main question of this section is “What can we say about algebra A with
matrix of structural constants (γpi,k)
n
p,i,k=1 knowing properties of the evolution algebra
Ex for some x ∈ A with the relation (1)?”
For an algebra A with matrix of structural constants MA = (γpi,k)np,i,k=1, denote
IA = {p ∈ {1, 2, ..., n} : det Γp 6= 0},
where Γp = (γpi,k + γip,k)
n
i,k=1.
Fix x ∈ A and denote by ap ≡ ap(x) the vector considered as p-th column of matrix
(βpk(x)) defined in (1).
Theorem 2.1. For a given non-trivial evolution algebra E with ME = (apk) and an
algebra A with MA = (γpi,k) there is an element x ∈ A\{0} satisfying (1) if and only
if
Γ−1p · ap = Γ−1q · aq, for any p, q ∈ IA (2)
and
rankΓp = rank (Γp, ap) , for any p = {1, 2, ..., n}\IA . (3)
Proof. We must answer for the question: When does the system of equations (1)
have a solution relatively unknown x = (x1, ..., xn)? In this case we have n
2 equations
and n unknowns. By theory of system of linear equations it is easy to see that x =
Γ−1p ·ap, p ∈ IA and so Γ−1p ·ap = Γ−1q ·aq for any p, q ∈ IA. If p ∈ {1, 2, ..., n}\IA then
we know that rankΓp = rank (Γp, ap) holds.
Let us give some examples checking conditions of Theorem 2.1.
Example 2.2. Let A be the algebra with the (cubic) matrix of structural constants
(
1 2
0 1
∣∣∣∣∣ 0 21 1
)
and the evolution algebra E with matrix of structural constants(
1 1
−1 −1
)
.
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For these algebras the system of equations (1) has the following form


2x1 = 1
4x1 + 3x2 = 1
2x2 = −1
3x1 + 2x2 = −1
. (4)
In this case Γ1 =
(
2 0
4 3
)
and Γ2 =
(
0 2
3 2
)
and det Γ1 · det Γ2 6= 0. Therefore
Γ1 · a1 6= Γ2 · a2, where a1 =
(
1
1
)
, a2 =
( −1
−1
)
. Namely, the conditon (2) doesn’t
hold. Consequently, system of equations (4) has no solution.
Example 2.3. Let A be the algebra with matrix of structural constants(
1 2
0 1
∣∣∣∣∣ 0 −11 1
)
and the evolution algebra E with matrix of structural constants
(
1 1
−1 −1
)
. For
these algebras system of equations (1) has the following form


2x1 = 1
4x1 = 1
2x2 = −1
2x2 = −1
. (5)
In this case Γ1 =
(
2 0
4 0
)
, Γ2 =
(
0 2
0 2
)
and det Γ1 = det Γ2 = 0. Then rankΓ1 6=
rank (Γ1, a1) although rankΓ2 6= rank (Γ2, a2), where a1 =
(
1
1
)
, a2 =
( −1
−1
)
.
Namely the conditon (3) doesn’t hold. Consequently, system of equations (5) has no
solution.
Example 2.4. Let A be the algebra with matrix of structural constants(
1 2
0 1
∣∣∣∣∣ −1 01 2
)
and the evolution algebra E with matrix of structural constants(
1 5
1 5
)
. For these algebras the system of equations (1) has the following form


2x1 − x2 = 1
4x1 + x2 = 5
−x1 + 2x2 = 1
x1 + 4x2 = 5.
(6)
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In this case Γ1 =
(
2 −1
4 1
)
, Γ2 =
( −1 2
1 4
)
and det Γ1 · det Γ2 6= 0. Then
Γ−11 =
(
1
6
1
6
−23 13
)
and Γ−12 =
(
−23 13
1
6
1
6
)
.
The condition (2) is satisfied, i.e., Γ−11 ·a1 = Γ−12 ·a2, where a1 =
(
1
5
)
, a2 =
(
1
5
)
.
Consequently, system of equations (6) has a solution x1 = x2 = 1.
For an evolution algebra E introduce the following sequences
E[1] = E<1> = E, E[k+1] = E[k]E[k], E<k+1> = E<k>E, k ≥ 1.
Ek =
k−1∑
i=1
EiEk−i. (7)
The following inclusions hold
E<k> ⊆ Ek, E[k+1] ⊆ E2k .
Since E is commutative algebra we obtain
Ek =
⌊k/2⌋∑
i=1
EiEk−i,
where ⌊x⌋ denotes the integer part of x.
Definition 2.5. An evolution algebra E is called right nilpotent if there exists some
s ∈ N such that E<s> = 0. The smallest s such that E<s> = 0 is called the index of
right nilpotency.
Definition 2.6. An evolution algebra E is called nilpotent if there exists some n ∈ N
such that En = 0. The smallest n such that En = 0 is called the index of nilpotency.
In [3], it is proved that the notions of nilpotent and right nilpotent are equivalent.
Definition 2.7. An algebra A is called solvable if there exits some t ∈ N such that
A[t] = 0. The smallest t such that A[t] = 0 is called the index of solvability.
In [4] it is proved that the notions of nil and right nilpotency are equivalent for
evolution algebras. Moreover, the matrix of structural constants for such an algebra
has upper (or lower, up to permutation of basis elements of the algebra) triangular
form, i.e. the following results are known:
Theorem 2.8. ([4]) The following statements are equivalent for an n-dimensional
evolution algebra E:
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(a) The matrix corresponding to E can be written as
ME =


0 a12 a13 . . . a1n
0 0 a23 . . . a2n
0 0 0 . . . a3n
...
...
... · · · ...
0 0 0 · · · 0

 ;
(b) E is a right nilpotent algebra;
(c) E is a nil algebra.
Take an evolution algebra E as algebra A, and by (1) define Ex, then the following
question naturally arises: What about right nilpotency of the algebra Ex if the algebra
E is right nilpotent?
Theorem 2.9. Let E be any right nilpotent n-dimensional real (complex) evolution
algebra, then for any x ∈ E the evolution algebra Ex is a right nilpotent.
Proof. Since E is right nilpotent n-dimensional real (complex) evolution algebra, then
its matrix of structural constants (by Theorem 2.8) is
ME =


0 a12 a13 . . . a1n
0 0 a23 . . . a2n
0 0 0 . . . a3n
...
...
... · · · ...
0 0 0 · · · 0

 .
Consequently the matrix of structural constants of the evolution algebra Ex has a
form
MEx =


0 0 0 . . . 0
2a12x1 0 0 . . . 0
2a13x1 2a23x2 0 . . . 0
...
...
... · · · ...
2a1nx1 2a2nx2 2a3nx3 · · · 0

 .
Now we give change of basis as the following
ei = e˜n−(i−1), i = 1, n.
Then this evolution algebra is isomorphic to the evolution algebra which matrix of
structural constants in a view upper-triangular form:
MEx =


0 2an−1,nxn−1 · · · 2a3nx3 2a2nx2 2a1nx1
...
...
... · · · ... ...
0 0 · · · 0 2a23x2 2a13x1
0 0 · · · 0 0 2a12x1
0 0 · · · 0 0 0

 .
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This means that the evolution algebra Ex is right nilpotent (see Theorem 2.8).
The following example shows that the opposite of the theorem is not always appro-
priate.
Example 2.10. Let
(
a b
c 0
)
be a matrix of structural constants of the 2-
dimensional evolution algebra E. Then matrix of structural constants of the evolution
algebra Ex is: MEx =
(
2ax1 2cx2
2bx1 0
)
. If we take x1 = 0, then MEx =
(
0 2cx2
0 0
)
is in a view upper-triangular form, that means the evolution algebra Ex is nilpotent.
But the evolution algebra E is non-nilpotent if bc 6= 0.
Remark 1. Let two real evolution algebras E and E′ are isomorphic. Then corre-
sponding evolution algebras Ex and E
′
y may be non-isomorphic for any nonzero x and
y, in general.
Example 2.11. Let E and E′ two real evolution algebras with matrix of structural
constants
(
1 2
3 4
)
and
(
a 3a
2
16d
8d2
a d
)
respectively, where ad 6= 0. These algebras
are isomorphic and isomorphism is
(
0 1d
4
a 0
)
. Thus for evolution algebras E and
E′ we denote by Ex and Ey evolution algebras with matrixes of structural con-
stants
(
x1 3x2
2x1 4x2
)
and
(
ay1
8d2
a y2
3a2
16dy1 dy2
)
, respectively. These evolution algebras
constructed by (1) for algebras E and E′, respectively. We assume that evolution al-
gebras Ex and Ey are isomorphic. Then there exists an isomorphism ϕ =
(
α β
γ δ
)
such that detϕ 6= 0.
Let e1, e2 and f1, f2 be bases of evolution algebras Ex and Ey, respectively. Since
x, y are non-zero, ϕ(e1e2) = 0 implies that αγ = βδ = 0.
Since detϕ 6= 0 we don’t consider the cases α = β = 0 and γ = δ = 0. So we have
only the following cases:
Case α = δ = 0. In this case ϕ(e1) = βf2 and ϕ(e2) = γf1. From ϕ(e1e1) = ϕ(e1)ϕ(e1)
and ϕ(e2e2) = ϕ(e2)ϕ(e2) we get
3γx2 = β
2y1
3a2
16d
x1β = β
2y2d
4γx2 = γ
2y1a
2βx1 = γ
2y2
8d2
a .
(8)
From first and third relations of (8) we get β2a = 4γ2d. Similarly, from second and
fourth relations of (8) we get also β2a = 4γ2d. But this equation doesn’t have non-zero
real solutions β and γ if ad < 0.
Case β = γ = 0. Similarly to the above case we get the equation 3δ2a = 32α2d. This
equation also doesn’t have non-zero real solutions if ad < 0.
Thus an isomorphism ϕ doesn’t exist and so evolution algebras Ex and Ey are not
isomorphic for any non-zero x and y.
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In the following section we give another approximation of algebras, and prove that
for two isomorphic evolution algebras there are their approximated algebras which are
isomorphic two.
3. Transposed evolution algebras
In this section we consider evolution algebras corresponding to a given algebra as
follows: matrix of structural constants of the evolution algebra is transposed matrix
of JF (x) which defined in section 2, i.e. matrix of considering evolution algebra is
(βpk(x))
n
p,k=1, where
βpk(x) =
∑
i
(γki,p + γik,p)xi. (9)
Formed evolution algebra we call an approximation of given algebra A by transposed
and denote by ETAx .
Remark 2. Approximation of a Lie algebra1 by (1) (and by (9)) is an abelian evolu-
tion algebra.
Proposition 3.1. Let A and B be n-dimensional isomorphic evolution algebras. Then
there exist x ∈ A and y ∈ B such that ETAx ≃ ETBy .
Proof. Let matrixes of structural constants of evolution algebras A and B has the
following forms:


a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
...
...
an1 an2 . . . ann

 and


b11 b12 . . . b1n
b21 b22 . . . b2n
...
...
...
...
bn1 bn2 . . . bnn

 respectively.
Then matrixes of structural constants of corresponding evolution algebras ETAx and
ETBy are
JFA(x) =


2a11x1 2a12x1 . . . 2a1nx1
2a21x2 2a22x2 . . . 2a2nx2
...
...
...
...
2an1xn 2an2xn . . . 2annxn

 ,
JFB (y) =


2b11y1 2b12y1 . . . 2b1ny1
2b21y2 2b22y2 . . . 2b2ny2
...
...
...
...
2bn1yn 2bn2yn . . . 2bnnyn


respectively. If we take xi = c and yi = d, i = 1, 2, . . . , n then we get evolution algebras
which isomorphic to given evolution algebras A and B respectively.
1See https://en.wikipedia.org/wiki/Lie
−
algebra
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4. Approximations of 2 and 3-dimensional Leibniz algebras
Let us introduce some definitions and notations, all of them necessary for the under-
standing of this section.
Definition 4.1. A Leibniz algebra over K is a vector space L equipped with a bilinear
map, called bracket,
[−,−] : L × L → L
satisfying the Leibniz identity:
[x, [y, z]] = [[x, y], z]− [[x, z], y],
for all x, y, z ∈ L.
For a given Leibniz algebra (L, [−,−]) we define lower central series as follows:
L1 = L,Lk+1 = [Lk,L], k ≥ 1.
Definition 4.2. A Leibniz algebra L said to be nilpotent, if there exists n ∈ N such
that Ln = 0. The minimal number n such property is said to be the index nilpotency
of the algebra L.
The classification of the two and three dimensional nilpotent Leibniz algebras was
obtained in [14] and [1], respectively. The following theorems show these classifications.
Theorem 4.3. Let L be a 2-dimensional nilpotent Leibniz algebra. Then L is an
abelian algebra or it is isomorphic to
µ1 : [e1, e1] = e2.
Theorem 4.4. Let L be a 3-dimensional nilpotent Leibniz algebra. Then L is isomor-
phic to one of the following pairwise non-isomorphic algebras:
λ1 : abelian,
λ2 : [e1, e1] = e3,
λ3 : [e1, e2] = e3, [e2, e1] = −e3,
λ4(α) : [e1, e1] = e3,[e2, e2] = αe3, [e1, e2] = e3
λ5 : [e2, e1] = e3, [e1, e2] = e3,
λ6 : [e1, e1] = e2, [e2, e1] = e3.
Proposition 4.5. Approximation by transposed of the 2-dimensional nilpotent Leibniz
algebra in any point x ∈ L is also nilpotent evolution algebra.
Proof. Due Theorem 4.3 it is easy to see that for abelian Leibniz algebra corresponds
abelian evoution algebra which structural constants obtained by (9).
For Leibniz algebra µ1 we define evolution algebra E
T
µ1,x which structural constants
defined by (9):
β11(x) = (γ11,1 + γ11,1)x1 + (γ12,1 + γ21,1)x2 = 0,
β12(x) = (γ21,1 + γ12,1)x1 + (γ22,1 + γ22,1)x2 = 0,
β21(x) = (γ11,2 + γ11,2)x1 + (γ12,2 + γ21,2)x2 = 2x1,
β22(x) = (γ21,2 + γ12,2)x1 + (γ22,2 + γ22,2)x2 = 0,
where γij,k-structural constants of nilpotent Leibniz algebra.
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Therefore matrix of structural constants of the evolution algebra ETµ1,x is:
(
0 0
2x1 0
)
.
By Theorems 2.9 and 2.8 the evolution algebra ETµ1,x is right nilpotent.
Proposition 4.6. Approximation by transposed of the 3-dimensional nilpotent Leibniz
algebra in any point x ∈ L is also nilpotent evolution algebra.
Proof. Due Theorem 4.4 it is easy to see that for abelian Leibniz algebra λ1 corre-
sponds abelian evolution algebra (in particular, nilpotent) with structural constants
obtained by (9).
For Leibniz algebra λ2 we define evolution algebra E
T
λ2,x
which structural constants
defined by (9):
β11(x) = (γ11,1 + γ11,1)x1 + (γ12,1 + γ21,1)x2 + (γ13,1 + γ31,1)x3 = 0,
β12(x) = (γ21,1 + γ12,1)x1 + (γ22,1 + γ22,1)x2 + (γ23,1 + γ32,1)x3 = 0,
β13(x) = (γ31,1 + γ13,1)x1 + (γ32,1 + γ23,1)x2 + (γ33,1 + γ33,1)x3 = 0,
β21(x) = (γ11,2 + γ11,2)x1 + (γ12,2 + γ21,2)x2 + (γ13,2 + γ31,2)x3 = 0,
β22(x) = (γ21,2 + γ12,2)x1 + (γ22,2 + γ22,2)x2 + (γ23,2 + γ32,2)x3 = 0,
β23(x) = (γ31,2 + γ13,2)x1 + (γ32,2 + γ23,2)x2 + (γ33,2 + γ33,2)x3 = 0,
β31(x) = (γ11,3 + γ11,3)x1 + (γ12,3 + γ21,3)x2 + (γ13,3 + γ31,3)x3 = 2x1,
β32(x) = (γ21,3 + γ12,3)x1 + (γ22,3 + γ22,3)x2 + (γ23,3 + γ32,3)x3 = 0,
β33(x) = (γ31,3 + γ13,3)x1 + (γ32,3 + γ23,3)x2 + (γ33,3 + γ33,3)x3 = 0,
where γij,k-structural constants of nilpotent Leibniz algebra λ2.
Therefore matrix of structural constants of the evolution algebra ETλ2,x is:
 0 0 00 0 0
2x1 0 0

. By Theorems 2.9 and 2.8 the evolution algebra is right nilpotent.
For algebras λ3, λ4(α), λ5 and λ6 similarly we can prove that corresponding evolu-
tion algebras ETλ3,x, E
T
λ4(α),x
, ETλ5,x and E
T
λ6,x
are also nilpotent.
Let E be a 2-dimensional evolution algebra over the field of real numbers. Such
algebras are classified in [15], [16]:
Theorem 4.7. Any two-dimensional real evolution algebra E is isomorphic to one of
the following pairwise non-isomorphic algebras:
(i) dim(E2) = 1:
E1: e1e1 = e1, e2e2 = 0;
E2: e1e1 = e1, e2e2 = e1;
E3: e1e1 = e1 + e2, e2e2 = −e1 − e2;
E4: e1e1 = e2, e2e2 = 0;
E5: e1e1 = e2, e2e2 = −e2;
(ii) dim(E2) = 2:
E6(a2; a3): e1e1 = e1 + a2e2, e2e2 = a3e1 + e2; 1 − a2a3 6= 0, a2, a3 ∈ R. Moreover
E6(a2; a3) is isomorphic to E6(a3; a2).
E7(a4): e1e1 = e2, e2e2 = e1 + a4e4, where a4 ∈ R;
We have following propositions.
Proposition 4.8. The evolution algebra ETµ1,x given in Proposition 4.5 is
i) an abelian if x1 = 0;
ii) isomorphic to E4 if x1 6= 0.
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Proof. i) Straightforward.
ii) Taking change of basis like e′1 =
1
2x1
e2, e
′
2 =
1
2x1
e1 completes the proof.
Proposition 4.9. The followings hold:
1) the evolution algebra ETλ2,x is isomorphic to evolution algebra with matrix of
structural constants

 1 0 00 0 0
0 0 0

 if x1 6= 0;
2) the evolution algebra ETλ3,x is an abelian;
3) the evolution algebra ETλ4(α),x is isomorphic to evolution algebra with matrix of
structural constants
3.1)

 0 1 10 0 0
0 0 0

 if (2x1 + x2)(x1 + 2αx2) 6= 0;
3.2)

 0 1 00 0 0
0 0 0

 if 2x1 + x2 = 0 or x1 + 2αx2 = 0;
4) the evolution algebra ETλ5,x is isomorphic to evolution algebra with matrix of
structural constants
4.1)

 0 1 10 0 0
0 0 0

 if x1x2 6= 0;
4.2)

 0 1 00 0 0
0 0 0

 if x1 = 0 or x2 = 0;
5) the evolution algebra ETλ6,x is isomorphic to evolution algebra with matrix of
structural constants
5.1)

 0 1 10 0 0
0 1 0

 if x1x2 > 0;
5.2)

 0 −1 −10 0 0
0 1 0

 if x1x2 < 0;
5.3)

 1 0 00 0 0
0 0 0

 if x1 = 0;
5.4)

 0 1 00 0 1
0 0 0

 if x2 = 0;
Proof. 1)

 0 0 00 0 0
2x1 0 0

 is matrix of structural constants of the evolution algebra
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ETλ2,x. By changing of basis like
e′1 =
1
2x1
e3, e
′
2 = e2, e
′
3 =
1
2x1
e1
we give proof of 1);
2) Clearly;
3)

 0 0 00 0 0
2x1 + x2 x1 + 2αx2 0

 is matrix of structural constants of the evolution
algebra ETλ4(α),x. If (2x1 + x2)(x1 + 2αx2) 6= 0 by changing of basis like
e′1 = e3, e
′
2 = (x1 + 2αx2)e2, e
′
3 = (2x1 + x2)e1
we give proof of 3.1);
If 2x1 + x2 = 0 then by changing of basis like
e′1 =
1
(1− 4α)x1 e3, e
′
2 =
1
(1− 4α)x1 e2, e
′
3 = e1
and if x1 + 2αx2 = 0 by changing of basis like
e′1 =
1
(1− 4α)x2 e3, e
′
2 =
1
(1− 4α)x2 e1, e
′
3 = e2
we give proof of 3.2);
4) It is similar to above case;
5)

 0 0 02x1 0 0
x2 x1 0

 is matrix of structural constants of the evolution algebra ETλ6,x.
If x1x2 > 0, we give change of basis:
e′1 =
x2
x1
√
2x1x2
e3, e
′
2 =
x22
2x31
e1, e
′
3 =
x22
2x21x2
e2.
Therefore we have proof of 5.1).
If x1x2 < 0, we give change of basis:
e′1 =
x2
x1
√−2x1x2
e3, e
′
2 =
x22
2x31
e1, e
′
3 =
x22
2x21x2
e2.
Therefore we have proof of 5.2).
If x1 = 0, this case is similar to 1).
If x2 = 0, then

 0 0 02x1 0 0
0 x1 0

 is matrix of structural constants of the evolution
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algebra ETλ6,x. By changing of basis
e′1 =
1√
2x1
e3, e
′
2 =
1
2x1
e2, e
′
3 =
1
2x1
e1
one completes the proof of 5.4).
Remark 3. Another type of approximation of an algebra can be given as follows.
Let A be an n-dimensional algebra over the field of complex (or real) numbers.
Denote by MA the matrix of structural constants of A. In case of complex field the
matrixMA can be considered as a vector in C
n3 . Consider a norm of M = (γijk) ∈ Cn3
defined by
‖M‖ = max
i,j,k
|γijk|.
An algebra B is called ε-approximation of an algebra A if
‖MA −MB‖ ≤ ε.
It is clear that if B is ε-approximation for A then A is ε-approximation for B.
The interesting question is “How properties of A depends on properties of B?”
Let A[s,t], s, t ≥ 0 be a flow of n-dimensional algebras over the field of complex (or
real) numbers (see [12], [13]). Each flow of algebras can be considered as a continuous
time dynamical system such that in each fixed pair (s, t) of time its state is a finite-
dimensional algebra. In such a dynamical system one wants to know what will be the
limit algebra (if it exists):
lim
t−s→+∞
A[s,t] = A. (10)
In case the limit does not exist then one asks about possible limit algebras.
Assume the limit (10) exists, that is for any ε > 0 there exists T = T (ε) > 0 such
that for any t, s with |t− s| > T we have
‖MA[s,t] −MA‖ ≤ ε.
Thus the limit algebra A can be considered as ε-approximation for each A[s,t] with
|t− s| > T .
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