Abstract-The paper presents an effective evolutionary method to the optimum design of three-phase induction motor using adaptive particle swarm optimization (APSO) technique. To avoid premature convergence of the classical PSO algorithm, the parameters such as inertia weight factor and acceleration factors are made adaptive on the basis of objective functions of the current and best solutions. The optimization algorithm considers the annual cost of the motor including the power loss cost as objective function and six important motor performance indices as inequality constraints. These functions are expressed in terms of motor design variables. The APSO integrates penalty parameter-less constraint handling strategy for handling the constraints. The potential of the proposed approach has been tested on two sample motors, and the results are compared with genetic algorithm, classical PSO and conventional design methods. It is observed that the proposed method is superior in terms of solution quality, robustness and computational efficiency. Index Terms-Adaptive particle swarm optimization, genetic algorithm, Induction motor, optimal design, particle swarm optimization.
I. INTRODUCTION
Minimal energy consumption of three-phase induction motors is one of the important factors for energy savings because of the number of three-phase induction motors in-service are more. Due to the massive fabrication and usage of the induction motor, its manufacturer and operating cost should be minimized. The objective of the optimal design of induction motor is usually to minimize either the initial cost of the machine or its life time cost including the cost of loss energy. The initial (manufacturer) cost minimization is the primary interest of the motor manufacturer but may not be benefit to the users. Because the manufacturer cost is a small portion of the total power loss cost of the motor during its life time. Therefore, active power loss effect should also be included in the design of induction motor. This objective is Manuscript received November 10, 2009. V.P.Sakthivel is with the Department of Electrical Engineering, Annamalai University, Annamalai Nagar, Chidambaram-608002, Tamilnadu (e-mail:vp.sakthivel@yahoo.com).
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S.Subramanian is with the Department of Electrical Engineering, Annamalai University, Chidambaram-608002, India (e-mail: profdrmani@gmailcom). the main consideration for the motor user as the life time cost is reduced and also results to the admirable goal of global energy conservation.
The optimization of induction motor design has been approached as a multi variable nonlinear programming problem using various conventional local optimization methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . However, the occurrence of undesired local minima was pointed out in several works [2] [3] [4] .
For satisfactory handling of induction motor design optimization problems, efficient approaches are still required. The methods that qualify are evolutionary algorithm [11] , GA [12] , neural network [13] , fully logic [14] and particle swarm optimization [15] . These heuristic approaches suffer from the problem of premature convergence. Though GA-based approaches perform well for complex optimization problems, recent research has identified certain deficiencies [16] , particularly for problems in which variables are highly correlated. In such cases, the GA crossover and mutation operators do not generate individuals with better fitness of offspring as the chromosomes in the population pool have some structure towards the end of the search. Premature convergence degrades the performance of GA and increases possibility of convergence to a local optimum solution.
The PSO, first introduced by Kennedy and Eberhart [17] is a flexible, robust, population based stochastic search/optimization algorithm with inherent parallelism. In recent years this method has gained popularity over its competitors and is increasingly gaining acceptance for solving many power system problems [18] [19] [20] , due to its simplicity, superior convergence characteristics and high solution quality. However, the performance of the classical PSO greatly depends on its parameters and it often suffers from the problem of being trapped in local optima [21] [22] [23] .
To overcome the above problems, adaptive PSO parameters are employed in this paper for solving the induction motor design optimization problem considering the active power loss effect. Finally, the APSO algorithm is tested on two sample motors and compared with the classical PSO and the conventional design methods [24] [25] . The objectives of this paper are as follows: 1) To optimize the design variables of the induction motor, its total annual cost is chosen as objective function. The total annual cost is considered to be summation of i. annual cost of the motor manufactured iron and copper materials, ii. annual cost of a fictitious active power source required to cover the total active power loss of the motor and iii. annual cost of energy needed by that fictitious source. 2) To avoid premature convergence, the inertia weight factor and the acceleration factors are made adaptive. 3) To handle the constraints effectively, the penalty parameter-less approach is used.
II. FORMULATION OF AN INDUCTION MOTOR DESIGN PROBLEM
The problem in the induction motor design is to select an appropriate combination of the design variables which minimize the annual cost of the motor. The design problem would have been much complicated while using too many variables. Therefore the design variables selection is important in the motor design optimization. The design has some constraints to guarantee the some motor performance indices. The design optimization problem can be formulated as a general nonlinear programming problem of the standard form:
Find X(x 1 , x 2 , …….., x n ) such that J(X) is a minimum Subject to g j (X) ≥ 0 j = 1, 2, ……… m and
where X(x 1 , x 2 , …….., x n ) is the set of independent design variables with their lower and upper limits as x Li and x Ui , for all 'n' variables. J(X) is the objective function to be optimized and g j (X) are the constraints imposed on the design.
A. Variables
The following variables (X 1 , ….. X 9 ) are considered. x 1 = stator bore diameter x 2 = average air gap flux density x 3 = stator current density x 4 = air gap length x 5 = stator slot depth x 6 = stator slot width x 7 = stator core depth x 8 = rotor slot depth x 9 = rotor slot width The remaining parameters can be expressed in terms of these variables or may be treated as fixed for a particular design.
B. Constraints
The constraints (g 1 , ….. , g 6 ) imposed into induction motor design in this paper are as follows. g 1 = maximum to full-load torque ratio g 2 = starting to full-load torque ratio g 3 = starting to full-load current ratio g 4 = full-load efficiency g 5 = full-load power factor g 6 = maximum temperature rise
Apart from these constraints, the lower and upper limits of the design variables are included. The expression of the constraint functions is as follows: Where, f
where,
The equivalent circuit parameters R 1 , R 2 , X 1 , X 2 and X m can be found in terms of the design variables [24, 25] .
C. Objective function
To have an optimal induction motor which is acceptable to both the manufacturer and the user, the minimization of the annual cost of the motor is considered as objective function while designing the motor using optimization algorithms. The expression of the objective function, in terms of the motor design variables are as follows:
Where,
Annual active material cost is given by
(ii) Annual active power loss cost Annual iron loss cost,
Where, p isc and p ist are the specific iron loss corresponding to B sc and B st respectively. B sc and B st are given as follows
Annual friction and windage loss cost,
The stray loss is assumed to reduce the efficiency by 0.5%, so that
The total annual active power loss cost is thus
(iii) Annual energy loss cost
The objective function is given by
PSO is a well known optimization method proposed by Kennedy and Eberhart [17] . It is motivated by social behavior of organisms such as fish schooling and bird flocking. In PSO, potential solutions called particles fly around in a multi-dimensional problem space. Population of particles is called swarm. Each particle in a swarm flies in the search space towards the optimum solution based on its own experience, experience of nearby particles and global best position among particles in the swarm.
A. Advantages of PSO
• PSO is easy to implement, and only few parameters have to be adjusted.
• Unlike the GA, PSO has no evolution operators such as crossover and mutation. • In GAs, chromosomes share information so that the whole population moves like one group, but in PSO, only global best particle (gbest) gives out information to the others. It is more robust than GAs.
• PSO can be more efficient than GAs; that is, PSO often finds the solution with fewer objective function evaluations than that required by GAs.
• Unlike GAs and other heuristic algorithms, PSO has the flexibility to control the balance between global and local exploration of the search space.
B. PSO Algorithm
Let X and V denote the particle's position and its corresponding velocity in search space respectively. At iteration K, each particle i has its position defined by X i K = [X i, 1 , X i, 2 ….X i, N ] and a velocity is defined as V i K = [V i, 1 , V i, 2 ……V i, N ] in search space N. Velocity and position of each particle in the next iteration can be calculated as
< X min i,n = X max i, n if X i, n k+1 > X max i, n The inertia weight W is an important factor for the PSO's convergence. It is used to control the impact of previous history of velocities on the current velocity. A large inertia weight factor facilitates global exploration (i.e., searching of new area) while small weight factor facilitates local exploration. Therefore, it is wise to choose large weight factor for initial iterations and gradually reduce weight factor in successive iterations. This can be done by using W= W max − (W max -W min ) × Iter / Iter max (19) Acceleration constant C 1 called cognitive parameter pulls each particle towards local best position whereas constant C 2 called social parameter pulls the particle towards global best position. The particle position is modified by Eq. (18) . The process is repeated until stopping criterion is reached.
IV. ADAPTIVE PARTICLE SWARM OPTIMIZATION
In the classical PSO, the inertia weight factor is made constant for all the particles in a single generation and the acceleration factors are made constant for all the particles in the whole generation. But these factors are very important parameters that move the current position of the particle towards its optimum position. In order to increase the search ability, the algorithm should be modified in which the movement of the swarm should be controlled by the objective function. In the proposed APSO, the particle position is adjusted such that the highly fitted particle moves slowly when compared to the lowly fitted particle. This can be achieved by using adaptive parameter values for each particle according to their objective functions of the current and best solutions.
The adaptive inertia weight factor (AIWF) is obtained as follows:
So, from Eq. (19) , it can be seen that the inertia weight for the best particle is set to the minimum value and vice versa.
The adaptive acceleration factors are determined as follows:
It is concluded from Eqs. (20) and (21) that C 1 and C 2 values are greater than or equal to one. Higher acceleration factors are obtained for higher objective function and vice versa. Use of Eqs. (19) , (20) and (21) in Eq. (17) is expected to provide better optimum solution compared to classical PSO.
V. IMPLEMENTATION OF APSO FOR INDUCTION MOTOR DESIGN PROBLEM
The induction motor design problem with power loss cost consideration is solved using APSO approach. The PSO parameters such as inertia weight and acceleration factors are made highly adaptive to avoid the premature convergence of the algorithm. Then the parameter-less penalty approach is incorporated in the proposed algorithm to handle the constraints effectively. The flow of the APSO is depicted in Fig.1 and is described as follows:
Step 1. Initialization of the swarm: For a population size m, the particles are randomly generated between the minimum and maximum limits of the design variables. Defining the fitness function: A suitable fitness function should be used for constraints handling based on the current population. In a population, solutions are assigned to fitness so that feasible solutions are emphasized more than infeasible solutions. In this paper, a penalty parameter-less approach is used. This approach uses tournament selection operator where two solutions are chosen from the population and one is selected. The following criteria are used during the selection operator:
• Any feasible solution is preferred to any infeasible solution.
• Among the two feasible solutions, the one having better objective value is preferred.
• Among the two infeasible solutions, the one having smaller constraint violation is preferred.
In 
Step 3. Evaluation of adaptive inertia weight and acceleration factors:
The inertia weight and acceleration factors are computed using Eqs. (20), (21) and (22).
Step 4. Evaluation of velocity:
The new velocity for each particle is computed as
Step 5. Update the swarm: The particle position is updated using Eq. (18) . The values of the fitness function are calculated for the updated positions of the particles. If the new value is better than the previous pbest, the new value is set to pbest. Similarly, gbest value is also updated as the best pbest.
Step 6. Stopping criteria: A stochastic optimization algorithm is usually stopped either based on the tolerance limit or when maximum number of generations are reached. The number of generations is used as the stopping criterion in this paper.
VI. RESULTS AND DISCUSSIONS
In order to verify the efficiency and effectiveness of the proposed APSO, two sample motors are used, whose specifications are given in Appendix B. The results obtained by this method are compared with the GA, classical PSO and conventional design methods [24, 25] . The value of design constants is given in Appendix C.
A. Parameter selection
For PSO method, a population size (m) of 10 is selected, the maximum number of iteration is set to 50, the acceleration constants C 1 and C 2 are both set to 2.0, and the inertia weight (W) is varied linearly from 0.9 to 0.3 over 50 iterations. In the proposed APSO approach, the population size and the maximum number of iteration are the same as those used in PSO approach, and the inertia weight and acceleration factors are made adaptive using Eqs. (20) , (21) , and (22). The variation of inertia weight and acceleration factors with the number of iterations for the sample motor 1 has been shown in Figs. 2, 3 and 4 . From the figures it is obvious that, W varies between 1 and 0.3, and the C 1 and C 2 values are large at the starting and it reaches unity as the problem converges.
B. Case study
To demonstrate the effectiveness of the proposed approach, two cases have been considered as follows:
Case 1: The annual active material cost is considered as objective.
Case 2: The total annual cost of the motor is considered as objective.
The optimal annual cost and its individual components of the sample motors obtained from the various approaches are given in Tables I and III. Tables II and IV give the value of design variables and their performance indices of APSO approach in comparison with those of GA, PSO and conventional approaches. From the obtained results of Tables I and III , it is obvious that the annual cost of the motors is considerably reduced when designed on the basis of Case 2; instead of Case 1and the proposed approach provides lower annual cost than the other aforementioned approaches. In Case 2 based design of induction motors, the values of air gap density and stator current density are lower than those of Case 1 based design. These design variables are inversely proportional to the active material cost and the efficiency of the motor, and therefore the active material cost and the efficiency of the motor for Case 2 are higher than the Case 1. The increased active material cost for Case 2 is negligible when compared with the decreased motor loss cost. Due to reduction in the air gap flux density and air gap length of the design, the full load power factor is improved in Case 2. The starting current for Case 2 is lower than that of Case 1, because of the increase in leakage reactance due to decrease in the value of the air gap length. The maximum torque and the starting torque to full load ratios of Case 2 are adversely affected. However, their values remain within the permissible given limits. 
C. Comparison with GA and PSO approaches (i) Convergence behaviors
The convergence behaviors for the GA, PSO and APSO approaches of the two sample motors are shown in Figs. 5 and 6. It is observed that, the GA and PSO approaches saturate quickly and converge to a local optimum solution. But the APSO approach shows superior performance because the premature convergence is avoided by using the adaptive parameters.
(ii) Solution quality
The minimum, maximum, average and standard deviation costs obtained from 20 trials for GA, PSO and APSO are given in Tables V and VI. It can be seen that the proposed method yields smaller standard deviation of costs and lower annual cost than the other approaches.
(iii) Robustness
To verify the robustness/consistency of three different approaches, many trials with different initial populations are carried out. The lowest cost for each of the 20 different trials has been plotted in Figs. 7 and 8 from which it can be found that APSO approach produces lowest annual cost of the motor most consistently as compared to the GA and PSO.
(iv) Computation efficiency
The comparison of computation efficiency for various approaches is given in Table VII. From Table VII , it is clear that the average CPU time of the APSO approach is lesser than those of the GA, but it is more than the PSO method. This is due to the introduction of adaptive parameters in every evolutionary process.
VII. CONCLUSION
The adaptive particle swarm optimization (APSO) approach has been proposed for solving the complex induction motor design problem considering the active power loss effect. In this approach, the parameters such as inertia weight and acceleration factors are made adaptive to avoid the premature convergence of the algorithm. The constraints are handled by a penalty-parameter-less penalty approach. In order to verify the efficiency and effectiveness of the proposed APSO approach, two sample motors are investigated. The performance of this approach is compared with the GA, classical PSO and conventional design approaches, and it is found that APSO outperforms the other approaches in terms of solution quality, convergence and robustness. Hence, the APSO approach is an efficient tool for finding optimized values of design variables of the induction motor. Further work is in progress to develop the actual motor setup. Slip at which maximum torque occurs C sco , C sci , C scv cooling coefficients for stator core outer, inner and ventilating ducts m number of particles in the swarm N number of dimensions in a particle K pointer of iterations (generations) V i, n k velocity of particle i at iteration k W weighting factor C j acceleration factor rand j random number between 0 and 1 X i, n k current position of particle i at iteration k pbest i personal best of particle i gbest global best of the group W max final weight W min initial weight Iter current iteration number Iter max maximum iteration number 
