This paper presents a new copula to model dependencies between insurance entities, by considering how insurance entities are a ected by both macro and micro factors. The model used to build the copula assumes that the insurance losses of two companies or lines of business are related through a random common loss factor which is then multiplied by an individual random company factor to get the total loss amounts. The new two-component copula is not Archimedean and it extends the toolkit of copulas for the insurance industry.
Introduction
There are many copulas used in the insurance industry to model dependencies between di erent lines of businesses within or between insurance companies. Many of these copulas are not built with insurance scenarios in mind and often their assumptions break down when modelling a full insurance distribution curve. For example, the Gaussian copula, which is one of the most commonly used copulas in the insurance industry, does not have any upper tail dependence. Thus, this copula cannot model tail correlation within lines of businesses or between insurance entities which are believed to have tail correlation, such as what would be expected between two lines of business which are heavily a ected by the same catastrophic event.
To provide a better copula solution than what is currently in use, this paper proposes and analyses a new copula, coined the Two-component (model) copula. This copula is based on an insurance model where a dependence structure is formulated between two insurance entities by considering the e ects of both macro and micro economic factors. The underlying model of the copula is as follows; X = σ WY and X = σ WY where X and X are the losses experienced by two insurance companies or lines of businesses. Here W is the macro (common) loss factor and has an exponential distribution with parameter 1 and Y and Y are the micro (company speci c loss) factors modelled to have inverse gamma distributions with shape parameter α and α respectively and rate parameter 1; σ > and σ > are constants, and W, Y and Y are assumed to be independent random variables. From this model the Two-component copula is derived; it is given in Theorem 3.1. The constants σ and σ have no e ect on the copula but are included here for illustrating the exibility of the model. In this paper, as well as analysing the derivation model of the copula, simulated data is generated under the two-component model and tted to several di erent copulas to gauge how di erent it is to copulas already available. The paper is structured as follows. Chapter 2 contains a background on copulas and provides an outline of the goodness-of-t tests used on the simulated data. In Chapter 3 the Two-component model is derived, analysed and goodness-of-t tests are performed on simulated data generated from the derivation model of the copula.
The R code for the Two-component model which is used for this paper is available at http://www.stats. ox.ac.uk/~reinert/TwoComponentModelAnalysisPublic.pdf.
Background . Copulas
A copula connects the one-dimensional marginal distributions of several random variables to the multivariate distribution function of the variables. Here we concentrate on bivariate distributions. For reference and more details see [14] , [7] , and [6] in [13] . Recall that a two-dimensional copula is a function C : [ , ] → R such that C is grounded and 2-increasing, and C(u,
As insurers are concerned with dependence in extreme events (such as one-in-two hundred years event), we use the notion of upper tail dependence as follows.
De nition 2.1. Let X and Y be continuous random variables with distributions F and G, respectively. The upper tail dependence parameter λ U is
if this limit exists. If λ U ∈ ( , ], then C is said to have upper tail dependence, otherwise it does not have upper tail dependence.
In this paper we also use the Gaussian copula, the Gumbel copula and the Clayton copula, as well as the class of Extreme-value copulas. For references see [9] , [12] and [2] . All copulas are understood to be bivariate copulas.
Gaussian copulas do not have upper tail dependence ( [9] ), which suggests that even though they are one of the most common copulas used in insurance, they are not suited to this purpose as the one-in-two hundred year events (which are important for regulation purposes) are modelled incorrectly. Gumbel copulas possess upper tail dependence. The Clayton copula has no upper tail dependence; though dependent on the parameters it may have a lower tail dependence, see [9] for more information.
.
Goodness-of-t tests
To test the t of a copula we employ a test based on [16] and [4] which compares the best parametric copula under the null hypothesis with Deheuvels' empirical copula. Recall that for U = (U , U ) T a vector of any two uniform random variables and (u i , u i ) T for i = , ...., n an i.i.d. sample of U of size n, Deheuvels' bivariate empirical copula for U is
To describe the goodness-of-t test, suppose we have a random vector X = (X , X ) T containing two random variables, and suppose we have n i.i.d. samples of this vector, x i = (x i , x i ) T for i = , ..., n. In order to avoid problems on the [ , ] boundary we de ne a transformed sample as
whereF j (v) = n n i= (x ji ≤v) for j = , and v ∈ [ , ] is the empirical one-dimensional c.d.f. at v. Then, the t of a parametric copula is assessed using a Cramér-von-Mises statistic; ρ CvM ≡ [ , ] n(Cn(v) − Cθ(v)) dv, where Cn is Deheuvels's bivariate empirical copula and Cθ is the best tting parametric copula from the parametric copula family that contains the true copula under H . The parameter of this copula (θ) is estimated using the transformed sample ((u i , u i ) T ). In this study the test statistic is approximated empirically bŷ
As the distribution of this test statistic is unknown, the p-values of the goodness-of-t test are approximated using a bootstrap method that can be found in Section 3.10 of [4] . Additionally we use the test for extreme value copulas from [2] .
. Large insurance losses
Next we explain the properties generally attributed to and a distribution used to describe large insurance losses that help to derive the model in Chapter 3. Firstly, extremely high insurance losses are not uncommon. This can be seen by looking at the insurance losses between − . The largest incurance loss in this period was $72.3 billion (Hurricane Katrina). This gure was more than double the second largest insurance loss in this period of $35.0 billion (Tohoku earthquake and tsunami). Additionally the range of the 5 largest losses in this period is 80% of this gure, see [17] . This is a property of right-heavy tailed distributions. Following Theorem 2.6 and De nition 2.4 in [10] , we say that the distribution function F is a (right) heavy-tailed distribution if and only if lim sup x→∞ e λx P(X > x) = ∞ ∀λ > .
For modelling large insurance losses often a Generalised Pareto Distribution (GPD) is employed; see [8] . The next construction will be relevant for our copula.
The Two-component copula
In this section we hypothesise how insurance losses (losses) are dependent and derive and analyse a new copula (Two-component model copula) that models these hypotheses. The copula is derived by; rst building a model (Two-component model) of an insurance scenario from the hypotheses, then applying Sklar's theorem to nd the copula of this model. Lastly, we see how well our goodness-of-t tests perform on data generated from the Two-component model.
. The Two-component model
Preliminary to hypothesising about the dependence structure, we make the following assumptions about the marginal distributions of large insurance losses which are based on well-accepted beliefs.
1. The marginal distributions are GPDs. This assumption is recommended in [8] .
2. The GPDs have ξ ∈ ( , ], hence are Type II Pareto distributions. This assumption arises as it is a common belief that losses are heavy tailed. 3. The GPDs have µ = . This assumption is plausible as it translates to the belief that no pro t can be made from an insurance payout.
The hypotheses of dependence between losses are derived by breaking down the problem for why they would occur. Losses occurs if two conditions hold; rstly, a loss event occurred, and secondly, the loss event was underwritten by the company. For simplicity we assume these are the only two factors a ecting a payout (other factors like the possibility of default are ignored). The size of the payout should be proportional to both the size of the event and the level of business underwritten. Furthermore, as insurable events occur at a macro level, the size of an event should not be dependent on an individual insurance company. Let the insurance losses of two companies or lines of business, 1 and 2, in any given year be represented by the random variables X and X respectively. Let W be a random variable representing the size of aggregate loss events in a given year. Since the amount of underwritten business which can be a ected by loss events di ers between syndicates, de ne two more variables Y and Y which represent the amount of a ected business underwritten in the two loss functions, 1 and 2, respectively. Then we assume that X ∝ W and X ∝ Y as well as X ∝ W and X ∝ Y . Lastly, as companies write business before loss events happen, we assume W is independent of Y and Y , and further for simplicity we also assume Y is independent of Y .
To construct (X i , W , Y i ) for i = , such that; X i ∼ P(II)( , σ i , α i ) and is proportional to W and Y i , which are independent, we use the Feller-Pareto construction (Theorem 2.2). Since the shape parameter (α i ) di ers between loss functions we take W ∼ U (in the Theorem) and Y ∼ U . Our Two-component model is summarised as follows; 
Two-component model summary
X = σ WY ,(3.
2)
where σ , σ > . Then, X i ∼ P(II)( , σ i , α i ) and models the loss functions i, for i = , .
While σ and σ are irrelevant for the copula, they illustrate the idea behind the construction of the copula. The assumption that Y i has an inverse-gamma distribution is plausible as it leads to an arc shaped hazard function (h(t)) with limits 0 (as t → + and t → ∞) (see [5] ), as used in survival analysis and some mixture models (see [11] ). Arc shaped hazard functions can be justi ed in this context as the total amount of business available for underwriting is a limited resource. For small t, there is plenty of business for underwriting, so it is easy for an insurance company to underwrite more, hence h(t) increases. For large t, due to competition, it is di cult to nd new business to underwrite so h(t) decreases. The assumption that W is exponential is made partly for convenience, but it is plausible to assume that the loss sizes follow a memoryless distribution.
The assumption that Y and Y are independent is idealised; in practice there may be some weak dependence through there being a nite amount of risk to be insured and through similar company pro les. In future research, it could be interesting to quantify the a ect of this assumption by comparing the model to Lloyd syndicate data, and to possibly re ning the model.
. The Two-component model copula derivation
Now we rst derive the Two-component model survival copula, from which the two-component copula can easily be deduced. Recall that the marginals of the copula are always uniform. ) and B(·, ·) is the Beta function.
Theorem 3.1. The survival copula for the Two-component model for
Proof. Let X and X be de ned by equations 3.1 and 3.2 and letH(x , x ) = Pr(X ≥ x , X >≥ x ) be their joint survival function, then by conditioning on W we have for x , x ∈ ( , ∞) using the independence of W, Y and Y
It is straightforward to calculate that for x ∈ ( , ∞)
and hence setting Pr(X i ≥ x i ) = u i for i = , gives
Replacing x i in (3.4) by (3.5) gives the rst assertion. By Sklar's theorem for the survival copula (Theorem 2.2.13 in [7] ) the uniqueness of the copula follows. Di erentiation gives the second assertion.
Remark 3.2. There are four points worth noting at this point.
• While the survival copula is derived using explicit assumptions on the model, it captures more generally a dependence structure for bivariate random variables which are governed by a joint macro-factor W and independent micro-factors Y , Y . The copula will hence also apply to other loss distributions such as log-normal losses. Exploring these applications further is part of future work. • To estimate α and α we assume that the dataset has Pareto Type II marginal distributions, and t these margins. For other marginal distributions, other estimators for these shape parameters can be used. Expanding on this area is part of future research. • The survival copula requires α , α > . • Even though the Two-component model variables, X and X , are dependent on the parameters σ and σ , these parameters do not feature in the survival copula, hence these parameters do not need to be estimated when tting the copula. 
Remark 3.4. Let C and c be as de ned in Remark 3.3 and (3.6). If α = and α = then it is straighforward to verify that
. . The plots illustrate that the more similar α and α are, the more symmetric the survival copula; this can be con rmed by looking at Theorem 3.1. For larger values of both α and α the density rises more steeply on both sides of the line u = v. These observations are evidence that the increase in c(u, v) as the line u = v is approached is a ected by both α and α , with steepness increasing on both sides of the line as α , α or both increase. Additionally, looking at all the plots it is seen that c(u, v) increases as we approach the the line u = v. Using Sklar's Theorem this shows that X and X are more likely to take values where F X ≈ F X .
Lastly, the gures show that the density clearly varies on the line u = v, with events where u and v being low or high being more likely than events with u and v close to 0.5.
. Upper tail dependency
The upper tail dependence of C can be calculated as λ U = lim u→ + C(u,u) u with C(u, u) given in Theorem 3.1; see (2.6.11) in [7] . In particular, if α , α < or if α = α = , we have λ U = .
A simple expression for λ U when α , α > was not found, so it is estimated by plotting the function C(u,u) u for the given α and α , in a range of u close to 0.
. Comparisons to other copulas
The Two-component copula is not a Gaussian or Archimedean copula as it does not have the symmetry property if G and G have di erent α parameters. Further, this copula is not an Extreme-value copula as it does not t the form required for an Extreme-value copula. However, while our copula is new to our knowledge, it has a resemblance to the Clayton copula. Indeed it can be seen that if U and V are generated by,
where W , W and S are independent with W i ∼ Exp( ) and S ∼ Γ( θ , ), then U and V have a Clayton copula with parameter θ; see for example [15] . From Theorem 3.1 it can be deduced that If U and V are given by
where W , G and G are independent with W ∼ Exp( ) and G i ∼ Γ(α i , ), i = , , then U and V have the Two-component model copula which is given in Theorem 3.1 and Remark 3.3, with parameters α and α . Hence while the Two-component copula is similar to the Clayton copula, in the Two-component copula the Exponential distribution is xed and the Gamma distribution and parameter α varies between U and V, while in the Clayton copula the Exponential distribution varies and the Gamma distribution and parameter θ are xed between U and V.
Goodness-of-t testing on simulated data
Now we see how well our goodness-of-t tests perform on data simulated from the Two-component model. This is done by rst simulating 1000 i.i.d. observations of (X , X ), where the construction of (X , X ) is given in (3.1) and (3.2) . Without loss of generality we assume that loss function 1 has the larger (or equal) propensity for loss, and normalise both loss function's scale parameters according to loss functions 1's scale parameter. Hence we choose σ . For simplicity we assume loss function 2's propensity for loss is in the ratio of 9:10 when compared to loss function 1. As copulas are invariant under monotone increasing transformations of random variables, this simpli cation does not a ect any of our copula ts or goodness of t tests. Moreover from our assumptions we have ξ = α lies in ( , ]. As we do not have any other assumptions regarding this parameter we pick its value uniformly in the interval ( , ]; for the same reason we pick ξ = α uniformly in the interval ( , ] as well.
Then we t the best Gaussian, Gumbel and Two-component copulas to the data and perform a goodnessof-t test in each case, as well as the more general goodness-of-t test, which tests whether the data comes from an Extreme-value copula using the tests from Subsection 2.2. For the Two-component copula the parameters are estimated by the maximum likelihood estimated shape parameters of the marginal GPDs of X and X . As we carry out m(≤ ) goodness-of-t tests we apply the generalised Benjamini-Hochberg procedure (Theorem . in [3] ): for a test at level β we reject the ith hypothesis (H i ) if p i < (β/ m j= j ). Table 3 .1 shows that the Gaussian, Gumbel, Clayton and Extreme-value copula tests provided statistically signi cant p-values ( . / j= j ) at the 5% signi cance level. This shows that there is evidence to reject the hypotheses that the dataset comes from either one of these copulas. Since the data did come from a Two-component copula, this result suggests that the Two-component copula is very di erent to the Gaussian, Gumbel and Clayton copulas and illustrates that it is not an Extreme-value copula. The Two-component copula goodness-of-t test did not provide signi cant results and the estimated Two-component copula parameters were close to the real values. This is reassuring as we know the dataset is indeed generated from a Two-component copula. and α = .
, σ = , σ = . . The p-values are given before the generalised Benjamini-Hochberg procedure. . e − Thus, the Two-component copula is unlike some of the most commonly used copulas in the insurance eld to-date. Consequently, it lls a gap in the literature on copulas for insurance applications as it shows that an intuitive model of insurance losses displays a very di erent dependence structure to copulas widely used in the insurance eld. This raises questions on the validity of copulas currently used in the insurance eld, and this question can only be answered by testing these copulas against real loss data. This is a test which is hoped to be carried out in further research.
