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Chapitre 1
Introduction
A l’heure actuelle, l’informatique a pris une place conside´rable, si ce n’est essentielle, dans le
monde de l’industrie et des sciences. Dans le but d’eˆtre toujours plus rapides et toujours plus
performants, les diffe´rents utilisateurs demandent un mate´riel informatique adapte´ a` leurs besoins.
Ainsi, nous assistons a` une incessante ame´lioration de la capacite´ des processeurs, des me´moires et
des pe´riphe´riques composant un ordinateur. Le nombre de transistors qu’il est possible de placer
sur un chip croˆıt exponentiellement dans le temps, un constat appele´ “Loi de Moore”. Dans ce
contexte, l’ide´e de changer le syste`me informatique de base actuel au lieu de l’ame´liorer constam-
ment est bien entendu prise en compte. L’une de ces propositions est l’ordinateur quantique.
Historiquement, c’est en 1985 que D. Deutsch de´montra the´oriquement qu’il e´tait possible de re´aliser
une machine de Turing a` l’aide des concepts de me´canique quantique [1]. Le premier pas de la
recherche pour un ordinateur quantique e´tait fait. Cependant, l’explosion de la recherche dans
ce domaine eut lieu en 1994, lorsque P. Shor proposa un algorithme pour de´terminer la pe´riode
d’une fonction donne´e (e´tape essentielle pour la factorisation d’un nombre) [2]. Ce dernier est un
algorithme polynomial (le nombre d’e´tape varie comme Nα), alors qu’il n’en existe pas d’aussi
puissant lors d’une programmation classique. Par la suite d’autres algorithmes avec un nombre
d’e´tapes re´duites par rapport aux algorithmes classiques ont e´te´ de´montre´s. Citons l’algorithme de
Grover qui permet de se´lectionner un e´le´ment d’une liste [3] et celui de Deutsch-Jozsa qui permet
de de´terminer si une fonction donne´e f est constante ou non [4]. Il est donc, a` premie`re vue,
inte´ressant de chercher a` re´aliser un ordinateur quantique. L’artricle de revue le plus re´cent est
celui de C.H. Bennett et D.P. DiVincenzo [5]
Dans cette e´tude, apre`s avoir de´crit le concept de l’ordinateur quantique, une analyse critique
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des premie`res re´alisations expe´rimentales est pre´sente´e. Avant de conclure, un commentaire sur
l’importance que l’ordinateur quantique a prise dans la recherche en physique depuis 1994 sera
e´galement donne´.
Chapitre 2
Le concept de l’ordinateur quantique
2.1 Rappel de concepts de me´canique quantique
2.1.1 Description du syste`me : l’espace de Hilbert
Lorsque nous e´tudions un syste`me physique a` l’aide des lois de la me´canique quantique, nous tra-
vaillons dans un espace mathe´matique appele´ espace de Hilbert, car ce dernier posse`de les proprie´te´s
ne´cessaires (line´arite´, existance d’un produit scalaire et comple´tude) pour satisfaire les principes de
base de la the´orie. Si nous prenons un syste`me S compose´ de sous-syste`mes S1, . . . , Sn, l’espace de
Hilbert correspondant est construit comme l’espace produit tensoriel des espaces de´crivant chaque
sous-syste`me : H = H1 ⊗ . . .⊗Hn. Ainsi, en identifiant un vecteur |ψ〉 ∈ H a` un e´tat du syste`me,
nous nous rendons compte, de par la construction mathe´matique, de l’existence d’e´tats de superpo-
sition. En effet, graˆce a` la line´arite´ de l’espace nous avons : a|ψ〉+b|φ〉 ∈ H, ∀ψ, φ ∈ H et ∀a, b ∈ C.
Remarquons que meˆme lorsque |ψ〉 = |ψ1〉 ⊗ . . . ⊗ |ψn〉, |φ〉 = |φ1〉 ⊗ . . . ⊗ |φn〉 il n’est en ge´ne´ral
pas possible d’e´crire l’e´tat de superposition comme un produit tensoriel d’e´tats des sous-syste`mes:
il existe ainsi dans H des e´tats non-factorisables, appele´s aussi e´tats intrique´s (entangled states).
L’e´tat intrique´ de´crit une situation dans laquelle, bien que l’e´tat du syste`me global S soit de´fini,
l’e´tat de chaque sous-syste`me Si, ne l’est pas. Pour illustrer ce concept, prenons comme exemple
un syste`me S compose´ de deux sous-syste`mes S1 et S2 a` deux niveaux (note´s + et −) :
1) |ψ〉 = | − −〉+ | −+〉 = |−〉 ⊗ [|−〉+ |+〉] e´tat factorisable
2) |ψ〉 = | − −〉+ |++〉 6= |ψ1〉 ⊗ |ψ2〉 e´tat intrique´.
(2.1)
Un syste`me comportant un nombre fini m d’e´tats orthogonaux est de´crit par un espace de Hilbert
complexe de dimension m. Cet espace est donc isomorphe a` Cm. Comme nous le discuterons dans
la prochaine section, pour des ressemblances avec le langage informatique classique il est habituel,
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lorsque nous traitons l’ordinateur quantique, de conside´rer comme syste`me quantique typique un
syste`me forme´ de n syste`mes a` deux niveaux, de´crit donc par
H = C2 ⊗ . . .⊗ C2︸ ︷︷ ︸
n fois
≃ C2
n
. (2.2)
Il est clair que tout syste`me de´crit par Cm peut eˆtre mis en correspondance avec un sous-espace
de C2
n
pour m ≤ 2n < m + 1. Le fait que tous les syste`mes quantiques posse´dant le meˆme
nombre d’e´tats orthogonaux soient de´crits par le meˆme espace vectoriel a inspire´ l’une des premie`res
re´flexions sur l’ordinateur quantique, due a` Feynman1.
2.1.2 Evolution : ope´rateur unitaire
En me´canique quantique, l’e´volution du syste`me est re´gie par un ope´rateur unitaire, ge´ne´ralement
note´ U (i.e. U−1 = U+). Remarquons qu’un ope´rateur unitaire conserve le produit scalaire :
〈Uψ|Uφ〉 = 〈U+Uψ|φ〉 = 〈U−1Uψ|φ〉 = 〈ψ|φ〉. (2.3)
Une discussion des hypothe`ses qui me`nent a` adopter un ope´rateur d’e´volution unitaire se trouve
dans [7] par. 8.6, p. 237. L’e´quation de Schro¨dinger est une conse´quence assez imme´diate de
l’unitarite´ de l’e´volution.
2.1.3 Couplage avec l’environnement (“de´cohe´rence”)
Pour que la the´orie rende compte de l’observation, il est ne´cessaire d’introduire le couplage du
syste`me avec son environnement. Par la pre´paration, nous plac¸ons le syste`me dans un e´tat bien
de´fini |φ〉. L’e´tat initial de l’environnement est |e〉. S’il y a couplage entre l’environnement est
le syste`me (i.e., si l’ope´rateur d’e´volution n’est pas de la forme Us ⊗ Ue), on parle d’e´volution
“bruite´e”. Alge´briquement, cette situation se de´crit de la manie`re suivante :
|φ〉 ⊗ |e〉
↓ Evolution unitaire bruite´e
∑
i ci|φi〉 ⊗ |ei〉.
(2.4)
Vu le nombre e´norme de degre´s de liberte´ de l’environnement, il est naturel d’admettre que — si
le temps e´coule´ depuis la pre´paration est assez long — les |ei〉 sont orthogonaux entre eux. Ainsi,
1Feynman [6] envisage la possibilite´ de simuler le comportement d’un syste`me quantique en utilisant non pas un
ordinateur (classique), mais un autre syste`me quantique qu’on pourrait controˆler.
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en prenant la moyenne d’une observable du syste`me A = A⊗ 1 nous obtenons :
〈ψ|A|ψ〉 =
∑
i |ci|
2〈ψi|A|ψi〉 〈ei|ei〉︸ ︷︷ ︸
=1
+
∑
i 6=j c∗i cj〈ψi|A|ψj〉 〈ei|ej〉︸ ︷︷ ︸
=0
=
∑
i |ci|
2〈ψi|A|ψi〉
(2.5)
De par le couplage avec l’environnement, les termes croise´s sont nuls. Ceci n’est e´videmment plus
vrai si nous conside´rons une e´volution non bruite´e (i.e. U = Us ⊗ Ue) :
|φ〉 ⊗ |e〉
↓ Evolution unitaire non bruite´e
[
∑
i ci|φi〉]⊗ |e
′
〉
⇒ 〈ψ|A|ψ〉 =
∑
i,j c
∗
i cj〈ψi|A|ψj〉 〈e
′
|e
′
〉︸ ︷︷ ︸
=1
.
(2.6)
Ainsi, dans le cas d’une e´volution bruite´e, nous nous retrouvons avec un e´tat de me´lange pour
le syste`me, alors que dans l’autre cas, nous gardons un e´tat de superposition. Lorsque nous
tenons compte du couplage entre le syste`me et l’environnement, il y a une perte d’information.
Comme nous l’avons montre´ pre´ce´demment, la perte d’information est comple`te lorsque les e´tats
de l’environnement |ei〉 sont orthogonaux. On appelle alors temps de de´cohe´rence τdec le temps typ-
ique sur lequel cette perte d’information se produit. Cette de´cohe´rence peut e´galement eˆtre de´crite
en ne conside´rant que le syste`me et en invoquant une re´duction du paquet d’onde (“collapse”). Le
temps de de´cohe´rence s’interpre`te alors comme le temps qui s’e´coule avant que le collapse n’ait
lieu. La limitation principale de l’ordinateur quantique re´side dans ce temps de de´cohe´rence. En
effet, suite au collapse, il n’est plus possible de continuer le calcul. Il est donc ne´cessaire d’avoir
re´alise´ toutes les ope´rations souhaite´es avant que le phe´nome`ne n’ait lieu. Nous reviendrons sur
cette limitation dans la section 3.2.1.
2.2 Re´interpre´tation en langage informatique
• En conside´rant des syste`mes a` deux niveaux, il est possible, au lieu de parler de spin up et
down, d’he´licite´ + et − ou de niveau d’e´nergie f (fondamental) et e (excite´), de parler de
Q-bit (quantum binary digit) prenant la valeur 0 ou 1 :
| ↑〉 , | ↓〉
|+〉 , |−〉
|f〉 , |e〉


−→ |0〉 , |1〉 . (2.7)
Par cette simple nomenclature, nous de´finissons les support de l’information.
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• En continuant notre nomenclature, le syste`me physique conside´re´ devient un ordinateur.
Pour cre´er un ordinateur travaillant avec N Q-bits, il suffit, par analogie au cas classique,
de prendre N syste`mes a` deux niveaux. Ceci est satisfaisant pour l’esprit, mais n’est pas
ne´cessaire. En effet, un seul syste`me posse`dant 2N niveaux convient tout aussi bien du
moment qu’un adressage cohe´rent est effectue´. Cependant, pour simplifier la suite de l’expose´,
nous traiterons toujours le cas d’un ordinateur quantique compose´ de N spins 12 , ce qui ne
restreint pas la ge´ne´ralite´ des propos.
• Finalement, l’e´volution du syste`me se traduit par un calcul a` l’aide de portes logiques. Les
portes logiques e´le´mentaires a` l’aide desquelles tout calcul peut eˆtre re´alise´, sont au nombre
de deux : la rotation et l’ope´ration XOR (cf. 2.3.1). Ainsi, le sche´ma de base est le suivant :
pre´paration − e´volution − de´tection
↓ ↓ ↓
entre´e − calcul − sortie.
(2.8)
Remarque : Dans le langage des machines de Turing, le syste`me joue le roˆle de la “bande infinie” sur
laquelle l’information est lue et enregistre´e, et l’e´volution joue naturellement le roˆle du processeur.
A ce stade, nous posse´dons des Q-bits, un ordinateur avec une entre´e et une sortie, ainsi que la
possibilite´ d’imple´menter n’importe quelle ope´ration unitaire. Il ne manque donc plus que des
algorithmes inte´ressants pour que l’ordinateur quantique soit the´oriquement acheve´.
2.3 L’algorithme
2.3.1 De´finition du concept de l’algorithme
Un algorithme est une suite convenable d’e´volutions unitaires et de mesures sur le syste`me. On
veut pouvoir effectuer n’importe quelle ope´ration unitaire sur le syste`me de N Q-bits. Il a e´te´
montre´ (Barenco et al. [8]) que toute ope´ration unitaire peut eˆtre construite comme le produit de
deux ope´rations simples :
• La rotation R. Cette ope´ration sert a` changer un seul bit inde´pendamment des autres.
Comme par convention les spins up et down se situent sur les directions +z et −z, cette
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ope´ration unitaire est de la forme :
Rθφ|0〉 = cos θ|0〉+ e
−iφ sin θ|1〉
Rθφ|1〉 = −e
iφ sin θ|0〉+ cos θ|1〉
ou` θ et φ sont les angles azimutal et polaire respectivement.
(2.9)
Mise a` part la difficulte´ de pouvoir appliquer pratiquement cette ope´ration sur chaque Q-bit
se´pare´ment, il est inte´ressant de remarquer que celle-ci donne lieu a` un e´tat de superposi-
tion, concept appartenant uniquement a` la physique quantique. Cette ope´ration est donc
intrinse`quement non-classique.
• L’ope´ration XOR. L’ope´ration XOR (exclusive OR, appele´e aussi CNOT : controlled-NOT)
est une ope´ration logique entre deux Q-bits : elle agit sur un Q-bit donne´ selon l’e´tat d’un
autre Q-bit. Soit |σnσm〉 l’e´tat de deux Q-bits quelconque repe´re´s par n et m. L’ope´ration
XOR, note´e C (n,m), peut se de´finir ainsi :
C (n,m) |00〉 = |10〉
C (n,m) |10〉 = |00〉
C (n,m) |01〉 = |01〉
C (n,m) |11〉 = |11〉.
(2.10)
L’e´tat du Q-bit n est change´ si et seulement si l’e´tat du Q-bit m est |0〉. L’ope´ration XOR
couple donc deux Q-bits quelconques mais, contrairement a` la rotation, reste une ope´ration
classique 2. Comme nous le voyons dans l’exemple suivant, l’effet de cette ope´ration dans un
ordinateur quantique porte sur le degre´ d’intrication des e´tats :
C (n,m) [|00〉 + |11〉] = |10〉 + |11〉
= |1〉 ⊗ [|0〉 + |1〉] .
(2.11)
A l’aide de la rotation, nous pouvons donc changer n’importe quel Q-bit inde´pendamment des
autres et avec l’ope´ration XOR, nous pouvons agir sur le degre´ d’intrication des e´tats. Ainsi,
tout l’espace de Hilbert est atteint. Pour illustrer la manipulation de ces ope´rations, prenons un
syste`me a` 3 spins. Nous pouvons, par exemple, a` partir de l’e´tat |111〉 obtenir un e´tat d’intrication
maximale: [
1 ⊗ 1 ⊗R
(
π
4
)]
|111〉 = 1√
2
(|111〉 + |110〉)
[1 ⊗ C (2, 3)] 1√
2
(|111〉 + |110〉) = 1√
2
(|111〉 + |100〉)
[C (1, 2)⊗ 1 ] 1√
2
(|111〉 + |100〉) = 1√
2
(|111〉 + |000〉) .
(2.12)
Pour d’autres exemples didactiques, il est conseille´ de consulter l’article de V. Scarani [9].
2Toute la logique classique peut eˆtre re´alise´e a` partir de portes XOR.
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2.3.2 Avantage d’un algorithme quantique
A l’heure actuelle, quelques algorithmes quantiques plus performants que leurs homologues clas-
siques sont connus. La particularite´ de tous ces algorithmes est l’utilisation d’e´tats superpose´s. Par
ce biais, le nombre d’ope´rations de base ne´cessaires est nettement plus faible qu’avec un algorithme
classique. Ainsi, l’algorithme de Shor [2] permet de factoriser un nombre donne´e a` l’aide de Nα
ope´rations, ou` N est la taille du nombre a` factoriser. Les algorithmes classiques pour ce genre de
proble`mes ne´cessitent un nombre d’ope´rations qui croˆıt exponentiellement avec N . L’algorithme de
Grover [3] qui permet de trouver un e´le´ment dans une liste est e´galement moins complexe que son
homologue classique. Nous nous rendons alors compte que le gain de temps ne se re´alise pas sur la
rapidite´ d’exe´cution d’une ope´ration de base, mais sur le nombre d’ope´rations. Par conse´quent, ce
qui peut de´finir un ordinateur de quantique est la fac¸on d’utiliser le syste`me mais non pas le syste`me
lui-meˆme. Ce n’est pas parce qu’un syste`me de spins est utilise´ qu’un ordinateur est quantique.
Il existe d’autres algorithmes qui, tout en e´tant spe´cifiquement quantiques, ne changent pas la
complexite´. Par exemple celui de Fahri et al. (de´termination de la parite´ d’une fonction) ne´cessite
N/2 ope´rations [10], alors que son homologue classique en ne´cessite N . Dans la section suivante,
nous illustrons le concept d’algorithme au moyen de l’algorithme de Deutsch-Jozsa[4].
2.3.3 Un exemple : l’algorithme de Deutsch-Jozsa
Prenons un syste`me S compose´ de deux sous-syste`mes S1 et S2. Il est ainsi possible de construire
les quatre fonctions diffe´rentes agissant sur l’ensemble {0, 1} :
f1(x) = 0, f2(x) = 1, f3(x) = x, f4(x) = NOTx (2.13)
L’algorithme de Deutsch-Jozsa permet de savoir si une fonction prise au hasard est constante (f1,2)
ou non (f3,4). Pour ce faire, quatre e´tapes suffisent :
1. Pre´paration de l’e´tat initial, en l’occurence : |0〉 ⊗ |0〉
2. Rotation de l’e´tat de chaque spin, livrant ainsi un e´tat de superposition :
1
2 (|0〉+ |1〉)⊗ (|0〉 − |1〉) =
1
2
∑1
x=0 |x〉 ⊗ (|0〉 − |1〉) (2.14)
3. Appel de f(x). Il faut appliquer (1 + f(x))mod2 sur le syste`me S2. Remarquons que si
f = f3,4, cette e´tape ne´cessite l’utilisation de l’ope´ration XOR. Le syste`me S se trouve alors
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dans l’e´tat:
1
2
∑1
x=0 |x〉 ⊗ (| (0 + f(x))mod2〉 − | (1 + f(x))mod2〉)︸ ︷︷ ︸
=(−1)f(x)
(
|0〉−|1〉
)
=
= 12
(∑1
x=0(−1)
f(x)|x〉
)
⊗ (|0〉 − |1〉) =


±12(|0〉 + |1〉)⊗ (|0〉 − |1〉) si f = f1,2
±12(|0〉 − |1〉)⊗ (|0〉 − |1〉) si f = f3,4
(2.15)
4. Rotation inverse de celle de´crite au point 2 pour trouver l’e´tat final du syste`me :
|0〉 ⊗ |0〉 si f = f1,2
|1〉 ⊗ |0〉 si f = f3,4
(2.16)
La mesure du premier Q-bit nous indique ainsi si la fonction est constante (|0〉) ou non (|1〉).
Le point remarquable de cet algorithme est que la fonction f que nous de´sirons tester n’est appele´e
qu’une seule fois, alors que dans un algorithme classique deux appels sont ne´cessaires. A la section
3.2.1, nous de´crirons une re´alisation pratique de cet algorithme a` l’aide de la re´sonance magne´tique
nucle´aire.
2.4 Conclusion
Au terme de cette section, nous remarquons donc qu’un ordinateur quantique est n’importe quel
syste`me quantique vu comme porteur d’information. Au niveau the´orique, il n’y a rien de nouveau.
Nous assistons seulement a` une re´interpre´tation de concepts de´ja` e´tablis en me´canique quantique.
Pour pouvoir effectuer un calcul quantique, il faut se donner la possibilite´ d’effectuer n’importe
quelle ope´ration unitaire. Pour ce faire, deux ope´rations suffisent : la rotation et l’ope´ration XOR.
Cependant, le couplage du syste`me avec l’environnement pose de graves proble`mes : il faut donc
re´aliser toutes les ope´rations ne´cessaires pour effectuer le calcul avant l’e´che´ance de τdec (⇒ limi-
tation du nombre d’ope´rations) ou alors trouver un moyen de vaincre ce phe´nome`ne. Ainsi, dans
toute proposition de re´alisation d’un ordinateur quantique, nous trouverons trois e´le´ments : le
syste`me physique envisage´, la manie`re d’imple´menter les deux ope´rations et la manie`re de vaincre
la de´cohe´rence.
Soulignons encore que le point crucial d’un algorithme quantique est l’utilisation de la superposition
d’e´tats, c’est-a`-dire que l’information elle-meˆme est quantique. Un syste`me quantique qui traite
de l’information classique n’est pas un ordinateur quantique. En effet, les semiconducteurs actuels
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posse`dent de´ja` un caracte`re quantique bien que les algorithmes utilise´s soient classiques. Notons
e´galement que, si le syste`me physique est compose´ de sous-syste`mes, alors les e´tats intrique´s seront
e´galement essentiels, car ils sont une conse´quence directe de la superposition. Cependant, si nous
conside´rons uniquement le syste`me global, nous verrons apparaˆıtre des e´tats superpose´s, mais aucun
e´tat intrique´. Ainsi, la notion d’e´tat intrique´ de´pend du point de vue que l’on adopte, mais l’e´tat
physique re´el auquel il fait re´fe´rence demeure essentiel si nous de´sirons utiliser toutes les possibilite´s
d’un ordinateur quantique.
Chapitre 3
Re´alisations pratiques
3.1 Les diffe´rents syste`mes utilise´s
Diffe´rents syste`mes physiques sont conside´re´s pour la re´alisation pratique. Les principaux sont les
suivants [5] :
• Les ions pie´ge´s. Un ion pie´ge´ peut eˆtre vu comme une particule plonge´e dans un potentiel
(proble`me hydroge´no¨ıde). Il est alors possible de conside´rer deux configurations diffe´rentes du
ion, donc deux niveaux d’e´nergie distincts. A l’aide d’impulsions laser nous pouvons modifier
l’e´tat de chaque ion et l’intrication des e´tats. Par cette technique, le groupe de Boulder a
obtenu une intrication de quatre Q-bits [11].
• Les boˆıtes quantiques (quantum dots). Les boˆıtes quantiques sont en fait une re´alisation
des puits de potentiel carre´ souvent conside´re´s dans la the´orie. Le Q-bit fait alors re´fe´rence a`
deux niveaux d’e´nergie diffe´rents d’un e´lectron place´ dans un de ces puits. A ma connaissance,
aucun e´tat intrique´ n’a pu eˆtre re´alise´ jusqu’a` pre´sent.
• Les photons. Dans le cas des photons, les deux e´tats du Q-bit sont deux e´tats de polarisation
et les ope´rations sont re´alise´es par d’astucieuses techniques d’interfe´rome´trie. L’intrication
a` trois photons a e´te´ de´montre´e. Comme le support de l’information n’est pas solide,
l’interfe´rome´trie de photons est plutoˆt envisage´e pour la communication et la cryptographie
quantiques.
La seule technique qui a re´ussi a` imple´menter des algorithmes, notamment celui de Deutsch-Jozsa
et un code de correction d’erreurs, est la re´sonance magne´tique nucle´aire, que nous analysons plus
en de´tail dans la prochaine section.
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3.2 Re´alisation par re´sonance magne´tique nucle´aire
3.2.1 L’expe´rience de Chuang et al.
De nombreux groupes de recherche tentent de re´aliser un ordinateur quantique a` l’aide de la
re´sonance magne´tique nucle´aire (RMN). La principale question qui se pose est la suivante : comment
travailler avec des e´tats purs 1 dans des expe´riences de RMN effectue´es a` tempe´rature ambiante,
donc avec des e´tats distribue´s thermiquement ? La re´ponse se trouve dans la notion d’e´tats pseudo-
purs, introduite en 1997 par Cory et al. [12] et par Gershenfeld et Chuang [13].
Conside´rons un syste`me S compose´ de deux spins. En RMN, ces spins sont plonge´s dans un champ
magne´tique exte´rieur. Les e´tats propres de cette interaction sont |++〉, |+−〉, | −+〉, | − −〉. A
l’e´quilibre, la probabilite´ d’occupation de ces e´tats est donne´e par la statistique de Boltzmann :
Pσω =
e
Eσω
kT
Z
σ, ω = +,−
Z =
∑
σ,ω e
Eσω
kT fonction de partition.
(3.1)
Nous nous rendons alors compte que si T → ∞ chaque e´tat est peuple´ e´quitablement (Pσ,ω =
1
4 , ∀σ, ω). Les e´carts typiques a` la distribution uniforme sont de l’ordre de
E
kT
≈ 10−5 a` tempe´rature
ambiante. Il est habituel en RMN d’e´crire la matrice densite´ totale ρt comme :
ρt =
1
4
1 + ρ. (3.2)
L’inte´reˆt de cette de´composition vient du fait que ρ donne les seules contributions non-triviales a` la
dynamique. La matrice ρ est appele´e matrice densite´ re´duite et nous remarquons qu’elle doit eˆtre
de trace nulle puisque Tr(ρt) = 1. Cette matrice densite´ re´duite ne repre´sente donc pas un e´tat (la
trace de toute matrice densite´ repre´sentant un e´tat, pur ou de me´lange, vaut 1). Cependant, on a
montre´ l’existence d’une pre´paration U astucieuse (se´quences d’impulsions en RMN) telle que:
U+ρtU =
1
41 + U
+ρU
= 141 −
ǫ
41 +
ǫ
4
1 + U+ρU
︸ ︷︷ ︸
=ǫρ1
=
(
1−ǫ
4
)
1 + ǫρ1,
(3.3)
avec ρ1 la matrice densite´ de´crivant un e´tat pur. Le terme
(
1−α
4
)
1 ne va pas influencer la dy-
namique du syste`me. Ainsi, l’analyse de ρ1 suffit. On parle alors d’e´tats pseudo-purs. De cette
1Il ne suffit pas que le syste`me ait une e´volution bien de´termine´e, faut-il encore que nous puissions lire le re´sultat
et l’interpre´ter.
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manie`re, les chercheurs justifient leur tentative de re´aliser un ordinateur quantique a` l’aide de la
RMN. Ce re´sultat se ge´ne´ralise facilement pour un syste`me de N spins :
ρǫ =
1−ǫ
d
1 d + ǫρ1, d = 2
N (3.4)
Cette justification the´orique e´tant explicite´e, nous pouvons nous inte´resser a` la re´alisation pra-
tique de l’algorithme de Deutsch-Jozsa (2.3.3) effectue´ par I.L. Chuang et al. [14]. Les deux
Q-bits sont les spins nucle´aires du carbone et de l’hydroge`ne dans une mole´cule de chloroforme
(CHCl3). Comme ces spins ont des fre´quences de re´sonance diffe´rentes, il est aise´ d’effectuer une
rotation sur l’un des syste`mes, sans influencer le second. L’ope´ration XOR se re´alise a` partir d’une
judicieuse combinaison d’impulsions (techniques de double re´sonance). Nous n’entrerons pas ici
dans les de´tails techniques des se´quences utilise´es. En effectuant les quatre e´tapes propose´es par
l’algorithme, le pic de re´sonance apparaˆıt selon +z pour les fonctions f1,2 et selon −z pour les
fonctions f3,4, comme attendu par la the´orie.
Nous pourrions alors louer la re´ussite. Remarquons cependant que ce genre de techniques RMN
sont a` l’heure actuelle maˆıtrise´es 2 et que l’algorithme e´tait de´ja` e´tabli. De plus, comme le nom-
bre d’ope´rations est assez restreint pour le cas traite´, les auteurs n’ont pas eu a` se pre´occuper du
proble`me majeur : la de´cohe´rence. En effet, dans ce cas tre`s simple, le couplage entre le syste`me et
l’environnement n’a pas le temps d’agir 3. Cependant, de`s que le proble`me se complique le´ge´rement,
les choses deviennent catastrophiques.
Pour illustrer ces propos, nous suivons l’article de Haroche et Raimond [15]. Rappelons que dans
la section 2.1.3 nous avons de´fini la grandeur τdec comme e´tant le temps disponible pour effectuer
nos ope´rations, avant que n’ait lieu la re´duction du paquet d’onde. Ainsi, connaissant le temps
ne´cessaire pour effectuer une ope´ration (τop), nous pouvons de´finir la grandeur M , le nombre de
pas qu’il est possible de re´aliser sans perdre d’information.
M = τdec
τop
M ≈ 107
(3.5)
2Les premie`res expe´riences de double irradiation ont e´te´ effectue´es par Bloch en 1954 ; de`s la fin des anne´es 50,
ces techniques apparaissent dans les livres
3Dans ces expe´riences de RMN, il est habituel de conside´rer le temps de relaxation T2 comme le temps de
de´cohe´rence; pour l’heure, il s’agit d’une estimation d’ordre de grandeur plutoˆt que d’une idenfication conceptuelle
entre T2 et τdec (e-mail de R. Laflamme a` V. Scarani)
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Pour espe´rer factoriser un nombre de 4 bits , 106 ope´rations sont ne´cessaires et pour un nombre de
400 bits, 1012 ope´rations. En se rappelant que le plus grand nombre de 4 bits est 15, l’ordinateur
quantique semble assez limite´. Pour reme´dier a` ce proble`me, des protocoles de corrections sont
mis au point. L’ide´e the´orique de ces codes est assez simple. Il suffirait de de´terminer l’ope´rateur
unitaire d’e´volution bruite´e, d’en calculer l’inverse, et de l’appliquer sur l’e´tat. Ainsi, la donne´e
serait maintenue dans son e´tat initial. Nous ne sommes cependant pas au bout de nos peines,
car un algorithme de correction est complexe et ne´cessite e´galement la superposition d’e´tat. Un
deuxie`me ordinateur quantique serait donc ne´cessaire. . .
Ainsi, malgre´ sa publication dans la prestigieuse revue Nature, l’expe´rience de Chuang et al. n’est
pas aussi re´volutionnaire qu’il n’y paraˆıt au premier abord : tous les e´le´ments the´oriques sont
connus, la technique est maˆıtrise´e et les proble`mes pratiques intere´ssants a` re´soudre sont contourne´s.
Pour couronner le tout, un article de S.L. Braunstein et al. [16] de´montre la proposition suivante:
“Tous les e´tats utilise´s jusqu’a` maintenant en RMN pour l’ordinateur quantique ou pour d’autres
protocoles d’information quantique sont se´parables” (i.e. non intrique´s). L’ide´e de la de´monstration
est la suivante. Le premier pas est une de´composition de la matrice densite´ de´finie par l’e´quation
(3.4) dans une base surdimentionne´e, en l’occurence a` l’aide des matrices de Pauli. Le crite`re
suivant est alors applique´: si tous les coefficients de la de´composition sont non ne´gatifs, alors
la matrice conside´re´e est se´parable. Comme les coefficients ne´gatifs proviennent uniquement de
la matrice ρ1, si le coefficient ǫ est suffisamment petit, alors la matrice densite´ est se´parable.
En calculant une borne infe´rieure pour ce coefficient, ces auteurs de´montrent que dans toute les
tentatives de re´alisation d’ordinateur quantique par RMN, les e´tats intrique´s physiques ne sont
pas accessibles. L’e´tat pseudo-pur est un simulateur d’e´tat pur. Ainsi, bien que l’expe´rience
re´alise´e par Chuang et al. utilise un algorithme quantique, ce dernier ne ne´cessite pas force´ment
l’utilisation d’e´tats intrique´s contrairement a` l’algorithme de Shor. Un ordinateur re´alise´ par RMN
a` des tempe´ratures “normales” ne pourra donc jamais factoriser un nombre donne´ avec le nombre
d’ope´rations minimales pre´vues. Quelle est donc la ve´ritable de´finition d’un ordinateur quantique
? A ce stade de la recherche naˆıssent des confusions ainsi qu’un de´bat de fond.
3.2.2 Le de´bat de l’ordinateur quantique par re´sonance magne´tique nucle´aire
Ce de´bat est plus qu’une simple discussion entre connaissseurs du domaine. Dans ce sens, l’article
de Physics Today [17] nous de´peint le tableau actuel a` l’aide d’interviews des diffe´rents opposants.
Suite a` sa de´monstration de la se´parabilite´ de la matrice densite´ des e´tats pseudo-purs en RMN,
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S.L. Braunstein pose la question de base suivante : “Lorsque nous pensons a` l’ordinateur quan-
tique, nous pensons que c’est merveilleux, et qu’il utilise les fantastiques proprie´te´s d’un syste`me
quantique. Ces proprie´te´s sont des choses comme la superposition et l’intrication. Ainsi, quel sens
ont ces machines si elles ne peuvent produire aucun e´tat intrique´ ?” Selon S. Popescu, l’intrication
est l’e´le´ment de base pour le succe`s de l’ordinateur quantique. Ainsi, cette de´monstration implique
de se´rieux doutes sur les re´alisations d’ordinateur quantique par RMN. Les expe´rimentateurs qui
travaillent sur ce projet se de´fendent d’une part par l’unitarite´ des transformations et d’autre part
par l’e´volution du syste`me. Selon R. Laflamme, le fait d’utiliser des tranformations unitaires (a`
caracte`re quantique) permet d’obtenir la re´ponse cherche´e de manie`re plus efficace. De plus, Il n’a
pas e´te´ possible a` ce jour de de´crire l’e´volution observe´e de manie`re purement classique. Cepen-
dant, Linden et Popescu ont montre´ que l’algorithme de factorisation de Shor ne´cessite l’utilisation
d’e´tats intrique´s, et par conse´quant, une e´volution quantique ne suffit pas. Les ordinateurs re´alise´s
par RMN ne pourront donc jamais atteindre la puissance espe´re´e d’un ordinateur quantique. Il
semble donc que ces machines ne soient qu’une “simulation” d’un ve´ritable ordinateur quantique.
C’est dans cette breˆche que s’engouffre S. Lloyd en affirmant qu’il existe une multitude de fac¸on
d’imple´menter des ope´rations, et pas seulement de fac¸ons classique ou quantique. Le fait que
l’ordinateur construit par RMN se trouve a` mi-chemin entre les mondes classique et quantique
devient ainsi simultane´ment un chef d’accusation et une de´fense. Devant de telles discussions, il est
le´gitime de se demander si le de´bat porte sur des faits scientifiques ou si nous assistons simplement
a` un proble`me de linguistique. Il ne serait pas impossible que dans un proche avenir une de´finition
plus stricte de l’ordinateur quantique apparaisse.
Lorsque nous quittons la presse spe´cialise´e pour des revues destine´es a` un plus large publique, nous
nous rendons compte que le flou linguistique est encore plus prononce´. Prenons comme exemple
l’article de J. Dousson paru dans le Flash Informatique de l’EPFL [18]. Dans son introduction,
elle nous explique, graphique a` l’appui, que d’ici 2020, quelques atomes suffiront pour stocker un
bit. Peut-eˆtre. Alors continue-t-elle, sur de tels syste`mes, seules les lois de la me´canique quantique
sont valables. Suˆrement. Par conse`quent, nous travaillerons avec de l’informatique quantique.
Suˆrement pas. Nous retrouvons ici de fac¸on flagrante la confusion entre un syste`me quantique et de
l’information quantique. En dehors de ces confusions, il est quand meˆme inte´ressant de souligner
que ces articles de vulgarisation se multiplient dans les diffe´rentes revues (par ex. l’Ordinateur
Individuel) et meˆme dans les quotidiens (par ex. La Liberte´).
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Au terme de ce chapitre, nous nous rendons compte que la re´alisation pratique est non seulement
difficile, mais qu’une fois un prototype re´alise´, il n’est pas e´vident de savoir (ou d’admettre) s’il
remplit toutes les exigences requises pour que nous puissions parler d’ordinateur quantique.
Chapitre 4
Aspect social de l’ordinateur
quantique
4.1 Les publications
4.1.1 Explosion de la recherche
Comme nous l’avons de´ja` vu en introduction, c’est en 1994 que P. Shor trouva le premier algorithme
inte´ressant pour l’ordinateur quantique. Par cette de´couverte, l’ide´e qu’un ordinateur quantique
permet de re´soudre des proble`mes plus rapidement qu’un ordinateur classique e´tait ne´e et par la
meˆme occasion, une explosion de la recherche dans ce domaine.
A l’aide de la base de donne´es INSPEC (Intranet de l’EPFL : biberl.epfl.ch/cgi-bin/webspirs.cmd),
le nombre d’articles publie´s par anne´e et qui contiennent l’un des syntagmes “quantum computer”,
“quantum computing”, “quantum computation” a e´te´ e´value´. Comme indicateur de la qualite´
des articles, une seconde courbe ne comprenant que les articles parus dans Physical Review a e´te´
ajoute´e. Les re´sultats sont pre´sente´s sur la figure 4.1. Il est a` signaler que, lors d’un survol, environ
5% de ces articles ne traitent pas de l’ordinateur quantique, le syntagme “quantum computation”
pouvant eˆtre utilise´ pour de´crire un calcul nume´rique d’un syste`me quantique. Sur la figure re´alise´e,
il est aise´ de constater une explosion de la recherche dans ce domaine de`s 1994, donc apre`s l’article
de P. Shor. Nous nous rendons e´galement compte que le quart des articles ont e´te´ publie´s dans
Physical Review.
Par la lecture des abstracts, nous constatons que les anne´es 1997-98 correspondent a` l’ache`vement
de la the´orie et a` quelques ide´es de re´alisations pratiques. En effet, les scientifques reconside`rent
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Figure 4.1: Explosion de la recherche sur l’ordinateur quantique
les algorithmes et s’inte´ressent aux corrections ne´cessaires pour minimiser la perte d’information
par la de´cohe´rence (cf. 2.1.3). En 1999, les notions the´oriques e´tant quasiment comple`tes, ce sont
des tentatives pratiques qui dominent la recherche.
Quelles peuvent eˆtre alors les raisons de cet engouˆment pour l’ordinateur quantique ? Avec 210
articles parus en 1999, donc plus de 4 par semaine, alors que le sujet n’e´tait quasiment pas traite´
5 ans auparavant, nous pouvons nous demander si l’ordinateur quantique est aussi prometteur que
la figure 4.1 nous le sugge`re, ou si nous sommes en pre´sence d’un effet de mode.
4.1.2 Raisons
Nous proposons ici une analyse des diffe´rentes raisons qui peuvent conduire un groupe de scien-
tifiques a` se lancer dans cette recherche .
La premie`re est tout simplement la passion du sujet. De`s son plus jeune aˆge, la me´canique quantique
a suscite´ de grands de´bats. La discre´tisation des niveaux d’e´nergie, la dualite´ onde-corpuscule ont
provoque´ un doute meˆme chez les plus grands de l’e´poque comme Einstein. Dans cette continuite´,
un calcul sur un ordinateur quantique de´bute avec un e´tat connu pour terminer avec un e´tat bien
de´fini, en passant par un e´tat de superposition. Le point intriguant de ce sche´ma re´side dans le fait
qu’a` un certain moment du calcul, nous ne pouvons pas connaˆıtre l’e´tat dans lequel se trouve le
syste`me. En effet, conside´rons uniquement deux spins et supposons que le syste`me global se trouve
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dans l’e´tat 1√
2
[|11〉 + |10〉]. Nous avons une probabilite´ 12 que, lors d’une mesure, le syste`me soit
dans l’e´tat |11〉 et e´galement 12 qu’il soit dans l’e´tat |10〉. De plus, si nous effectuons la mesure, nous
avons une modification de l’e´tat, donc une perte d’information. L’ordinateur quantique entre donc
dans la ligne´e de ces e´le´ments surprenants, mais toujours passionnants, de la me´canique quantique.
La seconde est l’utilite´ de l’application finale. L’ordinateur quantique, mais aussi la cryptographie
ou la the´orie de l’information quantiques, semblent eˆtre les premie`res de´monstrations de l’utilite´
de la superposition d’e´tats, notion qui relevait jusqu’a` tre`s re´cemment des de´bats conceptuels. En
effet, comme cette dernie`re permet d’e´tablir des algorithmes plus rapides, nous pouvons espe´rer
de´couvrir la solution de proble`mes jusqu’alors qualifie´s d’irre´solvables ou d’approximatifs de par la
limitation de nos outils informatiques. Par exemple, la cryptographie classique, qui se base sur la
factorisation d’un nombre donne´ en deux nombres premiers, deviendrait de´sue`te.
Une troisie`me raison pourrait s’appeler le recyclage scientifique. Depuis 1960, de nombreuses per-
sonnes se sont inte´resse´es aux fondements de la me´canique quantique, notamment a` certains con-
cepts comme la non-localite´ ou l’existence de variables cache´es [19]. Cependant, a` l’heure actuelle,
les expe´riences re´alisables sont de plus en plus nombreuses et en bon accord avec les pre´dictions
de la the´orie. Une re´interpre´tation de la me´canique quantique permet alors d’e´viter de mettre un
point final pre´mature´ment a` son e´laboration.
Finalement, comme presque toujours, l’argent est une excellente raison. Une entreprise qui com-
mercialiserait un ordinateur surpassant tous les mode`les existants re´aliseraient certainement de
gigantesques be´ne´fices. Ainsi, en lui faisant miroiter une telle application, les scientifiques du do-
maine s’assurent les fonds ne´cessaires pour leur recherche. Soulignons e´galement le fait qu’une
partie importante du financement provient d’organismes nationaux ou supranationaux. En effet,
de nos jours, la possibilite´ d’application est un crite`re de financement non seulement pour les prive´s,
mais aussi pour ces organismes. Par exemple, le projet TOP NANO 21 du Fonds National Suisse
exige un partenariat industriel. L’ordinateur quantique peut ainsi satisfaire un crite`re de rentabilite´
demande´ par les prive´s mais malheureusement aussi par les organismes nationaux.
Toutes les raisons mentionne´es — la passion, l’utilite´, le recyclage scientifique et l’argent — me
paraissent eˆtre de bonnes motivations pour se lancer dans cette recherche. Cependant, comme
nous l’avons vu dans la section pre´ce´dente, la grande limitation pratique et le peu d’algorithmes
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existants me poussent a` croire que ce sont les deux dernie`res les principales.
4.2 L’ordinateur quantique en Suisse et dans le monde
Peu de groupes de recherche en Suisse s’occupent de l’ordinateur quantique. Le seul qui travaille
activement dans le domaine (ordinateur quantique a` l’aide de “quantum dots”) est D. Loss, a` Baˆle
(theorie5.physik.unibas.ch). Le groupe de N. Gisin, a` Gene`ve, est plus spe´cialise´ en cryptographie et
the´orie de l’information quantiques qu’en ordinateur quantique (www.gap-optique.unige.ch). Une
bre`ve recherche sur Internet montre que les autres sites ou` figure l’ordinateur quantique ne trait-
ent pas du sujet, mais le placent comme application directe de leur recherche. Dans ce contexte,
nous retrouvons notamment les personnes s’occupant de la physique me´soscopiques, par exemple
J. Faist, a` Neuchaˆtel (www.unine.ch/uer/uer physique.htm). L’EPFL n’y e´chappe pas non plus:
l’IMO qui travaille sur les “quantum dots” a re´cemment invoque´ l’ordinateur quantique comme
application possible (Polyrama 112, de´cembre 1999, p. 36-38).
Pour les gens qui s’inte´ressent a` l’ordinateur quantique dans le monde, citons l’adresse internet
du Center for Quantum Computation, situe´ a` Oxford : www.qubit.org. Ce site propose la liste
des principaux groupes de recherche dans le monde et en Europe. Notons qu’il est sponsorise´ par
diffe´rentes entreprises et organismes, dont, comme par hasard, Hewlett Packard.
Chapitre 5
Conclusion
D’apre`s le nombre d’articles publie´s par anne´e, l’ordinateur quantique semble eˆtre une application
tre`s utile et la recherche avance´e. Cependant, la re´alisation pratique est difficile de par la limi-
tation du nombre d’ope´rations par la de´cohe´rence. Comme nous l’avons vu, 107 ope´rations sont
re´alisables avant que la de´cohe´rence n’agissent, et 106 (resp. 1012) sont ne´cessaires pour factoriser
un nombre de 4 (resp. 400) bits. La re´alisation d’e´tats intrique´s avec un grand nombre de Q-bits
est e´galement un grand de´fi. La factorisation d’un nombre donne´ n par l’algorithme de Shor exige
l’entre´e du nombre n2 . Ainsi, la factorisation de 30 ne´cessite 4 Q-bits, celle de 100, 9 Q-bits, celle
de 106, 20 Q-bits et pour les applicatons vise´es, c’est la factorisation de nombres proches de 10100,
donc environ 330 Q-bits, qui est inte´ressante. Cependant, a` l’heure actuelle, le meilleur re´sultat est
la re´alisation d’un e´tat intrique´ de 4 Q-bits. De plus, nous nous rendons intuitivement compte que
plus le nombre de Q-bits est e´leve´, plus le temps de de´cohe´rence est court. Ces ordres de grandeur
me semblent alors accablantes pour un re´alisation pratique de l’ordinateur quantique. Les opti-
mistes me re´pondront que, si quelqu’un avait affirme´ a` Jules Ce´sar qu’un jour l’homme marcherait
sur la lune, il se serait fait de´vorer par les lions. D’accord, mais entre le char de Ben-Hur et la
Formule 1 d’aujourd’hui, l’humanite´ a assiste´ a` quelques re´volutions technologiques. A mon avis,
une re´volution supple´mentaire est a` l’heure actuelle ne´cessaire pour une re´alisation de l’ordinateur
quantique.
De plus, en e´cartant l’exploit que repre´sente la re´alisation d’un ordinateur quantique, les possibilite´s
pre´vues d’une telle machine ne sont pas si re´volutionnaires que l’on veut nous faire croire. En effet,
en de´pit de la recherche intensive des cinq dernie`res anne´es, on a trouve´ seulement trois algorithmes
(de´termination de la pe´riode d’une fonction, recherche d’un e´le´ment d’une liste, caracte´risation
d’une fonction) qui sont the´oriquement plus performants que les algorithmes classiques. Les com-
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paraisons entre un ordinateur classique et un ordinateur quantique ne sont donc pas e´quitables.
Lorsqu’on nous parle de ce dernier, on nous vante a` chaque fois le gain d’ope´rations que nous pou-
vons obtenir avec l’algorithme de Shor, mais on oublie volontairement de nous rappeler toutes les
autres possibilite´s qu’offre un ordinateur classique. Quelques scientifiques, notamment E. Farhi et
al. [10], ont cependant de´montre´ que dans bien des cas, l’ordinateur quantique ne surpasserait pas
son homologue classique. Ainsi, avant de s’investir pleinement dans une tentative de re´alisation,
une recherche plus approfondie d’algorithmes me paraˆıt ne´cessaire.
Il me semble donc que les tentatives de re´alisations d’un ordinateur quantique sont pre´mature´es et
sa puissance the´orique exage´re´e. Les personnes concerne´es, par leurs arguments et leurs premiers
re´sultats, adoptent le langage de la demi-ve´rite´. Cependant, comme dans notre socie´te´ le progre`s
et le profit ne sont plus de simples mots mais des buts en soi, les propos de ces chercheurs ravis-
sent le public et les industries. Ces dernie`res fournissent alors les fonds ne´cessaires aux premiers,
ravis a` leur tour. Dans cet engrenage vicieux, il est naturel que monsieur-tout-le-monde attende
de´sespe´re´ment la promotion des ordinateurs quantiques chez Interdiscount.
Je pense donc que l’ordinateur quantique est conside´re´, a` l’heure actuelle, comme une “simple”
application de la me´canique quantique, alors qu’il est un sujet de recherche fondamentale. Les
quelques e´le´ments prometteurs ont sugge´re´ certaines capacite´s au concept de l’ordinateur quan-
tique, mais ont surtout fait miroiter un marche´ juteux. Ainsi, de nombreux chercheurs et indus-
triels se sont engouffre´s teˆte baisse´e dans cette breˆche. Un ve´ritable effet de mode s’en est suivi.
A l’heure actuelle, l’ordinateur quantique devient en grande partie un pre´texte de publication, un
moyen d’obtention de fonds, voire une justification de recherche, ceci en oubliant le premier but
du concept. En consultant la litte´rature, nous observons e´galement un e´clatement du sujet. Je ne
serais donc pas e´tonne´ si, d’ici quelques anne´es, le nombre d’articles publie´s annuellement devrait
diminuer au profit d’e´tudes apparente´es comme par exemple la cryptographie quantique.
De par le peu d’algorithmes existants, l’ordinateur quantique ne me semble pas eˆtre aussi puissant
que le monde se l’imagine et un manque de technologie ade´quate me fait penser qu’il est actuelle-
ment irre´alisable. Ainsi, les optimistes qui pre´voient un raz-de-mare´e d’ordinateurs quantiques en
2020 me paraissent plutoˆt eˆtre des reˆveurs ou des “politiciens” que des scientifiques. En attendant
le progre`s technique suffisant pour une re´alisation, espe´rons que l’ordinateur quantique, replace´
dans son contexte de recherche fondamentale, nous e´largira l’esprit vers de nouveaux horizons
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inte´ressants.
Au terme de ce travail, je voudrais remercier le Dr. Valerio Scarani pour ses explications et son
aide, notamment pour le chapitre 2.
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