We propose to boost VQA by leveraging more powerful feature extractors by improving the representation ability of both visual and text features and the ensemble of models. For visual feature, some detection techniques are used to improve the detector. For text feature, we adopt BERT as the language model and find that it can significantly improve VQA performance. Our solution won the second place in the VQA Challenge 2019.
Introduction
The task of Visual Question Answering (VQA) requires our model to answer text question based on the input image. Most works [6, 9, 16] leverage visual features extracted from images and text features extracted from question to perform classification to obtain answers. Thus, visual and textual features serve as basic components which can directly impact the final performance. In this paper, we propose to improve the performance of VQA by extracting more powerful visual and text features.
For visual features, most existing works [6, 9, 16 ] adopt bottom-up-attention features released by [1] , whose feature extractor is a Faster R-CNN object detector built upon a ResNet-101 backbone. We adopt more powerful backbones (i.e. ResNeXt-101, ResNeXt-152) to train stronger detectors. Some techniques (i.e. FPN, multi-scale training) that are useful to improve the accuracy of detectors can also help to boost the performance of VQA.
For text features, we build upon recent state-of-art techniques in the NLP community. Large-scale language models such as ELMO [10] , GPT [11] and BERT [4] , have shown excellent results for various NLP tasks in both token and sentence level. BERT uses masked language models to enable pre-trained deep bidirectional representations and allows the representation to fuse the right and left context. While in VQA model, to get the question answer, we need the token level features to contain questions' contextual information to fuse with the visual tokens for the reasoning. So we adopt the BERT as our language mode. Experiments on VQA 2.0 dataset shows the effectiveness of each component of our solution. Our final model achieves 74.89% accuracy on test-standard split, which won the second place in the VQA Challenge 2019.
Feature Representation

Visual Feature
Existing works [2, 13] show that detection features are more powerful than classification features on VQA task, therefore we train object detectors on large-scale dataset for feature extraction.
Dataset. We adopt Visual Genome 1.2 [7] as object detection dataset. Following the setting in [2] , we adopt 1, 600 object classes and 400 attribute classes as training categories. The dataset is divided into train, val, and test splits, which contain 98, 077, 5, 000 and 5, 000 images, respectively. We train detectors on train split, and use val and test as validation set to tune parameters.
Detector. We follow the pipeline of Faster R-CNN [12] to build our detectors. We adopt ResNeXt [15] with FPN [8] as backbone, and use parameters pretrained on ImageNet [3] for initialization. We use RoIAlign [5] to wrap region features into fixed size, and embed them into 2048-dim via two fully connected layer. Similar to [2] , we extend a classification branch on the top of region feature, and utilize attribute annotations as additional supervision. Such attribute branch is only used to enhance feature representation ability in the training stage, and will be discarded in the feature extraction stage.
Feature. Given an image, we first feed it into the trained detector, and apply non-maximum suppression (NMS) on each category to remove duplicate bbox. Then we seek 100 boxes with highest object confidence, and extract their 2048-dim FC feature. These 100 boxes with their features are considered as the representation of the given image.
Language Feature
The BERT model, introduced in [4] , can be seen as a multi-layer bidirectional Transformer based on [14] . ] ) between two sentences, add a learned sentence A embedding to every token of the first sentence and a sentence B embedding to every token of the second sentence. For VQA task, there is only one sentence, we only use the sentence A embedding.
Considering that the total parameter of VQA model is less than 100M, we use the base BERT as our language model to extract question features. To get each token's representation, we only use the hidden state corresponding to the last attention block features of the full sequence. Pretrained BERT model has shown to be effective for boosting many natural language processing tasks, we adopt the base BERT uncased pre-train weight as our initial parameters.
VQA Model
Recent years, there are many VQA models, which have achieved surprising results. We adopt the Bilinear Attention Networks [6] (BAN) as our base model. The single model with eight-glimpse can get 70.04 on VQA2.0 test-dev subset. The BAN model uses Glove and GRU as the language model. And the language feature is a vector [questionlength, 1280] . To improve the VQA model performance, we replace the language model with base BERT and modify the BAN language input feature dimension. To Train the BAN with BERT, we use all settings from BAN, but set the max epoch is 20 with costing learn rate scheduler. To use the base BERT pre-trained parameters we set the learning rate of the BERT module to 5e − 5. Table 1 shows all our ablation study on each component, including attribute head, FPN dimension, language model. From 3 rd and 4 th row, we can find that the attribute head can bring more than 4% improvement to the final performance, which shows the effectiveness of such module. From 5 th to 12 th row, we find that BERT can boost the performance by more than 1 point improvement stably. Besides, increasing FPN dimension and adopting multi-scale training can both slightly improve the VQA accuracy.
Experiments
Ablation Experiments
Comparison with Others
We select BAN trained on Bottom-up-attention and Facebook features as baselines. Our single model result achieves 72.79% accuracy on test-dev split, which significantly outperforms all existing state-of-the-arts. We also ensemble several models we trained by averaging their probabilities output. The result by 20 models' ensemble achieves 74.71% and 74.89% accuracy on VQA test-dev and test-std splits, respectively. Such result won the second place in the VQA Challenge 2019.
Conclusion
We have shown that for VQA task, the representation capacity of both visual and textual features is critical for the final performance.
