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Resumo Este trabalho explora técnicas de auralização 3D binaural (reprodução por
head-phones) em tempo-real.
Foi criada uma aplicação que permite reproduzir, com base em Head-Related
Transfer Functions (HRTF), várias fontes sonoras movimentado-se de forma
independente em torno do ouvinte. A aplicação permite usar um sensor para
capturar os movimentos da cabeça (head-tracking) e incorpora um método
para eliminação dos artefactos causados pela interpolação entre HRTF.
Foram também efectuadas experiências práticas com 16 sujeitos para estudar
o impacto perceptual da interpolação de HRTF. Não se encontrou diferença
significativa no desempenho de localização espacial de fontes sonoras entre
as situações com HRTF interpoladas e HRTF não interpoladas.
Foi efectuado um estudo geral sobre Ambisonics e sua descodificação, cul-
minando numa aplicação que permite a abertura de ficheiros Ambisonics e
reprodução selectiva dos seus componentes. Permite também a conversão
para formato binaural aplicando HRTF aos sinais descodificados (método de
altifalantes virtuais)

Abstract This work studies different binaural 3D sound auralization techniques in real-
time for reproduction with head-phones
An application was developed and it allows to play, using Head-Related
Transfer Functions (HRTFs), different sounds moving, independently from
each-other, around the listener. The application provides a method to over-
come de clicks and crackles caused by the HRTFs interpolation and it is
possible to capture head movements with the aid of an head-tracking sen-
sor.
In order to study the perceptual impact of using HRTFs interpolation an ex-
perimental procedure, with sixteen subjects, took place. There was no mea-
ningful diferences between interpolated HRTFs and no interpolated HRTFs
in what spatial localization performance matters.
Ambisonics and its decoding methods were subject of a broad study and a
new application was made. This application can open and play the different
channels of an Ambisonics file and can convert to a binaural format using
HRTFs (virtual speakers method).
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Capítulo 1
Introdução
O som é um estímulo fascinante. É, maioritariamente, através deste que comunicamos e
que nos relacionamos com o próximo. Mas, além disto, o som tem a capacidade estranha de
nos transmitir emoções e de afectar o estado de espírito, seja através da música ou de outros
estímulos. Desde sempre, o homem sentiu-se atraído por este estímulo, e talvez, seja por
isso que não se conheça nenhuma civilização que não tenha alguma espécie de manifestação
sonora/musical.
Com o avanço da tecnologia, foi-nos facilitado o acesso a esta importante componente e, qual-
quer pessoa, tem hoje um sistema de som em casa. Ao longo das últimas décadas, foram
introduzidos importantes avanços e técnicas de produção e reprodução de som. Uma delas é
o som 3D (ou num sentido mais lato, o som surround), que pretende recriar o campo sonoro
que envolve o ouvinte. Provavelmente, o sistema surround mais conhecido e mais usado (em
termos de consumidor comum) é o 5.1 da Dolby Labs e, apesar de ter a capacidade para criar
um campo sonoro impressionante, em termos de capacidade para transmitir a localização de
uma fonte sonora, o mesmo não acontece. Para além disso, qualquer sistema de reprodução
de som 3D por altifalantes apresenta o inconveniente de, normalmente, necessitar de várias
colunas espalhadas por um determinado espaço, preferencialmente em sítios específicos, o que
é um inconveniente que não pode ser negligenciável. Por isso, é importante avaliar outro mé-
todo de reprodução que não envolva colunas.
A solução óbvia é o uso de auscultadores, que permite ter o controlo total dos estímulos que
Figura 1.1: Sistema surround (fonte: http://avid86.hubpages.com)
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são fornecidos ao ouvinte. Novamente, de um ponto de vista comercial, com o crescente uso
de dispositivos portáteis assistiu-se a uma certa mudança de como as pessoas abordam o en-
tretenimento. Pelas mais diversas razões, o entretenimento é uma parte importante deste tipo
de dispositivos e qualquer pessoa tem, hoje em dia, um telemóvel com a capacidade para ver
filmes, ouvir música, jogar jogos e obviamente, telefonar. Assim, uma solução binaural 3D
torna-se relevante.
A auralização binaural de som espacial não é novidade e é possível recorrendo às Head-Related
Transfer Functions (HRTF). Mas apesar de ser uma técnica com resultados interessantes,
nunca teve grande relevância prática e comercial, embora exista o Dolby Headphones que
transcodifica para binaural outros formatos surround.
No entanto, estes sistemas da Dolby, são baseados no sistema quadra-fónico e apresentam
graves limitações que impossibilitam a reprodução de som realmente 3D (o surround é, na
verdade, apenas planar) e com bom desempenho na percepção da localização dos sons repro-
duzidos, causada ao ouvinte.
De forma natural, surgiu, no âmbito deste trabalho, o interesse pelo Ambisonics que pretende
capturar um campo sonoro (3D) o mais fiel possível, indo de encontro à intenção da reprodu-
ção binaural de som realmente 3D. Esta tecnologia é atractiva, não só pela sua premissa, mas
pela sua elegância matemática com que modela o problema.
Curiosamente, e apesar das suas aparentes vantagens, o Ambisonics permaneceu sempre na
sombra. É difícil identificar as razões para que determinada tecnologia não tenha sucesso, mas
se podemos aprender alguma coisa com a história, é que não ter sucesso numa determinada
altura, não implica que não tenha no futuro. E quando se fala em questões tecnológicas, existe
sempre o factor de não ter sido viável no seu tempo. A verdade é que o paradigma da vida
altera-se de forma drástica com o avanço tecnológico e, hoje em dia, com a facilidade na troca
da informação que a internet nos proporciona, as pessoas estão mais informadas e procuram
o que existe de melhor nas mais diversas áreas, nomeadamente no som.
Este trabalho pretende, por isso:
Figura 1.2: Dispositivos móveis actuais (fonte: http://techlider.com.br)
• explorar técnicas de auralização 3D e aplicá-las na prática e em tempo-real, tendo espe-
cial foco auralização binaural;
• explorar sistemas de reprodução de som 3D por altifalante, focando particularmente no
ambisonics;
sendo o objectivo principal interligar as duas. Depois de uma breve recapitulação das bases
teóricas essenciais ao trabalho realizado, apresentado no capítulo 2, o capítulo 2.1 aborda a
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auralização binaural. São introduzidas as HRTF e apresentado, em detalhe, os algoritmos e
aplicação desenvolvidos.
Depois, será abordada a experiência efectuada com HRTF interpoladas, apresentando a sua
contextualização, metodologia, resultados, conclusões e trabalho futuro.
No capítulo 4 são descritos em detalhe a experiência realizada sobre o impacto na percepção
espacial do uso de HRTF interpoldas, assim como, respectivos resultados.
O capítulo 5 é dedicado à problemática da conversão entre formatos perifónicos de reprodução
por altifalantes e o formato binaural. Por razões aí explanadas, o estudo concentra-se no
formato Ambisonics. Será dado um panorama geral da tecnologia e feita a sua contextuali-
zação histórica e apresentadas as suas bases teóricas. Será explicada em detalhe a aplicação
desenvolvida de leitura e transcodificação de ambisonics para binaural, abrangendo não só
os algoritmos necessários à transcodificação, mas também será explicado o formato usado em
ficheiros ambisonics (.amb).
Por último, serão dadas as conclusões do trabalho efectuado e serão feitas propostas para
trabalho futuro.
Tendo em conta que o ambisonics é uma tecnologia antiga, com uma base teórica sólida mas
dispersa pretende-se que este trabalho seja também um ponto de partida para a sua melhor
compreensão e que ajude na sua divulgação.
3
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Capítulo 2
Acústica
Este capítulo compila alguns aspectos teóricos de Acústica e Psico-Acústica considerados
relevantes para a exposição apresentada nos capítulos seguintes. Serão explicados conceitos
físicos relacionados com propagação e percepção do som e, sempre que relevante, introduzidos
os respectivos modelos matemáticos.
2.1 Auralização
A Acústica, ou ciência do som, é uma disciplina que envolve diversas áreas, desde a física
até à psicologia humana.
A auralização é a técnica de produzir sons audíveis de dados numéricos simulados ou sinteti-
zados [Vorländer 2011]. Para tal, tem que se ter em conta todos os aspectos que influem na
forma como o som é percepcionado, nomeadamente: o sinal produzido pela fonte sonora, as
posições de fonte e ouvinte no ambiente de propagação e as características físicas desse am-
biente (configuração e materiais, incluindo o próprio ouvinte). De facto, sendo a propagação
do som um fenómeno ondulatório, todos estes aspectos têm influência na formação dos sinais
que estimulam os tímpanos do ouvinte e, em última análise, determinam a percepção do som.
A resposta impulsional de um espaço (i.e. a sua resposta quando excitado por um impulso
sonoro dadas as posições da fonte e do ouvinte) designa-se RIR (Room Impulse Response).
Na medida em que a propagação do som é um fenómeno linear e invariante no tempo, a RIR
permite caracterizar na totalidade o comportamento acústico desse espaço. É possível assim
recriar um determinado ambiente acústico através da convolução da RIR com uma gravação
anecóica da fonte sonora.
De forma análoga, a influência da configuração física do corpo do ouvinte (tronco, cabeça e,
sobretudo, ouvidos), pode ser capturada sob a forma de filtros HRIR (Head-Related Impulse
Response), que, no domínio da frequência, são designados HRTF (Head-Related Transfer Func-
tions). Para cada direcção de proveniência da onda sonora (correspondente a uma posição
espacial da fonte) é definido um par de filtros HRTF (um por ouvido).
2.2 Campo Sonoro
O som é uma onda e pode propagar-se em meios gasosos, líquidos ou sólidos. A onda sonora
consiste em movimentos dos átomos que originam flutuações de pressão (compressões e rare-
facções) ao longo do seu trajecto (vide a ilustração da figura 2.1 para o caso uni-dimensional).
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São estas variações de pressão que actuam no tímpano e originam a nossa percepção de som.
Para que sejam captadas pelo ouvido humano, a sua frequência deve estar sensivelmente entre
20Hz e 20000Hz.
A propagação do som é descrita matematicamente pela equação de onda [Vorländer 2011]:
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
− 1
c2
∂2p
∂t2
= −ρ0∂q
∂t
(2.1)
simplificando,
∆p− 1
c2
p¨ = −ρ0q˙ (2.2)
No caso 1D, esta equação fica somente:
∂2p
∂x2
− 1
c2
∂2p
∂t2
= −ρ0∂q
∂t
(2.3)
Nestas equações, p é a pressão, c a velocidade de propagação do som no vazio e q a pressão
exercida por uma determinada fonte.
Figura 2.1: Movimento das partículas mediante uma onda
2.3 Ondas Planas
Considerando propagação em espaço aberto (3D), em pontos suficientemente afastados da
fonte sonora, as frentes de onda apresentam-se aproximadamente planas, tomando assim o
aspecto de uma série de planos paralelos, de pressão constante, perpendiculares ao vector de
propagação (figura 2.1).
Neste caso, é aplicável a solução de d’Alembert para a equação de onda 1D (equação 2.3)
[Feynman, Leighton & Sands 2011]:
p(x, t) = f(x− ct) + g(x+ ct) (2.4)
onde c é a velocidade do som.
2.4 Ondas Esféricas
Uma fonte sonora pontual, ou monopolo, pode ser descrita como um ponto de dimensão
ínfima que emite, de forma omnidireccional, um determinado volume por unidade de tempo
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Figura 2.2: Radiação de um monopolo (fonte: http://acs.psu.edu)
[Vorländer 2011]. Se o meio for isotrópico, a radiação do monopolo constitui uma onda esférica,
ilustrada na figura 2.2 em corte 2D. Naturalmente, é regida pela equação de onda 2.2; em
coordenadas polares, o operador ∆ é dado por:
∆ =
1
r2
(
∂
∂r
(r2
∂
∂r
) +
1
sinϑ
∂
∂ϑ
(sinϑ
∂
∂ϑ
) +
1
sin2 ϑ
∂2
∂ϕ2
) (2.5)
Dada a simetria esférica da onda, o campo sonoro varia apenas em função da coordenada r
(distância ao centro), resultando:
∆ =
∂2
∂r2
+
2
r
∂
∂r
(2.6)
Aplicando novamente a solução de d’Alembert e relacionando com a velocidade do volume
emitido pelo monopolo, Q, obtém-se:
p(r, t) =
ρ0
4pir
Q˙(t− r
c
) (2.7)
2.5 Propagação de Ondas Esféricas
Nas condições descritas, a energia da onda é espalhada uniformemente numa superfície
esférica. À medida que o som se vai propagando (vide figura 2.3), o raio dessa superfície
esférica aumenta, e a própria superfície aumenta de forma proporcional ao quadrado do raio
[Howard & Angus 2012]:
S = 4pir2 (2.8)
A energia de uma onda sonora a uma distância d do ponto de emissão é dada por
E =
E0
d2
(2.9)
onde E0 corresponde à energia da onda a um metro do ponto de emissão. Como a energia da
onda é proporcional ao quadrado da sua amplitude (A), resulta:
A =
A0
d
(2.10)
onde A0 representa a amplitude a um metro da fonte (correspondente a E0).
Se o meio não for uniforme (nomeadamente se existirem obstáculos), a onda poderá sofrer
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Figura 2.3: Superfície esférica em relação ao raio (fonte: http://resource.isvr.soton.ac.
uk)
reflexão, absorção, atenuação, dispersão, refracção ou difracção.
Todos estes fenómenos terão influência no som que chega ao ouvinte e, em particular, na
sua percepção de localização espacial das fontes sonoras, como será sublinhado no capítulo
seguinte. Se tivermos em conta que uma sala pode conter inúmeros objectos, e que as suas ca-
racterísticas (material, tamanho, forma...) influenciam os fenómenos referidos, é fácil deduzir
que uma simulação acústica se pode tornar extremamente complexa.
2.6 Psico-Acústica
Uma vez que o objectivo da auralização é recriar um ambiente sonoro, é importante co-
nhecer o funcionamento do aparelho auditivo para se poder sintetizar os estímulos correctos.
Esta secção irá explicar a forma como os sons são processados pelo ouvido e quais os aspectos
importantes para a percepção espacial.
2.6.1 Anatomia do Ouvido
Figura 2.4: Canal Auditivo (fonte: http://kids-ent.com)
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O orgão auditivo humano (vide figura 2.4) é composto por ouvido interno, médio e externo.
O ouvido externo inclui o pavilhão auricular (em inglês pinna) e pelo canal auditivo externo.
Este canal pode ser visto como um oscilador λ4 tendo como frequência de ressonância aproxi-
madamente 3kHz. Esta característica confere maior sensibilidade nesta zona de frequências.
O formato do pavilhão auricular tem uma importante influência na localização dos sons.
No ouvido interno são originados os impulsos eléctricos que irão ser transmitidos ao cérebro
e interpretados como som. Para além disso, o ouvido interno possui o sistema vestibular que
nos ajuda a manter o equilíbrio e auxilia na visão. Para além do próprio aparelho auditivo,
também o nosso tronco e cabeça dão uma importante contribuição na maneira como ouvimos.
O ouvido consegue detectar variações de pressão numa enorme gama de amplitude. Porém,
um incremento da amplitude do sinal de pressão não se traduz de forma directamente propor-
cional na percepção da intensidade sonora. Na verdade, a relação é sensivelmente logarítmica.
É também aproximadamente logarítmica a relação entre a sensação de altura (pitch) e a
frequência do som [Vorländer 2011, Howard & Angus 2012].
2.6.2 Audição Binaural
O facto de termos dois ouvidos confere-nos a chamada audição binaural. Esta característica
tem especial importância para a localização de sons.
Para um som emitido de uma determinada posição e que chega a um ouvinte a uma certa
distância, é intuitivo perceber que o estímulo auditivo em cada ouvido será diferente. Para o
ouvido que está mais próximo da fonte (ipsi-lateral) o som irá chegar primeiro e com maior
amplitude. Para o outro ouvido (contra-lateral) o som chegará instantes mais tarde e com
menor amplitude, pois esta diminui com a distância (capítulo 2.5) e porque é atenuado pela
cabeça e torso. Estas diferenças na amplitude e no tempo de chegada (ou fase) são chamadas
de interaural time difference (ITD) e interaural level difference (ILD). A figura 2.5 mostra um
exemplo de um sinal emitido mais próximo do ouvido direito e os respectivos sinais que chegam
a cada um dos ouvidos na mesma janela temporal, tornando evidente a diferença temporal
entre os dois. A ITD e ILD fornecem as principais pistas na localização sonora, mas não são
os únicos factores. A ITD e a ILD têm especial influência mediante a zona de frequências do
som. Para baixas frequências, a ITD tem maior influência, pois devido ao comprimento de
onda ser maior que a distância entre os dois ouvidos, é facilmente identificável uma diferença
de fase entre os dois.
Para altas frequências, os comprimentos de onda são menores que a distância entre os dois
ouvidos e por isso a pista dominante está na amplitude, ou seja a ILD.
Como a maioria dos sons possui componentes em toda a gama do espectro audível, a localização
será dada pela combinação das duas pistas [Gelfand 2010].
Mas estas não são as únicas pistas usadas pelo cérebro para identificar a posição de um som,
como demonstra o facto de conseguirmos distinguir se uma fonte sonora se apresenta atrás ou
à frente e estimar a sua elevação.
Esta capacidade deve-se ao formato do pavilhão auricular. Este provoca ressonâncias no
som que são dependentes da sua direcção de proveniência e que o cérebro consegue associar a
determinada posição/elevação. São também usadas as reflexões no nosso tronco, em particular
os ombros, para ajudar a distinguir a elevação [Algazi, Duda & Thompson 2002].
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Figura 2.5: Exemplo de ITD (fonte: http://cns.nyu.edu)
2.6.3 Percepção espacial
Para além das pistas directamente relacionadas com o aparelho auditivo, não se podem
negligenciar outros contributos para a percepção da localização espacial de fontes sonoras.
Em primeiro lugar está o contributo da visão, em muitos aspectos, o nosso sentido predo-
minante. Daí a necessidade de, em ambientes de realidade virtual, garantir coerência entre
a informação visual e auditiva. Por exemplo, quando vemos um filme em que o som está
desfasado da imagem, esta incoerência pode provocar uma sensação de estranheza e, de certa
forma, estragar a experiência.
Outro aspecto a ter em conta é o movimento da cabeça. Tome-se como exemplo a reprodução
sonora com auscultadores. Se, quando movimentamos a cabeça, o campo sonoro acompanha
o movimento, ao contrário do que acontece na realidade, resulta estranheza que prejudica a
experiência. Pode-se evitar este efeito recorrendo a processamento em tempo real com base
num sensor de movimento, de forma a contrariar o “arrastamento” do campo sonoro pelos
movimentos da cabeça do ouvinte.
A reverberação do som, que ocorre em ambientes fechados em resultado da interacção das
ondas sonoras com o meio envolvente (nomeadamente reflexões), é de extrema importância,
tendo particular influência no timbre e na percepção de distância às fontes sonoras. O tempo
de reverberação proporciona informação sobre as dimensões do espaço. As reflexões que cons-
tituem a reverberação podem ser classificadas em dois tipos: reflexões iniciais e reflexões
tardias. A figura 2.6 representa um perfil típico da reverberação de uma sala.
São consideradas reflexões iniciais as que chegam ao ouvinte com um atraso inferior a 50ms.
A localização espacial das fontes sonoras depende sobretudo destas.
A reverberação tardia é importante sobretudo na percepção do espaço envolvente. Na música,
ajuda a transmitir uma sensação de volume [Howard & Angus 2012, Vorländer 2011].
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Figura 2.6: Reverberação (fonte: http://soundonsound.com)
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Capítulo 3
Auralização Binaural
Este capítulo descreve o desenvolvimento de uma aplicação de auralização, em tempo
real, usando Head-Related Transfer Functions (HRTF). Será dada uma breve explicação so-
bre HRTF e o principio de funcionamento do sistema. Não foram contempladas quaisquer
reflexões. Serão apresentados os detalhes de implementação, assim como os estudos de desem-
penho.
3.1 HRTF
Como indicado na secção 2.1, as HRIR são respostas impulsionais obtidas nos ouvidos (es-
querdo - L e direito - R) para ondas planas numa dada direcção 3D, especificada por ângulos
de azimute e elevação.
As correspondentes DFT-Discrete Fourier Transforms são designadas HRTF. Assim sendo, as
HRIR (ou HRTF) contêm todas as pistas necessárias para localização sonora: para além das
informações de ILD e ITD, também as pistas espectrais causadas pela influência do tronco e
do pavilhão auricular. Estas últimas, localizadas principalmente na região das médias frequên-
cias, relacionam-se com o formato dos pavilhões auriculares, sendo determinantes na percepção
de elevação [Wightman & Kistler 1989].
Em suma, as HRIR/HRTF podem ser vistas como uma forma de descrever matematicamente a
influência da cabeça e torso do ouvinte. O procedimento prático de obtenção de HRIR/HRTF
requer a colocação de dois microfones idênticos nos canais auditivos de um indivíduo. De
seguida é reproduzido um som adequado (normalmente um sweep), através de um altifalante,
sendo gravado o sinal captado pelos microfones. O processo é repetido para um determinado
conjunto, mais ou menos denso, de posições (azimute e elevação) do altifalante. Para substi-
tuir o indivíduo, foram desenvolvidos manequins antropomórficos para investigação acústica
(por exemplo o KEMAR (Knowles Electronic Manikin for Acoustic Research)- fig 3.1).
Uma dificuldade no uso de sets de HRTF, obtidos por estes métodos, é o facto de serem
necessariamente discretos, não sendo possível dispor de pares de HRTF medidas para qualquer
ponto arbitrário no espaço. Esta dificuldade sugere o uso de interpolação: a HRTF de um
ponto não pertencente ao set é obtida a partir das HRTF dos pontos mais próximos perten-
centes ao set. A experiência descrita no capítulo 4 estuda esta problemática.
Existem estudos feitos para a síntese de HRTF individualizadas com base em dados antropo-
métricos medidos. O método apresentado por Brown, Duda & on [1998] recorre à descrição
física da propagação e difracção de onda tendo em conta a configuração dos pavilhões auricu-
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Figura 3.1: Manequim KEMAR (fonte: http://kemar.us)
lares. No entanto, a obtenção prática destes dados de cada indivíduo coloca um novo desafio,
não menos exigente.
3.2 Base de Dados de HRTF
O processo de medição de um set de HRTF é moroso e requer material e condições expe-
rimentais bastante específicas e dispendiosas. Felizmente, existem bases de dados online que
fornecem um vasto leque de HRTF que podem ser usadas para investigação [Algazi 2001, Gard-
ner & Martin 1994]. Neste projecto foi usada a base de dados do CIPIC (Center for Image
Processing and Integrated Computing) que conta com 45 sets de HRTF: 43 de humanos (27
homens e 16 mulheres) e 2 de manequins KEMAR (pequeno e grande pavilhão auricular). São
disponibilizados dados antropométricos de cada set. A escolha desta base de dados resultou
de apresentar sets individuais (e não apenas de manequins) e uma maior densidade de pontos.
Os sets individuais asseguram futuros estudos que poderão surgir na sequência destes.
A densidade de pontos de cada set é de 1250 direcções (contra 710 do MIT), divididas por 25
azimutes e 50 elevações (vide figura 3.2). Os dados foram recolhidos com uma frequência de
amostragem de 44.1kHz e uma resolução de 16bits, num total de 200 amostras, correspon-
dendo a uma duração de, aproximadamente, 4.5ms.
Os dados são fornecidos em ficheiros .mat (scripts Matlab). Para além disso, estão disponíveis
scripts que permitem analisar facilmente os dados.
3.3 Sistema de coordenadas
Ao longo deste trabalho serão usadas diferentes sistemas de coordenadas, e é por isso
necessário, para que haja uma interpretação inequívoca dos dados apresentados, dar atenção
a cada um deles.
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Figura 3.2: Densidade de pontos de cada set
3.3.1 Coordenadas das HRTF CIPIC
A base de dados do CIPIC recorre a um sistema de coordenadas diferente do que é ha-
bitualmente usado neste tipo de matéria. Em vez das habituais coordenadas polares (que
distinguiremos pela designação) verticais, usa coordenadas polares ditas inter-aurais, em que
o azimute está limitado à gama [−90o, 90o]. Assim sendo, os pontos atrás do ouvinte corres-
pondem a elevações superiores a 90o. A figura 3.3 mostra as vistas de cima e lateral para
este sistema de coordenadas. Na figura da esquerda, está representada a gama de azimutes.
Na direita, a gama de elevações, está limitada entre −45o e 230o. Em ambos os casos, 0o
corresponde à posição central [Algazi, Duda, Thompson & Avendano 2001].
Azimute Elevação
Figura 3.3: Coordenadas polares inter-aurais usadas pela base de dados do CIPIC
3.3.2 Coordenadas da Aplicação Desenvolvida
Na aplicação de auralização desenvolvida, usou-se o habitual sistema de coordenadas po-
lares verticais. Este sistema limita a elevação entre −90o e 90o. O azimute pode variar entre
−180o e 180o. Adoptou-se este sistema não só por ser o mais usado mas também porque é o
mais intuitivo. A figura 3.4 mostra, novamente, as vistas de cima e lateral para este sistema,
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apresentando já os limites reais da aplicação. Desta vez a elevação é limitada inferiormente
nos −45o (ângulo mínimo da base de dados do CIPIC).
Azimute Elevação
Figura 3.4: Coordenadas polares verticais
3.4 Algoritmo de Auralização
Seja x(t) o sinal de entrada que se pretende auralizar e hl(t) e hr(t), respectivamente, as
HRTF correspondentes aos ouvidos esquerdo (l) e direito (r), para a direcção de propagação
em causa. Então, os sinais finais yl(t) e yr(t), a reproduzir nos auscultadores esquerdo e
direito, respectivamente, serão dados pelas seguintes operações de convolução:{
yl(t) = x(t) ∗ hl(t)
yr(t) = x(t) ∗ hr(t)
(3.1)
Como já foi referido anteriormente, não é possível dispor de HRTF medidas para todos os
pontos do espaço, e por isso é necessário efectuar um passo extra no caso da posição da fonte
sonora pretendida não corresponder a uma HRTF existente. A solução adoptada foi obter a
HRTF por interpolação bi-linear. A figura 3.5 apresenta um esquema desse método.
Na figura 3.5, seja h a HRTF (desconhecida) para um ponto na esfera de raio unitário corres-
pondente a determinada direcção (azimute e elevação). Sejam, também, h1...4 as HRTF nos
quatro pontos mais próximos cujas HRTF pertencem ao set. Nestas condições, representando
d1 e d2 distâncias em azimute e elevação, respectivamente, teremos a equação seguinte:
h =
x2
d1
y2
d2
h1 +
x1
d1
y2
d2
h2 +
x2
d1
y1
d2
h3 +
x1
d1
y1
d2
h4 (3.2)
Existem outros métodos de interpolação, nomeadamente métodos que têm como objectivo a
redução do custo computacional, que pode ser relevante no caso em que se considerem reflexões
e reverberação. Um exemplo desse método é o Spatial Feature Extraction and Regularization
(SFER). Uma vez que este trabalho não implementará reflexões e que o resultado final entre
os métodos é semelhante [Freeland, Biscainho & Diniz 2004], não foram considerados outros
métodos de interpolação.
A literatura não define um método ideal de interpolação nem estabelece a influência de usar
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Figura 3.5: Interpolação bi-linear
dados interpolados na capacidade de localização espacial de fontes sonoras. Foi efectuada uma
experiência prática sobre este assunto, que será apresentado no capítulo 4. A transição entre
HRTF pode causar descontinuidade no som produzido, traduzindo-se em artefactos (clicks)
audíveis. Estes artefactos prejudicam a sensação de imersão e é por isso imperativo evitá-los.
A solução aplicada foi semelhante à de Casaleiro [2007] e está descrita em detalhe no capítulo
3.5.1.
3.5 Aplicação
Este método de auralização é bem conhecido e encontram-se ferramentas na web que o
demonstram [Natarajan 2009]. Em todo o caso, impunha-se a desenvolver uma plataforma
versátil para o desenvolvimento deste projecto (bem como projectos futuros na mesma área).
O objectivo principal foi possibilitar o controlo do posicionamento de uma (ou várias) fontes
sonoras em tempo real, através de um ambiente gráfico atractivo. Procurou-se uma aplicação
standalone, user-friendly e facilmente adaptável a outros projectos.
Avaliadas algumas alternativas, entre as quais o Microsoft Visual Studio [Microsoft n.d.a] e
o GTK+ [GTK+ Team 2007], optou-se pelo ambiente de desenvolvimento Qt [Digia,Qt 2008].
O Qt é uma framework em C++, com uma vasta biblioteca de funções. O seu IDE (Integra-
ted Development Environment) facilita a programação e a criação das GUI (Graphical User
Interface). O facto de o Qt ser cross-platform (facilmente transponível para outro sistema ope-
rativo) constitui também uma importante vantagem. É possível, inclusive, executar aplicações
em dispositivos móveis, nomeadamente sob sistemas operativos Symbian e Android.1
O desenvolvimento da aplicação compreendeu duas fases. A primeira teve como objectivo
a familiarização com o Qt e implementação do algoritmo de auralização.
A segunda fase tratou de reestruturar e optimizar o algoritmo criado, tornando-o modular
para permitir facilmente a adição de novos blocos e estender as funcionalidade da aplicação,
indo de encontro às características pretendidas.
1Ressalve-se, porém, que o uso de bibliotecas externas pode diminuir a portabilidade.
17
3.5.1 1a Fase de Implementação
Figura 3.6: GUI da 1a fase
A interface gráfica (GUI) da aplicação criada nesta fase está representada na figura 3.6.
Permite tocar um som e movê-lo em tempo real através de controlos na janela do programa.
O algoritmo implementado pode ser descrito (em pseudo-código) como segue:
• Abrir HRTF
• Abrir ficheiro de som a auralizar
• Identificar as HRTF mais próximas do ponto introduzido pelo utilizador
• Interpolar HRTF
• Efectuar a convolução das HRTF com o som
• Remover clicks
• Tocar
Os ficheiros das HRTF do CIPIC estão em formato .mat (Matlab [MathWorks 1994]). O
Qt não tem capacidade para interpretar este formato, pelo que seria necessário recorrer a uma
biblioteca externa, programar um parser ou converter para outro formato. Optou-se por criar
um script Matlab e converter os ficheiros para .wav.
O Qt tem já incluída uma biblioteca multimédia (phonon) que permite a leitura de ficheiros
de som, tipicamente .wav neste tipo de aplicações. No entanto, esta biblioteca não permite a
manipulação do ficheiro em memória, pelo que não pode ser usada para o processamento pre-
tendido. A outra solução seria usar a biblioteca de leitura de ficheiros nativa do Qt; no entanto,
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esta não faz a interpretação de ficheiros de áudio, pelo que seria necessário programar um par-
ser. Uma vez que existe uma vasta panóplia de formatos áudio e, mesmo assumindo apenas
ficheiros .wav, cada um tem as suas definições, esta solução tornaria-se inviável. Recorreu-se
à biblioteca externa libsndfile [de Casto Lopo 1999].
A identificação das HRTF mais próximas foi implementada com lógica básica. A interpolação
apenas exige multiplicações e adições.
Quanto à convolução, sabe-se, a priori, que a forma mais eficiente de a executar é por mul-
tiplicação no domínio da frequência. O Qt não fornece nenhuma função para este efeito. Foi
necessário recorrer a outra biblioteca externa, a FFTW (alegadamente a solução mais rápida
open-source) [FFTW n.d.].
O Qt fornece a capacidade de manipulação do buffer de saída para a reprodução de som. Po-
rém, devido a dificuldades de temporização, considerou-se vantajoso recorrer a uma biblioteca
externa para o efeito; o PortAudio [PortAudio n.d.] foi a solução encontrada. O seu funcio-
namento baseia-se numa interrupção de alta prioridade que invoca uma função que corre em
“tempo real”2 para o preenchimento do buffer de saída.
O processamento de convolução baseia-se no algoritmo overlap-add [Smith 1997] que implica
a divisão do ficheiro de áudio em blocos. A figura 3.7 ilustra este algoritmo. Uma vez que as
… 
HRTF 
Blocos do ficheiro de áudio 
* 
= 
Saída de áudio 
Figura 3.7: Algoritmo overlap-add
HRTF têm 200 amostras cada, o seu comprimento óbvio é 256 amostras, que corresponde a
5.8ms de áudio a uma frequência de amostragem de 44.1kHz. Às HRTF são acrescentados
“0” (zero-padding) para perfazer o mesmo número de amostras.
Para que o utilizador não note o atraso entre a sua interacção com a interface e o efeito
que tem no som, é necessário que a latência seja inferior a 150ms [Wu, Duh, Ouhyoung &
Wu 1997]. Embora não seja fácil estimar um valor para a latência total, pois existem inúmeros
factores que a podem influenciar (e.g. o sistema operativo e o próprio driver da placa de som),
é possível calcular um majorante para a latência do processamento do som. Admitamos que
no início da reprodução de um bloco ocorre a interrupção para calcular o bloco seguinte e o
seu processamento se efectua mediante a posição desse instante. Se, imediatamente a seguir, o
2Apesar de ser uma interrupção de alta prioridade, não é possível garantir que tenha 100% do tempo de
processador. A gestão da ocupação do processador é feita pelo sistema operativo.
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utilizador alterar a posição, essa alteração só produzirá efeito no terceiro bloco. O majorante
será, então, a duração de dois blocos. Assegura-se assim, neste caso, uma folga de 138.4ms
para as latências provocadas por outros elementos na cadeia do som.
A transição entre HRTF é susceptível de produzir clicks (vide figura 3.8) pois é uma aproxi-
mação discreta do que acontece na realidade (pois uma fonte sonora, ao transitar de um ponto
para outro, passa por uma infinidade de pontos intermédios). É portanto necessário suavizar
essa transição. Isto é feito através de um cross-fade entre os blocos obtidos por convolução com
a HRTF da posição actual e os correspondentes blocos obtidos por convolução com a HRTF
da posição final. Conseguimos assim remover qualquer artefacto na transição de HRTF.
… 
HRTF 
Blocos do ficheiro de áudio 
* 
= 
Saída de áudio 
… … 
HRTF 1 HRTF 2 
* * 
= = 
Figura 3.8: Transição de HRTF - Clicks
A figura 3.9 é um esquema da solução para a remoção dos artefactos. Os blocos castanho
e esverdeado, são os mesmo da figura 3.8.
A duração do cross-fade foi testada experimentalmente. O valor usado foi de 80 amostras
(para mais detalhe ver secção 3.5.5).
Paralelamente, foi criada a GUI - vide figura 3.6. A tela à esquerda pretende oferecer um
controlo visual, intuitivo, sobre o movimento da fonte. A circunferência representa o perímetro
de uma esfera centrada no ouvinte (que se considerada voltado para o ecrã). Esta esfera serve
para especificar a direcção do som (posição da fonte sonora) através de um ponto (visível
na figura) controlado pelo rato. O quadrado exterior indica a zona em que é permitida a
interacção com o rato.
Na parte direita, para além dos típicos botões de play e loop, existem dois sliders e duas spin
boxes que permitem controlar de forma precisa (resolução de 1o) o azimute e a elevação.
Apesar de, a priori, a tela parecer a forma mais intuitiva de controlar a posição da fonte,
chegou-se à conclusão, na prática, que os sliders eram mais funcionais. É possível que um
refinamento futuro da interface inverta esta situação.
Em resumo, atingiu-se, após esta primeira fase, uma aplicação de auralização em tempo real
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HRTF 1 
HRTF 2 
* * 
= 
HRTF 1 
HRTF 2 
+ Cross-fade 
Figura 3.9: Preenchimento do buffer com remoção de clicks
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de uma fonte sonora em função da posição fornecida pelo utilizador.
3.5.2 2a Fase de Implementação
Audio Output
Figura 3.10: Diagrama de blocos da estrutura do programa
Nesta fase, procedeu-se a uma reestruturação do código de forma a permitir uma aborda-
gem modular.
A figura 3.10 apresenta um diagrama simplificado dessa nova estrutura. O bloco principal
Figura 3.11: Janela principal do programa
é o “engine”, que é o cerne do programa. É neste bloco que são feitas todas as inicializa-
ções necessárias ao funcionamento e é ele que controla a janela principal do programa (bloco
“MainWindow ” - figura 3.11). O bloco “PA Callback” está inserido no Engine”, e foi colocado
no diagrama apenas para clarificar melhor o funcionamento. O bloco “Sounds” encerra a
maior parte do processamento de auralização. É este bloco que calcula as HRTF a usar, faz a
interpolação e o cross-fade e coloca num array o som final que posteriormente será colocado
no buffer de saída pela callback do PA. Sempre que é adicionado um som para auralizar é
criado um novo bloco destes. O bloco “SndWindow ” é uma janela onde são agrupadas as GUI
do bloco “Sounds” (figura 3.12). Existe ainda um bloco auxiliar, “Aux ” contendo diversas
funções úteis aos vários blocos: FFT, IFFT, conversões entre tipos de variáveis, multiplicação
complexa, etc...
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Figura 3.12: Janela de sons do programa
A figura 3.13 mostra o diagrama de funcionamento quando ocorre a interrupção do PA para
preenchimento do buffer de saída. A função de interrupção chama a função de processamento
para os sons activados pelo utilizador e soma todos os dados resultantes no buffer de saída
(som final a reproduzir).
A janela principal (figura 3.11) permite escolher o set de HRTF a utilizar assim como definir
o modo de funcionamento da aplicação (existem três modos apresentados mais à frente).
O facto de o algoritmo de auralização estar colocado num módulo independente (“Sounds”)
permite adicionar vários módulos iguais, o que, neste caso, significa adicionar vários sons em
runtime, cada um controlado de forma independente. Apesar deste módulo de auralização ter
a sua própria GUI, está adaptado de forma a poder ser controlado por outros blocos.
A versatilidade desta nova abordagem sugeriu a criação de dois modos de utilização adicionais.
O primeiro (Fixed Positions) integra um sensor de movimento da cabeça do ouvinte (head-
tracker) e selecciona as HRTF, em tempo real, de acordo com essa informação. O segundo
(Experiment) pretende ser uma plataforma experimental com HRTF.
Temos então os seguintes modos:
• Free Play - Modo semelhante ao da aplicação da 1a fase, mas permitindo vários sons em
simultâneo (não são tidos em conta os movimentos da cabeça).
• Fixed Positions - Modo com detecção do movimento da cabeça do ouvinte. Neste modo,
o utilizador, ao adicionar um som, especifica a sua posição, que é fixa.
• Experiment - Modo que permite efectuar experiências, recolhendo e guardando dados
do sensor.
Está a ser criado um módulo de comunicação com outras aplicações via protocolo HTTP.
3.5.3 Modo Fixed Positions
Para uma experiência fiel de auralização, é necessário ter em conta todos os factores que
influem na percepção auditiva. Um desses factores, que surge tanto de forma consciente como
inconsciente, é o movimento, ainda que ligeiro, da cabeça. A análise da diferença no som
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Sim
Sim
Call do PA
Não
Não
Engine Sound
Figura 3.13: callback: diagrama de funcionamento
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Graus de liberdade 3 (Roll, Pitch e Yaw)
Alcance angular 360o
Precisão Yaw: 1o; Roll e Pitch: 0.25o 3
Frequência de Actualização 180Hz
Latência 4ms 4
Tabela 3.1: Características do sensor InertiaCube3
quando movemos a cabeça fornece uma pista importante sobre a sua localização. Aliás, não
são apenas os humanos que a usam. Na natureza encontram-se diversos animais que também
o fazem, possuindo até orelhas que têm uma maior mobilidade. Um bom exemplo disso é o
cão, que possui uma maior sensibilidade em amplitude e em frequência, e que quando lhe é
apresentado certo estímulo auditivo, normalmente cessa a sua actividade normal e foca a sua
atenção nesse estímulo e se torna evidente o seu mover da cabeça e das orelhas.
Torna-se por isso essencial conhecer o movimento da cabeça para auralizar de acordo com
Figura 3.14: Sensor InertiaCube3
a sua posição. Para tal, recorreu-se a um sensor de orientação com capacidade para medir a
rotação em torno de três eixos:
• Roll - Rotação em torno do eixo xx;
• Pitch - Rotação em torno do eixo yy;
• Yaw - Rotação em torno do eixo zz;
Trata-se do InertiaCube3 da InterSense [Intersense LLC 2007]. A tabela 3.1 apresenta algumas
das suas características. A figura 3.15 mostra o sistema de coordenadas e rotação do sensor.
Admitindo que o ouvinte (e sensor) são o centro do sistema de eixos apresentado anteriormente,
quando existe uma rotação (em qualquer um dos eixos), a posição de uma fonte p(az, el) irá
apresentar uma nova representação5 da sua posição p(az′, el′).
O cálculo da nova representação para o ponto p é calculado recorrendo a uma matriz de rotação
4À temperatura ambiente de 25oC
5Via interface USB. Para porta série é de 2ms. Não entra com a latência provocada pelo OS.
5O uso do termo representação pretende realçar o facto de que a fonte sonora não se move.
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Yaw
Roll
Pitch
x
y
z
Figura 3.15: Sistema de coordenadas e rotação do sensor InertiaCube3
[Weisstein 2003]. Seja p(x, y, z) um ponto no espaço dado por:
x = sin(az) cos(el)
y = sin(az) sin(el)
z = cos(az)
(3.3)
Quando ocorre uma rotação no sistema de coordenadas, a nova localização do ponto p(x′, y′, z′)
é dada pela equação 3.4, onde φ, θ e ψ correspondem ao roll, pitch e yaw em graus, respecti-
vamente.x′y′
z′
 =
cos θ cosψ − cosφ sinψ + sinφ sin θ cosψ sinφ sinψ + cosφ sin θ cosψcos θ sinψ − cosφ cosψ + sinφ sin θ sinψ sinφ cosψ + cosφ sin θ sinψ
− sin θ sinψ cos θ cosφ cos θ
xy
z

(3.4)
De seguida é necessário converter as coordenadas cartesianas em coordenadas polares para
termos o azimute e elevação em graus, usando a seguinte fórmula:{
az = arctan(
√
x2+y2
z )
el = arctan( yx)
(3.5)
A rotação de objectos no espaço tri-dimensional é amplamente usada por várias áreas de es-
tudo, particularmente na computação gráfica. Devido a esta particularidade o Qt fornece já
uma classe que permite efectuar este tipo de rotações. No entanto em vez de recorrer aos
ângulos de Euler, esta recorre a quaternions.
Quaternions é uma notação matemática que consiste num escalar real e um vector tri-di-
mensional imaginário e que se propõe a simplificar a representação de orientações e rotações
de objectos no sistema tri-dimensional, apresentando algumas vantagens em relação a outros
métodos [Weisstein 2003].
O sensor tem na sua API a opção de obter dados em ângulos de Euler ou em quaternions, pelo
que a sua aplicação na prática foi directa, tendo só que ser feita a conversão entre coordenadas
polares para cartesianas e vice-versa. O diagrama da figura 3.16 ilustra os passos necessários.
Foi criado então um novo bloco para efectuar o processamento do sensor. Este bloco é o que
vai actuar sobre os sliders da GUI do controlo do som (figura 3.12) consoante o movimento
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Esféricas 
para 
Cartesianas 
Rotação 
Cartesianas 
para 
Esféricas 
P(az,el) P(x,y,z) P(x’,y’,z’) P(az’,el’) 
Info sensor (Quaternions ou ângulos de Euler)  
Figura 3.16: Diagrama da rotação de um ponto no espaço
Figura 3.17: Diagrama do funcionamento da rotação do sensor
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da cabeça do utilizador. Assim sendo, a posição da fonte é definida à priori, não podendo
ser mudada posteriormente pelo utilizador. O controlo dos sliders é feito somente pelo novo
módulo do sensor.
Foi criado um timer que gera periodicamente uma interrupção. Essa interrupção lê a posição
do som actual, os dados do sensor, calcula a nova posição e actualiza a posição do som. A
figura 3.17 mostra o seu diagrama de funcionamento. O reset do sensor é feito quando o
utilizador pressiona play na janela principal (figura 3.20)
A figura 3.18 mostra como este módulo interage com o resto do programa, cujo funcionamento
Audio Output
Figura 3.18: Diagrama de blocos do programa
está descrito no diagrama da figura 3.17.
O sistema funciona sem apresentar nenhuma latência perceptível pelo utilizador.
A adição do sensor proporciona uma melhor experiência no seu todo, não só pela contextuali-
zação do movimento da cabeça com o som, mas também por fornecer as pistas mencionadas
acima mencionadas, garante uma melhor localização.
A inclusão do sensor garante também que se possa analisar de forma mais objectiva os com-
portamentos de indivíduos perante esta técnica de auralização, recolhendo os dados do sensor
e fazendo uma posterior análise. Esta nova possibilidade originou a criação do modo “experi-
ment” e que será apresentado na secção seguinte.
3.5.4 Modo Experiment
Sendo o principal objectivo do estudo da espacialização sonora e técnicas de áudio 3D
conseguir fornecer ao ouvinte a melhor performance e experiência possível, torna-se impera-
tivo poder estudar os efeitos práticos das técnicas desenvolvidas e se possível quantificar e
relacionar com a realidade. Tendo isto em vista, foi criado este modo que pretende ser uma
ferramenta de auxílio para procedimentos experimentais práticos nesta área. Serão aqui apre-
sentadas as suas funcionalidades e o seu modo de funcionamento.
A figura 3.19 mostra a janela de configurações do modo “experiment”. Nesta janela estão
abrangidas todas as opções implementadas.
Na parte superior encontra-se a opção de seleccionar a pasta onde serão guardados os dados
recolhidos, assim como a informação sobre o ID único que irá ser atribuído ao próximo indi-
víduo e a opção de o reiniciar. Está contemplada a opção de modo debug. Esta opção é útil
para o experimentador validar a sua configuração, dando informações extra durante o decorrer
da experiência e não trancando o ecrã à janela de informações. A parte central da janela de
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configurações permite configurar cada fase da experiência. É possível adicionar várias fases
(carregando no botão +). Estas funcionam de forma independente umas das outras.
Cada fase pode ter vários parâmetros de configuração diferentes. É possível escolher o som a
usar, os ângulos a testar (azimute e elevação) e durante quanto tempo tocarão. A configuração
destes parâmetros é feita através das caixas numéricas que se encontram na parte esquerda.
Após serem colocados os valores que se pretendem, ao carregar no botão Add, estes passarão
para a lista que se encontra à direita do botão. É possível adicionar tantos ângulos quanto se
queira. De forma a ajudar na organização dos ângulos, foram adicionados os botões shuffle,
que permite misturar a lista de forma aleatória, Up, Down e Remove, que permite mover para
cima, baixo ou remover um item seleccionado na lista e por último, clear, que limpará todos
os itens da lista.
Em baixo dos botões anteriores, está o método de mudança para o ângulo seguinte da lista.
A mudança pode ser feita ao carregar no enter ou automaticamente quando o indivíduo se
aproximar do ângulo a ser testado. A mudança automática tem um threshold de dois graus.
É possível ainda configurar uma pausa entre a reprodução dos ângulos.
Na parte direita, está prevista a configuração visual que aparecerá na janela durante a execu-
ção da experiência.
A caixa de texto maior é útil para fornecer as instruções ao participante, pois aparecerá no
início da fase, e permanecerá no ecrã durante todo o decorrer da mesma.
A primeira caixa de texto será imprimida na janela assim que o som começar a tocar. Caso
esteja configurado um tempo limite para a duração do som, o texto da segunda caixa de texto
aparecerá na janela, quando for ultrapassado o tempo definido para esse ângulo. Por último,
a última caixa de texto indica a informação a aparecer quando o indivíduo pressionar enter
para registar a sua resposta ou atingir o ângulo a testar, consoante o método de mudança
definido.
Por último, é possível configurar uma mensagem a aparecer quando a experiência terminar.
Para guardar as configurações é necessário carregar no botão Apply.
A experiência começa ao carregar no botão Ok.
A selecção deste modo abrirá sempre a janela de configuração de forma a poder confirmar
que está tudo configurado de acordo com o pretendido ou para proceder a ajustes, caso seja
necessário. As configurações serão guardadas automaticamente ao carregar no botão apply e
serão repostas da próxima vez que se aceder a esta, novamente.
Após a configuração a aplicação dará inicio à experiência. Será aberta uma nova janela que
ocupará a totalidade do écran (figura 3.20) de forma a obrigar o utilizador a apenas interagir
com a experiência e outra janela (figura 3.21) para introdução de alguns dados informativos
sobre o participante. Estão contemplados atalhos do teclado de forma a cancelar a experiência
ou voltar à janela de configurações. Mediante as configurações, a aplicação executará os testes
pela seguinte ordem:
1. Ecrã de início
2. Fase:
(a) Instruções
(b) Decorrer do teste:
i. Tocar som - Caixa de texto 1
ii. Paragem do som (se configurado) - Caixa de texto 2
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Figura 3.19: Janela de configurações do modo experiment
Figura 3.20: Janela principal da experiência
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Figura 3.21: Janela de recolha de informações do participante
iii. Pausa entre sons (se configurado) - Caixa de texto 3
(c) Fim de fase
3. Fim de experiência
Durante o decorrer do teste o programa avança por todas as fases definidas, tocando todos
os itens configurados em cada fase pela sua ordem.
No final de cada experiência o programa guardará os dados que recolheu em vários ficheiros
de texto. Estes poderão ser encontrados na pasta definida na janela de configuração.
Dentro dessa directoria estará o ficheiro info.txt com toda a informação sobre a configuração
da experiência.
Serão criadas pastas numeradas, que correspondem ao ID da experiência. Em cada uma dessas
pastas estará outro ficheiro info.txt contendo as informações recolhidas sobre o indivíduo. Por
sua vez, mantendo a organização, serão criadas pastas por cada fase com o nome Step_i, sendo
i o número da fase.
Dentro de cada pasta estarão vários ficheiros .txt numerados e um ficheiro extra denominado
final.txt.
Os ficheiros numerados correspondem a cada item testado, por ordem. Cada ficheiro deste
tipo terá a seguinte informação:
• Cabeçalho - Informação genérica
• Ângulos de teste - O azimute e a elevação configurados para teste.
• Erro - Corresponde à diferença entre o ângulo pretendido e o medido.
• Tempo - Corresponde ao tempo que o individuo demorou a encontrar a posição do som.
• Timestamp - Tempo desde o inicio da experiência até ao momento da recolha dos dados
daquela linha.
• Erro de azimute - Diferença entre o azimute da fonte sonora e o azimute do individuo.
• Erro de Elevação - Diferença entre a elevação da fonte sonora e a elevação do individuo.
• Tempo ms - Mesmo que Timestamp mas em mili-segundos.
O ficheiro é organizado da seguinte forma:
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1 Binaural - Experiment info file
2 Date: [week day] dd. Month HH:MM:SS year
3
4 Azimuth: az Elevation: el
5
6 Error:
7 [tempo] [erro_az] [erro_el]
8
9 [timestamp] [err az] [err el] [ts ms]
10 [timestamp] [err az] [err el] [ts ms]
11 [timestamp] [err az] [err el] [ts ms]
12 ...
A figura 3.22 apresenta um exemplo. A linha 4 indica-nos qual o ângulo testado (neste
Figura 3.22: Binaural - Exemplo: “1.txt”
caso: azimute -7o e elevação 0o). A linha 7 dará o tempo que o indivíduo levou a encontrar
o azimute da fonte sonora e o seu erro. A partir da linha 9 estão os dados recolhidos ao
longo do início dessa experiência até ao seu fim, caso se queira reproduzir posteriormente os
movimentos feitos pelo indivíduo.
O ficheiro final.txt é uma compilação dos erros todos obtidos durante essa fase. A sua organi-
zação é do tipo:
1 [timestamp] [err az] [err el] [ts ms]
2 [timestamp] [err az] [err el] [ts ms]
3 [timestamp] [err az] [err el] [ts ms]
4 ...
Cada linha corresponde ao item analisado.
Caso seja apenas do interesse analisar os erros finais este ficheiro simplifica o processo de
análise, juntando todos os principais dados.
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3.5.5 Benchmarks
Uma vez que para o programa funcionar correctamente é necessário que sejam respeitados
certos tempos de processamento, é importante fazer uma análise de performance do programa,
não só para encontrar majorantes para algumas das configurações, mas também para perceber
em que sistemas este programa pode ser implementado e quais as suas limitações.
A análise efectuada nesta secção foi feita num computador portátil (HP Pavillion dv6590ep)
com as especificações descritas na tabela 3.2. Quando o programa inicia é carregado para
Processador: Intel Core 2 Duo T7300 @ 2GHz
Memória: 2GB
Sistema Operativo: Microsoft Windows 7 Enterprise 64-bit (SP1)
Placa de som: Realtek High Definition Audio
Driver Audio: v6.0.1.5548
Tabela 3.2: Especificações do PC usado
memória as HRIR, são calculadas as respectivas HRTF e são também guardadas em memória.
Sem nenhum som aberto e não estando a tocar os recursos utilizados são os descritos na tabela
3.3. O elevado espaço ocupado em memória é justificado pelas HRTF. Com a abertura de um
Memória 225.556KB
Threads 5
Tabela 3.3: Recursos utilizados sem nenhum som a tocar
novo som, este é também carregado na totalidade para a memória, por isso, esta torna-se um
factor limitativo. As threads abertas pelo programa passam para 19.
Ao tocar apenas um som, a carga média do CPU foi de aproximadamente de 8%, com blocos
de 256 amostras.
A tabela 3.4 mostra o tempo que o processador tem para processar o bloco seguinte consoante
Tamanho do Bloco (amostras) 256 512 1024 2048
Tempo (ms) 5.8 11.6 23.2 46.4
Tabela 3.4: Tempo consoante o tamanho do bloco para uma frequência de amostragem de
44.1KHz
o número de amostras de cada bloco para um frequência de amostragem de 44.1KHz. Este
tempo foi calculado usando a expressão 3.6 onde block_size corresponde ao tamanho do bloco
e fa à frequência de amostragem.
t =
block_size
fa
(3.6)
É difícil obter uma estimativa (se não impossível) para o tempo de processamento da função
de interrupção em função do número de sons a tocar. Por isso, obteve-se a quantidade de
sons possíveis a tocar em simultâneo para diferentes tamanhos de bloco. A tabela 3.5 mostra
os dados obtidos de forma qualitativa. Comparando as tabelas 3.4 e 3.5 seria de esperar que
o no de sons aumentasse mais ou menos de forma proporcional com o tempo disponível para
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Tamanho do Bloco (amostras) 256 512 1024
No de sons 6 9 11
Tabela 3.5: No de sons possíveis em função do tamanho do bloco
o seu processamento. Tal não acontece. A razão disso poderá estar na política de gestão do
processador. Isto é, durante a interrupção para o processamento do som e preenchimento do
buffer de saída, o processador não é exclusivo dessa função e será repartido por outros pro-
cessos que possam estar a ocorrer, diminuindo o tempo efectivo que esta tem para processar
todos os sons atempadamente.
Só foram analisados os tamanhos de bloco até 1024 amostras porque é o limiar para se começar
a notar a latência. Acima das 1024 amostras nota-se um atraso entre a interacção da GUI e
o efeito que isso tem no som.
Feita a análise da ocupação de processador em função do tamanho do bloco, obteve-se o grá-
fico da figura 3.23. Os valores correspondentes podem ser consultados na tabela 3.6. Por
Figura 3.23: Ocupação do processador em função do tamanho do bloco
256 512 1024
1 8.33% 4.80% 4.06%
2 15.30% 10.69% 9.03%
3 22.65% 15.72% 13.39%
4 30.30% 20.93% 17.72%
5 36.62% 25.51% 22.05%
Tabela 3.6: Ocupação do processador em função do número de sons e tamanho de blocos
análise dos dados pode-se verificar alguma diferença entre o uso do processador em função do
tamanho do bloco, principalmente entre 256 e 512. Como seria de esperar, com o aumento do
tamanho dos blocos, consegue-se uma maior eficiência em termos de processamento. Pode-se
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também verificar que a relação entre o número de sons e a ocupação do processador é aproxi-
madamente linear, pelo que, para números elevados de sons a tocar em simultâneo o uso de
blocos de tamanho maior pode significar um ganho de processamento significativo.
Pode-se ainda concluir que o melhor tamanho para o bloco é de 512, pois fornece uma melhor
performance sem efeitos negativos que sejam perceptíveis pelo utilizador.
Outro objecto importante de análise é o número de amostras a utilizar para efectuar a
interpolação/cross-fade. Feita uma análise qualitativa chegou-se à conclusão que um nú-
mero baixo de amostras introduz alguns artefactos para movimentos bruscos de posição. Em
contra-partida, um número alto de amostras introduz alguma dispersão na localização do som.
Falando de valores concretos, acima das 10 amostras, para transições suaves de posição não se
ouvem artefactos. Um valor intermédio será entre as 80 e 100 amostras, continuando a exis-
tir contudo artefactos para movimentos bruscos. Acima das 120 amostras começa-se a notar
alguma confusão na localização do som. A gama intermédia garante um bom compromisso
entre acuidade na localização e inexistência de artefactos para o uso normal.
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Capítulo 4
Experiência de Interpolação de HRTF
O principal objectivo é avaliar o impacto do uso da interpolação de HRTF. Serão des-
critos todos os passos relevantes à sua execução e serão apresentados os resultados obtidos e
conclusões.
4.1 Introdução
O uso de HRTF para a espacialização sonora é um método que fornece, em condições con-
troladas e específicas, resultados bastante satisfatórios. No entanto, existem imensas variáveis
que condicionam o seu desempenho. Uma limitação importante é o facto de ser necessário
efectuar medidas para cada ponto no espaço que se queira simular. Sendo o espaço contínuo,
torna-se evidente que é impossível ter HRTF para qualquer ponto que se deseje (isso requeria
uma infinidade de medições!). É então necessário discretizar o espaço. A título de exemplo, as
base de dados públicas existentes ([Gardner & Martin 1994, Algazi 2001]) fornecem ângulos
cujo menor espaçamento é 5o, no entanto os humanos conseguem distinguir diferenças de 1o na
posição de um som [Carlsson 2004]. Posto isto, fica a questão de qual a forma mais adequada
de simular o posicionamento de um som cuja HRTF se desconhece.
O método mais evidente para resolver este problema é usar interpolação, por exemplo bi-linear.
Esta solução tem sido alvo de alguma discussão entre a comunidade cientifica, pois a interpo-
lação não modela de uma forma correcta a reflexão e a difracção do som no ouvido humano
para a posição interpolada. Alguns trabalhos [Zotkin, Duraiswami & Davis n.d.], também
referem a perda da informação de fase quando se efectua a interpolação. Estes factores podem
influenciar negativamente o realismo da auralização assim obtida.
Vários trabalhos foram efectuados para mitigar os problemas da interpolação [Carlile, Jin &
Van Raad 2000, Blommer, Wakefield & on 1997, Kulkarni & Colburn 1995], usando diferentes
métodos e abordagens, mas permanece a necessidade de resultados mais conclusivos.
Nesse sentido, este estudo pretende, através de uma abordagem prática, verificar se a inter-
polação é legítima para síntese de HRTF desconhecidas.
4.2 Descrição Geral
A experiência será feita recorrendo à aplicação desenvolvida (ver capítulo 3.5.4) e às fer-
ramentas apresentadas na secção 4.3, que será apresentada a seguir.
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No âmbito desta experiência apenas serão testados ângulos de azimute, pois o ser humano têm
uma maior precisão na sua localização. Para além disso, reduz-se a influência da utilização de
HRTF não individualizadas, já que, em azimute, a alteração que o formato da orelha provoca
no som, não é tão relevante como na elevação.
O som utilizado na experiência foi ruído branco, pois este contém a mesma energia em todas
as frequências, garantindo que nenhuma das diferenças relevantes para a localização sonora
(ILD e ITD) é favorecida.
A experiência realizada pode ser dividida em três fases distintas:
• demonstração
– São tocados vários azimutes de forma aleatória. O objectivo é permitir aos utiliza-
dores perceber como vai decorrer a experiência e familiarizar-se com sons auraliza-
dos.
• activa
– A fase activa consiste em tocar um som numa determinada posição (azimute) e
pedir que o utilizador direccione a cabeça na direcção do som.
• passiva
– A fase passiva é semelhante à anterior, mas neste caso o som irá tocar por um
determinado período de tempo (2s), e só depois de concluída a reprodução, é que
o participante deve mover a cabeça na sua direcção.
Para além do estudo da influência da interpolação, a fase activa permite validar o algoritmo
de auralização em tempo real desenvolvido. Por outro lado, a fase passiva garante a utilização
de um único som/estímulo, já que na fase activa, independentemente de ser testado um ângulo
interpolado ou não, a maior parte das posições intermédias pelas quais o participante terá de
passar serão interpoladas. Na fase passiva, tal não acontece, pois aquando o movimento da
cabeça, não estará a ser tocado nenhum som.
Esta divisão em duas fases, também permite estudar o impacto que o movimento da cabeça
tem na localização do som.
De forma a manter o ritmo da experiência, as pausas entre cada som foram impostas pelo
programa, com um tempo fixo de dois segundos.
Cada participante fez um audiograma (teste auditivo) de forma a traçar o seu perfil auditivo,
permitindo detectar problemas de audição.
Foram ainda recolhidos outros dados dos participantes:
• Idade, Género
– A idade, assim como o género têm influência na nossa capacidade de audição. É
natural que com o avanço da idade, a audição se vá deteriorando e esta depende
do género. Juntamente com o audiograma, esta informação permite identificar pa-
drões ou problemas de audição.
• Lateralidade
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– A lateralidade, destra ou esquerdina, pode ser usada (juntamente com o audio-
grama) para avaliar qual o ouvido dominante.
• Treino Musical
– O treino musical pode também ter influência na precisão da localização do som, uma
vez que existe uma maior pré-disposição cognitiva em relação aos estímulos sonoros.
• Experiência prévia com sons auralizados
– A experiência prévia com utilização de sons auralizados com HRTF é bastante im-
portante, pois existe um processo de aprendizagem e de adaptação a HRTF não
individuais [Catarina MendonÃ§a 2012].
4.3 Equipamento
Para a realização desta experiência foram usados os seguintes equipamentos (figura 4.1):
4.3.1 Sensor de Orientação
Recorreu-se ao auxílio de um sensor que fará o rastreio dos movimentos da cabeça do
indivíduo. O sensor usado foi o InertiaCube3 da InterSense [Intersense LLC 2007]. Este
sensor tem a capacidade de medir os movimentos nos três eixos, apresenta uma baixa latência
(4ms) e uma boa precisão (ver tabela 3.1 para mais informações) . Para além de ser pequeno,
o que facilita a sua inclusão nos headphones.
4.3.2 Auscultadores
Um aspecto importante, é a utilização de headphones ou earphones. Se for tido em conta a
definição de HRTF (que modelam a influência provocada pelo pavilhão auricular), faz sentido
usar earphones, uma vez que o som é injectado directamente no canal auditivo. No entanto,
uma vez que as HRTF usadas não irão ser individuais, está sempre implícita uma habituação
a estas, e portanto este factor torna-se menos relevante.
A escolha dos auscultadores é importante na medida em que influência o som que é repro-
duzido. Pretende-se que estes tenham uma resposta em frequência plana, isto é, que não
amplifiquem ou atenuem diferentes gamas de frequências. Se tal acontecesse, provocaria uma
distorção no som o que influenciaria a experiência. Os headphones utilizados foram os Sen-
nheiser HD 380 Pro [Sennheiser n.d.]. Para além de ter uma resposta plana em frequência1,
fornece um bom isolamento do ruído exterior.
1O fabricante não fornece nenhum gráfico com a resposta em frequência, mencionando apenas que esta vai
dos 8Hz aos 27KHz. No entanto o facto de serem monitoring headphones implica que esta seja aproximada-
mente plana.
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Figura 4.1: Imagem do equipamento
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4.4 Realização da experiência
A experiência contou com dezasseis participantes, oito mulheres e oito homens com idades
compreendidas entre os dezanove e os quarenta e seis anos.
Foi pedido ao participante para se sentar em frente ao computador e colocar os headphones
fornecidos. Após a inserção dos dados (ver secção 4.2) deu-se início à experiência, começando
Figura 4.2: Experiência
pela fase “demonstração”. Foi pedido ao participante para este virar a cabeça de forma a
colocar-se de frente para o som. Ao atingir aproximadamente a orientação correcta, foi al-
terada a orientação (azimute) de forma automática, havendo um aviso sonoro. As posições
tocadas nesta fase figuram na tabela 4.1. O intervalo para que o som fosse alterado foi de [-2o
,2o ] em azimute. Não foi considerada a elevação.
Após a fase de demonstração foi iniciada a fase activa. Foi pedido ao participante para olhar
de frente para o computador, apontando o nariz para o centro do écran e premir enter para dar
início. Esta fase consistiu em tocar vários azimutes frontais diferentes, pedindo a utilizador
para virar a cabeça em direcção à posição do som, premindo enter para validar a reposta. Ao
fim de cada resposta, o participante teve de voltar à posição inicial para ser tocado o próximo
som. Foram reproduzidos 20 azimutes: 10 para o lado direito e 10 para o esquerdo (os mesmos
ângulos do direito). Destes 10, 5 serão interpolados e os restante 5 serão não interpolados. Os
ângulos abrangidos foram: 7o, 15o, 23o, 30o, 37o, 45o, 53o, 60o, 65o e 80o. Todos os ângulos
múltiplos de 5 com excepção de 60o são os não interpolados. Estes foram tocados por ordem
aleatória, gerada na configuração da experiência e mantida para todos os indivíduos.
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Fase demo Fase activa Fase passiva
-23 -7 65
-45 -37 -30
30 23 15
50 -60 45
-30 53 -23
-33 -45 80
-50 65 23
23 -80 -15
55 37 -80
-10 -23 53
-33 60 -65
37 15 37
40 -30 -45
-40 -15 60
10 30 -7
-15 -53 30
15 45 -53
-37 -65 7
80 -37
7 -60
Tabela 4.1: Fases - Ângulos
Finda a fase activa, foi feita uma pausa até o utilizador premir enter para iniciar a próxima
fase (passiva). Esta consistiu em tocar um som durante dois segundos e após a paragem do
som pedir ao utilizador para virar a sua cabeça em direcção à posição (processo idêntico
ao anterior). Os azimutes abrangidos foram os mesmos que anteriormente, mas por ordem
diferente.
A tabela 4.1 mostra todos os ângulos tocados e a respectiva ordem. Com o objectivo de
minimizar o efeito da aprendizagem, após a oitava experiência a ordem das fases activa e
passiva foram trocadas. Isto é, a fase activa passou a ser a última fase avaliada.
A figura 4.2 mostra dois dos participantes a efectuarem o audiograma e a experiência.
4.5 Resultados
Os participantes eram maioritariamente destros, havendo apenas um esquerdino. Nenhum
apresentou problemas de audição significativos de acordo com o audiograma realizado. A
tabela 4.2 sumariza as informações gerais.
Verificou-se que o erro médio relativo de azimute para a fase activa é de 3.22o e absoluto
de 10.23o. Para a fase passiva o erro médio relativo calculado foi de 7.63o e absoluto de 19.15o
(vide tabela 4.3).
Separando os ângulos interpolados dos não interpolados, obteve-se uma média para o erro
absoluto de 10.67o e 20.20o (fase activa e passiva, respectivamente) para os não interpolados,
9.80o e 18.10o para os interpolados (vide tabela 4.4).
42
Feminino Masculino
Género: 8 8
Esquerda Direita
Lateralidade: 1 15
Sim Não
Treino Musical: 6 10
Experiência Prévia: 6 10
Tabela 4.2: Informações Participantes
Erro Médio Relativo Erro Médio Absoluto
Fase Activa: 3.22o 10.23o
Fase Passiva: 7.63o 19.15o
Tabela 4.3: Média dos erros relativos absolutos para as duas fases
Erro Ângulos Interpolados Erro Ângulos Não Interpolados
Fase Activa: 10.67o 9.80o
Fase Passiva: 20.20o 18.10o
Tabela 4.4: Média dos erros absolutos para ângulos interpolados e não interpolados
Figura 4.3: Média relativa dos erros - ângulos negativos
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Fase activa Fase passiva
Azimute Erro (o) Erro(o)
-80 12.75 23.73
-65 1.63 3.25
-60 0.94 -7.33
-53 -0.19 -6.67
-45 6.88 19.00
-37 11.07 28.69
-30 4.56 17.44
-23 8.56 3.25
-15 5.69 3.81
-7 -2.79 -0.33
7 -2.00 9.81
15 -3.31 -5.81
23 -6.63 -18.64
30 0.25 17.38
37 -3.06 23.47
45 1.50 0
53 0.38 25.25
60 6.75 6.19
65 8.31 -7.88
80 13.2 18.00
Tabela 4.5: Erros relativos para as duas fases
Figura 4.4: Média relativa dos erros - ângulos positivos
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Os gráficos2 4.3 e 4.4 mostram as médias dos erros relativos em função de cada azimute em
cada uma das fases de interesse. Os erros negativos significam quando o indivíduo ultrapassou
o ângulo. Isto é, para o azimute 60o um erro negativo representa que a resposta dada é superior
aos 60o, a positiva seria inferior. No caso de ângulos negativos acontece o oposto.
Figura 4.5: Média absoluta dos erros - ângulos negativos
Nas figuras 4.5 e 4.6 estão representadas as médias absolutas dos erros para cada azimute
testado para as duas fases de interesse.
Feita uma comparação entre pessoas com treino e sem treino musical, obteve-se os erros
de 8.38o e 13.99o para pessoas com treino (fase activa e passiva, respectivamente) e, os erros
de 11.38o e 22.27o para pessoas sem treino. A tabela 4.6 sumariza estes dados.
Com Treino Musical Sem Treino Musical
Fase Activa: 8.38o 11.38o
Fase Passiva: 13.99o 22.27o
Tabela 4.6: Média dos erros absolutos para as duas fases em função do treino musical
Em relação à comparação entre pessoas com experiência prévia com sons auralizados e
pessoa sem experiência, os erros obtidos para pessoas com experiência foram 8.03o e 13.12o
(fase activa e passiva, respectivamente). Para pessoas sem experiência os erros foram 11.52o
e 22.72o. Estes dados estão sumarizados na tabela 4.7.
É de notar que os resultados obtidos para estes dois casos de análise (treino musical e expe-
riência prévia) são semelhantes, pois os participantes com treino musical são os mesmos (à
excepção de um) que têm experiência prévia.
2Os gráficos foram separados por ângulos negativos e positivos somente para ser possível a sua inclusão no
seguimento do texto, de forma legível.
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Figura 4.6: Média absoluta dos erros - ângulos positivos
Com Experiência Sem Experiência
Fase Activa: 8.03o 11.52o
Fase Passiva: 13.12o 22.72o
Tabela 4.7: Média dos erros absolutos para as duas fases em função de experiência prévia
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4.6 Análise Crítica
Os resultados obtidos indicam que não existem diferenças significativas ao usar HRTF
interpoladas. Curiosamente, observou-se um erro inferior com as HRTF não interpoladas,
embora a diferença não seja significativa. O erro médio absoluto (10.23o na fase activa) foi um
pouco mais elevado do que o esperado, pois sendo a resolução do ser humano aproximadamente
de 1o, isto implica um erro médio de 10%, o que é significativo. A fase passiva apresentou
resultados consideravelmente piores, como esperado.
A terceira fase apresentou resultados consideravelmente piores, como esperado.
Verifica-se também que os erros para azimutes à direita (positivos) foram inferiores para azi-
mutes à esquerda (negativos). Seria interessante analisar se a causa deste resultado está
relacionado com a lateralidade ou o audiograma. Analisando as médias relativas 4.3 e 4.4 é
de notar que para os azimutes à direita, os participantes, em média, foram além do ângulo.
Em contra-partida, para os da esquerda, verificou-se o oposto.
Os ângulos limite 80o e −80o foram os que apresentaram maior erro. O facto destes ângulos
estarem mais espaçados do resto e estarem mais próximos dos 90o, era esperado que os partici-
pantes virassem a cabeça na sua totalidade. No entanto, as médias de erro relativo e absoluto
para estes ângulos, são semelhantes. Isto indica que quase nenhum indivíduo registou uma
resposta além dos 80o. Uma explicação para este resultado, pode estar no ângulo em que os
músculos do pescoço começam a ficar tensos e a oferecer alguma resistência, sendo esse o ponto
de paragem. Esta pode ser uma das razões para o mau resultado destes ângulos, contribuindo
também para um aumento da média total.
Comparando as diferenças entre indivíduos com treino musical e sem treino musical, verifica-se
que as que têm treino musical obtiveram melhores resultados. Embora na fase activa, a dife-
rença seja miníma, na fase passiva, esta diferença acentua-se ainda mais. O mesmo acontece
se avaliarmos a experiência prévia com HRTF. Infelizmente, como os seis participantes com
treino musical correspondem aos participantes com experiência prévia (excepto um partici-
pante), é impossível tirar conclusões sobre qual o factor que poderá influenciar a melhoria dos
resultados. No entanto, existe o indício de que estas duas características poderão ter alguma
influência.
4.7 Conclusões
Conclui-se que é viável usar a interpolação bilinear como método para a obtenção de HRTF
para pontos no espaço para os quais sejam desconhecidas.
Verificou-se também uma discrepância entre o lado esquerdo e o lado direito, que poderá estar
relacionada com a lateralidade ou ouvido dominante.
A diferença dos resultados entre a fase dois e a fase três indicam que a actualização da
posição do som consoante o movimento da cabeça é de extrema importância para a precisão
na localização dos sons.
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Capítulo 5
Ambisonics
Neste capítulo será apresentada a tecnologia Ambisonics. Será feita a contextualização
histórica e será apresentada a sua teoria base. Serão de seguida abordadas a respectiva co-
dificação/gravação, os formatos usados e a sua descodificação/reprodução. Por último será
explicado em detalhe a aplicação desenvolvida para a leitura de ficheiros ambisonic e sua
transcodificação e reprodução binaural.
Figura 5.1: Logotipo do Ambisonics
5.1 Introdução
Ambisonics é um conjunto de técnicas de gravação e reprodução de um determinado campo
sonoro. O principal objectivo do ambisonics é registar o máximo de informação possível
sobre o campo sonoro de um determinado ponto no espaço para que posteriormente seja
possível a sua reprodução através de um conjunto de altifalantes, dando ao ouvinte uma
réplica do original o mais fiel possível. Nesta réplica consta, obviamente, a informação de
localização e espaço dando a ilusão de uma imagem sonora verdadeiramente tri-dimensional
[Gerzon 1980, Fellgett 1975, Daubney 1982].
Os aspectos teóricos e práticos do ambisonics foram desenvolvidos por Michael Gerzon (Mathe-
matical Institute, Oxford) juntamente com Peter Fellgett (University of Reading) no início da
década de 70 [Elen 2001]. A par com este sistema de surround co-existia o quadraphonic
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(que consiste em quatro altifalantes colocados em cada vértice de um quadrado), que apesar
de ser mais antigo, só começou a ser reconhecido também nesta altura. Poucos anos mais
tarde a Dolby Labs introduziu o famoso sistema 5.1 que é hoje o sistema mais usado comer-
cialmente para som surround, sendo mesmo o standard pela International Telecommunications
Union(ITU).
Figura 5.2: Sistema quadraphonic
Existem, portanto, dois sistemas concorren-
tes no som surround. No entanto, são ambos
bastante distintos no seu modo de funciona-
mento. A maior diferença entre ambos está
no facto de o sistema quadraphonic necessitar
de gravar (ou produzir) os quatro canais dis-
cretos que serão reproduzidos por cada uma
das colunas.
No ambisonics, é gravado o campo sonoro
num determinado ponto o que permite uma separação entre a gravação e reprodução. Isto é,
ao contrário de existir uma pré-configuração para a localização dos altifalantes que limite o
método de gravação (como acontece no 5.1 ou quadraphonic), esta não depende de tal factor.
Comparando os dois sistemas em termos de performance, sendo performance, neste caso, a
capacidade de fornecer a localização de um determinado som o mais convincente possível, o
quadraphonic parte de dois pressupostos críticos e que limitam logo, à priori, o seu desempe-
nho e que serão explicados de seguida [Gerzon 2004].
Como mencionado anteriormente (capítulo 2.6), a capacidade de localização de um som de-
pende de vários factores [Gelfand 2010, Gerzon 1974], sendo os principais o ITD e IID, tendo
cada um especial influência consoante a gama de frequências do som. A técnica usada por
este sistema é somente a IID, usando portanto a diferença de amplitude de cada canal (técnica
chamada pair-wise mixing) para dar a noção de posição. O outro principal entrave, está no
posicionamento dos altifalantes. O facto das colunas serem colocadas em cada vértice de um
quadrado implica um ângulo entre elas de 90o. No entanto, trabalhos realizados anteriormente
[Gerzon 2004] demonstram que o ângulo máximo permitido entre colunas para uma boa lo-
calização é de 60o. O ângulo de 90o fornece por isso uma má localização entre as colunas,
sendo mesmo nula nas laterais. Na parte frontal, existe um efeito de vazio. Esta foi a prin-
cipal razão da Dolby ter adicionado um altifalante central e originando o sistema 5.1 (onde
o “.1” representa o subwoofer para as baixas frequências), que teve particular importância no
visionamento de filmes, onde o facto da ausência de som ao centro era mais crítico devido aos
diálogos das personagens.O ambisonics por sua vez não possui nenhuma das limitações atrás
referidas. Não existe nenhum esquema fixo para a posição dos altifalantes (embora exista uma
grande relação entre a performance e a posição adoptada, como será demonstrado no capítulo
5.4) nem utiliza apenas a diferença de amplitudes entre canais para transmitir a noção de
posição. Mas para além destas duas vantagens importantes, o ambisonics pode ter também
informação sobre a altura, e portanto reproduzir um campo sonoro tri-dimensional (chamado
periphonic ou full-sphere) ao contrário do 5.1 que é apenas bi-dimensional (ou planar).
Perante estas vantagens importantes do ambisonics face ao 5.1 torna-se intrigante porque é
que a tecnologia dominante hoje em dia é a menos versátil e a mais fraca. Esta questão tem
mais traços políticos do que propriamente tecnológicos. Os seus criadores não estavam em
posição de desenvolver o ambisonics em termos comerciais e por isso apresentaram a ideia a
uma organização cujo objectivo era viabilizar comercialmente invenções universitárias, a Nati-
onal Research Development Corporation (NRDC). Para uma tecnologia deste tipo ter sucesso,
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é necessário que se crie um ciclo entre os produtores de conteúdos e o consumidor final, e
portanto seria essencial divulgar e licenciar o produto ao máximo de empresas. No entanto a
NRDC nunca teve esta abordagem e o ambisonics nunca se espalhou. Das poucas empresas
licenciadas, destaca-se a Nimbus que ainda lançou alguns descodificadores no mercado (figura
5.3) e gravou algumas centenas de CDs [Elen 1991].
Actualmente o futuro do ambisonics permanece incerto. Apesar de vivermos na era da in-
formação, a verdade é que o ambisonics permanece ainda na sombra sendo objecto quase
exclusivo de uso académico e de audiófilos. A nível comercial existem algumas empresas
que têm desenvolvido alguns produtos para o mercado profissional, como a Harpex [Harpex
Ltd 2011] e a Blue Ripple Sound [Blue Ripple Sound Limited 2009]. Para o consumidor
comum, a Codemasters [Codemasters n.d.] (empresa de videojogos) começou a utilizar em
alguns dos seus títulos ambisonics, mas tal não foi publicitado. Mesmo a nível académico não
existem muitas ferramentas que facilitem o uso de gravações ambisonics e as que existem são
maioritariamente plugins que exigem o uso de software adicional.
Figura 5.3: Descodificador de Ambisonics (fonte http://en.wikipedia.org)
5.2 A Tecnologia
Com o objectivo de reproduzir e gravar o campo sonoro no seu todo, torna-se evidente que,
no ideal, tal poderia ser efectuado com altifalantes em cada ponto de uma esfera em volta do
ouvinte e com microfones direccionais (direccionalidade infinitesimal) apontando em todas as
direcções. Obviamente tal abordagem é fisicamente impossível. Mas parte-se da ideia que para
obter periphony é necessário obter a pressão sonora numa superfície esférica e que trate todas
as direcções de forma igual [Gerzon 1980]. Se considerarmos uma esfera unitária, é evidente
que qualquer direcção no espaço pode ser descrita em função das suas coordenadas. Assim
sendo, o ganho de um som vindo de uma qualquer direcção pode ser descrito por uma função
complexa dependente da mesma, isto é, uma função na esfera unitária. Para tal recorre-se à
teoria dos harmónicos esféricos.
Da mesma forma que existem harmónicos planos (que representam ondas com frequência que é
um múltiplo inteiro da frequência fundamental), o conceito é extensível para as ondas esféricas.
Um campo sonoro pode ser obtido por sobreposição de ondas planas que por sua vez pode ser
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obtido através dos harmónicos esféricos. Estes possuem várias ordens e consiste em termos
apenas com senos e cosenos. [Gerzon 2012, Daniel, Nicol & Moreau 2003]
5.3 Codificação/Gravação
5.3.1 Ambisonics de 1a ordem
Na sua forma mais simples para a codificação de um determinado campo sonoro tri-
dimensional, temos as seguintes fórmulas [Malham 1998]:
W =
1√
2
(5.1)
X = cosφ cos θ (5.2)
Y = sinφ cos θ (5.3)
Z = sin θ (5.4)
onde 5.1 corresponde à componente omnidireccional e 5.2, 5.3 e 5.4 correspondem às com-
ponentes em X, Y e Z, respectivamente. Por sua vez, φ corresponde ao azimute (ângulo
horizontal) e θ a elevação (ângulo vertical). Estas fórmulas correspondem aos harmónicos
esféricos de 0a e 1a ordem e têm a representação da figura 5.4.
Figura 5.4: Harmónicos esféricos de 0a e 1a ordem (fonte: http://zoi.utia.cas.cz)
Esta codificação corresponde ao ambisonics de 1a ordem na forma de B-Format (formato base
de codificação de ambisonics) [Fellgett 1975]
Na prática, existem microfones que possuem o mesmo padrão polar acima demonstrado. O
canal W corresponde a um microfone omnidireccional e X, Y e Z correspondem a um micro-
fone figura-de-oito. Assim sendo, esta codificação traduz-se num arranjo de quatro microfones:
um omnidireccional, para captar o sinal W e três microfones figura-de-oito para os restantes
sinais. Mas este não é o único arranjo possível, desde que se proceda às devidas transcodifi-
cações necessárias de forma a respeitar estas especificações. Na realidade, este arranjo é feito
em forma de tetraedro (em vez do que seria de esperar, um cubo) 5.5, e os sinais recolhidos
directamente das cápsulas do microfone correspondem a quatro sinais mono [Carlsson 2004]:
• left-front (LF)
• right-front (RF)
• left-back (LB)
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• right-back (RB)
Este conjunto de sinais é chamado de A-Format. A obtenção do B-Format através do A-
Format é obtida através das seguintes fórmulas:
X = 0.5((LF − LB) + (RF −RB)) (5.5)
Y = 0.5((LF −RB)− (RF − LB)) (5.6)
Z = 0.5((LF − LB) + (RF −RB)) (5.7)
W = 0.5((LF + LB) + (RF +RB)) (5.8)
Também são usados arrays de microfones, sendo mais comum para ambisonics de ordem
superior.
Figura 5.5: Microfone de campo sonoro (fonte: http://stereophile.com)
5.3.2 Ambisonics de ordem superior
Relembrando, novamente, a teoria dos harmónicos esféricos, é possível obtermos mais
padrões polares que contribuem para um aumento da resolução do som obtido. Para isso
é necessário recorrer a ordens superiores da sua expansão. O aumento da ordem contribui
para um aumento do sweet spot e para uma reprodução mais precisa, melhorando também a
qualidade da localização.
Por cada aumento de ordem, são introduzidas mais duas novas funções, isto é, o número de
funções de determinada ordem é dado por:
N = (M + 1)2 (5.9)
A título de exemplo, as funções de ambisonics de 2a ordem são as seguintes:
R =
1
2
(3 sin2 θ − 1) (5.10)
S = cosφ sin 2θ (5.11)
T = sinφ sin 2θ (5.12)
U = cos 2φ cos2 θ (5.13)
V = sin 2φ cos2 θ (5.14)
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mais as de ordem inferior [Hollerweger 2005].
Em teoria, pode-se aumentar a ordem até ao infinito. Obviamente, isto não é realizável na
prática. A razão deste limite está na estabilidade da reprodução. Para que o sistema seja
estável é necessário que os coeficientes dos harmónicos esféricos não ultrapasse a unidade. Os
coeficientes Furse-Malham (tabela 5.1) servem tal propósito e estendem-se até à 3a ordem,
não tendo sido ainda obtidos coeficientes para as ordens seguintes [Malham 2003].
Canal: Coeficientes:
W 1√
2
X 1
Y 1
Z 1
R 1
S 2√
3
T 2√
3
U 2√
3
V 2√
3
K 1
L
√
45
32
M
√
45
32
N 3√
5
O 3√
5
P
√
8
5
Q
√
8
5
Tabela 5.1: Coeficientes Furse-Malham
A tabela 5.2 apresenta as combinações possíveis para os canais até à 3a ordem. Estas
combinações tornam possível a diferenciação entre som planar ou tri-dimensional, assim como
garante também retrocompatibilidade entre ordens. Isto é, um descodificador apenas de 1a
ordem pode reproduzir ambisonics de ordem superior bastando ignorar os canais extra.
5.3.3 Outros formatos
Como referido anteriormente, o formato base do ambisonics é o B-Format. Na tentativa
de tornar o ambisonics mais versátil e, por sua vez, mais competitivo, foram criados outros
formatos complementares com o objectivo torná-lo compatível com outros sistemas de repro-
dução.
Para tornar possível a inclusão de gravações ambisonics nos meios mono e stereo da altura,
foi criado o formato UHJ [Elen 2001, Malham 1998].
Left = (0.0928 + 0.255j)X + (0.4699− 0.171j)W + (0.3277)Y (5.15)
Right = (0.0928 + 0.255j)X + (0.4699− 0.171j)W − (0.3277)Y (5.16)
Através das formulas 5.15 e 5.16 pode-se converter um sinal ambisonics B-Format, sendo X,
Y e W os sinais apresentados no capitulo 5.3.1. Este formato apresenta algumas diferenças
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No de Notação Ordem Ordem
Canais Malham Campo Sonoro Horizontal Vertical Canais
3 h horizontal 1 0 WXY
4 f esfera 1 1 WXYZ
5 hh horizontal 2 0 WXYRS
6 fh várias ordens 2 1 WXYZRS
9 ff esfera 2 2 WXYZRSTUV
7 hhh horizontal 3 0 WXYRSPQ
8 fhh várias ordens 3 1 WXYZRSPQ
11 ffh várias ordens 3 2 WXYZRSTUVPQ
16 fff esfera 3 3 WXYZRSTUVKLMNOPQ
Tabela 5.2: Combinações dos canais ambisonics
em relação a gravações stereo. Devido ao facto do ambisonics ser gravado com microfones
figura-de-oito, aquando a transcodificação para o UHJ, os lobos traseiros irão também estar
presentes nos canais stereo, criando um som diferente da tipica gravação stereo feita com mi-
crofones cardióides (que captam apenas a zona frontal). Por esta razão o UHJ puro é também
conhecido como super-stereo devido ao seu som ser mais rico e reverberante.
Pelas mesmas razões que foi criado o formato UHJ, fora também criado um formato compa-
tível com o 5.1. Este formato é denominado de G-Format e o principal objectivo é passar a
descodificação do ambisonics para o estúdio e fornecer ao consumidor final o formato 5.1 nor-
mal. Assim colmatava-se o problema da falta de implantação de descodificadores no mercado,
uma vez que qualquer leitor 5.1 podia ler agora ambisonics através do G-Format. Obviamente
que se perde toda a versatilidade que o ambisonics fornece, e por isso está a ser estudada a
hipótese de recuperar o B-Format do G-Format, que embora seja teoricamente possível, na
prática existem alguns problemas a serem ultrapassados [Elen 2001].
5.4 Descodificação/Reprodução
O principal desafio na reprodução de um sistema surround está em dar ao ouvinte o melhor
desempenho possível em termos de qualidade de som, mas também em termos de precisão na
localização do som. Devido à complexidade do sistema auditivo humano e à forma como
a localização de um determinado som é feita, este desafio torna-se extremamente complexo.
Existem, por isso, diferentes abordagens à descodificação e reprodução do ambisonics, cada
uma com as suas vantagens e desvantagens. No entanto, as premissas iniciais são as mesmas
para todas:
• Qual o número de altifalantes a ser usado;
• Qual o seu arranjo;
• Onde é que o sistema irá ser montado;
• Quantos ouvintes irá ter em simultâneo;
• entre outros...
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Depois de identificados o propósito e as condições é necessário arranjar uma mistura correcta
para cada um dos altifalantes de forma a produzir a melhor experiência possível. No ideal,
quanto maior o número de altifalantes, melhor a qualidade da experiência. Mas como se
torna óbvio, qualquer sistema tem as suas limitações e por isso é sempre necessário ter um
compromisso custo/benefício.
Gerzon [1991] lançou um conjunto de teoremas [Gerzon 1992, Gerzon 1991] onde propõe alguns
descodificadores e métricas de qualidade do sistema, que têm em conta a psico-acústica. A
maior parte dos descodificadores existentes, têm por base esta meta-teoria. Em suma, um
descodificador diz-se ambisonic se, para um ouvinte sentado numa posição central, tem as
seguintes características [Wiggins 2008]:
• Os ângulos dos vectores velocidade e energia são coincidentes e independentes da fre-
quência.
• Para frequências abaixo dos 400Hz o a magnitude do vector velocidade mantêm-se igual
à unidade para todos os azimutes.
• Para frequências entre 700Hz e 4kHz a magnitude do vector energia tem de ser maxi-
mizado ocupando a maior parte dos 360o quanto possível.
Estas características são facilmente atingíveis utilizando Regular Polygon Decoders. Este tipo
de descodificação é a abordagem mais simples e consiste num arranjo de altifalantes colocados
numa circunferência espaçados de igual forma (para o caso planar). Para o caso de existir
altura, são usados polígonos regulares (de onde resulta o nome). O sinal que deve alimentar
cada um dos altifalantes é dado por [Farina & Ugolotti 1998]:
Fi =
1
2
[G1 ·W +G2 · (X cos(φi) + Y sin(φi) + Z cos(θi))] (5.17)
Onde Fi corresponde ao altifalante i na posição (φi, θi). X, Y, Z e W correspondem aos sinais
do B-Format apresentados no capítulo 3.5.1. Os ganhos G1 e G2 poderão ter diferentes valores
consoante o método de descodificação. Para este caso tomam o valor unitário. Outro tipo de
descodificadores são obtidos alterando estes ganhos, por exemplo, para o caso de termos um
arranjo de altifalantes que seja irregular. É também tipo que estes ganhos sejam dados por
Shelf-Filters1 de forma a entrar em linha de conta com a psico-acústica.
Existem ainda outros esquemas de descodificação mais complexos que fazem uma análise
na frequência, conseguindo assim uma melhor resolução angular. Estes são os chamados
Parametric Decoders [Berge & Barrett 2010].
5.4.1 Sistema de Coordenadas
No ambisonics o sistema de coordenadas usado é ligeiramente diferente do tradicional
sistema vertical-polar coordinates, apresentado na secção 3.3.2 (algo que seria de esperar duma
tecnologia britânica) [Malham 1998]. A diferença está no azimute: os ângulos positivos são
considerados no sentido anti-horário, ao contrário do outro sistema. A figura 5.6 representa
o sistema de coordenadas. É preciso ter especial atenção e cuidado para esta diferença, pois
posteriormente na aplicação os azimutes para as colunas virtuais vão estar invertidos, isto é,
1Shelf-filters são filtros que atenuam ou amplificam o sinal a partir de uma determinada frequência acabando
por estabilizar num determinado valor pré-definido para o resto do espectro.
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Figura 5.6: Sistema de coordenadas ambisonics
o azimute dado à função de descodificação terá de ser o simétrico do fornecido à auralização
binaural.
Não só o sistema de coordenadas é diferente como também as definições e os nomes para as
rotações do mesmo:
• Tilt (Roll) - Rotação no eixo xx.
• Tumble (Pitch) - Rotação no eixo yy.
• Rotate (Yaw) - Rotação no eixo zz.
Todas as rotações são consideradas também no sentido anti-horário. A figura 5.7 mostra estas
novas definições.
Rotate
Tilt
Tumble
x
y
z
Figura 5.7: Rotações no sistema ambisonics
5.4.2 Manipulações no campo sonoro
Outra das grandes vantagens do ambisonics é que permite efectuar diversas manipulações
ao campo sonoro [Malham 1990, Malham 1998]. Dentro destas manipulações destacam-se as
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rotações ao campo sonoro e a capacidade de fazer zoom a uma determinada zona, ou simular
vários tipos de microfones.
Sejam w′, x′, y′ e w′ os sinais obtidos após ser feita uma manipulação do campo sonoro aos
sinais iniciais x, y, z e w.
A rotação do eixo xx (tilt ou roll) pode ser feita utilizando as seguintes fórmulas:
w′ = w (5.18)
x′ = x (5.19)
y′ = y cosϕ− z sinϕ (5.20)
z′ = y sinϕ+ z cosϕ (5.21)
Para a rotação do eixo yy (tumble ou Pitch) as fórmulas que o permitem são:
w′ = w (5.22)
x′ = x cosϕ− z sinϕ (5.23)
y′ = y (5.24)
z′ = x sinϕ+ z cosϕ (5.25)
Combinando as duas formulas anteriores pode-se então rodar o campo sonoro em qualquer
direcção (rotate-tilt) que se queira. As fórmulas que o permitem fazer são:
w′ = w (5.26)
x′ = x cos θ − y sin θ (5.27)
y′ = x sin θ cosϕ+ y cos θ cosϕ− z sinϕ (5.28)
z′ = x sin θ cosϕ+ y cos θ sinϕ+ z cosϕ (5.29)
Um efeito bastante útil e, de certa forma, impressionante é a capacidade de focar uma zona
do campo sonoro. Este efeito de zoom é chamado de dominance e é descrito pelas seguintes
fórmulas:
w′ = w +
1
2
· d · x (5.30)
x′ = x+
√
2 · d · w (5.31)
y′ =
√
1− d2 · y (5.32)
z′ =
√
1− d2 · z (5.33)
onde d é um valor entre 1 e −1. Estas fórmulas permitem apenas focar o som frontal (d = 1)
ou traseiro (d = 1), mas é possível focar qualquer zona do campo sonoro através de outras
manipulações.
Todas as transformações feitas ao campo sonoro podem ser descritas de uma forma genérica
usando uma matriz de coeficientes. Assim pode-se definir qualquer transformação como:
w′
x′
y′
z′
 =

k1 k2 k3 k4
k5 k6 k7 k8
k9 k10 k11 k12
k13 k14 k15 k16


w
x
y
z
 (5.34)
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5.5 Aplicação
A aplicação desenvolvida tem como objectivo a transcodificação do formato ambisonics
para o formato binaural aplicando técnicas de auralização com HRTF. Para isso irá ser apro-
veitado o código realizado no capítulo 3.5, acrescentado os blocos adicionais de forma a poder
abrir e processar os ficheiros ambisonics. O seguinte diagrama de blocos representa a estrutura
da aplicação:
Figura 5.8: Diagrama de blocos
O primeiro passo será então abrir e interpretar ficheiros de ambisonics em B-Format.
5.5.1 Ficheiros Ambisonics
Não existe um standard para um tipo de ficheiro ambisonics B-Format. No entanto, existe
algumas especificações para um formato com a extensão .amb que reúne algum consenso e que
é o formato usado pela maior parte dos académicos que trabalha na área [Chapman n.d.].
Este formato é na verdade um ficheiro WAVE-EX [Microsoft n.d.b], formato criado pela Mi-
crosoft que tinha como objectivo extender as capacidades do formato tradicional WAVE
[Wilson n.d.] para poder albergar mais canais. De uma forma simplista, WAVE-EX é um
ficheiro WAVE que foi extendido de forma a acomodar um sinal multi-canal. Assim sendo,
este formato é semelhante ao WAVE, acrescentado apenas um novo cabeçalho de forma a
poder guardar os meta-dados necessários ao novo sinal. A figura 5.9 representa a organização
dos bytes num ficheiro WAVE convencional [Wilson n.d.]. O bloco a azul representa o cabeça-
lho da especificação RIFF . O bloco seguinte fornece os meta-dados necessário sobre o ficheiro
descritos no diagrama. Por último tem-se o bloco de dados. No caso do ficheiro ser WAVE-EX
[Microsoft n.d.b] existe o bloco adicional do diagrama 5.10, que tem início no byte 36 (depois
do bloco cor azul) Caso o ficheiro seja WAVE-EX, os bytes 21 e 22 terão de conter o valor
0xfe e 0xff respectivamente. No novo bloco adicional, para além das informações descritas no
diagrama, destacam-se os seguintes bytes: 41 a 44 fornecem informação sobre a posição dos
altifalantes. Para o caso do ambisonics este campo é irrelevante. Os bytes 45 a 60 são um ID
(GUID) que identifica o tipo de ficheiro. No ambisonics pode tomar os valores apresentados
na tabela 5.3.
byte: 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
valor: 03 00 00 00 21 07 d3 11 86 44 c8 c1 ca 00 00 00
valor: 01 00 00 00 21 07 d3 11 86 44 c8 c1 ca 00 00 00
Tabela 5.3: Valor dos bytes para a GUID
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Figura 5.9: Diagrama dos bytes WAVE
Figura 5.10: Diagrama dos bytes WAVE-EX
60
O primeiro significa SUBTYPE_AMBISONIC_B_FORMAT_IEEE_FLOAT e o segundo
significa SUBTYPE_AMBISONIC_B_FORMAT_PCM. Como os nomes indicam, dá-nos a
informação se os níveis do sinal estão em float ou PCM (Pulse Code Modulation). Os canais
são organizados no bloco de dados segundo a tabela 5.2. É importante ainda salientar que
poderão existir blocos de meta-dados adicionais e que estarão após o cabeçalho do WAVE-EX.
5.5.2 Transcodificação
A descodificação implementada foi a Regular Polygon Decoder para o caso planar. Uma
vez que esta descodificação gera o sinal a alimentar um determinado altifalante posicionado
numa circunferência é imediato concluir que a transcodificação para binaural usando HRTF
obtém-se convolucionando esse sinal com as respectivas HRTF.
Seja Fi o sinal após a descodificação pelo método mencionado, φi e θi o respectivo azimute
e elevação da posição do altifalante e hri e hli as HRTF para o canal direito e esquerdo,
respectivamente. Os sinais Sri e Sli são obtidos da seguinte forma:
Fi =
1
2
[G1 ·W +G2 · (X cos(φi) + Y sin(φi))], G1 = G2 = 1 (5.35)
Sri = Fi ∗ hri e Sli = Fi ∗ hli (5.36)
Para um arranjo de N altifalantes, os sinais finais Yri e Yli a alimentar o auscultador direito
e esquerdo é dado por:
Yri =
N∑
i=1
Sri e Yli =
N∑
i=1
Sli (5.37)
Através deste método, obtém-se altifalantes virtuais que com a ajuda das HRTF são posicio-
nados de acordo com o esquema pretendido para a sua reprodução em auscultadores.
Os exemplos mais simples são o quadrado e o hexágono representados nas figuras 5.11 e 5.12.
45º
Figura 5.11: Configuração para altifalan-
tes - Quadrado
60º
Figura 5.12: Configuração para altifalan-
tes - Hexagono
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5.5.3 Implementação
Após identificados os pormenores necessários para a implementação dos blocos adicionais
necessários, procedeu-se ao desenvolvimento dos mesmos. O ambiente usado foi novamente o
Qt, pelas razões referidas no capítulo 3.5 e porque se irá reutilizar o algoritmo desenvolvido
nesse mesmo capítulo.
Para a leitura do ficheiro .amb, usou-se uma classe fornecida, QFile, que permite a abertura e
leitura de qualquer tipo de ficheiros.
Foi então criada uma nova classe, ambifileopen, que herda as características de QFile. Nesta
classe foram definidas estruturas de dados de forma a corresponderem a cada bloco do cabe-
çalho do ficheiro WAVE-EX (capítulo 5.5.1). A leitura é feita de forma progressiva verificando
que o ficheiro aberto corresponde ao esperado. Uma vez que podem existir blocos adicionais
antes do bloco de dados, o programa irá procurar pelo bloco correcto, ignorando os blocos
extra e efectuando por fim, a leitura dos dados para memória. Consoante o número de canais
existentes, é de seguida feita a separação de cada canal para um array específico reservado a
esse canal. Só são permitidos ficheiros cuja codificação seja feita em 16bits (inteiro).
Após a abertura correcta do ficheiro, será dado um relatório com todas as informações rele-
vantes e os dados do ficheiros serão dados em arrays de inteiros de X a Q, correspondente a
cada canal individual.
Foi criado uma classe extra, ambiplay, que permite a reprodução de cada canal individual. O
objectivo é verificar a integridade dos dados lidos.
Para descodificar, foi criada outra classe, decoders, onde estarão todas as funções de descodi-
ficação que se queira implementar. Uma vez que para este trabalho a descodificação a usar
é a Regular Polygon Decoder, foi implementada uma função para tal. Esta função tem como
parâmetros de entrada o azimute, a classe ambifileopen, um ponteiro para o array de saída e o
tamanho. A passagem da classe para esta função serve para que esta tenha acesso aos canais
lidos. Antes de aplicar a fórmula 5.35, os dados são passados para float de forma a garantir
maior resolução nos cálculos intermédios.
No centro desta aplicação está a classe engine, que é a mesma da aplicação do capítulo 3.5,
sem o código referente ao sensor e à experiência. O modo de funcionamento é igual, sendo
que a única diferença é que a classe encarregue de processar as HRTF não irá abrir um fi-
cheiro wav, mas sim irá usar o array calculado pela função de descodificação anterior. Assim, a
classe engine irá chamar a função de descodificação as vezes necessárias para calcular os dados
para cada azimute, abrindo de seguida tantos objectos da classe sound (classe que processa
as HRTF) quantos azimutes diferentes, com os respectivos dados e azimutes. É preciso ter
especial atenção que a notação usada para o ambisonics é anti-relógio, e por isso, os ângu-
los negativos na função de descodificação correspondem aos positivos na classe das HRTF e
vice-versa.
5.5.4 Funcionamento
A figura 5.13 representa a janela da aplicação. Na parte esquerda figura o botão browse
para a selecção do ficheiro e a janela em baixo fornece todas as informações sobre o cabeçalho
do ficheiro lido, dando por último um sumário.
Após a abertura será aberta a janela da figura 5.14 que possibilita a reprodução de cada um
dos canais independentes, tendo como objectivo a validação dos dados lidos. Para efectuar a
descodificação, basta carregar no botão decode. Após o processamento da descodificação ser
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Figura 5.13: Janela principal da aplicação
Figura 5.14: Janela de reprodução de canais independentes
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efectuado, serão abertos os controlos individuais para cada altifalante virtual (figura 5.15). A
descodificação efectuada está hard-coded2. A reprodução geral é controlada pelos botões da
Figura 5.15: Janela de controlo dos altifalantes virtuais
janela principal. Foram mantidos os controlos de cada altifalante virtual de forma a poderem
ser feitas análises posteriores, como por exemplo, perceber a contribuição de cada altifalante,
baixando o volume dos restantes. No caso da figura 5.15 pode-se verificar que o polígono
usado para a configuração foi um quadrado.
5.5.5 Resultados
As configurações analisadas foram o quadrado e o hexágono. Foram também analisados
vários tipos de som, desde gravações de peças musicais em salas de concertos, a ambientes sin-
tetizados, a sons de teste de localização. Em todos os resultados foram bastante satisfatórios,
fornecendo um som cheio e com percepção de localização.
2hard-coded significa que está intrínseca no código, ou seja, não é possível alterar enquanto o programa
corre. Para alterar a descodificação é preciso alterar o código e recompilar.
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O autor não identificou grandes diferenças na localização mediante a configuração usada, tendo
por base o som de teste que forneceu oito posições planares diferentes: frente, trás, esquerda
e direita frente e esquerda e direita trás. Em ambos os casos o resultado foi satisfatório.
Salvaguarda-se que o autor nunca teve a oportunidade de ouvir um sistema ambisonics.
5.5.6 Trabalho Futuro
Como trabalho futuro, seria importante acrescentar ao programa a capacidade de leitura
de ficheiros de 24 e 32 bits. Isto garantia que todos os ficheiros ambisonics poderiam ser
auralizados e reproduzidos pelo programa.
Seria desejável uma GUI mais consistente, fornecendo melhor controlo sobre a reprodução,
assim como mais informação sobre os canais reproduzidos (por exemplo, amplitude).
Poderiam ser criados presets com configurações usuais de forma a poderem ser seleccionados
directamente na GUI, em vez de serem hard-coded.
O processamento relacionado com as HRTF é todo feito em tempo-real o que torna impossível
a sua realização para uma descodificação que tenha mais de 11 altifalantes virtuais (capítulo
3.5.5). Uma vez que o tempo real para esta aplicação não é importante, seria adequado
efectuá-lo offline, reproduzindo apenas no final. Desta forma torna-se possível a realização de
qualquer configuração que se queira.
Por último, podia-se implementar a função de escrita em B-Format, assim como o ficheiro
final descodificado noutro tipo de ficheiro como wav ou mp3 para tornar possível a sua leitura
em qualquer leitor comum.
Para poder avaliar a eficácia deste tipo de transcodificação de uma forma qualitativa, poderia
ser realizada uma experiência semelhante à do capítulo 4, recorrendo também ao uso de
um sensor para medir as respostas dos participantes. A experiência podia também abordar
diferentes configurações de descodificação de forma a se poder fazer uma comparação da
influência em ter mais altifalantes virtuais neste tipo de reprodução de ambisonics. Seria
extremamente interessante comparar os resultados obtidos usando apenas a auralização via
HRTF com a auralização usando ambisonics.
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Capítulo 6
Conclusões e Trabalho Futuro
No decorrer deste projecto foram criadas duas aplicações com a capacidade de auralização
binaural em tempo real
A primeira aplicação permite auralizar vários ficheiros de somWAV em simultâneo e em tempo
real, fornecendo ao utilizador uma GUI atractiva e de fácil utilização. Foi integrado também
um sensor de captação de movimentos da cabeça do ouvinte, que permitiu actualizar a posição
das fontes sonoras em função dos movimentos captados pelo sensor. Esta inclusão do sensor
suscitou o interesse em avaliar o desempenho deste tipo de auralização, uma vez que era agora
possível recolher dados do movimento da cabeça o ouvinte. Para tal, foi desenvolvido sobre a
aplicação, um modo que permite efectuar experiências práticas e altamente configurável.
Foi, então, conduzida uma experiência cujo objectivo foi avaliar o impacto do uso de HRTF
interpoladas possa ter na localização de fontes sonoras. A experiência contou com dezasseis
participantes e permitiu avaliar de forma quantitativa e qualitativa o desempenho do sistema
desenvolvido. Os erros obtidos para HRTF interpoladas e não interpoladas foram semelhantes
o que indica que a interpolação não degrada a localização das fontes sonoras. Outras análises
dos dados recolhidos indicam que poderá haver uma melhor localização para indivíduos com
treino musical ou que já tenham tido experiência prévia com sons auralizados. Para além
disso, verificou-se ainda que existe um lado onde os erros são predominantemente inferiores,
neste caso o direito. A eventual razão pode prender-se com o ouvido dominante ou com a
lateralidade dos participantes, maioritariamente destros, que coincide com o lado de menor
erro.
De uma perspectiva mais geral, os erros foram em média elevados, aproximadamente 10o, o
que implica um erro de 10% face à capacidade de resolução de ser humano que é sensivelmente
de 1o, no entanto admite-se que é um desempenho satisfatório.
Foi também feita uma análise à performance da aplicação e foram identificadas as suas limi-
tações, que se torna importante perceber devido à sua natureza de tempo-real. Para além
disso, a identificação dessas limitações permite em trabalho futuro, optimizar o código de
forma a tornar possível aplicações mais exigentes ou em ambientes mais modestos em termos
de recursos.
Os testes efectuados avaliaram o uso do processador e de memória, o número máximo de
sons possíveis em simultâneo, questões de latência e outros parâmetros internos passíveis de
configuração, como a relação entre o número de amostras usado para o cross-fade e a sua
implicação no som produzido.
Estes testes mostraram que a aplicação faz um uso moderado do processador e que é directa-
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mente proporcional ao número de sons a tocar em simultâneo. Consoante o tamanho do bloco
de processamento, é permitido mais ou menos sons, sem que haja artefactos audíveis no som
final. Concluiu-se que o tamanho de bloco que oferece uma melhor relação entre número de
sons e performance é 512. Verificou-se também que o principal factor limitativo da quantidade
de sons que é possível tocar, é a gestão do processador que não garante à aplicação tempo
suficiente para ir além dos onze sons em simultâneo.
Esta aplicação está a ser utilizada noutro projecto, Acoustic-Ave, projecto de realidade vir-
tual da Universidade de Aveiro em parceria com a Universidade do Minho. Será futuramente,
utilizada noutro projecto de um programa Doutoral desta academia.
Após feita toda a análise à auralização binaural, que se foi prolongando de forma natural,
permitindo alguns contributos que não estavam inicialmente previstos, passou-se ao estudo de
ambisonics de forma a poder interligar as duas tecnologias.
Foi criada uma nova aplicação para ler e reproduzir ficheiros ambisonics. Este tipo de ficheiros,
de extensão “.amb”, são na realidade ficheiros em formato WAVE-EX (Wave extensible) e que
são semelhantes ao típico formato WAVE com excepção de um header extra e a capacidade
de acomodar vários canais.
A descodificação do ambisonics foi feita com o método regular polygon decoder em que os
polígonos abrangidos foram o quadrado e o hexágono. Os sinais descodificados foram depois
convertidos para binaural usado o algoritmo da aplicação anterior.
A audição de ficheiros ambisonics de teste permitiu validar o algoritmo implementado onde
foi claramente perceptível a posição dos sons.
Assim, este trabalho construiu uma base para futuros desenvolvimentos na tecnologia ambi-
sonics.
Para trabalho futuro, seria importante que ambas as aplicações fossem optimizadas em
termos da gestão de memória. A principal limitação destas reside no facto de os ficheiros de
áudio abertos serem carregados na totalidade para a memória. No caso do ambisonics isto é
particularmente problemático, pois os ficheiros são tipicamente grandes devido à quantidade
de canais que poderão ter (quatro no mínimo, o dobro que um ficheiro stereo).
Em relação ao algoritmo de auralização binaural, seria interessante implementar reflexões e
reverberação. No entanto, torna-se novamente importante referir que seria necessário optimi-
zar o código de forma a permitir um maior número de fontes a tocar em simultâneo.
No caso da experiência, seria importante melhorar as condições em que a experiência foi feita.
Nomeadamente, ser realizada numa sala insonorizada e onde só estivesse o participante da
experiência. A sala poderia, também, ser escura para minimizar pistas visuais.
Deveria ser usado um mecanismo melhor para a inclusão do sensor de forma a garantir a
melhor posição possível durante a experiência e sem riscos de se mover ligeiramente durante
a experiência. O uso de auscultadores e sensor sem fios podia revelar-se uma mais-valia, prin-
cipalmente para permitir testes abrangendo os 360o em azimute.
Poderiam ser efectuados outras experiências com o objectivo de analisar o impacto da apren-
dizagem da audição por HRTF.
Era também interessante efectuar a experiência com mais utilizadores para se obter resultados
mais fidedignos e para tornar possível outro tipo de comparações, nomeadamente relacionar
diferenças entre a lateralidade, género, experiência musical e idade.
Uma vez que para a auralização binaural do ambisonics foi aproveitado o algoritmo da pri-
meira aplicação, este foi implementado de forma a trabalhar em tempo-real. No entanto, para
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o caso da transcodificação, em que não se pressupõe uma interacção com o utilizador, esta ca-
racterística já não é necessária, até porque limita a quantidade de sons que podem ser tocados
em simultâneo e por consequência o número de altifalantes virtuais. Seria por isso importante
efectuar uma adaptação para que seja feita toda a transcodificação à cabeça. Isto permitiria
analisar mais disposições para os altifalantes virtuais, assim como abranger descodificações de
ordem superior.
Adicionalmente poderiam ser adicionados novos métodos de descodificação, com interesse em
particular para parametric decoders.
Para avaliar a performance entre uma solução apenas binaural e binaural através de ambiso-
nics, poderia-se adaptar a aplicação de forma a introduzir o sensor para movimentar o campo
sonoro ambisonics. Isto permitiria realizar uma nova experiência com o objectivo de analisar
a acuidade obtida na localização com este método de transcodificação e comparar com os
resultados obtidos na experiência já realizada neste trabalho.
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Apêndice A
Software
A.1 Matlab
O Matlab [MathWorks 1994] é uma aplicação direccionada para a computação numérica.
É uma ferramenta que permite de forma eficiente analisar dados, desenvolver algoritmos,
desenvolver e analisar modelos e criar aplicações. Devido à sua extensa biblioteca de funções
matemáticas, assim como diversas toolboxes mais específicas, o Matlab permite resolver os
problemas de forma mais rápida. A sua aplicabilidade vai desde a pura análise numérica ao
processamento de sinal, sistemas de controlo, telecomunicações, processamento de imagem,
entre outros.
No âmbito deste trabalho o Matlab foi usado para analisar os dados estatísticos da experiência,
assim como para manipular a base de dados do CIPIC. Também foi utilizado para analisar os
sinais criados pelo algoritmo de auralização.
A.2 Microsoft Visual Studio
OVisual Studio [Microsoft n.d.a] é um ambiente de desenvolvimento de software (Integrated
Development Environment, IDE ). Com o Visual Studio é possível desenvolver aplicações em
várias línguas de programação, nomeadamente C/C++, Java, C#, entre outras...
Fornece também a capacidade de desenvolver facilmente GUI assim como diversas ferramentas
que facilitam o desenvolvimento do código.
Embora não tenha sido o IDE usado para a criação das aplicações deste trabalho, foi usado
o seu compilador para facilitar a inclusão das bibliotecas externas, como o portaudio e o
libsndfile.
A.3 Qt
O Qt é também um IDE, como o Microsoft Visual Studio, desenvolvido pela trolltech e que
foi posteriormente comprado pela Nokia, sendo agora a Digia,Qt a detentora da sua licença. O
Qt permite desenvolver aplicações em C++, sendo possível construir facilmente GUI, e conta
também com uma vasta biblioteca de funções que possibilita um rápido desenvolvimento da
aplicação.
A grande vantagem do Qt é que é cross-plataform e por isso possibilita a criação de aplicações
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que são facilmente transpostas entre diferentes sistemas operativos.
O Qt foi o ambiente de programação escolhido para este projecto.
A.4 Audacity
O Audacity é um programa gratuito e open-source de gravação, reprodução e edição de
sons. É um programa modesto em termos de recursos usados e extremamente simples de usar,
dando as principais funções desejáveis num software deste tipo, destacando-se a transcodifica-
ção entre formatos, suporte de plug-ins LADSPA e VST, análise na frequência, vários efeitos
(reverberação, eco, etc...) e gerador de sons (ruídos, sinusóides, entre outros...).
Neste trabalho o Audacity foi usado para conversão de ficheiros de áudio e para gerar o ruído
branco usado na experiência.
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Apêndice B
Bibliotecas
B.1 Libsndfile
O Libsndfile [de Casto Lopo 1999] é uma biblioteca escrita em C que permite ler e escre-
ver diversos ficheiros de áudio. É compatível com diferentes sistemas operativos e autor da
biblioteca fornece já os ficheiros compilados para Windows (32 bits e 64 bits). O seu uso é
simples e fácil e esta descrito em detalhe na documentação.
O Libsndfile permite também ler os ficheiros em diversos tipo de dados (inteiro, double, float,
etc...) independentemente da codificação do ficheiro de entrada.
B.2 ASIO SDK
Audio Stream Input/Output (ASIO) é uma biblioteca que serve de interface de baixa
latência entre aplicações e a placa de som. O uso do ASIO SDK permite o acesso directo ao
hardware sem ter de passar pelas camadas intermédias do sistema operativo. Esta biblioteca
irá ser necessária para o uso do PortAudio.
B.3 PortAudio
O PortAudio [PortAudio n.d.] é uma biblioteca escrita em C que serve para manipular o
input/output de áudio do computador. A sua API é extremamente simples e fácil de usar,
é open-source e cross-platform. O seu modo de funcionamento usa uma função interrupção
sempre que é necessário fornecer novos dados de saída para serem reproduzidos. Essa função
de callback é encarregue de preencher o respectivo buffer.
Para se poder usar o PortAudio é necessário compilá-lo. Este procedimento está descrito
em detalhe no website, na secção documentation . V19 Tutorial . Building Portaudio for
Windows using Microsoft Visual Studio.
B.4 FFTW
A FFTW (Fastest Fourier Transform in the West) é uma biblioteca em C para o cálculo
da transformada discretada de Fourier (DFT) em uma, ou mais, dimensões, de dados reais ou
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complexos. Foi desenvolvida pelo MIT e está disponível gratuitamente.
É fornecida já uma versão pré-compilada.
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Apêndice C
Configuração do Qt
Este anexo explicará como configurar o Qt de forma a ser possível abrir e compilar as apli-
cações realizadas no decorrer deste projecto, assim como adaptar o código caso seja necessário.
C.1 Instalação
O Qt Software Development Kit (SDK) pode ser descarregado da página oficial [Digia,Qt
2008]. Existem duas versões, uma offline e outra online. A única diferença entre elas é que
a offline contém já todos os dados que precisa para a instalação, ao contrário da online que
precisa uma ligação à internet para poder descarregar os dados necessários.
Em alternativa a descarregar o SDK, pode-se descarregar o Qt Creator a par com uma das
bibliotecas (Qt Libraries), também disponíveis no website. A versão da biblioteca usada neste
projecto foi a 4.8.0 e a versão do Qt Creator foi a 2.4.1.
O Qt trás incluído o compilador MinGW. No entanto neste projecto foi utilizado o compilador
do Visual Studio. Para ser possível compilar os projectos usado o compilador do Visual Studio
no Qt, basta apenas instalá-lo. O Qt consegue detectar automaticamente a presença desse
compilador. Os projectos já estão definidos para usá-lo. Para o caso de ser criado um novo
projecto, aquando a criação é possível definir que compilar usar.
A versão usada foi a 10.0.
Para abrir qualquer um dos projectos criados, basta abrir o ficheiro “.pro”. Isto pode ser feito
recorrendo a file . Open File or Project (na barra de menu) apontando de seguida para um
dos seguintes ficheiros:
• ambi.pro
• binaural2.pro
O ficheiro ambi.pro corresponde à aplicação de ambisonics descrita na secção 5.5.
O ficheiro binaural2.pro corresponde à aplicação de auralização binaural descrita na secção
3.5.
Após a abertura do projecto, é necessário colocar os ficheiros das bibliotecas nos sítios cor-
rectos. Para tal, é necessário que o Qt crie a respectiva pasta onde irão estar os ficheiros do
programa, nomeadamente o ficheiro executável. A forma mais simples de o fazer, é compilar
o projecto.
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Para compilar, basta carregar na seta verde no canto inferior esquerdo, ou premir ctrl+r.
Esta compilação dará erro, mas criará as respectivas pastas. De seguida, com o explorador do
Windows, copia-se os seguintes ficheiros das bibliotecas para a pasta do executável:
• Libsndfile
– sndfile-about.exe
– sndfile-cmp.exe
– sndfile-convert.exe
– sndfile-info.exe
– sndfile-metadata-set.exe
– sndfile-metadata-get.exe
– sndfile-play.exe
– libsndfile-1.dll
– sndfile-about.exe
• Portaudio
– portaudio_x86.dll
• FFTW
– libfftw3-3.dll
– fftw-wisdom.exe
A pasta do executável pode ser identificada carregando em Projects na barra de menu
lateral esquerda. A pasta configurada no campo build directory será a pasta principal para
onde é compilado o programa. Dentro desta pasta constarão duas novas pastas: debug e
release. O projecto está configurado para compilar a versão de debug e por isso o executável
estará dentro da pasta de debug e será para aqui que os ficheiros mencionados acima devem
ser copiados.
Para além destes ficheiros das bibliotecas, é também necessário fornecer as HRIR. Para isso
tem de ser criada a pasta files na raíz da pasta debug. Dentro dessa pasta, deverá ser criada
a pasta hrtf. Para aqui devem ser copiadas as pastas criadas pelo script Matlab fornecido,
para converter os dados do CIPIC para ficheiros .wav.
Após a inclusão destes ficheiros os projectos deverão compilar sem erros.
C.2 Paramêtros Configuráveis
Os principais paramêtros que poderão ser de interesse alterar encontram-se definidos no
ficheiro engine.h como constantes. Estes são:
• SAMPLE_SIZE
• SAMPLE_RATE
• NSOUNDS
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Como o nome indica, o SAMPLE_SIZE altera o tamanho de bloco de processamento. Os valor
mínimo aconselhável é 256 e o máximo 1024 (ver secção 3.5.5).
A constante SAMPLE_RATE indica a frequência de amostragem. Esta é a frequência de amostra-
gem que será usada na configuração do portaudio. É por isso necessária alguma precaução ao
alterar este valor. É também preciso ter em conta que as HRIR fornecidas pelo CIPIC estão
com esta frequência de amostragem, por isso a alteração deste valor, fará com que a aplicação
deixe de funcionar, sendo por isso necessário adaptar algum do código para a nova frequência
da amostragem pretendida assim como converter as HRIR do CIPIC.
NSOUNDS impõe um máximo para o número de sons permitidos a tocar em simultâneo.
Para além destes paramêtros é possível também configurar o número de amostras que são
usadas para interpolação/cross-fade. Este número é dado pela variável cross_points e pode
ser alterada na função init do ficheiro sound.cpp. Na secção 3.5.5 são dados alguns valores
de referência.
C.3 Alteração da descodificação Ambisonics
Na aplicação de ambisonics a configuração para o descodificador está no código, mas é
facilmente alterável. Isto pode ser feito na função decode_stuff do ficheiro engine.cpp.
Nessa função já estão duas configurações possíveis: quadrado e hexágono. Para usar uma
ou outra, basta comentar/“descomentar” a respectiva porção do código (devidamente identifi-
cado).
Caso se queria adicionar novas configurações, pode ser feito da seguinte forma:
decode->polygon_decode_hor(ang,channels,ch,channels->last_position);\\
add_sound(ch);
snd[n]->change_az(-ang);
snd[n]->set_play();
Inicialmente chama-se a função polygon_decode_hor do objecto decode. Esta função leva
como paramêtros principais o ângulo do altifalante virtual, ang, e o espaço em memória para
onde o sinal descodificado vai ser colocado, ch. A aplicação já reserva a priori oito canais (de
a a h). Caso sejam necessários mais canais, tal pode ser feito com o seguinte código:
ch = (float*) malloc(sizeof(float)*channels->last_position);
Após ser descodificado o canal, é necessário criar um objecto sound, que é feito por
add_sound(ch). O restante código altera o azimute da auralização binaural desse som para
o ângulo, ang, pretendido. Este tem de ser o simétrico usado na função de descodificação
devido às diferenças de coordenadas entre o sistema binaural e o sistema ambisonics (ver sec-
ção 5.4.1). A última linha coloca esse som pré-definido para começar a tocar assim que for
pressionado play na janela principal de controlo. O paramêtro n é o número de som que foi
adicionado começando em 0. Isto é, para o primeiro som a ser adicionado, n tomará o valor
0, para o som seguinte será 1, e por aí em diante.
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Apêndice D
Scripts Matlab
D.1 Conversão de dados do CIPIC para wav
Foi criado um script Matlab para converter os dados das HRIR fornecidos pelo CIPIC para
ficheiros wav.
Para usar este script, é necessário colocá-lo na pasta CIPIC_hrtf_database e correr o script.
Será criada uma pasta nova CIPIC_hrtf_database_wav, onde estarão os respectivos ficheiros
dividos por pastas consoante o respectivo subject.
O script converterá todos os subjects da base de dados. Caso se queiram apenas alguns, isto
pode ser feito alterando a linha 41:
for k=1:45 %length(N_subject)
Alterando o intervalo de k pode-se escolher os subjects pretendidos para a conversão.
D.2 Análise dos dados da Experiência
Para facilitar a análise dos dados obtidos da experiência foi criado um script Matlab para
leitura dos ficheiros recolhidos e estruturá-los num ficheiro .mat que pode ser depois processado
por outro script Matlab.
Este script deve ser colocado na pasta raíz da experiência. Após correr o script, será criado o
ficheiro data.mat que irá conter uma estrutura denominada subject com a seguinte informação:
• info
– id (int)
– idade (int)
– sexo (string)
– lat (string)
– train (bool)
– exp (bool)
• trocado (bool)
• good (bool)
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• data1 (array)
• data2 (array)
• bad1 (array)
• bad2 (array)
A estrutura info contém a informação recolhida no início da experiência: id, idade, género,
lateralidade, treino musical e experiência prévia, respectivamente.
A variável trocado pretende indicar se houve troca nas fases da experiência.
A variável good indica se os dados daquele sujeito são válidos.
Os arrays data1 e data2 contém os erros de azimute, elevação e o tempo em milissegundos.
Os arrays bad1 e bad2 indicam se aquele ensaio foi válido ou não.
Para o uso destes dados, basta apenas carregar o ficheiro data.m para o Matlab. Tal pode ser
feito da seguinte forma:
load(’data.mat’)
Após o uso do comando anterior os dados serão carregados para o workspace do Matlab para
a variável subject.
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