A third-order multireference perturbation theory based on the driven similarity renormalization group approach (DSRG-MRPT3) is presented. The DSRG-MRPT3 method has several appealing features: a) it is intruder free, b) it is size consistent, 
I. INTRODUCTION
Multireference perturbation theory (MRPT) based on a complete active space (CAS) [1] [2] [3] wave function is one of the simplest and most popular quantum chemistry approaches for studying near-degenerate electronic states. A number of MRPTs have been proposed, among which the second-order complete active space perturbation theory (CASPT2) by Roos and co-workers is perhaps the most successful one. 4, 5 The partially-and strongly-contracted variants of second-order n-electron perturbation theory (pc-and sc-NEVPT2), introduced more recently, are also growing in popularity. [6] [7] [8] [9] One of the advantages of CASPT2, pcand sc-NEVPT2 is that they employ an internally contracted formalism, whereby the firstorder correction to the wave function is generated by excitation operators acting on the entire reference wave function. Therefore, the computational cost of these methods scales only polynomially with the number of active space orbitals-a tremendous reduction in cost compared to exponentially-scaling uncontracted multireference formalisms.
Despite their success, CASPT2 and NEVPT2 have some crucial limitations. Perhaps the most unsettling feature of CASPT2-and most other MRPT methods-is the intruder-state problem. [10] [11] [12] [13] Intruder states are encountered when the zeroth-order energy of the reference and excited configurations are near degenerate. Intruder states introduce singularities in the energy denominators and yield excitation amplitudes with unphysically large values.
Several approaches have been proposed to address intruders, 6, [14] [15] [16] [17] [18] yet the most straightforward is level (denominator) shifting. 13, 19 When intruder states are weakly coupled to the reference, level shifting works well for both ground and excited states. However, in computations on multiple excited states, finding a ubiquitous level shift that removes intruders for all states may be challenging. 20 In addition, level shifting introduces some arbitrariness in CASPT2 results. 18, 21 Another less severe problem is the small size-consistency error carried by CASPT2 due to the use of projectors in the zeroth-order Hamiltonian [Ĥ (0) ]. 22, 23 These projectors are introduced because the reference is not an eigenfunction of the average Fock operator.
In NEVPT2 the above two issues are neatly solved by employing Dyall's zeroth-order
Hamiltonian that includes two-electron interactions within the active orbitals. 6 However, both CASPT2 and NEVPT2 have computational bottlenecks that prevent computations with large active spaces. For a complete active space, the energy expressions of CASPT2
and NEVPT2 demand the four-particle reduced density matrix (4RDM) of the reference.
The memory cost of storing this quantity grows as the eighth power of the number of active orbitals (N A ) and quickly becomes the Achilles' heel of these methods when N A > 16. The computational cost of CASTP2 and NEVPT2 is then dominated by tensor contractions that scale as O(N 8 A ) and O(N 9 A ), respectively. Several attempts have been made to avoid the 4RDM via cumulant decompositions, [24] [25] [26] and encouraging results have been obtained for CASPT2. 27 Further approximations to the three-particle density matrix are less promising as "false intruders" appear on the potential energy curves. 27, 28 Unfortunately, even when the 4RDM is neglected, CASPT2 and pc-NEVPT2 still require removing linear dependencies in the excitation manifold by diagonalizing the overlap metric. 5, 7 This step also has a computational costs proportional to O(N 9 A ) and restricts state-of-the-art CASPT2 computations to N A ≈ 30.
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Multireference perturbation theories based on the driven similarity renormalization group 29 (DSRG) provide a solution to both the intruder-state problem and the computational scaling limitations of CASPT2 and NEVPT2. The DSRG is a many-body approach closely related to the in-medium similarity renormalization group (IM-SRG), [30] [31] [32] [33] [34] coupled cluster, [35] [36] [37] [38] and canonical transformation theories. 26, 39, 40 Like in the IM-SRG, the DSRG separates excitation energy scales via a continuous unitary transformation of the Hamiltonian controlled by a flow parameter s. A perturbative analysis of the DSRG shows that this transformation folds in correlation effects from excited configurations that correspond to energy denominators larger than a cutoff Λ = s −1/2 , while it leaves untouched those excitations for which the denominators are smaller than Λ. 41, 42 As such, the DSRG avoids intruders for finite values of s and yields a transformed (renormalized) Hamiltonian with modified many-body interactions. Nonetheless, the DSRG is distinct from the IM-SRG.
While the IM-SRG directly determines the renormalized Hamiltonian by solving a collection of ordinary differential equations, the DSRG obtains it from a set of coupled nonlinear equations. Another critical ingredient of the DSRG is the use of Fock-space many-body conditions, [43] [44] [45] [46] which lead to equations in terms of normal-ordered second-quantized operators. For multireference theories, the many-body approach effectively avoids the need to orthogonalize the excitation manifold.
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In our previous work, we have explored the multireference DSRG 49,50 (MR-DSRG) and its second-order perturbation theory (DSRG-MRPT2). 49, 51 The MR-DSRG formalism is built upon the algebra of Mukherjee and Kutzelnigg's generalized normal ordering and Wick's theorem, 24, [52] [53] [54] [55] [56] [57] where operator contractions lead to density cumulants. 24, 56, 58 The advantage of this scheme is that the DSRG-MRPT2 energy requires at most the three-particle density cumulant. Consequently, the DSRG-MRPT2 approach has a scaling that is proportional to
A ), and could potentially be applied to systems with large active spaces. Our previous work has shown that the accuracy of the DSRG-MRPT2 is similar to that of other second-order MRPTs. 49 Furthermore, the linearized MR-DSRG with one-and twobody operators [MR-LDSRG(2)] greatly improves upon the accuracy of DSRG-MRPT2, but requires a recursive evaluation of the Hamiltonian and an iterative update of the cluster amplitudes. 50 The cost of MR-LDSRG(2) computations currently limits applications of this method to systems with 200-300 orbitals. In this work we propose to overcome this limitation by developing a third-order multireference perturbation theory (MRPT3) based on the DSRG. A noniterative DSRG-MRPT3 would be less expensive than the MR-LDSRG (2) scheme and likely to be more accurate than second-order perturbation theory. Indeed, several third-order MRPTs have been formulated and they were found to be superior with respect to the corresponding second-order MRPTs. [59] [60] [61] [62] [63] [64] For example, the CASPT3 implementation of Werner provides geometries and harmonic frequencies of small molecules that are as accurate as those of multireference configuration interaction with singles and doubles (MRCISD), but only costs as one iteration of MRCISD.
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In this work, we derive and implement a third-order DSRG-MRPT (DSRG-MRPT3). The zeroth-order Hamiltonian is chosen to contain only the diagonal blocks of the Fock operator, an identical choice made in the CASPT2D approach. 4 When applied to the DSRG-MRPT3, this choice ofĤ (0) leads to an efficient non-iterative formalism that is free from the intruderstate problem, 49 is rigorously size extensive, 36 and may be interfaced with any reference wave function for which the one-, two-, and three-body density cumulants are computed. In this study we also develop relaxed DSRG-MRPT2 and MRPT3 approaches in which the reference wave function is optimized under the effects of dynamic electron correlation. Most statespecific MRPT2 approaches, including CASPT2 and NEVPT2, do not account for reference relaxation effects, with the notable exception of Mukherjee's state-specific MRPT2, [65] [66] [67] [68] [69] generalized Van Vleck PT2, [70] [71] [72] [73] and multiconfigurational PT2.
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We begin our discussion of DSRG-MRPT3 by providing a brief overview of the general 
where each determinant Φ µ is weighted by the coefficient c µ . In this work we further assume that the set of determinants {Φ µ , µ = 1, 2, . . . , d} forms a complete active space (CAS), although this is not generally required by the MR-DSRG formalism. The coefficients c µ and the molecular orbitals are determined by the CAS self-consistent field (CASSCF) procedure.
1,2
The set of spin orbitals {φ p , p = 1, 2, . . . , N } then falls into three subsets: core (C, with indices m, n), active (A, with indices u, v, w, x, y, z), and virtual (V, with indices e, f, g, h)
of dimension N C , N A , and N V , respectively. Two composite orbital sets are introduced: 
The source operatorR(s) renormalizes the Hamiltonian in such a way that excited configurations that are energetically separated from the reference by at least s −1/2 are decoupled to each other. 29, 41 Note, the parametrization ofR(s) that can achieve this renormalization transformation is not unique. In this work we use a source operator (see Ref. 29 ) that reproduces the transformation of second-order perturbation theory based on the single-reference similarity renormalization group.
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OnceR(s) is defined, the unitary operatorÛ (s) can be determined via Eqs. 
Note that internal amplitudes t xy··· uv··· (s) with u, v, . . . , x, y, · · · ∈ A are redundant and hence set to zero. Using the Baker-Campbell-Hausdorff (BCH) expansion, we write the renormalized HamiltonianH(s) as a series of commutators ofĤ andÂ(s),
The many-body expression ofH(s) is obtained by evaluating the commutators using the We shall use the subscript "1,2" whenever the operator is truncated to contain at most twobody terms.
The MR-DSRG energy can be computed in three ways. The first approach simply computes the expectation value ofH(s) using the reference wave function Ψ 0 ,
The energy obtained via Eq. (6) is unrelaxed because the weight of each reference determinant (c µ ) is fixed and equal to the reference CASCI/CASSCF wave function. Alternatively, the coefficient c µ may be optimized by diagonalizingH(s) within the set of reference deter-
We consider two approaches to treat reference relaxation effects. The first one consists in the iterative solutions of Eqs. (7) and (3) until self consistency is reached. Achieving self consistency of the amplitude and eigenvalue equations is a necessary condition to guarantee that whenÂ(s) is not truncated, the BCH expansion ofH(s) is not approximated, and s → ∞, then the full MR-DSRG is equivalent to full configuration interaction. In the second approach, we approximate the relaxed energy with a single-step correction which consist in solving Eq. (7) only once and take the eigenvalue of the matrix Φ ν |H(s)|Φ µ as the relaxed energy. This single-step relaxation scheme is economical since it requires only one N 6 step. Both relaxation schemes are compared and benchmarked in Sec. V.
B. The DSRG-MRPT3 method
We first partition the normal-ordered bare Hamiltonian into a zeroth-order termĤ
and a first-order fluctuation potentialĤ (1) . The DSRG perturbation theory is derived from an order-by-order expansion of the source operatorR(s), the anti-Hermitian operator Â (s), and the unrelaxed energy E u (s), while the coefficients c µ in Eq. (7) are not treated perturbatively. 49 The zeroth-till third-order DSRG transformed Hamiltonian are given bȳ
where we have introduced the combined first-order HamiltonianH
and the second-order counterpartH
The firstand second-order cluster amplitudes are determined by:
To simplify the structure of Eqs. (8)- (11), the zeroth-order HamiltonianĤ (0) is chosen to include the reference energy and the diagonal blocks of the Fock operator
Here the string of normal-ordered creation (â † ) and annihilation (â) operators are compactly written as {â 
where the prefactors that enter in Eqs. (10) and (11) 
u (s) reported in Eq. (20) contains contractions that involve the four-body cumulant of the reference. To avoid the cost of computing and storing the four-body cumulant we approximate the third-order transformed Hamiltonian with:H
1,2 (s) includes only the one-and two-body components of the operatorH (2) (s) and neglects the remaining three-body components. This approximation is consistent with the linear MR-DSRG truncated to two-body operators [MR-LDSRG (2)]. 50 By this we mean that if the perturbative series forH (n) were to be resummed to infinite order, consistently truncating all commutators to one-and two-body operators, it would yield (if convergent) the unrelaxed MR-LDSRG(2) transformed Hamiltonian.
From Eq. (12), we can derive the explicit expressions of the first-order amplitudes,
where ∆ ij...
. is a general Møller-Plesset denominator. Analogous expressions for the second-order amplitudes can be derived from Eq. (13),
Here f i,(2) a (s) and v ij,(2) ab (s) are one-and two-body non-diagonal elements of
respectively.
Once the first-and second-order amplitudes are known, the unrelaxed DSRG-MRPT3 energy is obtained by summing the zeroth-to third-order scalar terms of Eqs. (17)- (20),
The relaxed energy is obtained by a one-step diagonalization [Eq. (7)] using the summed third-order DSRG transformed Hamiltonian:
where we have applied the operator truncationH
1,2 (s). As such, both relaxed and unrelaxed DSRG-MRPT3 energies are computed in a non-iterative fashion.
In Appendix A, we show that solving Eq. (26) only requires minuscule amount of work comparing to computing Eq. (25) . For brevity, we shall take the energy of Eq. (26) as our DSRG-MRPT3 energy, otherwise as uDSRG-MRPT3 for the unrelaxed energy.
We note that other more sophisticated zeroth-order Hamiltonian such as the one proposed by Dyall 6 or the retaining-excitation Hamiltonian 87,88 can also be straightforwardly applied to the DSRG perturbation theory. However as discussed in Appendix B, using these
Hamiltonians mostly lead to unnecessary complications and bring only small advantages.
III. IMPLEMENTATION
To obtain the DSRG-MRPT3 working equations, the core task is to evaluate the commutators in Eqs. (9)- (11). Essentially the k-th nested commutator [Ĉ k (s)] is computed from the following recursive relation: ab ij for n = 1, 2 to compute the second-and third-order energies. For n = 1 we are able to write out explicit expressions due to the simple structure ofĤ (0) :
[
When n = 2 we call for the non-diagonal elements of 
where Q is the auxiliary index. The quantity M is maximum value of Q and it is roughly three times as large as the regular basis set (M ≈ 3N ).
For small active spaces (N A N C ) the asymptotic scaling of the DSRG-MRPT3 method
, resulting from the contraction:
gh (s).
This tensor contraction is also contained in the coupled cluster equations and it is a scourge because its computational cost cannot be reduced by factorizing the two-electron inte- 
where λ xyz uvw is the three-particle density cumulant of the reference. Although the term given in Eq. (32) 
IV. COMPUTATIONAL DETAILS
We tested the DSRG-MRPT3 method on the ground-state potential energy curves (PECs) To measure the quality of the potential energy curves we use the nonparallelism error (NPE) computed with respect to a reference method [FCI or CCSDT(2) Q ] over a range of bond lengths R, defined as:
where ∆E(r) is the error with respect to the reference energy at bond length r. As an application to medium-sized molecules, we studied the singlet-triplet splitting (∆ ST = E T −E S ) of 9,10-anthracyne (9,10-didehydroanthracene, see Fig. 1 ), which is recently found capable of retro-Bergman cyclization on a NaCl/Cu(111) surface when manipulated with the CO tip of an atomic force microscope. 108 We first optimized the geometries of singlet and triplet 9,10-anthracyne at the CASSCF(2,2)-DSRG-MRPT3/cc-pVDZ level of theory using gradients from 3-point finite-difference computations. These geometries were characterized as minima by finite-difference harmonic vibrational analyses. Then we computed the ∆ ST of 9,10-anthracyne using various multireference methods including DSRG-MRPT2/3, NEVPT2, the partially contracted version of CASPT2 77 
V. RESULTS

A. Potential energy curves
In this section we assess the accuracy of DSRG-MRPT3 by investigating four bond breaking processes. We use a recent benchmark set by Yang, Jalan, Green, and Truhlar (YJGT) that was used to compare the performance of numerous single-reference coupled cluster and multireference methods. 104 The YJGT set contains F 2 , H 2 O 2 and C 2 H 6 scanned along the F−F, O−O, and C−C bonds, respectively. To test a multiple-bond breaking process, we consider the dissociation curve of N 2 , a routine benchmark for multireference methods.
26,113-115
The errors in the computed ground-state potential energy curves of F 2 , H 2 O 2 , C 2 H 6 and N 2 are shown in Fig. 2 and Table I . Fig. 2 shows that third-order MRPTs recover a larger fraction of electron correlation than the corresponding second-order methods. and methods the one-step RR curves are more accurate than the corresponding unrelaxed curves. For example, the average NPE of the unrelaxed DSRG-MRPT3 is 1.09 mE h higher than the one-step RR approach. For the MR-LDSRG(2) series, the one-step RR results (labeled with the subscript "r1") show energy errors that are halfway between those from unrelaxed and fully relaxed computations. These findings suggest that at the perturbative level it is generally advantageous to introduce reference relaxation effects and that a one-step approach is a good compromise between accuracy and cost. Beyond perturbation theory we observe that full relaxation of the reference does in certain cases give results inferior to the one-step correction (see the F 2 and H 2 O 2 curves). However, in our opinion the fully relaxed 
MR-LDSRG(2) is the most rigorous formulation of the nonpertubative MR-DSRG approach
and should be the default choice in applications to chemical problems.
B. Singlet-triplet splittings of 9,10-anthracyne
The simplest active space for 9,10-anthracyne is a CAS(2,2) that consists of two electrons in two σ orbitals that belong to the dehydrogenated carbon atoms. From our previous experience with p-benzyne, 49, 50 adding six π-type orbitals to the active space increases the singlet-triplet splitting (∆ ST = E T − E S ) by up to 2 kcal mol In Table II, therefore, in the absence of an experimental value for 9,10-anthracyne, we take the ∆ ST from Mk-MRCCSD(T) as our reference.
In contrast to the DFT prediction of a triplet ground state, 108 all methods reported in Table II 
As the active-space size increases, better agreements to the Mk-MRCCSD(T) value are observed for all methods. For example, when using a CASSCF (16, 16) We note that results for the CAS (8, 8) reference are somewhat erratic and they deviate significantly from those obtained with CAS(4,4), CAS (12, 12) , and CAS (16, 16) references.
A plausible reason for this inconsistency is that some of the singlet and triplet semicanonical orbitals of CASSCF (8, 8) 
VI. CONCLUSIONS
We have introduced the DSRG-MRPT3 scheme, a renormalized third-order multireference perturbation theory derived from the MR-DSRG approach. 26,39 As a result, the DSRG-MRPT3 energy and amplitude equations require up to three-body density cumulants. Furthermore, we show that the third-order effective Hamiltonian may be easily formed from the first-and second-order amplitudes, and that it may be diagonalized to obtain a relaxed model space.
We have benchmarked the DSRG-MRPT3 method on the ground-state potential energy curves of F 2 , H 2 O 2 , C 2 H 6 and N 2 and found that, on average, the DSRG-MRPT3 nonparallelism error (3.9 mE h ) is comparable to that of CASPT3 (5.0 mE h ) and MRCISD (4.2 mE h ).
We have also shown that accounting for reference relaxation effects with a one step diagonalization of the effective Hamiltonian does generally improve the quality of DSRG-MRPT2
and -MRPT3 results. For example, in the case of DSRG-MRPT3, the one-step relaxation approach reduces the average NPE by 1.1 mE h . Since the cost of evaluating the one-step relaxed energy is a small fraction of the cost of an unrelaxed DSRG-MRPT3 computation,
we recommend the former approach as the default method.
In our opinion, the DSRG-MRPT3 is best viewed as an economical multireference method that offers a good compromise between accuracy and computational cost. 
Appendix A: Reference relaxation
In this section we provide details of the reference relaxation procedure used in the DSRG-MRPT2/3 and MR-LDSRG(2) methods. We first introduce the many-body expression of the DSRG transformed Hamiltonian
whereH 0 (s) is the scalar term obtained by summing the reference energy (E 0 ) and all the fully contracted contributions fromH(s). The quantityH k (s) contains the k-body
The approximated HamiltonianH 1,2 (s) is thus obtained when setting n = 2 in Eq. (A1).
In order to solve the eigenvalue problem of Eq. (26), we express the transformed Hamiltonian using operators normal ordered with respect to the true vacuum. Defining the twoparticle density matrix γ 
Appendix B: Other choices of zeroth-order Hamiltonian
The DSRG-MRPT3 approach proposed in this work uses a diagonal one-body zerothorder Hamiltonian. However, partitioning schemes that include two-body operators may also be used with the DSRG-MRPT3, including the Dyall Hamiltonian 6 and the retainingexcitation (RE) Hamiltonian. 87, 88 In this section we analyze the implications of including two-body operators in the zeroth-order Hamiltonian, focusing on the computational efficiency and the avoidance of intruders in the DSRG-MRPT3. If these partitionings led to an intruder-free DSRG-MRPT approach, then one could avoid the s-dependence of the energy by taking the limit s → ∞. Unfortunately, our analysis shows that even when two-body interactions are included in the zeroth-order Hamiltonian, some form of renormalization is necessary to avoid intruders.
When written in normal-ordered form with respect to the reference wave function, the zeroth-order Hamiltonian of Dyall may be written as:
whereF (0) is defined as in Eq. (15) . A first important consequence of the presence of the two-body term is the fact that already at first-order the commutator [Ĥ (0) ,Â (1) (s)] produces three-body terms. Consequently, evaluating the second-order energy requires computing of a subset of the three-body operators. This problem may be avoided by invoking the "1,2"
operator approximation, which introduces truncation errors already in the second-order energy.
Another complication resulting from the two-body terms inĤ (0) is the need for an iterative solution of the amplitudes. Again, we take the zeroth-order Hamiltonian to beĤ 
where for clarity we dropped the symbol "(s)" from the amplitudes. In Eq. (B2) the ampli- 
The term u + v − e − f is the standard Møller-Plesset denominator, and in general it is negative since virtual orbitals are assumed to lie higher in energy than active orbitals. The (1 − n u − n v ) arises from the two-body active part of the Hamiltonian and may be positive (when n u + n v < 1), negative (when n u + n v > 1), or zero. Consequently, the additional terms that arise from the active part of the two-body operator cannot guarantee that D uv ef = 0. Excitations most prone to small denominators are singles coupled with a spectator excitation (from active to active orbitals), for example, t uv,(1) ex (s). In this case we also find that the shifted denominators may accidentally be zero since the contribution of the two-body Hamiltonian does not have a well defined sign.
Next, we consider single excitations. Interestingly, in this case we find that the Dyall Hamiltonian does not lead to modified energy denominators. Hence, intruder states may still arise when singles denominators that involve one active orbital approach zero. This is in contrast with NEVPT2, where single denominators are shifted by two-body integrals.
This difference arises from the use of many-body conditions in DSRG-MRPT and projective conditions in the case of NEVPT2.
In summary, our analysis shows that the use of Dyall's partitioning of the Hamiltonian cannot avoid the intruder state problem in perturbation theories like the DSRG-MRPT, which are derived from a set of many-body conditions. In other words, renormalization of small denominators is necessary even when the zeroth-order Hamiltonian contains twoelectron terms. From another perspective, the difficulty in converging the nonperturbative
MR-LDSRG(2) equations
50 when s → ∞, also suggests that using other zeroth-order Hamiltonians with two-body contributions is unlikely solution to the intruder state problem in DSRG multireference perturbation theory.
