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INTRODUCTION 
In a Hilbert space the convergence of a method of steepest descent 
for the solution of the linear problem 
f(x) = Y 
is based on the fact that the isomorphism f maps two orthogonal vectors 
onto two vectors, the “gap” or the angle between which is uniformly 
bounded from below. The rate of convergence of the method depends 
on this bound (cf. Kantorovitch [7]). 
Previous studies on the gap distortion by a linear mapping can be 
found in the Wielandt paper [II]. Some time later F. L. Bauer and 
A. S. Householder showed that it was possible to derive the Kantorovitch 
inequality from the Wielandt inequality. 
In Section 3 we give the proof of these results which may be found 
in [l], but we interpret them using the condition number of two vectors, 
which seems to be a much clearer approach. We have to say that this 
concept is implicit in [l]. In fact this paper deals with the problem of 
iterative methods and gap distortion. 
In Section 1 we define an iterative method for the solution of a linear 
equation, which is a natural extension of a method due to N. Gastinel 
(cf. [3]). The problem concerning the convergence of this method naturally 
introduces two new concepts. The first one is a gap condition k, defined 
for isomorphism of Banach spaces (cf. Section 2). k, as well as the ordinary 
condition y, is a scalar which depends on the linear mapping and on the 
spaces on which this mapping operates. When f is an isomorphism between 
Hilbert spaces, the gap condition is a function of the ordinary condition 
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y; this is the Kantorovitch inequality (cf. Section 3). However, in the 
general cases, different mappings which have the same condition number 
y have different gap condition numbers k, as shown in Section 6. 
The second definition involves the consideration of orthogonal vectors 
in a normed linear space. ,U is a number attached to any normed linear 
space and called the orthogonal number of the space (cf. Section 7). It is 
also concerned with the convergence of the iterative method which we 
propose. 
It is proved in Section 7 that the orthogonal number is always greater 
than or equal to V2 and less than or equal to 3. When the orthogonal 
number is exactly equal to the value v2 or 3, it is possible to give some 
properties of the space. For example, ,D = V2 is characteristic of inner 
product spaces of dimension greater than or equal to 3. In Section 9 
we show that, in a canonical way, l/p can be expressed in terms of k so 
that ll,u becomes a condition of normed linear spaces. With this meaning 
of ,u, the Hilbert space structure appears to be the best-conditioned 
normed linear space structure; and this is a characteristic property of 
Hilbert spaces. 
1. THE PROJECTION METHOD 
1.1. Notation. Let E, E, be two real Banach spaces the norms of 
which we denote by Ij 11 and /I III, respectively. Let E’ and El’ be the 
adjoint spaces on which norms can be defined in the usual way and be 
denotedby I/ (1’ and j] III’, respectively. ( , ) is the duality between E and 
E’ and, in the same manner, ( , )1 for E, and El’. When f is a linear 
continuous mapping from E into E, “f is the conjugate mapping defined by 
(f(x),y’)l = (x> tf(y’)), ‘WEEI’, VXEE. 
1.2. The projection method. Let f: E + El be an isomorphism of 
E onto El and y an element of E,. We look for approximations to CO E E 
such that 
I(w) = y. (1.2.1) 
Such an co exists and is unique owing to the nature of f. Let x, be an 
approximation to CO and let 7, = f(xs) - y be the corresponding element 
of E,. Then there exists some nonnull element zP’ in E,’ such that 
(YD? h’h = IMI * llGx. (1.2.2) 
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This follows from the fact that the unit ball of the adjoint space of a 
Banach space is compact in the W* topology. 
Let H, be the closed hyperplane in E defined by 
(x - w, W,‘)) = 0, (1.2.3) 
to which w belongs. 
Let us choose xp+r in H,, which is a best norm approximation to xg 
(if it exists). In other words, xp+i should verify 
(X Pi1 - w, Y(z,‘)) = 0, (1.2.4) 
(%I - x9+17 W,‘)) = II% - Gtlll ll”f(3’v)ll’. (1.2.5) 
Thus the iterative formula is 
where uu, E E, if it exists, is such that 
(% %P’) > = I I WV’) I I’9 
and is not unique in general. When E is reflexive, such a u, always 
exists. 
1.3. Convergence of the method. We now have 
x D+l -co=xx,-- OJ + Xg+l - x,. 
At this point the linear functional tf(zP’) takes the value 
Using (1.2.4) and (1.2.5), it follows that 
(YPJ ZB’) - I I% - x9+1 I I I It/w I I’ = 0 
and, because of (1.2.2), 
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IIX Bfl - 4 Ml llzP’ll1’ 
II% - 4 = lir_Y%lI ltf(zD’)II’ 
(1.3.1) 
Now let us define the positive scalar ps such that 
11% 9+1 - %lI + 110 - %lll =PPll% - WII’ (1.3.2) 
and the real k, such that 
k, = kh 1/Z&’ 
I If-W I I I ltf(%‘) I I’ . 
(1.3.3) 
Combining (1.3.1), (1.3.2), (1.3.3), we find that 
llx --I/ ,1;;_ q/ =iuz, - b 
Then the assumption 
pu, - k, < 1, P>P, 
will ensure that our method converges. 
Now we investigate bounds for pP and k, which provide sufficient 
but not necessary conditions for the convergence of our method but 
nevertheless are of particular interest. 
2. THE GAP CONDITION 
2.1. Let us first recall the definition of the ordinary condition for 
a linear mapping (cf. [4]). If E, E, are two real Banach spaces and f : 
E --f El is a linear continuous mapping, there is a unique one to one 
FIG. I 
7: E/Ker f + Im f such that the diagram shown in Fig. 1 is commutative 
(xr: E - E/Ker f is the canonical mapping and i,: Im f -+ E, the 
canonical imbedding) . 
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DEFINITION 2.1.1. If Im f is a closed subspace of E, (in other words, 
if f is a topological isomorphism), let us set 
r(f) = Y(7) = jjj’11 ff_l,, 
and otherwise 
Y(f) = 0. 
Then y(f) is called the codition of f. 
2.2. The gap between subspaces. Given P, Q, which are two closed 
linear subspaces of E, which is a real Ranach space, we then consider 
H(P,Q): P:EzE/Q 
o(P, Q) = xe.iP, 
x0 and ip being the canonical mappings defined above. 
DEFINITION 2.2.1. Let us define G(P, Q) (the gap between P and Q) by 
G',Q) = lIW~Q)l/. 
Remark 2.2.1. Elementary manipulation gives 
Let X be a one-dimensional subspace of E and P be a closed linear subspace 
of E. From Definition 2.2.1 applied to X and P there follows that 
where x is a nonzero element of X. It can be shown that 
&y, p) = max i(xt y’>! 
ljrepl IId IIY'II' ’ 
(2.2.1) 
(2.2.2) 
where P’ denotes the set of linear functionals that are equal to zero on 
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P. Equation (2.2.2) is the dual formula of (2.2.1) in the usual sense of 
the theory of convex functions (cf., e.g., [Sj). 
2.3. Elementary properties. 
2.3.1. We have then 
0 < a(X, P) < 1. 
2.3.2. Even when X and Y are two one-dimensional subspaces of 
E, the gap is not symmetric in X and Y: 
0(X, Y) # a(Y, m. 
2.3.3. It is evident that 
o(x,P)=ooxcP. 
2.3.4. For every one-dimensional X there exists a closed hyperplane 
P in E such that 
0(X, P) = 1. 
This is a corollary of the Hahn-Banach theorem. Then let p’ E E’ be the 
unique linear functional whose kernel is P. For every x E X, we have 
I-hP’>I = IId IIP’K 
We may also say that the origin 0 E E is a best approximation to x E X 
by an element of P. In more geometrical terms we may say that X is 
orthogonal to P. 
2.3.5. When E is a Hilbert space, the gap CT is related to the angle 
v(X, P) between X and P. More precisely, 
0(X, P) = sin(q(X, P)). 
2.4. The gap condition k. Let E and El be two real Banach spaces 
and let f: E -+ E, be an isomorphism from E onto El. 
DEFINITION 2.4.1. We define 
k(f) = inf 4fWt f(y))F 
o(X,Y)=l 
(2.4.1) 
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where X and Y are one-dimensional subspaces subject to the condition 
a(X, Y) = 1. For every isomorphism, K(f) is a positive real number less 
than or equal to 1; this is called the gap conditiovz of f. 
PROPOSITION 2.4.1. Let f: E + E, be an isomorphism; then 
(2.4.2) 
Proof. By Definition 2.4.1 we know 
k(f) = inf dfW,/(Y)). 
LqX,Y)=l 
To X there corresponds at least one hyperplane P such that a(X, P) = 1 
and P E Y. Then we have 
df(X)J f(Y)) > @(f(X)> f(P)). 
Using (2.2.2), it follows that 
I(% P'>l 
df (-WI f(P)) = Il”r-‘cp,,il;l jml ’ 
where 
(P, P') = 0, XEX, xf0~E. 
We deduce that k(f) is greater than or equal to the right member of 
(2.4.2). Conversely, to every hyperplane P such that a(X, P) = 1 and 
to every F > 0, we associate a one-dimensional Y C P such that 
0(X, Y) = 1, 
4fF)J f(Y)) G 4fW)> f(P)) + E. 
E being arbitrary, this carries out the proof of (2.4.2). 
3. SPECIAL PROPERTIES IN HILBERT SPACE 
It is somewhat interesting to consider the peculiar situation in which 
E and El are Hilbert spaces. ( 1 ) and ( / )1 denote the inner product in E 
and El such that )/xl12 = (XIX) and l/x/Ii2 = (xlz)r. In this case the 
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gap between subspaces becomes simply related to the angle between 
subspaces; we then use some trigonometrical identities. 
This section presents a resume of results of Bauer and Householder 
(cf. [l]). Let X and Y be one-dimensional subspaces of E, x E X (x f 0), 
YEY (Y f0). 
DEFINITION 3.1. Let x, y be elements of E, x f 0, y f 0. We set 
Y(% Y) = Y(O), 
where OT, is the linear mapping defined on W2 (with the euclidean metric), 
with values in E such that to each real vector (5, q) corresponds the 
element fx + qy of E. 
DEFINITION 3.2 
y(X, Y) = sup Y&Y). 
XhX,“+t-Y 
PROPOSITION 3.1. Let X, Y be as before and let x,y be elements 
of X and Y, respectively, but not the origin. Then 
(3.1) 
Proof. The mapping (x, y) -+ y(x, y) is homogeneous. Hence we 
may assume jlxil = 1. Define 
and let 8 be such that 
We note that y2(x, y) equals the ratio of the smallest and the largest 
eigenvalues of the Gram matrix of x and y : 
‘1 cos 0 * tg 
F 
T 
!P 
cos I3 * tg -5 
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Y2(% Y) = 
1 - (1 - sin2!P sin2B)1/z 
1 + (1 - sin2Y sin28)liz . 
The mapping Y --f y(x, y) is increasing for 0 < !P < n/2 and decreasing 
for n/2 < Y < n; hence the result follows. Moreover, 
so that, if 19 denotes the angle (0 ,( 8 < n/2) between X and Y, we have 
y(X, Y) = tg $ . ii (3.2) 
In other words, the smaller z/2 - 0 and 11x - y(I are, the better is the 
condition number y(x, y). When mapped by f, X and Ylead to the following 
evident inequality. 
PROPOSITION 3.2. Let X, Y, x, y be as before and let f: E + El 
be an isomorphism. Then 
Y(f(4> f(Y)) a 74fWJ Y) (3.3) 
Y(fW)J f(Y)) 3 Y(fMX, 9. (3.4) 
Proof. Inequality (3.3) follows immediately from Definition 3.1; 
y(f(X), f(Y)) = *6QyY(fb4, f(Y)) b Y(f) sup Y(% Y) = y(f) * Y(XJ VT 
xEX,yEY 
hence (3.4). 
COROLLARY 3.1 (Wielandt, Bauer, Householder). For every pair (x, y) 
of nonnull elements of E and every isomor$hism f: E + E,, the &equality 
lWlf~Y))ll G llf(4ll, lIf(Y)/llcos E, 0<+ 
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COROLLARY 3.2 (Kantorovitch, Bauer, Householder). For every pair 
(x, x’) of nonnull elements of E and every Gomorphism f: E - E,, the 
inequality 
implies 
where 
Proof. Let P be the hyperplane such that 
(PI%‘) = 0. 
Let X denote the one-dimensional subspace defined by x. The angle 
between every one-dimensional subspace Y in P and X is greater than 
or equal to f3 by hypothesis. Hence (Corollary 3.1) the angle between 
every f(Y) and f(X) is greater than or equal to E as defined by (3.5). 
In particular, the angle between f(X) and its projection onto f(P) is 
greater than or equal to 6: 
@(f(X), f(p)) 3 sin 5. 
Remark 3.1. When 0 = n/2 the inequalities, as written in the two 
corollaries, are those of Wielandt and Kantorovitch. In this case we 
obtain 
Wf) 
k(f) = 1 + p(f) 
as an immediate consequence of the trigonometric identity. 
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Remark 3.2. Let (x, y) be a pair of nonnull elements in E, which is 
a Hilbert space. Following Definition 3.3, we set 
k(x, y) = k(G), 
where W is the mapping as in (3.2). 
Let X and Y be the rays through x and y. If we define 
k(X, Y) = sup k(kpy), 
n,wW 
we have, because of Remark 3.1, 
k(X, y) = 2y(!??_, 
1 + yyx, Y) 
Hence 
k(X, Y) = cr(X, Y) = a(Y, X) = sin 0, oge<G. 
where 0 is the angle between X and Y. 
4. SOME PROPERTIES OF k(f) 
4.1. Let us assume that E and E, are real Banach spaces and f: 
E -El an isomorphism. First we state an elementary inequality; 
then some peculiar situations which the inequality involves are studied 
in Sections 4.2 and 4.3. 
PROPOSITION 4.1. For every isomorphism f: E --f El we have 
k(f) b Y(f). 
Proof. Let X and Y be two one-dimensional subspaces, x and y 
two nonnull elements in X and Y, respectively. From Definition 2.4.1, 
o(f(X), f(Y)) = hlf@ y;;a 
L-c 1 
follows 
11% + 41 
df(X)Tf(Y)) “&qJ~ = r(fb(X, Y). 
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When E and El are Hilbert spaces, then (cf. Remark 3.1) we know that 
Jr(f) f 0, 
k(f) > y(f), if lycf) + 1, 
It will be shown that the same strict inequality holds whenever E is 
an Lp space. However, there exist E spaces such that, for every f: E - E,, 
y(f) = k(f), 
as we shall now see. 
4.2. Finite dimensional spaces. Let E, El be finite dimensional 
normed linear spaces and f: E --f El an isomorphism. Let B, denote 
the unit ball in E: 
which is compact. The real function x ---f 11 f(x) 11 is convex and continuous. 
Therefore x - I\f(~)l/~ attains its upper bound in B,, in at least one 
extreme point of B, (cf., e.g., [3, Chap. 2, Sec. 7, No. 11). 
Let x,, E b(B,) denote such an extreme point (b(B,) is the set of the 
extreme points of BE), and FL, the dual facet of x0, i.e., the set of linear 
functionals x’ such that 
I llx’ll’ = 1, (X0’ x’) = 1. 
F:, is a compact convex set of E’. 
We say that E has the property Hz0 if 
Hxo: &(F:,) U E(- FLo) = F(B~,) 
and E has the property H if E has the property Hz. for every x0 E E(BJ. 
What does property H, mean for the mapping f? We know that 
For x = x0, the right side of (4.2.1) becomes 
(4.2.1) 
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As before, the mapping x’ -+ IItf-r(x’)Ij, which is convex and continuous, 
attains its upper bound in B,, in at least one extreme point of B,,. Hence 
property Hz0 means 
k(f) = y(f). 
PROPOSITION 4.2.1. Let E, E, be two finite dimensional real normed 
linear spaces and suppose E has the property H. Then, for every iso- 
morphism f: E +E,, 
k(f) = y(f). 
Let us denote 2,” the n-dimensional linear space with the norm 
ll& = Il(% %>. . .> %lj, = izyy,n (I4 
and sin the same linear space with the norm 
II~l/l= c I4 
i=1,2,. .,n 
PROPOSITION 4.2.2. The spaces g’,” and Wrn have property H. 
Proof. The set of extreme points of the unit ball of g’,n consists of 
vectors all of whose components are equal to 1 or - 1. Let x = 
(x1, x2,. . . > x,) denote such an extreme point: 
1 ,(i<?Zz; j&j = 1. 
The set of extreme points of the dual facet F,’ consists of 
(x1, 0, 0, . . . > 01, 
(0, x2> 0,. . . I O), 
(0, OP. . . > xi> 0)~ 
(0, 0, * . . I 0, 4. 
Hence it is clear that W,” has property H. We could show in the same 
way that gr” has property H. 
Remark 4.2.1. We may ask whether these are the only finite dimen- 
sional spaces with property H. For n = 2 the answer is evidently yes. 
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When n = 3 the answer seems to be yes. But this is no longer true for 
72 > 3. 
If (E x El), denotes the product space of the two normed linear 
spaces E and Er with the norm max(lixi[, Ilxrllr), and (E x E,), the 
same product but with the norm 11x/I + j lx1 / /, let us consider, for example, 
((%* X g:lq7) X gi,91, p+q+r>3. 
It can be shown that this normed linear space has the property H and 
is not isometric to 9?1P+q+r or 9?)aoP+q+r. 
5. SOME PARTICULAR REFLEXIVE SPACES 
Let E be a real Banach space, and let B, denote the unit ball of 
E and S, the boundary of B,. 
DEFINITION 5.1. E is rotund if every supporting hyperplane of 
B, touches B, in at most one point of S,. E is smooth if at every point 
of S, there is only one supporting hyperplane of B,. E is unifonnl_y 
rotund if 
VE > 0, M(E) > 0, V6’ < 6: diam({xE B,: (x, x’) >, 1 - a’}) < E, 
Vx’ ES,?. (5.1) 
(Compare [lo].) 
Remark 5.1. Uniform rotundity implies reflexivity. - LP spaces 
are uniformly rotund for 1 < ~5 < + co. 
Let E, E, be Banach spaces, f: E + E, an isomorphism and assume 
that E is smooth and uniformly rotund. We shall show that, for any 
x,, E E such that 
lid = 1, 
IlfhJll b WI -&a 
where E is a positive scalar, the unique x,,’ E E’ defined by 
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is such that 
E’ being a positive scalar depending on E. Let us consider y’ E E,’ such 
that 
jlY’lll’ = 1, 
We set 
(f(%)> Y’>I = I If(%) I/. (5.3) 
Hence 
x’ = “f(y’). (5.4) 
(% x’> = (XII’ YY')) = W,), Y'>l = Ilk) I I1 (5.5) 
and 
because Il”fjj = Ilfll. There exists 
II x’ 
H/l j- E WI - &, a llfii - E 
~ = Il”f(Y’) II x 
I I Ilfil 
8(&/l j/II) such that 
because of (5.1). And we have 
and, from (5.5), 
Hence 
from which we deduce (5.2). 
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PROPOSITION 5.1. Let E be a smooth and uniformly rotund Banach 
space and f: E - El an isomorphism onto a Banach space E,. Then 
k(f) = r(f) =- Y(f) = 1. 
Proof. In fact, in (2.4.2) x must be such that jlf(x)II > Ilfll -- E, for 
any E > 0; this implies that x’ is such that ( jtfpl(x’) 11 < l/j jfj 1 + E‘ and 
that 
for some E” which tends to zero as E tends to zero 
Remark 5.2. If f: E --+ E, is one-to-one but Im f is dense in El, 
then y(f) = 0 and it is possible to prove k(f) = 0. 
6. IS h(f) A FUNCTION OF y(f) ? 
We shall show by an example that the situation in which E and E, 
are Hilbert spaces and k(f) can be expressed in terms of y(f) is not the 
general case. Let W2 be the real plane on which we define the norm 
of x = (xi, x2) by 
1x11 + k2l whenever 
““I = 
x1 - x2 >, 0, 
max(lx,j, IxJ) whenever xi * x2 < 0. 
We consider the linear mapping f represented by the regular matrix 
i-4 1 
0 3~ 
and verify that 
y(f) = r(“f) = 3/16 
k(f) = 3/8. 
The mapping fl described by 
;I 11 
lo 3i 
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is such that 
y(h) = y(Vd = 3/l% 
WI) = 3/l% k(if,) = 3/10. 
i. THE ORTHOGONAL NUMBER OF A NORMED LINEAR SPACE 
7.1. Let E be a real normed linear space. 
DEFINITION 7.1.1. If x, x’ are two elements of E, we say that x is 
orthogonal to x’ (which we denote by x 1 x’) if for every scalar ii the 
inequality 
is true. 
Remark 7.1.1. Suppose that x’ f 0 and D is the straight line through 
the origin and x’. Then x is orthogonal to x’ (and D) if and only if the 
origin is a best approximation x in D. 
Remark 7.1.2. The orthogonality relation in Remark 7.1.1 is clearly 
homogeneous but neither additive nor symmetric. 
Remark 7.1.3. Using the definition of the gap, we get 
x 1 x’ e 0(X, X’) = 1, 
if X and X’ denote the rays through x and x’, respectively. 
DEFINITION 7.12. Let tc be a scalar greater than or equal to 1. 
Whenever x is orthogonal to x’, we set 
and 
pu,(E) = sup ,4x> x’). 
o(z,x’)=l 
pm(E) is called the a-orthogonal number of the space E. 
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7.2. Properties of ,u. 
PROPOSITION 7.2.1. Let E be a real normed linear space and PI(E) = 
,u(E) its orthogonal number. Then 
Proof. Let x, x’ be in E such that x is orthogonal to x’. From 
and the inequality of the norm, 
/lW G 11% + w + II4 
it follows that 
Il~x’Ij <2/Ix + w 
Hence 
/J(x, x’) < 3 
and the result follows. 
Remark 7.2.1. Let us assume that orthogonality pairing is symmetric 
in E. When E is a two-dimensional normed linear space, this property 
does not imply that E is an inner product space. For such a space we 
observe that ,U < 2 by writing 
ll~ll G 11% + w 
llq 6 11% + Ax’ll. 
The two-dimensional normed linear space defined in Section 6 provides 
us with an example of symmetric orthogonality for which ,u = 2. 
Remark 7.2.2. The space of continuous real functions defined on 
[0 l] endowed with the norm topology of uniform convergence on [0 l] 
is an example of space for which p = 3. 
We now give a lower bound for the values of ,u, when E is any normed 
linear space. 
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PROPOSITION 7.2.2. Let E be a real normed linear space and ,u(E) 
its orthogonal number. Then 
Proof. For a sketch of the proof see Section 12. A detailed proof 
may be found in [6]. 
We may now derive bounds for ,ua, using the following inequalities 
where a, b are two positive scalars: 
(a’ + b”)l’a < a + b < 21-1’n(ua + b”)lia. 
PROPOSUION 7.2.3. Let E be a real normed linear space and p, its 
x-orthogonal number. Then 
2”@-l Vi?,<pJE) < 3. 
Remark 7.2.3. If E is an inner product space, then p&E) = 1 and 
pc,(E) = vi. 
The following proposition is an answer to the question concerning 
the nature of those spaces for which ,u = 1/Z 
PROPOSITION 7.2.4. Let E be a real, normed, linear space of dimension 
is an inner product space if and only greater than or equal to 3. Then E 
if p(E) = VT and, more generally, 
Proof. For a proof see [5, 61. 
strong, the restrictive assumption 
unnecessary. 
Let us now consider x, x’ in E, 
As the property p = Vii seems very 
about the dimension of E may be 
which are different from the origin, 
such that x is orthogonal to x’ and 
p(x, X’) = 3. 
This implies the existence of il E W such that 
llxll = 11% + ~x’ll 
II4 = lb + w + II+ 
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(Compare Proposition 7.2.1.) Assuming (IxIl = 1 and setting y = x + Ax’, 
we get 
llxll = IIYII = 1, 
IIY - XII = 2. 
Let U denote the element of the linear hull of x and y with norm less 
than equal to 1. We claim that U is a parallelogram. By the definition 
of orthogonality, the boundary of U contains the closed segment [x, y] 
and, because 11% - yII = 2, the closed segment [x, - y]. 
PROPOSITION 7.2.5. Let x, x’ in E be as above. Then the intersection 
of B, and the plane through the origin, defined by x and x’, is a parallel- 
ogram. 
7.3. Property H (cf. [4], [la]). Let E be a locally convex linear space 
If C is a closed convex set, then denote by E(C) the set (which is perhaps 
empty) of the extreme points of C which are contained in some su$$orting 
hyperplane of C. It should be noticed that e(C) is (not only) a geometrical 
notion but also depends on the topology on E. Though s(C) may not 
contain all the extreme points of C, the Krein-Milman theorem remains 
meaningful. More precisely, if C is a compact convex set, then a(C) is 
not empty and moreover C is the closed convex hull of E(C) (cf. [Z]). 
DEFIXITION 7.3.1. Let E be a Banach space. If x0 E E is such that 
/lxO!l = 1, we say that E has the property H,. if 
H,“: e(F:J UE(- I;;,) = e(BE’), 
where FL, is defined as in Section 4.2 and E(F:J and e(Bg) are considered 
when E’ is endowed with the W*-topology. 
Remark 7.3.1. Suppose E has H,.. Then the norm closed linear 
hull of FL0 is a supporting hyperplane of B,,. First, FiO is contained in 
the hyperplane in E’ defined by x,,: 
F:@c {X’E E’: (x0, x’) = l}, (7.3.1) 
which follows from the definition of Fi,. 
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Let us now suppose that FL0 is contained within two distinct closed 
hyperplanes. This would imply that E(B~,) would be contained in a 
closed linear subspace of E’ of codimension 1. The W*-closed convex 
hull of c(BEt), i.e., B,, would therefore be contained in the same subspace 
of E’, which is clearly impossible. In conclusion, the closed linear hull 
of FL0 is exactly the hyperplane defined by (7.3.1) which supports B,‘. 
Using the same arguments, we notice that x0 must be an extreme 
point of B,. Otherwise there would exist an x distinct from x0 in the 
facet of x,, (cf. [2]) for which would follow F,’ = FL,; this is impossible, 
as we have just seen. 
PROPOSITION 7.3.1. Let E be a real Banach space. E has property 
Hz0 for some x0 of unit norm if and only if either (i) every two-dimensional 
normed linear subspace of E containing x,, is such that ,u = 3, or (ii) every 
section of B, by a plane through the origin and x,, is a parallelogram. 
Proof. We have already proved that (i) and (ii) are equivalent 
(Proposition 7.2.5). Let us assume that E has the property Hz@. Let 
x E E be distinct from x,, and with unit norm, and let x’ E &(F,‘). Such 
an X’ exists because F,’ is W*-compact. From Hz0 we therefore deduce 
that x’ belongs to E(F:J or E(- F,:). In other words, 
1(X0> %‘>I = 1 
so that 
1(X0> %‘>I + (x, x’) = 2, 
whence either 
llxo-xlI=2 or ilx0+xI~=2. 
It remains now to prove that a two-dimensional space in which 
implies either 
II4 = iI4 = 1 
llxo+xII=2 or llx0-xll=2 
is a two-dimensional space such that 
f.L = 3. 
(7.3.2) 
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Therefore we consider the convex wedges with vertex at the origin subject 
to the restriction that the norm is an additive function in them, and 
assume they are maximal with respect to that property. In a two-dimen- 
sional normed linear space there are at most two such wedges to which 
x,, belongs. They meet the boundary of B, on closed segments with 
x,, as one end point. In the same way we may consider the two opposite 
wedges containing x,,. According to (7.3.2), every boundary point of 
B, in the plane belongs to one of those segments; hence the intersection 
of B, with the plane is a parallelogram. 
Conversely, let x’ be an extreme point of B,, belonging to E(B~,), i.e., 
such that there exists x E E with 
(x,x’) = 1. 
Let us consider the plane through the origin defined by x,, and x. By 
hypothesis, its intersection with B, is a parallelogram, whence 
which implies 
x’EE(F:~) UE(- F:J. 
As we clearly have 
e(Bd =I E(F:~) U E(- F:j, 
the property Hz0 follows. 
Example 7.3.1. The following spaces have property Hz0 for every 
extreme point x,, of their unit ball: 
the space m of bounded real sequences, 
the space C of convergent real sequences, 
the space I1 of summable real sequences, 
the space C(X) of real continuous functions, 
with their usual norm 
Linear Algebra and Its AppZications 3(1970), 185-224 
CONDITION NUMBERS AND PROJECTION METHOD 207 
8. A COUNTER EXAMPLE 
We might wonder whether p(E) = ,u(E’). The following example will 
show that in general it does not. In B?, let us define for 1 < Y < 2 the 
family of norms 
FIG. 2 FIG. 3 
The unit ball of the norm IIxl(). may be considered as the intersection 
of the balls ABCD and EFGH (Fig. 2). Thus the unit ball of the dual 
norm [[xI[~’ is the convex hull of the union of A’B’C’D’ and E’F’G’H’ 
(Fig. 3). After elementary manipulation we may calculate 
l<r<2; pu, = max 
i 
4 - 1,2r- 1 
Y 1 
If now ,uY’ denotes the orthogonal number of the adjoint space, we have, 
for I near 1, 
P 
, _ (r - 1)2 + 3 
T- rs 
and, for Y near 2, 
these two expressions of ,uT’ being false when r N J’2. Nevertheless, it 
is enough to show that ,uu, # ,u,‘. 
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9. ,x1(E) AS A CONDITION NUMBER 
Compare [4]. Let E be a real Banach space and let x,, be in E such 
that llxall = 1. If x0’ E E’ belongs to the dual facet of x,,, then 
ilxa’lj’ = I, 
(x,, x0’) = 1. 
Let us consider the hyperplane P,, 
PO = (x E E, (x, x0’) = 01, 
and define 
E %!PO = wo> x PO11 
endowed with the norm 
I14hPo = /I(WlIr.,P. = /MI + IIYII~ 
where y E P, and / Iyl/ denote the norm of y in E. Exo,P, and E are isomorphic 
Banach spaces. In particular, the canonical mapping ixO,p,: Exo,P, -+ E 
defined by 
is an isomorphism. 
PROPOSITION 9.1. Let us consider the mapping ixO,e, just defined; 
then 
Y(C,,P,) = ~(~*,,P,) 
and, for all x0 on the boundary of B, and for all x0’ belonging to FL,, 
it is true that 
1 
inf ~(i~~,~~) = ~. 
M=,! ,dE) 
X&F 
x0 
Proof. Using the definition of Exo,P, and Proposition 7.3.1, we notice 
that the Banach space Exo,P, has the property Hzo. Then we remark that 
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so that, using again the terms of the proof of Proposition 4.2.1, we may 
deduce that 
Finally, from the definition of E,,,. and of y, the last property follows 
immediately. 
p-l(E), as a lower bound of conditions y and k of a family of linear 
mappings, may therefore be considered as a condition of normed linear 
spaces. In the context of Propositions 7.2.2. and 7.2.4., it appears that 
the Hilbert structure is better conditioned than any normed linear space 
structure, and this is a characteristic property. 
lo. /d(E) AND THE MODULUS OF UNIFORM ROTUNDITY 
10.1. The results in this section are due to J. F. Maitre of the 
University of Grenoble. 
DEFINITION 10.1 .I. A real normed linear space is said to be uniformly 
rotund if VE, 0 < E < 2, 38(c) > 0, Vx E E, Vy E E such that jjxlj < 1, 
I(yl( < 1, IIx - y(l > E. Then we have 
(10.1.1) 
Now let x, y be in E but distinct from the origin and such that x is 
orthogonal to y. Then let us consider a positive scalar 1, such that 
11% + IOYII = I 
(from which we deduce IIxjl < 1, li%yII < 2). We define E by 
IIXII + II~OYII = I + e, (10.1.2) 
which implies 
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If E is uniformly rotund, there exists B(E) such that, by applying Definition 
10.1.1 to the pair (LX, x + &y), we get 
x + 2 ~ < 1 - 8(E), 
11 
which, when combined with 
gives 
& - 1 < 1 - B(F). 
Therefore, 
& + B(E) < 2. (10.1.3) 
As E --f B(E) is an increasing mapping from 10 21 onto 10 11, we deduce 
that there exists F,, such that 
&o = sup (s). (10.1.4) 
E+d(E)G2 
In conclusion, for every pair (x, y) and scalar 1, such that 
+, y) = 1, 
11% + AoYll = 1, 
the real q, defined by (10.1.2) should fulfil (10.1.3), from which follows 
P(E) = sup ,@,y) < 1 + so. 
e&Y)=1 
10.2. Lp spaces; $ >, 2. It is known that we have 
P B 2, lb + Y/lPD + 11% - Y112 < 2P-1(I141aP + jlYlpP), (10.2.1) 
whence 
and (10.1.3) becomes 
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P UP 
&-I\( l- ;- , 
[ 01 P 3 2, 
so that 
(10.2.3) 
This provides an upper bound for pu,, the orthogonal number of an Lp 
space. For instance, 
p = 2, Pz < 2 + 3/5, 
p = 3, l-43 < 3, 
which are not very precise estimations (cf. Section 11). The supremum 
of E, restricted to condition (10.2.3), may be bounded in a simple way 
by considering the approximation of the solution of 
using 5 N 1 - (a/3$), whence 
P 3 2, &3--. 
3P 
10.3. A lower bound. We will get a lower bound for ,u of the kind 
P >/J(% Y) > a> 
where x 1. y. We notice first that 
p(x,y) 3 llxll + (ll~ll/llYll) IIYII ; 
11% - (ll~llM)Yll 
therefore, 
If E is uniformly rotund, from 
1 I _,?__Y 22 
II 21 II4 IIYII P 
we deduce 
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But ~(x, y) = 1 implies 
and we obtain 
or, in other words, 
> 
2 
p' sup (E) . 
W<l/Z 
For example, in the LP space situation this gives 
1 
[ 1 
l/P 
I% b 1’ 
(10.3.1) 
(10.3.2) 
(10.3.3) 
which provides for p = CO the rough bound ,U > 1, and for p = 2 gives 
/k? > 2/K 
11. L” SPACES 
Let !S be a measure space with a positive measure v, such that v(Q) < 
cy). We denote by Lp(O, v) the linear space of real summable functions 
such that, for f < p < 00, 
i 
Ifl”dv< CQ 
R 
endowed with the usual norm. 
In this section we want to prove that 
P -+P [LP(-QP 41
does not depend on (Sz, v). As an immediate consequence, if lap denotes 
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R2 with the p Holder norm, we get 
P [LP(Q, 41 = P [12pl. 
11.1. The following inequality is obvious. 
PROPOSITION 11.1. 
213 
Proof. Let us consider in Lp two functions, fl and f2, with unit 
norm, 
i = 1,2, 
5 
Ifi\” dV = 1, 
R 
and such that, for almost every t in (G, v), fl(t) * f2(t) = 0. It is then 
easy to verify that 
6% a21 - RIfl + a2f2 
is an isometric mapping from &P into LP(G, v), whence 
Pf[~2”1 <pu[-wQ, 41. 
11.2. It is clear the equality holds in (11 .l) when ~5 equals 1 or 
infinity, because in both cases ,~[l,p] equals 3, which was shown to be 
an upper bound for the orthogonal number in any normed linear space. 
It therefore remains to be proved that the equality holds whenever 
J!J E 11, CQ[. The definition of ,u[Ln] may be written 
p[LP] = sup i&J lYlpw+o + G2 1% -Yl*W'+ 
$2 jxp dv]l’fi (11.2.1) x,yeLP 
with the condition 
We notice that, in (11.2.1), y may be assumed to be positive: 
y(t) > 0, i.e., t E (Q, v). 
Linear Algebra and Its Applications 3(1970), 185-224 
214 N. GASTINEL AND J. L. JOLY 
When we write the necessary conditions for an extremum of the right 
side of (11.2.1), i.e., the equations which characterize functions in Lp 
for which (11.2.1) presents a relative extremum (these functions are 
called stationary functions), it turns out that these stationary values are 
bounded by ,u[l,“]. On the other hand, because of the unifomz rotundity 
of L”-spaces (1 < p < w), it is possible to prove that ,u[LP] must be a 
limiting value of these stationary values. Hence 
So let us consider y, a fixed positive function of unit norm in Lp: 
.r 
lyi”dv = 1, 
R 
Y(L) > 0, i.e., t E $2, v), 
and a real p greater than or equal to 1. 
We now define the problem Ap: 
Ap: {supH(x); H,(x) = 1, H,(x) < p”}, 
x 
where H, H,, H, denote the following functions on Lo: 
H: xt, 
i 
1% - yl” dv, 
6 
H,: x++ lylpp2yx dv, 
n 
The functions H, H,, H, are continuous and differentiable. The differen- 
tials at point x, identified with functions of L*(R, Y), (l/p + l/q = 1) 
are 
dH, = $1~ - yjP-‘(, - y), 
dH,* = ~y~?~> 
dH,% = $IxIp-“x. 
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We recall now a result proved by Lobry [9]. Let us assume that 
the mapping 
x - (Hl(4, H,(x)) (11.2.3) 
is of constant rank in a neighborhood of x0. Then a necessary condition 
for x,, to be a stationary function for the problem A, is that there exist 
three scalars CC, fi, y (at least one of which is not 0 ES?) such that 
crdH,+PdH,,+ydH,,=O. (11.2.4) 
This expression may be calculated: 
pcrlx --ylP-‘(~ - y) + ,4?ylp-“y + pyIxip-‘x = OELQ, (11.2.5) 
so that, setting x(t) = A(t)y(t), we get 
(j?~+(t) - 1 j+“(A(t) - 1) + p + @IA(t) IP-2A(t))y(t)p-1 = 0 (11.2.6) 
for almost every t E (G, Y). Therefore, when y(t) # 0, we have 
$ajA - llpPe(A - 1) + p + $~lA[~-~il= 0, (11.2.7) 
which defines at most three values for A; this is easily verified 
First case. Let us assume that (11.2.7) defines only one value for A, 
x(t) = 1 *y(t), y(t) > 0. 
We will show that it is impossible that x(t) may be different from zero 
on a nonnull measure set where y(t) = 0. It follows from (11.2.5) that 
cc = y and they are both nonnull, so that, writing the value of (11.2.5) 
at point x - y, we get . 
I ,x-y~~dv+jx~~dv=~l*~“*xydv. 
R u u 
But, from 
Ix - yip dv > 0, 
a 
follows 
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I I /xp < IxIP--2 xy dv 
R R 
and we know that 
Combining the two last inequalities, we have 
whence 
F IXpdY = 1. . 
And from H,(x) = 1 we deduce 
x(t) = y(t), i.e., tE (Sz, Y). 
Hence the stationary value of the right member of (11.2.1) becomes 
equal to 1. 
Second case. Let us suppose that (11.2.7) defines three values for I: 
44 = &Y(t)> tEQ,> 
44 = n,Y(t), t EQ2, 
44 = &Y(t), tEQ. 
Setting 
[s I UP i = 1,2,3, a, = y(p’dv 7 
Ri 
we get a system of three linear equations to define the three unknowns 
alp, azp, asp: 
alp + azp + a3* = 1, 
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and therefore 
5 1x - ylPdv = IL1 - 11 PalP + l/l2 - 1 /Puzp + /$ - 1 lpag* 
R 
is a linear function of pp. In other words, the right side of (11.2.1) is 
expressed by 
1 + [ApP - B]ilP 
(11.2.8) 
P 
for some scalar A and B. When p equals 1, (11.2.8) is equal to 1 and 
then A = B. When p equals + co, (11.2.8) is equal to 1 and then A = 
B = 1. Expression (11.2.8) becomes 
1 + (p” - 1)1/P 
P 
(11.2.9) 
But we know that 
1 + (p” - 1)“P < 2i-l/P(1 + pP - 1)1/P = 2’-“PP, 
from which we deduce 
1 + (P” - lFP < 21_qp 
P 
Now let us consider in 1s~ the vector defined by 
y = (2-‘/P, A--l/P )I 
X = (21-i’? 0). 
Computing ~(y, x - y), we obtain (y 1 (X - y)) 
2l-l’P </&sP). 
Third case. Equality (11.2.7) now provides two values for il, 
i= 1,2, x(t) = &y(t), t El&. 
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Our problem A, becomes isometric with the same problem A,, but 
it is now the 1s~ case. More precisely, we are looking for two scalars 
a, and as: 
al > 0, a2 > 0, alp + a2p = 1, 
and two real numbers b, and b, such that 
a1 p-1bl + a2 +-lb, = 1, 
lbilP + I&$ = pp> 
which provide a maximum for 
lai - bilP + jag - b21P. 
In Lp(.Q, v) it is possible to find y and x, 9i and sZ2 such that 
i 
1yI” dv = sip, 
Qi 
i= 1,2; x(t) = ?y(t) in Qni, 
z 
which provide the stationary value corresponding to this case, which 
clearly turns out to be bounded by ,u[[l,p]. 
11.3. We now prove that the upper bound of the right side of (11.2.1) 
is a limiting value of the stationary values. 
LEMMA 11.3.1. Let E be a uniformly rotund Banach space, C a bounded 
closed conzlex subset of E having the origin as an interior point, then let us 
consider the problem 
A : =g II4 (= d). 
Then d is a limiting value of the stationary values of A. 
Proof. Denote by d, the upper bound of the stationary values of 
A and suppose d,, < d. Let xi be in C such that llxill > d, and let K, = 
K,’ be defined by 
K,=CilP,+, 
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where P,* = {YEE, (Y, x1’> 3 {x1, x1’> = 11x1/l iixr’11). Kr is not 
empty; otherwise x1 would be a stationary point of A. Set 
4 = sup /I?/11 < 4 
).EK1 
dr > a,. 
For every yr, ys in K, we have 
IIYIII 3 ll~lll~ b/l > ll~1/1~ 
Hence (cf. Definition 10.1.1) 
IIYl - Ysll < 44 - 11~111)~ 
~(dr - 1 lx11 j) converging to zero with d, - I lxlj j. Now let x2 be in K, 
such that 
and define K, as above. We set 
K,’ = K1 f~ K,, 
and it is clear that 
so that we may build a sequence of convex sets K,’ (a E IliVl) whose 
diameter tends to zero and which contains x, E C, which turns out to 
be a stationary point of A such that I lxall > do, which is impossible 
according to the assumption. The result follows. 
Applying this lemma to the problem 
A,: (sup Ijx - yllp, H,(x) = 1, H2c-4 < P”)? 
x 
which we considered in the preceding paragraph, we get 
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Remark 11.3.1. When Lp(..Q, Y) is infinite-dimensional, we have 
proved that, for every y in LP, 
suplu(y, x - Y) = p [LPI = p V‘2Yl~ 
X-Y 
This is no longer true in R" with the p Holder norm, in which case y 
may not be chosen arbitrary except, for instance, on a symmetrical place 
of the unit ball. 
P /A P P 
1.1 2.430 6.0 2.115 
1.2 2.171 7.0 2.189 
1.4 1.868 8.0 2.252 
1.5 1.764 8.0 2.305 
1.6 1.675 10.0 2.347 
2.0 1.414 11.0 2.381 
2.5 1.576 12.0 2.418 
3.0 1.703 13.0 2.448 
4.0 1.888 14.0 2.474 
5.0 2.017 15.0 2.496 
11.4. Computation ofp 4~~. Table I shows the values of ,u computed 
in the &P case. 
TABLE I 
Remark 11.4.1. It may be noticed that p(p) seems approximately 
equal to ,u($/($ - l)), but we could not prove it. However, we recall 
that the orthogonal number of a normed linear space is, in general, 
different from the orthogonal number of its adjoint space. 
12. A LOWER BOUND FOR THE ORTHOGONAL NUMBER 
We present a method of bounding from below the orthogonal number. 
It is an extension of the one used in [5, 61 to prove ,U > VT for every 
normed linear space. A lower bound of ,u is to be found in a two-dimensional 
subspace of E. In the real plane the unit ball of a normed linear space is 
represented by some appropriate compact convex set with the origin as 
an interior point. Let us denote by C and c two closed curves of the plane 
which are the boundaries of two compact convex sets with a nonempty 
interior. In other words, we are given 
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c: f9 - (Q), y(Q), c: 8 -++ (x(e), Y(Q), 
two continuous mappings from [0, 2321 into W2, the ranges of which are 
c and C, respectively (by abuse of notation). Let M be a boundary point 
of C. We suppose that C is oriented (increasing 0). Let MT be a half- 
tangent of C at M. By the translation MO, MT becomes a half-ray through 
the origin which cuts c at some boundary point m. We define N by 
ON = OM + Om. 
The set of the points N thus defined from M E C and tangents MT 
may be shown to be a closed curve I’ in the plane. The results we give 
now can be proved in a more general frame. For the sake of simplicity 
we do not investigate them here. Let us suppose that C and c are dif- 
ferentiable. 
LEMMA 12.1. Let A, a, B denote the subsets of the plane limited by 
C, c, and r, respectively. If 0 is the area measure, we get 
o(B) = o(A) + o(a). 
Proof. First we admit that it is possible to consider B as defined 
as the interior part of l? Because of the differentiability assumptions 
we get 
2n 
o(B)=; (~+X)(dy+dY)-((y+Y)(dx+dX), c 
0 
which gives 
2.1 2.X 2.2 
G(B)=-; 
s 
xdy-ydx+p; X~Y-YYX;~ xay-y&x 
i I 0 0 0 
2n 
+f XdY-ydX 5 
0 
in which both of the last integrals are equal to zero since 
dX x 
dY Y 
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Let v denote the norm, whose unit ball is A. There follows 
If for every M in C the corresponding point N of r is such that 
V(N) > k, 
we get 
In particular, setting c = C we deduce 
and, since pi(m) = 1, 
which is the result already obtained by Proposition 7.2.4. 
Let us now consider C, the homothetic of C (with the center at the 
origin and the ratio (1 + o(a)/a(A))““. r, by virtue of the lemma, must 
intersect Cr. Let N, be one of these intersection points and ma E C the 
corresponding point of c such that 
-- 
ON, = OM, + OTo. 
We have 
which is the desired bound. 
Example. Let C be the boundary of the square which corresponds 
to the maximum norm in W2. There exists c such that r is the smallest 
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circumference with the center at the origin and C in its interior. C1 is 
the square with side length V272/2 N 1.25. mn, corresponds to N, such 
that 
p(mo) = 1 + v2 - ;. 
Then the bound given above becomes equal to 
22 
1/G ( 
13. NUMERICAL RESULTS 
+ 1/2 -; N 2.12<3. 
This is merely a simple example to show that the projection method 
may be of some interest when it is assumed that E and E’ are Banach 
spaces. It also indicates that the sufficient convergence condition p(E) - 
k(tf) < 1 is a rough condition. 
We computed the number of iterations that were necessary to solve 
the system 
Aco=b 
to some F accuracy. x is in g4 with the 9, Holder norm and b is in W4 
with the p, Holder norm. A is given by 
-13 2 -1 3 
A= 
-6 19 4 5 
1 -5 -37 7 
8 23 5 -9 
7 
- 14 
W= 
-1 
19 
and cu by 
The starting vector x0 is 
6 
- 13 
x0 = 
0’ 
20 
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which is not far from o. The allowed tolerance was the absolute value 
of lo-” in the corresponding Hijlder norm. (See Table II.) It can be 
easily derived from Section 1 that, when p, tends toward 1 and p, toward 
+ 00, the projection method approaches a relaxation method. We tried 
the method for $, = 1.1 and p, = 15 and found that only 23 iterations 
were necessary for that case. 
TABLE II 
P, 1.6 2 3 4 5 6 7 8 
1.6 > 100 49 26 78 76 78 39 76 
2 100 52 32 28 56 50 50 58 
3 75 27 22 30 37 30 64 63 
4 19 25 30 34 28 82 83 48 
5 74 23 30 35 36 57 65 53 
6 22 21 34 42 47 56 43 71 
I 17 31 35 51 79 51 58 76 
8 18 23 42 52 82 > 100 83 52 
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