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a b s t r a c t
Aprototype decision support system (DSS) called Apollowas developed to assist researchers
in using the Decision Support System for Agrotechnology Transfer (DSSAT) crop growth
models to analyze precision farming datasets. Because the DSSAT models are written to
simulate crop growth and development within a homogenous unit of land, the Apollo DSS
has specialized functions to manage running the DSSAT models to simulate and analyze
spatially variable land and management. The DSS has modules that allow the user to build
model input ﬁles for spatial simulations across predeﬁned management zones, calibrate
the models to simulate historic spatial yield variability, validate the models for seasons not
used for calibration, and estimate the crop response and environmental impacts of nitrogen,
plant population, cultivar, and irrigation prescriptions. This paper details the functionality
of Apollo, and presents the results of an example application.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Producers in the Midwestern US often use yield monitors to
map spatial yield variability within their ﬁelds. These data
have revealed that a tremendous amount of yield variability
exists within most ﬁelds. Spatial yield variability results from
complex interactions among factors including water stress,
nutrients, rooting depth, soil physical properties, drainage,
weather, pests, and management. Much of the variability in a
ﬁeld is caused by soil properties, a source of variability which
naturally exists and cannot easily be altered. On the other
hand, some variability exists due to factors that can be man-
aged (e.g. pests, poor emergence, water logging).
∗ Corresponding author at: Department of Agricultural and Biosystems Engineering, Iowa State University, 211 Davidson Hall, Ames, IA
50011, United States. Tel.: +1 515 294 5167; fax: +1 515 294 2552.
E-mail address: kaleita@iastate.edu (A.L. Kaleita).
Crop growth models integrate the effects of soils, weather,
management, genetics, and pests on daily growth, and can be
used to gain insight into spatial yield variability. Among the
numerous crop growth models, the most widely used are the
Decision Support for Agrotechnology Transfer (DSSAT) mod-
els, which were designed to simulate growth, development,
and yield of a crop growing on a uniform area of land, as well
as the changes in soil water, carbon, and nitrogen that take
place under the cropping system over time (Jones et al., 2003).
DSSAT has been in use for the past 15 years by researchers
all over the world, for a variety of purposes, including crop
management (Fetcher et al., 1991), climate change impact
studies (Alexandrov and Hoogenboom, 2001), sustainability
0168-1699/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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research (Quemada and Cabrera, 1995), and precision agricul-
ture (Paz et al., 2001, 2003), and is well validated for a number
of regions and crops. Included in the DSSAT family are mod-
uleswhich simulate the growth of 16 different crops, including
maize, soybeans, wheat, rice, and others. DSSAT uses com-
mon modules for soil dynamics and soil–plant–atmosphere
interactions regardless of the plant growth module selected.
Data requirements include weather inputs (daily maximum
and minimum temperature, rainfall and solar radiation), soils
classiﬁcation, and crop management practices (variety, row
spacing, plant population, fertilizer and irrigation application
dates and amounts).
While the DSSAT family of crop growth models provides
many opportunities for critical analysis, it is tedious to use
for precision agriculture studies and decision support because
themodel is built for simulation of a single homogeneous ﬁeld
unit. In order to facilitate the use of DSSAT for precision agri-
culture decision support, automated procedures and related
tools are needed to implement crop growth simulations spa-
tially across ﬁeld-level management zones.
We have developed methods to use the DSSAT family of
crop growth models to understand causes of spatial yield
variability, conduct yield gap analysis for factors that limit
yield, and estimate the economic consequences of moving
from uniform to spatially variable management. We have
also developed methodologies to automate the preparation of
necessary input ﬁles for DSSAT to be used to simulate spa-
tially variable crop development. These methods have been
used successfully in several studies (Thorp et al., 2006, 2007;
DeJonge et al., 2007; Miao et al., 2006) but have not yet been
fully explained.
In this paper we describe these methods, combined into
a prototype precision farming decision support system (DSS)
called Apollo, which integrates several precision farming
applications developed for the DSSAT crop growth models
into a single interface. Speciﬁcally, we detail the develop-
ment and utilization of Apollo to allow researchers to (1) build
model input ﬁles for spatially varying parameters, (2) cali-
brate input parameters for the crop growth models in order
to simulate historical yield variability within a ﬁeld, (3) val-
idate the calibrations for seasons not used for calibration,
and (4) estimate the crop response and environmental con-
sequences of precision prescriptions or other management
decisions.
2. Development
2.1. Building model input ﬁles for spatially varying
parameters
DSSAT simulations require a soil input ﬁle that details the
physical and hydraulic properties of the soil. If comparison
of model output yield to observed yield data is to be done,
for example in order to calibrate the model to speciﬁc local
conditions, formatted yield data is also required. When using
DSSAT for precision agriculture applications, a challenge is to
efﬁciently generate theseﬁles for eachmanagement zone.One
function ofApollo, then, is to automate the generation of these
ﬁles from standard or commonly available data sources: in the
case of soil ﬁles, from a digital soil survey, and in the case of
yield ﬁles, from yield monitor data.
There are, of course, other required input ﬁles for running
DSSAT, namely, cultivar, management and weather ﬁles. In
our implementation of Apollo, we assume that spatially vari-
able weather data are neither necessary nor available. We also
assume that within a single ﬁeld, crop genetics are spatially
uniform. However, the general approaches detailed in this
paper could be used to generate and utilize spatially variable
cultivar and weather ﬁles as well, if desired. We also assume
that management of certain ﬁeld activities, such as plant-
ing date and tillage types and schedules, is uniform across
the ﬁeld. Simulation and analysis of spatially variable plant-
ing population, nitrogen management, and irrigation will be
discussed in a subsequent section.
In the past, creation of input ﬁles for model simulation of
spatially variable management zones has been accomplished
by manually manipulating measured model parameters with
geographic information system (GIS) software and preparing
crop model input ﬁles in a text editor. For Apollo, we auto-
mated this process within ArcGIS (ESRI, Redlands, CA), which
is a collection of software for building, manipulating, and
maintaining aGIS. IncludedwithinArcGIS are several software
components, such asArcMap,whichprovides functionality for
creating, maintaining, editing, and analyzingmaps of geospa-
tial data; ArcCatalog, which provides data management tools
for organizing geospatial data within a geodatabase; and
ArcToolbox, which provides functionality for common data
conversion and geoprocessing tasks. While these three com-
ponents of ArcGIS offer many built-in functions for managing
and manipulating geospatial data, when a complex series of
data processing tasksmust be performed or when certain pro-
cessing tasks must be completed repetitively, the limitations
of the built-in ArcGIS functions are quickly reached. In this
case, it is essential to employ the Visual Basic for Applica-
tions (VBA) macroenvironment contained within ArcMap or
ArcCatalog to customize geospatial data processing (Razavi,
2002).
ArcObjects is the software development platform and tech-
nological framework of ArcGIS, and it is based on Microsoft’s
component object model (COM). The COM is a methodology
for software development that facilitates software reuse; it
is a protocol for developing self-contained and reusable soft-
ware components in binary language. Software components
are typically stored in either dynamic link libraries (DLLs)
or executable ﬁles. As a result, they offer two advantages:
programming language independence and location trans-
parency. Programming language independence means that
the functionality of a software component can be accessed
from a variety of different programming languages. Loca-
tion transparency means the software components can be
accessed regardless of their location. Because ArcObjects is
based on COM technology, it can be used within any COM-
compliant development language, such as VBA, Visual Basic,
and Visual C++, to develop custom ArcGIS applications. By
understanding ArcObjects coding, a third-party programmer
canaccess the full functionality containedwithinArcGISwith-
out needing access to the program’s source code. ESRI provides
an object model diagram in the uniﬁed modeling language
(UML) for visualization of the objects, classes, relationships
278 computers and electron ics in agr iculture 6 4 ( 2 0 0 8 ) 276–285
between classes, class interfaces, and interface details that
are available within ArcObjects (Zeiler, 2001a,b). Familiarity
with this UML diagram is essential for learning how to prop-
erly access ArcObjects software components for developing
custom geospatial data processing algorithms within VBA in
ArcMap.
The software tools developed in this work allow a user to
establish a management zone grid over the ﬁeld area, clip
digital soil surveys and yield monitor data according to man-
agement zones, and print soil and yield information for each
management zone in the proper format for use with Apollo.
2.2. Delineating management zones
Before input ﬁles canbe generated for eachmanagement zone,
the management zones themselves must be delineated. In
some cases, management zones are delineated according to
soil type, soil fertility, or topography. In other cases, a grid sys-
tem is used. For the latter, Apollo includes an approach for
subdividing a study area into a user-deﬁned number of equally
sized rectangular management grid zones (Fig. 1).
The user ﬁrst selects the reference layer from the list of
layers currently open in ArcMap, and the corresponding map
projection and coordinate system is assigned to the grid layer
that will be created. Second, the user is required to enter two
integers to deﬁne the management grid dimensions, or the
number of rows and number of columns of grid zones. The
user must then deﬁne the upper left and lower right geo-
Fig. 1 – The management zone grid creation tool user
interface.
graphic coordinates of the management zone grid. There are
several options for completing this task. By clicking “Get From
Map”, the map window in ArcMap is prepared such that the
user can draw a rectangle on the screen, and the required geo-
graphic coordinates are extracted from the rectangle drawn.
By clicking “Get From Layer”, the user is allowed to select from
the existing layers currently open in ArcMap, and the required
geographic coordinates are extracted from the outer bounds
of the selected layer. Also, the user can input the required geo-
graphic coordinatesmanually in the textboxesprovided. Then,
the “Draw Grid” command button implements the user inputs
for grid dimensions and corner coordinates to draw the man-
agement zone grid in theArcMapwindow. After inspecting the
management zone grid drawn in ArcMap, the user can click
the “Create Shapeﬁle” button to convert the grid to a poly-
gon shapeﬁle with separate polygons for each management
zone. The polygon shapeﬁle can then be added to list of layers
in ArcMap and used for subsequent processing of geospatial
data.
If a grid-basedmanagement zone scheme is to be used, one
question of interest involves the optimum size and number of
grid zones. Typically, in grid-based studies, the size and num-
ber of grid zones are assigned arbitrarily with no agronomic
basis. Apollo can thus be used to facilitate studying the effect
of management zone delineation on crop production, since it
enables the user to change the size of management grid zones
and recompute model input parameters accordingly.
If a grid-based management scheme is not to be used, the
management zone grid creation tool is not necessary. Instead,
the user must generate a polygon shapeﬁle delineating the
management zones according to whatever criterion the user
chooses. This polygon shapeﬁle could be based on digital soil
survey polygons, a topographic contour, interpolations of the
previous years’ yieldmonitor data, or any other data layer that
can be expressed as a polygon shapeﬁle.
2.3. Converting existing data to the management zone
scheme
Generally, soils and yield data (or other ﬁeld data) are available
not by management zone but by some other scheme. A digi-
tal soil survey, for example, will delineate zones by soil type,
and these zones may not be the same as the management
zones for a given ﬁeld. Similarly, yield data is often a series of
georeferenced points collected in parallel swaths, and a man-
agement zone likely contains multiple points of yield data.
Given that a large amount of information can be rapidly col-
lected with modern crop sensing systems, the most practical
method for obtaining data by management zone is to collect
the data without regard to the management zone boundaries
and to use post-processing techniques within a GIS to split
the data by zone. For this reason, Apollo includes such tools
to split input data by zone.
The ﬁeld data-clipping tool allows a user to split polygon
and point layers according to management zone boundaries,
assuming the management zones are deﬁned as a polygon
layer inArcMap. Upon initialization, this tool lists the available
polygonandpoint layers currently open inArcMap ina list box.
The user selects the polygon and point layers to be clipped and
clicks the “Setup Fields” command button. The user is asked
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to select the name of the data set in the attributable, for exam-
ple yield data or soil type, of the layer to be clipped. The tool
loops through all layers selected for clipping until the user has
selected data set of interest for each layer. Then, it advances
the user to the next step, in which the user must select the
polygon layer that deﬁnes the management zone boundaries
to be used as a ‘cookie cutter’ for clipping. The user must
then select the data set that deﬁnes unique zone identiﬁers for
eachmanagement zone. This zone identiﬁer is usedwithin the
crop model input ﬁles to associate model input data with the
appropriate management zone, so the polygon layer used for
clippingmust contain a unique identiﬁer for each polygon. For
clipping polygon layers, Apollo computes the feature that cov-
ers the largest areawithin eachmanagement zone andassigns
that feature to the entire zone. For example, when clipping
a digital soil survey, the algorithm determines the soil type
that covers the largest area within each management zone
and assigns that soil type to the entire zone. For clipping point
layers, the algorithmaverages the values for all the points con-
tained within management zone boundaries and assigns this
value to the entire zone. For example, when clipping data from
a yield monitor, all the yield measurements contained within
a management zone are averaged, and this value is assigned
as the ﬁnal yield for the zone. In this way, cropmodel parame-
ters can be deﬁned such that the model’s limiting assumption
of homogeneity is satisﬁed within each management zone. At
the end of this process, Apollo will output the clipped layer of
interest to a new polygon shapeﬁle.
2.4. Creating model input ﬁles
The DSSAT family of crop models requires model input ﬁles
that are written in a very speciﬁc format. Files necessary for
operating crop model simulations using Apollo include the
soil ﬁle (soil.sol), the yield ﬁles (*.mza for CERES-Maize), the
management ﬁles (*.mzx for CERES-Maize), and the weather
ﬁles (*.wth). For applications with Apollo, the soil ﬁle con-
tains unique blocks of text in the speciﬁed DSSAT format to
deﬁne the necessary soil properties for each management
zone. Yield ﬁles for individual growing seasons contain the
average measured yield for each management zone for use in
model calibration and validation within Apollo, described in
detail later.
After clipping a digital soil survey and yield monitor data
according to management zones using the ﬁeld data clipping
tool, soil and yield ﬁles can be created. In the user interface
for writing the soil ﬁle, the user is asked to select the layer
corresponding to the soil survey delineated by management
zone (for example, that created using the ﬁeld data clipping
tool).When this layer is selected, the available data setswithin
the layer are listed in a list box, and the user is asked to select
the data sets containing the soil type information for each
management zone. After selecting the appropriate data set,
the user must deﬁne the relevant properties for each soil type
respectively by manually entering them in Apollo. Most of the
required values can be obtained from published soil surveys.
However, some data not contained in typical county-level soil
surveys, including values for drained upper limit and lower
limit, are computed on the basis of the soil texture according
to Ratliff et al. (1983). The soil properties for each soil type can
also be saved to and opened from a text ﬁle, such that the
information does not have to be reentered when a soil type is
reencountered in a different study.
Apollo also provides routines for creating theDSSATperfor-
mance ﬁles, FILEA and/or FILET, which include observed data
that can be used in calibration and validation. The FILEA for-
mat is for average summary data (such as yield at harvest), and
the FILET format is for time series data. First, the user is asked
to select the layer corresponding to the performance data
delineated by management zone (most likely created using
the ﬁeld data clipping tool). When this layer is selected, the
available data sets within the layer are listed in a list box, and
the user is asked to select the data set containing the desired
information in eachmanagement zone for the growing season
of interest. Our applications of Apollo have used yield data as
themodel performance indicator. Since the cropmodels must
have yield information in units of kgha−1, Apollo includes the
option to perform the appropriate conversion if yield data was
not collected in these units.
2.5. Initializing a ﬁeld
Upon ﬁrst running Apollo for a particular ﬁeld, the user must
add the relevant information to the Apollo database. The user
must provideApollowith a ﬁeld nameandpath pointing to the
directory containing the crop model input ﬁles for the ﬁeld, as
well as the crop model management ﬁles (File Xs) that will be
used in the analysis. When the user prompts Apollo to add
this new ﬁeld to the database, Apollo checks to determine if a
corresponding yield ﬁle exists for each File X. If it does exist,
Apollo copies numerous ﬁles, including the ﬁeld database into
the data directory. Next, the ASCII crop model soil database is
loaded into the Apollo soil database. If the ﬁeld has already
been established in the Apollo database, the user can select
that ﬁeld and continue.
2.6. Model calibration and validation
DSSAT does not offer any automated procedures for cali-
bration. Changes to parameters of the model in order to
calibrate it for speciﬁc conditions must be done one-by-one,
by hand, and making quantitative comparisons of model out-
put to observations requires the data to be exported to an
analysis package. In order to accomplish this in a precision
farming simulation, this process must be repeated for every
management zone. Apollo automates the process by opti-
mizing multiple parameters of choice and identifying the
best-performing parameter values for each zone individually.
Likewise, to validate a calibrated model, running the model
and analyzing the output quantitatively is a tedious exercise
whenmore than one homogeneous unit are simulated. Apollo
automates the process and provides quantitative results of the
validation for each management zone.
2.7. Model calibration to simulate historical yield
variability
As applied in Apollo, model calibration (Fig. 2) is the process
of adjusting soil properties within their range of uncertainty
to minimize error between simulated and observed yield for
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Fig. 2 – Calibration module in Apollo.
each grid over one ormore years. The underlyingmethods are
reported in Paz et al. (1998, 1999).
First, the user must deﬁne a calibration scenario by ﬁrst
selecting the years and grid zones to be used in the calibra-
tion. Once a calibration scenario is established or selected,
the user can select one or more of 10 soil-related crop model
inputs to calibrate. Selection of parameters to calibrate must
be carefully considered based upon ﬁeld-speciﬁc characteris-
tics; not all parameters may be applicable in a given ﬁeld. If
the user selects too many parameters to calibrate, they may
get excellent ﬁt between simulated and observed yields for the
calibration dataset, but get a poor ﬁt for the validation dataset
due to over ﬁtting the model to the calibration dataset. When
the user selects one or more soil parameters to calibrate, they
can edit the default minimum and maximum search range
for each parameter in order to customize it to the range of
expected values for their soil types.
The user can also set several optimization parameters
which dictate the termination criteria, such as the maximum
evaluations (iterations), initial temperature, and convergence
tolerance. There are two termination criteria for the simu-
lated annealing algorithm (discussed below): (1) after a user
speciﬁed number of function evaluations (i.e. number of crop
model runs), or (2) if the rootmean square error (RMSE) of suc-
cessive optimum solutions is below a user-speciﬁed tolerance.
Themaximum function evaluations should initially be set to a
high value (i.e. 1000–4000) and can be reduced after experience
with the dataset to reduce convergence time.
Apollo then uses the simulated annealing algorithm (Goffe
et al., 1994) embedded in an optimization control program
to search for parameter combinations that minimize RMSE
between simulated and observed yield for the selected grid
zones and years. Apollo provides a real-time visualization of
the current simulated annealing solution (Fig. 3). It also pro-
vides the user with the current grid number being optimized,
aswell as the progress toward optimizing the current grid (iter-
ation number), and the current RMSE between simulated and
observed yield.
After the calibration is complete, the user can save the cali-
bration results, which consists of the optimum soil parameter
values for each grid, in the Apollo database. In this module,
the user can also load a previously stored calibration sce-
nario, obtain statistics about simulated and observed yield,
and export the results to an ASCII text ﬁle.
2.8. Model validation
The purpose of the validation routine in Apollo is to compare
simulated and observed yield for seasons that were not used
for model calibration. The user must ﬁrst load an existing cal-
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Fig. 3 – Real-time calibration results information provided by Apollo.
ibration scenario into Apollo by selecting a stored calibration
scenario from a list box. Once the user selects a calibration
scenario, a list of the File X(s) available (both calibration and
validation) populates a list box, and the user can select the
File X(s) to use for validation. Another list box displays the File
X(s) and grid zones used for calibration as a reminder to the
user. Apollo will then run the crop model for the selected File
X(s) and display simulated and observed yields on a graph.
The user can obtain statistics about the data, and export the
simulated and observed yield to an ASCII or comma delimited
ﬁle for analysis external to Apollo. The user can also run the
WinGraf plotting package distributed with DSSAT, version 3.5
to examine many time series graphs of model state and rate
variables for any File X and grid. It is often useful to try differ-
ent combinations of calibration and validation years to obtain
a better estimate of the error expected in simulated yield for
years not used for calibration. This is especially helpful when
using Apollo to evaluate performance of prescriptions.
2.9. Estimation of results of spatially variable
management
2.9.1. Prescriptions
The purpose of the prescriptionmodule is to generate a family
of yield or nitrogen loss curves for different years of his-
torical weather for each grid in the ﬁeld. The idea behind
prescriptions is to determine the optimum input that maxi-
mizes the long-term marginal net return or achieves a user
deﬁned environmental goal (i.e. nitrogen loss) over numerous
years of weather (Paz et al., 1999; Batchelor et al., 2002; Thorp
et al., 2006). Apollo currently generates yield and nitrate loss
information necessary to compute optimum population and
nitrogen rates over many years (i.e. 20–30) of historic weather.
The user must ﬁrst set up a prescription by loading a cali-
bration scenario into Apollo. The calibration scenario contains
the site characteristics that will be used by the crop model
to generate prescriptions. In order to generate prescriptions,
the user must develop File Xs for many different years of
weather (i.e. 20–30 years), and load these File Xs into theApollo
database using the “Add File Xs to List” button located on the
SetUpPrescription tab. Theusermust select the FileXsdesired
for the prescription and add them to the appropriate list box.
After the prescription has been set up, the user is given the
choice to run a population prescription, nitrogen prescription,
or both. For each of the desired prescriptions, the user must
specify a minimum, maximum, and increment that will be
used for model runs. Apollo will then run the crop model for
all combinations of selected File Xs, populations and nitrogen
rates. Apollo stores the simulated yield for each combination
in a user namedﬁle, alongwith the total soil ammonia, nitrate,
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nitrate leached and nitrate lost through the tile drain for each
combination of year, population, and nitrogen rate in the
prescription. The user deﬁned output ﬁle contains the neces-
sary information for users to compute the optimum nitrogen
and/or population rate to maximize marginal net return or to
achieve a desired probability of N lost or left behind (Thorp et
al., 2006).
2.9.2. Irrigation simulation
Using the same programming structure as the prescriptions, a
module was created for Apollo to automate spatially variable
irrigation scenarios. This module allows the user to assess
scheduled irrigations or automatic irrigations based on the
percent available soil water of each grid. Apollo obtains val-
ues from the prescription user interface and formats them
into a data ﬁle, which is acquired by the crop model prior to
any simulations. The user-chosen parameters then overwrite
any parameters listed in the standard input ﬁles for the crop
model.
Several input parameters are available in the Apollo visual
interface. An option button allows the user to choose between
several scenarios, including no irrigation, scheduled irriga-
tion based on user-deﬁned dates and amounts, and automatic
irrigation with ﬁxed irrigation amounts (simulating preci-
sion irrigation). The user can also adjust irrigation efﬁciency,
application amount, and in the case of automatic precision
irrigation, themanagement depth and percent of available soil
water threshold used for automatic applications.
3. Case study: impacts of climate change
on spatial yield variability
Previous investigations have detailed the use of Apollo for
model calibration and validation (Thorp et al., 2007), devel-
opment of precision nitrogen management strategies (Thorp
et al., 2006), spatially variable-irrigation (DeJonge et al., 2007),
etc. We will therefore conclude this paper by demonstrating
the use of Apollo for a new application.Wewill use the system
to simulate the potential effects of projected climate change
spatial yield variability.
Future scenario climates for themid to end of the 21st cen-
tury as simulated by global climate models show a general
warming over the United States. Large uncertainties accom-
pany globalmodel projection of future changes in globalmean
precipitation, but increase on an annual basis seems to be
most likely. It is possible that the spatial responses and needs
of a cropmay differ under such changes in climate. In this case
study, we used 9-year regional simulations of contemporary
(current) and future scenario climates to provide a physically
consistent set of climate variables for input to the Apollo
system, in order to see what effect, if any, different climate
patterns would have on the spatial response of the crop.
Regional climates consistent with global changes are cre-
ated by downscaling global climate model results either by
statistical or by dynamic (regional climate model) methods.
Giorgi et al. (1994) showed that a nested regional model pro-
duces a more realistic simulation of precipitation over the
United States than the driving global model alone, and also
that the estimated changes in climate were different: pre-
cipitation changes differed locally in magnitude, sign, and
seasonal details.
DSSAT requires daily precipitation, maximum and mini-
mumair temperature, and solar radiation as standardweather
inputs. These inputswere taken froma regional climatemodel
that was driven by a global model. We used two sets of cli-
mate data: a contemporary scenario and a future. Results of
the global climate model of the Hadley Centre (HadCM) were
used to provide the basic climate information for these two
scenarios. The HadCM (Murphy, 1995; Murphy and Mitchell,
1995) is a coupled atmosphere–ocean model that uses a ﬁnite
difference grid of 2.5◦ latitude by 3.75◦ longitude (about 300km
inmidlatitudes). This resolution does not provide enough spa-
tial climate detail to represent realistic sub-regional climates.
Thus, we nested a ﬁne grid resolution regional climate model,
HIRHAM, into the coarse grid global model to dynamically
downscale global information to a sub-regional scale. HIRHAM
(Christensen et al., 1996) simulations have a horizontal grid
spacing of 0.5◦ latitude by 0.5◦ longitude, approximately 55km
in our study region. For this study, model simulations for the
single grid box containing the study site were selected.
The contemporary climate scenario, represented by a 9-
year window, corresponds roughly to the 1990s, selected from
the HadCM simulations without enhanced greenhouse gas
forcing, and has CO2 levels of 360ppm. The future climate sce-
nario, represented by a 9-year window, corresponds roughly
to the 2040s. This future scenario is from a transient HadCM
simulation that assumed a 1% per year increase in effective
greenhouse gases after 1990, and has CO2 levels of about
500ppm.
The 20.25ha test ﬁeld, near Perry, IA, USA (41.930808◦N,
94.072548◦W), was separated into 100 even management grid
zones, each 45m by 45m. Five years of complete historical
management, weather and spatially variable yield data for
corn (Zea mays L.) were available (1994, 1996, 1998, 2000, and
2002). Yield data were processed using the Apollo DSS prepro-
cessing routines described above. During the odd-numbered
years in this sequence, soybeans were planted in this ﬁeld.
We used data for the even-numbered years to calibrate the
model, using the process described above. A digitized soil sur-
vey, preprocessed for Apollo using the procedures outlined
above, indicated ﬁve primary soil types present in the test
ﬁeld: Canisteo silty clay loam, Clarion loam, Nicollet loam,
Harps loam, andOkoboji silty clay loam. Soil typeswere gener-
ally distributed topographically, with Clarion and Nicollet on
hilltops and upper sideslopes, Canisteo and Harps on lower
sideslopes, and Okoboji in bottom areas.
Initial soil water content and nutrient levels were not avail-
able for this ﬁeld. Therefore, appropriate levels were assumed
and assigned throughout the study area. Initial soil water
content was set at 0.35 cm3 cm−3, a value near the drained
upper limit for the soils of the ﬁeld. Initial nutrient levels were
set arbitrarily at 0.1 g elemental N, P, and K per Mg soil; this
amount of initial nutrients was set to be negligible because
it is assumed that spring fertilizer applications would supply
nutrients for adequate growth. The plant population for each
grid cell was collected during the 1996 growing season only,
and the average population for this year was used in the cal-
ibration to eliminate any modeling error between grid cells
due to population differences. Calibration model inputs for
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Fig. 4 – Average yields over 9 years of simulated contemporary climate (left) and future climate (right).
management practices (planting and harvest date, fertilizer
application rate and dates) were set according to the pro-
ducer’s actual practice in each of the ﬁve growing seasons.
Management inputs for the simulation yearswere assumed by
takingmean values from the calibration years. Calibration and
validation of CERES-Maize for this ﬁeld is discussed further
detail in DeJonge et al. (2007) and Thorp et al. (2007).
Using the Apollo system, spatial yield predictions were
made for both the simulated contemporary climate and the
simulated future climate. These are shown in Fig. 4.
These results indicate that not only are average yields
different between the two scenarios, but that the spatial dis-
tribution of higher and lower yielding areas is also different.
In the contemporary scenario, average yields across the ﬁeld
Fig. 5 – Comparison of average yields per management zone for contemporary and future simulations.
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over all 9 years are approximately 7300kgha−1 with a standard
deviation of approximately 300kgha−1, whereas in the future
scenario they are approximately 6250kgha−1, with a standard
deviation of approximately 200kgha−1. While nearly every
management zone shows a decrease in average yield from the
contemporary to future scenarios, the locations of relatively
higher and lower-yielding areas changes. In general, higher-
yielding areas weremore consistent than lower-yielding areas
(Fig. 5).
That the future climate simulations result in lower yields
overall is likely due primarily to differences in daily tempera-
tures. The simulated future climate temperatures are notably
warmer than the simulated contemporary climate, with the
average dailymaximum increased by an average of 1.95 ◦C and
the average dailyminimum increased by an average of 2.56 ◦C.
This doubtless increased the evapotranspiration demand of
the crop. Though the average annual rainfall in the simulated
future scenario are higher (951mm, as opposed to 722mm),
it is likely that the temporal distribution in the future sce-
nario was not matched to the temporal distribution of crop
demand. Moreover, the higher temperatures in the future sce-
nario also caused a shorter grain-ﬁlling period, resulting in
lower yields. The grain ﬁlling period is determined by accumu-
lation of growing degree-days. Thus, if the daily temperatures
are higher, the corn plant accumulates growing degree-days
faster, and has fewer days to ﬁll kernels. Corn adds weight
to individual kernels at a very linear rate, approximately
6–8mg/day, depending upon hybrid. Thus, yield is increased
or decreased by the length of the grain-ﬁlling period, which is
highly temperature dependent; higher temperatures shorten
the ﬁlling period.
These results have several implications. That the yield
response under the future scenario shows less spatial vari-
ability suggests that larger management zones would be just
as effective. Furthermore, that the spatial distributions of yield
in the two simulation sets were different indicates that opti-
mal site-speciﬁc applications of fertilizer or irrigation would
also be different between the two scenarios. Using the Apollo
tool, the impacts of various management options can be fully
investigated.
4. Conclusions
Crop models provide a mechanistic way to estimate the
interaction of spatial differences in soil properties and pest
populations with temporal stresses on yield variability within
a ﬁeld. This is possible because the models compute daily
growth processes as a function of weather, stress, and pest
damage. Once calibrated to simulate the historical yield vari-
ability within a ﬁeld, crop models are a powerful tool to
develop risk management strategies that can balance eco-
nomic risk incurred by the producer with environmental risks
that impact society. The Apollo system incorporates many
procedures that crop modelers have developed to analyze
causes of yield variability and to estimate economic and
environmental consequences of prescriptions into a simple
interface.
Because Apollo is designed essentially as a shell program
to run the DSSAT model, it would be a useful methodology for
any spatially variable application of DSSAT, provided spatially
variable input data (such as soils or yield data) is available.
Thus, while the development and application presented in
this paper was for simulation of corn production in central
Iowa, the methodology is applicable for any location in which
one wishes to use DSSAT for spatial simulation.
This paper presents a working beta version of Apollo.
Because the code for the functions beyond automated gen-
eration of the spatially variable inputs and yield ﬁles were
written to interface with DSSAT, version 3.5, some recoding
will be necessary before the code can be used with DSSAT,
version 4.0 and beyond, due to the change in structure of the
cropping systems model. Among other beneﬁts, compatibility
with DSSAT 4.0 and beyond would allow for using Apollo in
simulations and analysis of crop rotations, which is not sup-
ported in DSSAT 3.5. Code for the beta version of Apollo can
be obtained free of charge from the corresponding author.
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