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Abstract: Boric¸i-Creutz (BC ) model describing the dynamics of light quarks in lattice
QCD has been shown to be intimately linked to the four dimensional extension of 2D
graphene refereed below to as four dimensional graphene (4D- graphene). Borrowing ideas
from the field theory description of the usual 2D graphene, we study in this paper the
anomalous quantum Hall effect (AQHE) of the BC fermions in presence of a constant
background field strength Fµν with a special focuss on the case Fµν = Bεµν34 + Eε12µν
with B and E two real moduli and detFµν = B2×E2. First, we revisit the anomalous 2D
graphene by using QFT method. Then, we consider the AQHE of BC fermions for both
regular detFµν 6= 0 and singular detFµν = 0 cases. We show, amongst others, that the
exact solutions of the BC fermions coupled to constant Fµν have a 5D interpretation; and
the filling factor νBC of the BC model coupled to constant Fµν is given by 24 (2N+1)(2M+1)2
with N, M positive integers. Others features, such as FQCDµν 6= 0 and the extension of
the obtained results to the lattice fermions like Karsten-Wilzeck (KW) fermions and naive
ones, are also discussed.
Keywords: Lattice QCD, Borii-Creutz fermions, Anomalous Quantum Hall Effect,
filling factor, four dimensional graphene, Index theorem, Spectral flow.
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1. Introduction
Few years ago M. Creutz made a remarkable observation about links between the physics
of 2D graphene and four dimensional lattice chromodynamics (QCD) [1, 2]. The two Dirac
valleys of 2D graphene [3]-[5] have an analogue in the 4D extension of Creutz; and are
interpreted as the up and down quarks of the physics of QCD [6, 7, 8, 9, 10]. This corre-
spondence opened a window on applying constructions of 2D graphene modelings to 4D
lattice QCD formulated on the hyperdiamond lattice [6]-[15].
In this paper, we contribute to this matter by looking for the generalization of some specific
properties of graphene to the case of 4D lattice QCD with a special focus on Boric¸i-Creutz
(BC) fermions [16]-[21]; in particular the aspect regarding the anomalous quantum Hall
effect (AQHE) [22]-[31]. Recall that QHE in higher dimensions has been first considered
in [27] for the case of the 4-sphere and has been further developed in [28, 29, 30] and refs
therein for other higher D- manifolds. These models are non relativistic systems general-
izing the well known 2D Hall fluid [32, 33] where, due to disorder, the conductivity has
plateaus resulting from the non uniformity of the spatial potential. Recall also that the
quarks uα (x) and dα (x) are light particles that play a central role in lattice QCD simula-
tions; they are described by 4D Dirac spinors Ψα (x) with integral color quantum numbers
as required by the SUc (3) non abelian gauge symmetry; but fractional electromagnetic
charges respectively equal to Qu =
2e
3 and Qd = − e3 . Interactions between quarks are
mediated by gauge fields; in particular by AGµ = A
em
µ Qem +
∑
I A
I
µTI valued in the adjoint
representation of the gauge symmetry G = Uem (1) × SUc (3) with the 8 hermitian 3 × 3
matrices TI standing for the basis generators of SUc (3). In the QCD regime [37, 38, 39]
where the SUc (3) × Uem (1) gauge interactions can be approximated by constant back-
ground fields FGµν = (FSUc(3)µν ,FUem(1)µν ), one is left with a physics quite similar to the one
of the AQHE of the delocalized electrons of 2D graphene. Therefore, one expects the light
quark’s dynamics to show as well an anomalous quantum Hall type phenomenon1 in the
presence of a constant FGµν . This tensor reads generally in terms of the gauge potential
as ∂µA
G
ν − ∂νAGµ +
[
AGµ , A
G
ν
]
; but for explicit computations, we will mainly focus on the
abelian part of the gauge symmetry G.
Because of the uniformity condition ∂
∂x
FGµν = 0, and also by restricting FGµν to take values
in the Cartan subalgebra U2c (1) × Uem (1) ⊂ G, the abelian part of the gauge potential
AIµ (x) that obeys the Lorentz condition ∂µA
µI = 0 reads, up to irrelevant numbers, as
follows 12FIµνxν . Notice by the way that unlike 2D graphene, the underlying space time of
4D lattice QCD has four real euclidian dimensions leading to several possibilities for the
allowed directions of Fµν . This richness, which has also a physical interpretation in terms
of interactions (see section 4), may be fixed by looking for configurations that permit the
diagonalization of the BC - hamiltonian HBC which acts on SO (4) spinorial states |ΨE〉
like HBC |ΨE〉 = E |ΨE〉 with HBC = 1i γµ
(
∂µ − iQc Aµ
)
and where the four matrices γµ
are the usual Dirac 4×4 matrices in the 4D euclidian space. By choosing the constant
1By QHE, we mean a quantized conductivity of the system following from the existence of a discrete
energy spectrum and a discrete filling factor due to the background field.
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background fields like,
Femµν = Bεµν34 + Eε12µν , detFemµν = B2 × E2
FQCDµν =
2∑
I=1
hIFIµν +
∑
su3 roots α
E−αFαµν = 0 ,
(1.1)
breaking down the SO (4) symmetry of the euclidian R4 down to SO (2) × SO (2), one
ends with a diagonal form of the squared operator H2BC ; as well as remarkable factorized
relations that allow to perform the explicit computation of the exact hamiltonian spectrum.
Notice that, viewed from the 4D space time with SO (4) symmetry, the constants B and
E , appearing in the above relations, are ”magnetic” and ”electric” components of FUem(1)µν
respectively normal to the x1-x2 and x3-x4 real planes of R4. However, from a (1+4)-
dimensional space time2 with SO (1, 4) isotropy symmetry, both of B and E behave as
magnetic components that couple to left ΨL and right ΨR handed fermions respectively;
and so lead to QHE phenomenon in four dimensions. This 5D interpretation will be
discussed with some details in section 3 and in conclusion. With the above diagonal
choice of Femµν , which contains as particular cases the singular limit detFemµν = 0 describing
chiral configurations with solely ΨL or ΨR, we find, amongst others and besides the 5D
interpretation of the BC model, the two following features:
(1) the energy spectrum the BC fermions in the constant background fields (1.1) is discrete
provided the Femµν tensor is non degenerate; that is as far as the product B×E 6= 0. In this
case, the energy spectrum is given by
E±n,m
(
̟,̟′
)
= ±~
√
n̟2 +m̟′2, n,m ≥ 0, (1.2)
with the oscillator frequencies ̟2 = 2|QB|
c
, ̟′2 = 2|QE|
c
; and where Q = qe stand for the
electric fractional charge of the quark uα (x) or the quark dα (x) living at each of the two
valleys of the BC model. Clearly the appearance of the frequency ̟′ is due to euclidian
nature of the 4D lattice and to the underlying 5D interpretation where E is thought of
as an external ”magnetic” field that couple to right handed ΨR. In the singular limit
detFemµν = 0, for instance in case where E → 0, the above energy spectrum gets modified
as
E±n (̟, kz) = ±~̟
√
n+
k2z + k
2
τ
̟2
,
with ~ki being the momenta of ΨR along the i-th direction. These energies define a family
of pairs of opposite paraboloids separated by the gaps ∆En = 2
√
n̟2 + k2z + k
2
τ , and touch
on the fundamental state n = 0, kz = 0, kτ = 0 leading to a zero gap system; see also fig 1
for illustration.
2In 1+4 dimensions, the antisymmetric tensor FMN has 10 components; 6 of them given by Fµν are
magnetic type and the other 4 ones given by F5µ are of electric type.
– 3 –
(2) The BC fermion’s filling factor νBC of the anomalous quantum Hall effect induced by
the background fields (1.1) in the band energy 0 ≤ E+n,m ≤ E+N,M , with N , M positive
integers, is given by,
νBC = kV ×Nc × gL × gR × (2N + 1) (2M + 1)
2
(1.3)
where kV is the number of Dirac valleys, which takes the value kV = 2 for minimally doubled
fermions including BC and KW ones; kV = 16 for naive fermions and kV = 4 for staggered
fermions; Nc the quark’s color number which is equal to 3; and gL = gR = 2 the number of
spin polarizations of the left and right handed fermions of the SO (4) spinor. Notice that
in the case where, in addition to Femµν = Bεµν34 + Eε12µν , we also have FSUc(3)µν 6= 0 along
the two directions of the Cartan subalgebra of the SUC (3) gauge symmetry, BC fermions
coupled to the background fields are described by 6 oscillators (2 for each color; i.e: for
each ΨcL and Ψ
c
R, with c = 1, 2, 3) and the above filling factor generalizes as follows,
ν
gen
BC = kV × gL × gR ×
1
2
6∏
i=1
(2Ni + 1) . (1.4)
The presentation is as follows. In section 2, we review briefly the anomalous quantum Hall
effect (AQHE) of graphene; this section aims also to revisit useful aspects of graphene using
relativistic field theory in (1 + 2)D ; and also to describe our approach on a simple system.
In section 3, we study the minimally doublet fermions in a constant background field by
focusing on BC fermions. In particular we study the BC model of 4D lattice QCD; first
as a lattice field theory on the hyperdiamond; and second as a (1 + 4)D extension of the
graphene near the Dirac points. In section 4, we study the algebra of the gauge covariant
derivatives and its highest weight representations. These representations are used in section
5 to determine the spectrum of the BC-hamiltonian in presence of background fields; and
determine the filling factor of the AQHE of the BC fermions. We also give the relation
with the spectral flow hamiltonian considered in [34, 35, 9, 10, 36]. Last section is devoted
to conclusion and comments. In the appendix A and appendix B, we develop further the
link between our study and the index theorem.
2. AQHE in 3D relativistic systems: case of 2D graphene
In this section, we study the anomalous quantum Hall effect of a relativistic fermionic
system described by the (1 + 2) Dirac equation in a constant magnetic background field.
This concerns a particular QED3 model where the electromagnetic field strength Fµν takes
a constant value with direction normal to the 2D space surface where live the sheet of
graphene. We assume that the magnitude of the external field B is bounded as follows 14
Tesla ≤ |B| ≤ 20 Tesla so that the Zeeman coupling can be ignored [40].
2.1 Dirac equation in 3D
First consider the (1 + 2) space time R1,2 with local coordinates xµ = (t, x, y), embedded
in the usual (1 + 3) dimensional space time R1,3 parameterized by XM = (xµ, z); then
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focus on the Dirac equation of a fermionic particle, described by the complex field doublet
ψa = (φ, χ) living in R1,2, in the presence of an external constant magnetic field B taken
along the z-direction of R1,3,
2∑
µ=0
2∑
b=1
iσ
µ
ab
(
Dµψ
b
)
= 0. (2.1)
In this system of equations, the hermitian 2×2 matrixD = iσµabDµ with iDµ = i
(
∂µ − iecAµ
)
and (iDµ)
+ = iDµ, is the gauged Dirac operator in (1 + 2) spacetime dimensions, σ
0 = I2
the unity matrix and σi =
(
σ1, σ2
)
the usual 2× 2 Pauli matrices obeying the 2D Clifford
algebra σiσj+σjσi = 2δij as well as the SU (2) commutation relations type
[
σ1, σ2
]
= 2iσ3
giving the± chiralities of the component fields φ and χ. Moreover, Aµ is the gauge potential
which in the present case reads as 12Fµνxν where the constant field strength tensor
Fµν = c
ie
[Dµ,Dν ] (2.2)
is given by the magnetic field Bε0µν3 along the z-direction. Here, the rank 4 tensor εαµνβ
is the completely antisymmetric SO (1, 3) invariant tensor; and the restricted ε0µν3 ≡ εµν
is the antisymmetric SO (2) invariant 2× 2 matrix. Substituting Fµν = Bεµν , we see that
the linear gauge potential lives in the x-y plane with components as given below,
A1 = +
B
2 y, A0 = 0,
A2 = −B2 x, ∂µAµ = 0.
(2.3)
From the above relations, we learn also that [D1,D2] = i
e
c
B showing amongst others that B
acts as a deformation parameter on the free spectrum of the Dirac operator; and the algebra
of the gauge covariant derivatives, is up to a scale factor, the well known Heisenberg algebra
of the harmonic oscillator; i.e
[
A,A†
]
= ~I. Furthermore, factorizing the time dependence
of the wave function by summing over all possible frequencies as
ψa (t, x, y) =
∫ +∞
−∞
dE
2π~
e−
i
~
EtψaE (x, y) (2.4)
or equivalently by using discrete spectrum notation like
ψa (t, x, y) =
+∞∑
n=−∞
e−
i
~
Entψan (x, y) , (2.5)
with En = ~ωn; and ψ
a
+|n| (x, y), ψ
a
−|n| (x, y) the wave functions associated with positive
and negative frequencies; then using the fact that scalar potential A0 = 0, it is convenient
to rewrite the Dirac equation of ψan as follows(
0 i (D1 − iD2)
i (D1 + iD2) 0
)(
φn
χn
)
= ωn
(
φn
χn
)
. (2.6)
The solutions of this matrix equation give the possible frequencies ωn and the corresponding
wave function doublets (φn, χn), with the integer n refereing to the quantized values of
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energy and momentum due to the background field B. To that end, acting on the above
2×2 matrix equation (2.6) by the Dirac operator i∑σlDl, we can bring it into the following
diagonal one (
D−D+ 0
0 D+D−
)(
φn
χn
)
= ω2n
(
φn
χn
)
(2.7)
where we have set D± = i (D1 ± iD2) with the property (D±)+ = D∓. We also have
D+ = i
(
2 ∂
∂u¯
− eB2c u
)
, u = x+ iy, ∂
∂u
= 12
∂
∂x
− i2 ∂∂y ,
D− = i
(
2 ∂
∂u
+ eB2c u¯
)
, u¯ = x− iy, ∂
∂u¯
= 12
∂
∂x
+ i2
∂
∂y
,
(2.8)
together with the angular momentum Lz around the z-axis reading like
Lz =
(
u
∂
∂u
− u¯ ∂
∂u¯
)
=
1
i
(
x
∂
∂y
− y ∂
∂x
)
, (2.9)
and acting on D± and D−D+ as follows
[Lz,D±] = ±D± , [Lz,D−D+] = 0 . (2.10)
The relation [Lz,D−D+] = 0 shows that the wave functions carry, in addition to energy,
also an angular momentum charge that we skip below for simplicity. Notice moreover that
the D± operators satisfy the commutation relation [D−,D+] = 2ec B which, up on using
the normalization
D− = A
√
2e
c
B, D+ = A†
√
2e
c
B, (2.11)
with positive B, can be put in the usual Heisenberg form[
A,A†
]
= I , [A,A] =
[
A†, A†
]
= 0 , (2.12)
describing the algebra of the quantum harmonic oscillator with A† the creation operator,
A the annihilation operator; and ~I (with ~ set to one) the diagonal one that captures
the energy quantum number n. The highest weight representations of this algebra are
well known; they are given by semi infinite dimensional vector spaces generated by the
normalized basis vectors
{
ξ±n (x, y) = |ξ±n >
}
n≥0 based on the highest weight vector |ξ0 >
obeying the conditions
A|ξ0 >= 0 , ~I|ξ0 >= ~|ξ0 > , (2.13)
solved generally like ξ0 (u, u¯) ∼ ule−
eB
4c
uu¯ with l the value of the angular momentum which
we set below to zero. The other states of the representation are given by successive appli-
cation of the creation operator A† as given below,
A†|ξn > =
√
n+ 1|ξn+1 > , n ≥ 0
A|ξn > =
√
n|ξn−1 > , N = A†A
(2.14)
with |ξ−1 >= 0 as well as
N|ξn >= n|ξn >, < ξn|ξm >= δnm. (2.15)
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Substituting the operators D± in terms of their expression using A and A†, we can split
the matrix equation (2.7) in two eigenstate equations as follows
(A+A+ I) φn =
ω2nc
2eB φn ,
A+A χ = ω
2
nc
2eB χn .
(2.16)
The wave functions of these relations are naturally solved by the basis states {|ξn >} by
taking φn and χn like (
φn
χn
)
=
(
|ξn−1 >
|ξn >
)
, (2.17)
describing two neighboring polarized particles. The energies follow from the relation be-
tween the squared frequencies ω2n =
E2n
~2
and the integer n. We have
ω2n =
2eB
c
n , E±n = ±
√
2~eB
c
|n| , (2.18)
with E+n and E
−
n respectively associated with the waves ψ
a
+|n| (x, y) and ψ
a
−|n| (x, y) of
eq(2.5). Notice that for n = 0, we have a zero mode with negative chirality(
0
χ0
)
(2.19)
2.2 Filling factor
As was discovered in 1980, the Hall conductivity σxy of a 2D electron gas in a strong
transverse magnetic field develops plateaus at values quantized in units of e
2
h
; i.e σxy = ν
e2
h
with ν =
Nf
Nφ
standing for the filling factor [33, 44]. In the case of 2D graphene, the
filling factor νgraph of the QHE is given by the ratio of the number NF of particle states
with respect the number of quantum fluxes Nφ =
∫
S2
F2 where the 2-form F2 is given by
Bdx ∧ dy. We have,
νgraph =
Nf
Nφ
. (2.20)
A direct way to get this factor is to compute the number NF per a unit quantum flux
Nφ = 1. For that purpose we proceed as follows: First recall that the ψ+|n| and ψ−|n|
components of the expansion of the quantum wave function ψ =
∑
n ψn with ψn (t, x, y) =
e−iωntψn (x, y) as in eq(2.5) describe respectively particles and holes that live on the energy
levels E+n and E
−
n of eq(2.18). Second, the total number of NF polarized particles and NF
holes, per unit quantum flux, that fill the band energy
0 ≤ E2n ≤ E2N , E−N ≤ En ≤ E+N , (2.21)
with E±N = ±
√
2~eB
c
|N | is, because of symmetry, precisely 2NF ; and is given by the relation
2NF =
∫
E−
N
≤En≤E+N
dtd2x |ψ (t, x, y)|2 (2.22)
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together with the expansion
ψ (t, x, y) =
+N∑
−N
e−iωntψn (x, y) . (2.23)
Putting back (2.23) into (2.22) and using the orthogonality property
∫
d2x ψ¯n (x, y)ψm (x, y)
= δn,m, the relation (2.22) reduces to
2NF =
+N∑
−N
1 = (2N + 1) . (2.24)
From the above relations, we learn that the positive energy values E+n are associated with
the wave functions indexed by positive integers n ≥ 0 namely ψa+n (t, x, y) = e−
i
~
E+n tψa+n (x, y);
they correspond, in the language of condensed matter physics, to the conducting band
where live particle states. The negative energy values E−n are associated with the wave
functions indexed by negative integers n = − |n| ≤ 0, ψa−|n| (t, x, y) = e−
i
~
E−n tψa−|n| (x, y);
they are associated with the valence band where live the holes. In the particular case n = 0,
both energies E±n vanish and the conducting and valence bands touch. So the fundamental
state ψa0 with zero energy would be filled by
1
2 particle and
1
2 hole; this property can be
viewed as another statement of the chiral anomaly.
Therefore the number of polarized particles filling the band energy 0 ≤ E+n ≤
√
2~eB
c
|N | is
equal to N+ 12 . So, by taking into account the fact that electrons has two spin polarizations,
the general expression of the filling factor νgraph reads as follow:
νgraph = 2kV
(
N +
1
2
)
≡ 4N + 2, (2.25)
where kV stands for the number of Dirac valleys which is equal to 2 in the case of graphene.
3. Boric¸i-Creutz fermions in background fields
In this section, we extend known results on 2D graphene to BC fermions of 4D lattice QCD;
but the analysis applies straightforwardly to KW and naive fermions. First, we recall the
BC fermions and its two Dirac valleys as being a simple model for lattice QCD simulations.
Then we study some remarkable properties of the Dirac equation in the background field
(1.1). The explicit computation of the spectrum of BC fermions in background fields will
be given in next sections.
3.1 BC model and 4D graphene
Boric¸i-Creutz fermions [16] is a simple four dimensional lattice QCD model for studying
and simulating the interacting dynamics of the two light quarks up uα (x) and down dα (x);
see ref.[7] for other specific features of BC fermions; in particular the explicit derivation of
the SU (2) flavor3 symmetry (uα, dα). The BC model can be derived as a particular model
3To be precise the species in lattice fermions should be treated as point splitting fields as proposed in
[9] and used extensively in [10].
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resulting from the following general euclidian lattice action
SBC = 1
a
∑
xi∈L
(
5∑
l=1
Ψ+xiγ
µΩlµΨxi+vl −Ψ+xiγµΩ¯lµΨxi−vl
)
, (3.1)
where L is the 4D hyperdiamond with lattice parameter a; Ψxi is a 4D euclidian Dirac
spinor at the site xi; γ
µ the usual 4 × 4 Dirac matrices to be specified later; vl are five
relative vectors parameterizing the first nearest neighbors; and where Ωlµ is a 4× 5 tensor
that reads like [41],
Ωlµ =


−12 −1+2i4 14 14 14
−12 14 −1+2i4 14 14
−12 14 14 −1+2i4 14
−12 14 14 14 −1+2i4

 . (3.2)
Expanding the Dirac spinors in Fourier modes, we get SBC =
∫
d4k
(2pi)4
Ψ+
k
iDBCΨk where the
4× 4 matrix DBC is the BC operator in the reciprocal space; it reads as follows,
DBC ∼ 1a
4∑
µ=1
γµ sin akµ − 1a
4∑
µ=1
γµ cos akµ +
1
a
4∑
µ=1
Γ cos akµ − 2aΓ , (3.3)
with
Γ =
1
2
(
γ1 + γ2 + γ3 + γ4
)
. (3.4)
From these expressions, one can check that the operator DBC has two zero modes given
by the two following four component wave vectors kµ,
(i) : K = (k1, k2, k3, k4) = (0, 0, 0, 0) ,
(ii) : K ′ = (k1, k2, k3, k4) =
(
pi
2a ,
pi
2a ,
pi
2a ,
pi
2a
)
.
(3.5)
The first zero mode is associated with the quark u˜α (k); and the second with the quark
d˜α (k) , these fields are just the Fourier transform of uα (x) and dα (x) respectively. Ex-
panding eq(3.3) near the zero modes (3.5-i) and (3.5-ii), one gets at the first order in
kµ,
DBC ≃
4∑
µ=1
γµkµ  
4∑
µ=1
γµ
∂
i∂xµ
, (3.6)
which is precisely the Dirac operator of a free fermion. As such, near each one of the two
Dirac points the BC model reads in the continuous space as follows
SBC =
∫
R4
d4xΨ+ (x) γµ
∂Ψ(x)
∂xµ
, (3.7)
with Ψ (x) standing for the quarks u (x) and d (x) respectively given by integrals over
momentum hyper-balls B centered at K and K′ as reported below; see [7] for technical
details,
u (x) =
∑
y
∫
BK
d4k
(2pi)4
eik(x−y)u (y) ,
d (x) =
∑
y
∫
B
K′
d4k
(2pi)4
eik(x−y)d (y) .
(3.8)
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Notice that the way this the above relation is a naive definition of the flavors; a more
concise way to do is that done in [9]. Although not used here below, this method is based
on point splitting fields in the reciprocal space. For later use, it is interesting to notice as
well the following remarkable properties:
First, one has to think about the field Ψ (x) as the zero mode of the hamiltonian equation
〈x|HBC |ΨE〉 = EΨE (x) , 〈x|HBC |Ψ0〉 = 0 , (3.9)
with hamiltonian4
HBC = γ
µ ∂
i∂xµ
. (3.10)
To interpret eq(3.9) as an equation of motion, one has to modify the action SBC (3.9) by
adding an extra term of the form E
i
Ψ+E (x)ΨE (x).
Second, since the parameter E can take any real value, we will also think about the Dirac
spinor ΨE (x) as describing modes of a spinor field living on a 5D space time as given below
Ψ (x, t) =
∫
dE
2π~
e
i
~
EtΨE (x) , (3.11)
so that the 4D action (3.9) looks as resulting from the following five dimensional one
S5D =
∫
R1+4
dtd4x

Ψ+ (x,t)

 4∑
µ=1
γµ
∂
∂xµ
− ∂
∂t

Ψ (x,t)

 , (3.12)
where t stands for the five dimensional coordinate; and which could be interpreted as a
”time” coordinate encoding non zero energy deformations near the Dirac points. This 5D
interpretation will be developed with further details later on; it will be also linked with the
so called spectral flow hamiltonian given in sub-section 5.3 and appendix B.
3.2 BC fermions in background fields
We start by giving some useful tools on spinors in the euclidian space time R4; then we
describe the Dirac equation of the BC fermions in a generic background field Fµν .
3.2.1 From SO (1, 3) to SO (4) and then to SO (1, 4)
First, recall that the quarks are confined relativistic particles described by four dimensional
space time fields uα (x) and dα (x) transforming as complex 4-component Dirac spinors,
Ψα (x) =


Ψ1 (x)
Ψ2 (x)
Ψ3 (x)
Ψ4 (x)

 . (3.13)
4Notice that HBC has been defined as an invariant under the SO (4) symmetry that follows from the
continuum limit of the hyperdiamond. If one insists on defining the hamiltonian in terms the translation
generator along the 4-th direction, one has to break SO (4) down to SO (3); and ends amongst others either
with detFµν = 0 or with a quantization condition on the background fields B and E .
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These particles carry several charges, in particular the spin charge of the SO (1, 3) space
time symmetry as well as the electric and color charges respectively given by the Uem (1)
and the SUc (3) gauge symmetries. The color charge is understood in eq(3.13); since each
component Ψα should be read as Ψ
c
α with c = 1, 2, 3 the color index; i.e:
Ψα =

Ψ
1
α
Ψ2α
Ψ3α

 . (3.14)
Recall also that in 4D lattice QCD, one uses euclidian time rather than the Minkowski
one, so the standard SO (1, 3) Lorentz symmetry gets mapped to SO (4) which is locally
isometric to the product
SUL (2)× SUR (2) . (3.15)
So SO (1, 3) scalars type kµx
µ = k.r − k4x4 get replaced by the SO (4) ones namely
k.r+ k4x
4; similarly the SO (1, 3) semi-norms k2 − k24 = ζ2 transform into positive norms
k2 + k24 = ζ
2 leading to k4 = ±
√
ζ2 − k2 with imaginary values in the case where ζ = 0.
Moreover, the four component SO (4) Dirac spinor Ψα (3.13) is essentially made by the
direct sum of the two SU (2) spinors
Ψα = ψa ⊕ ξ¯a˙ , Ψ = ΨL ⊕ΨR, (3.16)
where undotted fermions refer to SUL (2) and dotted ones to SUR (2). Each one of these
Weyl spinors have two components as described in the following table,
symmetry groups SUL (2)× SUR (2) ≃ SO (4) SUc (3)
representations
(
1
2 , 0
) (
0, 12
) (
1
2 , 0
) ⊕ (0, 12) 3
fields ψa ξ¯a˙ Ψα =
(
ψa
ξ¯a˙
) Ψ
1
α
Ψ2α
Ψ3α


(3.17)
The fields ψa (x) and ξ¯a˙ (x) are just the left handed and right handed quarks ΨL (x) and
ΨR (x); they carry opposite chiralities under γ5 and live on the four dimensional Euclidean
space time R4 parameterized by the local coordinates x = (x, y, z, τ ) with diagonal metric
δµν = diag (+ + ++). These fermions have integer color charges; but fractional electric
ones given by Qu =
2e
3 and Qd = − e3 .
Moreover, in lattice QCD the BC - fermions Ψ˜ (k) living at the Dirac points (3.5) have
zero energy as they are zero modes of the Dirac operator. Therefore non zero energy ex-
citations induced by deformations near the two Dirac points may be interpreted in terms
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of the 5-dimensional direction t introduced above; so that the space with local coordinates
x = (x, y, z, τ ) gets promoted to a (1+4) space time with coordinates
(x; t) ≡ (x, y, z, τ ; t) .
As such the four component field Ψ (x) gets also promoted to Ψ (x; t) = Ψ (x, y, z, τ ; t)
whose expansion with respect to the fifth coordinate t is given by eq(3.11).
3.2.2 Dirac equation coupled to Fµν
The Dirac equation describing the dynamics of the four component Dirac fermion Ψcα (x)
coupled to the background vector gauge potential Aµ (x) is given by the following system
of four coupled equations
4∑
µ=1
4∑
β=1
3∑
d=1
i (γµ)βα
[
δcd∂µ − igG
c
(
AGµ
)
cd
]
Ψdβ = EΨ
c
α, (3.18)
where
(
AGµ
)
cd
=
∑
I A
I
µT Icd with the generators of G = SUc (3)×Uem (1) and gG the gauge
coupling constant. Below, we will restrict to the particular case where A
Uem(1)
µ 6= 0 and
A
SUc(3)
µ = 0; the case with FSUc(3)µν 6= 0 will be discussed in conclusion section. In the case
A
Uem(1)
µ 6= 0 and ASUc(3)µ = 0, the above equation reduces to,
iγµ
(
∂µ − iQ
c
Aµ
)
Ψ = EΨ, (3.19)
where now Aµ stands for the electromagnetic gauge potential A
Uem(1)
µ . Notice also the two
following things:
First, by help of the constraint equation
∂Fµν
∂xρ
= 0 expressing the fact that Fµν is a constant,
it is not difficult to check that the electromagnetic potential vector Aµ is linear in space
time coordinate positions xµ as follows,
Aµ =
1
2Fµνxν , ∂µAµ = ∂Aµ∂xµ = 12Fµνδµν = 12Tr (F) = 0, (3.20)
where we have dropped out the irrelevant integration constants. Generally speaking, the
antisymmetric tensor Fµν = ∂µAν − ∂νAµ capture six real degrees of freedom, three com-
ponents for the ”magnetic” field B and three components of the ”electric” field E ,
Fµν =


0 +B3 −B2 +E1
−B3 0 +B1 +E2
+B2 −B1 0 +E3
−E1 −E2 −E3 0

 , detFµν = (~E . ~B)2. (3.21)
From the 5-dimensional view, this matrix should be reads as a 4×4 submatrix of the
following 5×5 antisymmetric one,
FMN =
(
Fµν Fµ5
F5ν 0
)
, (3.22)
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where now the Fµ5’s are the 4 components of the electric field in 5D; and Fµν the 6 com-
ponents of the magnetic tensor. Below, we will focuss on particular situations where Fµν
has two degrees of freedom as in eq(1.1). This corresponds to choose the four components
of the electromagnetic gauge potential Aµ as follows:
A1 =
B
2 y, A2 =
−B
2 x, A3 =
E
2 τ , A4 = −E2 z, (3.23)
leading to the following constant electromagnetic field strength,
Fµν =


0 −B 0 0
+B 0 0 0
0 0 0 −E
0 0 +E 0

 , (3.24)
with detFµν = B2 × E2. In this relation, B and E are a priori arbitrary real numbers; but
to have a quantum Hall effect, they have to be large enough so that interacting energy is
much greater with respect to kinetic energy.
The second comment concerns the four γµ’s of (3.19); these are the 4D euclidian 4 × 4
Dirac matrices obeying the usual 4D Clifford algebra,
γµγν + γνγµ = 2δµνI4 , (3.25)
with I4 the 4 × 4 identity matrix. Notice that the SO (4) ≃ SUL (2) × SUR (2) has 6
generators, 3 of them generate SUL (2) and the three others generate SUR (2). In the
spinor representation, these are given by the Pauli matrices τ i and σi with generic 2 × 2
matrix representation is as follows,
̺1 =
(
0 1
1 0
)
, ̺2 =
(
0 −i
i 0
)
, ̺3 =
(
1 0
0 −1
)
, (3.26)
with ̺i standing for both τ i and σi. The matrices ̺1, ̺2 satisfy the 2D Clifford algebra
̺i̺j + ̺j̺i = 2δijI2 and the SU (2) symmetry bracket
[
̺1, ̺2
]
= 2i̺3. Notice moreover
that the euclidian γµ matrices can be realized in terms of tensor products of τ i and σi as
follows,
γi = τ2 ⊗ σi , γ4 = τ1 ⊗ σ4 , γ5 = τ3 ⊗ σ4 , Υ0 = τ4 ⊗ σ4 (3.27)
with τ4, σ4 = I2 ≡ I and γ5 = γ1γ2γ3γ4. More explicitly, we have
γk=
(
0 −iσk
iσk 0
)
, γ4=
(
0 I
I 0
)
, γ5=
(
I 0
0 −I
)
Υ0=
(
I 0
0 I
)
.
(3.28)
The anticommutator of the γµ matrices verify the 4D Clifford algebra (3.25) and their
commutators γ[µν] give precisely the 6 generators of the spinorial representation of the
SO (4) symmetry,
γiγj − γjγi = 2iεijk (τ2 ⊗ σk) ,
γ4γi − γiγ4 = 2iε123 (τ 3 ⊗ σi) , (3.29)
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where εijk is the completely antisymmetric 3D Levi-Civita tensor.
Now, we turn to determine the spectrum of BC fermions in background fields by solving
eq(3.19); but before that it is interesting to study the properties of the non commutative
algebra of the covariant derivatives; then turn back to compute the spectrum.
4. The Lie algebra of the gauge covariant derivatives
As we will see, the algebra of the Dµ covariant derivatives in constant background fields
has much to do with Heisenberg algebra of quantum harmonic oscillators. Because of the
tensor structure of Fµν , we distinguish two basic cases: first the case of two uncoupled
quantum oscillators associated with the choice (3.24) and detFµν 6= 0. Then we con-
sider the general case (3.21) with detFµν = (~E . ~B)2 6= 0 describing two coupled quantum
harmonic oscillators.
4.1 uncoupled case: Fµν = Bεµν34 + Eε12µν
Generally, the four gauge covariant derivatives D1, D2, D3, D4 satisfy the generic commu-
tation relations
[Dµ,Dν ] = −iQ
c
Fµν , (4.1)
but because of the choice (3.24) of the background fields, they reduce to,
[D1,D2] = i
QB
c
, [D3,D4] = i
QE
c
, (4.2)
and all others vanishing. These are very special relations; first because their right hand
sides are non zero constant numbers showing amongst others that the large limits of B and
E induce a non commutative geometry in the euclidian space,
[xµ, xν ] =
4ic
Q
Gµν (4.3)
with Gµν given by
Gµν = 1
~E . ~B


0 −E3 E2 −B1
E3 0 −E1 −B2
−E2 E1 0 −B3
B1 B2 B3 0

 (4.4)
Second, the four covariant derivatives organize in 2 + 2 capturing a complex structure as
follows,
D1 − iD2 = 2∂∂u + QB2c u¯ , D1 + iD2 = 2∂∂u¯ − QB2c u ,
D3 − iD4 = 2∂∂v + QE2c v¯ , D3 + iD4 = 2∂∂v¯ − QE2c v ,
(4.5)
together with similar relations for their adjoint conjugates. In getting eq(4.5), we have used
the explicit expressions D1 = ∂1 − iQB2c y, D2 = ∂2 + iQB2c x together with similar relations
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for D3, D4; and we have set
u = x+ iy , ∂
∂u
= 12
(
∂
∂x
− i ∂
∂y
)
,
v = z + iτ , ∂
∂v
= 12
(
∂
∂z
− i ∂
∂τ
)
.
(4.6)
To study the representations of eqs(4.2), one has to specify the sign of QB
c
and QE
c
. As-
suming QB
c
> 0, QE
c
> 0 for simplicity and which means that Q, B, E have the same sign;
and setting
i (D1 − iD2) = A
√
2QB
c
, i (D1 + iD2) = A
†
√
2QB
c
,
i (D3 − iD4) = C
√
2QE
c
, i (D3 + iD4) = C
†
√
2QE
c
,
(4.7)
the commutation relations (4.2) read also as[
A,A†
]
= I ,
[
C,C†
]
= I ,
[A,C] = 0 ,
[
A,C†
]
= 0 ;
(4.8)
These relations (4.8) show that the Dirac fermion in the background field Fµν (3.24) de-
scribe a priori two quantum harmonic oscillators with oscillation frequencies
̟ =
√
2QB
c
, ̟′ =
√
2QE
c
. (4.9)
The operators A†A and C†C giving the number of energy excitations in ̟ and ̟′ units
respectively read in terms of the gauge covariant derivatives as follows
2QB
c
A†A = (D1)2 + (D2)2 + i [D1,D2]
= (D1)
2 + (D2)
2 − QB
c
,
(4.10)
and similarly
2QE
c
C†C = (D3)2 + (D4)2 + i [D3,D4]
= (D3)
2 + (D4)
2 − QE
c
.
(4.11)
Using the space time variables (x, y, z, τ ) and their derivatives ∂µ, these operators read
more explicitly like
(D1)
2 + (D2)
2 = − ∂2
∂x2
− ∂2
∂y2
+
∣∣∣QB2c ∣∣∣2 (x2 + y2)+ ∣∣∣QB2c ∣∣∣Lxy,
= − 4∂2
∂u∂u¯
+
∣∣∣QB2c ∣∣∣2 uu¯+ ∣∣∣QB2c ∣∣∣Luu¯,
(4.12)
and
(D3)
2 + (D4)
2 = − ∂2
∂z2
− ∂2
∂τ2
+
∣∣∣QE2c ∣∣∣2 (z2 + τ2)+ ∣∣∣QE2c ∣∣∣Lzτ ,
= − 4∂2
∂v∂v¯
+
∣∣∣QE2c ∣∣∣2 (vv¯) + ∣∣∣QE2c ∣∣∣Lvv¯ ,
(4.13)
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where one recognizes the harmonic potential energy induced by the electromagnetic flux
and the angular momentum operator components Lxy and Lzτ
Lxy = −i
(
x ∂
∂y
− y ∂
∂x
)
, Lzτ = −i
(
z ∂
∂τ
− τ ∂
∂z
)
, (4.14)
describing respectively rotations around of the oscillations of the particles the x-y and z-τ
planes of the 4D space time. Notice that the hermitian operators Lxy and Lzτ are nothing
but the charge operators of the abelian UL (1) and UR (1) sub-symmetries of the SUL (2)
and SUR (2) respectively. Indeed, using the complex variables (4.6) and putting back into
(4.14), we find,
Lxy = Luu¯ = u ∂∂u − u¯ ∂∂u¯ , Lzτ = Lvv¯ = v ∂∂v − v¯ ∂∂v¯ , (4.15)
acting on the monomials un1 u¯n2vm1 v¯m2 as follows
[Lxy, un1 u¯n2vm1 v¯m2 ] = (n1 − n2) un1u¯n2vm1 v¯m2 ,
[Lzτ , un1 u¯n2vm1 v¯m2 ] = (m1 −m2)un1 u¯n2vm1 v¯m2 .
(4.16)
Notice that for the particular cases n1 = n2 and m1 = m2, there is no UL (1) nor UR (1)
charges. So wave functions Ψα = Ψα (u, v, u¯, v¯) that depend only on uu¯ and vv¯ have no
angular momenta.
Moreover, using the expression of the matrices γµ, we can write this matrix operator
(HBC)αβ = iγ
µ
αβDµ in terms of the creations operators A
†, C† and the annihilation ones
A, C as follows:
(HBC)αβ =
1
i


0 0 −̟′C† −̟A
0 0 −̟A† ̟′C
̟′C ̟A 0 0
̟A† −̟′C† 0 0

 , (4.17)
with H†BC = HBC . Moreover, using the commutation properties CA
† = A†C and CA =
AC and their adjoint conjugates following from the choice (3.24), the squared BC hamil-
tonian H2BC reads as follows,

̟2AA† +̟′2C†C 0 0 0
0 ̟2A†A+̟′2CC† 0 0
0 0 ̟2AA† +̟′2CC† 0
0 0 0 ̟2A†A+̟′2C†C


which allow to determine spectrum of the Boric¸i-Creutz spectrum; this will be done after
studying the coupled case.
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4.2 coupled case: Fµν = B[ij]εµνij + E [4i]ε4iµν
In the case where the 6 components B[ij] and E [4i], (i, j = 1, 2, 3) of the background field
Fµν are non zero as in (3.21), the previous two Heisenberg algebras (4.8) get coupled.
Indeed, using the relation [Dµ,Dν ] = −iQc Fµν and eq(4.7), we find in addition to[
A,A†
]
= I ,
[
C,C†
]
= I , (4.18)
the following couplings
[A,C] = λ,
[
A†, C†
]
= −λ¯,[
A,C†
]
= ζ,
[
A†, C
]
= −ζ¯, (4.19)
where we have set,
λ = 1
2
√BE [(F14 + F23) + i (F13 −F24)] ,
ζ = 1
2
√BE [(F23 −F14) + i (F13 + F24)] .
(4.20)
Using the BC hamiltonian (4.17), we find that its square H2BC is given by,

̟2AA† +̟′2C†C −̟̟′ζ 0 0
−̟̟′ζ¯ ̟2A†A+̟′2CC† 0 0
0 0 ̟2AA† +̟′2CC† −̟̟′λ
0 0 −̟̟′λ¯ ̟2A†A+̟′2C†C


and is no longer diagonal. Moreover, the operator numbers A†A and C†C do no longer
commute; a difficulty that may be overcome by treading λ and ζ as small perturbation
parameters.
5. More on AQHE in BC model
First we compute the spectrum of BC fermions in the constant background fields; then
we determine the filling factor νBC of the associated quantum Hall effect. After that, we
study the link with spectral flow method of [34, 9].
5.1 Spectrum of BC Hamiltonian HBC
Starting from the BC fermion’s equationHBC |Ψ〉 = E |ΨE〉 , then substituting the matrices
γµ by their expressions (3.28) and the Dirac fermion Ψα by its two Weyl spinors
(
ψa, ξ¯a˙
)
,
we get (
0 O
O† 0
)(
ψ
ξ¯
)
= E
(
ψ
ξ¯
)
, (5.1)
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where the O and O† operators are given by
O = i
(
−̟′C† −̟A
−̟A† ̟′C
)
, O† = i
(
̟′C ̟A
̟A† −̟′C†
)
. (5.2)
These operators can be also written in the following condensed form
O = σ4D4 + i
3∑
k=1
σkD, O† = σ4D4 − i
3∑
k=1
σkD, (5.3)
which let understand that solutions may be as well obtained by using quaternions. To deal
with eqs(5.1), we will use an explicit method relying on acting on its both sides of by HBC .
We get the following set of equations
OO†ψ = E2ψ ,
O†Oξ¯ = E2ξ¯ , (5.4)
showing that the two Weyl spinors ψa and ξ¯a˙ can be treated separately; thank to the choice
(3.24). This property was also expected as there is no mass term that couples the left and
right components of the Dirac fermion. To solve (5.4), we use the following expression of
OO† and O†O,
OO† =
(
̟′2C†C +̟2
[
A†A+ 1
]
0
0 ̟′2
[
C†C + 1
]
+̟2A†A
)
, (5.5)
and
O†O =
(
̟′2
[
C†C + 1
]
+̟2
[
A†A+ 1
]
0
0 ̟′2C†C +̟2A†A
)
. (5.6)
Notice that these matrix operators don’t commute; they obey the commutation relation
OO† −O†O = −̟′2
(
1 0
0 −1
)
. (5.7)
Then putting the expression of OO† and O†O back into eq(5.4), we obtain the following
system of 4 equations which allow to determine the 4 component of the Dirac spinor[
̟′2C†C +̟2
[
A†A+ 1
]]
ψ1 = E
2ψ1 ,
[
̟′2
[
C†C + 1
]
+̟2A†A
]
ψ2 = E
2ψ2 ,
[
̟′2
[
C†C + 1
]
+̟2
[
A†A+ 1
]]
ξ¯1 = E
2ξ¯1 ,
[
̟′2C†C +̟2A†A
]
ξ¯2 = E
2ξ¯2 .
(5.8)
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To solve these relations, it is useful to introduce the wave function basis {|ϑn,m〉} of two
uncoupled quantum harmonic oscillators. These wave functions are factorized as
Λn,m (u, u¯, v, v¯) = θn (u, u¯)× θ′m (v, v¯) , n,m ≥ 0, (5.9)
with the constraint relations
A× θ0 (u, u¯) =
(
2∂
∂u
+ QB2c u¯
)
θ0 (u, u¯) = 0
C × θ′0 (v, v¯) =
(
2∂
∂v
+ QB2c v¯
)
θ0 (v, v¯) = 0
(5.10)
solved as follows
θ0 (u, u¯) = N0 (u¯) e−
QB
4c
uu¯ , θ′0 (v, v¯) = N ′0 (v¯) e−
QE
4c
vv¯ , (5.11)
where the complex functions N0 (u¯) and N ′0 (v¯) obey the holomorphic conditions ∂N0(u¯)∂u = 0
and
∂N ′0(v¯)
∂v
= 0; and are generally fixed by the charge of the angular momentum operators
and the normalization condition of the wave functions. The others waves functions θn (u, u¯)
and θ′m (v, v¯) are obtained as usual by applying the creation operators.
θn (u, u¯) ≃
(
2∂
∂u¯
− QB2c u
)n
θ0 (u, u¯) ,
θ′n (v, v¯) ≃
(
2∂
∂v¯
− QE2c v
)n
θ′0 (v, v¯) .
(5.12)
Because of the algebraic properties
[
A†A,
(
A†
)n]
= n
(
A†
)n
and
[
C†C,
(
C†
)m]
= m
(
C†
)m
,
the |Λn,m〉 states obey amongst others the following properties
A†A |Λn,m〉 = n |Λn,m〉 ,
C†C |Λn,m〉 = m |Λn,m〉 ,
A†AC†C |Λn,m〉 = nm |Λn,m〉 .
(5.13)
Taking the two Weyl spinors ψa and ξ¯a˙ like

ψ1
ψ2
ξ¯1
ξ¯2

 =


Λn−1, m
Λn, m−1
Λn−1, m−1
Λn, m

 , (5.14)
with remarkable chiral zero mode 

0
0
0
Λ0,0

 (5.15)
and putting back into OO†ψa = E2n,mψa and O†Oξ¯a˙ = E2n,mξ¯a˙, we obtain the following
the energy spectrum,
E±n,m
(
̟,̟′
)
= ±~
√
n̟2 +m̟′2. (5.16)
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This relation is comparable to (2.18) of graphene namely ε2D-graphenen = ±
√
2~eB
c
|n|. Notice
also that in the case of the background fields B 6= 0; but E = 0, the tensor Fµν is degenerate
since detFµν and the algebras of the covariant derivatives (4.2) reduces to
[D1,D2] = i
QB
c
, D3 =
∂
∂z
, D4 =
∂
∂τ
, (5.17)
and all remanning others which are just commutation relations vanish. Therefore one has
only one quantum harmonic oscillators with frequency ̟ whose energy spectrum is given
by,
E±n (̟, k) = ±~
√
n̟2 + k2 (5.18)
with k2 = k23 + k
2
4 and p3 = ~k3, p4 = ~k4 are the momenta along the z- and τ - directions.
Notice that for the case p3 = p4 = 0, the energy levels are given by E
±
n (̟, k = 0) =
±~̟√n with n a positive integer. Notice also that for the fundamental state n = 0, the
energies vanish E+0 (̟, k = 0) = E
−
0 (̟, k = 0) = 0; and the valence and conducting bands
touch; for an illustration see fig 1.
Figure 1: the first levels of the energy spectrum E±n (̟, k) = ±~̟
√
n+ k
2
̟2
of BC fermions in
the background field Fµν = Bεµν34 with detFµν = 0. For n = 0, the conducting and valence bands
touch at the Dirac point k = 0.
5.2 Filling factor νBC of BC fermions in background fields
Before computing νBC , we start by recalling that the wave function Ψ (x, t) of the BC
fermions in the background fields (3.24) is given by
Ψ (x, t) =
∞∑
n,m=−∞
e−
i
~
En,mtΨn,m (x) (5.19)
with wave modes Ψn,m =
(
ψan,m, ξ¯
a˙
n,m
)
and energies En,m respectively given by eqs(5.14)
and (5.16). Since the waves Ψn,m form a basis and using probability interpretation of
Ψ (x, t) we also have, ∫
R4
d4xΨ∗n,m (x)Ψn′,m′ (x) = δn,n′δm,m′ . (5.20)
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These relations can be also derived by help of well known orthogonality of the waves
functions θn (x, y) and θ
′
m (z, τ) of the quantum harmonic oscillators. Now, using these
relations, one can compute the filling factor νBC of the AQHE of the Borc¸i-Creutz fermions
in the constant background fields B and E . This factor is given as usual by NFNφ ; that is the
ratio of the number NF of particle states with respect the number of quantum fluxes Nφ.
The latter number reads as follows:
Nφ = 1
2π
∫
S2
dxµ ∧ dyνFµν . (5.21)
and, by using eq(3.24), can be split as NB =
∫
S2
Bdx ∧ dy and NE =
∫
S2
Edz ∧ dτ . For
a unit flux Nφ = 1, the number NF of polarized particles that fill the band energy 0 ≤
E2n,m ≤ E2N,M is given by the relation
NF = 1
2
∫
E−
N,M
≤En,m≤E+N,M
dtd4x |Ψ (x, t)|2 (5.22)
Substituting Ψ (x, t) by eq(5.19) and using the orthogonality properties, we get
NF = (2N + 1) (2M + 1)
2
. (5.23)
In the particular case N = M = 0, the energies E−0,0 and E
+
0,0 vanish; and the conducting
and valence coincide; so the fundamental state Ψ0,0 with zero energy is filled by
1
2 particle
and 12 hole. The number of polarized particles filling the band energy 0 ≤ E+n,m ≤ E+N,M
is equal to NF . Therefore, taking into account the fact that a BC fermion has four spin
polarizations; and each fermion has three colors, the general expression of the filling factor
νBC reads as follow:
νBC = 12kV
(2N + 1) (2M + 1)
2
, (5.24)
where kV stands for the number of Dirac valleys which, for BC fermions, is equal to 2 as
in 2D graphene.
5.3 Link with spectral flow and topological index
In this subsection, we want to comment on the relation between the hamiltonian, that we
have used in this study and which has been motivated from 2D graphene, and the so called
spectral flow hamiltonian considered recently in [34] in connection with the theoretical
foundation for the index theorem for fermions on lattices. More analysis on this matter
and other issues are further developed in the appendices A and B.
In studying the AQHE in 4-dimensions, we used the equation (3.19) describing the dynam-
ics of a fermion near a generic Dirac point corresponding to a zero mode solving DΨ = 0.
This equation, that we put in the following simple form,
(D − E)Ψ = 0, (5.25)
depends on the spectral parameter E, which in relativistic theory, has a dimension of mass;
it captures deformations away from the Dirac point and allows to open the gap between
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Figure 2: On left the Dirac point where conducting and valence bands touch. On right the gap
between conducting and valence bands induced by the mass term.
the conducting and the valence bands as shown on fig 2. Recall that in eq(5.25), the Dirac
operator in the background field Fµν as in eq(3.24) is an antihermitian operator given by
D = γµDµ = γ
µ (∂µ − iAµ) . (5.26)
Notice that the corresponding hamiltonian used in this study namely H (E) = (D −E)
looks quite similar to the one used in the method of spectral flow of [34]. There the spectral
flow hamiltonian is given by the following
Hsp (m) = γ5 (D −m) (5.27)
with
γ5 (D −m)Ψ = λ (m)Ψ, (5.28)
and the eigenvalues λ (m) depending on the spectral parameter m. Clearly the hamiltonian
H (E) and the spectral one Hsp (m) are close cousins and are related as follows,
Hsp (m) = γ5H (m) . (5.29)
The trick of multiplication by γ5 has two nice and remarkable effects; it makes Hsp (m)
hermitian and allows to lift the degeneracy of energies with opposite chiralities. Indeed,
by splitting the Dirac spinor Ψ into its two chiral components Ψ± like
Ψ+ =
(
φ
0
)
, Ψ− =
(
0
χ
)
, γ5Ψ± = ±Ψ± (5.30)
and restricting the study to the Dirac zero modes DΨ = 0, the eigenvalue equation of the
spectral flow hamiltonian reads as follows
Hsp (m)Ψ± = ∓mΨ± , (5.31)
and captures perfectly the data of fig 2 contrary to H (E) which fails in this matter since
we have
H (m)Ψ± = −mΨ± . (5.32)
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It happens that the spectral flow hamiltonian Hsp (m) is a powerful ingredient as it leads
to exactly the topological index Ind (D) of the Dirac operator. Following [34, 9] and the
analysis developed in the appendices A and B, one can show that the spectrum of Hsp (m)
is, up to an irrelevant sign, the topological index
Tr
(
γ5e
−tD) = N+ −N−. (5.33)
In this relation, N+ is the number of zero modes with positive chirality; and N− is the
number of zero modes with negative chirality. The difference N+ − N− is equal to the
topological charge Qtop of the gauge field; i.e: N+ − N− = Qtop. For the case of the
hamiltonian H (m), the corresponding quantity (restricted to the zero modes) is given by
Tr
(
e−tD
) |zero modes = N+ +N−, (5.34)
it is not a topological quantity; it gets extra contribution from non zero modes. We end
by noting that in the present 4D case, we have
quarks q nq+ nq− degeneracy Nq+ Nq−
u (x) 0 1 |Qx| |Qz| 0 |Qx| |Qz|
d (x) 0 1 |Qx| |Qz| 0 |Qx| |Qz|
(5.35)
where the integer |Qx| |Qz| is the degeneracy of the zero modes; see eq(7.36-7.37) of ap-
pendix A. The index theorem reads therefore N+ − N− = (Nu+ +Nd+) − (Nu− +Nd−)
= 2 |Qx| |Qz| in agreement with results of [9]. More comments and technical details are
reported in appendices A and B.
6. Conclusion and comments
In this paper, we have studied the anomalous quantum Hall effect in 4D lattice QCD with a
special focus on Boric¸i-Creutz fermions in presence of a constant background field strength
Fµν . Recall that BC fermions were proposed to simulate the dynamics of light quarks using
four dimensional lattice QCD and where shown to be intimately linked the 4D extension
of graphene on hyperdiamond. We have shown that in the neighborhood of the two Dirac
valleys (3.5), the BC model has a 5D field theoretical interpretation with the following
features:
(1) the background fields given by antisymmetric tensor Fµν appear as the 4×4 submatrix
of a 5D field strength FMN having 4 + 6 components distributed like
FMN =
(
Fµν Fµ5
−Fµ5 0
)
.
In this 5D interpretation, the four components Fµ5 describing a 5D electric field are equal
to zero (Fµ5 = 0); while the remaining 6 components Fµν , which describe the components
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of a 5D magnetic field, have been used to study the AQHE of BC fermions. This property
explains also the behavior of the background fields B and E as a magnetic fields respectively
rotating left and right fermions ΨL and ΨR; and leads to AQHE with cyclotron frequencies
̟ =
√
2QB
c
and ̟′ =
√
2QE
c
.
(2) the hamiltonian HBC is precisely given by the euclidian 4D Dirac operator
∑4
µ=1 iγ
µDµ
with Dµ =
(
∂µ − iQ2cFµνxν
)
capturing interactions between BC fermions and the ”5D
magnetic” tensor Fµν . Because of the non zero flux induced by the background field Fµν ,
the commuting algebra of the four flat space translations ∂µ turns into the non commutative
[Dµ,Dν ] ∼ iFµν , [Dµ,Fνρ] = 0. In the case where Fµν is chosen as Bεµν34 + Eε12µν , the
algebra of the Dµ’s splits into two uncoupled Heisenberg ones,
[D1,D2] = −iQB2c I , [D3,D4] = −iQE2c I ,
whose spectrum as well as the associated AQHE have been explicitly studied in this paper.
This splitting teaches us moreover that [Dµ,Dν ] ∼ iFµν and describes in general two
coupled quantum harmonic oscillators which can be studied by using perturbation theory
if the following conditions hold
|F14 + F23|2 + |F13 −F24|2 << 2 |F12F34| ,
|F14 −F23|2 + |F13 + F24|2 << 2 |F12F34| .
We conclude this work by giving a comment on the extension of the result given in this
study to the case where the background gauge potential is valued in the Cartan subalgebra
of SUc (3)× Uem (1),
U2 (1)× Uem (1) ⊂ SUc (3)× Uem (1) .
This subalgebra is a 3- dimensional abelian algebra generated, in addition to hUem(1) =
QemI, by the two diagonal hermitian 3×3 matrices h1 and h2 of SUc (3) which read in the
Gell-Mann vector basis as follows
hem =

 1 0 00 1 0
0 0 1

 h1 =

 1 0 00 −1 0
0 0 0

 , h2 = 1√3

 1 0 00 1 0
0 0 −2

 .
In presence of non zero constant background fields F (em)µν 6= 0, F (1)µν 6= 0, F (2)µν 6= 0, the
gauge covariant derivatives reads as follows,
Dµ = ∂µ − xν
(
ig
2c
h1F (1)νµ +
ig
2c
h2F (2)νµ +
iQem
2c
F (em)νµ
)
obeying the non commutative commutation relations [Dµ,Dν ] ∼ iFµν ; but now with Fµν =∑
I hIFIµν that reads in matrix notation like
F
(em)
µν + F (1)µν + F (2)µν 0 0
0 F (em)µν −F (1)µν + F (2)µν 0
0 0 F (em)µν − 2F (2)µν


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Moreover, because the hI ’s are diagonal matrices; each gauge covariant derivative Dµ splits
into 3 components D
(1)
µ , D
(2)
µ , D
(3)
µ as given below,
D
(1)
µ = ∂µ − i2cxν
(
QemF (em)νµ + gF (1)µν + gF (2)µν
)
D
(2)
µ = ∂µ − i2cxν
(
QemF (em)νµ − gF (1)µν + gF (2)µν
)
D
(3)
µ = ∂µ − i2cxν
(
QemF (em)νµ − 2gF (2)µν
)
and one is left with 6 quantum harmonic oscillators whose uncoupled realization is given
by the choice
FIµν = BIεµν34 + EIε12µν .
In this case the filling factor of the AQHE of BC fermions induced by these FIµν ’s is given
by eq(1.4). In the end, it would be interesting to study the analogue of the Zeeman effect of
2D graphene in 4D lattice QCD by using models like the BC fermions we have considered
in this study.
We close this conclusion by two more comments. The first comment concerns the relation
between the our results and the index theorem. This matter has been described in a
condensed form throughout the paper; in particular in subsection 5.3. It is developed
with details in appendices A and B. The second comment concerns QHE in lattice QCD as
whole; the present study focused in BC fermions should be viewed as a first step which itself
need further investigations; several issues like the explicit breaking of discrete symmetries
in BC fermions [10] as well as spin Hall effect and the associated topological indices [50, 51]
haven’t been addressed here.
7. Appendix A: Index of Dirac operator
In this section, we describe the index theorem of the Dirac operator D in background
gauge configuration. This index provides the relationship between physical properties and
the topology of the space in which live the fermions. First, we describe the index in 2-
dimensions; both in continuum and lattice QFTs. Then, we consider the main lines of
the index in 4-dimensions and its relationship with the so called spectral flow hamiltonian.
After that, we make an heuristic interpretation of the filling factors obtained in this study
in terms of the index of the Dirac operator.
7.1 case of 2D graphene
We begin by describing the topological index theorem of the Dirac operator in 2-dimensions.
Then we apply the construction to the case of 2D graphene.
7.1.1 the index theorem: continuous limit
In the case of fermions living on a 2-dimensional surface in presence of external gauge
fields, the index theorem gives a relation between zero modes of the gauged Dirac operator
D = σµαβDµ, with gauge covariant derivative Dµ = (∂µ − iAµ), and the flux Q = 12pi
∫
S
F2
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going through S (F2 = 12Fµνdxµ ∧ dxν). Writing this Dirac operator as 2× 2 matrix D as
follows,
D =
(
0 D+
D− 0
)
,
D+ = D1 + iD2
D− = D1 − iD2 , (D+)
† = −D− (7.1)
and the flux Q through S like Q = BS2pi with B = 12ε3µνFµν , the index of the Dirac operator
reads explicitly in terms of the number N+0 (N
−
0 ) of zero modes with positive (negative)
chirality and the magnetic flux as
N+0 −N−0 = Q. (7.2)
This index is defined like Ind (D) = Tr (σ3e−tλD) with t some spectral parameter and
leads to the above equality which can be got by computing Ind (D) in two different ways
and equate the two results. Let us describe rapidly how this is done.
(1) use the property that the Dirac operator D and its square D2 have the same number
of zero modes. Since D2 has a diagonal form
D2 = ηµνDµDν − i
4
[σµ, σν ]Fµν (7.3)
as clearly seen on the matrix representation
D2 =
(
D+D− 0
0 D−D+
)
, D2Ψ = E2Ψ , (7.4)
one can do explicit calculations by using this property. Let show rapidly how this works.
From above equation, we learn that the operators D+D− and D−D+ have the same non
zero eigenvalues E 6= 0; this means that they have the number of non zero modes N+n and
N−n
N+n = N
−
n , n 6= 0, (7.5)
with ± refereing to positive and negative chiralities. Denoting by Ψ = (Ψ+,Ψ−) the 2D
spinor with Ψ+ and Ψ− standing for the positive and negative chiralities; and assuming
that
D+D−Ψ+ = λΨ+ , λ 6= 0 (7.6)
then D−Ψ+ is an eigenstate of D−D+ with the same eigenvalue; but with opposite chirality.
This feature follows directly by multiplying both sides of eq(7.6) by D−. However in the
case where λ = 0; that is D+D−Ψ+ = 0, the equality N+n = N−n doesn’t necessary hold for
zero modes since D−Ψ+ may be itself equal to zero; so N+0 − N−0 may be different from
zero. Moreover, using (7.4), it is not difficult to see that
Tr
(
τ3e−tD2
)
= Tr
(
e−tD+D−
)− Tr (e−tD−D+) . (7.7)
Expanding the trace in terms of zero modes and non zero modes the above relation can be
also put in the form
Ind (D) =

∑
E
(=0)
+
e−tE
(=0)
+ −
∑
E
(=0)
−
e−tE
(=0)
−

+

∑
E
( 6=0)
+
e−tE
( 6=0)
+ −
∑
E
(6=0)
−
e−tE
( 6=0)
−

 ,
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leading afterwards to
Tr
(
τ3e−tD
2
)
= N+0 −N−0 . (7.8)
(2) To get the right hand side of eq(7.2), we use two more features of the index; first
the remarkable independence of Tr
(
τ3e−tD2
)
on the spectral parameter t as explicitly
exhibited by (7.8). Second use the so called heat expansion method [45]
Ind (D) = 1
4πt
∑
n≥0
t
n
2 bn (D) (7.9)
where the bn (D)’s are expansion coefficients. Since this expression should be t-invariant;
it follows that Ind (D) = b2(D)4pi ; which by using eq(??) leads to
b2 (D) = Tr
[
σ3
(−i
4
[σµ, σν ]Fµν
)]
= 2
∫
BdS (7.10)
with [σµ, σν ] = 2iεµν3σ3 and 12pi
∫
BdS = Q producing the total magnetic monopole charge
in discrete values inside the surface.
7.1.2 2D fermions on lattice
To get the topological index for 2D graphene, one starts from the analysis given in previous
subsection; then works out the extension fermions on honeycomb. The index on a square
lattice has been studied in [46]; and the one on honeycomb has been considered recently
in [47]. Below we give a brief description of the main lines of the two constructions.
fermions on a square lattice
In the case of a finite L × L′ square lattice where L = Na, L′ = N ′a with a the spacing
lattice parameter and individual Ssquare = a2, the gauge configuration is chosen as follows:
A1 (x, y) = −ωy, A2 (x, y) = 0, F12 = B (7.11)
with flux
Q = 12pi
∫
dxdyF12 =
BS
2pi . (7.12)
which, for later use, we write it as follows,
Q = BLL
′
2pi , B =
2pi
LL′Q, S = LL′, (7.13)
We also have the following boundary conditions
A1|y=0 = A1|y=L′ + iΩ ∂∂xΩ−1 ,
Ω (x) = eiBL
′x , Ω (x) |x=0 = Ω(x) |y=L ,
(7.14)
leading to BLL′ = 2πn with n integer. Notice that the discontinuity in the vector potential
is captured by a gauge transformation. Notice also that the periodicity condition on the
transition function Ω (x) requires B2piS = Q ∈ Z; it teaches us that the field strength B and
the topological charge Q are quantized. By following [46], the general solution of the Dirac
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equation of the 2-dimensional fermions on the square lattice satisfying the above boundary
conditions is given by
Ψ±n (x, y) =
∑
k∈Z
C±k ei
2pik
L
xe−
1
2
ξ2Hn (ξ) , ξ =
√|B|(y + k
Q
L′
)
(7.15)
where Hn (ξ) are Hermite polynomials of order n; and where the C±k coefficients are con-
strained by the recurrent relations C±k = C±k−Q; which result from boundary conditions and
showing that only C±0 , ..., C±|Q|−1 which can be chosen arbitrary. The eigenvalues associated
with the Ψ±n (x, y)’s are given by
(E+n )
2
= 2 (n+ 1) |B| −B ,
(E−n )
2
= 2 (n+ 1) |B|+B . (7.16)
The link between chirality and zero modes depends on the sign of the topological charge
Q or the sense of the external magnetic field B. For the case B > 0, the above relations
read as (E+n )
2
= 2nB and (E+n )
2
= 2 (n+ 1)B. So only the wave function with positive
chirality has zero modes with degree of degeneracy equal to |Q|. For the case B < 0, the
zero modes have a negative chirality with |Q| degeneracy.
For the case of N continuum flavors described by the Dirac operator in the magnetic
background field as specified above, the index theorem reads therefore as follows
Ind (Dsquare) = N |Q| . (7.17)
As such, the index of the Dirac operators for minimally doubled fermions; in particular for
BC fermions is 2 |Q|. For naive fermions it is equal to 16 |Q|.
honeycomb fermions
On the honeycomb, the situation is quite similar; the main difference comes form the
crystallographic structure. The honeycomb is given by the superposition of two sublattices
Agra and Bgra. An interesting way to parameterize these sublattices is in terms of the two
simple roots α1 and α2 of SU (3) and the weight vectors λ1, λ2, λ3 of its fundamental
representations [47, 11, 48, 49]. More precisely sites rn in A and r′n in B are expanded as
follows
A : rn
d
= n1α1 + n2α2 , n = (n1,n2) ∈ Z2
B : r′n = rn + s , d = a
√
3
2
(7.18)
where α1, α2 and their sum α3 = α1 + α2 which is also a root but not simple; can be
taken like
α1 = (
√
6
2 ,−
√
2
2 ) , α2 = (0,
√
2) , α3 = (
√
6
2 ,
√
2
2 ) , (7.19)
satisfying the usual root’s properties of SU (3); in particular α2i = 2. Moreover, the shift
vector s is related to one of the weight vectors like λ = s
√
6
3 ; it can be any one of the three
following
s1 = a(1, 0) , s2 = a(−12 ,
√
3
2 ) , s3 = a(−12 ,−
√
3
2 ) . (7.20)
Notice that the sum s1+ s2+ s3 = 0, its captures the traceless property of the fundamental
representation of SU(3); we also have the relations
(s1 − s2) =
√
3
2α1, (s2 − s3) =
√
3
2α2, (s3 − s1) =
√
3
2α0 . (7.21)
– 28 –
with α0 = −α3. Plaquettes in the 2D honeycomb are hexagonal with area Shexa = a2
√
3
2 ;
so the magnetic field is quantized as follows
B =
4π
NN ′a2
√
3
Q. (7.22)
In [47], the two lattice axes of the honeycomb were chosen as generated by the roots
(α0,−α1), i.e: r = x0α0−x1α0; and the boundary conditions to have a finite translation-
ally invariant 2D graphene lattice L0 × L1 were taken like
F (r+ L0α0) = F (r) ,
F (r+ L1α1) = F (r) .
(7.23)
Moreover, the link field configuration depending on these boundary conditions are given
by
U (r, s1) = e
−iBa2
√
3
2
x0 ,
U (r, s2) = 1 , U (r, s2) = 1 ,
(7.24)
for all cells except those of the last row with x0 = L0 − 1 where it is required moreover
U (x0 = L0 − 1, x1, s3) = e−i
Ba2
√
3
2
L0x1 . (7.25)
Like in the square lattice, the topological index is also given by Ind (Dgra) = 2 |Q|; the
main difference is that it is given by Ψ+Σ3Ψ where Σ1, Σ2, Σ3 are the generators of the
SU (2) flavor symmetry rotating the two Dirac points; for an explicit analysis see [47].
7.2 Index in 4D lattice QCD
In 4-dimensions, the determination of the index of the Dirac operator of fermions living on
4D spaces follows the same approach as in 2D case. Let us describe briefly the main lines
of the method.
7.2.1 Fermions on 4D space
To get the topological index in a SU (N) background gauge field configuration one has to
compute both sides of the 4D analogue of eq(7.2) namely
N+0 −N−0 = 2 |Q| , (7.26)
where N+0 are the number of chiral zero modes and Q the flux. Let us compute the
topological charge Q that gives the right hand side of this relation. It is generally given
by:
Q =
1
32π2
∫
S4
d4xεµνρσTr (FµνFρσ) , (7.27)
with field strength Fµν = ∂µAν − ∂νAµ − i [Aµ, Aν ] valued in the adjoint representation
of SU (N); i.e Fµν =
∑
a TaFaµν . Making a simple choice of this gauge invariant field as
follows
Fµν =


0 B1 0 0
−B1 0 0 0
0 0 0 B2
0 0 −B2 0

⊗ T, (7.28)
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where T is one of the generators of SU (N) normalized to Tr
(
T 2
)
= 2, one can determine,
up to a gauge transformation, the corresponding gauge potentials. Notice that a gauge
configuration that is appropriate to lattice computations is given by,
A1 (x, y, z, τ ) = −B1yT , A2 (x, y, z, τ ) = 0
A3 (x, y, z, τ ) = −B2zT , A4 (x, y, z, τ ) = 0 (7.29)
Putting (7.28) back into (7.27) by using,
F˜µν =


0 −B2 0 0
B2 0 0 0
0 0 0 −B1
0 0 B1 0

⊗ T, (7.30)
which is (anti) self dual for B2 = ±B1, one gets the explicit expression of the topological
charge Q in terms of the fields B1 and B2 and the volume of the 4-dimensional compact
hyper surface. We have,
Q =
16B1B2
32π2
V ol (S4) ∈ Z. (7.31)
7.2.2 4D hypercube
This relation can be given a more explicit form by working by considering fermions on
lattices. In the case of the 4D hypercube L1 × L2 × L3 × L4, the previous relations reads
as
Q = 16B1B232pi2
(
4∏
i=1
Li
)
. (7.32)
Moreover use the fact that the field strengths B1 and B2 are quantized as
B1 =
2piN1
L1L2
, B2 =
2piN2
L3L4
, N1,2 ∈ Z, (7.33)
we end with the following topological charge
Q = 2N1N2, (7.34)
which is independent from the nature of the 4D lattice; and is then also valid for the 4D
hyperdiamond of 4D lattice QCD. Regarding the left hand side of (7.26); it is determined
by solving the Dirac equation. We find
Ψ±n,m (x, y)
∑
(kx,kz)∈Z2
C±kx,kz exp i
(
2πkx
L1
x+
2πkz
L3
z
)
e−
1
2(ξ
2+ζ2)Hn,m, (7.35)
with
Hn,m = Hn (ξ)×Hm (ζ)
ξ =
√|B1|(y + kxQxL2
)
ζ =
√|B2|(τ + kzQzL4
) (7.36)
where Hn (ξ) are Hermite polynomials; and where the coefficients C±kx,kz are constrained by
the recurrent relations
C±kx,kz = C±kx−Qx,kz−Qz , (7.37)
showing that the degeneracy of the chiral zero mode is |QxQz|.
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8. Appendix B: Index, spectral flow and filling factor
8.1 Index theorem and spectral flow
In this section, we describe the main lines of the spectral flow method to get the topological
index which can be symbolically stated as
Ind (D) = −spf (H) (8.1)
where spf (H) stands for spectral flow of H which, reads in terms of the 4-dimensional
Dirac operator D = γµ (∂µ − iAµ), as follows
H (m) = γ5 (D −m) , m ∈ R . (8.2)
This approach was first considered in [34] for staggered lattice fermions where the would-
be chiral zero-modes has been identified away from the continuum limit. Then, it has
extended in [8, 9] to minimally doubled fermions as well as the naive ones by using the
point splitting method for implementing flavored mass terms. The spectral flow method
detects exactly the index of the would-be zero modes fixing the gauge field topology; it
has been explicitly checked numerically for 2D and 4D staggered, minimally doubled and
naive fermions. Below, we will mainly focus on 4D; but the results can be extended to all
even dimensions.
The key idea of the spectral flow method relies on defining a hermitian spectral hamiltonian
depending on two basic things. (1) The Dirac equation for zero modes namely(
0 D†
−D 0
)(
φ
χ
)
= 0, (8.3)
where each block is a 2× 2 matrix and where the operators D and D† are as in eq(4.5,4.7)
and
Ψ =
(
φ
χ
)
(8.4)
being the Dirac spinor in 4-dimensions with the two chiral components Ψ± given below,
Ψ+ =
(
φ
0
)
, Ψ− =
(
0
χ
)
, γ5Ψ± = ±Ψ±. (8.5)
(2) the spectral hamiltonian operator H (m) = γ5 (D −m) depending on a real spectral
parameter m which can be thought of as mass. In matrix notation, we have,
D =
(
0 D†
−D 0
)
, H =
(
m D†
−D† −m
)
, (8.6)
Notice also the traceless property of the spectral hamiltonian operator
TrH = 0, (8.7)
– 31 –
which, a priori, should be independent of basis change in the spinorial representation space,
turns out to play a crucial role since the sum of its eigenvalues should be equal to zero.
Notice also that for the Dirac zero modes Ψ, we have HΨ = −mγ5Ψ and so a zero-mode
of D with ± chirality is also an eigenmode of H with eigenvalue λ (m) = ±m as given here
below
HΨ± = ∓mΨ±. (8.8)
These eigenvalues cross the axis λ (m) = 0 with two possible slopes ±1 atm = 0. Moreover,
from the property H2 = D†D+m, it follows that that λ (m) = ±m are the only eigenvalues
of H that cross the origin at any value of m. Therefore the spectral flow of H (m), defined
as the net number of λ (m)’s that cross the origin, counted with sign ± depending on
the slope of the crossing, comes entirely from eigenvalue crossings at m = 0 and equals
N−−N+ = −Ind (D). Numerical results showed that the topological index is indeed given
by minus the spectral flow hamiltonian; for more details see [9, 34].
8.2 Filling factor and chiral anomaly
First recall the expression of the filling factor ν in terms of the number Nf of fermions and
the flux number Nφ,
ν =
Nf
Nφ
. (8.9)
In 2-dimensions, we found that the filling factor ν2D = g2D × (2N + 1) where g2D is some
degeneracy factor giving the number of species and their quantum numbers. The integer
(2N + 1) is the sum of two contributions
(
N + 12
)
coming from electrons and
(
N + 12
)
from
holes. The two half integers 12 are associated with the fundamental state N = 0 where the
conducting (electrons) and valence (holes) bands touch; this state is a chiral zero mode as
shown on eq(2.19). Notice that the background filed is given by
F (2D)µν =
(
0 B
−B 0
)
(8.10)
with flux Φ = BS through a surface S. The same situation happens in 4-dimensions where
we have found that ν4D = g4D × (2N1 + 1) (2N2 + 1). The main difference is that in 4D
the background field involves two kinds of magnetic fields
F (4D)µν =


0 B1 0 0
−B1 0 0 0
0 0 0 B2
0 0 −B2 0

 (8.11)
and then two fluxes Φ1 = B1S and Φ2 = B2S. The numbers (2N1 + 1) and (2N2 + 1) are
then associated with the fluxes Φ1 and Φ2. Here also the zero modes are chiral and so
contribute to the topological index.
More explicit relations can be written down by working on lattices on which the magnetic
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fields and the fluxes are quantized as follows,
Lattice magnetic fields fluxes
2D 1
B
= L1L22piN1 Q2D = N1
4D 1
B1
= L1L22piN1 ,
1
B2
= L3L42piN2 Q4D = 2N1N2
(8.12)
On the other hand, using the fact that the momenta pµ = ~kµ of a particle of coordinate
(xµ) in background fields is given by the gauge covariant derivatives iDµ = i∂µ+
1
2Fµνxν ;
we learn that in the large magnetic field this momenta (wave vector) is dominated by the
cyclotronic term 12Fµνxν . This limit leads to
[xµ, xν ] = 4iGµν (8.13)
where Gµν is as in eq(4.4). This relation is a typical phase space relations; it teaches us that
in presence of a strong background field the space gets discretized into fundamental cells
of area l2B = 4Gµν . In 2-dimensions, we have, up to a normalization factor, the following
non commutative geometry relation
[x, y] = − i
B
= −iL1L2
2πN
(8.14)
where the second equality, which is valid for N 6= 0 in agreement with the large B limit,
follows from (8.12). From this relation, we learn the area l2B of the fundamental cell
l2B =
L1L2
2πN
, (8.15)
and so one is left with N electrons (N holes) coupled to the quantum flux leading to the
filling ν∗2D = g2D × 2N . But this is not exactly the computed value ν2D = g2D × (2N + 1);
the latter may be then viewed as the quantum version of ν∗2D and, due to the chiral anomaly,
corresponds to shifting the magnetic length as
l2B →
L1L2
2π
(
N + 12
) , (8.16)
which in turns corresponds to shifting the topological charge as Q = N → N + 12 .
In 4-dimensions, the situation is quite similar to 2D case; except that here we have two
kinds of commutations relations
[x, y] = − i
B1
= −iL1L22piN1 ,
[z, τ ] = − i
B2
= −iL3L42piN2 ,
(8.17)
and so two kinds of magnetic lengths namely l2B1 =
L1L2
2piN1
and l2B2 =
L3L4
2piN2
leading after-
wards to a classical relation of the filling factor ν∗4D = g4D× 4N1N2. However to get the
right expression of the filling factor namely ν4D = g4D× 4
(
N1 +
1
2
) (
N2 +
1
2
)
, one has to
shift the topological charges and the magnetic lengths as in (8.16); this behavior is also a
manifestation of the 4D chiral anomaly.
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