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Equivalent Semi-Norms of Non-Local Dirichlet Forms on the
Sierpin´ski Gasket and Applications
Meng Yang
Abstract
We construct equivalent semi-norms of non-local Dirichlet forms on the Sierpin´ski gas-
ket and apply these semi-norms to a convergence problem and a trace problem. We also
construct explicitly a sequence of non-local Dirichlet forms with jumping kernels equivalent
to |x− y|−α−β that converges exactly to local Dirichlet form.
1 Introduction
Let us recall the following classical result
lim
β↑2
(2− β)
∫
Rn
∫
Rn
(u(x)− u(y))2
|x− y|n+β dxdy = C(n)
∫
Rn
|∇u(x)|2dx, (1)
for all u ∈W 1,2(Rn), where C(n) is some positive constant (see [2, Example 1.4.1]). Proba-
bilistically, the subordination process of the Brownian motion can approximate the Brownian
motion in some sense with appropriate time change. The purpose of this paper is to prove
an analog result for the Sierpin´ski gasket instead of Rn.
Consider the following points in R2: p0 = (0, 0), p1 = (1, 0), p2 = (1/2,
√
3/2). Let
fi(x) = (x + pi)/2, x ∈ R2, i = 0, 1, 2. Then the Sierpin´ski gasket (SG) is the unique
non-empty compact set K such that K = f0(K) ∪ f1(K) ∪ f2(K). Let
V0 = {p0, p1, p2} , Vn+1 = f0(Vn) ∪ f1(Vn) ∪ f2(Vn) for all n ≥ 0.
Then {Vn} is an increasing sequence of finite sets and K is the closure of ∪∞n=0Vn. For all
n ≥ 1, let
Wn = {w = w1 . . . wn : wi = 0, 1, 2, i = 1, . . . , n} ,
for all w = w1 . . . wn ∈Wn, let
Vw = fw1 ◦ . . . ◦ fwn(V0),
Kw = fw1 ◦ . . . ◦ fwn(K),
Pw = fw1 ◦ . . . ◦ fwn−1(pwn).
Let ν be the normalized Hausdorff measure on K. Let (Eβ ,Fβ) be given by{
Eβ(u, u) =
∫
K
∫
K
(u(x)−u(y))2
|x−y|α+β ν(dx)ν(dy),
Fβ = {u ∈ C(K) : Eβ(u, u) < +∞} .
It is known that (Eβ ,Fβ) is a non-local regular Dirichlet form on L2(K; ν) for all β ∈ (α, β∗),
where α = log 3/ log 2 is the Hausdorff dimension, β∗ = log 5/ log 2 is the walk dimension of
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SG (see [10] using heat kernel estimates and subordination technique, [4] using trace theory
of Dirichlet form and [9] using effective resistance on graph).
Let (Eloc,Floc) be given by{
Eloc(u, u) = limn→+∞(53 )n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2,
Floc = {u ∈ C(K) : Eloc(u, u) < +∞} .
It is known that (Eloc,Floc) is a local regular Dirichlet form on L2(K; ν) which corresponds
to the diffusion on SG (see [1, 8]).
Analog to (1), one may expect that (β∗ − β)Eβ(u, u) converges to Eloc(u, u). However,
this is not known. Using the sub-Gaussian estimates for the heat kernel of Eloc, it was
shown in [12, Theorem 3.1], [10, 2.1] that the Dirichlet form E˜β that is obtained from Eloc
by subordination of order β/β∗ has the following properties
E˜β(u, u) ≍ (β∗ − β)Eβ(u, u),
E˜β(u, u)→ Eloc(u, u) as β ↑ β∗.
(2)
Moreover, the jump kernel of E˜β is of the order |x− y|−(α+β) for all β ∈ (0, β∗).
In the present paper, we construct explicitly a different semi-norm Eβ of jump type that
has properties similar to (2). Our construction has the following two advantages. First, our
construction is independent of any knowledge about the local Dirichlet form Eloc except for
its definition. Second, we obtain a monotone convergence result for all functions in L2(K; ν)
which implies a Mosco convergence. While [12, Theorem 3.1] only gave a convergence result
for functions in Floc.
The new semi-norm Eβ is defined as follows.
Eβ(u, u) :=
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2.
We state the main results in the next two theorems. Our first main result is as follows.
Theorem 1.1. For all β ∈ (α,+∞), for all u ∈ C(K), we have
Eβ(u, u) ≍ Eβ(u, u).
Recall that a similar result for the unit interval was proved in [7] as follows. Let I = [0, 1].
Then for all β ∈ (1,+∞), for all u ∈ C(I), we have
∞∑
n=1
2(β−1)n
2n−1∑
i=0
(u(
i
2n
)− u( i+ 1
2n
))2 ≍
∫
I
∫
I
(u(x)− u(y))2
|x− y|1+β dxdy. (3)
Consider the convergence problem. Assume that (E ,F) is a quadratic form on L2(K; ν)
where the energy E has an explicit expression and the domain F ⊆ C(K). We use the
convention to extent E to L2(K; ν) as follows. For all u ∈ L2(K; ν), u has at most one
continuous version. If u has a continuous version u˜, then we define E(u, u) as the energy of
u˜ using its explicit expression which might be +∞, if u has no continuous version, then we
define E(u, u) as +∞.
It is obvious that Fβ1 ⊇ Fβ2 ⊇ Floc for all α < β1 < β2 < β∗. We use Theorem 1.1 to
answer the question about convergence as follows.
Theorem 1.2. For all u ∈ L2(K; ν), we have
(5 · 2−β − 1)Eβ(u, u) ↑ Eloc(u, u)
as β ↑ β∗ = log 5/ log 2.
Moreover, we also have a Mosco convergence.
Theorem 1.3. For all sequence {βn} ⊆ (α, β∗) with βn ↑ β∗, we have (5 · 2−βn − 1)Eβn →
Eloc in the sense of Mosco.
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As a byproduct of Theorem 1.1, we obtain the following result about a trace problem.
Let us introduce the notion of Besov spaces. Let (M,d, µ) be a metric measure space and
α, β > 0 two parameters. Let
B2,2α,β(M) =

u ∈ L2(M ;µ) :
∞∑
n=0
2(α+β)n
∫
M
∫
d(x,y)<2−n
(u(x)− u(y))2µ(dy)µ(dx) < +∞

 .
If β > α, then B2,2α,β(M) can be embedded in C
β−α
2 (M). We regard Sierpin´ski gasket K and
unit interval I as metric measure spaces with Euclidean metrics and normalized Hausdorff
measures. Let α1 = log 3/ log 2, α2 = 1 be the Hausdorff dimensions, β
∗
1 = log 5/ log 2,
β∗2 = 2 the walk dimensions of K and I, respectively.
Let us identify I as the segment [p0, p1] ⊆ K. Choose some β1 ∈ (α1, β∗1). Any function
u ∈ B2,2α1,β1(K) is continuous on K and, hence, has the trace u|I on I. The trace problem is
the problem of identifying the space of all traces u|I of all functions u ∈ B2,2α1,β1(K). This
problem was considered by A. Jonsson using general Besov spaces in Rn, see remarks after
[6, Theorem 3.1]. The following result follows from [6].
Theorem 1.4. Let β1, β2 satisfy β1 ∈ (α1, β∗1 ) and β1−α1 = β2−α2. Then the trace space
of B2,2α1,β1(K) to I is B
2,2
α2,β2
(I).
We give here a new short proof of Theorem 1.4 using Theorem 1.1.
Finally, we construct explicitly a sequence of non-local Dirichlet forms with jumping
kernels equivalent to |x−y|−α−β that converges exactly to local Dirichlet form. We need some
notions as follows. For all n ≥ 1, w = w1 . . . wn ∈Wn and p ∈ Vw, we have p = Pw1...wnwn+1
for some wn+1 ∈ {0, 1, 2}. Let γ ≥ 1 be an integer, define
K(i)p,n = Kw1...wnwn+1...wn+1 , i ≥ 1,
with γni terms of wn+1.
Theorem 1.5. For all sequence {βi} ⊆ (α, β∗) with βi ↑ β∗, there exist positive functions
ai bounded from above and below by positive constants given by
ai = δiCi + (1 − δi),
where {δi} ⊆ (0, 1) is an arbitrary sequence with δi ↑ 1 and
Ci(x, y) =
Φ(i)∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
1
K
(i)
p,n
(x)1
K
(i)
q,n
(y),
where Φ : N→ N is increasing and (5 ·2−βi − 1)Φ(i) ≥ i for all i ≥ 1. Then for all u ∈ Floc,
we have
lim
i→+∞
(5 · 2−βi − 1)
∫∫
K×K\diag
ai(x, y)(u(x)− u(y))2
|x− y|α+βi ν(dx)ν(dy) = Eloc(u, u).
Remark 1.6. The shape of function Ci reflects the inhomogeneity of fractal structure with
respect to Euclidean structure. Of course, subordination technique in [12] ensures the exis-
tence of functions ai, but Theorem 1.5 provides them explicitly.
2 Proof of Theorem 1.1
First, we give other equivalent semi-norms which are more convenient for later use.
Lemma 2.1. For all u ∈ L2(K; ν), we have
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy) ≍
∞∑
n=0
2(α+β)n
∫
K
∫
B(x,2−n)
(u(x)− u(y))2ν(dy)ν(dx).
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Proof. On the one hand∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy)
=
∫
K
∫
B(x,1)
(u(x)− u(y))2
|x− y|α+β ν(dy)ν(dx)
=
∞∑
n=0
∫
K
∫
B(x,2−n)\B(x,2−(n+1))
(u(x)− u(y))2
|x− y|α+β ν(dy)ν(dx)
≤
∞∑
n=0
2(α+β)(n+1)
∫
K
∫
B(x,2−n)\B(x,2−(n+1))
(u(x)− u(y))2ν(dy)ν(dx)
≤ 2α+β
∞∑
n=0
2(α+β)n
∫
K
∫
B(x,2−n)
(u(x)− u(y))2ν(dy)ν(dx).
On the other hand
∞∑
n=0
2(α+β)n
∫
K
∫
B(x,2−n)
(u(x)− u(y))2ν(dy)ν(dx)
=
∞∑
n=0
∞∑
k=n
2(α+β)n
∫
K
∫
B(x,2−k)\B(x,2−(k+1))
(u(x) − u(y))2ν(dy)ν(dx)
=
∞∑
k=0
k∑
n=0
2(α+β)n
∫
K
∫
B(x,2−k)\B(x,2−(k+1))
(u(x) − u(y))2ν(dy)ν(dx)
≤
∞∑
k=0
2(α+β)(k+1)
2α+β − 1
∫
K
∫
B(x,2−k)\B(x,2−(k+1))
(u(x)− u(y))2ν(dy)ν(dx)
≤ 2
α+β
2α+β − 1
∞∑
k=0
∫
K
∫
B(x,2−k)\B(x,2−(k+1))
(u(x) − u(y))2
|x− y|α+β ν(dy)ν(dx)
=
2α+β
2α+β − 1
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy).
Moreover, we have
Corollary 2.2. Fix arbitrary integer N ≥ 0 and real number c > 0. For all u ∈ L2(K; ν),
we have∫
K
∫
K
(u(x) − u(y))2
|x− y|α+β ν(dx)ν(dy) ≍
∞∑
n=N
2(α+β)n
∫
K
∫
B(x,c2−n)
(u(x) − u(y))2ν(dy)ν(dx).
Proof. We only need to show that for all n ≥ 1, there exists some positive constant C = C(n)
such that∫
K
∫
K
(u(x)− u(y))2ν(dx)ν(dy) ≤ C
∫
K
∫
B(x,2−n)
(u(x) − u(y))2ν(dy)ν(dx).
Indeed, since SG satisfies the chain condition, see [3, Definition 3.4], that is, there exists a
positive constant C1 such that for all x, y ∈ K, for all integer N ≥ 1 there exist z0, . . . , zN ∈
K with z0 = x, zN = y and
|zi − zi+1| ≤ C1 |x− y|
N
for all i = 0, . . . , N − 1.
Take integer N ≥ 2n+2C1 + 1. Fix x, y ∈ K, there exist z0, . . . , zN with z0 = x, zN = y and
|zi − zi+1| ≤ C1 |x− y|
N
≤ 2−(n+2) for all i = 0, . . . , N − 1.
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For all i = 0, . . . , N − 1, for all xi ∈ B(zi, 2−(n+2)), xi+1 ∈ B(zi+1, 2−(n+2)), we have
|xi − xi+1| ≤ |xi − zi|+ |zi − zi+1|+ |zi+1 − xi+1| ≤ 3 · 2−(n+2) < 2−n.
Fix x0 = z0 = x, xN = zN = y, note that
(u(x)− u(y))2 = (u(x0)− u(xN ))2 ≤ N
N−1∑
i=0
(u(xi)− u(xi+1))2.
Integrating with respect to x1 ∈ B(z1, 2−(n+2)), . . . , xN−1 ∈ B(zN−1, 2−(n+2)) and dividing
by ν(B(z1, 2
−(n+2))), . . . , ν(B(zN−1, 2
−(n+2))), we have
(u(x) − u(y))2 ≤ N
(
1
ν(B(z1, 2−(n+2)))
∫
B(z1,2−(n+2))
(u(x0)− u(x1))2ν(dx1)
+
1
ν(B(zN−1, 2−(n+2)))
∫
B(zN−1,2−(n+2))
(u(xN−1)− u(xN ))2ν(dxN−1)
+
N−2∑
i=1
1
ν(B(zi, 2−(n+2)))ν(B(zi+1, 2−(n+2)))∫
B(zi,2−(n+2))
∫
B(zi+1,2−(n+2))
(u(xi)− u(xi+1))2ν(dxi)ν(dxi+1)
)
.
Noting that ν(B(zi, 2
−(n+2))) ≍ 2−αn for all i = 1, . . . , N − 1, we have
(u(x)− u(y))2 ≤ C2
(∫
B(x,2−n)
(u(x)− u(x1))2ν(dx1)
+
∫
B(y,2−n)
(u(y)− u(xN−1))2ν(dxN−1)
+
∫
K
∫
B(x,2−n)
(u(x)− u(y))2ν(dy)ν(dx)
)
,
where C2 = C2(n) is some positive constant. Since ν(K) = 1, integrating with respect to
x, y ∈ K, we have∫
K
∫
K
(u(x)− u(y))2ν(dx)ν(dy) ≤ 4C2
∫
K
∫
B(x,2−n)
(u(x)− u(y))2ν(dy)ν(dx).
Letting C = 4C2, then we have desired result.
The following result states that a Besov space can be embedded in some Ho¨lder space.
Lemma 2.3. ([3, Theorem 4.11 (iii)]) Let u ∈ C(K) and
E(u) :=
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy),
then
|u(x)− u(y)|2 ≤ cE(u)|x− y|β−α for all x, y ∈ K,
where c is some positive constant.
Note that the proof of above lemma does not rely on heat kernel.
We divide Theorem 1.1 into the following Theorem 2.4 and Theorem 2.5. The idea
of the proofs of these theorems comes from [5] where the case of local Dirichlet form was
considered.
Theorem 2.4. For all u ∈ C(K), we have
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2 .
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy).
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Proof. First fix n ≥ 1 and w = w1 . . . wn ∈ Wn, consider
∑
p,q∈Vw
(u(p) − u(q))2. For all
x ∈ Kw, we have
(u(p)− u(q))2 ≤ 2(u(p)− u(x))2 + 2(u(x)− u(q))2.
Integrating with respect to x ∈ Kw and dividing by ν(Kw), we have
(u(p)− u(q))2 ≤ 2
ν(Kw)
∫
Kw
(u(p)− u(x))2ν(dx) + 2
ν(Kw)
∫
Kw
(u(q)− u(x))2ν(dx),
hence ∑
p,q∈Vw
(u(p)− u(q))2
≤
∑
p,q∈Vw ,p6=q
[
2
ν(Kw)
∫
Kw
(u(p)− u(x))2ν(dx) + 2
ν(Kw)
∫
Kw
(u(q)− u(x))2ν(dx)
]
≤ 2 · 2 · 2
∑
p∈Vw
1
ν(Kw)
∫
Kw
(u(p)− u(x))2ν(dx).
Consider (u(p) − u(x))2, p ∈ Vw , x ∈ Kw. There exists wn+1 ∈ {0, 1, 2} such that p =
fw1 ◦ . . . ◦ fwn(pwn+1). Let k, l ≥ 1 be integers to be determined later, let
w(i) = w1 . . . wnwn+1 . . . wn+1
with ki terms of wn+1, i = 0, . . . , l. For all x
(i) ∈ Kw(i) , i = 0, . . . , l, we have
(u(p)− u(x(0)))2 ≤ 2(u(p)− u(x(l)))2 + 2(u(x(0))− u(x(l)))2
≤ 2(u(p)− u(x(l)))2 + 2
[
2(u(x(0))− u(x(1)))2 + 2(u(x(1))− u(x(l)))2
]
= 2(u(p)− u(x(l)))2 + 22(u(x(0))− u(x(1)))2 + 22(u(x(1))− u(x(l)))2
≤ . . . ≤ 2(u(p)− u(x(l)))2 + 22
l−1∑
i=0
2i(u(x(i))− u(x(i+1)))2.
Integrating with respect to x(0) ∈ Kw(0) , . . . , x(l) ∈ Kw(l) and dividing by ν(Kw(0)), . . . ,
ν(Kw(l)), we have
1
ν(Kw(0))
∫
K
w(0)
(u(p)− u(x(0)))2ν(dx(0))
≤ 2
ν(Kw(l))
∫
K
w(l)
(u(p)− u(x(l)))2ν(dx(l))
+ 22
l−1∑
i=0
2i
ν(Kw(i))ν(Kw(i+1))
∫
K
w(i)
∫
K
w(i+1)
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1)).
Now let us use ν(Kw(i)) = (1/3)
n+ki = 2−α(n+ki). For the first term, by Lemma 2.3, we
have
1
ν(Kw(l))
∫
K
w(l)
(u(p)− u(x(l)))2ν(dx(l)) ≤ cE(u)
ν(Kw(l))
∫
K
w(l)
|p− x(l)|β−αν(dx(l))
≤ cE(u)2−(β−α)(n+kl).
For the second term, for all x(i) ∈ Kw(i) , x(i+1) ∈ Kw(i+1) , we have |x(i)−x(i+1)| ≤ 2−(n+ki),
hence
l−1∑
i=0
2i
ν(Kw(i))ν(Kw(i+1))
∫
K
w(i)
∫
K
w(i+1)
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1))
≤
l−1∑
i=0
2i+α(n+ki+n+ki+k)
∫
K
w(i)
∫
|x(i+1)−x(i)|≤2−n−ki
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1))
=
l−1∑
i=0
2i+αk+2α(n+ki)
∫
K
w(i)
∫
|x(i+1)−x(i)|≤2−(n+ki)
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1)),
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and
1
ν(Kw)
∫
Kw
(u(p)− u(x))2ν(dx) = 1
ν(Kw(0))
∫
K
w(0)
(u(p)− u(x(0)))2ν(dx(0))
≤ 2cE(u)2−(β−α)(n+kl)
+ 4
l−1∑
i=0
2i+αk+2α(n+ki)
∫
K
w(i)
∫
|x(i+1)−x(i)|≤2−n−ki
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1)).
Hence∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
≤ 8
∑
w∈Wn
∑
p∈Vw
1
ν(Kw)
∫
Kw
(u(p)− u(x))2ν(dx)
≤ 8
∑
w∈Wn
∑
p∈Vw
(
2cE(u)2−(β−α)(n+kl)
+4
l−1∑
i=0
2i+αk+2α(n+ki)
∫
K
w(i)
∫
|x(i+1)−x(i)|≤2−n−ki
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1))
)
.
For the first term, we have∑
w∈Wn
∑
p∈Vw
2−(β−α)(n+kl) = 3 · 3n · 2−(β−α)(n+kl) = 3 · 2αn−(β−α)(n+kl).
For the second term, fix i = 0, . . . , l − 1, different p ∈ Vw, w ∈ Wn correspond to different
Kw(i) , hence
l−1∑
i=0
∑
w∈Wn
∑
p∈Vw
2i+αk+2α(n+ki)
·
∫
K
w(i)
∫
|x(i+1)−x(i)|≤2−n−ki
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1))
≤
l−1∑
i=0
2i+αk+2α(n+ki)
∫
K
∫
|x(i+1)−x(i)|≤2−(n+ki)
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1))
= 2αk
l−1∑
i=0
2i−(β−α)ki−(β−α)n
·
(
2(α+β)(n+ki)
∫
K
∫
|x(i+1)−x(i)|≤2−(n+ki)
(u(x(i))− u(x(i+1)))2ν(dx(i))ν(dx(i+1))
)
.
For simplicity, denote
En(u) = 2
(α+β)n
∫
K
∫
|x−y|≤2−n
(u(x)− u(y))2ν(dx)ν(dy).
We have ∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
≤ 48cE(u) · 2αn−(β−α)(n+kl) + 32 · 2αk
l−1∑
i=0
2i−(β−α)ki−(β−α)nEn+ki(u).
Hence
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
≤ 48cE(u)
∞∑
n=1
2βn−(β−α)(n+kl) + 32 · 2αk
∞∑
n=1
l−1∑
i=0
2i−(β−α)kiEn+ki(u).
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Take l = n, then
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
≤ 48cE(u)
∞∑
n=1
2[β−(β−α)(k+1)]n + 32 · 2αk
∞∑
n=1
n−1∑
i=0
2i−(β−α)kiEn+ki(u)
= 48cE(u)
∞∑
n=1
2[β−(β−α)(k+1)]n + 32 · 2αk
∞∑
i=0
2i−(β−α)ki
∞∑
n=i+1
En+ki(u)
≤ 48cE(u)
∞∑
n=1
2[β−(β−α)(k+1)]n + 32 · 2αkC1E(u)
∞∑
i=0
2[1−(β−α)k]i,
where C1 is some positive constant from Lemma 2.1. Take k ≥ 1 such that β−(β−α)(k+1) <
0 and 1− (β − α)k < 0, then above two series converge, hence
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2 .
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy).
Theorem 2.5. For all u ∈ C(K), we have
∫
K
∫
K
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy) .
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2, (4)
or equivalently
∞∑
n=1
2(α+β)n
∫
K
∫
B(x,2−n−1)
(u(x)− u(y))2ν(dy)ν(dx) .
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2.
(5)
Proof. Note Vn = ∪w∈WnVw, it is obvious that its cardinal #Vn ≍ 3n = 2αn. Let νn be the
measure on Vn which assigns 1/#Vn on each point of Vn, then νn converges weakly to ν.
First, fix n ≥ 1 and m ≥ n, we estimate
2(α+β)n
∫
K
∫
B(x,2−n−1)
(u(x)− u(y))2νm(dy)νm(dx).
Note that ∫
K
∫
B(x,2−n−1)
(u(x)− u(y))2νm(dy)νm(dx)
=
∑
w∈Wn
∫
Kw
∫
B(x,2−n−1)
(u(x)− u(y))2νm(dy)νm(dx).
Fix w ∈Wn, there exist at most four w˜ ∈ Wn such that Kw˜ ∩Kw 6= ∅, let
K∗w = ∪w˜∈Wn,Kw˜∩Kw 6=∅Kw˜.
For all x ∈ Kw, y ∈ B(x, 2−n−1), we have y ∈ K∗w, hence∫
Kw
∫
B(x,2−n−1)
(u(x)− u(y))2νm(dy)νm(dx) ≤
∫
Kw
∫
K∗w
(u(x)− u(y))2νm(dy)νm(dx).
For all x ∈ Kw, y ∈ K∗w, there exists w˜ ∈ Wn such that y ∈ Kw˜ and Kw˜ ∩Kw 6= ∅. Take
z ∈ Vw ∩ Vw˜ , then
(u(x)− u(y))2 ≤ 2(u(x)− u(z))2 + 2(u(z)− u(y))2,
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and ∫
Kw
∫
K∗w
(u(x)− u(y))2νm(dy)νm(dx)
≤
∑
w˜∈Wn,Kw˜∩Kw 6=∅
∫
Kw
∫
Kw˜
(u(x)− u(y))2νm(dy)νm(dx)
≤
∑
w˜∈Wn,Kw˜∩Kw 6=∅
2
∫
Kw
∫
Kw˜
(
(u(x)− u(z))2 + (u(z)− u(y))2) νm(dy)νm(dx).
Hence ∑
w∈Wn
∫
Kw
∫
K∗w
(u(x)− u(y))2νm(dy)νm(dx)
≤ 2 · 2 · 4 · 2
∑
w∈Wn
∑
z∈Vw
∫
Kw
(u(x)− u(z))2νm(dx)
(∫
Kw
νm(dy)
)
= 32
∑
w∈Wn
∑
z∈Vw
∫
Kw
(u(x)− u(z))2νm(dx)#(Vm ∩Kw)
#Vm
= 32
∑
w∈Wn
∑
z∈Vw
∑
x∈Vm∩Kw
(u(x)− u(z))2 1
#Vm
#(Vm ∩Kw)
#Vm
= 32
#Vm−n
(#Vm)2
∑
w∈Wn
∑
z∈Vw
∑
x∈Vm∩Kw
(u(x) − u(z))2.
(6)
Let us estimate (u(x) − u(z))2 for z ∈ Vw, x ∈ Vm ∩ Kw, w ∈ Wn. We construct a finite
sequence pn, . . . , pm+1 as follows. If w = w1 . . . wn ∈ Wn, then
z = Pw1...wnwn+1 ,
x = Pw1...wnw˜n+1...w˜mw˜m+1 .
Let
pn = Pw1...wnwn+1 = z,
pn+1 = Pw1...wnw˜n+1 ,
pn+2 = Pw1...wnw˜n+1w˜n+2 ,
. . .
pm+1 = Pw1...wnw˜n+1...w˜mw˜m+1 = x,
then |pi − pi+1| = 0 or 2−i, i = n, . . . ,m and
(u(x)− u(z))2
= (u(pn)− u(pm+1))2 ≤ 2(u(pn)− u(pn+1))2 + 2(u(pn+1)− u(pm+1))2
≤ 2(u(pn)− u(pn+1))2 + 2
[
2(u(pn+1)− u(pn+2))2 + 2(u(pn+2)− u(pm+1))2
]
= 2(u(pn)− u(pn+1))2 + 22(u(pn+1)− u(pn+2))2 + 22(u(pn+2)− u(pm+1))2
≤ . . . ≤
m∑
i=n
2i−n+1(u(pi)− u(pi+1))2.
Let us sum up the resulting inequality for all z ∈ Vw , x ∈ Vm ∩ Kw, w ∈ Wn. For all
i = n, . . . ,m, p, q ∈ Vi ∩Kw with |p − q| = 2−i, the term (u(p) − u(q))2 occurs in the sum
with times of the order 3m−i, hence
∑
w∈Wn
∑
z∈Vw
∑
x∈Vm∩Kw
(u(x)− u(z))2 ≤ c
m∑
i=n
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 3m−i · 2i−n.
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It follows from Equation (6) that
∑
w∈Wn
∫
Kw
∫
K∗w
(u(x)− u(y))2νm(dy)νm(dx)
≤ c3
m−n
32m
m∑
i=n
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 3m−i · 2i−n
= c
m∑
i=n
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 3−n−i · 2i−n.
Letting m→ +∞, we obtain∫
K
∫
B(x,2−n−1)
(u(x)− u(y))2ν(dy)ν(dx) ≤ c
∞∑
i=n
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 3−n−i · 2i−n,
and
2(α+β)n
∫
K
∫
B(x,2−n−1)
(u(x)− u(y))2ν(dy)ν(dx)
≤ c
∞∑
i=n
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 2−(α−1)i · 2(β−1)n,
and hence
∞∑
n=1
2(α+β)n
∫
K
∫
B(x,2−n−1)
(u(x)− u(y))2ν(dy)ν(dx)
≤ c
∞∑
n=1
∞∑
i=n
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 2−(α−1)i · 2(β−1)n
= c
∞∑
i=1
i∑
n=1
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2 · 2−(α−1)i · 2(β−1)n
≤ 2
β−1c
2β−1 − 1
∞∑
i=1
2(β−α)i
∑
w∈Wi
∑
p,q∈Vw
(u(p)− u(q))2,
which proves Equation (5). Applying Corollary 2.2, we obtain Equation (4).
3 Proof of Theorem 1.2 and 1.3
For simplicity, let λ = 2−β or β = − logλ/ log 2, where β ∈ (α, β∗) or λ ∈ (1/5, 1/3), write
Eλ(u, u) = (5 · 2−β − 1)Eβ(u, u) = (5λ− 1)
∞∑
n=1
1
(5λ)n

(5
3
)n ∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2

 .
First, we prove Theorem 1.2.
Proof of Theorem 1.2. If u has no continuous version, then this result is obvious. Hence,
we may assume that u is continuous. Let
an = an(u) =
(
5
3
)n ∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2,
then
an ↑ a∞ = a∞(u) = lim
n→+∞
(
5
3
)n ∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2.
First, we show that Eλ(u, u)→ Eloc(u, u) as λ ↓ 1/5, that is,
lim
λ↓1/5
(5λ− 1)
∞∑
n=1
1
(5λ)n
an = a∞.
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Note that
(5λ− 1)
∞∑
n=1
1
(5λ)n
an ≤ (5λ− 1)
∞∑
n=1
1
(5λ)n
a∞ = a∞,
we have
lim
λ↓1/5
(5λ− 1)
∞∑
n=1
1
(5λ)n
an ≤ a∞.
On the other hand, for all A < a∞, there exists N ≥ 1 such that for all n > N , we have
an > A, hence
(5λ− 1)
∞∑
n=1
1
(5λ)n
an ≥ (5λ− 1)
∞∑
n=N+1
1
(5λ)n
A = (5λ− 1)
1
(5λ)N+1
1− 15λ
A
= (5λ− 1)
1
(5λ)N
5λ− 1A =
1
(5λ)N
A→ A,
as λ ↓ 1/5, hence
lim
λ↓1/5
(5λ− 1)
∞∑
n=1
1
(5λ)n
an ≥ A,
for all A < a∞, hence
lim
λ↓1/5
(5λ− 1)
∞∑
n=1
1
(5λ)n
an ≥ a∞.
We have
lim
λ↓1/5
(5λ− 1)
∞∑
n=1
1
(5λ)n
an = a∞.
If Eλ(u, u) < +∞, then we have
∞∑
n=1
1
(5λ)n
an < +∞.
Hence
(5λ− 1)
∞∑
n=1
1
(5λ)n
an = 5λ
∞∑
n=1
1
(5λ)n
an −
∞∑
n=1
1
(5λ)n
an =
∞∑
n=1
1
(5λ)n−1
an −
∞∑
n=1
1
(5λ)n
an
=
∞∑
n=0
1
(5λ)n
an+1 −
∞∑
n=1
1
(5λ)n
an = a1 +
∞∑
n=1
1
(5λ)n
(an+1 − an).
Assume that 1/3 > λ1 > λ2 > 1/5 and observe the following
• If Eλ2(u, u) = +∞, then it is obvious that Eλ2(u, u) ≥ Eλ1(u, u).
• If Eλ2(u, u) < +∞, then we have Eλ1(u, u) < +∞, hence
Eλ1(u, u) = a1 +
∞∑
n=1
1
(5λ1)n
(an+1 − an) ≤ a1 +
∞∑
n=1
1
(5λ2)n
(an+1 − an) = Eλ2(u, u).
Therefore, Eλ2(u, u) ≥ Eλ1(u, u) and Eλ(u, u) ↑ Eloc(u, u) as λ ↓ 1/5.
In what follows, K is a locally compact separable metric space and ν is a Radon measure
on K with full support. If (E ,F) is a closed form on L2(K; ν), we extend E to be +∞
outside F , hence the information of F is encoded in E .
Definition 3.1. Let En, E be closed forms on L2(K; ν). We say that En converges to E in
the sense of Mosco if the following conditions are satisfied.
(1) For all {un} ⊆ L2(K; ν) that converges weakly to u ∈ L2(K; ν), we have
lim
n→+∞
En(un, un) ≥ E(u, u).
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(2) For all u ∈ L2(K; ν), there exists a sequence {un} ⊆ L2(K; ν) converging strongly to
u in L2(K; ν) such that
lim
n→+∞
En(un, un) ≤ E(u, u).
Let {Pt : t > 0}, {Pnt : t > 0} be the semigroups and {Gα : α > 0}, {Gnα : α > 0} the
resolvents corresponding to E , En. We have the following equivalence.
Proposition 3.2. ([11, Theorem 2.4.1, Corollary 2.6.1]) The followings are equivalent.
(1) En converges to E in the sense of Mosco.
(2) Pnt u→ Ptu in L2(K; ν) for all t > 0, u ∈ L2(K; ν).
(3) Gnαu→ Gαu in L2(K; ν) for all α > 0, u ∈ L2(K; ν).
We have following corollary.
Corollary 3.3. Let (E ,F) be a closed form on L2(K; ν), then for all {un} ⊆ L2(K; ν) that
converges weakly to u ∈ L2(K; ν), we have
E(u, u) ≤ lim
n→+∞
E(un, un). (7)
Proof. Let En = E for all n ≥ 1, then by Proposition 3.2, En is trivially convergent to E in
the sense of Mosco. By definition, Equation (7) is obvious.
Note that it will be tedious to prove Corollary 3.3 directly.
In what follows, K is SG in R2 and ν is the normalized Hausdorff measure on K.
Proof of Theorem 1.3. First, we check condition (2). For all u ∈ L2(K; ν), let un = u for
all n ≥ 1, then un is trivially convergent to u in L2(K; ν) and by Theorem 1.2, we have
Eloc(u, u) = lim
n→+∞
Eλn(u, u) = lim
n→+∞
Eλn(un, un).
Then, we check condition (1). For all {un} ⊆ L2(K; ν) that converges weakly to u ∈
L2(K; ν). For all m ≥ 1, by Corollary 3.3, we have
Eλm(u, u) ≤ lim
n→+∞
Eλm(un, un),
by Theorem 1.2, for all n ≥ m, we have Eλm(un, un) ≤ Eλn(un, un), hence
Eλm(u, u) ≤ lim
n→+∞
Eλm(un, un) ≤ lim
n→+∞
Eλn(un, un).
By Theorem 1.2 again, we have
Eloc(u, u) = lim
m→+∞
Eλm(u, u) ≤ lim
n→+∞
Eλn(un, un).
Hence Eλn converges to Eloc in the sense of Mosco.
Mosco convergence in Theorem 1.3 implies that appropriate time-changed jump processes
can approximate the diffusion at least in the sense of finite-dimensional distribution.
4 Proof of Theorem 1.4
Similar to Lemma 2.1, we have the following result for the unit interval. For all u ∈ L2(I),
we have ∫
I
∫
I
(u(x) − u(y))2
|x− y|1+β dxdy ≍
∞∑
n=0
2n2βn
∫
I
∫
B(x,2−n)
(u(x) − u(y))2dydx.
Combining this result with Equation (3), we obtain that for all u ∈ C(I)
∞∑
n=1
2−n2βn
2n−1∑
i=0
(u(
i
2n
)− u( i+ 1
2n
))2 ≍
∞∑
n=0
2n2βn
∫
I
∫
B(x,2−n)
(u(x)− u(y))2dydx.
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Since β1 ∈ (α1, β∗1), we have β2 = β1 − (α1 − α2) ∈ (α2, β∗1 − α1 + α2) ⊆ (α2, β∗2). For all
u ∈ B2,2α1,β1(K), we have u ∈ C(K), hence u|I ∈ C(I). Note that
∞∑
n=1
2−α2n2β2n
2n−1∑
i=0
(u(
i
2n
)− u( i+ 1
2n
))2 ≤
∞∑
n=1
2−α1n2β1n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2 < +∞,
hence u|I ∈ B2,2α2,β2(I).
5 Proof of Theorem 1.5
First, we construct equivalent semi-norms with jumping kernels that converge exactly to
local Dirichlet form.
For all λ ∈ (1/5, 1/3), (Eλ,F− log λ/ log 2) is a non-local regular Dirichlet form on L2(K; ν),
by Beurling-Deny formula, there exists a unique jumping measure Jλ on K ×K\diag such
that for all u ∈ F− log λ/ log 2, we have
Eλ(u, u) =
∫∫
K×K\diag
(u(x) − u(y))2Jλ(dxdy).
It is obvious that
Jλ(dxdy) = (5λ− 1)
∞∑
n=1
1
(3λ)n
∑
w∈Wn
∑
p,q∈Vw
δp(dx)δq(dy),
where δp, δq are Dirac measures at p, q, respectively. Hence Jλ is singular with respect to
ν × ν and no jumping kernel exists. Since
∞∑
n=1
1
(3λ)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2 =
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
=
∫∫
K×K\diag
(u(x)− u(y))2

 ∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
δp(dx)δq(dy)

 ,
where
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
δp(dx)δq(dy) =
∞∑
n=1
∑
w∈Wn
∑
p,q∈Vw
1
|p− q|α+β |p− q|
2αδp(dx)δq(dy)
=
1
|x− y|α+β
∞∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
δp(dx)δq(dy) =
1
|x− y|α+β J(dxdy),
and
J(dxdy) =
∞∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
δp(dx)δq(dy).
Proposition 5.1. Let
ci(x, y) =
∞∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
1
K
(i)
p,n
(x)1
K
(i)
q,n
(y),
then for all u ∈ C(K), we have(
1− C( 2
α−γi
1− 2α−γi +
2α−
β−α
2 γi
1− 2α−β−α2 γi
)
)
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
≤
∫∫
K×K\diag
ci(x, y)(u(x) − u(y))2
|x− y|α+β ν(dx)ν(dy)
≤
(
1 + C(
2α−γi
1− 2α−γi +
2α−
β−α
2 γi
1− 2α− β−α2 γi
)
)
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2.
(8)
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Proof. Note that∫∫
K×K\diag
ci(x, y)(u(x) − u(y))2
|x− y|α+β ν(dx)ν(dy)
=
∞∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
∫
K
(i)
p,n
∫
K
(i)
q,n
(u(x) − u(y))2
|x− y|α+β ν(dx)ν(dy).
Since
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
1
K
(i)
p,n
(x)1
K
(i)
q,n
(y)ν(dx)ν(dy) converges weakly to δp(dx)δq(dy),
for all u ∈ C(K), we have
lim
i→+∞
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
∫
K
(i)
p,n
∫
K
(i)
q,n
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy)
=
(u(p)− u(q))2
|p− q|α+β = 2
(α+β)n(u(p)− u(q))2.
By Fatou’s lemma, we have
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
≤ lim
i→+∞
∫∫
K×K\diag
ci(x, y)(u(x) − u(y))2
|x− y|α+β ν(dx)ν(dy).
If LHS = +∞, then E(u) = +∞, the limit in RHS exists and equals to +∞. Hence, we
may assume that E(u) < +∞, by Lemma 2.3, we have
|u(x)− u(y)|2 ≤ cE(u)|x− y|β−α for all x, y ∈ K.
Consider
| 1
ν(K
(i)
p,n)ν(K
(i)
q,n)
∫
K
(i)
p,n
∫
K
(i)
q,n
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy) −
(u(p)− u(q))2
|p− q|α+β |
≤ 1
ν(K
(i)
p,n)ν(K
(i)
q,n)
∫
K
(i)
p,n
∫
K
(i)
q,n
| (u(x)− u(y))
2
|x− y|α+β −
(u(p)− u(q))2
|p− q|α+β |ν(dx)ν(dy).
For all x ∈ K(i)p,n, y ∈ K(i)q,n, we have
| (u(x)− u(y))
2
|x− y|α+β −
(u(p)− u(q))2
|p− q|α+β |
≤ 1|x− y|α+β|p− q|α+β
(
(u(x) − u(y))2||p− q|α+β − |x− y|α+β |
+|(u(x)− u(y))2 − (u(p)− u(q))2| · |x− y|α+β) .
Since
|p− q| ≥ |x− y| ≥ |p− q| − |x− p| − |y − q| ≥ |p− q| − 2
2γni
|p− q| =
(
1− 2
2γni
)
|p− q|,
for all i ≥ 2, we have |x− y| ≥ |p− q|/2, for all i ≥ 1, we have
|p− q|α+β ≥ |x− y|α+β ≥
(
1− 2
2γni
)α+β
|p− q|α+β .
Hence
1
|x− y|α+β |p− q|α+β ≤
2α+β
|p− q|2(α+β) = 2
α+β22(α+β)n,
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(u(x) − u(y))2 ≤ cE(u)|x− y|β−α ≤ cE(u)|p− q|β−α = cE(u)2−(β−α)n,
||p− q|α+β − |x− y|α+β | ≤ |p− q|α+β
[
1− (1 − 2
2γni
)α+β
]
≤ 2(α+ β)2−(α+β)n−γni,
|(u(x)− u(y))2 − (u(p)− u(q))2|
= |(u(x)− u(y)) + (u(p)− u(q))| · |(u(x)− u(y))− (u(p)− u(q))|
≤ (|u(x)− u(y)|+ |u(p)− u(q)|) (|u(x)− u(p)|+ |u(y)− u(q)|)
≤ cE(u)
(
|x− y| β−α2 + |p− q| β−α2
)(
|x− p| β−α2 + |y − q| β−α2
)
≤ 4cE(u)2−β−α2 (2n+γni),
|x− y|α+β ≤ |p− q|α+β = 2−(α+β)n,
hence
| (u(x)− u(y))
2
|x− y|α+β −
(u(p)− u(q))2
|p− q|α+β | ≤ 2
α+βcE(u)
(
2(α+ β)22αn−γni + 4 · 22αn−β−α2 γni
)
,
hence
|
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2
−
∞∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
∫
K
(i)
p,n
∫
K
(i)
q,n
(u(x)− u(y))2
|x− y|α+β ν(dx)ν(dy)|
≤
∞∑
n=1
2−2αn2αn2α+βcE(u)
(
2(α+ β)22αn−γni + 4 · 22αn− β−α2 γni
)
≤ CE(u)
∞∑
n=1
(
2αn−γni + 2αn−
β−α
2 γni
)
= CE(u)
∞∑
n=1
(
2(α−γi)n + 2(α−
β−α
2 γi)n
)
.
Choose γ ≥ 1 such that α− γ < 0 and α− β−α2 γ < 0, then
∞∑
n=1
(
2(α−γi)n + 2(α−
β−α
2 γi)n
)
=
2α−γi
1− 2α−γi +
2α−
β−α
2 γi
1− 2α−β−α2 γi
→ 0,
as i→ +∞. Hence
|
∫∫
K×K\diag
ci(x, y)(u(x) − u(y))2
|x− y|α+β ν(dx)ν(dy) −
∞∑
n=1
2(β−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2|
≤ CE(u)
(
2α−γi
1− 2α−γi +
2α−
β−α
2 γi
1− 2α−β−α2 γi
)
,
hence we have Equation (8).
Second, we do appropriate cutoff to have bounded jumping kernels.
Proposition 5.2. For all sequence {βi} ⊆ (α, β∗) with βi ↑ β∗. Let
Ci(x, y) =
Φ(i)∑
n=1
2−2αn
∑
w∈Wn
∑
p,q∈Vw
1
ν(K
(i)
p,n)ν(K
(i)
q,n)
1
K
(i)
p,n
(x)1
K
(i)
q,n
(y),
where Φ : N→ N is increasing and (5 ·2−βi − 1)Φ(i) ≥ i for all i ≥ 1. Then for all u ∈ Floc,
we have
lim
i→+∞
(5 · 2−βi − 1)
∫∫
K×K\diag
Ci(x, y)(u(x) − u(y))2
|x− y|α+βi ν(dx)ν(dy) = Eloc(u, u).
15
Proof. By the proof of Proposition 5.1, for all u ∈ Floc, we have
|
∫∫
K×K\diag
Ci(x, y)(u(x) − u(y))2
|x− y|α+βi ν(dx)ν(dy) −
Φ(i)∑
n=1
2(βi−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2|
≤ CEβi(u, u)
Φ(i)∑
n=1
(
2(α−γi)n+2
(α−
βi−α
2
γi)n
)
≤ CEβi(u, u)
(
2α−γi
1− 2α−γi +
2α−
βi−α
2 γi
1− 2α−βi−α2 γi
)
,
hence
|(5 · 2−βi − 1)
∫∫
K×K\diag
Ci(x, y)(u(x) − u(y))2
|x− y|α+βi ν(dx)ν(dy)
− (5 · 2−βi − 1)
Φ(i)∑
n=1
2(βi−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2|
≤ C(5 · 2−βi − 1)Eβi(u, u)
(
2α−γi
1− 2α−γi +
2α−
βi−α
2 γi
1− 2α− βi−α2 γi
)
→ 0,
as i→ +∞. Hence we only need to show that for all u ∈ Floc
lim
i→+∞
(5 · 2−βi − 1)
Φ(i)∑
n=1
2(βi−α)n
∑
w∈Wn
∑
p,q∈Vw
(u(p)− u(q))2 = Eloc(u, u).
Let λi = 2
−βi, then {λi} ⊆ (1/5, 1/3) and λi ↓ 1/5. We use the notions of the proof of
Theorem 1.2. We only need to show that for all u ∈ Floc
lim
i→+∞
(5λi − 1)
Φ(i)∑
n=1
1
(5λi)n
an = a∞.
It is obvious that
lim
i→+∞
(5λi − 1)
Φ(i)∑
n=1
1
(5λi)n
an ≤ lim
i→+∞
(5λi − 1)
∞∑
n=1
1
(5λi)n
an = a∞.
On the other hand, for all A < a∞, there exists N0 ≥ 1 such that an > A for all n > N0,
hence
(5λi − 1)
Φ(i)∑
n=1
1
(5λi)n
an ≥ (5λi − 1)
Φ(i)∑
n=N0+1
1
(5λi)n
A
= (5λi − 1)
1
(5λi)N0+1
(
1− 1
(5λi)Φ(i)−N0
)
1− 15λi
A =
1
(5λi)N0
(
1− 1
(5λi)Φ(i)−N0
)
A.
It is obvious that 1/(5λi)
N0 → 1 as i→ +∞. Since (5λi − 1)Φ(i) ≥ i, we have
(5λi)
Φ(i) = (1 + 5λi − 1)Φ(i) =
[
(1 + 5λi − 1)
1
5λi−1
](5λi−1)Φ(i)
≥
[
(1 + 5λi − 1)
1
5λi−1
]i
→ +∞.
Hence
lim
i→+∞
(5λi − 1)
Φ(i)∑
n=1
1
(5λi)n
an ≥ A
for all A < a∞, hence
lim
i→+∞
(5λi − 1)
Φ(i)∑
n=1
1
(5λi)n
an = a∞.
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Now we give the proof of Theorem 1.5.
Proof of Theorem 1.5. For all u ∈ Floc, by Proposition 5.2,we have
lim
i→+∞
(5 · 2−βi − 1)
∫∫
K×K\diag
Ci(x, y)(u(x) − u(y))2
|x− y|α+βi ν(dx)ν(dy) = Eloc(u, u),
by Theorem 1.1 and Theorem 1.2, we have
1
C
Eloc(u, u) ≤ lim
i→+∞
(5 · 2−βi − 1)
∫∫
K×K\diag
(u(x)− u(y))2
|x− y|α+βi ν(dx)ν(dy)
≤ lim
i→+∞
(5 · 2−βi − 1)
∫∫
K×K\diag
(u(x)− u(y))2
|x− y|α+βi ν(dx)ν(dy) ≤ CEloc(u, u),
hence
lim
i→+∞
(1− δi)(5 · 2−βi − 1)
∫∫
K×K\diag
(u(x) − u(y))2
|x− y|α+βi ν(dx)ν(dy) = 0,
hence
lim
i→+∞
(5 · 2−βi − 1)
∫∫
K×K\diag
ai(x, y)(u(x)− u(y))2
|x− y|α+βi ν(dx)ν(dy) = Eloc(u, u).
It is obvious that ai = δiCi+(1−δi) is bounded from above and below by positive constants.
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