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Abstract
A high-dimensional r-factor model for an n-dimensional vector time series is
characterised by the presence of a large eigengap (increasing with n) between the
r-th and the (r + 1)-th largest eigenvalues of the covariance matrix. Consequently,
Principal Component (PC) analysis is the most popular estimation method for fac-
tor models and its consistency, when r is correctly estimated, is well-established in
the literature. However, various factor number estimators often suffer from the lack
of an obvious eigengap in empirical eigenvalues, due for example to moderate corre-
lations in the idiosyncratic (not factor-driven) components. In particular, we show
that they tend to over-estimate r, leading in turn to non-negligible errors in the PC
estimators, due to inconsistency of the non-leading sample eigenvectors. To remedy
this problem, we propose two new estimators of the factor model, based on capping
or scaling the entries of the sample eigenvectors. We show both theoretically and
empirically that our estimators successfully control for the over-estimation error,
and demonstrate their good performance on macroeconomics and financial time se-
ries datasets.
Keywords: Factor models, principal component analysis, factor number, sample
eigenvectors.
1 Introduction
Factor modelling is a popular approach to dimension reduction in high-dimensional time
series analysis. It has been successfully applied to large panels of time series, e.g., for fore-
casting macroeconomic variables (Stock andWatson, 2002a), for building low-dimensional
indicators of the whole economic activity (Stock and Watson, 2002b), and for analysing
dynamic brain connectivity using high-dimensional fMRI data (Ting et al., 2017).
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In this paper, we consider one of the most general factor models in the literature, the
approximate dynamic factor model, which permits serial dependence in the factors and
both serial and cross-sectional dependence among the idiosyncratic components. More
specifically, given an n-dimensional vector time series, {xt = (x1t, . . . , xnt)>, 1 ≤ t ≤ T},
we investigate the problem estimating the factor model
xit = λ
>
i ft + εit, (1)
where λi and ft are r-dimensional vectors of loading and factors, respectively. We refer to
χit = λ
>
i ft as the common component and εit the idiosyncratic component, and assume
the number of factors, r, to be fixed independent of n and T .
The main identifying assumption of (1) is the existence of a large (increasing with n)
eigengap between the r leading eigenvalues of the covariance matrix and the remaining
ones. Intuitively, since the eigengap is assumed to increase with n, the more series are
pooled together, the more the contribution of the factors to the total co-variation in the
data is likely to emerge over the idiosyncratic components (‘blessing of dimensionality’).
As a consequence, a natural way of estimating (1) is via Principal Component (PC)
analysis, through which the common components are estimated as the projection of the
data onto the space spanned by the leading eigenvectors of the sample covariance matrix
(see Bai, 2003, and Fan et al., 2013), i.e., with some estimator r̂ of the factor number r,
χ̂pcit =
r̂∑
j=1
ŵx,ijŵ
>
x,jxt, (2)
where ŵx,j = (ŵx,1j, . . . , ŵx,nj)> is the normalised eigenvector corresponding to the j-th
largest eigenvalue of the sample covariance matrix of xt. The PC estimator (2) allows
for consistent estimation of the common component of model (1), provided that both
n, T →∞.
However, the theoretical properties of PC estimators have always been investigated con-
ditional on r̂ being a consistent estimator of r, and the problem of determining r has
typically been treated separately. Many methods exist for estimating the factor number:
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Bai and Ng (2002), Alessi et al. (2010), see Onatski (2010), Ahn and Horenstein (2013),
Yu et al. (2018), Trapani (2018), and Bai and Ng (2019), to name a few, all of which
exploit the postulated existence of the eigengap. On the other hand, it is often difficult
to identify the large gap from empirical eigenvalues. In particular, it is known that the
presence of moderate cross-sectional correlations in the idiosyncratic components may
shrink the empirical eigengap by introducing ‘weak’ factors (Onatski, 2012), which leads
to the over-estimation of r. Moreover, as noted in Barigozzi et al. (2018), instabilities
in the factor structure tend to spuriously enlarge the factor space and introduce further
difficulties to determining the number of factors. Finally, as shown later in the paper,
different estimators frequently return discordant results, thus making it ambiguous for
the user to choose a single value to rely on.
The question is: what to do if we have a range of possible candidate estimators of r,
or if we believe that none of the estimators is reliable? One temptation may be to
use the largest number of factors returned by available methods, or set it to be even
larger, with the expectation of avoiding the hazard of under-estimating the factor-driven
variation, which is a problem without any clear solution. Indeed, Onatski (2015) noted
the negligibility of the cross-sectional average of the estimation error in the common
components estimated via PC with k > r as the number of factors. However, as we show
later, over-estimation of r can incur non-negligible estimation error when considering the
worst case scenarios for individual common components and, to the best of our knowledge,
this issue has not been investigated in the literature.
1.1 Our contribution
To mitigate the above problem, we propose two modified PC estimators, which improve
upon the PC estimator or even perform as well as the ‘oracle’ estimator constructed with
the knowledge of true r and, consequently, they make our estimation procedure free from
the difficult task of estimating r accurately.
The factor model (1) is characterised by the following eigengap conditions (see e.g. Fan
et al., 2013):
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(C1) there exist some fixed cj, c¯j such that for 1 ≤ j ≤ r,
0 < cj < lim
n→∞
inf
µχ,j
n
≤ lim
n→∞
sup
µχ,j
n
< c¯j <∞
and c¯j+1 < cj for j ≤ r − 1,
(C2) µε,1 < Cε <∞ for any n,
where µχ,j and µε,j denote the j-th largest eigenvalues of the covariance matrices of
the common and idiosyncratic components, respectively. The linear divergence (in n)
of eigenvalues in (C1) is a prevailing and natural assumption in the factor model lit-
erature, implying that all series in the panel are equally important for the recovery
of the factors. From (C1), it follows that wχ,j = (wχ,1j, . . . , wχ,nj)>, the standard-
ised eigenvector corresponding to µχ,j, has its coordinates asymptotically bounded as
max1≤i≤n |wχ,ij| = O(n−1/2) for all j ≤ r (see Section 2.2). Thanks to the eigengap and
the Davis-Kahan theorem (Yu et al., 2015), the coordinates of the r leading eigenvectors
of the sample covariance matrix of the data, ŵx,j, j ≤ r, are also bounded asymptoti-
cally as max1≤j≤r max1≤i≤n |ŵx,ij| = Op(n−1/2). On the other hand, precisely due to the
lack of this eigengap, meaningful control of the behaviour of ŵx,ij when j ≥ r + 1 is not
obvious under the dynamic factor model in (1). Consequently, over-estimation of the
number of factors may introduce non-negligible contribution from spurious factors in the
PC estimator.
Motivated by these observations, we propose the following modifications to ŵx,j, which
ensure that the entries of the modified eigenvectors are bounded by some δn of order
n−1/2, for all 1 ≤ j ≤ n.
1. Capping: returns ŵcpx,j with its entries ŵ
cp
x,ij = ŵx,ij I(|ŵx,ij| ≤ δn) + sign(ŵx,ij) ·
δn I(|ŵx,ij| > δn).
2. Scaling: returns ŵscx,j = ν
−1/2
j ŵx,j with νj = max{1, δ−1/2n max1≤i≤n |ŵx,ij|}.
By substituting these modified eigenvectors in (2), we obtain two new estimators of the
common component. We also propose a well-motivated choice of the tuning parameter δn.
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While conceptually and computationally simple, the modified PC estimators obtained
with ŵcpx,j and ŵscx,j, referred to as capped and scaled PC estimators, respectively, show
good theoretical and empirical performance in curtailing the error attributed to spurious
factors. This is achieved without requiring the accurate estimation of the factor number
beyond that r̂ ≥ r + 1, and we empirically demonstrate that indeed, commonly adopted
factor number estimators often over-estimate r in the presence of moderate cross-sectional
correlations in εt. Moreover, we show that the scaled PC estimator attains the same
asymptotic error bound as the oracle PC estimator obtained with the true r, provided
that r̂ ≥ r. To this end, we propose a novel blockwise estimation technique which enables
rigorous treatment of the PC-based estimators under a time series factor model, which is
another contribution made in this paper.
1.2 Relationship to the existing literature
While the proposals made in this paper are primarily motivated by the issues arising from
relying on a precise estimator of r in the factor modelling framework, there are close links
between the estimators proposed here and the vast literature on shrinkage estimation of
high-dimensional covariance matrix which goes back to Stein (1956), see also, Gavish and
Donoho (2017), Donoho et al. (2018), Donoho and Ghorbani (2018) and Ledoit and Wolf
(2018), where optimal eigenvalue shrinkage methods have been proposed for different loss
functions under the assumption of independent data.
Recently, Bai and Ng (2019) adopted the eigenvalue shrinkage for minimum-rank factor
analysis under time series factor models. Our approach is distinguished from theirs in
that we aim at avoiding the reliance on the accurate estimation of the factor number
itself in establishing the theoretical consistency of the estimator of common components.
We mention two other approaches to time series factor analysis for which our work can
be relevant. First, assuming that all serial dependence in the data is captured by the
factors, Lam et al. (2011) and Lam and Yao (2012) proposed an alternative approach
to factor model analysis. Since their method is also based on eigenanalysis of a suitable
covariance matrix, our methodology can be readily adapted to this case as well. Second,
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Forni et al. (2000) considered a richer factor structure where factors are allowed to have
lagged effects on the data. Estimation of such model is in general based on spectral PC
analysis, but other approaches exist that require standard PC analysis at the initial or
final step (e.g., Forni et al., 2005, Bai and Ng, 2007, Forni et al., 2009, and Doz et al.,
2011), and our proposed modifications can be easily adapted to those approaches.
Structure of the paper
The rest of the paper is organised as follows. We introduce the approximate factor model
in Section 2, where we also discuss its estimation via PC, investigate the behaviour of
factor number estimators as well as the impact of over-estimating the factor number on the
PC estimator. In Section 3, we motivate and introduce the modified PC estimators based
on capping and scaling, and study their theoretical properties. Comparative simulation
study of various PC-based estimators is conducted in Section 4, and we apply the proposed
estimators to macroeconomics and financial data analysis in Section 5. All the proofs
of the main theoretical results are in Appendix A. Additional theoretical and simulation
results are also in a supplementary appendix.
Notation
For a givenm×n matrix B with bij denoting its (i, j) element, its spectral norm is defined
as ‖B‖ = √µ1(BB>), where µk(C) denotes the k-th largest eigenvalue of C, its Frobenius
norm as ‖B‖F =
√∑m
i=1
∑n
j=1 b
2
ij, and also ‖B‖max = max1≤i≤m max1≤j≤n |bij|. The sub-
exponential norm of a random variable X is defined as ‖X‖ψ1 = infk{k : E[exp(|X|/k)] ≤
2}. For a given set Π, we denote its cardinality by |Π|. Also, we use the notations
a ∨ b = max(a, b) and a ∧ b = min(a, b). The notation a  b indicates that a is of the
order of b, and a b indicates that a−1b→ 0. We denote an n×n-identity matrix by In.
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2 The approximate dynamic factor model
2.1 Model and assumptions
Recall the factor model in (1), where an n-dimensional vector time series xt = (x1t, . . . , xnt)>
is divided into the common component χt = (χ1t, . . . , χnt)> = Λft driven by the vector
of r latent factors ft = (f1t, . . . , frt)>, with Λ = [λ1, . . . ,λn]> as the n× r-matrix of load-
ings, and the idiosyncratic component εt = (ε1t, . . . , εnt)>. Without loss of generality, we
assume E(fjt) = E(εit) = 0 for all i, j, t.
We now list and motivate the assumptions imposed on the dynamic factor model (1) (see
e.g., Fan et al. (2013) and Barigozzi et al. (2018) for similar conditions).
Assumption 1 (Identification).
(i) E(ftf>t ) = Ir for all t ≥ 1.
(ii) There exists a positive definite r × r matrix H with distinct eigenvalues and such
that n−1Λ>Λ→ H as n→∞.
(iii) There exists λ¯ ∈ (0,∞) such that ‖Λ‖max < λ¯.
(iv) There exists Cε ∈ (0,∞) such that, for any t ≥ 1,
∑n
i=1
∑n
i′=1 aiai′E(εitεi′t) < Cε
for any sequence of coefficients {ai}ni=1 satisfying
∑n
i=1 a
2
i = 1.
(v) E(fjtεit′) = 0 for all i ≤ n, j ≤ r and t, t′ ≤ T .
We adopt the normalisation given in Assumption 1 (i)–(ii) for the purpose of identifica-
tion; in general, factors and loadings are recoverable up to a linear invertible transforma-
tion only. Assumption 1 (iv) allows for mild cross-sectional dependence across idiosyn-
cratic components. In other words, we are considering an approximate factor structure,
as opposed to the classical exact factor model where εt is assumed to be uncorrelated
cross-sectionally. It is possible to relax Assumption 1 (v) and allow for weak dependence
between the factors and the idiosyncratic components (c.f. Assumption D of Bai and Ng,
2002). To introduce and motivate the further assumptions, we adopt the notations
Γχ = Λ
(
1
T
T∑
t=1
E(ftf
>
t )
)
Λ> = ΛΛ>, Γε =
1
T
T∑
t=1
E(εtε
>
t ), and Γx = Γχ + Γε.
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If ft and εt are covariance stationary, then these matrices are the corresponding population
covariance matrices. Also, we denote the eigenvalues (in non-increasing order) of Γχ, Γε
and Γx by µχ,j, µε,j and µx,j, respectively. Then, Assumption 1 leads to (C1)–(C2) in
Section 1.1, i.e., µχ,j, j ≤ r diverge linearly in n as n→∞, whereas µε,1 is bounded for
any n. This condition coincides with Definition 2 in Chamberlain and Rothschild (1983)
and Assumption 2 in Fan et al. (2013), and it is also comparable to Assumption C.4 in
Bai (2003).
Moreover, (C1)–(C2) imply that, due to Weyl’s inequality, the eigenvalues of Γx satisfy
the following eigengap conditions:
(C3) the r largest eigenvalues, µx,1, . . . , µx,r, diverge linearly in n as n→∞;
(C4) the (r + 1)-th largest eigenvalue, µx,r+1, stays bounded for any n.
From (C1)–(C4) above, it is clear that for consistent estimation of the common com-
ponents, approximate factor models need to be studied in the asymptotic limit where
n→∞, i.e., these models enjoy what is sometimes referred to as the blessing of dimen-
sionality. In particular, we require:
Assumption 2. n→∞ as T →∞, with n = O(T κ) for some κ ∈ (0,∞).
Under Assumption 2, we operate in a high-dimensional setting that permits n  T ,
unlike in the random matrix theory literature where it is typically assumed that n/T →
γ ∈ (0,∞) (Johnstone, 2001). Furthermore we assume:
Assumption 3 (Tail behaviour).
(i) max1≤j≤r max1≤t≤T ‖fjt‖ψ1 ≤ Bf for some Bf ∈ (0,∞).
(ii) max1≤t≤T ‖εt‖ψ1 ≤ Bε for someBε ∈ (0,∞), where ‖εt‖ψ1 = supv∈Rn: ‖v‖=1 ‖v>εt‖ψ1 .
Assumption 4 (Strong mixing). Denoting the σ-algebra generated by {(ft, εt), s ≤ t ≤
e} by F es , let
α(k) = max
1≤t≤T
sup
A∈Ft−∞,B∈F∞t+k
|P(A)P(B)− P(A ∩B)|.
Then, there exist some fixed cα, β ∈ (0,∞), such that α(k) ≤ exp(−cαkβ) for all k ∈ Z+.
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The sub-exponential-type tail conditions in Assumption 3, along with Assumption 4,
allow us to control the deviation of sample covariance estimates from their population
counterparts via Bernstein-type inequality (see e.g., Theorem 1 of Merlevède et al., 2011)
under the dynamic factor model. We stress that either strict or weak stationarity of fjt
and εit is not required in performing the PC-based estimation, provided that the loadings
are time-invariant.
2.2 Estimation via Principal Component Analysis
The most common way to estimate the approximate factor model (1) is by means of PC
analysis, and the asymptotic properties of the PC estimator have been studied in many
contributions: in particular, we refer to Fan et al. (2013) where a set-up similar to ours
is considered.
Recall that the PC estimator of the common component: χ̂pcit =
∑r̂
j=1 ŵx,ijŵ
>
x,jxt, where
ŵx,j denote the j-th leading normalised eigenvector of the sample covariance Γ̂x =
T−1
∑T
t=1 xtx
>
t , and r̂ is an estimator of the number of factors r. Theorem 1 of Barigozzi
et al. (2018), which is a refinement of Corollary 1 of Fan et al. (2013), establishes a uni-
form bound on the estimation error over 1 ≤ i ≤ n and 1 ≤ t ≤ T of the PC estimator
when r is known, i.e., r̂ = r. For completeness, we report the theorem below whose proof
can be found in the supplementary appendix.
Proposition 1 (Theorem 1 of Barigozzi et al., 2018). Under Assumptions 1–4, the PC
estimator χ̂pcit with r̂ = r satisfies
max
1≤i≤n
max
1≤t≤T
|χ̂pcit − χit| = Op
{(√ log n
T
∨ 1√
n
)
log T
}
.
Two key results are required for proving Proposition 1. First, we make use of the eigengap
between µx,r and µx,r+1 that increases as n increases (see (C3)–(C4)), and ensures that
the eigenspace of Γχ is consistently estimated by the r leading eigenvectors of Γ̂x. More
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specifically, there exists a diagonal r × r matrix S with entries ±1, such that
‖Ŵx −WχS‖ ≤ 2
3/2
√
r‖Γ̂x − Γχ‖
min
(
µχ,0 − µχ,1, µχ,r − µχ,r+1
) = Op(√ log n
T
∨ 1
n
)
, (3)
where Ŵx = [ŵx,j, j ≤ r], Wχ = [wχ,j, j ≤ r], and µχ,0 = ∞ and µχ,r+1 = 0. The
inequality in (3) follows from the modified Davis-Kahan theorem of Yu et al. (2015),
and the rate from: (a) the lower bound of crn on the denominator (see (C1)), (b) the
rate of the convergence of Γ̂x to Γx under Assumptions 2–4 (see Lemma 1), and (c) the
boundedness of ‖Γε‖ from Assumption 1 (iv).
Second, denoting the eigendecomposition of the covariance matrix of the common com-
ponents by Γχ = WχMχW>χ with Mχ = diag(µχ,1, . . . , µχ,r), and by ϕi an n-vector of
zeros except for its i-th element being one, we have
max
1≤i≤n
√√√√ r∑
j=1
w2χ,ij = max
1≤i≤n
‖ϕ>i Wχ‖ ≤ max
1≤i≤n
‖ϕ>i Γχ‖ ‖Wχ‖ ‖M−1χ ‖ = O
(
1√
n
)
(4)
under (C1), i.e., asymptotically, each element of Wχ is O(n−1/2). This, combined with
(3), leads to
max
1≤i≤n
max
1≤j≤r
|ŵx,ij| = Op
(
1√
n
)
, (5)
see also Lemma B.1 in the supplementary appendix. This result serves as the main
motivation behind introducing the modified PC estimators in Section 3.
Remark 1 (Optimality of PC). The PC estimator is appealing for the following reasons.
First, under the assumption of spherical idiosyncratic components, εt ∼iid Nn(0, σ2In)
for some σ2 > 0, the PC estimator of the loadings is asymptotically equivalent to their
Maximum Likelihood estimator (Tipping and Bishop, 1999). Second, the sample princi-
pal subspace estimator is minimax rate optimal, see Theorem 5 of Cai et al. (2013), which
shows that E‖ŴxŴ>x −WxW>x ‖2F  rn/(µχ,rT ). This, combined with (C1), is compa-
rable to the convergence rate reported in (3), although the latter is obtained under the
more general approximate dynamic factor model. Third, when allowing for non-spherical
and possibly correlated idiosyncratic components, the PC estimator by definition delivers
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the linear combination of the data with largest variance in the sense that, for the j-th
PC, Var(ŵ>x,jxt) ≥ Var(ω>xt) for any ω satisfying ‖ω‖ = 1 and ω>ŵx,j′ = 0 for any
j′ ≤ j − 1.
2.3 (Over-)estimation of the number of factors
In practice, the true number of factors r is unknown and needs to be estimated, a problem
which has been one of the most researched problems in the factor model literature (see the
references in the Introduction). Based on the conditions (C3)-(C4), a prevailing approach
is to identify a ‘large’ gap between the successive estimated eigenvalues µ̂x,j, 1 ≤ j ≤ rmax
of the sample covariance matrix Γ̂x, where rmax denotes the maximum allowable number
of factors often required as an input parameter to the estimation procedure. Here we
focus on two of the most popular methods.
The information criterion-based method proposed in Bai and Ng (2002) estimates r as
r̂ = arg min
1≤q≤rmax
IC(q), where IC(q) = log
(
1
n
n∑
j=q+1
µ̂x,j
)
+ q · g(n, T ), (6)
with a penalty function g(n, T ) satisfying g(n, T ) → 0 and {(n ∧ T ) · g(n, T )} → ∞ as
n, T →∞. The eigenvalue ratio-based estimator by Ahn and Horenstein (2013), returns
r̂ = argmax
1≤q≤rmax
GR(q), where GR(q) =
log(1 + µ̂∗x,q)
log(1 + µ̂∗x,q+1)
with µ̂∗x,q =
µ̂x,q∑n
j=q+1 µ̂x,j
. (7)
Implicitly, the information criterion in (6) performs thresholding on the scaled sample
eigenvalues µ̂∗x,q with respect to g(n, T ), and selects an index q among those that cor-
respond to µ̂∗x,q surviving the thresholding. On the other hand, the eigenvalue ratio
approach in (7) considers the ratio of the successive scaled eigenvalues without taking
into account the size of the eigenvalues. This difference frequently leads to distinct es-
timators from the different approaches, not to mention that, as shown in Alessi et al.
(2010), the various choices of g(n, T ) often result in different factor number estimators.
Another parameter whose choice may affect the estimation result for both of the esti-
mators (6)–(7) is rmax. Moreover, while (C3)–(C4) are asymptotic conditions, the lack
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of an obvious eigengap in the empirical eigenvalues poses a challenge in the estimation
of r. Consequently, the estimated number of factors is highly variable as the following
quantities vary: the dimensions n and T , the degree of cross-sectional correlations in the
idiosyncratic components, and the signal-to-noise ratio represented by the ratio between
Var(χit) and Var(εit), see e.g., the numerical studies in Ahn and Horenstein (2013) and
Trapani (2018).
For an illustration, we conduct a comparative simulation study by applying the two
estimators (6) (with g(n, T ) = (n + T ) log(n ∧ T )/(nT ), IC2 of Bai and Ng (2002)) and
(7) with the generous but reasonable choice rmax = [
√
n ∧ T ], to datasets simulated under
Model 1 as described in Section 4. The results are reported in Figure 1: it is apparent
that both estimators, (6) in particular, fail to return the true number of factors r = 5 in
the presence of moderate degree of cross-sectional correlations in εt, especially when the
signal-to-noise ratio is low or n is small. We note that the performance of the estimators
does not improve with increasing sample size T . In almost all cases considered, the factor
number is over-estimated, i.e., r̂ ≥ r, with (7) occasionally delivering r̂ < r.
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Figure 1: Box plots of r̂ returned by (6) (BN) and (7) (AH) over 1000 realisations generated
under Model 1 with T ∈ {500, 1000, 2000} (top to bottom), n ∈ {200, 500, 1000} (left to right)
and φ ∈ {0.5, 1, 2} (left to right within each plot, controls the signal-to-noise ratio); horizontal
broken lines indicate the true factor number r = 5.
Obviously, when r̂ < r, the PC estimator (2) or indeed, any estimator of the common com-
ponent, does not capture the contribution from more than one factors, which inevitably
incurs a non-negligible error and no remedy to this problem exists. To circumvent this
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problem, the user may be tempted to increase r̂ based on the reasoning that the contribu-
tion of spurious factors beyond the r-th one is negligible and thus such a strategy would
be risk averse. However, this reasoning is incorrect as we show in the formal theoretical
treatment of the impact of over-estimation of r on factor analysis in the next section.
2.4 Over-estimation error of Principal Component estimator
While Onatski (2015) shows in his Proposition 1 that the errors due to the over-estimation
of r, once aggregated over cross-sections and time, is negligible, a formal analysis of the
impact of the over-estimated factor number on the PC estimators of individual common
component has not yet been conducted to the best of our knowledge.
Recalling the PC estimator (2), we have the following decomposition of the estimation
error when r̂ > r,
χ̂pcit − χit =
(
r∑
j=1
ŵx,ijŵ
>
x,jxt − χit
)
+
r̂∑
j=r+1
ŵx,ijŵ
>
x,jxt. (8)
The rate of convergence for the error in the oracle PC estimator (first term in the RHS of
(8)) is given in Proposition 1. Our interest lies in the theoretical treatment of the second
term representing the over-estimation error. This faces two main challenges.
(a) The large eigengap between µχ,r and µχ,r+1 = 0 (see (C1)) and Davis-Kahan theorem
play a key role in controlling the distance between the empirical principal subspace
spanned by the r leading eigenvectors of Γ̂x and those of Γχ, as reported in (3). On
the other hand, due to the lack of eigengap between the successive µx,j, j ≥ r + 1
(see (C4)) or any other structural assumptions, the behaviour of ŵx,j for j ≥ r + 1
cannot be controlled in a meaningful way.
(b) The eigenvectors ŵx,j, 1 ≤ j ≤ r̂, are obtained from the full sample covariance matrix
and thus are dependent on xt, 1 ≤ t ≤ T , which, together with the issue noted in
(a), makes it difficult to analyse the stochastic properties of ŵ>x,jxt for j ≥ r + 1.
Due to these difficulties, we may derive the following uniform but uninformative upper
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bound on the over-estimation error:
max
1≤i≤n
max
1≤t≤T
∣∣∣∣∣
r̂∑
j=r+1
ŵx,ijŵ
>
x,jxt
∣∣∣∣∣ ≤
r̂∑
j=r+1
max
1≤i≤n
|ŵx,ij|‖ŵx,j‖· max
1≤t≤T
‖xt‖ = Op(
√
n log T ). (9)
In the next section, we propose modifications of the PC estimator which directly address
the issue raised in (a), but first we introduce a novel ‘blockwise’ estimation technique
which, under the time series factor model (1), allows for bypassing the issue raised in
(b) and hence enables a rigorous theoretical analysis of the PC estimator when r̂ ≥
r + 1. For this, we split the data into blocks of size bT , say [xt, t ∈ I`] for I` := {(` −
1)bT + 1, . . . ,min(`bT , T )}, ` = 1, . . . , LT := dT/bT e. Also, denote by I¯` := {1, . . . , T} \⋃
m∈{`,`±1} I`, i.e., the set of indices that do not belong to I` or its adjacent blocks, and by
ŵ
(`)
x,j the j-th leading eigenvector of Γ̂
(`)
x = |I¯`|−1
∑
t∈I¯` xtx
>
t , i.e., the sample covariance
matrix constructed by omitting the `-th block as well as the blocks adjacent to I`. Then,
we obtain the blockwise PC estimator of χit as
χ̂bpcit =
r̂∑
j=1
ŵ
(`)
x,ij(ŵ
(`)
x,j)
>xt for t ∈ I`, 1 ≤ ` ≤ LT . (10)
In other words, the common components are estimated in a blockwise manner as pro-
jections of xt onto the principal subspace of the subsample obtained from omitting the
current block as well as its immediate neighbours. We select the block size bT to balance
between avoiding the asymptotic loss in efficiency by having |I¯`| ≥ T − 3bT as large as
possible, and ensuring that the dependence between ŵ(`)x,j and xt, t ∈ I` is sufficiently weak
under the strong mixing condition in Assumption 4 (ii), hence permitting the rigorous
theoretical treatment of (ŵ(`)x,j)>xt for j ≥ r + 1.
Proposition 2. Let Assumptions 1–4 hold and assume r + 1 ≤ r̂ ≤ r¯ for some fixed r¯.
Suppose
max
1≤i≤n
max
r+1≤j≤r̂
|ŵ(`)x,ij| = Op(n−α/2), (11)
for some 1 ≤ ` ≤ LT and α ∈ [0, 1], and let bT = log1/β+δ T for β in Assumption 4 and
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some fixed δ > 0. Then,
max
1≤i≤n
max
1≤t≤T
|χ̂bpcit − χit| = Op
[
n(1−α)/2
(√
log n
T
∨ 1√
n
)
log T
]
.
The proof of Proposition 2 is provided in Appendix A.2. Condition (11) is very general
and its motivation is the following. From the decomposition xit =
∑n∧T
j=1 ŵx,ijŵ
>
x,jxt, the
sample variance of xit, denoted by V̂ar(xit), satisfies
V̂ar(xit) =
n∧T∑
j=1
ŵ2x,ijµ̂x,j <∞ a.s. for all 1 ≤ i ≤ n, (12)
which implies that max1≤i≤n |ŵx,ij| = Op(µ̂−1/2x,j ). In addition, the rate of convergence of
the sample covariance matrix n−1‖Γ̂x − Γx‖ = Op(
√
log n/T ) (see Lemmas 1 and 3 in
Appendix A.1) and (C4) yields µ̂x,j = Op(n
√
log n/T ) = op(n) for j ≥ r + 1. These
arguments hold for blockwise estimators as well, and indicate that there may be (spu-
riously) large coordinates in the empirical eigenvectors ŵ(`)x,j, j ≥ r + 1 that fall in the
regime of α < 1. In other words, (11) is merely a consequence of the boundedness of
µx,j, j ≥ r+ 1 without any further structural assumptions on the model (1). Proposition
2 establishes the sub-optimal behaviour of the blockwise PC estimator with r̂ > r, which
in turn is indicative of the sub-optimality of the classic PC estimator obtained from the
whole sample. In Section 4, we verify that, under a variety of data generating mod-
els, the non-leading empirical eigenvectors indeed exhibit ‘sparsity’ with few very large
coordinates, thus corresponding to the regime α ' 0.
Remark 2 (Weak factors). Condition (11) is expected to hold if we assumed the presence
of ‘weak’ factors (Onatski, 2012; Lam et al., 2011), i.e., some µx,j, j ≥ r+ 1, are of order
nα, α ∈ (0, 1). However, we stress that the empirical evidence in Section 4 supports the
plausibility of the regime α ' 0 even when εt has a spiked covariance matrix that mimics
the presence of weak factors in finite sample. For this reason, estimating the weakness of
the factors is a hard problem and we do not pursue this topic further here.
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3 Modified principal component estimators
3.1 Capped PC estimator
Recall that due to the presence of an eigengap (C3)–(C4) and consistency of the r leading
eigenvectors of Γ̂x (see (3)), we obtain the uniform bound of Op(n−1/2) on |ŵx,ij|, j ≤ r,
see (5). In other words, with large probability, there exists some fixed cw > 0 such that
|ŵx,ij|, j ≤ r is bounded by cwn−1/2 uniformly in 1 ≤ i ≤ n and 1 ≤ j ≤ n.
Motivated by the above observations, Barigozzi et al. (2018) proposed the capped PC
estimator of χit:
χ̂cpit =
r̂∑
j=1
ŵcpx,ij(ŵ
cp
x,j)
>xt, (13)
where each element of ŵcpx,j is obtained by capping ŵx,ij as
ŵcpx,ij = ŵx,ij I
(
|ŵx,ij| ≤ cw√
n
)
+ sign(ŵx,ij) · cw√
n
I
(
|ŵx,ij| > cw√
n
)
, (14)
for some fixed cw > 0 (see Remark 3 below for its choice). Capping can be viewed as the
projection of each ŵx,j onto the `∞-sphere of radius cwn−1/2. Asymptotically, capping
does not alter the contribution from the leading r eigenvectors of Γ̂x, while it truncates
any large contribution from spurious factors when r̂ ≥ r+ 1, all without the knowledge of
the true r. The theoretical properties of (13) have been studied in Theorem 2 of Barigozzi
et al. (2018). For completeness, we report the theorem below whose proof can be found
in the supplementary appendix.
Proposition 3 (Theorem 2 of Barigozzi et al., 2018). Let Assumptions 1–4 hold and
suppose r+1 ≤ r̂ ≤ r¯ for some fixed r¯. Then, max1≤i≤n max1≤t≤T |χ̂cpit −χit| = Op(log T ).
Refinement of the upper bound given in Proposition 3 is a difficult task as reasoned
in (a)–(b) of Section 2.4, even when considering the blockwise capped estimator χ̂bcpit ,
due to the lack of orthogonality of the capped eigenvectors. Nevertheless, Proposition 3
shows that the capped estimator χ̂cpit improves upon the worst case performance of the
PC estimator reported in (9).
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3.2 Scaled PC estimator
Similarly motivated by the uniform boundedness of |ŵx,ij| for j ≤ r (see (5)), we propose
the scaled PC estimator
χ̂scit =
r̂∑
j=1
ŵscx,ij(ŵ
sc
x,j)
>xt, where (15)
ŵscx,j = ν
−1/2
j ŵx,j with νj = max
{
1,
√
n
cw
max
1≤i≤n
|ŵx,ij|
}
. (16)
As with the capping, we can choose cw such that with large probability, the proposed
scaling does not alter the contribution from ŵx,j, j ≤ r to χ̂scit by yielding νj = 1 for j ≤ r,
even though it is applied without knowing r. On the contrary, for ŵx,j, j ≥ r+1, any large
contribution from the spurious factors is expected to be scaled down. Unlike the capped
PC estimator proposed in (13), the scaled PC estimator shrinks down the eigenvectors
after modification, from ‖ŵx,j‖2 = 1 to ‖ŵscx,j‖2 = ν−1j , which further curtails the spurious
contribution from ŵx,j, j ≥ r + 1 as demonstrated in the following example.
Example 1. For simplicity, let us ignore the stochastic nature of ŵx,j and suppose that
ŵx,j′ for some j′ ≥ r + 1 is approximately sparse. That is, there exists C ⊂ {1, . . . , n}
with |C| = O(1) and a fixed c0 > 0 such that |ŵx,ij′ | ≥ c0, i ∈ C, while maxi/∈C |ŵx,ij′| =
O(n−1/2). Then, we have ‖ŵscx,j′‖2 ≤ cw(c0
√
n)−1, which shrinks the overall contribu-
tion of the j′-th estimated factor to χ̂sct by the factor of
√
n, in comparison with that
to the PC estimator. In the same scenario, however, capping does not always lead to
‖ŵcpx,j′‖ = o(1). Consider e.g., ŵx,j′ = (1/
√
2, 1/
√
2(n− 1), . . . , 1/√2(n− 1))> and
cw/
√
n ≥ 1/√2(n− 1), in which case ‖ŵcpx,j′‖ ≥ 1/√2.
Additionally, scaling preserves the orthogonality among ŵscx,j, j ≤ r̂, which facilitates the
theoretical treatment of the scaled PC estimator. Following the same reasoning as in
Section 2.4, we continue the discussion on the theoretical properties of the scaled PC
estimator by considering its blockwise counterpart. Recall the notations from Section 2.4
and let
χ̂bscit =
r̂∑
j=1
ŵ
sc,(`)
x,ij (ŵ
sc,(`)
x,j )
>xt for t ∈ I`, 1 ≤ ` ≤ LT , (17)
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where ŵsc,(`)x,j is defined analogously as in (16) with ŵ
(`)
x,j in place of ŵx,j. The following
proposition establishes the consistency of the blockwise scaled PC estimator χ̂bscit .
Proposition 4. Let Assumptions 1–4 hold and suppose r + 1 ≤ r̂ ≤ r¯ for some fixed r¯.
Then,
max
1≤i≤n
max
1≤t≤T
|χ̂bscit − χit| = Op
{(√
log n
T
∨ 1√
n
)
log T
}
. (18)
The proof is provided in Appendix A.3. Compared to Propositions 1 and 2, Proposition 4
establishes that under the same conditions, the scaled PC estimator attains the same
rate of convergence as the oracle PC estimator obtained with the true number of factors,
without requiring such knowledge and regardless of the behaviour of ŵx,j, j ≥ r + 1.
Remark 3 (Choice of cw). In our numerical analysis, we have observed that the per-
formance of the proposed modified PC estimators via capping and scaling did not vary
much with respect to reasonably chosen cw. Unlike e.g., methods based on singular value
thresholding, our modified PC estimators do not completely ‘kill’ any factors including
the spurious ones, and thus avoid the hazard of under-estimating the contribution of the
factors provided that r̂ ≥ r. We recommend the choice of cw = 1.1×
√
n max1≤i≤n |ŵx,i1|,
which ensures that the leading eigenvector ŵx,1 is never capped or scaled. This choice is
shown to work well for a range of models considered in our simulation studies in Section 4.
Recalling that max1≤i≤n |ŵx,ij| = Op(µ̂−1/2x,j ) (see the discussion following (12)), we may
re-write the scaling factor νj using the choice cw =
√
nmax1≤i≤n |ŵx,i1| as suggested in
Remark 3:
νj = max
{
1,
max1≤i≤n |ŵx,ij|
max1≤i≤n |ŵx,i1|
}
= max
{
1,
√
Cjµ̂x,1
µ̂x,j
}
, such that
χ̂scit =
r̂∑
j=1
min
{
1,
√
µ̂x,j
Cjµ̂x,1
}
ŵx,ijŵ
>
x,jxt
with some fixed Cj > 0. In other words, for some choice of cw, the scaled PC estimator
admits a representation as a PC estimator combined with the eigenvalue-based shrinkage.
Ideal choices for Cj are Cj  µ̂x,j/µ̂x,1 for j ≥ r+ 1, and Cj ≤ µ̂x,j/µ̂x,1 for j ≤ r which,
however, are infeasible since they require the knowledge of r. We consider a simpler
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but feasible choice of Cj = 1 for all j, and define the modified PC estimator based on
eigenvalue shrinkage:
χ̂shit =
r̂∑
j=1
√
µ̂x,j
µ̂x,1
· ŵx,ij(ŵx,j)>xt. (19)
Its blockwise version χ̂bshit is defined analogously with ŵ
(`)
x,j and the corresponding eigen-
values µ̂(`)x,j replacing ŵx,j and µ̂x,j, respectively. This estimator is expected to keep under
control the over-estimation error, since µ̂x,j/µ̂x,1 = op(1) for j ≥ r+1 while being asymp-
totically bounded away from zero for j ≤ r. Hence, χ̂shit preserves the contribution of the
leading PCs although with a possible bias. Empirically in the simulation studies in Sec-
tion 4, we observe that any bias incurred by possible over-shrinkage is richly compensated
by its effectiveness in shrinking down the spuriously large over-estimation error.
Remark 4 (Eigenvalue shrinkage). The good performance of the shrinkage estimator
in (19) may be explained by its link to the literature on eigenvalue shrinkage-based
estimators. Donoho et al. (2018) and Donoho and Ghorbani (2018) investigate the optimal
eigenvalue shrinkage for spiked covariance matrix estimation when xt ∼iid Nn(0,Γx) with
µx,1 ≥ . . . ≥ µx,r > 1 and µx,j = 1, j ≥ r+1. It has been shown that for any loss function
considered therein, the optimal eigenvalue shrinkage function η yields η(µ̂x,j) < µ̂x,j.
Heuristically, shrinkage of eigenvalues not only accounts for the upward shift of empirical
eigenvalues, but also the inconsistency in empirical eigenvectors (Donoho et al., 2018).
4 Simulation studies
4.1 Set-up
We consider the following data generating model for simulation studies which allows for
serial correlations in fjt and both serial and cross-sectional correlations in εit.
xit =
r∑
j=1
λijfjt +
√
ϑεit, 1 ≤ i ≤ n; 1 ≤ t ≤ T, where (20)
fjt = ρf,jfj,t−1 + ujt, εit = ρε,iεi,t−1 + vit,
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with factor loadings λij ∼iid N (0, 1), factor innovations ujt ∼iid N (0, 1), and the autore-
gressive parameters as ρf,j = ρf − 0.05(j − 1) with ρf = 0.5, and ρε,i ∈ {0.2,−0.2}. For
the idiosyncratic innovations vit, we consider the following two models.
Model 1 (Bai and Ng, 2002). With eit ∼iid N (0, 1 − ρ2ε,i), βi ∈ {−0.15, 0.15} and
H = min([n/20], 10), we generate vit = (1 + 2β2iH)−1/2(eit + βi
∑i+H
l=i−H,l 6=i elt).
Model 2 (Cai et al., 2015). The vector vt = (v1t, . . . , vnt)> is such that vt = Γ
1/2
v et,
where Γv = V∆V> + In, and et ∼iid Nn(0, (1 − ρ2ε,i)In). The diagonal matrix ∆ has
r non-zero eigenvalues taking equidistant values from 20 to 10, and V is chosen as the
r leading left singular vectors of a matrix M ∈ Rn×r, whose first [%n] rows are drawn
independently from N (0, 1) and the rest are set to zero. By construction, this models
adds r additional ‘weak’ factors stemming from the large (although bounded for all n)
eigenvalues of Γv.
We control the ‘signal-to-nose’ ratio by setting ϑ2 = φ2 · n−1∑ni=1 V̂ar(χit)/V̂ar(εit) with
φ ∈ {0.5, 1, 2}. Throughout, we set r = 5, and consider T ∈ {500, 1000, 2000} and
n ∈ {200, 500, 1000}, and % ∈ {0.2, 0.5, 0.9} for Model 2.
We explore the in-sample estimation accuracy of the PC estimator χ̂pcit in (2), the capped
estimator χ̂cpit in (13), the scaled estimator χ̂scit in (15) and the shrinkage estimator χ̂shit
in (19), with and without blockwise estimation for which we set bT = [log2 T ]. For
estimating r, we consider the two estimators (6) (‘BN’) and (7) (‘AH’), setting rmax =
[
√
n ∧ T ]. As a benchmark, we also investigate the performance of the oracle estimator
χ̂oracleit defined as the PC estimator (2) obtained with the true r. Each setting is repeated
over 1000 realisations. We provide the results obtained under Model 1 in the main text,
and additional simulation results under Model 2 in the supplementary appendix. Based
on Figure 1, we report the results when the factor number estimator (6) is used, in order
to contrast the behaviour of the proposed modified PC estimators to that of the PC
estimator in terms of their ‘insensitivity’ to the over-estimation of r.
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Figure 2: Box plots of the proportion of un-capped coordinates in ŵcpx,j for 2 ≤ j ≤ r and
r+ 1 ≤ j ≤ r̂, and ‖ŵscx,j‖ for 2 ≤ j ≤ r and r+ 1 ≤ j ≤ r̂, averaged over j and 1000 realisations
generated under Model 1 with T ∈ {500, 1000, 2000} (top to bottom), n ∈ {200, 500, 1000} (left
to right) and φ ∈ {0.5, 1, 2} (left to right within each plot).
4.2 Results
First, we investigate the amount of capping and scaling applied to ŵx,j when j ≤ r and
j ≥ r + 1, in order to verify whether the asymptotic argument in (5) is valid for finite
n and T . Figure 2 plots: (a) the proportion of the coordinates of ŵx,j unaltered after
capping as in (14), i.e., n−1
∑n
i=1 I(|ŵx,ij| ≤ cwn−1/2), and (b) the norm of the scaled
eigenvectors ‖ŵscx,j‖ in (16), each averaged over 2 ≤ j ≤ r and r + 1 ≤ j ≤ r̂, for varying
T , n and %. The results confirm that across different scenarios, capping and scaling do not
alter the contribution from the leading r eigenvectors of Γ̂x, while curtailing that from
ŵx,j, j ≥ r + 1. Scaling is far more successful than capping in this aspect, evidenced by
the fact that ‖ŵscx,j‖  ‖ŵx,j‖ = 1, j ≥ r+1 especially for large n. This in turn indicates
that there are a few spuriously large coordinates in ŵx,j, j ≥ r+ 1, corresponding to the
regime α ' 0 in Proposition 2. As shown below, this leads to the undesirable behaviour
of the PC estimator while affecting the modified PC estimators to a much lesser degree.
Next, we evaluate the accuracy of an estimator χ̂◦it of χit relative to that of the oracle
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Figure 3: erravg(χ̂◦it) and errmax(χ̂◦it) for χ̂
pc
it , χ̂
cp
it , χ̂
sc
it and χ̂
sh
it estimated using the entire sample
(‘all’), and their blockwise counterparts (‘block’), averaged over 1000 realisations generated
under Model 1 with T = 500, n ∈ {200, 500, 1000} (top to bottom) and φ ∈ {0.5, 1, 2} (left to
right within each plot). The vertical errors bars represent the standard deviations.
estimator, using the following error measures
err◦avg =
n−1
∑n
i=1
∑T
t=1(χ̂
◦
it − χit)2
Ê{n−1∑ni=1∑Tt=1(χ̂oracleit − χit)2} , err◦max = max1≤i≤n
∑T
t=1(χ̂
◦
it − χit)2
Ê{max1≤i≤n
∑T
t=1(χ̂
oracle
it − χit)2}
,
where Ê denotes the empirical expectation over all Monte Carlo repetitions, and ◦ denotes
the use of PC, capped, scaled or shrinkage estimator and their blockwise counterparts. We
note that errmax is specifically to capture the possible deterioration in the estimators for
individual i due to the over-estimation of r. Figures 3–4 show the average and standard
deviation of erravg and errmax over 1000 Monte Carlo realisations.
Overall, blockwise estimators do not lose efficiency compared to their whole sample coun-
terparts or, even perform slightly better in terms of the relative efficiency compared to
the oracle PC estimator. It is evident that PC estimator exhibits the worst performance
in almost all cases, in terms of both the average and variability of the two different error
measures. Indeed, errpcmax indicates that the PC estimator with an over-estimated factor
number can be worse by hundredfold than the oracle PC estimator for some coordinates.
Capping and scaling lead to considerable improvement with respect to both error mea-
sures, with and without blockwise estimation, and marginally the scaled PC estimator
tends to return smaller estimation errors. We note that χ̂shit yields the smallest estimation
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Figure 4: erravg(χ̂◦it) and errmax(χ̂◦it) under Model 1 with T = 2000.
error in many scenarios. Exceptions occur when n is relatively larger than T : the PC-
based estimator of the factor space is expected to be highly accurate in this setting due
to the blessing of dimensionality, and the bias introduced by eigenvalue shrinkage tends
to deteriorate the performance of χ̂shit (see Figure 8 in the supplementary appendix).
As the signal-to-noise ratio decreases, the gap between the performance of χ̂pcit and our
modified estimators gets closer, as the consistent estimation of χit itself becomes more
challenging, i.e., the error due to the over-estimation of r in (8) becomes dominated by
the first term. Increasing n also tends to close the gap between errpcavg and that of other
estimators as the performance of the estimator of r improves. This, however, has the
opposite effect on errpcmax since the maximum is taken over the n cross-sections. In general,
erravg and errmax evaluated at modified PC estimators exhibit much less fluctuations as
n and T vary.
5 Real data analysis
5.1 US macroeconomic data
We analyse the US representative macroeconomic dataset of 101 time series, collected
quarterly between 1960:Q2 and 2012:Q3 (T = 209) (see e.g. Stock and Watson, 2002a,b).1
1All series are available from the St. Louis Federal Reserve Bank website (https://fred.stlouisfed.
org/).
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Applying the information criterion of Bai and Ng (2002) with different choices of g(n, T )
suggested by the authors returns r̂ = 6 (IC2), 8 (IC1) and 10 (IC3) with rmax = 20.
The eigenvalue ratio-based estimator of Ahn and Horenstein (2013) returns r̂ = 1, and
the singular value shrinkage estimator of Bai and Ng (2019) returns r̂ = 3. Discordance
among different estimators demonstrates the difficulty in determining the number of
factors for this dataset, and advocates an estimator of the common components that
is less sensitive to factor number estimators. We also note that the same dataset was
analysed for multiple change-points in Barigozzi et al. (2018) and 5 structural breaks were
identified, which brings additional difficulties to the problem of factor number estimation.
Since the true common components are not accessible nor the true number of factors is
known, we evaluate the ‘closeness’ between various estimators with r1 factors, denoted
by χ̂◦it(r1), and the PC estimator with r2 factors, χ̂
pc
it (r2), with r1 > r2, by calculating the
R2 coefficient from regressing χ̂◦it(r1) onto χ̂
pc
it (r2). Figure 5 shows the box plots of the
resulting R2 coefficients for different estimators when (r1, r2) = (6, 3) (top panels) and
(r1, r2) = (10, 6) (bottom panels), with and without blockwise estimation (right and left
panels, respectively).
We observe that the ‘height’ of the box for the PC estimator in the top panels of Figure
5 is greater than that in the bottom ones. In light of the discussion in Section 2.4, if
r1 > r2 ≥ r, we expect χ̂pcit (r1) and χ̂pcit (r2) to be close for the majority of series, with a
few exceptions due to the sparsity of ŵx,j, j ≥ r + 1, and hence the corresponding R2
to be large. Therefore, we may conclude that r2 = 3, returned by the factor number
estimator proposed in Bai and Ng (2019), under-estimates the true number of factors for
the dataset. With a larger choice of r2, it is observed that compared to the PC estimator,
χ̂scit (r1) and χ̂shit (r1) attain R2 coefficients much more skewed towards one and so do their
blockwise counterparts, which confirms the effectiveness of the modified PC estimators
in being less sensitive to the factor number estimator.
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Figure 5: Macroeconomic data. Box plots of R2 from regressing the PC, capped, scaled and
shrinkage estimators with r1 factors onto the PC estimator with r2 (top panels: (r1, r2) = (6, 3),
bottom panels: (r1, r2) = (10, 6)). The left panels report the results when the whole sample is
used for estimation while the right ones report the results from blockwise estimation.
5.2 S&P100 stock returns
We analyse the log returns of the daily closing values of the stocks composing the Standard
and Poor’s 100 (S&P100) index, observed between 4 January 2000 and 30 September 2013
(n = 90 and T = 3456).2 The information criterion of Bai and Ng (2002) returns r̂ = 4
regardless of the choice of the penalty function g(n, T ), while the estimators proposed in
Ahn and Horenstein (2013) and Bai and Ng (2019) return r̂ = 1. Setting r1 = 4 and
r2 = 1, we repeat the analysis conducted in Section 5.1, see Figure 6. For this dataset,
µ̂x,1 markedly dominates µ̂x,j, j ≥ 2 such that the eigenvalue-based shrinkage adopted
by χ̂shit (r1) leads to the estimators that are strikingly close to χ̂
pc
it (r2). Although χ̂scit (r1)
does not explicitly adopt such shrinkage, it efficiently controls for the effect of possibly
spurious factors. The capped estimator χ̂cpit (r1) also performs reasonably well, while the
PC estimator χ̂pcit (r1) may account for only about 50% of the variability in χ̂
pc
it (r2) for
some i.
2The dataset is available from Yahoo Finance.
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Figure 6: S&P100 data. Box plots of R2 from regressing the PC, capped, scaled and shrinkage
estimators with r1 factors onto the PC estimator with r2, respectively, when (r1, r2) = (4, 1)
(left to right within each plot). The left panel reports the results when the whole sample is used
for estimation while the right panel report the results from blockwise estimation.
6 Conclusion
Factor number estimation is a challenging task due to the lack of a clear gap in empirical
eigenvalues, and various estimators tend to over-estimate r in the presence of moderate
cross-sectional correlations in εt. In this paper, we make the first attempt at establishing
the non-negligibility of the error due to the over-estimation of r in the widely adopted
PC estimator. In doing so, we propose a novel blockwise estimation technique, which
enables rigorous treatment of this over-estimation error under a time series factor model.
Also, we show that the proposed modification of the PC estimator via scaling yields an
estimator that performs as well as the oracle PC estimator with known r, and verify this
via extensive simulation studies. In practice, we recommend χ̂shit unless n is much greater
than T (an unlikely setting for e.g., economic and financial data) which, although lacks
the theoretical backing of χ̂scit , shows very good practical performance.
A Proofs
A.1 Preliminaries
The following lemmas hold under Assumptions 1–4.
Lemma 1 (Lemma 1 of Barigozzi et al. (2018)). (i) n−1‖Γ̂x − Γχ‖ = Op
(√
log n
T ∨ 1n
)
.
(ii) n−1/2‖ϕ>i (Γ̂x − Γχ)‖ = Op
(√
log n
T ∨ 1√n
)
.
Lemma 2. max1≤i≤n max1≤t≤T |χit| = Op(log T ), max1≤i≤n max1≤t≤T |εit| = Op(log T ), and
max1≤i≤n max1≤t≤T |xit| = Op(log T ).
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Proof. Assumptions 1 (iii) and 3 and Proposition 2.7.1 in Vershynin (2018) lead to
P
(
max
1≤i≤n
max
1≤t≤T
|χit| > C log T
)
≤ P
(
rλ¯ max
1≤j≤r
max
1≤t≤T
|fjt| > C log T
)
≤ 2rT exp(−C log T/Bf )→ 0
for some fixed C > Bf . Similarly, from Assumptions 2 and 3, there exists some fixed C ′ >
Bε(κ+ 1) such that
P
(
max
1≤i≤n
max
1≤t≤T
|εit| > C ′ log T
)
≤ 2nT exp(−C ′ log T/Bε)→ 0.
From the above, the third statement follows.
Lemma 3. Let bT satisfy bT →∞ and T−1bT → 0, and LT = dT/bT e.
(i) max1≤`≤LT n
−1‖Γ̂(`)x − Γχ‖ = Op
(√
log n
T ∨ 1n
)
.
(ii) max1≤`≤LT n
−1/2‖ϕ>i (Γ̂(`)x − Γχ)‖ = Op
(√
log n
T ∨ 1√n
)
.
Also, there exists an orthonormal r × r-matrix S` such that, for Ŵ(`)x = [ŵ(`)x,j , j ≤ r],
(iii) max1≤`≤LT ‖Ŵ(`)x −WχS`‖ = Op
(√
log n
T ∨ 1n
)
;
(iv) max1≤`≤LT
√
n ‖ϕ>i (Ŵ(`)x −WχS`)‖ = Op
(√
log n
T ∨ 1√n
)
.
Proof. For some ` ≤ LT ,
max
1≤i,i′≤n
∣∣∣∣∣∣ 1|I¯`|
∑
t∈I¯`
xitxi′t − E
( 1
|I¯`|
∑
t∈I¯`
xitxi′t
)∣∣∣∣∣∣ ≤ max1≤j,j′≤r r2λ¯2
∣∣∣∣∣∣ 1|I¯`|
∑
t∈I¯`
fjtfj′t − E
( 1
|I¯`|
∑
t∈I¯`
fjtfj′t
)∣∣∣∣∣∣
+ max
1≤i,i′≤n
∣∣∣∣∣∣ 1|I¯`|
∑
t∈I¯`
εitεi′t − E
( 1
|I¯`|
∑
t∈I¯`
εitεi′t
)∣∣∣∣∣∣+ 2 max1≤j≤r
1≤i≤n
rλ¯
∣∣∣∣∣∣ 1|I¯`|
∑
t∈I¯`
fjtεit
∣∣∣∣∣∣ =: I + II + III.
Under Assumptions 2 and 3 (i), Lemma A.2 of Fan et al. (2011) indicates that there exist some
fixed B > 0 such that P(|εitεi′t| > u) ≤ exp[1− (u/B)2] for any u > 0. Then by Theorem 1 of
Merlevède et al. (2011), Bonferroni correction and that |I¯`| ≥ T (1− 3T−1bT ), we yield
P
(
II ≥ C
√
log n
T
)
≤ n2T
{
T exp
[
−(C
2T log n)γ/2
C1
]
+ exp
[
− C
2T log n
C2(1 + C3T )
]
+ exp
[
−C
2 log n
C4
exp
((C2T log n)γ(1−γ)/2
C5 log
γ T
)]}
= o
(
1
T
)
for sufficiently large but fixed C > 0, where γ = (β−1 +2)−1 ∈ (0, 1) and Ck, 1 ≤ k ≤ 5 are fixed
constants. We can similarly show that I, III = Op(
√
log n/T ) and, moreover, the bounds hold
with probability tending to one at the rate o(T−1). Therefore, together with Assumption 1 (iv),
max
1≤`≤LT
1
n
‖Γ̂(`)x − Γχ‖ ≤ max
1≤`≤LT
1
n
‖Γ̂(`)x − E(Γ̂(`)x )‖F + max
1≤`≤LT
1
n
‖E(Γ̂(`)ε )‖ = Op
(√
log n
T
∨ 1
n
)
,
where Γ̂(`)ε is defined analogously as Γ̂
(`)
x , and (ii) follows directly from (i). Part (iii) is proved
using part (i) and Davis-Kahan theorem as in (3), and (iv) follows from (iii) using the same
arguments as those adopted in the proof of Lemma 3 (ii) in Barigozzi et al. (2018).
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Lemma 4. Let `(t) denote the index of the block for which t ∈ I`(t), and bT = log1/β+δ T for
some δ > 0. Then, max1≤t≤T |(ŵ`(t)x,j )>εt| = Op(log T ).
Proof. Let F (`) = σ{(ft, εt), t ∈ I`}, the σ-algebra generated by (ft, εt) from the `-th block.
Note that
max
1≤t≤T
E|(ŵ`(t)x,j )>εt|2 = max
1≤t≤T
E
[
(ŵ
`(t)
x,j )
>εtε>t ŵ
`(t)
x,j
]
≤ E
[
max
1≤t≤T
(ŵ
`(t)
x,j )
>E
(
εtε
>
t
)
ŵ
`(t)
x,j
]
+ max
1≤t≤T
E
∣∣∣(ŵ`(t)x,j )>[E(εtε>t |F `(t))− E(εtε>t )]ŵ`(t)x,j ∣∣∣ := I + II.
From Assumption 1 (iv) and the normalisation of ŵ`(t)x,j , we have I < Cε. As for II,
|II| ≤ max
1≤t≤T
∥∥∥E(εtε>t |F `(t))− E(εtε>t )∥∥∥ ≤ n max
1≤i,i′≤n
max
1≤t≤T
∣∣∣E(εitεi′t|F `(t))− E(εitεi′t)∣∣∣
≤ 6n exp
[
−cα
2
(
log1/β+δ T
)β] · [max
1≤i≤n
max
1≤t≤T
E(ε4it)
]1/2
→ 0
as n, T → ∞ under Assumption 2, where the second inequality follows from Theorem 14.2
of Davidson (1994), Assumptions 3 (ii) and 4 and that minu∈I` |t − u| ≥ bT = log1/β+δ T .
In other words, Var((ŵ`(t)x,j )
>εt) is bounded uniformly in t for large T . This, together with
Assumption 3 (ii) and Proposition 2.7.1 of Vershynin (2018), completes the proof.
A.2 Proof of Proposition 2
Recall the definition of `(t) in Lemma 4. Note that
max
1≤i≤n
max
1≤t≤T
|χ̂bpcit − χit| ≤ max1≤i≤n max1≤t≤T
∣∣∣ r∑
j=1
ŵ
`(t)
x,ij(ŵ
`(t)
x,j )
>xt − χit
∣∣∣
+ max
1≤i≤n
max
1≤t≤T
∣∣∣ r̂∑
j=r+1
ŵ
`(t)
x,ij(ŵ
`(t)
x,j )
>χt
∣∣∣+ max
1≤i≤n
max
1≤t≤T
∣∣∣ r̂∑
j=r+1
ŵ
`(t)
x,ij(ŵ
`(t)
x,j )
>εt
∣∣∣ =: I + II + III.
From Lemmas 2 and 3 (iii)–(iv), using the analogous arguments as those adopted in the proof
of Proposition 1 in the supplementary appendix,
I ≤ max
1≤i≤n
max
1≤t≤T
|ϕ>i Ŵ`(t)x (Ŵ`(t)x )>xt −ϕ>i WχS`(t)(Ŵ`(t)x )>xt|
+ max
1≤i≤n
max
1≤t≤T
|ϕ>i WχS`(t)(Ŵ`(t)x )>xt −ϕ>i WχW>χ xt|+ max
1≤i≤n
max
1≤t≤T
|ϕ>i WχW>χ εt|
=Op
{(√
log n
T
∨ 1√
n
)
log T
}
. (21)
Let Ŵ`(t)x,(r+1):k = [ŵ
`(t)
x,j , r+ 1 ≤ j ≤ k]. Under Assumption 1 (i), it follows that W>χΛΛ>Wχ =
Mχ and hence Wχ may be regarded as the left singular vectors of Λ. Then, from the orthogo-
nality of eigenvectors, (C1) and Lemma 3 (iii),
max
1≤`≤LT
‖(Ŵ(`)x,(r+1):k)>Λ‖ ≤ max1≤`≤LT ‖(Ŵ
(`)
x,(r+1):k)
>WχM1/2χ ‖
≤ max
1≤`≤LT
‖(Ŵ(`)x,(r+1):k)>(WχS` − Ŵ(`)x )‖ ‖M1/2χ ‖ = Op
(√
n log n
T
∨ 1√
n
)
(22)
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for any fixed k ≥ r + 1. Together with the condition (11) and Lemma 2, it leads to
II = Op
{
n−α/2 ·
(√n log n
T
∨ 1√
n
)
· log T
}
= Op
{(√n1−α log n
T
∨
√
1
n(1+α)
)
log T
}
.
Finally, from Lemma 4, III = Op(n−α/2 log T ), and the conclusion follows.
A.3 Proof of Proposition 4
Recall the definition of `(t) in Lemma 4. Note that
max
1≤i≤n
max
1≤t≤T
|χ̂bscit − χit| ≤ max
1≤i≤n
max
1≤t≤T
∣∣∣ r∑
j=1
ŵ
sc,`(t)
x,ij (ŵ
sc,`(t)
x,j )
>xt − χit
∣∣∣
+ max
1≤i≤n
max
1≤t≤T
∣∣∣ r̂∑
j=r+1
ŵ
sc,`(t)
x,ij (ŵ
sc,`(t)
x,j )
>χt
∣∣∣+ max
1≤i≤n
max
1≤t≤T
∣∣∣ r̂∑
j=r+1
ŵ
sc,`(t)
x,ij (ŵ
sc,`(t)
x,j )
>εt
∣∣∣ =: I + II + III.
Since scaling does not alter the r leading eigenvectors with probability tending to one, thanks to
the arguments leading to (5) and Lemma 3, we derive that I = Op{(
√
log n/T ∨ 1/√n) log T}
as in (21). Next, due to the orthogonality of ŵsc,`(t)x,j , j ≤ r̂,
II = max
1≤i≤n
max
1≤t≤T
∣∣∣ r̂∑
j=r+1
ŵ
sc,`(t)
x,ij (ŵ
sc,`(t)
x,j )
>{χt − Ŵ`(t)x,1:r(Ŵ`(t)x,1:r)>xt}
∣∣∣ = Op{(√ log n
T
∨ 1√
n
)
log T
}
from the bound on I and the uniform boundedness of |ŵsc,`(t)x,ij |. Finally, Lemma 4 and the
definition of |ŵsc,`(t)x,ij | yield III = Op(log T/
√
n), which concludes the proof.
References
Ahn, S. C. and Horenstein, A. R. (2013), “Eigenvalue ratio test for the number of factors,”
Econometrica, 81, 1203–1227.
Alessi, L., Barigozzi, M., and Capasso, M. (2010), “Improved penalization for determining the
number of factors in approximate static factor models,” Statistics and Probability Letters, 80,
1806–1813.
Bai, J. (2003), “Inferential theory for factor models of large dimensions,” Econometrica, 71,
135–171.
Bai, J. and Ng, S. (2002), “Determining the number of factors in approximate factor models,”
Econometrica, 70, 191–221.
— (2007), “Determining the number of primitive shocks in factor models,” Journal of Business
& Economic Statistics, 25, 52–60.
— (2019), “Rank regularized estimation of approximate factor models,” Journal of Econometrics,
available online.
Barigozzi, M., Cho, H., and Fryzlewicz, P. (2018), “Simultaneous multiple change-point and
factor analysis for high-dimensional time series,” Journal of Econometrics, 206, 87–225.
29
Cai, T. T., Ma, Z., and Wu, Y. (2013), “Sparse PCA: Optimal rates and adaptive estimation,”
The Annals of Statistics, 41, 3074–3110.
— (2015), “Optimal estimation and rank detection for sparse spiked covariance matrices,” Prob-
ability Theory and Related Fields, 161, 781–815.
Chamberlain, G. and Rothschild, M. (1983), “Arbitrage, factor structure, and mean–variance
analysis on large asset markets,” Econometrica, 51, 1281–1304.
Davidson, J. (1994), Stochastic Limit Theory: An Introduction for Econometricians, OUP Ox-
ford.
Donoho, D. L., Gavish, M., and Johnstone, I. M. (2018), “Optimal shrinkage of eigenvalues in
the spiked covariance model,” The Annals of Statistics, 46, 1742–1778.
Donoho, D. L. and Ghorbani, B. (2018), “Optimal covariance estimation for condition number
loss in the spiked model,” arXiv preprint arXiv:1810.07403.
Doz, C., Giannone, D., and Reichlin, L. (2011), “A two-step estimator for large approximate
dynamic factor models based on Kalman filtering,” Journal of Econometrics, 164, 188–205.
Fan, J., Liao, Y., and Mincheva, M. (2013), “Large covariance estimation by thresholding princi-
pal orthogonal complements,” Journal of the Royal Statistical Society: Series B, 75, 603–680.
Fan, J., Lv, J., and Qi, L. (2011), “Sparse high dimensional models in economics,” Annual Review
of Economics, 3, 291–317.
Forni, M., Giannone, D., Lippi, M., and Reichlin, L. (2009), “Opening the black box: structural
factor models versus structural VARs,” Econometric Theory, 25, 1319–1347.
Forni, M., Hallin, M., Lippi, M., and Reichlin, L. (2000), “The Generalized Dynamic Factor
Model: identification and estimation,” The Review of Economics and Statistics, 82, 540–554.
— (2005), “The Generalized Dynamic Factor Model: one-sided estimation and forecasting,”
Journal of the American Statistical Association, 100, 830–840.
Gavish, M. and Donoho, D. L. (2017), “Optimal shrinkage of singular values,” IEEE Transactions
on Information Theory, 63, 2137–2152.
Johnstone, I. M. (2001), “On the distribution of the largest eigenvalue in principal components
analysis,” The Annals of Statistics, 29, 295–327.
Lam, C. and Yao, Q. (2012), “Factor modeling for high-dimensional time series: inference for
the number of factors,” The Annals of Statistics, 40, 694–726.
Lam, C., Yao, Q., and Bathia, N. (2011), “Estimation of latent factors for high-dimensional time
series,” Biometrika, 98, 901–918.
Ledoit, O. and Wolf, M. (2018), “Optimal estimation of a large-dimensional covariance matrix
under Stein’s loss,” Bernoulli, 24, 3791–3832.
Merlevède, F., Peligrad, M., and Rio, E. (2011), “A Bernstein type inequality and moderate
deviations for weakly dependent sequences,” Probability Theory and Related Fields, 151, 435–
474.
Onatski, A. (2010), “Determining the number of factors from empirical distribution of eigenval-
ues,” The Review of Economics and Statistics, 92, 1004–1016.
30
— (2012), “Asymptotics of the principal components estimator of large factor models with weakly
influential factors,” Journal of Econometrics, 168, 244–258.
— (2015), “Asymptotic analysis of the squared estimation error in misspecified factor models,”
Journal of Econometrics, 186, 388–406.
Stein, C. (1956), “Some problems in multivariate analysis,” Tech. Rep. CHE ONR 6, Stanford
University.
Stock, J. H. and Watson, M. W. (2002a), “Forecasting using principal components from a large
number of predictors,” Journal of the American Statistical Association, 97, 1167–1179.
— (2002b), “Macroeconomic forecasting using diffusion indexes,” Journal of Business & Eco-
nomic Statistics, 20, 147–162.
Ting, C.-M., Ombao, H., Samdin, S. B., and Salleh, S.-H. (2017), “Estimating dynamic connec-
tivity states in fMRI using regime-switching factor models,” IEEE Trans Med Imaging, 37,
1011–1023.
Tipping, M. E. and Bishop, C. M. (1999), “Probabilistic principal component analysis,” Journal
of the Royal Statistical Society: Series B, 61, 611–622.
Trapani, L. (2018), “A randomized sequential procedure to determine the number of factors,”
Journal of the American Statistical Association, 113, 1341–1349.
Vershynin, R. (2018), High-dimensional Probability: An Introduction with Applications in Data
Science, vol. 47, Cambridge University Press.
Yu, L., He, Y., and Zhang, X. (2018), “Robust factor number specification for large-dimensional
factor model,” arXiv preprint arXiv:1808.09107.
Yu, Y., Wang, T., and Samworth, R. J. (2015), “A useful variant of the Davis–Kahan theorem
for statisticians,” Biometrika, 102, 315–323.
31
