Abstract: Nanofluids are regarded as an effective cooling medium with tremendous potential in heat transfer enhancement. In reality, nanofluids in microchannels are at the mercy of uncertainties unavoidably due to manufacturing error, dispersion of physical properties, and inconstant operating conditions. To obtain a deeper understanding of forced convection of nanofluids in microchannels, uncertainties are suggested to be considered. This paper studies numerically the uncertain forced convection of Al 2 O 3 -water nanofluid laminar flow in a grooved microchannel. Uncertainties in material properties and geometrical parameter are considered. 
Introduction
In the traditional numerical investigations on the forced convection problem, the parameters that affect the thermal performance and flow behavior are treated as deterministic values. However, for complicated convection heat transfer problem in the real world, uncertainties exist naturally. To obtain a deeper understanding of the forced convection problem of nanofluids in microchannels, uncertainties are suggested to be considered.
In 2000, Xuan et al. [1] pointed out that nanofluids had tremendous potential in heat transfer enhancement. Then they investigated the transport and thermal performances of nanofluids and proposed two fitting methods for heat transfer correlations. Maiga et al. [2] investigated the laminar convection heat transfer performance of nanofluids in two different types of passages. Comparisons were carried out between Al 2 O 3 -water and Al 2 O 3 -Ethylene Glycol. As concluded in this study, nanofluids could improve thermal performance and this effect was strengthened with the increase in particle concentration. The latter had better thermal performance than the former. He et al. [3] experimentally studied the thermal behavior of TiO 2 nanofluids in vertical tubes, covering laminar, turbulence, and transition states. It was pointed out that nanoparticles increased thermal conductivity and the beneficial effect was more significant at a larger particle concentration and a smaller particle size. An experimental system of a circular channel with nanofluids flow was constructed by Heris et al. [4] . They studied the heat transfer performance under isothermal wall temperature conditions. The experimental results were obviously higher than the prediction results by single phase heat transfer correlation. Nada et al. [5] performed numerical investigations on the natural convection heat transfer of various water-based nanofluids in horizontal annular tubes, and TiO 2 , Ag, Cu, and Al 2 O 3 nanoparticles were considered. They suggested that the heat transfer was significantly influenced by the Rayleigh number and coefficient of thermal conduction of nanoparticles. Jung et al. [6] experimentally studied the heat transfer and flow behavior of Al 2 O 3 -water nanofluids in rectangular microchannels. Wherein, the diameter of nanoparticles was 170 nm. They found that, under laminar condition, the adoption of 1.8% nanofluids improved the heat transfer coefficient by 32% compared with water, meanwhile, no obvious resistance loss was produced. Hwang et al. [7] measured the thermal conductivity and pressure drop of Al 2 O 3 -water nanofluids in uniformly heated tubes. They found that the friction data were in accord with prediction results of the Darcy equation, while the heat transfer enhancement was not in good agreement with the Shah equation. Duangthongsuk et al. [8, 9] reported an experimental study on turbulence heat transfer of TiO 2 -water nanofluids in a double-tube counterflow heat exchanger. In their study, the solid volume fraction is 0.2-2%. The results showed that the heat transfer could be improved by 6-11% using nanofluids, and a larger friction was also produced. Then they presented correlations of the Nusselt number and the friction factor based on experimental results. Akbari et al. [10] established microchannels with ribs and carried out a numerical investigation on laminar (Re = 10-100) heat transfer behavior of Al 2 O 3 -water nanofluids of which the maximum volume fraction was 0.04%. Effects of the ribs height and position, nanoparticle concentration, and Re on thermal-hydraulic performance were discussed. It was shown that the increase of rib height and nanoparticle concentration were beneficial to the heat transfer performance. Sekrani et al. [11] studied the flow and heat transfer of nanofluids in horizontal passages using direct numerical simulation. They found that, compared with the single-phase model, the two-phase model provided higher prediction accuracy. Moreover, effects of the nanoparticle type and diameter were also explored and empirical correlations of the Nusselt number and coefficient of friction were proposed. Hussain et al. [12] proposed a mathematical model to analyze the thermal performance and flow behavior of nanofluids on porous media plate. It was suggested that the increase of porous media permeability, nanofluids viscosity, and velocity slip parameter could reduce the thermal boundary layer and improve heat transfer performance. Fetecau et al. [13] obtained the heat transfer and flow behavior of fractional nanofluids in isothermal vertical tubes under heat radiation. Temperature, velocity, Nusselt number, and friction factor were provided, and a comparison was conducted between fractional ordinary nanofluids. Zhao et al. [14] predicted the viscosity of different types of nanofluids. Experimental results of Ethylene Glycol/water-based CuO, TiO 2 , SiO 2 , and SiC were used to train the neural network, and high prediction accuracy could be reached.
Valuable results concerning heat transfer and the flow of nanofluids have been obtained through deterministic analysis. However, the uncertainty is inevitable due to manufacturing errors, measurement errors, and variable working conditions, which will lead to uncertain thermal performance and flow behavior. For the purpose of taking uncertainties into account, the probabilistic numerical method [15] , fuzzy theory [16] , and interval method [17] have been developed. Monte Carlo simulation (MCS) [18] and polynomial chaos method [19, 20] , which belong to the probabilistic method are a valuable solution procedure that can handle the uncertainties. However, the uncertainties in the probabilistic method are treated as stochastic variables whose probability distribution function should be known in advance, which is tough work in reality. The fuzzy theory introduced by Zadeh [21] is an efficient method when uncertainty is considered. The uncertainties in the fuzzy theory are subject to the expert opinions, which should be determined beforehand. In the probabilistic method and the fuzzy theory, the information which is not easy to get about uncertainties is required. In some circumstances, assumptions of the probability distribution function are made when applying the above Appl. Sci. 2019, 9, 432 3 of 13 methods, which will lead to unexpected error and is unreliable. IM is such a method that can overcome the disadvantages of determining a large amount of information in advance in the above methods.
IM is widely employed to analyze the uncertainty problem. Only the bounds of uncertainties are required to determine the bounds of the interested properties. The advantage of IM is it is free of the probability distribution function of uncertainties. Pereira et al. [22] predicted the uncertain temperature of the transient heat conduction in a basin. To avoid overestimations, an element-by-element technique was proposed. Villacci and Vaccaro [23] employed interval mathematics to analyze the transient temperature tolerance in a power cable. The bounds of temperature were predicted, and the results were proved to be conservative in comparison with those obtained by MCS. Xue and Yang [24] investigated the uncertain response of a convection diffusion problem by employing IM based on the Taylor and Neumann expansion procedure. Wang et al. [17] proposed two variations of IM to estimate the bounds of temperature in heat convection-diffusion problems, and different types of uncertainties were taken into account. Then, in their latter work [25] , they regarded the fuzzy parameters as interval variables and analyzed the fuzzy uncertainty propagation in a heat conduction problem.
IM has been widely used in uncertain thermodynamics, uncertain structure response [26] [27] [28] , and uncertain rotor dynamics [29] [30] [31] . However, few papers about uncertain forced convection of nanofluids in microchannels have been published, which motivates this study. Based on the Chebyshev polynomial approximation, IM is proposed to analyze the uncertain thermal performance and flow behavior with uncertainties in material properties and geometric parameter. A comparison is made between IM and SM, which proves the effectiveness and accuracy of IM. Finally, the bounds of the temperature, velocity, and Nusselt number under different interval uncertainties are predicted.
Methodology

Phyical Model and Numerical Method
The schematic diagram of nanofluid flow in a grooved microchannel is shown in Figure 1 . This two-dimensional model has a length of L = 500 µm and a height of H = 25 µm. Table 1 lists the detailed geometric parameters of the microchannel. The entrance section and the exit section are adiabatic. A condition of constant temperature T h = 303 K is applied to the wall of the middle section. The nanofluid has a constant temperature of T c = 293 K at x = 0 µm. Nonslip velocity boundary is considered on all the walls. The nanofluid is assumed to be fully developed at x = 0 µm. And the nanofluid exits the microchannel at atmospheric pressure.
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Methodology
Phyical Model and Numerical Method
The schematic diagram of nanofluid flow in a grooved microchannel is shown in Figure 1 . This two-dimensional model has a length of L = 500 μm and a height of H = 25 μm. Table 1 lists the detailed geometric parameters of the microchannel. The entrance section and the exit section are adiabatic. A condition of constant temperature Th = 303 K is applied to the wall of the middle section. The nanofluid has a constant temperature of Tc = 293 K at x = 0 μm. Nonslip velocity boundary is considered on all the walls. The nanofluid is assumed to be fully developed at x = 0 μm. And the nanofluid exits the microchannel at atmospheric pressure. To obtain the thermal performance and flow behavior of the forced convection problem, steady and incompressible flow is supposed. A single-phase model and constant physical property are adopted. Therefore, the governing equations of continuity, momentum and energy are ∂u ∂x
where u and v are the velocity along the x direction and y direction, respectively; p and T are the pressure and the temperature, respectively; and α and µ and ρ are the thermal diffusivities, the dynamic viscosity and the density, respectively. Finite volume method combined with second-order upwind discretization scheme is utilized to solve all equations. Semi Implicit Method Pressure Linked Equation (SIMPLE) and pressure-velocity coupling method is employed in numerical calculation. As the residuals of the governing equations are less than 10 −6 , and the wall temperature and pressure drop residuals between adjacent iterative steps are less than 0.1%, the numerical calculation is considered to be convergent.
Phyical Properties of Nanofluid
The Al 2 O 3 -water nanofluid composed of base fluid (water) and Al 2 O 3 are adopted in this study. The diameter of the nanoparticle is set to be 30 nm. Table 2 lists the physical properties of water and nanoparticle. A single-phase model and constant physical property are adopted. The nanoparticle is assumed to be spherical and homogeneously suspended in water. The models used to obtain the physical properties of nanofluid can be expressed as:
• Density model ρ:
where the subscription nf, b and p denote the properties of nanofluid, water and Al 2 O 3 nanoparticle, respectively; ϕ is the solid volume fraction.
•
Specific heat model C p [32] :
• Dynamic viscosity model µ [2] :
• Thermal conductivity model k [33] :
where
The dimensionless local Nusselt number (Nu) [34] is defined as
where θ and Y are the dimensionless temperature and the y coordinate, respectively, and can be expressed as
The average Nusselt number (Nu m ) of the middle section is defined by
Besides, the Reynolds number can be expressed as
Uncertain Thermal Performace and Flow Behavior Prediction
Once the material properties of nanofluid and the boundary conditions are determined, the thermal performance and flow behavior can be obtained based on the physical model and numerical method presented in Section 2.2. A numerical calculation under determined parameters is called a deterministic calculation or a sample, which is widely utilized to study the thermal performance and flow behavior of forced convection problems by a series of deterministic calculations. As mentioned before, the forced convection problem is always at the mercy of uncertainties. Therefore, IM is employed to analyze the uncertain forced convection problem.
This section aims to build the surrogate model of the uncertain forced convection problem and then predict the bounds of interested variables such as temperature, velocity, and Nusselt number. Firstly, a deterministic calculation is described as a black box of which the input is the physical model, material properties and boundary conditions, and the output is the results of the forced convection problem such as temperature, velocity, and Nusselt number. The function of the black box is defined as:
where Y is the vector which consists of the outputs of the black box; f is the function of the black box and ξ I is the interval parameter vector which consists of the interval variables of inputs of the black box. The uncertainties are regarded as interval variables. And the interval parameter vector can be defined by:
where ξ and ξ are the vectors which consists of the lower and upper bounds of uncertainties; ξ c is the vector which consists of the nominal values of uncertainties; and β is the vector of deviation coefficients.
SM is a traditional and robust method to predict the uncertain properties of various systems without requiring the probability distributions of the uncertain variables. To carry out SM, the interval variable is divided into equidistant samples and deterministic calculations are conducted at every sample. Then, the bounds of interested properties are obtained based on the results of all samples. However, the requirement of a large amount of samples, limits the application of SM because the number of samples will increase exponentially with the dimension of uncertainties. To overcome the large amount of samples, IM is adopted.
With the help of the Chebyshev polynomial approximation, the surrogate model of the black box can be defined as:
and
where a and C are the vectors of coefficients and basic functions of Chebyshev polynomial approximation; and m is number of sample points in every dimension. The basic functions of Chebyshev polynomial approximation can be expressed as:
where ξ I i is the ith term of the interval vector ξ I ; and n is the dimension of Chebyshev polynomial which is equal to the dimension of the interval variables.
The core of establishing the surrogate model is to determine the vector of coefficients. This can be determined by a series of calculation at sample points. The number of sample points m is expected to be larger than the order of the function of the black box, which means m ≥ r + 1, where r is the order of the function of the black box. The normalized sample points in every dimension of the uncertain variables can be calculated by
Then, the sample points ξ j i can be determined by
Calling deterministic calculation at every sample point, and equations can be obtained as
Therefore, the calculation of the vector of coefficients has transformed to solving a linear equation of which the matrix at the left of the equation is calculated at every corresponding sample point. After solving the Equation (24), the vector of coefficients for the surrogate model of the black box in the forced convection problem can be determined. Finally, the bounds of the outputs of the black box such as the temperature, velocity, and Nusselt number can be estimated.
Grid Independence Study and Model Validation
In order to balance the computational time and the accuracy, a grid independence study is needed. The results of grid independence study of the determined model described above at ϕ = 0.05, Re = 25 is summarized in Table 3 . The temperature and velocity of the outlet, and the average Nusselt number are chosen to evaluate the grid independence study. As the grid nodes changing form 800 × 40 to 1000 × 50, the relative differences of temperature, velocity and the average Nusselt number are 0.006%, −0.384%, and −0.088%, respectively, which indicates that the results hardly change when increasing the grid number. Therefore, the grid nodes of 800 × 40 are adopted in the following analysis. For the purpose of validating the numerical method used in this paper, a comparison between the present numerical method and that from Raisi et al. [34] is made and the results are illustrated in Figure 2 . Wherein, inlet fluid temperature 293 K and middle wall temperature 303 K, consistent with boundary conditions reported in the literature, are used and the working substance is water. The inlet velocity is dependent on the Reynolds number. The aspect ratio (length/height) of the two-dimensional channel is 100. A good agreement can be observed in Figure 2 , which validates the numerical method employed by this paper. equation of which the matrix at the left of the equation is calculated at every corresponding sample point. After solving the Equation (24), the vector of coefficients for the surrogate model of the black box in the forced convection problem can be determined. Finally, the bounds of the outputs of the black box such as the temperature, velocity, and Nusselt number can be estimated.
In order to balance the computational time and the accuracy, a grid independence study is needed. The results of grid independence study of the determined model described above at φ = 0.05, Re = 25 is summarized in Table 3 . The temperature and velocity of the outlet, and the average Nusselt number are chosen to evaluate the grid independence study. As the grid nodes changing form 800 × 40 to 1000 × 50, the relative differences of temperature, velocity and the average Nusselt number are 0.006%, −0.384%, and −0.088%, respectively, which indicates that the results hardly change when increasing the grid number. Therefore, the grid nodes of 800 × 40 are adopted in the following analysis. For the purpose of validating the numerical method used in this paper, a comparison between the present numerical method and that from Raisi et al. [34] is made and the results are illustrated in Figure 2 . Wherein, inlet fluid temperature 293 K and middle wall temperature 303 K, consistent with boundary conditions reported in the literature, are used and the working substance is water. The inlet velocity is dependent on the Reynolds number. The aspect ratio (length/height) of the two-dimensional channel is 100. A good agreement can be observed in Figure 2 , which validates the numerical method employed by this paper. 
Results and Discussions
Validation of IM
The validation of the accuracy and effectiveness of IM are demonstrated by a comparison with SM. The two methods are both free of the probability distributions of the uncertain variables. A deviation of 10% in solid volume fraction is considered, which means ξ I φ = [4.5%, 5.5%]. Comparisons between the results of IM and SM are summarized in Table 4 . A good agreement can be observed in Table 4 , which proves the accuracy of IM. Wherein, LB and UB denote the lower bound and the upper bound, respectively. There are 100 samples used in the prediction procedure by employing SM while only five samples are used by using IM, which proves the effectiveness of IM. The variation of temperature and velocity of nanofluid on a featured line (y = 15 µm) are shown in Figure 3 . In general, due to the forced convection, the temperature increases with the x-coordinate. The velocity decreases as the height of the microchannel increases and vice versa. The interval variable in solid volume fraction hardly changes the trend of temperature and velocity, and obvious bounds in temperature and velocity can be observed. Similarly, obvious bounds in the local Nusselt number of the walls can be observed in Figure 4 . The local Nusselt number decreases at the grooves and the width of the bounds of the local Nusselt number is relatively small when the nanofluid enters and leaves the grooves. Comparisons between the results of IM and SM are summarized in Table 4 . A good agreement can be observed in Table 4 , which proves the accuracy of IM. Wherein, LB and UB denote the lower bound and the upper bound, respectively. There are 100 samples used in the prediction procedure by employing SM while only five samples are used by using IM, which proves the effectiveness of IM. The variation of temperature and velocity of nanofluid on a featured line (y = 15 μm) are shown in Figure 3 . In general, due to the forced convection, the temperature increases with the x-coordinate. The velocity decreases as the height of the microchannel increases and vice versa. The interval variable in solid volume fraction hardly changes the trend of temperature and velocity, and obvious bounds in temperature and velocity can be observed. Similarly, obvious bounds in the local Nusselt number of the walls can be observed in Figure 4 . The local Nusselt number decreases at the grooves and the width of the bounds of the local Nusselt number is relatively small when the nanofluid enters and leaves the grooves. 
The Effects of Single Uncertainty
The single uncertainty of the physical property of nanofluid has been analyzed in the last section. Thus, another type of uncertainty is considered in this section. As the manufacturing error constantly happens, the uncertainty in geometric parameter of the microchannel needs to be taken 
The single uncertainty of the physical property of nanofluid has been analyzed in the last section. Thus, another type of uncertainty is considered in this section. As the manufacturing error constantly happens, the uncertainty in geometric parameter of the microchannel needs to be taken into account. To demonstrate the effect of manufacturing error, the uncertainty in the depth of the groove is considered. A deviation of 20% in the depth of the groove is chosen. Comparisons between the results of IM and those of SM are summarized in Table 5 . A good agreement can be observed in Table 5 , which proves the accuracy of IM. The uncertain temperature, velocity, and local Nusselt number solutions are shown in Figures 5 and 6 . Different from the effects of uncertainty in ϕ, the depth of the groove seems to have significant influence only on the variables of the local region while the solid volume fraction can influence the variables of the global region. The bound of temperature and velocity in Figure 5 is narrower than that in Figure 3 , which means the depth of the grooves has a lesser impact on the temperature and velocity of nanofluid than that of the solid volume fraction of nanofluid. The depth of the grooves just arouses obvious variation of velocity and the local Nusselt number where the groove occurs. In addition, for the local Nusselt number, the upper wall presents a more obvious variation than the lower wall. In general, the uncertainty in the depth of the groove has a less impact on the thermal performance and flow behavior than that of the solid volume fraction of nanofluid. 
The Effects of Two Uncertainties
When uncertainties exist in both the physical property of nanofluid and the geometric parameter, the situation becomes more serious than that when a single uncertainty happens. Deviations in solid volume fraction and the depth of the grooves are selected as 10% and 20%, respectively. Comparisons between the results of IM and those of SM are summarized in Table 6 , and a good agreement is shown between the bounds predicted by the two methods, which proves the accuracy of IM. There are 10,000 samples used in the prediction procedure by employing SM while only 25 samples are used by using IM, which proves the effectiveness of IM. The results of the uncertain temperature, velocity, and local Nusselt number are shown in Figure 7 and Figure 8 , and results of a deviation of 10% in the solid volume fraction are shown for comparison. Wherein, the two cases are referred to as Case 2 and Case 1, respectively. The deviation in both the solid volume fraction and the depth of the grooves slightly widen the bounds of temperature of Case 1 in Figure 7 . And the difference between the bounds of temperature of Case 1 and Case 2 increase as the x coordinate increases. The two uncertainties in Case 2 lead to a wider bound of velocity than that of Case 1, only at which the groove occurs, and the bounds of velocity is hardly changed in other places. Conclusions can be drawn that the uncertain temperature and velocity is dominated by the deviation in the solid volume fraction. For the local Nusselt number in Figure 8 
When uncertainties exist in both the physical property of nanofluid and the geometric parameter, the situation becomes more serious than that when a single uncertainty happens. Deviations in solid volume fraction and the depth of the grooves are selected as 10% and 20%, respectively. Comparisons between the results of IM and those of SM are summarized in Table 6 , and a good agreement is shown between the bounds predicted by the two methods, which proves the accuracy of IM. There are 10,000 samples used in the prediction procedure by employing SM while only 25 samples are used by using IM, which proves the effectiveness of IM. The results of the uncertain temperature, velocity, and local Nusselt number are shown in Figures 7 and 8 , and results of a deviation of 10% in the solid volume fraction are shown for comparison. Wherein, the two cases are referred to as Case 2 and Case 1, respectively. The deviation in both the solid volume fraction and the depth of the grooves slightly widen the bounds of temperature of Case 1 in Figure 7 . And the difference between the bounds of temperature of Case 1 and Case 2 increase as the x coordinate increases. The two uncertainties in Case 2 lead to a wider bound of velocity than that of Case 1, only at which the groove occurs, and the bounds of velocity is hardly changed in other places. Conclusions can be drawn that the uncertain temperature and velocity is dominated by the deviation in the solid volume fraction. For the local Nusselt number in Figure 8 , the two uncertainties in Case 2 remarkably influence the local Nusselt number of groove position on the upper wall. On the upper wall, the uncertain local Nusselt number at the grooves is dominated by the deviation in the depth of the grooves while the local Nusselt number in other places is dominated by the deviation in solid volume fraction. However, on the lower wall, bounds of the local Nusselt number caused by the two uncertainties are just slightly wider than that of Case 1, which means the uncertain local Nusselt number is dominated by the deviation in the solid volume fraction. This is because the grooves on the upper wall are far away from the lower wall. of the grooves while the local Nusselt number in other places is dominated by the deviation in solid volume fraction. However, on the lower wall, bounds of the local Nusselt number caused by the two uncertainties are just slightly wider than that of Case 1, which means the uncertain local Nusselt number is dominated by the deviation in the solid volume fraction. This is because the grooves on the upper wall are far away from the lower wall. of the grooves while the local Nusselt number in other places is dominated by the deviation in solid volume fraction. However, on the lower wall, bounds of the local Nusselt number caused by the two uncertainties are just slightly wider than that of Case 1, which means the uncertain local Nusselt number is dominated by the deviation in the solid volume fraction. This is because the grooves on the upper wall are far away from the lower wall. 
Conclusions
Based on the Chebyshev polynomial approximation, IM is proposed to analyze the uncertain thermal performance and flow behavior of forced convection of nanofluid flow in a grooved microchannel. By comparing the results of IM and those of SM, it has been proved that IM can accurately and effectively predict the bounds of the interested parameters. Then, the uncertain forced convection problem under interval uncertainties in the solid volume fraction, the depth of the grooves, and their combination are investigated numerically. The results show that the uncertainties have remarkable influences on the simulated temperature, velocity, and local Nusselt number of the forced convection problem. In general, the influence of the uncertainty in the solid volume fraction is wider and greater than that of the uncertainty in the depth of the grooves.
