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Abstract
For the sets M∗p(R), 1  p < ∞, of positive finite Borel measures μ on the real axis with the set of algebraic polynomi-
als P dense in Lp(R, dμ), we establish a majorization principle of their “boundaries,” i.e. for every μ ∈M∗p(R) there exists
ν ∈M∗p(R) \
⋃
q>pM∗q(R) such that dμ/dν  1. A corresponding principle holds for the setsW∗p(R), p > 0, of non-negative
upper semi-continuous on R functions (weights) w such that P is dense in the space C0wp : For every w ∈W∗p(R) there exists
ω ∈W∗p(R) \
⋃
q<pW∗q (R) such that w  ω.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Polynomial approximation; Weighted approximation; Lp-spaces; C0w-spaces; Measures
1. Introduction and main results
Let M+(R) denote the set of all finite non-negative Borel measures μ on R and M∗(R) ⊂M+(R) the subset of
measures μ with all moments sn(μ) :=
∫
R
xn dμ(x), n 0, finite. Denote by P the set of all real algebraic polyno-
mials, i.e. polynomials with real coefficients, and let P be the set of topological linear spaces of real-valued functions
on R for which P is a dense subset. For μ ∈M∗(R) we look at the real spaces Lp(R, dμ), and define
M∗p(R) :=
{
μ ∈M∗(R) ∣∣ Lp(R, dμ) ∈P }, p > 0,
as well as
M∗0(R) :=M∗(R), M∗∞(R) :=
⋂
p>0
M∗p(R),
which implies thatM∗p(R) ⊂M∗q(R), 0 q < p +∞, by Hölder’s inequality.
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all n 0, where ‖f ‖w := supx∈Rw(x)|f (x)|. For w ∈W∗(R) the space C0w is defined as the set of all f : R → R,
continuous on R, and with lim|x|→∞ w(x)f (x) = 0. We endow C0w with the semi-norm ‖ · ‖w . In this context a
function w ∈W∗(R) is also called a weight. Let
W∗τ (R) :=
{
w ∈W∗(R) ∣∣ C0wτ ∈ P }, τ > 0,
and, as above,
W∗∞(R) :=W∗(R), W∗0 (R) :=
⋂
τ>0
W∗τ (R).
The general relation wτ2  ‖1‖τ2−τ1w wτ1 impliesW∗τ1(R) ⊂W∗τ2(R), 0 τ1 < τ2 ∞.
Polynomial density in the context of the spaces Lp(R, dμ) and C0w was first looked at in the early twenties of the
past century, and until only recently these two problems were studied completely independently of each other. We
briefly describe the various steps in these separate lines of investigation.
In 1923 M. Riesz [26] established a direct connection between moment theory and the problem of polynomial
density in the space L2(R, dμ). For μ ∈M∗(R) he proved:
P is dense in L2
(
R,
(
1 + x2)dμ) ⇔ μ is determinate. (1)
Recall that a measure μ ∈M∗(R) is called determinate (in the sense of Hamburger, see [12]) if μ is the sole
element in the set Vμ of all measures in M∗(R) with the same moments as μ, and is called indeterminate otherwise.
M. Naimark (1947) proved that μ ∈M∗1(R) if and only if μ is an extreme point of Vμ (see [8, Theorem 3.1]).
In 1924 S. Bernstein [6] asked for conditions on w ∈W∗(R) to be inW∗1 (R). The most explicit result towards this
question was obtained by S. Isumi and T. Kawata [21] in 1937. They discovered that if the weight w(x) is positive
and even and log(1/w(ex)) is convex on R, then w ∈W∗1 (R) if and only if∫
R
logw(x)
1 + x2 dx = −∞. (2)
In 1939 T. Hall [18] (see also [24, §4]) showed that the relation (2) actually holds for every positive w ∈W∗1 (R).
Various results towards a final solution of Bernstein’s problem have been obtained independently by N.I. Akhiezer
and S.N. Bernstein (1953) in [2], H. Pollard (1953) in [25] (see also [24, §2]), S.N. Mergelyan (1958) in [24] and
L. de Branges (1959) in [15]. The reader should also consult the surveys by N.I. Akhiezer [1], S.N. Mergelyan [24],
B.Ya. Levin [23], M. Sodin [29] and P. Koosis [22]. In 1996 de Branges’ result has been slightly improved by M. Sodin
and P. Yuditskii [30].
Let E0 be the family of entire functions B of minimal exponential type having real and simple zeros only and
let ΛB denote the set of these zeros.
Theorem A. (See de Branges [15].) For w ∈W∗(R) assume that Sw := {x ∈ R | w(x) > 0} is unbounded. Then
w ∈W∗1 (R) if and only if for every transcendental function B ∈ E0 with ΛB ⊆ Sw we have∑
λ∈ΛB
1
w(λ)|B ′(λ)| = ∞.
The problem of finding conditions on μ ∈M∗(R) to belong toM∗p(R) for a given p ∈ [1,∞), was first formulated
by Ch. Berg and J.P.R. Christensen in 1981 [10]. In the same paper they also began an investigation of the relations
between this problem and the moment problem, which was continued in [8,9,11–14,16], etc. For our present purpose
the notion of the critical exponent, introduced in [11] (see also [8, p. 18]), is most relevant. We are going to use it in a
slightly sharpened setting.
Definition 1. The ‘critical exponent’ ρ(μ) of the measure μ ∈M∗(R) is defined as
ρ(μ) := sup{p ∈ [0,∞) ∣∣ μ ∈M∗p(R)} ∈ [0,∞].
The ‘exponent index’ i(μ) is set to be one if μ ∈M∗ (R), otherwise it is set to be zero.
ρ(μ)
A. Bakan, S. Ruscheweyh / J. Math. Anal. Appl. 339 (2008) 197–216 199Observe that i(μ) = 1 for every μ ∈M∗(R) with ρ(μ) either zero or infinity. This concept suggests the following
notation:
M∗p+(R) :=
⋃
p<q<∞
M∗q(R), 0 p < ∞,
M∗p−(R) :=
⋂
0<q<p
M∗q(R), 0 < p < ∞,
so that, for p > 0,
M∗0(R) ⊃M∗0+(R) ⊃M∗p−(R) ⊃M∗p(R) ⊃M∗p+(R) ⊃M∗∞(R).
Combining these two definitions we get for 0 < p < ∞:
M∗(R)|ρ(μ)=p
i(μ)=1
=M∗p(R) \M∗p+(R),
M∗(R)|ρ(μ)=p
i(μ)=0
=M∗p−(R) \M∗p(R), (3)
as well as
M∗(R)|ρ(μ)=p =M∗p−(R) \M∗p+(R), 0 < p < ∞,
and
M∗(R)|ρ(μ)=0 =M∗0(R) \M∗0+(R), M∗(R)|ρ(μ)=∞ =M∗∞(R),
whereM∗(R)|μ∈A := {μ ∈M∗(R) | μ ∈ A}.
The first result about non-emptiness of the sets (3) was obtained by Ch. Berg and J.P.R. Christensen in [10]
where they showed that M∗∞(R) and M∗(R)|ρ(μ)=2 are non-empty. This result was extended in [11] by showing
that M∗(R)|ρ(μ)=p = ∅ for every 1  p  2 and that all measures satisfying the Carleman condition (see [5, De-
finition 1]) belong to M∗∞(R). In 1993 Ch. Berg [9] conjectured that M∗(R)|ρ(μ)=p = ∅ for all p > 2. This was
confirmed in 1996 by M. Sodin [28, p. 164] (see also [8, Theorem 3.8]) who found an explicit form of the discrete
measures in M∗(R)|ρ(μ)=p , p > 1, and further strengthened by A. Kesarev [7, p. 255] who showed that for every
p > 1 the setM∗(R)|ρ(μ)=p contains at least one measure which is absolute continuous with respect to the Lebesgue
measure on R.
Summing up we have (at least)
M∗(R)|ρ(μ)=p = ∅, 1 p ∞. (4)
Definition 1 has a counterpart for weights inW∗(R) as follows.
Definition 2. The ‘critical exponent’ ρ(w) of the weight w ∈W∗(R) is defined as
ρ(w) := inf{τ ∈ (0,∞] ∣∣w ∈W∗τ (R)} ∈ [0,∞].
The ‘exponent index’ i(w) is set to be one if w ∈W∗ρ(w)(R), otherwise it is set to be zero.
As before, i(w) = 1 for every w ∈W∗(R) with ρ(w) either zero or infinity and using
W∗τ−(R) :=
⋃
0<η<τ
W∗η (R), W∗τ+(R) :=
⋂
τ<η<∞
W∗η (R), 0 < τ < ∞,
we have, for τ > 0,
W∗0 (R) ⊂W∗τ−(R) ⊂W∗τ (R) ⊂W∗τ+(R) ⊂W∗∞(R) =W∗(R).
Formulas similar to (3) also exist, but since, for τ > 0, we haveW∗τ (R) =W∗(R)1/τ , they are1
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i(w)=0
= [W∗1+(R) \W∗1 (R)]1/τ ,
W∗(R)|ρ(w)=τ
i(w)=1
= [W∗1 (R) \W∗1−(R)]1/τ . (5)
Furthermore,
W∗(R)|ρ(w)=0 =W∗0 (R), W∗(R)|ρ(w)=∞ =W∗(R) \
⋃
0<τ<∞
W∗τ (R),
and, for 0 < τ < ∞,
W∗(R)|ρ(w)=τ =W∗τ+(R) \W∗τ−(R) =
[W∗1+(R) \W∗1−(R)]1/τ ,
so that it is sufficient to examine only those weights w ∈W∗(R) with ρ(w) ∈ {0,1,∞}.
T. Hall’s [18] theorem mentioned above implies that every weight w ∈W∗(R) which violates (2) does not belong
to W∗τ (R) for any τ > 0, and therefore satisfies ρ(w) = ∞. Hence W∗(R)|ρ(w)=∞ is non-empty. The set W∗0 (R) is
also non-empty since it contains every weight satisfying the conditions of Isumi–Kawata theorem [21] (see above),
and finally, [24, Theorem 18.1] implies W∗1 (R) \W∗1−(R) = ∅ from which, using (5), it follows that W∗(R)|ρ(w)=τ
is also non-empty for every 0 < τ < ∞. So we arrive at
W∗(R)|ρ(μ)=τ = ∅, 0 τ ∞. (6)
Our following theorem provides a nice solution to the existence problem of measures and weights with given
exponents and indices. For w ∈W∗(R) and μ ∈M∗(R) we define suppw := {x ∈ R | w(x) > 0}, and suppμ := {x ∈
R | ∀ε > 0: μ((x − ε, x + ε)) > 0}. Furthermore, for r > 0 let
Λr := {{λk}k∈N ∣∣ λ1  1 + r, λk+1 − λk  rλk, k ∈ N }, (7)
and let χA denote the characteristic function of the set A.
Theorem 1. Let ρ ∈ [0,∞], j ∈ {0,1}, r > 0 and {λk}k∈N ∈ Λr be given. Then there exist a weight function
w ∈W∗(R) and a measure μ ∈M∗(R) with suppw = suppμ = {λk | k ∈ N}, ρ(w) = ρ(μ) = ρ and i(w) = i(μ) =
χ{0,∞}(ρ)+ j · χ(0,∞)(ρ).
In 1989, B.Ya. Levin [23, Theorem 1.1] and in 1996, Ch. Berg [8, Lemma 3.7] extended Mergelyan’s solution
of Bernstein’s problem [24, Theorem 1] mentioned above to the problem of polynomial denseness in Lp(R, dμ),
1  p < ∞, for the measures μ absolutely continuous with respect to the Lebesgue measure on R and for arbitrary
measures μ ∈M∗(R), respectively. This result, for p = 2, coincides completely with an immediate corollary to
M. Riesz’ equivalence (1) and a criterion of determinacy of a measure μ ∈M∗(R) proved by H. Hamburger in 1921
(see [19], [27, Theorem 2.9]). Therefore Mergelyan’s solution of Bernstein’s problem [24, Theorem 1] is actually a
generalization to C0w of the Riesz–Hamburger result for L2(R, dμ). The situation is completely different in the context
of de Branges’ result in Theorem A. Until today it does not seem to be known whether an analog of Theorem A for
the problem of polynomial denseness in Lp(R, dμ) exists.
M. Sodin [29] in 1996 was one of the first to apply L. de Branges’ Theorem A. One of the reasons behind his
investigation was that, in spite of strong efforts, only few cases were known where the denseness of polynomials in
C0w can be verified explicitly using the weight w. It is clear that to get a constructive description of all weights in
W∗1 (R) one just needs to do the same for the weights in some subset X ofW∗1 (R), which have a majorizing property:
For every w ∈W∗1 (R) there exists ω ∈ X such that ω majorizes w, i.e. w(x) ω(x) holds for all x ∈ R. The weights
in X should, of course, have additional convenient properties.
A first set of weights in W∗1 (R) with special properties was discussed in [24]. A weight w ∈W∗1 (R) is called
regular (see [7, p. 249]) if (1 + |x|)nw(x) ∈W∗1 (R) for each n ∈ N. Otherwise, w ∈W∗1 (R) is called singular. It was
shown in [24] that all singular weights are discrete and their complete description was given in [7, p. 249].
The singular weights can be simply majorized in W∗1 (R) by multiplying it with a suitable factor. Indeed, for such
weights there exists n 1 such that (1 + |x|)n−1w(x) ∈W∗1 (R) but (1 + |x|)nw(x) /∈W∗1 (R). Therefore the weight
ω(x) := (1 + |x|)n−1w(x) ∈W∗1 (R) has the critical exponent equal to 1 (the same as w), majorizes w, and has, in
addition the property: ω(x) ∈W∗(R), (1 + |x|)ω(x) /∈W∗(R).1 1
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of the regular weights inW∗1 (R).
Theorem B. Let w ∈W∗1 (R) be a regular and w0 ∈W∗(R) be such that for some δ > 0: lim|x|→∞ eδ|x|w0(x) = 0.
Then w +w0 belongs toW∗1 (R) and is regular as well.
Theorem B implies that for any regular weight in W∗1 (R) there exists a larger one in the same W∗1 (R) which is
strictly positive on the whole real line.
Our main result in this paper states that an arbitrary regular weight in W∗1 (R) can be majorized by regular weight
in the sameW∗1 (R) whose critical exponent is 1.
Theorem 2. Let w ∈W∗1 (R) be regular. Then there exists ω ∈W∗(R) such that
(1) ω ∈W∗1 (R) is regular.
(2) ω majorizes w, and if w ∈W∗0 (R) then for some finite positive constants Cn, independent on x we have
w(x) Cnω(x)n, n 2, x ∈ R.
(3) P is not dense in C0
ωθ
for any θ ∈ (0,1).
(4) ρ(ω) = i(ω) = 1, i.e. ω ∈W∗1 (R) \W∗1−(R).
It should be noted that any singular weight in W∗1 (R) has properties (3), (4) of Theorem 2 a priori and therefore,
taking into account (5), we get
Corollary 1. Let 0 < p < ∞. Then, for arbitrary w ∈W∗p(R) there exists
ω ∈W∗p(R) \
⋃
0<q<p
W∗q (R)
such that ω majorizes w.
The first successful attempt to extend de Branges’ result in Theorem A to the description of the measures inM∗p(R)
was made by A. Borichev and M. Sodin in 1998 [7]. More precisely, this analog was found for all discrete measures μ
with sufficiently thin support:
∑
λ∈suppμ(1 + |λ|)−a < ∞ for some a > 0.
The notion of p-regular measures was also introduced in [7, p. 250]: a measure μ ∈M∗p(R), 1 p < ∞, is called
p-regular, if P is dense in Lp(R, (1+|x|)pn dμ) for every n ∈ N, and p-singular otherwise. All p-singular measures
are discrete and their description is in [7, Proposition A1.4, p. 252].
Let B(R) denote collection of all Borel subsets of R. As with the weights, we find for any p-singular measure
μ ∈M∗p(R) and n ∈ N measures μn−1 ∈M∗p(R) and μn /∈M∗p(R), by choosing dμn(x) := (1 + |x|)np dμ(x).
Therefore μn−1 ∈M∗p(R) majorizes μ, i.e. for all A ∈ B(R) we have μn−1(A) μ(A), and, in addition, μn majorizes
μn−1, μn /∈M∗p(R), so that ρ(μ) = ρ(μn−1) = p, i(μ) = i(μn−1) = 1.
A constructive link between Bernstein’s problem and the problem about finding conditions on μ ∈M∗(R) to be
inM∗p(R) was found for 1 p < ∞ in 1998 [3] (see also [4, Theorem 2.1]) and for p = ∞ in 2005 [5, Theorem 1].
Both results used de Branges’ Theorem A. They can be formulated as follows.
Theorem C. The following two relations hold:
(1) [4, Theorem 2.1, p. 38] For 1 p < ∞ we have
M∗p(R) =
{
μ
∣∣ dμ = wp dν, w ∈W∗1 (R), ν ∈M+(R)}. (8)
(2) [5, Corollary 2, p. 224]
M∗∞(R) =
{
μ
∣∣ dμ = wdν, w ∈W∗0 (R), ν ∈M+(R)}. (9)
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Theorem 3. Let 1 p < ∞ and μ ∈M∗p(R) be p-regular. Then there exists ν ∈M∗(R) such that
(1) ν ∈M∗p(R) is p-regular,
(2) ν majorizes μ,
(3) ν /∈M∗q(R) for q > p,
(4) ρ(ν) = p, i(ν) = 1, i.e. ν ∈M∗p(R) \M∗p+(R).
Any p-singular measure has the properties (3), (4) of Theorem 3 a priori, and therefore the following assertion is
valid.
Corollary 2. Let 1 p < ∞. Then for arbitrary μ ∈M∗p(R) there exists a majorizing measure
ν ∈M∗p(R) \
⋃
p<q<∞
M∗q(R).
2. Auxiliary results
In this section we list a number of useful lemmas, required for our proofs of Theorems 1–3. Their proofs will be
given in the subsequent sections.
The first lemma is of independent interest when dealing with an ordered sequence of weights inW∗1 (R).
Lemma 1. Let Cn, n = 1,2, . . . , be positive finite constants and assume that a sequence of regular weights {wn}n∈N ⊂
W∗1 (R) satisfies the following condition:
wn(x) Cn ·wn+1(x), x ∈ R, n ∈ N. (10)
Then there exists a regular weight Ω ∈W∗1 (R) and a sequence of positive finite constants {Dn}n2 such that for x ∈ R
w1(x)Ω(x), (11)
wn(x)Dn ·Ω(x), n 2. (12)
For arbitrary r > 0 consider the set Λr defined in (7). For every {λk}k∈N ∈ Λr , obviously,
λk  (1 + r)k, k ∈ N. (13)
Thus, the function
n(t) := max{k ∈ N | λk  t}, t ∈ R, (14)
satisfies the following conditions:
n(t)
{= 0, t < 1 + r,
 1
q
log t, t  1 + r, (15)
where q := log(1 + r). If we introduce the numbers
μk := logλk, k ∈ N, (16)
then one finds
0 < q  μ1, q +μk  μk+1, k ∈ N, (17)
and, consequently, μk  k · q , k ∈ N. Thus the function
m(t) := max{k ∈ N | μk  t}, t ∈ R, (18)
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m(t)
{= 0, t < q,
= n(et ), t  q, (19)
and m(t) t/q , t  q .
For our construction we need arbitrarily thin sequences in Λr available.
Lemma 2. Let r > 0 and a sequence of positive numbers {an}n0 satisfy
lim
n→∞
n
√
an = 0.
Then, for the entire function F(z) :=∑n0 anzn one can find a sequence {λk}k∈N ∈ Λr and a positive finite constant
CF such that∏
k∈N
(
1 + y
λk
)
 CF · F(y), y  0. (20)
Lemma 3 below is based on a remarkable class of the discrete weights constructed and examined in the following
theorem of Mergelyan (see [24, Theorem 17]).
Theorem D. Let r > 0, {λk}k∈N ∈ Λr , h ∈W∗(R) with
h(x) =
∑
k∈N
hk · χ{λk}(x), x ∈ R, hk > 0 ∀k ∈ N,
such that limk→∞hkλmk = 0 for every m 0. Write
ε1 := λ1, εk := λ1 · λ2 · · · · · λk−1 · λ2−kk , k  2.
Then the following holds:
(1) If limk→∞ hkεk = 0 then h ∈W∗1 (R).
(2) If ∑k∈N εkhk < ∞ then h /∈W∗1 (R).
Lemma 3. For arbitrary r > 0 and arbitrary sequence {λk}k∈N ∈ Λr there exist positive numbers hk(j), k ∈ N,
1 j  4, such that the functions
hj (x) =
∑
k∈N
hk(j) · χ{λk}(x), x ∈ R, 1 j  4, (21)
belong toW∗(R) and satisfy
(1)
(
1 + |x|)m · h1(x) ∈W∗1 (R), m 0,
(2) h1(x)θ /∈W∗1 (R), θ ∈ (0,1),
(3) h2(x) /∈W∗1 (R),
(4) h2(x)1+γ ∈W∗1 (R), γ > 0,
(5) h3(x)γ ∈W∗1 (R), γ > 0,
(6) h4(x)γ /∈W∗1 (R), γ > 0.
Additional properties of the representations (8) are established in the following lemma.
Lemma 4. Let 1  p < ∞ and μ ∈M∗p(R) be a p-regular measure. Then there exist ν ∈M+(R) and a regular
weight w ∈W∗1 (R) such that dμ = wp dν.
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We write P[C] for the set of algebraic polynomials with complex coefficients and use the notations a ∨ b :=
max{a, b}, a ∧ b := min{a, b} for a, b ∈ R. We define a non-decreasing sequence of weights ωn by
ωn := w1 ∨w2 ∨ · · · ∨wn, ωn(x) ωn+1(x), x ∈ R, n ∈ N. (22)
In view of (10) we have for every n ∈ N and x ∈ R
wn(x) ωn(x) C′nwn(x), (23)
where
C′n := 1 ∨Cn−1 ∨Cn−1 ·Cn−2 ∨ · · · ∨Cn−1 ·Cn−2 · · · · ·C1.
Therefore, ωn ∈W∗1 (R) is regular for n ∈ N. For an arbitrary k ∈ N consider the weight (1+|x|)k+1 ·ωk(x). According
to a known criterion for polynomial denseness (see [24, Theorem 1]) this weight belongs toW∗1 (R) if and only if:
sup
{∣∣p(i)∣∣ ∣∣∣ sup
x∈R
(1 + |x|)k+1ωk(x)
1 + |x|
∣∣p(x)∣∣ 1, p ∈P[C]}= +∞
or equivalently
inf
{
sup
x∈R
(
1 + |x|)kωk(x)∣∣p(x)∣∣ ∣∣∣ ∣∣p(i)∣∣= 1, p ∈ P[C]}= 0.
Thus, there exists a sequence of polynomials pk,m ∈ P[C], m ∈ N, such that
(1)
∣∣pk,m(i)∣∣= 1, (2) (1 + |x|)kωk(x)∣∣pk,m(x)∣∣ 1
m
, x ∈ R, m ∈ N.
Then, for Pk := pk,k , k ∈ N, we have
(1)
∣∣Pk(i)∣∣= 1, (2) ωk(x) 1
k
· 1
(1 + |x|)k|Pk(x)| , x ∈ R, (24)
using the convention 1/0 := +∞. Let
W(x) := inf
k∈N
{
1 ∧ 1
k · (1 + |x|)k|Pk(x)|
}
, x ∈ R.
Since the functions 1 ∧ (k · (1 + |x|)k|Pk(x)|)−1 are continuous on R, the weight W(x) can be represented as limit of
a non-increasing sequence of functions, continuous on R
W(x) = lim
m→∞ min1km
{
1 ∧ 1
k · (1 + |x|)k|Pk(x)|
}
.
By [20, Theorem 1.3] W is upper semi-continuous. And (24) implies limk→∞ degPk = +∞ because otherwise, an
application of the Lagrange interpolation formula at the points of suppw1 together with item (2) of (24) gives a
contradiction to item (1) of (24). Hence, for any m ∈ N,
0 lim|x|→+∞|x|
mW(x) lim|x|→+∞|x|
m 1
m · (1 + |x|)m|Pm(x)| = 0
which proves W ∈W∗(R).
For k  2 and x ∈ suppωk write
βk,m(x) := 1
m ·ωk(x)(1 + |x|)m|Pm(x)| .
Then
W(x) = inf
{
1 ∧ βk,m
}
= 1 ∧ min βk,m(x)∧ min βk,m(x). (25)ωk(x) m1 ωk(x) ωk(x) 1mk−1 mk
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ωk(x) ‖1‖ωk , βk,m(x)
(24)
 ωm(x)
ωk(x)
(22)
 1, m k,
βk,m(x)
1
m · ‖(1 + |x|)mPm‖ωk
, 1m k − 1,
so that by (25) and (23):
wk(x) ωk(x) Ck ·W(x), x ∈ suppωk ⊃ suppwk, k  2, (26)
where
1
Ck
:= 1 ∧ 1‖1‖ωk
∧ min
1mk−1
1
m · ‖(1 + |x|)mPm‖ωk
, k  2.
In addition to (26) we obviously have:
W(x)
(26)
 C−12 ω2(x)
(22)
 C−12 ·ω1(x)
(22)= C−12 ·w1(x), (27)
where x ∈ suppω2 ⊃ suppω1 ⊃ suppw1. The relation suppωk ⊂ suppωk+1, k ∈ N, follows from (22) and implies,
using (26) and (27), that⋃
k∈N
suppωk ⊂ suppW.
Next we prove that W ∈W∗1 (R) is regular. Observe that for k ∈ N∣∣Pk(x)∣∣ ·W(x) = ∣∣Pk(x)∣∣∧ inf
m1
|Pk(x)|
m(1 + |x|)m|Pm(x)| 
1
k(1 + |x|)k ,
so that for 0m k:∣∣Pk(i)∣∣= 1, (1 + |x|)mW(x) · ∣∣Pk(x)∣∣ (1 + |x|)kW(x) · ∣∣Pk(x)∣∣ 1
k
, x ∈ R.
By the criterion for polynomial denseness mentioned above this means that (1 + |x|)mW ∈W∗1 (R) for each m 0,
i.e. W is a regular weight.
The weight Ω defined by Ω(x) := max{W(x),ω1(x)} is inW∗(R) (see [20, 1.2.1]), and satisfies (26), (11). By (27)
we also find Ω W · max{1,C2}, which implies that Ω ∈W∗1 (R) is regular. Hence Ω has all the properties asserted
in Lemma 1. 
4. Proof of Lemma 2
4.1. Without loss of generality we set a0 = 1. Assume that for some R > 0 the following inequality holds:∏
k∈N
(
1 + y
λk
)
 CRF · F(y), y R. (28)
Let
CR := max
y∈[0,R]
∏
k∈N(1 + y/(1 + r)k)
F (y)
. (29)
Using (13) we get∏
k∈N
(
1 + y
λk
)

∏
k∈N
(
1 + y
(1 + r)k
)
 CRF(y), y ∈ [0,R],
which together with (28) implies the validity of (20) with
CF = max
{
CR,C
R
}
. (30)F
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with (28) for R  1.
4.2. First we need an upper estimate for the left-hand side of (28) for y  1 and arbitrary {λk}k∈N ∈ Λr . Using the
function n(t) of (14) and its property (15) we get
∑
k∈N
log
(
1 + y
λk
)
=
+∞∫
1
log
(
1 + y
t
)
dn(t) = n(t) log
(
1 + y
t
)∣∣∣+∞
1
−
+∞∫
1
n(t)d log
(
1 + y
t
)
= y
+∞∫
1
n(t)
t (t + y) dt.
But
y
y∫
1
n(t)
t (t + y) dt 
y∫
1
n(t)
t
dt  n(y)
y∫
1
1
t
dt = n(y) logy,
and in view of (15) we get
y
+∞∫
r
n(t)
t (t + y) dt 
y
q
+∞∫
y
log t
t (t + y) dt =
y
q
+∞∫
1
log(yτ)
yτ(yτ + y) dτ =
1
q
+∞∫
1
logy + log τ
τ(τ + 1) dτ.
Since
+∞∫
1
dτ
τ(τ + 1) = log 2,
+∞∫
1
log τ
τ(τ + 1) dτ =
π2
12
,
and log 2 < 1 and π2/12 < 1 we have
y
+∞∫
1
n(t)
t (t + y) dt 
1
q
log 2 · logy + 1
q
· π
2
12
+ n(y) logy  1
q
logy + 1
q
+ n(y) logy,
and, consequently,∑
k∈N
log
(
1 + y
λk
)
 1
q
+
(
1
q
+ n(y)
)
· logy, y  1. (31)
4.3. Taking the logarithm of both sides of (28) we see that (31) implies (28) if
q−1 + (q−1 + n(y)) · logy  logCRF + logF(y), y R  1,
which, in turn, since F(1) = 1 +∑n∈N an > 1, follows from
q−1 + (q−1 + n(y)) · logy  log CRF · F(y)
F (1)
, y R  1. (32)
Let
CRF = e1/q . (33)
Then (32) is equivalent to
q−1 + n(y) logF(y)− logF(1) , y R  1. (34)
logy
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q−1 +m(y) logF(e
y)− logF(1)
y
, y  logR  0. (35)
4.4. Writing
ψ(y) := logF (ey)= log(1 +∑
n∈N
ane
ny
)
, y  0,
we get
F
(
ey
)
ψ ′(y) =
∑
n∈N
nane
ny ,
F
(
ey
)2
ψ ′′(y) =
∑
n∈N
n2ane
ny +
∑
n2
eny
[ ∑
k+m=n
1k<m
akam(m− k)2
]
.
This implies
ψ ′(y) > 0, ψ ′′(y) > 0, y  0, (36)
and the right-hand side of (35) can be rewritten as
f (y) := logF(e
y)− logF(1)
y
= ψ(y)−ψ(0)
y
, y  0.
The properties (36) imply f (0) = ψ ′(0) > 0 and
f ′(y) = yψ
′(y)− (ψ(y)−ψ(0))
y2
= yψ
′(y)− ∫ y0 ψ ′(t) dt
y2
> 0, y > 0,
i.e. f (y) is strictly increasing function on [0,+∞). Furthermore, for arbitrary m ∈ N the inequalities
f (y) = log(1 +
∑
n∈N aneny)− log(1 +
∑
n∈N an)
y
 log(1 + ame
my)
y
 log(ame
my)
y
= my + logam
y
= m− 1 + y + logam
y
m− 1, y  log 1
am
,
prove limy→+∞ f (y) = +∞. Therefore the inverse function f (−1)(x) is defined on the interval [f (0),+∞) and is
strictly increasing. Note that the required inequality (35) now takes the form
q−1 +m(y) f (y), y  logR  0. (37)
4.5. Let N be the smallest number in N satisfying q−1 +N  f (0). We define a sequence of positive numbers as
κn := f (−1)
(
q−1 +N + n), n 0, (38)
and, by induction, the sequence {μk}k∈N for (16) as{
μ1 = max{q, κ1},
μk+1 = max{μk + q, κk+1}, k ∈ N, (39)
and then
λk := eμk , k ∈ N. (40)
Furthermore, set
R := eκ0 . (41)
We will prove that for this choice of the numbers {λk}k∈N and R > 1 we have {λk}k∈N ∈ Λr and (37). However,
{μk}k∈N obviously satisfies (17) and, consequently, the sequence {λk}k∈N belongs to Λr . As for (37) assume first
y ∈ [κ0, κ1). In view of (18) and (39) this implies m(y) = 0, and then, using (38),
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so that (37) holds in this case. Let now y  κ1 and define
γ (y) := max{k | k ∈ N, κk  y}, y  κ1.
The relation (39) gives μk  κk , k ∈ N, and so, by (18),
γ (y)m(y), y  κ1. (42)
The inequalities κγ (r)  r , r  κ1, therefore imply
f (y) f
(
κγ (y)
) (38)= q−1 +N + γ (y) (42) q−1 +N +m(y) > q−1 +m(y), y  κ1,
and so (37) has been proved for all y  logR = κ0. Item 4.1 above and the relations (30), (33) show that for the
sequence {λk}k∈N ∈ Λr , chosen by (39), (40), the inequality (20) holds with CF = max{e1/q,Ceκ0 }, where Ceκ0 and
κ0 are defined in (29) and (38), respectively. 
5. Proof of Lemma 3
5.1. Introduce the same sequence of numbers as in Theorem D:
ε1 := λ1, εk := λ1 · λ2 · · · · · λk−1 · λ2−kk , k  2.
Then one can easily see that
λmk · εk  λ1 · λ2 · · · · · λm+1, k m+ 2, m 1.
To extend these inequalities to all k ∈ N we define, for m ∈ N,
Λm := (λ1 · λ2 · · · · · λm+1)∨ max
1km+1
λmk · εk, Cm := max1kmΛk.
Then
εk Cmλ−mk , k,m ∈ N. (43)
The relation (13) implies
Cm Λm  λ1 · λ2 · · · · · λm+1  (1 + r) (m+1)(m+2)2  (1 + r)m
2
2 , (44)
for arbitrary m ∈ N, so that
lim
m→∞
1
m
√
Cm
 lim
m→∞
1
(1 + r)m2 = 0. (45)
Inequalities (43) imply 2−mC−1m λmk  2−mε−1k , k,m 1, so that, by summation,
εk 
(∑
m1
λmk
2mCm
)−1
, k ∈ N. (46)
The numbers am := 1/(2mCm), m ∈ N, form a positive, non-increasing sequence, and (45) yields limm→∞ m√am = 0.
Hence, the function
ϕ(x) :=
∑
m1
amx
m, x  0, (47)
satisfies all assumptions on the same function ϕ in the proof of [5, Lemma 3] and there it was shown that
ω(x) :=
∑
n∈N
βnx
n, βn := an222n2+1C1
, n ∈ N, (48)
satisfies
ω
(
ω(x)
)
 ϕ(x), x  0. (49)
A. Bakan, S. Ruscheweyh / J. Math. Anal. Appl. 339 (2008) 197–216 209(Note that (44) implies 2C1  2(1 + r)1/2 > 2 and therefore, in formula (25) of [5], one has max{1, a1} =
max{1,2C1} = 2C1.) In the new notation the inequalities (46) read as
εk 
1
ϕ(λk)
, k ∈ N. (50)
Since
ω(x) βnxn, x  0, n ∈ N, (51)
the relations (49) and (50) give
εk 
1
ϕ(λk)
 1
ω(ω(λk))
 1
βmω(λk)m
, k,m ∈ N. (52)
5.2. Now we define the functions hj (x), 1 j  4, referred to in (21), by fixing the hk(j) as
hk(1) := εk
ω(λk)
, hk(2) := λk · εk, hk(3) := εkk , hk(4) :=
1
ω(λk)
, k ∈ N. (53)
We want to show that they satisfy the assertions of Lemma 3. For every n 0 and k ∈ N we have
λnk · hk(1) =
λnkεk
ω(λk)
(51)

λnkεk
βn+1λn+1k
= 1
βn+1
· εk
λk
(13)
 1
βn+1
· εk
(1 + r)k ,
and that implies
(1 + λk)nhk(1)
(
n∑
m=0
(
n
m
)
1
βm+1
)
· εk
(1 + r)k , k ∈ N, n 0.
Thus,
lim
k→∞
(1 + λk)nhk(1)
εk
= 0, n 0. (54)
As for h2, we see that for every N ∈ N
hk(2)1+γ
εk
= λ1+γk εγk
(50)

λ
1+γ
k
ϕ(λk)γ
(47)

λ
1+γ−Nγ
k
a
γ
N
,
and choosing N > (1 + γ )/γ we get
lim
k→∞
hk(2)1+γ
εk
= 0. (55)
And finally, for every γ > 0,
lim
k→∞
hk(3)γ
εk
(53)= lim
k→∞ε
γ ·k−1
k
(50)= 0. (56)
Theorem D, applied to (54)–(56), now yields(
1 + |x|)n · h1(x) ∈W∗1 (R), n 0, h2(x)1+γ ∈W∗1 (R), h3(x)γ ∈W∗1 (R), γ > 0.
To prove the second statement of Lemma 3 regarding h1 it is sufficient to show h1−1/N1 /∈W∗1 (R) for N  2.
Indeed, for every θ ∈ (0,1) one can find N  2 such that: 0 < θ < 1 − 1
N
< 1. Then hθ1 /∈W∗1 (R) follows from the
inequality
h1(x)
θ = ‖1‖θh1 ·
(
h1(x)/‖1‖h1
)θ  ‖1‖θh1 · (h1(x)/‖1‖h1)1− 1N = h1(x)1− 1N · ‖1‖ 1N +θ−1h1 , x ∈ R.
But for arbitrary N  2 and k ∈ N we see that
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1
N
−1 (53)= ε
1
N
k ·ω(λk)1−
1
N
(52)
 β−
1
N
N ·
ω(λk)
N−1
N
ω(λk)
= β−
1
N
N ω(λk)
− 1
N
(51)
 β−
2
N
N · λk−1
(13)
 β−
2
N
N · (1 + r)−k.
Therefore∑
k∈N
εk
hk(1)1−
1
N
 β−
2
N
N
∑
k∈N
1
(1 + r)k < ∞. (57)
The following two estimates are obvious:
∑
k∈N
εk
hk(2)
(53)=
∑
k1
1
λk
(13)

∑
k∈N
1
(1 + r)k < ∞,
∑
k∈N
εk
hk(4)γ
(52)

∑
k∈N
ω(λk)
γ
βNω(λk)N

∑
k∈N
1
βNω(λk)
(48)

∑
k∈N
1
βNβ1λk
(13)
 1
βNβ1(1 + r)k < ∞,
where γ > 0 and N > γ +1. An application of Theorem D to the last three inequalities shows hθ1 /∈W∗1 (R), θ ∈ (0,1),
h2 /∈W∗1 (R) and hγ4 /∈W∗1 (R) for every γ > 0. This completes the proof of Lemma 3. 
6. Proof of Lemma 4
For every m 0 the p-regularity of the measure μ and (8) implies a representation of μ as(
1 + |x|)mp dμ(x) = wm(x)p dνm(x), wm ∈W∗1 (R), νm ∈M+(R).
Hence, 1/wm(x)p ∈ L1(R, (1 + |x|)mp dμ), and
νm(A) =
∫
A
(1 + |x|)mp
wm(x)p
dμ(x), A ∈ B(R).
By the Beppo Levi theorem we find
ν(A) :=
∑
m0
νm(A)
2mνm(R)
=
∫
A
1
w(x)p
dμ(x), A ∈ B(R),
or, what is the same, dμ = wp dν, with
1
w(x)p
:=
∑
m0
(1 + |x|)mp
2mνm(R)wm(x)p
∈ L1(R, dμ).
The function 1/w(x) is lower semi-continuous and, furthermore,(
1 + |x|)mpw(x)p  2mνm(R)wm(x)p, m 0.
Therefore w ∈W∗(R) and C0(1+|x|)mw ∈ P for any m 0. This shows that w is inW∗1 (R) and regular. 
7. Proof of Theorem 1
7.1. Lemma 3 implies that according to the definitions:
ρ(h3) = 0, ρ(h4) = ∞;
ρ(h2) = 1, i(h2) = 0;
ρ(h1) = 1, i(h1) = 1, h1 is regular.
This implies the assertion of Theorem 1 as far as the weights are concerned.
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wγ (x) :=
∑
k∈N
wk · λγk · χ{λk}(x), γ > 0,
dμw(x) :=
∑
k∈N
wk · δ(x − λk).
It is easy to see that μw ∈M∗(R) and wγ ∈W∗(R), γ > 0. Let K(R) be the linear space of all complex valued,
continuous functions with compact support on R (see [17, Chapter IV, 4.1]) and write Lp(μ) := Lp(R, dμ). Then,
for any f ∈K(R) and γ > 0 we have
‖f ‖p
w1/p
= sup
k∈N
w(λk)
∣∣f (λk)∣∣p ∑
k∈N
w(λk)
∣∣f (λk)∣∣p = ‖f ‖pLp(μw) (13)
(∑
k∈N
λ
−γ
k
)
sup
k∈N
λ
γ
k w(λk)
∣∣f (λk)∣∣p
= Cγ ‖f ‖p
w
1/p
γ
,
where Cγ :=∑k∈N λ−γk . Hence, for f ∈K(R) and γ > 0,
‖f ‖w1/p  ‖f ‖Lp(μw)  C1/pγ ‖f ‖w1/pγ .
Since K(R) is dense in all spaces under consideration we get for all 0 < p, γ < ∞ the relations
P ⊂ C0
w
1/p
γ
⊂ Lp(μw) ⊂ C0w1/p ,
‖f ‖w1/p  ‖f ‖Lp(μw), f ∈ Lp(μw),
‖f ‖Lp(μw)  C1/pγ ‖f ‖w1/pγ , f ∈ C
0
w
1/p
γ
,
and therefore
w1/p /∈W∗1 (R) ⇒ μw /∈M∗p(R), (58)
w1/pγ ∈W∗1 (R) ⇒ μw ∈M∗p(R). (59)
7.3. Let hj , 1 j  4, be as in Lemma 3.
7.3a. First let w := h4. Then for any p > 0 we find w1/p /∈W∗1 (R), and by (58), that μw /∈M∗p(R), for all p > 0. But
this leads to μw ∈M∗(R) \M∗0+(R), and therefore, using (3), that ρ(μh4) = 0.
7.3b. Now let w := h3. Then w1/q ∈W∗1 (R) for all q > 0. But for any p,γ > 0 we have
w1/pγ (x)
∥∥xγ/p∥∥
w1/2pw(x)
1/2p, x ∈ R,
which implies w1/pγ ∈W∗1 (R) and, by (59), that μw ∈M∗p(R), for all p > 0. Hence μw ∈M∗∞(R), which gives,
using (3), that ρ(μh3) = ∞.
7.3c. Let p ∈ (0,∞) be arbitrary and choose w := hp2 . Then w1/p /∈W∗1 (R) and (58) yields μw /∈M∗p(R). Further-
more, it is clear that w1/q ∈W∗1 (R), for every 0 < q < p. Since
w1/qγ (x)
∥∥xγ/q∥∥
w(p−q)/2pqw(x)
1/p+(p−q)/2pq = ∥∥xγ/q∥∥
w(p−q)/2pq h2(x)
1+(p−q)/2q, γ > 0, x ∈ R,
we have w1/qγ ∈W∗1 (R) and, in view of (59), μw ∈M∗q(R) for every 0 < q < p. This implies μw ∈M∗p−(R) \
M∗p(R), and therefore, using the relation (3), ρ(μhp2 ) = p and i(μhp2 ) = 0.
7.3d. Finally, for an arbitrary p ∈ (0,∞) set w := hp1 . The regularity of h1 implies w1/pγ ∈W∗1 (R) for all γ > 0, and
by (59): μw ∈M∗p(R). But since w1/q /∈W∗1 (R), p < q < ∞, the relation (58) shows that μw /∈M∗q(R) for the same
values of q . Therefore μw ∈M∗p(R) \M∗p+(R) and, again using (3), we conclude ρ(μ p) = p and i(μ p) = 1. h1 h1
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Without loss of generality we assume ‖1‖w  1.
8.1. Suppose that w /∈W∗0 (R). This means that ρ(w) ∈ (0,1]. If ρ(w) = 1 then we can choose ω = w. Let now ρ(w) ∈
(0,1). We show that for any θ ∈ (ρ(w),1) the weight wθ is regular. Indeed, choose any number θ0 ∈ (ρ(w), θ). Then,
for arbitrary, n 0 and x ∈ R we have(
1 + |x|)n ·wθ = (1 + |x|)n ·wθ−θ0 ·wθ0  ∥∥(1 + |x|)n∥∥
wθ−θ0 ·wθ0
which, since ρ(w) < θ0, implies the required property(
1 + |x|)n ·wθ ∈W∗1 (R), n = 0,1, . . . .
Choose a strictly decreasing sequence {θn}n2 ⊂ (ρ(w),1) converging to ρ(w) and with θ1 = 1. Then one can apply
Lemma 1 to the non-decreasing sequence of regular weights:
w(x) ≡ wθ1(x)wθ2(x) · · ·wθn(x) · · ·wρ(w)(x), x ∈ R,
to get the regular weight Ω satisfying inequalities (11) and (12) with wn := wθn, n ∈ N. Observe that for any θ ∈ (0,1)
there exists a natural number nθ such that θn · θ < ρ(w), n nθ . For any n nθ the relation (12) implies Ωθ(x)
D−θn ·wθθn(x), x ∈ R, which, by Definition 2, implies Ωθ /∈W∗1 (R) for any θ ∈ (0,1). Thus, Ω satisfies the assertions
of Theorem 2 and we can set ω = Ω .
8.2. It remains to prove Theorem 2 in the case w ∈W∗0 (R). Then w
1
n ∈W∗1 (R) for all n ∈ N. As before one can apply
Lemma 1 to the following non-decreasing sequence of regular weights
w(x)w 12 (x) · · ·w 1n (x)w 1n+1 (x) · · · 1, x ∈ R,
to obtain the regular weight Ω ∈W∗1 (R) satisfying
w(x)Ω(x), w(x) Cn ·Ω(x)n, x ∈ R, n 2. (60)
Applying Lemma 1 once more to the non-decreasing sequence of the regular weights: (1 + |x|)nΩ(x), n = 0,1, . . . ,
we obtain a regular weight W ∈W∗1 (R) such that for all n ∈ N
Ω(x)W(x),
(
1 + |x|)nΩ(x)Dn ·W(x), x ∈ R. (61)
Here Cn, n  2, and Dn, n ∈ N, are finite positive numbers, independent of x, and without loss of generality we
assume that Dn  1 for all n ∈ N. The inequalities (61) imply
(
1 + |x|)m(∑
n∈N
(1 + |x|)n
n!Dn
)
Ω(x) (e − 1)(1 + |x|)mW(x),
for m 0, x ∈ R. This means that(
1 + |x|)mF (|x|) ·Ω(x) ∈W∗1 (R), m = 0,1, . . . ,
where the function
F(z) :=
∑
n∈N
(1 + z)n
n!Dn
satisfies all conditions of Lemma 2. Therefore one can find a sequence {λk}k∈N ∈ Λ1 and a positive finite constant CF
such that∏(
1 + y
λk
)
 CF · F(y), y  0, (62)k∈N
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(
1 + |x|)m ∏
k∈N
(
1 + |x|
λk
)
·Ω(x) ∈W∗1 (R), m 0. (63)
For this sequence {λk}k∈N ∈ Λ1 Lemma 3 produces positive numbers hk := hk(1), k ∈ N, such that the function
h(x) := h1(x) defined in (21) possesses the properties (1) and (2) of Lemma 3. Next we prove that the weight
ω := Ω + h (64)
satisfies all conditions of Theorem 2. The second property of ω follows easily from (60) and Ω(x)  ω(x), x ∈ R.
The third one is a corollary of the evident inequality
(Ω + h)θ  hθ
and item (2) of Lemma 3.
8.3. It remains to prove the first property of ω, namely that ω ∈W∗1 (R) is regular. If not then (1+|x|)mω /∈W∗1 (R) for
some non-negative integer m. Then by L. de Branges’ theorem there exists an entire function B ∈ E0 with ΛB ⊂ suppω
such that∑
λ∈ΛB
1
(1 + |λ|)m(Ω(λ)+ h(λ))|B ′(λ)| < ∞. (65)
Introduce two following sets:
ΛhB :=
{
λ ∈ ΛB
∣∣ h(λ) > Ω(λ)}, ΛΩB := {λ ∈ ΛB ∣∣Ω(λ) h(λ)}.
These definitions and the fact that Ω(λ)+ h(λ) > 0, λ ∈ ΛB , imply
ΛΩB ∩ΛhB = ∅, ΛhB ⊂ supph, ΛΩB ⊂ suppΩ, ΛΩB ∪ΛhB = ΛB.
From (13) we get λk  2k , for k ∈ N, and ΛhB ⊂ supph = {λk}k∈N, so that the product∏
λ∈ΛhB
(
1 + z
λ
)
=: Bh(z)
converges uniformly on every compact subset of C. Therefore it is possible to factorize B(z) as
B(z) = Bh(z) ·BΩ(z), ΛBh = ΛhB, ΛBΩ = ΛΩB . (66)
8.3a. Assume that ΛΩB is infinite. Then (66) and (65) imply∑
λ∈ΛBΩ
1
(1 + |λ|)mΩ(λ) ·
1
|Bh(λ)| ·
1
|B ′Ω(λ)|
< ∞. (67)
Since ∣∣Bh(λ)∣∣∏
k∈N
(
1 + |λ|
λk
)
we get from (63) (1 + |x|)m|Bh(x)|w(x) ∈W∗1 (R), which, in view of Theorem A, contradicts (67).
8.3b. If ΛΩB is finite, then BΩ is an algebraic polynomial of degree N  0, say. Thus, there exists a positive finite
constant CN such that∣∣BΩ(x)∣∣ CN (1 + |x|)N, x ∈ R. (68)
This time (65) and (66) imply∑
λ∈Λ
1
(1 + |λ|)mh(λ) ·
1
|BΩ(λ)| ·
1
|B ′h(λ)|
< ∞. (69)
Bh
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(1 + |x|)m h(x)|BΩ(x)| ∈W∗1 (R). This contradicts (69) by Theorem A. These contradictions establish the regularity
of ω ∈W∗1 (R) and complete the proof of Theorem 2. 
9. Proof of Theorem 3
9.1. By Lemma 4 there exist a regular weight w ∈W∗1 (R) and a measure ν ∈M+(R) such that
dμ(x) = w(x)p dν(x).
Note that Gν := {x ∈ R | ν({x}) > 0} is countable. Applying Lemma 1 to the sequence of regular weights
(1 + |x|)nw(x), n 0, we get a regular weight W , satisfying(
1 + |x|)nw(x) CnW(x), x ∈ R, n 0,
where without loss of generality we can assume that the constants Cn are finite and satisfy Cn  1, n 0. For every
m 0 we have(
1 + |x|)mF (|x|)w(x) e(1 + |x|)mW(x), x ∈ R,
where (1 + |x|)mW ∈W∗1 (R) and the function
F(z) :=
∑
n0
(1 + z)n
Cnn!
satisfies all assumptions of Lemma 2. Hence, F(|x|)w ∈W∗1 (R) is regular and there exists a sequence {λ∗k}k∈N ∈ Λ2
such that∏
k∈N
(
1 + y
λ∗k
)
 CF · F(y), y  0,
with a finite positive constant CF , independent on y. Since λ∗k+1  3λ∗k > 2λ∗k , k ∈ N, it is possible to slightly increase
each λ∗k to get another sequence {λk}k∈N ∈ Λ1 satisfying
λk /∈ Gν, k ∈ N;
∏
k∈N
(
1 + y
λk
)
 CF · F(y), y  0. (70)
For sequence {λk}k∈N ∈ Λ1 Lemma 3 provides positive numbers hk := hk(1), k ∈ N, such that h(x) := h1(x), defined
in (21), possesses the properties (1) and (2) of Lemma 3. It is easy to verify that the part of the proof of Theorem 2
beginning from the equality (64) remains valid if we substitute in (64) the weight Ω by our present weight w. Thus,
we find the weight ω such that
ω := w + h ∈W∗1 (R) is regular and ωθ /∈W∗1 (R), θ ∈ (0,1). (71)
9.2. Define the two discrete measures
dρ∗(x) :=
∑
k∈N
1
k2
δ(x − λk),
dη(x) := h(x)p dρ∗(x) =
∑
k∈N
h
p
k
k2
δ(x − λk). (72)
Since ρ∗ ∈M+(R) and h is a regular weight in W∗1 (R) the relation (8) shows that η ∈M∗p(R) and is p-regular.
Define a measure σ as
dσ(x) := dμ(x)+ dη(x) = w(x)p dν(x)+ h(x)p dρ∗(x). (73)
Since
w(x)p dρ∗(x) =
∑ w(λk)p
k2
δ(x − λk),k∈N
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dρ(x) :=
∑
k∈N
1
k2
· h
p
k
w(λk)p + hpk
δ(x − λk)
satisfies(
w(x)p + h(x)p)dρ(x) = h(x)p dρ∗(x),
and ρ ∈M+(R). By (70) it is clear that h(x)dν(x) ≡ 0 and therefore
dσ(x) = (w(x)p + h(x)p)d(ν + ρ)(x).
The relation
p
√
w(x)p + h(x)p w(x)+ h(x) ∈W∗1 (R)
together with (8) imply σ ∈M∗p(R). Since w + h is regular (see (71)) we also can conclude that σ is a p-regular
measure. Finally, from (73) we derive σ(A) μ(A), A ∈ B(R).
9.3. It remains to prove that σ /∈M∗q(R) for all q > p which follows (see (73)) from η /∈M∗q(R), q > p.
Assume that there exists a number q > p with η ∈M∗q(R). Then, according to (8), there exist H ∈W∗1 (R) and
α ∈M+(R) such that
h(x)p dρ∗(x) = H(x)q dα(x) =
∑
k∈N
H
q
k αkδ(x − λk), (74)
where
H(x) =
∑
k∈N
Hkχ{λk}(x), dα(x) =
∑
k∈N
αkδ(x − λk),
∑
k∈N
αk < ∞.
The relations (74) and (72) imply
Hk =
(
h
p
k
k2αk
)1/q
, k ∈ N,
or
εk
Hk
= (k2αk)1/q · εk
h
p/q
k
, k ∈ N. (75)
Now, using (57) with N = [q/(q − p)] + 1  2, where [x] denotes the integer part of a real number x, we find a
constant Cq such that
εk
h
p/q
k
 Cq
2k
, k ∈ N.
This, together with (75), implies
εk
Hk
 α(R)1/q ·Cq · k
2/q
2k
, k ∈ N,
and finally∑
k∈N
εk
Hk
< ∞,
Theorem D now shows H /∈W∗(R), a contradiction, and therefore σ /∈M∗q(R), q > p. 1
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