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Abstract
We show that the limiting ground state energy of the spherical mixed p-spin model can be identified
as the infimum of certain variational problem. This complements the well-known Parisi formula for
the limiting free energy in the spherical model. As an application, we obtain explicit formulas for the
limiting ground state energy in the replica symmetry, one level of replica symmetry breaking and full
replica symmetry breaking phases at zero temperature. In addition, our approach leads to new results
on disorder chaos in spherical mixed even p-spin models. In particular, we prove that when there is
no external field, the location of the ground state energy is chaotic under small perturbations of the
disorder. We also establish that in the spherical mixed even p-spin model, the ground state energy
superconcentrates in the absence of external field, while it obeys a central limit theorem if the external
field is present.
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1
1 Introduction
For N ≥ 1, let SN = {σ ∈ RN :
∑N
i=1 σ
2
i = N} be the sphere of radius
√
N . The Hamiltonian of the
spherical mixed p-spin model is defined as
HN (σ) = XN (σ) + h
N∑
i=1
σi, ∀σ ∈ SN ,
where XN is the following centered Gaussian process indexed by SN ,
XN (σ) =
∑
p≥2
γp
N (p−1)/2
∑
1≤i1,...,ip≤N
gi1,...,ipσi1 · · · σip (1)
for i.i.d. standard Gaussian random variables gi1,...,ip for 1 ≤ i1, . . . , ip ≤ N and p ≥ 2. Here, h denotes
the strength of the external field and the sequence (γp) stands for the mixture parameter that is assumed
to decay fast enough, for instance,
∑
p≥2 2
pγ2p <∞, such that the infinite sum in (1) converges a.s. This
allows us to compute
EXN (σ
1)XN (σ
2) = Nξ(R(σ1, σ2)),
where
ξ(s) :=
∑
p≥2
γ2ps
p
and
R(σ1, σ2) :=
1
N
N∑
i=1
σ1i σ
2
i
is the overlap between any two spin configurations σ1 and σ2. An important case of ξ is the spherical
mixed even p-spin model, i.e., γp = 0 for all odd p ≥ 3. The spherical Sherrington-Kirkpatrick (SK)
model corresponds to ξ(s) = s2/2. In contrast, the Ising mixed p-spin model is defined essentially in the
same way only now the configuration space SN is replaced by ΣN = {−1,+1}N .
The aim of this article is to investigate the behavior of the ground state energy
LN := max
σ∈SN
HN (σ)
and the ground state
σ∗ := argmaxσ∈SNHN (σ)
in the thermodynamic limit N →∞. Our main results consist of three major parts. First, we establish
a variational formula for the limit of the scaled ground state energy. This limit should be seen as the
analogue of the Parisi formula (see (7) below) at zero temperature. As a consequence, we extend the
fundamental concepts of replica symmetry and replica symmetry breaking for the limiting free energy
to the ground state energy and we obtain explicit and simple expressions for this limit in the replica
symmetry, one level of replica symmetry breaking and full replica symmetry breaking phases. Second,
we prove disorder chaos for the ground state in any spherical mixed even p-spin models regardless of
the presence or absence of the external field. Third, we show that the variance of LN is sublinear
for any spherical mixed even p-spin models in the absence of external field, h = 0. This establishes
superconcentration of the ground state energy. In the case that the external field is present, h 6= 0, we
further obtain a central limit theorem for the ground state energy. These results will be discussed in
detail in the following three subsections.
2
1.1 The Parisi formula for the ground state energy
For any β > 0, define the free energy by
FN (β) =
1
N
logZN (β),
where ZN (β) is the partition function defined as
ZN (β) =
∫
SN
exp
(
βHN (σ)
)
mN (dσ) (2)
for mN the uniform probability measure on SN . Here, the parameter β is called the inverse temperature.
We say that the model is at positive temperature if β <∞ and is at zero temperature if β =∞. Set
ξβ = β
2ξ and hβ = βh.
Let M be the space of all distribution functions x on [0, 1] with x(qˆ) = 1 for some qˆ < 1. For any x ∈ M
and b ∈ R satisfying
b > max
{
1,
∫ 1
0
ξ′′β(s)x(s)ds
}
, (3)
define the Parisi functional by
Pβ(x, b) = 1
2
( h2β
b− dxβ(0)
+
∫ 1
0
ξ′′β(q)
b− dxβ(q)
dq + b− 1− log b−
∫ 1
0
qξ′′β(q)x(q)dq
)
, (4)
where dxβ(q) :=
∫ 1
q ξ
′′
β(s)x(s)ds. The famous Parisi formula for the limiting free energy of the spherical
mixed-p spin model says that
F (β) := lim
N→∞
EFN (β) = inf Pβ(x, b), (5)
where the infimum is over all pairs (x, b) that satisfy (3) and is uniquely achieved by some pair (xβ , bβ).
This formula was initially proved in the case of the mixed even p-spin models by Talagrand [29]. The
general situation was handled by Chen [9]. Throughout this paper, we call the probability measure µβ
induced by xβ the Parisi measure. In physics literature (see e.g. Mezard-Parisi-Virasoro [22]), the system
is called replica symmetric if µβ is a Dirac measure, k replica symmetry breaking if it is an atomic
measure with exactly k+1 atoms and full replica symmetry breaking otherwise. We refer the readers to
Talagrand [29] and Auffinger-Chen [3] for some examples of Parisi measures.
Alternatively, the Parisi formula admits a simpler expression, discovered by Crisanti-Sommers [14].
For any x ∈ M, set
xˆ(q) =
∫ 1
q
x(s)ds, ∀q ∈ [0, 1].
Define the Crisanti-Sommers functional by
Qβ(x) = 1
2
(∫ 1
0
(ξ′β(q) + h
2
β)x(q)dq +
∫ qˆ
0
dq
xˆ(q)
+ log(1− qˆ)
)
, (6)
where qˆ ∈ [0, 1) satisfies x(qˆ) = 1. Note that this functional is well-defined as Qβ(x) is independent of
the choice of qˆ. The Parisi formula can also be written as
F (β) = inf
x∈M
Qβ(x). (7)
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Here the minimizer is uniquely attained by the minimizer xβ of (5) (see [29]).
It is well-known that the limiting ground state energy exists and can be computed through the limiting
free energy (see Lemma 6 below), as
GS := lim
N→∞
LN
N
= lim
β→∞
F (β)
β
, (8)
where the first limit above exists in L1 and a.s. However, it is far from clear that one can obtain a
meaningful expression for the limit on the right-hand side of (8) from the intricate variational problems
(5) and (7). This is the content of our first main result. We obtain an analogue of the Parisi formula for
the limiting ground state energy via the Crisanti-Sommers representation (7). It is described as follows.
Denote by N the collection of all nonnegative nondecreasing and right-continuous functions on [0, 1).
Let
K :=
{
(L,α) ∈ (0,∞)×N : L >
∫ 1
0
α(s)ds
}
. (9)
For any (L,α) ∈ K, define
Q(L,α) := 1
2
(
(ξ′(1) + h2)L−
∫ 1
0
ξ′′(q)
(∫ q
0
α(s)ds
)
dq +
∫ 1
0
dq
L− ∫ q0 α(s)ds
)
.
Note that Q defines a strictly convex functional on the convex space K, but K is not compact. Below is
our main result.
Theorem 1 (Parisi formula for the ground state energy). We have that
GS = min
(L,α)∈K
Q(L,α), (10)
where the minimizer is unique and is given by the pair (L0, α0) ∈ K for
L0 := lim
β→∞
∫ 1
0
βxβ(s)ds,
α0 := lim
β→∞
βxβ vaguely on [0, 1).
(11)
Here the existence of the last two limits is part of the main result.
Remark 1. The vague convergence of (βxβ)β>0 on [0, 1) in (11) means that limβ→∞ βxβ(s) = α0(s) at
all points of continuity of α0 on [0, 1). It is equivalent to the statement that
lim
β→∞
∫ 1
0
f(s)d(βxβ) =
∫ 1
0
f(s)dα0
for all continuous functions f on [0, 1) with compact support. Likewise, for any nonnegative sequence
(βn)n≥1 with limn→∞ βn = ∞, we define the vague convergence of (βnxβn)n≥1 on [0, 1) in the same
fashion.
Remark 2. Recall that GS depends on the mixture parameter (γp)p≥2 and the external field h. In [13],
it was known that from the Parisi formula (10), GS is partially differentiable in each γp and h,
∂hGS = hL0,
∂γpGS = pγp
(
L0 −
∫ 1
0
α0(s)ds+
∫ 1
0
α0(s)s
p−1ds
)
.
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As a consequence, the magnetization and the pure p-spin Hamiltonians of the ground state σ∗ converge,
P
(∣∣∣∑Ni=1 σ∗i
N
− ∂hGS
∣∣∣ ≥ ε) ≤ Ke−N/K ,
P
(∣∣∣HN,p(σ∗)
N
− ∂γpGS
∣∣∣ ≥ ε) ≤ Ke−N/K
for all N ≥ 1, where K is a positive constant independent of N. Note that the first inequality was
established in [13]. One may adapt exactly the same argument to derive the second one.
Theorem 1 suggests one way of constructing the minimizer of (10), but it remains very difficult to
compute (L0, α0) as one needs the precise expression of the Parisi measures at any positive temperature.
Using the strict convexity of Q, we establish a direct characterization for the minimizer of (10) that
avoids taking β →∞.
Theorem 2. Let (L,α) ∈ K. Define
g(u) =
∫ 1
u
g¯(s)ds, ∀u ∈ [0, 1], (12)
where
g¯(s) := ξ′(s) + h2 −
∫ s
0
dq(
L− ∫ q0 α(r)dr)2 , ∀s ∈ [0, 1]. (13)
Then (L,α) is the minimizer of (10) if and only if the following equation holds,
ξ′(1) + h2 =
∫ 1
0
dq(
L− ∫ q0 α(r)dr)2 (14)
and the function g satisfies minu∈[0,1] g(u) ≥ 0 and ν(S) = ν([0, 1)), where ν is the measure induced by
α, i.e., ν([0, s]) = α(s) for all s ∈ [0, 1) and
S := {u ∈ [0, 1) : g(u) = 0}.
Remark 3. Our approach of Theorems 1 and 2 adapts the Crisanti-Sommers expression (7). Following a
similar argument presented in this paper, the results analogous to Theorems 1 and 2 might be obtained by
utilizing the Parisi formula (5). Nonetheless, the corresponding variational representation for the maximal
energy will involve an additional variable b similar to the one appearing in the functional Pβ(x, b).
Theorem 2 allows us to extend the regions of replica symmetry and replica symmetric breaking for
Parisi measures at positive temperature to zero temperature. Let (L0, α0) be the minimizer of (10)
and ν0 be the measure induced by α0. Analogous to Parisi’s formulation, we say that the model at
zero temperature is replica symmetric if ν0 = 0, k levels of replica symmetry breaking if ν0 is an atomic
measure with k atoms and full replica symmetry breaking otherwise. The proposition below characterizes
the region of replica symmetric minimizers.
Proposition 1. The model is replica symmetric at zero temperature if and only if
ξ′(1) + h2 ≥ ξ′′(1). (15)
In this case, the minimizer (L0, α0) of (10) is given by L0 = (ξ
′(1) + h2)−1/2 and α0 = 0. Furthermore,
GS = (ξ′(1) + h2)1/2. (16)
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The assumption ξ′(1) + h2 ≥ ξ′′(1) in Proposition 1 is equivalent to
h2 ≥
∑
p≥3
(p2 − 2p)γ2p .
The equality here plays the role of the famous de Almeida-Thouless line [17] at zero temperature. If (15)
is violated and ξ′′(s)−1/2 is concave on (0, 1], we further obtain:
Proposition 2. If ξ′(1) + h2 < ξ′′(1) and ξ′′(s)−1/2 is concave on (0, 1], then the model is full replica
symmetry breaking at zero temperature. In this case, the minimizer (L0, α0) of (10) is given by L0 =
ξ′′(q0)
−1/2 and
α0(s) =
{
0, if q ∈ [0, q0),
ξ′′′(s)
2ξ′′(s)3/2
, if q ∈ [q0, 1)
and the ground state energy is equal to
GS = q0ξ
′′(q0)
1/2 +
∫ 1
q0
ξ′′(q)1/2dq, (17)
where the quantity q0 ∈ [0, 1] is the unique solution to
ξ′(q0) + h
2 = q0ξ
′′(q0). (18)
Consider the spherical pure p-spin model for p ≥ 3 in the absence of external field, i.e., ξ(s) = sp/p
and h = 0. It is easy to see that (15) does not hold and ξ′′(s)−1/2 is convex on (0, 1]. In this case, we
show that the model is 1-replica symmetry breaking.
Proposition 3. Assume that ξ(s) = sp/p for p ≥ 3 and h = 0. Then the model is 1-replica symmetry
breaking at zero temperature. Here the minimizer (L0, α0) of (10) is given by L0 = (zδ)
1/2 + (z−1δ)1/2
and α0 = (zδ)
1/2 for δ := z(1 + z)−1 and
GS =
1√
z + 1
(
1 +
z
p
)
, (19)
where z > 0 is the unique solution to
1
p
=
1 + z
z2
log(1 + z)− 1
z
. (20)
A word of comment is needed here. The ground state energy for the spherical pure p-spin model
without external field was previously studied in Auffinger-Ben Arous-Cˇerny´ [1] through the complexity of
the local minima of the Hamiltonian. Equation (19) matches (with different normalization) the constant
E0(p) defined in [1, Theorem 2.12]. When p ≥ 7, the correct order of the fluctuation of the ground
state energy was obtained in Subag-Zeitouni [28]. One of the crucial ingredients in their work is the
concentration of the number of critical points of HN that was conjectured in Auffinger-Ben Arous [2]
and verified in Subag [27]. When combined with the results of [1], Proposition 2 implies that such
concentration phenomenon does not hold for all spherical mixed p-spin models. More precisely, for any
u ∈ R, define the (random) number CrtN,0(u) of local minima of the function HN below the level Nu as
CrtN,0(u) =
∑
σ:∇HN (σ)=0
1
{
HN (σ) ≤ Nu
}
1
{
i
(∇2HN (σ)) = 0}.
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Here ∇, ∇2 are the gradient and the Hessian restricted to SN , and i(∇2HN (σ)) is the number of negative
eigenvalues of the Hessian ∇2HN , called the index of the Hessian at σ. In [1, 2], the following limit was
established for any spherical mixed p-spin model:
lim
N→∞
1
N
logECrtN,0(u) = Θ0(u),
where Θ0(u), called the complexity of local minima, is an increasing function defined on an interval of
the form (−∞,−E∞) for some E∞ > 0. This function has a unique zero denoted by −E0 and it only
depends on the model through the values of ξ(1), ξ′(1) and ξ′′(1). It was observed in [2] that if for some
ǫ > 0 and u ∈ (−E0,−E0 + ǫ),
lim
N→∞
CrtN,0(u)
ECrtN,0(u)
= 1 a.s., (21)
then E0 = GS. Proposition 2 now implies that (21) does not hold if ξ
′(1) < ξ′′(1) and ξ′′(s)−1/2 is concave
on (0, 1], since the ground state energy is equal to
GS =
∫ 1
0
ξ′′(q)1/2dq
and this quantity is not always determined by just ξ(1), ξ′(1) and ξ′′(1). This conclusion illustrates that
the complexity of certain spherical mixed p-spin models does not concentrate. It contrasts to the common
assumption of self-averaging in several physics papers, see e.g. Crisanti-Leuzzi-Rizzo [15], Crisanti-Leuzzi
[16] and Kurchan-Parisi-Virasoro[19].
Open Problem. The proof of Theorem 1 relies heavily on the Parisi formula at positive temperature
established in [9, 29]. It would be of great interest to see whether the methodologies of [9, 29] can be
used to give a direct proof of Theorem 1.
1.2 Chaos in disorder for the ground state
Chaos in disorder is concerned with the phenomenon that in some spin glass models, a small perturbation
to the disorder will result in a drastic change to the overall energy landscape. Over the past decades,
this subject has received a lot of attention in physics community, see Bray-Moore [5], Fisher-Huse [18],
Krz¸aka la-Bouchaud [20] for physics literature and Rizzo [24] for an up-to-date survey. Recently, several
mathematical results on chaos in disorder for the overlap at positive temperature are also made available:
Chatterjee [7] obtained disorder chaos for the Ising mixed even p-spin models without external field and
Chen [8] carried out the situation when the external field is present and extended the results to some
Ising mixed p-spin models allowing odd p-spin interactions, see [10]. More recently, chaos in disorder is
also obtained in the spherical mixed even p-spin model by Chen-Hsieh-Hwang-Sheu [11].
Our result here establishes chaos in disorder for the ground state overlap at zero temperature. Assume
that the Gaussian part XN of the Hamiltonian HN is even, i.e., γp = 0 for all odd p ≥ 3. Similar to the
formulation of the research works mentioned above, we consider two i.i.d. copies X1N and X
2
N of XN . Set
two spherical mixed even p-spin Hamiltonians,
H1N,t(σ) =
√
tXN (σ) +
√
1− tX1N (σ) + h
N∑
i=1
σi,
H2N,t(τ) =
√
tXN (τ) +
√
1− tX2N (τ) + h
N∑
i=1
τi,
(22)
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where t ∈ [0, 1] is called the coupling parameter. In other words, the two systems differ by the independent
Gaussian Hamiltonians X1N and X
2
N . Let σ
∗
t and τ
∗
t be the ground states of H
1
N,t(σ) and H
2
N,t(τ) over
SN , respectively, i.e.,
σ∗t = argmaxσ∈SNH
1
N (σ) and τ
∗
t = argmaxτ∈SNH
2
N (τ). (23)
Note that XN ,X
1
N,t,X
2
N,t are linear combinations of independent even p-spin interactions. If h = 0, then
each HjN,t for j = 1, 2 has two optimizers and they are different by a minus sign, while for h 6= 0, each
HjN,t has a unique maximizer. If t = 1, then the two systems are identically the same and the overlap
has the relation that |R(σ∗t , τ∗t )| = 1 if h = 0 and R(σ∗t , τ∗t ) = 1 if h 6= 0.
If now the two systems are decoupled, 0 < t < 1, we show that this behavior will change drastically
in such a way that the ground state overlap R(σ∗t , τ
∗
t ) is essentially concentrated around zero if the
external field is absent. In the presence of external field, we prove that this overlap is concentrated near
a constant ut ∈ (0, q0) for some q0 ∈ [0, 1]. More precisely, let (L0, α0) be the minimizer of (10). Define
q0 = min suppα0 if suppα0 6= ∅ and q0 = 1 if suppα0 = ∅. Our main result is stated in the following
theorem.
Theorem 3 (Chaos in disorder for ground states). Consider the spherical mixed even p-spin coupled
Hamiltonian (22). For any 0 < t < 1, there exists some ut ∈ [0, 1) such that for any ε ∈ (0, 1),
lim
N→∞
P(|R(σ∗t , τ∗t )− ut| ≥ ε) = 0,
where ut satisfies the equation
L20
(
tξ′(ut) + h
2
)
= ut
and it has the property that ut = 0 if h = 0 and ut ∈ (0, q0) if h 6= 0.
The above theorem says that the ground state overlap R(σ∗t , τ
∗
t ) is nearly a constant value ut, or
equivalently, the distance between the ground states σ∗t and τ
∗
t is around
√
2(1 − ut) under the normalized
Euclidean distance. In the absence of external field, this distance is essentially
√
2, while if the external
field is present, it is at least
√
2(1− q0), where this lower bound is positive for some examples of the
spherical mixed p-spin models as illustrated by Proposition 2. In contrast to the situation that σ∗t = τ
∗
t
when t = 1, these illustrate that, as long as the two systems are decoupled, t ∈ (0, 1), we immediately
witness the strict separation of the ground states by a positive distance independent of the choice of
0 < t < 1. This confirms the chaotic nature of the spherical mixed even p-spin model under perturbations
of the disorder. We remark that in the special case of the spherical SK model with no external field, the
maximizers σ∗t and τ
∗
t actually correspond to the first eigenvectors of two correlated N×N GOE matrices
in distribution, in which case an upper bound for the second moment of the ground state overlap that
deduces chaos in disorder was obtained by Chatterjee [7].
1.3 Fluctuation of the ground state energy
Finally we discuss the fluctuation of the ground state energy in the spherical mixed p-spin models. In
the case of the spherical SK model without external field, i.e., ξ(s) = s2/2 and h = 0, the ground
state energy has a simple alternative description, LN/N = λmax/2 in distribution, where λmax is the
maximum eigenvalue of an N ×N GOE matrix. The classical result in random matrix theory says that
the normalized LN converges weakly to the GOE Tracy-Widom Law. Recently, for the spherical pure
p-spin model with p ≥ 7 and h = 0, Subag and Zeitouni [28] showed that the centered LN converges
to a Gumbel distribution. However, beyond these cases, the result on the fluctuation of the ground
state energy for the general spherical mixed p-spin model is relatively scarce. Our first main result here
says that for any spherical mixed even p-spin model with no external field, the ground state energy LN
superconcentrates, which means that the variance of LN is of a smaller order than the one obtained
through the Poincare´ inequality, Var(LN ) = O(N).
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Theorem 4 (Superconcentration). For any mixed even p-spin model, if there is no external field, then
lim
N→∞
1
N
Var(LN ) = 0. (24)
The limit (24) means that the variance of LN is of a sublinear order. It would be particularly
interesting to derive a tight upper bound for Var(LN ). The result along this direction was previously
studied in the case of the Ising mixed p-spin model by Chatterjee [7], where he showed that Var(LN ) =
O(N3/4(logN)1/4) for certain choice of the mixture parameter (γp) in the absence of external field.
Probably the same approach would work in the spherical model too. We do not pursue this direction
here.
In recent years, there have been some progress in understanding the fluctuation properties of the free
energy. Chatterjee [7] showed that the free energy of the Ising SK model without external field super-
concentrates at any positive temperature and his techniques can be applied to show superconcentration
in a more general class of Ising mixed p-spin models without external field. For the spherical SK model
without external field, Baik and Lee [4] computed the correct order of the fluctuation of the free energy.
In particular, they showed that the variance of the free energy at low temperature is of order N2/3.
This behavior changes dramatically in the presence of external field. In fact, it was showed in a very
recent paper [12] of Chen-Dey-Panchenko that the true order of the fluctuation for the free energy at any
positive temperature in both Ising and spherical mixed p-spin models with external field matches with
that suggested by the Poincare´ inequality. Furthermore, in the case of the mixed even p-spin models,
they proved that the normalized fluctuation obeys a central limit theorem. Our second result below
establishes an analogue of such limit theorem for the ground state energy.
Theorem 5 (Central limit theorem). Consider the spherical mixed even p-spin model in the presence of
external field. Recalling the quantity ut from Proposition 7, define
χ =
∫ 1
0
ξ(ut)dt > 0.
Then we have
lim
N→∞
dTV
(LN − ELN√
χN
, g
)
= 0,
where for any two random variables X and Y,
dTV(X,Y ) := sup
A
∣∣P(X ∈ A)− P(Y ∈ A)∣∣
is the total variation distance between X,Y and g is a standard Gaussian random variable.
The assumption that the spherical model is even in Theorems 3, 4 and 5 is for technical purposes. It
would be of great interest to extend these results to more general spherical mixed p-spin models.
1.4 Structure of the paper
Section 2 will establish the Parisi formula for the ground state energy utilizing the inverse temperature
limit of the Crisanti-Sommers functional Qβ(xβ). From this, we derive the characterization of the min-
imizer of Q followed by the verifications of Propositions 1, 2 and 3. In Section 3, we will introduce a
two-dimensional Guerra-Talagrand replica symmetry breaking bound for the free energy of the coupled
Hamiltonian H1N,t(σ) +H
2
N,t(τ) with overlap constraint. This inequality is a two-dimensional generaliza-
tion of Pβ and was previously derived in Chen-Hsieh-Hwang-Sheu [11] to investigate chaos in disorder
at any positive temperature. From this bound, we adapt the Parisi functional Pβ to control the ground
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state energy of H1N,t(σ) + H
2
N,t(τ) over all possible values of the overlaps and deduce disorder chaos in
Theorem 3. In Section 4, we prove the superconcentration in Theorem 4 by means of Chatterjee’s integral
representation for the variance of the ground state energy, see [7]. In addition, we prove the central limit
theorem in Theorem 5 via Stein’s method. At the end of this paper, we gather a few technical lem-
mas in the appendix. They will be devoted to studying some regularity properties of the Hamiltonians
HN ,H
1
N,t,H
2
N,t in order to justify the validity of our control of the ground state energy through the free
energy at any positive temperature.
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this research work. Special thanks are due to Antonio Auffinger for illustrating the absence of concentra-
tion of CrtN,0 from Proposition 2 to us and several helpful comments. Both authors are indebted to an
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by NSF grant DMS-1513605 and Hong Kong Research Grants Council GRF-14302515.
2 Proof of the Parisi formula at zero temperature
This section is devoted to establishing the main results in Subsection 1.1. The approach of Theorem 1 is
based on a subtle control of the scaled Crisanti-Sommers functional, β−1Qβ(xβ), as the inverse temper-
ature tends to infinity. The difficulties we will encounter are mainly due to the fact that we generally do
not know the analytic behavior of xβ(s) when s is very close to 1 and β is sufficiently large. This makes
it very hard to handle the limits of the integrals in β−1Qβ(xβ) directly. In order to obtain a meaningful
limit, we shall construct a subsequence of (βxβ) that converges vaguely on [0, 1) in the sense of Remark 1.
The novelty of our approach is to rewrite the integrals therein in an elementary way (see the expression
(38)). In the limit, this allows us to avoid dealing with the singularity at 1 by introducing a new variable
L in Q and leads to the desired representation. The same idea will be employed repeatedly throughout
the rest of the paper.
In Subsection 2.1, we establish some key lemmas that help to control the behavior of (βxβ). They
will play an essential role later in the proof of disorder chaos. In Subsection 2.2, we establish the proof
of Theorems 1 and 2. The establishment of Propositions 1, 2, and 3 will be presented in Subsection 2.3.
2.1 Some auxiliary lemmas
Recall the optimizer (xβ, bβ) from (5). Let qβ be the smallest value of q such that xβ(q) = 1. The first
step of our approach is to construct a subsequence of (βxβ) that has a weak limit. We begin with two
technical lemmas that control the function βxβ and some of its integrals.
Lemma 1. There exists a constant Cξ depending only on ξ such that for any β > 0,
βxβ(q) ≤ Cξ
ξ(1)− ξ(q) , ∀q ∈ [0, 1). (25)
Proof. Note that for any N ≥ 1,
E max
σ∈SN
XN (σ)
N
≤ Cξ. (26)
Here the constant Cξ > 0 depends only on ξ and this inequality is obtained by using the Dudley entropy
integral (see e.g. [30, Equation (1.5)]). For the detailed derivation, see Remark 7 in the appendix. From
Gaussian integration by parts, one has the following identity,
β
(
ξ(1) − E〈ξ(R(σ1, σ2)〉β
)
= E
〈XN (σ)
N
〉
β
, (27)
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where 〈·〉β is the Gibbs average with respect to the Gibbs measure GN,β(σ) defined by
GN,β(σ) =
exp βHN (σ)
ZN (β)
.
It is well-known (see [29]) that the Parisi formula is differentiable in β, which yields
lim
N→∞
E〈ξ(R(σ1, σ2))〉β =
∫ 1
0
ξ(s)xβ(ds).
Using this equation together with (26) and (27) leads to
β
(
ξ(1) −
∫ 1
0
ξ(s)xβ(ds)
)
≤ Cξ,
where this inequality used the trivial bound 〈XN (σ)〉β ≤ maxσ∈SN XN (σ). Finally, applying integration
by part to this equation gives∫ 1
0
ξ′(s)βxβ(s)ds = β
(
ξ(1) −
∫ 1
0
ξ(s)xβ(ds)
)
≤ Cξ. (28)
Now, since clearly ∫ 1
q
ξ′(s)βxβ(s)ds ≥ βxβ(q)(ξ(1) − ξ(q)), ∀q ∈ [0, 1],
the inequality (25) follows by (28).
Lemma 2. There exists a constant C ′ξ > 0 depending only on ξ such that
lim sup
β→∞
β(1− qβ) ≤ C ′ξ (29)
and for any β > 0, ∫ 1
0
βxβ(s)ds ≤ C ′ξ,∫ 1
0
ξ′′(s)βxβ(s)ds ≤ C ′ξ,∫ 1
0
sξ′′(s)βxβ(s)ds ≤ C ′ξ,
(30)
Proof. Applying q = qβ to (25) gives
β = βxβ(qβ) ≤
Cξ
ξ(1)− ξ(qβ) . (31)
Since the left-hand side tends to infinity as β → ∞, this inequality forces limβ→∞ qβ = 1. On the other
hand, from (31), the mean value theorem and noting that ξ is nondecreasing,
βξ′(qβ)(1 − qβ) ≤ β(ξ(1) − ξ(qβ)) ≤ Cξ.
Consequently,
lim sup
β→∞
β(1− qβ) ≤
Cξ
ξ′(1)
.
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Next, using (25) and (28) gives
∫ 1
0
βxβ(s)ds =
∫ 1/2
0
βxβ(s)ds+
∫ 1
1/2
βxβ(s)ds
≤
∫ 1/2
0
Cξ
ξ(1) − ξ(q)dq +
∫ 1
1/2
ξ′(s)
ξ′(1/2)
βxβ(s)ds
≤ Cξ
ξ(1) − ξ(1/2) +
Cξ
ξ′(1/2)
=: C.
Note that since ξ is nondecreasing, ∫ 1
0
ξ′′(s)βxβ(s)ds ≤ ξ′′(1)C,∫ 1
0
sξ′′(s)βxβ(s)ds ≤ ξ′′(1)C.
Letting C ′ξ := max(Cξ/ξ
′(1), C, ξ′′(1)C), the above four inequalities give (29) and the three inequalities
in (30).
From (25), we may use the Helly selection theorem combined with a diagonalization process to
conclude that there exists a nonnegative and nondecreasing sequence (βn)n≥1 with limn→∞ βn =∞ such
that (βnxβn)n≥1 converges vaguely on [0, 1) (in the sense of Remark 1). Furthermore, from (29) and (30),
we can pass to a subsequence (βnk)k≥1 of (βn)n≥1 (two times if necessary) such that along this common
subsequence, the following limits exist,
lim
k→∞
βnkxnk ∈ N vaguely on [0, 1),
lim
k→∞
βnk(1− qβnk ),
lim
k→∞
∫ 1
0
βnkxβnk (s)ds,
where the space N is defined right before (9). To lighten the notation, we shall assume, without loss of
generality, that all these convergences hold for the sequence (βn)n≥1. Denote
α0 := lim
n→∞
βnxβn ∈ N vaguely on [0, 1),
δ0 := lim
n→∞
βn(1− qβn),
L0 := lim
n→∞
∫ 1
0
βnxβn(s)ds.
(32)
Note that δ0, L0 ≤ C ′ξ by Lemma 2.
The following lemma gathers some crucial properties of the quantities qβ and bβ. They are deduced
using the minimality of (xβ , bβ) of the Parisi functional Pβ in (5). Recall that µβ denotes the probability
measure induced by xβ.
Lemma 3. For any q in the support of µβ, we have that
q =
h2β
(bβ − dxββ (0))2
+
∫ q
0
ξ′′β(s)
(bβ − dxββ (s))2
ds (33)
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and
bβ − dxββ (q) =
1∫ 1
q xβ(s)ds
. (34)
Proof. Let x ∈ M. Denote xθ = (1 − θ)x+ θxβ for θ ∈ [0, 1]. Plugging xθ into Pβ(·, bβ) and computing
the derivative with respect to θ, the minimality of xβ and Fubini’s theorem together yields
∂θPβ(xθ, bβ)
∣∣
θ=0
=
1
2
∫ 1
0
Γ(q)ξ′′β(q)(x(q)− xβ(q))dq ≥ 0, (35)
where
Γ(q) :=
h2β(
bβ − dxββ (0)
)2 +
∫ q
0
ξ′′β(s)ds(
bβ − dxββ (s)
)2 − q
Let µ be the probability measure induced by x. Writing x(q)−xβ(q) =
∫ q
0 d(µ−µβ)(r) and using Fubini’s
theorem again, (35) can be translated into∫ 1
0
∫ 1
r
Γ(q)ξ′′β(q)dqd(µ − µβ)(r) ≥ 0
and thus, ∫ 1
0
Γ¯(r)dµ(r) ≥
∫ 1
0
Γ¯(r)dµβ(r)
for Γ¯(r) :=
∫ 1
r Γ(q)ξ
′′
β(q)dq. Since the last inequality holds for all x, this is equivalent to say that
Γ¯(s) ≥
∫ 1
0
Γ¯(r)dµβ(r)
for all s ∈ [0, 1] and the equality holds for every point in supp(µβ). Note that supp(µβ) ⊂ [0, 1). If
s ∈ supp(µβ) ∩ (0, 1), we have
d
ds
Γ¯(s) = −Γ(s)ξ′′β(s) = 0
and then Γ(s) = 0 since ξ′′β > 0 on (0, 1). If s = 0 ∈ supp(µβ), the mean value theorem implies that for
any η ∈ (0, 1),
−Γ(η′)ξ′′β(η′) = Γ¯(η)− Γ¯(0) ≥ 0
for some η′ ∈ (0, η), which leads to Γ(0) ≤ 0. This could be true only if hβ = 0, in which case evidently
Γ(0) = 0. These lead to (33).
As for (34), for k ≥ 1, denote by Mk the space of all step functions x ∈ M with at most k jumps
and by M′k the space of all (x, b) with x ∈ Mk and b ∈ R satisfying
b >
∫ 1
0
ξ′′β(s)βx(s)ds.
Let (xk, bk) be the minimizer of Pβ restricted toM′k. From [29, Section 4], it is understood that xk is also
the minimizer of Qβ restricted to Mk. Furthermore, according to [29, Equation (4.11)], (xk, bk) satisfies
the following equation,
bk − dxkβ (q) =
1∫ 1
q xk(s)ds
(36)
for all q in the support of the probability measure µk induced by xk. By the uniqueness of the minimizer
(xβ, bβ) of Pβ, we may pass to a subsequence of (xk, bk) such that its limit equals (xβ, bβ). Thus, (34)
follows from (36).
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The above proof is the only place where we need the Parisi formula (5) in this section. It will be
heavily used again when we establish disorder chaos in Section 3.
Letting q = qβ, the equation (34) reads
bβ = ξ
′
β(1) − ξ′β(qβ) +
1
1− qβ . (37)
Lemma 3 allows us to prove some key properties of δ0, L0, α0.
Lemma 4. 0 < δ0 <∞ and (L0, α0) ∈ K.
Proof. The finiteness of δ0 has been verified by (29). To show δ0 > 0, we argue by contradiction. Assume
on the contrary δ0 = 0. From (37),
lim
n→∞
bβn
βn
= ξ′′(1)δ0 +
1
δ0
=∞.
On the other hand, from the second inequality of (30), β−1n d
xβn
βn
(q) ≤ C ′ξ for any q ∈ [0, 1]. This and the
above display together imply that
1
β−1n
(
bβn − dxβnβn (q)
)
is uniformly bounded on [0, 1] for n sufficiently large and it converges to zero uniformly on [0, 1]. As a
result, from (33) with q = qβn , we reach a contradiction,
0 = lim
n→∞
( h2
β−2n (bβn − dxβnβn (0))2
+
∫ qβn
0
ξ′′(s)
β−2n (bβn − dxβnβn (s))2
ds
)
= lim
n→∞
qβn = 1.
This completes the proof for δ0 > 0.
To check (L0, α0) ∈ K, note that from the proof of Lemma 2, limn→∞ qβn = 1. Therefore, for any
fixed q ∈ (0, 1), ∫ 1
0
βnxβn(s)ds =
∫ q
0
βnxβn(s)ds+
∫ 1
q
βnxβn(s)ds
≥
∫ q
0
βnxβn(s)ds+ βn(1− qβn)
for sufficiently large n. Using (25) and the dominated convergence theorem gives
L0 ≥
∫ q
0
α0(s)ds + δ0.
Since this holds for all q ∈ (0, 1), sending q → 1 leads to
L0 ≥
∫ 1
0
α0(s)ds+ δ0
Thus, (L0, α0) ∈ K because δ0 > 0.
Recall the Crisanti-Sommers functional Qβ from (6),
Qβ(x) = 1
2
(∫ 1
0
(ξ′β(q) + h
2
β)x(q)dq +
∫ qˆ
0
dq
xˆ(q)
+ log(1− qˆ)
)
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for x ∈ M, where xˆ(q) = ∫ 1q x(s)ds and qˆ < 1 satisfies x(qˆ) = 1. Define
xˇ(q) =
∫ q
0
x(s)ds.
Using integration by part for the first integral of Qβ and adapting the notation xˇ, we can express
Qβ(x) = 1
2
(
(ξ′β(1) + h
2
β)xˇ(1)−
∫ 1
0
ξ′′β(s)xˇ(q)dq +
∫ qˆ
0
dq
xˇ(1)− xˇ(q) + log(1− qˆ)
)
. (38)
Lemma 5. Let (yβ) ⊂M such that (βyβ) converges vaguely to some α on [0, 1) and
L := lim
β→∞
∫ 1
0
βyβ(s)ds <∞. (39)
Assume that there exists vβ ∈ [0, 1) with yβ(vβ) = 1 for all β > 0 such that
δ := lim
β→∞
β(1 − vβ) ∈ (0,∞). (40)
Then
lim
β→∞
Qβ(yβ)
β
= Q(L,α) = 1
2
(
(ξ′(1) + h2)L−
∫ 1
0
ξ′′(q)
(∫ q
0
α(s)ds
)
dq +
∫ 1
0
dq
L− ∫ q0 α(s)ds
)
.
Proof. Since
βyˇβ(q) ≤
∫ 1
0
βyβ(q)dq, (41)
the assumption (39) and the bounded convergence theorem imply that∫ q
0
α(s)ds ≤ L, ∀q ∈ [0, 1) (42)
and
lim
β→∞
1
β
∫ 1
0
ξ′′β(q)yˇβ(q)dq =
∫ 1
0
ξ′′(q)
(∫ q
0
α(s)ds
)
dq. (43)
On the other hand, since
inf
q∈[0,vβ ]
β(yˇβ(1)− yˇβ(q)) ≥ β(yˇβ(1) − yˇβ(vβ)) = β(1− vβ), (44)
the condition (40) leads to L − ∫ q0 α(s)ds ≥ δ for all q ∈ [0, 1). Using this inequality, (40) and (44), it
follows that ∣∣∣∫ vβ
0
( 1
β(yˇβ(1) − yˇβ(q)) −
1
L− ∫ q0 α(s)ds
)
dq
∣∣∣
≤ 1
δβ(1 − vβ)
∫ 1
0
(
|βyˇβ(1) − L|+ 1[0,vβ ](q)
∣∣∣∫ q
0
βyβ(s)ds −
∫ q
0
α(s)ds
∣∣∣)dq → 0,
where the last limit used (41), (42) and the bounded convergence theorem. Thus,
lim
β→∞
∫ vβ
0
1
yˇβ(1) − yˇβ(q)dq =
∫ 1
0
1
L− ∫ q0 α(s)dsdq. (45)
Finally, note that from (40),
log(1− vβ)
β
=
log β(1 − vβ)
β
− log β
β
→ 0.
From (38), this combined with (43) and (45) leads to the announced result.
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2.2 Proof of Theorems 1 and 2
We start with a lemma, which states that one can compute the ground state energy through the free
energy by sending β to infinity.
Lemma 6. We have that
GS = lim
β→∞
F (β)
β
.
It is easy to see that the same result is also valid in the Ising mixed p-spin models, see [23, Section
1.1]. In the spherical models, the corresponding proof requires a covering procedure for the sphere via
the Dudley entropy integral [30, Equation (1.5)]. As this part of the argument is quite standard (see the
proof of Lemma 8), we will omit the proof.
Proof of Theorem 1. Consider (L,α) ∈ K. Denote δ = L − ∫ 10 α(s)ds > 0 and take vβ = 1 − δ/β.
Consider yβ ∈ M defined by yβ(s) = 1 on [vβ, 1] and yβ(s) = min(α(s)/β, 1) on [0, vβ). It is easy to see
that limβ→∞ β(1− vβ) = δ and that (βyβ) converges vaguely to α on [0, 1) with∫ 1
0
βyβ(s)ds = β(1− vβ) +
∫ vβ
0
min(α(s), β)ds → δ +
∫ 1
0
α(s)ds = L.
Therefore, from Lemmas 5, 6 and the Crisanti-Sommers formula (7),
GS ≤ lim
β→∞
Qβ(yβ)
β
= Q(L,α).
Since this is true for any α and L >
∫ 1
0 α(s)ds, we get that
GS ≤ inf
(L,α)∈K
Q(L,α). (46)
Next, we establish the lower inequality for GS. Recall α0 and L0 from (32). Note that (L0, α0) ∈ K
by Lemma 4. From (30),
βnxˇβn(q) ≤ C ′ξ, ∀n ≥ 1, q ∈ [0, 1]
and from (25), the weak convergence of (βnxβn)n≥1 and the definition of L0 imply
lim
n→∞
βnxˇβn(q) =
∫ q
0
α0(s)ds, q ∈ [0, 1),
lim
n→∞
βnxˇβn(1) = L0.
In addition, from Lemma 4,
lim
n→∞
log(1− qβn)
βn
= lim
n→∞
( log(βn(1− qβn))
βn
− log βn
βn
)
= 0.
From these and the expression of Qβ in (38), applying the Fatou lemma and the bounded convergence
theorem implies
GS = lim
n→∞
Qβ(xβn)
βn
≥ 1
2
(
(ξ′(1) + h2) lim
n→∞
βnxˇβn(1)−
∫ 1
0
ξ′′(s) lim
n→∞
βnxˇβn(q)dq
+
∫ 1
0
lim
n→∞
1[0,qβ](q)dq
βn
(
xˇβn(1)− xˇβn(q)
) + lim
n→∞
log(1− qβn)
βn
)
= Q(L0, α0),
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which implies
GS ≥ inf
(L,α)∈K
Q(L,α).
This together with (46) gives (10) and implies that (L0, α0) is a minimizer of Q. Noting that Q is strictly
convex on the convex space K, the uniqueness of this minimizer follows.
Finally, we prove (11). To see this, observe that if (β′n)n≥1 is any nonnegative sequence with
limn→∞ β
′
n =∞ such that the following limits exist,
α′0 := limn→∞
β′nxβ′n ∈ N vaguely,
δ′0 := limn→∞
β′n(1− qβ′n),
L′0 := limn→∞
∫ 1
0
β′nxβ′n(s)ds,
(47)
then the same procedure as the proof for the lower bound of GS leads to
(L′0, α
′
0) ∈ K and GS ≥ Q(L′0, α′0).
In other words, (L′0, α
′
0) is a minimizer of Q. Consequently, by the uniqueness of the minimizer,
(L′0, α
′
0) = (L0, α0). (48)
If now
∫ 1
0 βxβ(s)ds does not converge to L0 as β → ∞, then one can find a sequence (β′n)n≥1 (by using
Lemmas 1 and 2 as well as the argument after Lemma 2) such that the three limits (47) exist, but
L′0 6= L0. However, this contradicts (48). Similarly, if (βxβ)β>0 does not converge to α0 vaguely on [0, 1),
then from the equivalence of the weak convergence stated in Remark 1, we can again find a sequence
(β′n)n≥1 such that the three limits in (47) exist, but
lim
n→∞
∫ 1
0
f(s)d
(
β′nxβ′n
)
=
∫ 1
0
f(s)dα′0 6=
∫ 1
0
f(s)dα0
for some continuous function f on [0, 1) with compact support. This leads to a contradiction of (48)
again. As a summary, we show that (11) must hold and this ends our proof.
Remark 4. Recall that originally α0, δ0, L0 are defined along a common sequence (βn)n≥1. In the
above proof, we use the strict convexity of Q to show that α0 = limβ→∞ βxβ vaguely and L0 =
limβ→∞
∫ 1
0 βxβ(s)ds. Nonetheless, these convergences do not guarantee that limβ→∞ β(1 − qβ) exists
or it is equal to δ0.
Proof of Theorem 2. Let (L,α) and (L′, α′) be any two pairs in K. Denote by ν and ν ′ the measures
on [0, 1) induced by α and α′ respectively. Define Lθ = (1 − θ)L+ θL′ and αθ = (1 − θ)α + θα′ for any
θ ∈ [0, 1]. By the minimality of (L,α), we compute the right derivative of Q(Lθ, αθ) with respect to θ at
0,
∂θQ(Lθ, αθ)
∣∣∣
θ=0
=(L′ − L)
(
(ξ′(1) + h2)−
∫ 1
0
dq(
L− ∫ q0 α(r)dr)2
)
+
∫ 1
0
[( 1(
L− ∫ q0 α(r)dr)2 − ξ
′′(q)
) ∫ q
0
(α′(s)− α(s))ds
]
dq.
Suppose now (L,α) is the minimizer. Then
∂θQ(Lθ, αθ)
∣∣∣
θ=0
≥ 0.
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Since this true for any (L′, α′), the equation (14) follows and
∫ 1
0
[( 1(
L− ∫ q0 α(r)dr)2 − ξ
′′(q)
) ∫ q
0
(α′(s)− α(s))ds
]
dq ≥ 0.
Interchanging the integrals ds and dq, we obtain∫ 1
0
[∫ 1
s
( 1(
L− ∫ q0 α(r)dr)2 − ξ
′′(q)
)
dq
]
(α′(s)− α(s))ds ≥ 0.
Here, using (14),
∫ 1
s
( 1(
L− ∫ q0 α(r)dr)2 − ξ
′′(q)
)
dq = ξ′(s) + h2 −
∫ s
0
1(
L− ∫ q0 α(r)dr)2dq = g¯(s)
and thus, recalling g¯ from (13),
∫ 1
0
g¯(s)(α′(s)− α(s))ds ≥ 0.
Next writing α(s) =
∫ s
0 ν(du) and α
′(s) =
∫ s
0 ν
′(du) and interchanging the integrals du and ds, the last
inequality becomes
0 ≤
∫ 1
0
g¯(s)(α′(s)− α(s))ds
=
∫ 1
0
g¯(s)
(∫ s
0
(ν ′(du) − ν(du))
)
ds
=
∫ 1
0
(∫ 1
u
g¯(s)ds
)
(ν ′(du) − ν(du))
=
∫ 1
0
g(u)(ν ′(du)− ν(du)), (49)
where g is defined through (12). If we take ν ′ = ν + ν ′′ for any arbitrary finite measure ν ′′ on [0, 1), then
we obtain that 0 ≤ ∫ 10 g(u)ν ′′(du), which implies
min
u∈[0,1]
g(u) ≥ 0. (50)
On the other hand, if we let ν ′ be the measure defined by ν ′(A) = ν(A ∩ {u ∈ [0, 1) : g(u) ≤ 0}), then
(49) gives
0 ≥
∫
{u∈[0,1):g(u)>0}
g(u)ν(du),
which together with (50) means that g(u) = 0 for all u in the support of ν and thus ν(S) = ν([0, 1)).
Conversely, it is clear that if (14), (50) and ν(S) = ν([0, 1)) hold, then (49) is valid and thus, (L,α) is
the minimizer by uniqueness.
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2.3 Proof of Propositions 1, 2, and 3
We now use Theorems 1 and 2 to compute the ground state energy of the three cases of the mixed p-spin
models mentioned in Propositions 1, 2, and 3.
Proof of Proposition 1. Assume ξ′(1) + h2 ≥ ξ′′(1). Let L = (ξ′(1) + h2)−1/2 and α = 0. It can be
immediately seen that (14) is fulfilled by this pair (L,α). In addition,
g¯(s) = ξ′(s) + h2 − s(ξ′(1) + h2), g¯(1) = 0,
g¯′(s) = ξ′′(s)− (ξ′(1) + h2) ≤ 0.
This implies that g(u) > 0 for u ∈ (0, 1). Let ν be the measure induced by α. Since S = ∅ and
ν(S) = 0 = ν([0, 1)), we conclude that (L,α) is the minimizer of (10), which means that the model is
replica symmetric at zero temperature and (16) holds.
Conversely, let (L0, α0) be the minimizer of (10). Suppose that the model is replica symmetric at
zero temperature, i.e., α0 = 0. From (14), L0 = (ξ
′(1) + h2)−1/2 and g¯(1) = 0. If ξ′(1) + h2 < ξ′′(1), then
there exists some s0 ∈ (0, 1) such that g¯′(s) > 0 for all s ∈ [s0, 1], from which g¯(s) < 0 for s ∈ [s0, 1) and
thus, g(u) < 0 for u ∈ [s0, 1). However, this contradicts the assumption of (L0, α0) being the minimizer
of (10) since minu∈[0,1] g(u) ≥ 0 by Theorem 2.
Proof of Proposition 2. Note the condition ξ′(1) + h2 < ξ′′(1) implies that γp > 0 for at least one
p ≥ 3, which implies that qξ′′(q) − ξ′(q) is strictly increasing on [0, 1] and thus, gives the existence and
uniqueness of q0 in (18). Choose L = ξ
′′(q0)
−1/2 and define α by
α(s) =
{
0, if q ∈ [0, q0),
ξ′′′(s)
2ξ′′(s)3/2
, if q ∈ [q0, 1).
Here, α is nondecreasing due to the assumption of ξ′′(s)−1/2 being concave on (0, 1]. With this choice of
(L,α), a direct computation gives (14) by applying (18). On the other hand, since
g¯(q) =
{
ξ′(s) + h2 − sξ′′(s), if q ∈ [0, q0),
0, if q ∈ [q0, 1].
one sees that g(u) > 0 if u ∈ [0, q0) and g(u) = 0 if u ∈ [q0, 1], from which S = [q0, 1) and clearly
ν(S) = ν([0, 1)) for ν be the measure induced by α. Hence, (L,α) is the minimizer of (10) and (17) is
obtained by applying (18) to the following computation,
GS =
1
2
(
(ξ′(1) + h2)ξ′′(q0)
−1/2 −
∫ 1
q0
ξ′′(q)
(
ξ′′(q0)
1/2 − ξ′′(q)1/2)dq + q0ξ′′(q0)1/2 +
∫ 1
q0
ξ′′(q)1/2
)
=
1
2
(
(ξ′(q0) + h
2)ξ′′(q0)
−1/2 + q0ξ
′′(q0)
1/2 + 2
∫ 1
q0
ξ′′(q)1/2
)
= q0ξ
′′(q0)
1/2 +
∫ 1
q0
ξ′′(q)1/2dq.
Proof of Proposition 3. Recall the constant z from (20). Set L = (zδ)1/2 + (z−1δ)1/2 and α(s) =
(zδ)1/2 for all s ∈ [0, 1) for δ := z(1 + z)−1. Equation (14) follows by a straightforward computation,∫ 1
0
dq(
L− ∫ q0 α(s)ds)2 =
1
zδ
∫ 1
0
dq(
z−1 + 1− q)2 =
z
δ(1 + z)
= 1 = ξ′(1).
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Since
g¯(s) = sp−1 − 1
zδ
∫ s
0
dq
(z−1 + 1− q)2
= sp−1 +
1
z
− 1
δ
(
z(1− s) + 1) , s ∈ [0, 1],
we have that
g(u) =
∫ 1
u
g¯(s)ds =
1
p
(1− up) + 1− u
z
− 1 + z
z2
log
(
z(1− u) + 1).
Clearly g(1) = 0 and by (20), g(0) = 0.
We now proceed to check that g(u) > 0 for all u ∈ (0, 1). To see this, note that
g′(u) =
u
1 + z(1− u) − u
p−1 =
u
1 + z(1 − u)a(u),
where
a(u) = 1− up−2(1 + z) + zup−1.
It is clear that g′(u) > 0 for u being sufficiently close to 0. Let u0 ∈ (0, 1) be a local maximum of
g. If g(u) < 0 for some u ∈ (0, 1), then g has a local minimum at some u1 ∈ (0, 1). Consequently,
a(u0) = a(u1) = a(1) = 0 and by Rolle’s theorem, there exist distinct v0, v1 ∈ (0, 1) such that
a′(v0) = v
p−3
0
(
z(p− 1)v0 − (p − 2)(1 + z)
)
= 0,
a′(v1) = v
p−3
1
(
z(p− 1)v1 − (p − 2)(1 + z)
)
= 0,
but these equations also imply that v0 = v1, a contradiction. Therefore, g(u) > 0 for all u ∈ (0, 1).
Consequently, S = {0} and ν(S) = ν([0, 1)), from which (L,α) is the minimizer to (10) by Theorem 1
and thus, GS equals
1
2
(
(zδ)1/2 + (z−1δ)1/2 − (p− 1)(zδ)1/2
∫ 1
0
qp−1dq +
1
(zδ)1/2
∫ 1
0
dq
z−1 + 1− q
)
=
1
2
(
(z−1δ)1/2 +
(zδ)1/2
p
+
log(z + 1)
(zδ)1/2
)
,
which gives (19) by substituting δ = z(1 + z)−1 and using the equation (20).
3 Proof of chaos in disorder
Throughout this section, we assume that the mixed p-spin model is even, i.e., γp = 0 for all odd p ≥ 3.
We will establish disorder chaos for the ground state. Recall the Hamiltonians H1N,t and H
2
N,t from (22)
and their maximizers σ∗t and τ
∗
t from (23). Define the coupled Hamiltonian and the product measure on
SN × SN by
HN,t(σ, τ) = H
1
N,t(σ) +H
2
N,t(τ),
dmN (σ, τ) = dmN (σ)× dmN (τ).
(51)
To facilitate our argument, we give an outline of the approach. While the Crisanti-Sommers functional
Qβ was heavily used in Section 2, we shall adapt the Parisi function Pβ in (5) throughout this section.
Our main tool is based on Guerra’s replica symmetry breaking (RSB) bound for the free energy of
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HN,t(σ, τ) with overlap R(σ, ρ) staying around a given level u ∈ [−1, 1]. This bound should be understood
as a two-dimensional generalization of the Parisi functional Pβ. It was originally derived in [11] to
investigate disorder chaos for the spherical mixed even p-spin model at positive temperature. In the
inverse temperature limit, we show that for any u ∈ (−1, 1), this bound leads to a RSB bound (see
Theorem 6) for
lim sup
N→∞
E max
|R(σ,τ)−u|≥ε
HN,t(σ, τ)
N
(52)
for ε > 0 sufficiently small. For any t ∈ (0, 1), by a careful control of the RSB bound, we prove that
there exists a unique constant ut such that (52) is strictly less than 2GS when u = ut. Consequently, this
combined with an application of the Gaussian concentration inequality implies that for large enough N
the following inequality holds with overwhelming probability,
max
|R(σ,τ)−ut|≥ε
HN,t(σ, τ)
N
< max
σ
H1N,t(σ)
N
+max
τ
H2N,t(τ)
N
.
As a result, from the optimality of σ∗t , τ
∗
t , the event |R(σ∗t , τ∗t ) − ut| ≤ ε holds with overwhelming
probability, which gives the assertion of Theorem 3.
In Subsection 3.1, we state the RSB bound for the coupled free energy from [11]. Subsection 3.2 will
establish the RSB bound for the maximal coupled Hamiltonian (52). As one will see, similar technicalities
appeared in Section 2 will occur here when we handle the inverse temperature limit of the RSB bound
for the coupled free energy. We shall perform the same trick in Section 2 to bypass these difficulties.
In Subsection 3.3, we will analyze the RSB bound obtained in Subsection 3.2 and use it to show that
there exists a constant ut that fulfills the claim properties of Theorem 3. Finally, with the help of
Subsection 3.3, we deduce that the quantity (52) is strictly less than 2GS when u = ut and provide the
proof of Theorem 3 in Subsection 3.4.
3.1 RSB bound for the coupled free energy
For any u ∈ R, set sign(u) = 1 if u ≥ 0 and sign(u) = −1 if u < 0. The Guerra replica symmetry breaking
bound for the coupled free energy, associated to the coupled Hamiltonian HN,t, is stated as follows.
Proposition 4. For x ∈ M, λ ∈ R and b > ∫ 10 ξ′′β(s)x(s)ds+ |λ|, we have that for any u ∈ [−1, 1],
Fβ(t, u) := lim
η→0
lim sup
N→∞
1
N
E log
∫
|R(σ,τ)−u|<η
exp
(
βHN,t(σ, τ)
)
dmN (σ, τ)
≤ Pβ(t, u, x, b, λ),
where the functional Pβ(t, u, x, b, λ) is defined as follows. Set
dxβ,u(q) = d
x
β(|u|) +
1− t
1 + t
(dxβ(q)− dxβ(|u|)), ∀q ∈ [0, |u|].
Define
Pβ(t, u, x, b, λ) = Tβ(t, u, x, b, λ) +


h2β
b−λ−dxβ(0)
, if u ∈ [0, 1],
h2β
b−λ−dxβ,u(0)
, if u ∈ [−1, 0],
(53)
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where for ι := sign(u),
Tβ(t, u, x, b, λ) := log
√
b2
b2 − λ2 +
1 + t
2
∫ |u|
0
ξ′′β(q)
b− ιλ− dxβ(q)
dq +
1− t
2
∫ |u|
0
ξ′′β(q)
b+ ιλ− dxβ,u(q)
dq
+
1
2
∫ 1
|u|
ξ′′β(q)
b− λ− dxβ(q)
dq +
1
2
∫ 1
|u|
ξ′′β(q)
b+ λ− dxβ(q)
dq
− λu+ b− 1− log b−
∫ 1
0
qξ′′β(q)x(q)dq.
(54)
This proposition is taken from Proposition 2.1 in [11]. To see its derivation and how it was used to
prove disorder chaos at positive temperature, we invite the readers to check [11].
3.2 RSB bound for the maximal coupled Hamiltonian
In this subsection, we derive a RSB bound for the maximal coupled Hamiltonian based on Proposition 4.
Recall that (xβ , bβ) stands for the minimizer to the Parisi formula (5). Also, recall the sequence (βn)n≥1
and the quantities α0, δ0, L0 from (32). From the second and third inequality of (30), we may assume
without loss of generality that the following two sequences converge along the same sequence (βn)n≥1,
V0 := lim
n→∞
∫ 1
0
ξ′′(s)βnxβn(s)ds,
V1 := lim
n→∞
∫ 1
0
sξ′′(s)βnxβn(s)ds.
(55)
Note that V0, V1 ≤ C ′ξ by Lemma 2. Set
B = ξ′′(1)δ0 + δ
−1
0 (56)
and define
D(q) =
{
V0 −
∫ q
0 ξ
′′(s)α0(s)ds, if q ∈ [0, 1),
0, if q = 1.
(57)
A crucial fact that will be shown in Lemma 7 below is the inequality,
0 ≤ D(q) ≤ D(0) < B, ∀q ∈ [0, 1].
For any r, r′ ∈ (0, 1) and u ∈ [−1, 1], consider two sets
Ar(u) := {v ∈ [−1, 1] : |u− v| ≥ r},
Ar(u) :=
{
(σ, τ) ∈ SN × SN : R(σ, τ) ∈ Ar(u)
}
.
(58)
Our RSB bound is stated as follows.
Theorem 6. Let Λ be a measurable function on [−1, 1] with ‖Λ‖∞ < (B −D(0))/2. For any t ∈ (0, 1),
u ∈ (−1, 1) and 0 < ε < min(1 + u, 1− u), we have
lim sup
N→∞
E max
Aε(u)
HN,t(σ, τ)
N
≤ sup
v∈Aε/2(u)
E(t, v,Λ(v)), (59)
where the function E(t, v, λ) is defined in the following proposition.
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Proposition 5. For any u ∈ [−1, 1], t ∈ [0, 1], and |λ| < B −D(0),
E(t, u, λ) := lim
n→∞
Pβn(t, u, xβn , bβn , λβn)
βn
(60)
exists, where λβn := βnλ. The function E(t, u, λ) can be computed as
E(t, u, λ) = T (t, u, λ) +
{
h2
B−λ−D(0) , if u ∈ [0, 1],
h2
B−λ−Du(0)
, if u ∈ [−1, 0], (61)
where
T (t, u, λ) :=
1 + t
2
∫ |u|
0
ξ′′(q)
B − ιλ−D(q)dq +
1− t
2
∫ |u|
0
ξ′′(q)
B + ιλ−Du(q)dq
+
1
2
∫ 1
|u|
ξ′′(q)
B − λ−D(q)dq +
1
2
∫ 1
|u|
ξ′′(q)
B + λ−D(q)dq − λu+ ξ
′′(1)δ0 + δ
−1
0 − V1
for ι := sign(u). Here,
Du(q) :=


V0 −
∫ |u|
0 ξ
′′(s)α0(s)ds +
1−t
1+t
∫ |u|
q ξ
′′(s)α0(s)ds, if 0 ≤ q ≤ |u| < 1,
1−t
1+t
(
V0 −
∫ q
0 ξ
′′(s)α0(s)ds
)
, if 0 ≤ q < |u| = 1,
0, if q = |u| = 1,
(62)
satisfies Du(q) ≤ D(0) for all q ∈ [0, |u|].
The RSB bound (59) will play an essential role in controlling the maximal coupled Hamiltonian.
This inequality is obtained by the scaled inverse temperature limit of the functional Pβ(t, u, x, b, λ)
along the sequence (βn). With an extra effort, it seems possible that one can derive a two-dimensional
generalization of the Crisanti-Sommers functional Qβ for the coupled free energy Fβ(t, u) and use it to
derive an analogous bound for the maximal coupled Hamiltonian.
Throughout the remainder of this subsection, we establish the proof of Theorem 6 and Proposition 5.
We begin with the following lemma.
Lemma 7. Recall B and D(q) respectively from (56) and (57). They satisfy
0 ≤ D(q) ≤ D(0) < B, ∀q ∈ [0, 1]. (63)
Proof. Recall the function dxβ(q) from (4). Applying (37) yields
lim
n→∞
bβn
βn
= lim
n→∞
(
βn(ξ
′(1) − ξ′(qβn)) +
1
βn(1− qβn)
)
= ξ′′(1)δ0 + δ
−1
0 = B.
For q ∈ [0, 1), by (25) and the bounded convergence theorem,
lim
n→∞
d
xβn
βn
(q)
βn
= lim
n→∞
(∫ 1
0
ξ′′(s)βnxβn(s)ds −
∫ q
0
ξ′′(s)βnxβn(s)ds
)
= V0 −
∫ q
0
ξ′′(s)α(s)ds
= D(q)
and for q = 1,
lim
n→∞
d
xβn
βn
(1)
βn
= 0 = D(1).
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To see the strict inequality between D(0) and B, we apply (34) to get
bβn − dxβnβn (q′) =
1∫ 1
q′ xβn(s)ds
for q′ the minimum of the support of µβn . Since xβn = 0 on [0, q
′), this equation can be rewritten as
bβn − dxβnβn (0) =
1∫ 1
0 xβn(s)ds
.
Thus, by the definition of L0 and the fact that L0 > 0,
B −D(0) = lim
n→∞
1
βn
(
bβn − dxβnβn (0)
)
=
1
L0
> 0, (64)
which gives (63).
Proof of Proposition 5. Recall βn
−1Pβn and βn−1Tβn from Proposition 4. Take
(x, b, λ) = (xβn , bβn , βnλ).
Observe that from (64) and the monotonicity of d
xβn
βn
in q, we have that
bβn − dxβnβn (q) ≥
1
2L0
(65)
for all q ∈ [0, 1] and sufficiently large n. From the dominated convergence theorem, this combined with the
limits we obtained in the proof of Lemma 7 suggests that we only need to handle the limit of βn
−1d
xβn
βn,u
in the equations (53) and (54) and ensure that Du(q) ≤ D(0) for all q ∈ [0, |u|]. These can be justified as
follows. If |u| < 1, we write
d
xβn
βn,u
(q)
βn
=
∫ 1
0
ξ′′(s)βnxβn(s)ds−
∫ |u|
0
ξ′′(s)βnxβn(s)ds+
1− t
1 + t
∫ |u|
q
ξ′′(s)βnxβn(s)ds
≤
∫ 1
0
ξ′′(s)βnxβn(s)ds
(66)
and pass to limit to get
Du(q) = V0 −
∫ |u|
0
ξ′′(s)α0(s)ds +
1− t
1 + t
∫ |u|
q
ξ′′(s)α0(s)ds ≤ D(0).
For |u| = 1, we write
d
xβn
βn,u
(q)
βn
=
1− t
1 + t
(∫ 1
0
ξ′′(s)βnxβn(s)ds −
∫ q
0
ξ′′(s)βnxβn(s)ds
)
≤
∫ 1
0
ξ′′(s)βnxβn(s)ds.
From this, passing to limit implies that for q ∈ [0, 1),
Du(q) =
1− t
1 + t
(
V0 −
∫ q
0
ξ′′(s)α0(s)ds
)
≤ D(0)
and for q = 1,
Du(1) = 0 ≤ D(0).
This finishes our proof.
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Next we turn to the proof of Theorem 6. To derive (59), one will control the RSB boundPβn(t, v, x, b, λ)
uniformly over all v ∈ Aε(u) = [−1, u − ε] ∪ [u + ε, 1] as n → ∞. Since (βnxβn)n≥1 is only vaguely con-
vergent on [0, 1), a more delicate treatment is needed, especially when we deal with the scaling limit of
the term dxβ,v for |v| being very close to 1 (see the discussion in Remark 5 below). We shall control the
value of |v| to stay away from 1 by considering the following two sets,
Ar
′
r (u) := {v ∈ [−1 + r′, 1− r′] : |u− v| ≥ r},
Ar′r (u) :=
{
(σ, τ) ∈ SN × SN : R(σ, τ) ∈ Ar′r (u)
} (67)
for r, r′ ∈ (0, 1) and u ∈ [−1, 1]. We device two technical lemmas.
Lemma 8. For any ε, κ ∈ (0, 1), t ∈ [0, 1] and u ∈ [−1, 1], we have
lim sup
N→∞
E
maxAκε (u)HN,t(σ, τ)
N
≤ lim sup
β→∞
lim sup
N→∞
1
Nβ
E log
∫
A
κ/2
ε/2
(u)
exp
(
βHN,t(σ, τ)
)
dmN (σ, τ).
(68)
Lemma 9. Let u ∈ (−1, 1) and t ∈ [0, 1]. Assume that
0 < ε < min(1 + u, 1− u),
0 < κ < min(1 + u− ε, 1 − u− ε, 1/2). (69)
There exists some constant C > 0 independent of N such that
E
maxAε(u)HN,t(σ, τ)
N
≤ EmaxAκε (u)HN,t(σ, τ)
N
+ Cκ1/2. (70)
The above two lemmas allow us to control the ground state energy of HN,t restricted to Aε(u) via
the coupled free energy. As their proofs are not directly related to our main arguments, we shall defer
the details to the appendix.
Proof of Theorem 6. Let (xβn , bβn) be the minimizer to the Parisi formula (5). Recall E(t, u, λ) from
Proposition 5. Denote λβn(v) = βnΛ(v). For r ∈ (0, 1) and v ∈ [−1, 1], denote by Acr(v) the complement
of Ar(v). This proof has three major steps:
Step I: From Proposition 4,
lim
η→0
lim sup
N→∞
1
N
E log
∫
Acη(v)
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ) ≤ Pβn(t, v, xβn , bβn , λβn(v))
for all v ∈ [−1, 1]. From this, for any given δ > 0 and v ∈ Aε/2(u), there exist η(v) > 0 and N(v) ∈ N
such that
1
N
E log
∫
Acη(v)
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ) ≤ Pβn(t, v, xβn , bβn , λβn(v)) + δ (71)
for all 0 < η ≤ η(v) and N ≥ N(v). Consider
0 < κ < min(1 + u− ε, 1 − u+ ε).
Note that the quantities u, ε, κ satisfy the condition (69). Since A
κ/2
ε/2 (u) is compact, we can find
v1, . . . , vk ∈ Aκ/2ε/2 (u) such that Ij := (vj − η(vj), vj + η(vj)) for j = 1, . . . , k form an open covering
of A
κ/2
ε/2 (u). Note that
{(σ, τ) ∈ SN × SN : R(σ, τ) ∈ Ij} = Acη(vj )(vj).
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Using the open covering I1, . . . , Ik, we have that
1
N
E log
∫
A
κ/2
ε/2
(u)
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ)
≤ 1
N
E log
k∑
j=1
∫
R(σ,τ)∈Ij
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ)
≤ 1
N
E log
{
k exp
(
N max
1≤j≤k
1
N
log
∫
R(σ,τ)∈Ij
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ)
)}
=
1
N
log k + E max
1≤j≤k
1
N
log
∫
R(σ,τ)∈Ij
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ)
for all N ≥ 1. Using the Gaussian concentration inequality (see e.g. [21]) for the coupled free energy and
(71), the last inequality is further bounded above by
1
N
log k + max
1≤j≤k
Pβn(t, vj , xβn , bβn , λβn(vj)) + δ + kC exp(−N/C)
≤ 1
N
log k + sup
v∈A
κ/2
ε/2
(u)
Pβn(t, v, xβn , bβn , λβn(v)) + δ + kC exp(−N/C),
where C is a positive constant depending only on ξβn . Letting N →∞ and then δ ↓ 0 gives
lim sup
N→∞
1
N
E log
∫
A
κ/2
ε/2
(u)
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ) ≤ sup
v∈A
κ/2
ε/2
(u)
Pβn(t, v, xβn , bβn , λβn(v)). (72)
Step II: From (72) and the definition of A
κ/2
ε/2 (u), we may assume without loss of generality that
there exists a sequence
(vβn) ⊂ [−1 + κ/2, 1 − κ/2]
such that the following two limits exist,
v0 := lim
n→∞
vβn , Λ0 := limn→∞
Λ(vβn).
In addition, for any n ≥ 1,
sup
v∈A
κ/2
ε/2
(u)
Pβn(t, v, xβn , bβn , λβn(v)) ≤ Pβn(t, vβn , xβn , bβn , λβn(vβn)) +
1
βn
.
By the continuity of Pβn at the variables u and λ, if v0 ≥ 0, we further choose vβn > 0 for all n ≥ 1; if
v0 < 0, we take vβn < 0 for all n ≥ 1. Denote ιn = sign(vβn) and ι0 = sign(v0). Then limn→∞ ιn = ιv0 .
Observe that
bβn
βn
−
d
xβn
βn,vβn
(q)
βn
≥ bβn
βn
− d
xβn
βn
(0)
βn
for any 0 ≤ q ≤ |vβn | ≤ 1 − κ/2 from (66) and the left-hand side converges to B − Dv0(q) for all
0 ≤ q < |v0|. Consequently, the assumption that ‖Λ‖∞ ≤ (B −D(0))/2 and the dominated convergence
theorem together leads to
lim
n→∞
1
βn
∫ |vβn |
0
ξ′′βn(s)
bβn + ιnλβn(vβn)− dxβnβn,vβn (q)
dq =
∫ |v0|
0
ξ′′(s)
B + ι0Λ0 −Dv0(q)
dq.
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Similarly, since
bβn
βn
− d
xβn
βn
(q)
βn
≥ bβn
βn
− d
xβn
βn
(0)
βn
for any q ∈ [0, 1] and the left-hand side converges to B−D(q) for all q ∈ [0, 1], using the assumption that
‖Λ‖∞ ≤ (B −D(0))/2 and the dominated convergence theorem again yield
lim
n→∞
1
βn
∫ |vβn |
0
ξ′′βn(s)
bβn ± ιnλβn(vβn)− dxβnβn,vβn (q)
dq =
∫ |v0|
0
ξ′′(s)
B ± ι0Λ0 −Dv0(q)
dq
and
lim
n→∞
1
βn
∫ 1
|vβn |
ξ′′βn(s)
bβn ± ιnλβn(vβn)− dxβnβn,vβn (q)
dq =
∫ 1
|v0|
ξ′′(s)
B ± ι0Λ0 −Dv0(q)
dq.
In summary, from the definition of Pβn(t, u, x, b, λ) in Proposition 4, we obtain
lim
n→∞
1
βn
sup
v∈A
κ/2
ε/2
(u)
Pβn(t, v, xβn , bβn , λβn(v)) = E(t, v0,Λ0).
Now, since the function E(t, ·, ·) is clearly continuous on [−1+κ/2, 1−κ/2]×[−(B−D(0))/2, (B−D(0))/2],
the right-hand side of the last equation can be controlled by
E(t, v0,Λ0) = lim
n→∞
E(t, vβn ,Λ(vβn)) ≤ sup
v∈A
κ/2
ε/2
E(t, v,Λ(v)) ≤ sup
v∈Aε/2
E(t, v,Λ(v))
and thus,
lim
n→∞
1
βn
sup
v∈A
κ/2
ε/2
(u)
Pβn(t, v, xβn , bβn , λβn(v)) ≤ sup
v∈Aε/2
E(t, v,Λ(v)). (73)
Step III: From (68), (70), (72), and (73), we conclude
lim
N→∞
1
N
E max
Aε(u)
HN,t(σ, τ) ≤ sup
v∈Aε/2
E(t, v,Λ(v)) + Cκ1/2.
Since this inequality holds for all sufficiently small κ, the announced inequality follows evidently.
Remark 5. In view of the argument for (72), one immediately recognizes that it could also be shown
that
lim sup
N→∞
1
N
E log
∫
Aε/2(u)
exp
(
βnHN,t(σ, τ)
)
dmN (σ, τ) ≤ sup
v∈Aε/2(u)
Pβn(t, v, xβn , bβn , λβn(v)).
However, it is unclear how to use this inequality to obtain the same upper bound (59) by adapting the
Step II in the previous proof. The main difficulty here is that we do not know how to handle the limit of
d
xβn
βn,vβn
(q)
βn
=
∫ 1
0
ξ′′(s)βnxβn(s)ds −
∫ |vβn |
0
ξ′′(s)βnxβn(s)ds +
1− t
1 + t
∫ |vβn |
q
ξ′′(s)βnxβn(s)ds
if |vβn | → 1. This technical obstacle could be overcome if we restrict that limn→∞ vβn ∈ [−1+κ/2, 1−κ/2]
as implemented in the Step II of the above proof.
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3.3 Control of E(t, u, 0)
We study some properties of E(t, u, 0). Let (L0, α0) be the minimizer of (10). Define q0 = min suppα0 if
suppα0 6= ∅ and q0 = 1 if suppα0 = ∅. We divide our discussion into two parts: |u| ≤ q0 and |u| ≥ q0.
3.3.1 Case I: |u| ≤ q0
For 0 ≤ t ≤ 1, define
ft(u) = L
2
0
(
tξ′(u) + h2
)− u
for u ∈ [−q0, q0]. If |u| ≤ q0, then the function E(t, u, 0) exhibits the following properties.
Proposition 6. If q0 < 1, then for any |u| ≤ q0,
E(t, u, 0) = 2GS,
∂λE(t, u, 0) = ft(u).
If q0 = 1, then these two equations also hold for all |u| < 1.
We emphasize that the last two equations are not necessarily valid when q0 = 1 and |u| = 1 (see
Remark 6 below). The next proposition demonstrates a key feature of ft.
Proposition 7. If 0 < t < 1, then ft = 0 has a unique solution, ut. Furthermore, if h = 0, then ut = 0
and if h 6= 0, then ut ∈ (0, q0).
In what follows, we prove Propositions 6 and 7. First, we establish a crucial property of q0.
Lemma 10. q0 satisfies
L20
(
ξ′(q0) + h
2
)
= q0. (74)
From equation (74), one immediately sees that q0 > 0 if h 6= 0. If h = 0, then q0 could be either
positive or equal to zero. To see this, one may consider Proposition 1 with h = 0 to obtain q0 = 1, while
Proposition 2 with h = 0 illustrates that q0 = 0.
Proof of Lemma 10. Recall that βnxβn converges vaguely to α0 on the interval [0, 1) and that from
(33),
h2βn
(dβn − dxβnβn (0))2
+
∫ q
0
ξ′′βn(s)
(bβn − dxβnβn (s))2
ds = q (75)
for all q ∈ suppµβn . If suppα0 6= ∅, we choose q′βn ∈ suppµβn such that q′βn → q0. Then (75), (65) and
the bounded convergence theorem together leads to
h2 + ξ′(q0)
(B −D(0))2 =
h2
(B −D(0))2 +
∫ q0
0
ξ′′(s)
(B −D(s))2ds = q0, (76)
where the first equality used D(s) = D(0) for s ∈ [0, q0). Recall that qβn denotes the largest number in
the support of µβn . If suppα0 = ∅, we use (75) with q = qβn and the same argument as above to get
h2 + ξ′(1)
(B −D(0))2 =
h2
(B −D(0))2 +
∫ 1
0
ξ′′(s)
(B −D(0))2 ds = 1. (77)
Finally, since
B −D(0) = lim
n→∞
1
βn
(
bβn − dxβnβn (0)
)
= lim
n→∞
1∫ 1
0 βnxβn(s)ds
=
1
L0
by applying (34) and the fact xβn(s) = 0 for 0 ≤ s ≤ inf suppµβn , this completes our proof by substituting
B −D(0) = 1/L0 in (76) and (77).
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Proof of Proposition 6. We first prepare two simple facts. First, note that from (5),
F (βn) =
1
2
( h2βn
bβn − dxβnβn (0)
+
∫ 1
0
ξ′′βn(q)
bβn − dxβnβn (q)
dq + bβn − 1− log bβn −
∫ 1
0
qξ′′βn(q)xβn(q)dq
)
.
From (65) and the limits obtained in the proof of Lemma 7, the bounded convergence theorem yields
GS =
1
2
( h2
B −D(0) +
∫ 1
0
ξ′′(q)
B −D(q)dq + ξ
′′(1)δ0 + δ
−1
0 − V1
)
, (78)
where V1 is defined in (55). Next, from Lemma 7 and Proposition 5, Du(q) ≤ D(0) < B for all q ∈ [0, |u|].
A straightforward differentiation leads to
∂λT (t, u, 0) =
1 + t
2
∫ |u|
0
ιξ′′(q)
(B −D(q))2 dq −
1− t
2
∫ |u|
0
ιξ′′(q)
(B −Du(q))2 dq − u. (79)
Now assume that q0 < 1. For |u| ≤ q0, since α0 = 0 on [0, q0), we have Du(q) = V0 = D(q) for all
q ∈ [0, |u|]. Consequently, from (78), E(t, u, 0) = 2GS and from (79),
∂λE(t, u, 0) =
1 + t
2
∫ |u|
0
ιξ′′(q)dq
(B −D(q))2 −
1− t
2
∫ |u|
0
ιξ′′(q)dq
(B −D(q)2) +
h2
(B −D(0))2 − u
=
ιt
∫ |u|
0 ξ
′′(q)dq + h2
(B −D(0))2 − u
= L20
(
ιtξ′(|u|)h2)− u
= ft(u).
Here the last equality used the fact that ξ′ is an odd function. If q0 = 1, these remain true for all |u| < 1
by the same argument.
Remark 6. Assume that |u| = 1, q0 = 1, and t ∈ (0, 1). One can check from (62) that
Du(q) = V0(1− t)/(1 + t) 6= V0 = D(q)
for all 0 ≤ q < 1. Thus, by the definition of E(t, u, 0) and (79), we have E(t, u, 0) 6= 2GS and ∂λE(t, u, 0) 6=
ft(u).
Proof of Proposition 7. Note that ξ is even. Since ξ′′′ is an odd function, ft is convex on [0, q0] and
concave on [−q0, 0]. Assume that h 6= 0. Since ft(0) > 0 and ft(q0) < 0 by Lemma 10. From the
intermediate value theorem and the convexity of ft on [0, q0], there exists a unique ut on (0, q0) such that
ft(ut) = 0. In addition, since
ft(−q0) = −L20
(
tξ′(q0)− h2
)
+ q0 > −L20
(
tξ′(q0) + h
2
)
+ q0 = −ft(q0) > 0,
the concavity of ft on [−q0, 0] and ft(0) > 0 imply that ft = 0 has no solution on [−q0, 0]. So ft = 0 has
only one solution ut when h 6= 0 and ut is located in the interval (0, q0). Suppose that h = 0. If q0 = 0,
then clearly ut = 0. If q0 6= 0, then Lemma 10 deduces
ft(−q0) = −L20tξ′(q0) + q0 > ft(0) = 0 > L20tξ′(q0)− q0 = ft(q0).
Using the convexity of ft on [0, q0] and the concavity of ft on [−q0, 0], we conclude that 0 is the unique
solution to ft = 0.
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3.3.2 Case II: |u| ≥ q0
We show that E(t, u, 0) is uniformly strictly less than 2GS as long as |u| > q0 if q0 ∈ (0, 1) or |u| = 1 if
q0 = 1.
Proposition 8. Let t ∈ (0, 1).
(i) If q0 ∈ [0, 1), then sup|u|∈[s,1]E(t, u, 0) < 2GS for any s ∈ (q0, 1).
(ii) If q0 = 1, then E(t,±1, 0) < 2GS.
The validity of Proposition 8 relies on the following lemma.
Lemma 11. Given the assumptions and the notations of Proposition 5, for any u ∈ [−1, 1] and t ∈ [0, 1],
we have that
E(t, u, 0) = 2GS − E(t, u), (80)
where the error term E(t, u) is defined as
E(t, u) = 1− t
2
∫ |u|
0
ξ′′(q)(D(q) −Du(q))
(B −D(q))(B −Du(q))dq +
{
0, if u ∈ [0, 1],
h2(D(0)−Du(0))
(B−D(0))(B−Du(0))
, if u ∈ [−1, 0]. (81)
Proof. The equation (80) can be obtained by letting λ = 0 in the right-hand side of (60) and noting that
T (t, u, 0)
=
1 + t
2
∫ |u|
0
ξ′′(q)
B −D(q)dq +
1− t
2
∫ |u|
0
ξ′′(q)
B −Du(q)dq +
∫ 1
|u|
ξ′′(q)
B −D(q)dq + ξ
′′(1)δ0 + δ
−1
0 − V1
=
∫ 1
0
ξ′′(q)
B −D(q)dq + ξ
′′(1)δ0 + δ
−1
0 − V1 +
1− t
2
∫ |u|
0
ξ′′(q)(D(q) −Du(q))
(B −Du(q))(B −D(q))dq
= 2GS − h
2
B −D(0) +
1− t
2
∫ |u|
0
ξ′′(q)(D(q)−Du(q))
(B −Du(q))(B −D(q))dq,
where the last equality used (78).
Proof of Proposition 8. First observe that V0 ≥
∫ 1
0 ξ
′′(s)α0(s)ds and V0 > 0. In fact, the first inequal-
ity can be seen directly from the definitions of V0 and α0. As for the second, if V0 = 0, it will force L0 = 0,
which contradicts the fact that (L0, α0) ∈ K in Lemma 4. Now, suppose q0 ∈ [0, 1) and s ∈ (q0, 1). If
|u| ∈ [s, 1), then
D(q)−Du(q) = 2t
1 + t
∫ |u|
q
ξ′′(s)α0(s)ds ≥ 2t
1 + t
∫ s
(s+q0)/2
ξ′′(s)α0(s)ds
for all q ∈ [q0, (s+ q0)/2]; if |u| = 1, then
D(q)−Du(q) = 2t
1 + t
(
V0 −
∫ q
q0
ξ′′(s)α0(s)ds
)
≥ 2t
1 + t
(
V0 −
∫ (s+q0)/2
q0
ξ′′(s)α0(s)ds
)
for all q ∈ [q0, (s + q0)/2]. From the observation at the beginning of the proof and the fact that α0 > 0
on (q0, 1), the lower bounds on the right-hand sides of these two inequalities are positive. They together
give a uniform lower bound for D(q)−Du(q) on [q0, (s+ q0)/2] for all |u| ∈ [s, 1]. Consequently, from the
definition of E(t, u) in (81), infs≤|u|≤1 E(t, u) > 0 and (i) follows by (80). Similarly, if q0 = 1, then α0 = 0
on [0, 1) and this implies
D(q)−Du(q) = 2t
1 + t
V0 > 0
for q ∈ [0, 1) and u = ±1. Thus, E(t,±1) > 0. This and (80) imply (ii).
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3.4 Proof of Theorem 3
Recall the quantity ut from Proposition 7 and the maximal coupled Hamiltonian maxAε(ut)HN,t from
Theorem 6. The proof of Theorem 3 is based on the following theorem, which states that as long as
0 < t < 1, the maximum energy of the coupled system is essentially attained by the spin configurations,
whose overlap is concentrated around the constant ut.
Theorem 7. Let 0 < t < 1. For any ε ∈ (0, 1),
lim sup
N→∞
E max
Aε(ut)
HN,t(σ, τ)
N
< 2GS.
We now use this bound to prove Theorem 3.
Proof of Theorem 3. Let t ∈ (0, 1). The claimed properties of ut in Theorem 3 follows directly from
Proposition 7. To complete the proof, observe that
HN,t(σ
∗
t , τ
∗
t ) = max
(σ,τ)∈SN×SN
HN,t(σ, τ) = max
σ∈SN
H1N,t(σ) + max
τ∈SN
H2N,t(τ).
This implies limN→∞N
−1
EHN,t(σ
∗
t , τ
∗
t ) = 2GS. From Theorem 7 and the Borell inequality [21, Theorem
7.1], there exist two constants η and C > 0 independent of N such that with probability at least
1−Ce−N/C , the following event holds,
HN,t(σ
∗
t , τ
∗
t )
N
− max
Aε(ut)
HN,t(σ, τ)
N
≥ η > 0.
This means that (σ∗t , τ
∗
t ) is not in Aε(ut) and thus |R(σ∗t , τ∗t )− ut| ≥ ε has probability at most Ce−N/C
and thus limN→∞ P(|R(σ∗t , τ∗t )− ut| ≥ ε) = 0.
Proof of Theorem 7. Let 0 < t < 1. Recall the function ft and the quantities q0, ut from Proposition 7.
Note that 0 ≤ ut < 1. We split our discussion into three cases: q0 ∈ (0, 1), q0 = 1, and q0 = 0. For each
case, our goal is to find a measurable function Λ on [−1, 1] with ‖Λ‖∞ < (B−D(0))/2 such that for any
0 < ε < 1− ut,
sup
u∈Aε/2(ut)
E(t, u,Λ(u)) < 2GS. (82)
If this could be accomplished, then Theorem 6 completes our proof.
First, we consider the case q0 ∈ (0, 1). Denote K = (B−D(0))/2. From Proposition 5, it is clear to see
that E(t, u, ·) is twice differentiable for all |λ| ≤ K and the second derivative satisfies |∂2λE(t, u, λ)| ≤ C
for some constant C > 0. Thus, Taylor’s theorem and Proposition 6 together yield
E(t, u, λ) ≤ 2GS + λft(u) + Cλ
2
2
(83)
for all |λ| ≤ K. Define
λ(u) = −ηft(u)
C
for u ∈ [−q0, q0], where η ∈ (0, 1) is chosen to be small enough such that maxu∈[−q0,q0] |λ(u)| ≤ K.
Consequently, plugging λ(u) into (83) leads to
E(t, u, λ(u)) ≤ 2GS − η
C
(
1− η
2
)
ft(u)
2. (84)
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Let η0 be the minimum of |ft(u)| for u ∈ [−q0, q0] with |u − ut| ≥ ε/2. From Proposition 7, η0 > 0 and
thus,
sup
u∈[−q0,q0]:|u−ut|≥ε/2
E(t, u, λ(u)) < 2GS. (85)
Observe from (61) that E(t, ·, ·) is continuous on (−1, 1) × [−K,K]. From (85), there exists some η2 ∈
(0, 1 − q0) such that
sup
u∈[q0,q0+η2]
E(t, u, λ(q0)) < 2GS,
sup
u∈[−q0−η2,−q0]
E(t, u, λ(−q0)) < 2GS.
(86)
On the other hand, from Proposition 8(i),
sup
q0+η2≤|u|≤1
E(t, u, 0) < 2GS. (87)
Thus, if we set
Λ(u) =


λ(u), if |u| ≤ q0,
λ(q0), if q0 < u ≤ q0 + η2,
λ(−q0), if −q0 − η2 ≤ u < −q0,
0, if q0 + η2 < |u| ≤ 1,
then (82) follows immediately from (85), (86), and (87).
Next we assume q0 = 1. In this case, we see from Proposition 6, (84) still holds for all |u| < 1. Since
limu→±1 ft(u) 6= 0, it follows that
sup
u∈(−1,1):|u−ut|≥ε/2
E(t, u, λ(u)) < 2GS.
In addition, from Proposition 8(ii),
E(t,±1, 0) < 2GS.
Combining these together and taking Λ(u) = λ(u) on (−1, 1) and Λ(±1) = 0 yield (82). Finally, if q0 = 0,
then ut = 0. From Proposition 8(i), sup|u|∈[ε/2,1]E(t, u, 0) < 2GS. Thus, we obtain (82) by letting Λ = 0
on [−1, 1]. In conclusion, we have constructed a measurable function Λ for each case such that (82) holds.
This finishes our proof.
4 Proof of the fluctuation of the ground state energy
We prove Theorems 4 and 5. Note ξ is an even function throughout this section. Recall the optimizers
σ∗t and τ
∗
t for H
1
N,t and H
2
N,t from (23). Our proof is based on the result of disorder chaos and the
following two identities. The first gives an expression of the variance of LN in terms of the overlap of
(σ∗t , τ
∗
t ), which appeared previously in the form of the Ising mixed p-spin models in Chatterjee [7]. The
second identity generalizes the first to the covariance between functions of LN . Recall the constant χ
from Theorem 5.
Lemma 12. We have the following two identities:
(i) Var(LN ) = N
∫ 1
0 Eξ(R(σ
∗
t , τ
∗
t ))dt.
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(ii) Assume h 6= 0. Set
WN =
LN − ELN√
χN
and WN,t =
L1N − EL1N√
χN
for L1N := maxσ∈SN H
1
N,t(σ). For any absolutely continuous function ψ with ‖ψ′‖∞ ≤ 2, we have
EWNψ(WN ) =
1
χ
∫ 1
0
E
(
ψ′(WN,t)ξ
(
R(σ∗t , τ
∗
t )
))
dt. (88)
Proof. To prove both identities, we need a technical formula for the covariance of functions of Gaussian
random vectors. Let w,w1, w2 be i.i.d. centered Gaussian vectors on R
n with covariance C = (Cj,j′). For
0 ≤ t ≤ 1, define
w1(t) =
√
tw +
√
1− tw1 and w2(t) =
√
tw +
√
1− tw2.
Let A,B : Rn → R be absolutely continuous functions with
E‖▽A(w)‖22 <∞ and E‖▽B(w)‖22 <∞.
From Gaussian integration by parts, we have
EA(w)B(w) − EA(w)EB(w) =
∫ 1
0
n∑
j,j′=1
Cj,j′E
[
∂jA(w
1(t))∂j′B(w
2(t))
]
dt. (89)
Recall the partition function ZN (β) and the uniform probability measure mN on SN from (2). Let
Z1N (β) and Z
2
N (β) be the partition functions associated to H
1
N,t and H
2
N,t, respectively. Define two Gibbs
measures by
G1t,β(dσ) =
exp βH1N,t(σ)mN (dσ)
Z1t (β)
and G2t,β(dτ) =
exp βH2N,t(τ)mN (dτ)
Z2t (β)
.
Denote by 〈·〉t,β be the Gibbs expectation with respect to G1t,β × G2t,β . Since logZN (β) is a smooth
function of i.i.d. Gaussian random variables (gi1,...,ip), we may use (89) with A = B = logZN (β) to
obtain
Var(logZN (β)) = N
∫ 1
0
E
〈
ξβ(R(σ, τ))
〉
t,β
dt. (90)
Here even though the Hamiltonian HN may involve infinitely many gi1,...,ip ’s, this equation still can be
verified using an approximation argument by truncating the series ξ by finite p. Now dividing (90) by
β2, we obtain
Var
( 1
β
logZN (β)
)
= N
∫ 1
0
E
〈
ξ(R(σ, τ))
〉
t,β
dt. (91)
Since limβ→∞ β
−1 logZN (β) = LN , the left-hand side has the limit Var(LN ) as β →∞. To see the limit
on the right-hand side, we observe that XN ,X
1
N ,X
2
N are linear combinations of independent even p-spin
interactions. If h = 0, then both H1N,t and H
2
N,t have exactly two optimizers ±σ∗t and ±τ∗t , respectively.
In this case, the Gibbs measure G1t,β ×G2t,β will converge to a uniform probability measure on four points
(±σ∗t ,±τ∗t ) when β →∞. As a result,
lim
β→∞
〈
ξ(R(σ, τ))
〉
t,β
=
1
4
(
ξ(R(σ∗t , τ
∗
t )) + ξ(R(−σ∗t , τ∗t )) + ξ(R(σ∗t ,−τ∗t )) + ξ(R(−σ∗t ,−τ∗t ))
)
= ξ
(
R(σ∗, τ∗)
)
,
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where the last equation used the fact that ξ is even. On the other hand, if h 6= 0, then σ∗t and τ∗t are
the unique maximizers of H1N,t and H
2
N,t, in which case, the Gibbs measure G
1
t,β ×G2t,β will converge to
a Dirac measure at (σ∗t , τ
∗
t ) when β →∞. Consequently, we again have
lim
β→∞
〈
ξ(R(σ, τ))
〉
t,β
= ξ
(
R(σ∗t , τ
∗
t )
)
. (92)
Therefore, by the bounded convergence theorem, the right-hand side of (91) has the limit∫ 1
0
Eξ
(
R(σ∗t , τ
∗
t )
)
dt.
This completes the proof of item (i).
Item (ii) can be justified in a similar way. Assume h 6= 0. Note that χ is positive since ut > 0 for all
t ∈ (0, 1) by Theorem 3. Set
WN (β) =
logZN (β) − E logZN (β)
βχ
√
N
.
If ψ′ is continuous on R, letting A =WN (β) and B = ψ(WN (β)), one can argue that
EWN (β)ψ(WN (β))− EWN (β)Eψ(WN ) = 1
χ
∫ 1
0
Eψ′(WN,t(β))〈ξ(R(σ, τ))〉t,βdt,
where WN,t(β) is defined by replacing the HN in WN (β) by H
1
N,t. Note that EWN (β) = 0. Passing to
limit β → ∞, the last equation and (92) together lead to (88), If ψ′ is not continuous on R, we may
adapt an approximation argument to get (ii) by using mollifier since ‖ψ′‖∞ <∞.
Proof of Theorem 4. Note that the assumption h = 0 implies ut = 0 for all 0 < t < 1 by Proposition 7.
From Theorem 3 and the dominated convergence theorem,
lim
N→∞
Eξ(R(σ∗t , τ
∗
t )) = 0.
Using this and Lemma 12(i), the result follows immediately by using the bounded convergence theorem.
Finally we establish the central limit theorem for the ground state energy when h 6= 0 via Stein’s
method [26]. Recall that if W is a standard normal random variable, then it satisfies the Gaussian
integration by part formula, EWψ(W ) = Eψ′(W ), for any absolutely continuous function of moderate
growth. Stein’s method essentially utilizes the idea that if EWψ(W ) ≈ Eψ′(W ) for certain class of
functions, then W is approximately standard normal. Specifically, to quantify the distance between W
and a standard normal random variable, one usually adapts Steins lemma [26, Page 25], which in our
setting reads
dTV (WN , g) ≤ sup
{∣∣EWNψ(WN )− Eψ′(WN )∣∣ : ‖ψ′‖∞ ≤ 2}
for g a standard normal random variable. Now the idea is that since R(σ∗t , τ
∗
t ) ≈ ut for all t ∈ (0, 1) by
the result on chaos in disorder, the identity (88) leads to
EWNψ(WN ) ≈ 1
χ
∫ 1
0
Eψ′(WN,t)ξ(ut)dt = Eψ
′(WN ),
which means that the total variance distance between WN and g is asymptotically zero. This approach
was originally used in [6] to prove second order Poincare´ inequalities and was recently applied to establish
the central limit theorem for the free energy in the Ising mixed even p-spin models [12].
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Proof of Theorem 5. Assume h 6= 0. Note that ut > 0 for all t ∈ (0, 1) by Proposition 7. From
Theorem 3, the bounded convergence theorem yields
lim
N→∞
Eξ(R(σ∗t , τ
∗
t )) = ξ(ut) (93)
for all t ∈ (0, 1). Since Eψ′(WN,t) = Eψ′(WN ) for all t, the definition of χ in Theorem 5 and Lemma 12(ii)
lead to
EWNψ(WN )− Eψ′(WN ) = 1
χ
∫ 1
0
Eψ′(W 1N,t)
(
ξ(R(σ∗t , τ
∗
t ))− ξ(ut)
)
dt
and, therefore, for any 0 < δ < 1/2,
∣∣EWNψ(WN )− Eψ′(WN )∣∣ ≤ ‖ψ′‖∞
χ
∫ 1−δ
δ
E
∣∣ξ(R(σ∗t , τ∗t ))− ξ(ut)| dt+ 4δξ(1)‖ψ′‖∞χ .
By Stein’s lemma [26, Page 25], we obtain that
dTV(WN , g) ≤ 2
χ
∫ 1−δ
δ
E
∣∣ξ(R(σ∗t , τ∗t ))− ξ(ut)∣∣ dt+ 8δξ(1)χ .
Using (93) for t ∈ [δ, 1 − δ] and the bounded convergence theorem yields
lim sup
N→∞
dTV(WN , g) ≤ 8δξ(1)
χ
.
Letting δ ↓ 0 finishes the proof.
Appendix
This appendix is devoted to establishing the regularity properties of the Gaussian Hamiltonian XN as
well as the proofs of Lemmas 8 and 9 by using the Dudley entropy integral [30, Equation (1.5)]. For a
metric space (T, ρ), denote the δ-covering number by N (T, ρ; δ), i.e., the smallest number of open balls
of radius δ that is needed in order to cover T. Denote by ‖ · ‖2 the Euclidean distance on RN .
Lemma 13. There exists a constant C > 0 independent of ξ and N such that for any N ≥ 1 and for
any 0 < δ ≤ 2,
E max
σ,τ∈SN :‖σ−τ‖2≤δN1/2
|XN (σ)−XN (τ)| ≤ CηδN
for all N ≥ 1, where η :=√ξ′(1).
Remark 7. Fix σ0 ∈ SN . Since any point σ ∈ SN satisfies ‖σ− σ0‖2 ≤ 2N1/2, applying Lemma 13 with
δ = 2 implies for all N ≥ 1,
1
N
E max
σ∈SN
XN (σ) ≤ 1
N
E max
σ∈SN :‖σ−σ0‖2≤2N1/2
|XN (σ) −XN (σ0)| ≤ 2Cη =: Cξ.
Proof of Lemma 13. Consider the metric
d(σ, τ) =
(
E|XN (σ)−XN (τ)|2
)1/2
= (2N)1/2
(
ξ(1) − ξ(R(σ, τ)))1/2.
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Note that d(σ, τ) ≤ η‖σ − τ‖2. Since XN is centered and
logEeλ(XN (σ)−XN (σ
′)) =
λ2d(σ, σ′)2
2
, ∀λ,
the Dudley’s entropy integral (see [30, Equation (1.5)]) implies
E max
σ,τ∈SN :‖σ−τ‖2≤δN1/2
|XN (σ)−XN (τ)|
≤ E max
σ,τ∈SN :d(σ,τ)≤ηδN1/2
|XN (σ)−XN (τ)|
≤ C ′
∫ ηδN1/2
0
√
logN (SN , d;u)du (94)
for some constant C ′ > 0 independent of ξ and N. Note that N−1SN is the unit (N − 1)-sphere with
respect to ‖ · ‖2, for which it is well-known (see e.g. [31, Lemma 5.2]) that
N (N−1/2SN , ‖ · ‖2;u) ≤
(4
u
)N
, ∀0 < u ≤ 2. (95)
Consequently,
N (SN , d;u) ≤
(4ηN1/2
u
)N
, ∀0 < u ≤ 2η
√
N
and from (94) and using change of variable v = 4ηN1/2u−1, the announced statement holds by
E max
σ,τ∈SN :‖σ−τ‖2≤δN1/2
|XN (σ)−XN (τ)| ≤ C ′
∫ ηδN1/2
0
N1/2
(
log
4ηN1/2
u
)1/2
du
= 4ηC ′N
∫ ∞
4/δ
(log v)1/2
v2
dv
≤ CηδN,
for some constant C independent of ξ and N.
Recall the definitions of Ar(u),Ar(u) from (58) and Ar′r (u),Ar
′
r (u) from (67). In addition, recall the
coupled Hamiltonian HN,t(σ, τ) and measure mN (σ, τ) from (51). Define ‖(x, y)‖ = max(‖x‖2, ‖y‖2) for
x, y ∈ RN .
Proof of Lemma 8. This lemma can be established by following closely the discretization arguments
presented in the proof of Lemma 6. Denote
XN,t(σ, τ) = X
1
N,t(σ) +X
2
N,t(τ) =
√
t
(
XN (σ) +XN (τ)
)
+
√
1− t(X1N (σ) +X2N (τ)).
Consider the metric
dt
(
(σ1, τ1), (σ2, τ2)
)
=
(
E|XN,t(σ1, τ1)−XN,t(σ2, τ2)|2
)1/2
.
Since
|XN,t(σ1, τ1)−XN,t(σ2, τ2)| ≤ |XN (σ1)−XN (σ2)|+ |XN (τ1)−XN (τ2)|
+ |X1N (σ1)−X1N (σ2)|+ |X2N (τ1)−X2N (τ2)|,
(96)
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it is easy to see by using the Minkowski inequality that
dt
(
(σ1, τ1), (σ2, τ2)
) ≤ 4η‖(σ1 − σ2, τ1 − τ2)‖,
where η =
√
ξ′(1). Let 0 < δ < min
(
ε, κ
)
/8. Define
MN,t,δ = max |HN,t(σ1, τ1)−HN,t(σ2, τ2)|,
where the supremum above is taken over all pairs (σ1, τ1), (σ2, τ2) ∈ SN × SN with
‖(σ1 − σ2, τ1 − τ2)‖ ≤ δN1/2.
Applying Lemma 13 to the right-hand side of (96) gives
EMN,t,δ ≤ η0δN (97)
for some η0 > 0. For any (σ, τ) ∈ SN × SN and r > 0, set
BN,r(σ, τ) =
{
(σ′, τ ′) ∈ SN × SN : ‖(σ′ − σ, τ ′ − τ)‖ < rN1/2
}
.
Let DN,δ be the collection of points in SN × SN with smallest cardinality such that the open balls
BN,δ(σ, τ) for (σ, τ) ∈ DN,δ form a covering of (SN × SN , ‖ · ‖). Note that from (95),
|DN,δ| = N (SN × SN , ‖ · ‖; δN1/2) ≤
(
4
δ
)2N
. (98)
Let BN,δ := mN (BN,δ(σ, τ)) be the weight of each ball BN,δ(σ, τ). SincemN (SN×SN ) = 1, the inequality
(98) implies that
BN,δ ≥ (4−1δ)2N (99)
Let D′N,δ be the collection of points (σ, τ) ∈ DN,δ such that BN,δ(σ, τ)∩Aκε (u) 6= ∅. Now on the one hand,
using (97),
1
N
E max
Aκε (u)
HN,t(σ, τ) ≤ 1
N
Emax
D′N,δ
HN,t(σ, τ) + η0δ. (100)
On the other hand, observe that since δ < min(ε, κ)/8 and BN,δ(σ, τ) ∩ Aκε (u) 6= ∅ for all (σ, τ) ∈ D′N,δ,
by the triangle inequality and the identity,
2N
(
1−R(σ, τ)) = ‖σ − τ‖22, ∀σ, τ ∈ SN , (101)
it follows that
BN,δ(σ, τ) ⊂ Aκ/2ε/2 (u), ∀(σ, τ) ∈ D′N,δ.
Consequently,
1
N
Emax
D′N,δ
HN,t(σ, τ)
≤ 1
Nβ
E log
( ∑
(σ,τ)∈D′N,δ
1
mN (BN,δ(σ, τ))
∫
BN,δ(σ,τ)
eβHN,t(σ,τ)dmN (σ
′, τ ′)
)
≤ 1
Nβ
E log
( ∑
(σ,τ)∈D′N,δ
eβMN,t,δ
BN,δ
∫
BN,δ(σ,τ)
eβHN,t(σ
′,σ′)dmN (σ
′, τ ′)
)
=
EMN,t,δ
N
− logBN,δ
Nβ
+
1
Nβ
E log
( ∑
(σ,τ)∈D′N,δ
∫
BN,δ(σ,τ)
eβHN,t(σ
′,τ ′)dmN (σ
′, τ ′)
)
≤ EMN,t,δ
N
− logBN,δ
Nβ
+
log |D′N,δ|
Nβ
+
1
Nβ
E log
∫
A
κ/2
ε/2
(u)
eβHN,t(σ
′,τ ′)dmN (σ
′, τ ′).
From (97), (98), (99), and (100), letting N →∞, β →∞ and then δ → 0, the inequality (68) follows.
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Proof of Lemma 9. We first claim that for any (σ, τ) ∈ Aε(u), there exists some (σ′, τ ′) ∈ Aκε (u) such
that
‖(σ − σ′, τ − τ ′)‖ ≤ (8κN)1/2. (102)
Obviously, this inequality holds if (σ, τ) ∈ Aκε (u). So, we assume that (σ, τ) /∈ Aκε (u). Then
either R(σ, τ) > 1− κ or R(σ, τ) < −1 + κ,
or equivalently, from the identity (101),
either ‖σ − τ‖2 < (2κN)1/2 or ‖σ + τ‖2 < (2κN)1/2.
In the first case, we choose (σ′, τ ′) by letting σ′ = σ and taking some τ ′ ∈ SN that satisfies ‖σ − τ ′‖2 =
(2κN)1/2. Consequently, the inequality (102) holds since
‖(σ − σ′, τ − τ ′)‖ = ‖τ − τ ′‖2
≤ ‖τ − σ‖2 + ‖σ − τ ′‖2
≤ 2(2κN)1/2
= (8κN)1/2.
In addition, from the identity (101) again,
R(σ′, τ ′) = 1− κ
and from the conditions (69),
R(σ′, τ ′) = 1− κ ≥ 1− (1− u− ε) = u+ ε.
We conclude that (σ′, τ ′) ∈ Aκε (u). Similarly, if we are in the second case, we choose (σ′, τ ′) with σ′ = σ
and some τ ′ ∈ SN satisfying ‖σ + τ ′‖2 = (2κN)1/2. With this choice, the inequality (102) follows since
‖(σ − σ′, τ − τ ′)‖ = ‖τ − τ ′‖2
≤ ‖τ + σ‖2 + ‖σ + τ ′‖2
≤ 2(2κN)1/2
= (8κN)1/2.
It is also clear that (σ′, τ ′) ∈ Aκε (u) since
R(σ′, τ ′) = −1 + κ
and from the conditions (69),
R(σ′, τ ′) = −1 + κ ≤ (1 + u− ε)− 1 = u− ε.
Therefore, these two cases finish the proof of our claim and consequently, from (102),
1
N
E max
Aε(u)
HN,t(σ, τ) ≤ 1
N
E max
Aκε (u)
HN,t(σ, τ) +
1
N
E max
‖(σ−σ′ ,τ−τ ′)‖≤(8κN)1/2
(
HN,t(σ, τ) −HN,t(σ′, τ ′)
)
.
From Lemma 13 and (96), the claim (70) follows since the second term on the right-hand side is bounded
above by 4η(8κ)1/2C + 2(8κ)1/2.
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