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We develop a covariant kinetic theory for massive fermions in a curved spacetime and an external electro-
magnetic field based on quantum field theory. We derive four coupled semi-classical kinetic equations accurate
to O(~), which describe the transports of particle number and spin degrees of freedom. The relationship with
chiral kinetic theory is discussed. As an application, we study spin polarization in the presence of finite Riemann
curvature and an electromagnetic field in both local and global equilibrium states.
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I. INTRODUCTION
Kinetic theory is widely used to study transport phenom-
ena in many-particle systems. The classical Boltzmann ki-
netic theory has been established as the framework to describe
the evolution of the distribution function in phase space. To
study the effects of spin, the quantum kinetic theory must be
used, and a single distribution function is usually insufficient
for such a purpose. For massless Dirac fermions, the leading
spin effects appear at O(~); thus, two distribution functions
are required, one for right-handed chirality and the other for
left-handed chirality 1. This established framework is the chi-
ral kinetic theory (CKT) [1–3], which has been intensively in-
vestigated recently [4–14]. The out-of-equilibrium dynamics
of anomaly-induced phenomena, such as the chiral magnetic
effect [15, 16] and the chiral vortical effect [17–19], have also
been thoroughly investigated in the framework of CKT.
Unlike the massless case, the spin of a massive fermion is
independent of the kinetic momentum. As a result, the dy-
namical evolution of massive fermions is specified with more
than two degrees of freedom. If θµ is the unit space-like vec-
tor specifying the spin quantizing orientation, the dynamical
variables are two parameters used to determine θµ, and two
distribution functions, f±, for particles with spin parallel and
anti-parallel to θµ, respectively. Therefore, the kinetic theory
of massive fermions is more complicated than the CKT, and
extensive investigation of this framework is needed [20–23].
One of the motivations to develop the aforementioned ki-
netic theory is the spin-polarization phenomenon in heavy-ion
collisions, which is an important probe of the hot and dense
quark gluon matter [24–27]. The first signal of the global spin
polarization of Λ hyperons (hereafter,Λ polarization) [28] in-
dicates the existence of a very strong fluid vorticity [29–31].
The subsequent measurements exhibit very nontrivial features
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1 A massless particle and antiparticle with its spin parallel (anti-parallel)
to its momentum is called to have right-(left-)handed and the left-(right-
)handed chirality, respectively.
that cannot be understood based on the simple vorticity inter-
pretation of the spin polarization [32, 33]. For example, the
measured longitudinal and transverse Λ polarization show the
opposite azimuthal angle dependence compared with the so-
called thermal vorticity [34–41]. This strongly indicates that
the spin polarization has independent dynamical evolution, in
a non-equilibrium state, rather than being chained to the fluid
vorticity. A covariant kinetic theory for spin transport (here-
after, spin kinetic theory for short) would be a promising tool
to capture the dynamics of the spin polarization.
In this paper, we derive the collisionless spin kinetic theory
at O(~) in a curved background spacetime and an external
electromagnetic field. As an application, we investigate the
spin polarization using the spin kinetic theory. We give the
general expression for spin polarization in terms of f± and
θµ. We then specify the equilibrium conditions from the spin
kinetic theory and derive the spin polarization at both local
and global equilibria. We stress that the present study dif-
fers from the earlier works [20–23] in the following aspects.
First, we include curved geometric background spacetime as
well as an electromagnetic field. Such a general formalism
should be applicable to the spin transport, not only in heavy-
ion collisions and astrophysical systems, but also in deformed
materials and thermal-gradient systems, which attracts signif-
icant attention in condensed matter physics. Second, we show
that the frame-choosing vector can always be eliminated in
the covariant kinetic theory of the massive fermions, unlike
the massless case. Third, we discuss the underlying physics
of the Clifford components and their constraint equations.
Fourth, we provide the kinetic equations in a more trans-
parent way, exhibiting clear physical contexts. In particular,
we verify that, in the classical limit, these equations are cor-
rectly reduced to the Vlasov equation, the Bargmann–Michel–
Telegdi (BMT) equation [42], and Mathisson–Papapetrou–
Dixon (MPD) equations [43–45]. Finally, we discuss the
global equilibrium in terms of the spin vector θµ. The valid-
ity of this equilibrium state is qualified by the resulting spin
polarization, which is consistent with that in Refs. [46, 47].
This paper is organized as follows: In Sections II and III, we
introduce the Wigner function and discuss the physical mean-
ing of the dynamical equation for each Clifford component
of the Wigner function. In Section IV, we derive the semi-
2classical kinetic theory for massive fermions. In Section V,
we derive the kinetic representation of the spin polarization
for both massive and massless fermions and investigate the
spin polarization at both local and global equilibria. In this
paper, we adopt the same notations and conventions as those
of Ref. [13]; for instance,∇µ denotes the covariant derivative
in terms of diffeomorphism and the local Lorentz transfor-
mation, and pµ (y
µ) is the momentum variable (its conjugate
one).
II. WIGNER FUNCTION
The Wigner operator covariant under the U(1) gauge, lo-
cal Lorentz transformations, and diffeomorphism is defined
as [13]
Wˆ (x, p) =
∫
d4y
√
−g(x) e−ip·y/~ρˆ(x, y) , (1)
ρˆ(x, y) = ψ¯(x)ey·
←−
D/2 ⊗ e−y·D/2ψ(x) , (2)
where ψ(x) is the Dirac spinor operator. Here we intro-
duce the following notations: ψ¯(x) ≡ ψ†(x)γ 0ˆ and ψ¯
←−
O ≡
[Oψ]†γ 0ˆ for an operator O, and [ψ¯ ⊗ ψ]ab = ψ¯bψa with a, b
being the spinor indices. The derivativeDµ is called the hor-
izontal lift of ∇µ : Dµ = ∇µ − Γ
λ
µνy
ν∂yλ in the tangent bun-
dle [i.e., the (x, y)-space]. Similarly the horizontal lift in the
cotangent bundle [i.e., the (x, p)-space] is given by
Dµ = ∇µ + Γ
λ
µνpλ∂
ν
p . (3)
This Dµ gives us a great advantage regarding analysis be-
cause of the property [Dµ, y
ν] = [Dµ, pν ] = 0. We note
that the gauge field Aµ should also be involved in Dµ when
acting on the Dirac spinor: Dµψ(x, y) = (∇µ − Γ
λ
µνy
ν∂yλ +
iAµ/~)ψ(x, y) with ψ(x, y) ≡ e
y·Dψ(x).
The Wigner function is defined by replacing the operator
ρˆ(x, y) with the ensemble average ρ(x, y) ≡ 〈ρˆ(x, y)〉 in
Eq. (1). In this paper, we focus on the collisionless limit;
thus, we impose the spinor field to obey the Dirac equation
(i~γµDµ − m)ψ(x) = ψ¯(x) (i~
←−
Dµγ
µ + m) = 0. In this
case, we derive the kinetic theory of massive fermions in the
same manner as that in Ref. [13] (in particular, see Section III
and Appendices C, D, and E therein). After the semi-classical
expansion 2, and the decomposition in terms of the Clifford
algebra asW = 14 [F+ iγ
5P+γµVµ+γ
5γµAµ+
1
2σ
µνSµν ],
2 We employ the power counting scheme as pµ = O(1) and yµ ∼ i~∂
µ
p =
O(~).
we arrive at the following system of equations:
∆µV
µ =
~
2
24
(∇µRνρ)∂
µ
p ∂
ν
pV
ρ , (4)
~∆µA
µ = −2mP , (5)
~∆[µAν] − ǫµνρσΠ
ρVσ = −
~
2
8
R˜ρσµν∂
ρ
pV
σ , (6)
ΠµV
µ = mF +
~
2
8
Rµν∂
µ
pV
ν , (7)
ΠµA
µ =
~
2
8
Rµν∂
µ
pA
ν , (8)
~∆[µVν] − ǫµνρσΠ
ρAσ = mSµν −
~
2
8
R˜ρσµν∂
ρ
pA
σ , (9)
ΠµF +
~
2
∆νSµν = mVµ , (10)
~
2
∆µP −Π
ν S˜µν = mAµ −
~
2
8
R˜νρσµ∂
ν
pS
ρσ , (11)
ΠµP +
~
2
∆ν S˜µν = 0 , (12)
~
2
∆µF −Π
νSµν = −
~
2
16
(Rµνρσ∂
ν
pS
ρσ + 2Rνρ∂pνSρµ) (13)
withX[µYν] =
1
2 (XµYν−XνYµ). HereR
ρ
σµν = 2∂[νΓ
ρ
µ]σ+
2Γρλ[νΓ
λ
µ]σ is the Riemann tensor, Rµν = R
ρ
µρν is the Ricci
tensor, and we define S˜µν = 12 ǫ
µνρσSρσ and R˜
µναβ =
1
2ǫ
αβρσRµνρσ . The operators Πµ and∆µ are given by
Πµ = pµ −
~
2
12
(∇ρFµν)∂
ν
p∂
ρ
p +
~
2
24
Rρσµν∂
σ
p ∂
ν
ppρ
+
~
2
4
Rµν∂
ν
p ,
∆µ = Dµ − Fµλ∂
λ
p −
~
2
12
(∇ρRµν)∂
ρ
p∂
ν
p
−
~
2
24
(∇λR
ρ
σµν)∂
ν
p∂
σ
p ∂
λ
p pρ +
~
2
8
Rρσµν∂
ν
p∂
σ
pDρ
+
~
2
24
(∇α∇βFµν + 2R
ρ
αµνFβρ)∂
ν
p∂
α
p ∂
β
p .
(14)
In equations (4)-(13), the spacetime curvature enters at least
atO(~2). We note that the Clifford coefficientsF , P , Vµ,Aµ,
and Sµν are not totally independent. To proceed, we choose
Vµ and Aµ as the independent variables
3. Then P , F , and
Sµν are expressed in terms of Vµ andAµ through Eqs. (5), (7),
and (9). In Minkowski spacetime, the same set of equations
up to O(~) was first derived in Ref. [48].
In the kinetic description, various physical quantities are
built fromW , which is (the Wigner transformation of) a two-
point correlator of Dirac fields. For instance, the vector and
3 In fact, only two (for massless case) or four (for massive case) components
of (Vµ,Aµ) are independent.
3axial current are computed as
Jµ =
∫
p
tr
[
γµW
]
=
∫
p
Vµ , (15)
Jµ5 =
∫
p
tr
[
γµγ5W
]
=
∫
p
Aµ (16)
with
∫
p ≡
∫
d4p
(2pi)4[−g(x)]1/2
. From these, the Clifford coeffi-
cients Vµ and Aµ can be identified as the corresponding cur-
rent densities in phase space (see more discussions in Sec. V).
In a similar way, F is the scalar condensate density (which in
the classical limit is also interpreted as the distribution func-
tion of the vector charge); P is the axial condensate density;
and Sµν is the electromagnetic dipole moment density, up to
a factor of m [see Eqs. (50)-(54)]. For convenience, we fur-
ther represent the canonical energy-momentum tensor, spin
current, and total angular momentum current as
T µν =
∫
p
tr
[
i~
2
γµ
↔
DνW
]
=
∫
p
Vµpν , (17)
Sµ,νρ =
∫
p
tr
[
~
4
{γµ, σνρ}W
]
= −
~
2
∫
p
ǫµνρλAλ , (18)
Mλ,µν = xµT λν − xνT λµ + Sλ,µν , (19)
where we define
↔
Dµ(ψ¯b ⊗ψa) ≡ ψ¯b ⊗Dµψa − ψ¯b
←−
Dµ ⊗ψa.
Note that Sλ,µν is not anticipated to be an observable
for spin because there exists the Belinfante–Rosenfeld type
pseudo-gauge ambiguity [49]; Sλ,µν in Eq. (19) can be ab-
sorbed into a redefinition of the energy momentum tensor
once the Belinfante tensor has been introduced. Instead, an
unambiguous way to represent particles spin is to employ the
Pauli-Lubanski (PL) vector operator:
Wˆµ ≡ −
1
~
ǫµνρσPˆνMˆρσ , (20)
where the hat symbols denote quantum mechanical operators,
Pˆν and Mˆρσ are the canonical momentum and total angular
momentum operators, respectively, and the prefactor −1/~ is
introduced as our convention. It is important to notice that
the orbital part of the canonical angular momentum does not
contribute to the above equation.
Following Eq. (20), we may define the PL vector in our
kinetic theory as [50] 4
Wµ(x, p) ≡ −
1
~(p · ν)
ǫµνρσpνMρσ , (21)
where we defineMρσ ≡ ν
λMλ,ρσ with ν
µ being a unit time-
like vector, and the factor 1/p · ν is introduced for normal-
ization. One can readily check that the above definition of
4 This is not equivalent to the ensemble average of the PL vector operator
Wˆµ. Nevertheless, the resulting form (22) is the same as the one evaluated
in the usual quantum field theory therein.
Wµ excludes the orbital angular momentum part and can be
reduced as
Wµ(x, p) = Aµ(x, p) . (22)
Note that this relation is independent of the vector νµ. The
coincidence between Wµ and Aµ is expectable. As an ex-
ample, for massless fermions, the magnetic-field induced spin
polarization can be considered as the axial current generation,
which is the chiral separation effect [51, 52]. The spin polar-
ization density defined with the PL vector is hence equivalent
to the axial current:
W
µ(x) ≡
∫
p
Wµ(x, p) =
∫
p
Aµ(x, p) = Jµ5 (x) . (23)
III. PHYSICAL INTERPRETATION
In this section, we discuss the physical meanings of
Eqs. (4)-(13). To show this, we perform integration over mo-
mentum space, which results in much simpler expressions;
most of the total-derivative terms vanish as surface integrals
[an exception in Eq. (5) is discussed later]. For simplicity, we
hereafter only focus on O(~) terms, so that the Riemann cur-
vature is neglected in Eqs. (4)-(13) and Eq. (14) is reduced to
Πµ = pµ and∆µ = Dµ − Fµλ∂
λ
p .
First, we demonstrate that Eqs. (4) and (6) leads to fun-
damental Ward identities. After integrating over momentum
space, Eq. (4) gives the vector current conservation law:
∇µJ
µ = 0 . (24)
It is obvious from this that Eq. (4) is the kinetic equation of the
vector charged particle. Integrating Eq. (4) after multiplying
by pν , we obtain the energy-momentum conservation law in
the presence of the external field:
∇µ (T
µν + T µνext) = 0 , (25)
where T µνext = −F
µλF νλ +
1
4g
µνF ρσFρσ is the energy-
momentum tensor of an electromagnetic field. Here we have
used Maxwell’s equation∇µF
µν = Jν and the Bianchi iden-
tity ∇µF˜
µν = 0 with F˜µν = 12ǫ
µνρσFρσ . On integrating
Eq. (6) over momentum, we obtain
∇µS
µ,ρσ = T σρ − T ρσ . (26)
This, combined with Eq. (25), gives the conservation law of
the canonical total angular momentum:
∇µ (M
µ,ρσ +Mµ,ρσext ) = 0 (27)
with Mλ,µνext = x
µT λνext − x
νT λµext being the angular momen-
tum of electromagnetic field. This reflects the absence of the
Lorentz anomaly [53].
Next, we consider Eqs. (8)-(13), the physical contents of
which are less transparent than those of Eqs. (4) and (6).
Equation (8) involves only Aµ; thus, it is a subsidiary con-
dition for Aµ. Up to O(~), it reduces to
pµA
µ = 0 . (28)
4Based on the identification (22),Wµ = Aµ, the above equa-
tion implies the following facts: spin must be either perpen-
dicular to the momentum (i.e., for massive fermions) or par-
allel to the momentum (i.e., for massless fermions so that
p2 = 0 on-shell classically). In Section IV we discuss the
details with quantum corrections. The electromagnetic dipole
moment is derived from Eq. (9):
m
∫
p
Sµν = −
∫
p
ǫµνρσp
ρAσ + ~∇[µJν] , (29)
where the first (second) term on the right-hand side repre-
sents the spin (orbital) contributions. Equations (10) and (11)
are Gordon decompositions for the vector and axial currents.
Upon integration over momentum, they separate the convec-
tion and the gradient currents:
mJµ =
∫
p
pµF +
~
2
∇ν
∫
p
Sµν , (30)
mJµ5 = −
∫
p
pν S˜
µν +
~
2
∇µ
∫
p
P . (31)
We note that the second term in Eq. (30) is the covariant form
of the well-known magnetization current. Similarly, Eqs. (12)
and (13) give
0 =
∫
p
pµP +
~
2
∇ν
∫
p
S˜µν , (32)
0 = −
∫
p
pνSµν +
~
2
∇µ
∫
p
F , (33)
where the right-hand sides are dual to those of Eqs. (30)
and (31). We note that P is regarded as the source of spin
[see Eq. (5)]. Thus, Eqs. (32) and (33) imply that there do not
exist vector and axial currents carrying ‘magnetic charges’ in
Dirac theory.
Finally, we consider quantum anomalies related to Eqs. (5)
and (7). The momentum integral of Eq. (5) generates a non-
vanishing surface term. After a technical evaluation of such a
term, we derive the anomalous axial Ward identity:
∇µJ
µ
5 = A −
2m
~
∫
p
P , (34)
where A is the chiral anomaly originating from the surface
integral (see Appendix A). Similarly, from Eq. (7), we obtain
T µµ = m
∫
p
F , (35)
which represents the Ward identity in terms of the dilatation.
We emphasize that up to O(~), no surface integral contributes
to Eq. (35). As a result, the trace anomaly does not emerge
here, while the chiral anomaly does as given in Eq. (34). In-
deed, one can confirm from dimensional analysis that the trace
anomaly is O(~) higher than the chiral anomaly 5. For the
5 In this paper we neglect the ~−3 in the volume element of the momentum
same reason, the chiral anomaly in Eq. (34) is not involved
in the gravitational contribution, which is O(~2) higher than
the electromagnetic one [13]. In the kinetic theory involving
O(~2) or O(~3) terms, these additional contributions should
enter the right-hand sides of Eqs. (34) and (35). We will leave
discussion of the higher order kinetic theory to a future publi-
cation.
IV. KINETIC EQUATIONS AT O(~)
In the kinetic theory up to O(~), the general solutions for
Vµ and Aµ take the following forms (see Appendix B):
Vµ = 4π
[
δ(ξ)
(
pµf +
~
2p · n
ǫµνρσnν∆ρA¯σ
)
+δ′(ξ)~F˜µν
(
A¯ν −
p · A¯
p · n
nν
)]
, (36)
Aµ = 4π
[
δ(ξ)A¯µ + δ′(ξ)~F˜µνpνf
]
, (37)
where we utilize xδ′(x) = −δ(x), and denote ∆µ = Dµ −
Fµλ∂
λ
p and
ξ = p2 −m2 . (38)
The scalar function f = f(x, p) is to be considered as the
distribution function of vector charge, and nµ is a unit time-
like vector that satisfies p · n 6= 0. According to Eq. (8), the
vector A¯µ must satisfy the condition
pµA¯
µδ(ξ) = 0 . (39)
Here A¯µ is not necessarily perpendicular to the momentum
due to the presence of the delta function. To proceed, we de-
compose A¯µ as
A¯µ = pµf5 + A¯
µ
⊥ , (40)
where A¯µ⊥ is perpendicular to the momentum: p · A¯⊥ = 0.
A. Massless case
In the massless limit, plugging Eqs. (36) and (37) into
Eq. (9), we identify
A¯µ⊥ = ~Σ
µν
n ∆νf , Σ
µν
n ≡
ǫµνρσpρnσ
2p · n
. (41)
phase space integral. Counting such an additional power of ~, one can
write the well-known anomalous Ward identities for massless fermions in
Minkowski spacetime: ∂µJ
µ
5
= ~−2 e
2
16pi2
ǫµναβFµνFαβ and T
µ
µ =
~
−1 β
2e
FµνFµν with β being the β-function (we take c = 1 but recover
e explicitly).
5Then, the solutions (36) and (37) are reduced to
(V ,A)µ = 4π
[
δ(p2)
{
pµ (f, f5) + ~Σ
µν
n ∆ν (f5, f)
}
+ ~δ′(p2)F˜µνpν (f5, f)
]
.
(42)
This indicates that f5 plays the role of the axial charge dis-
tribution function. The second term in the above equation
is called the side-jump term (or the magnetization current),
and Σµνn is known as the spin tensor at the spin-defining vec-
tor nµ [6, 7]; e.g., Σijn = ǫ
ijk0pk/2p0 in the rest frame
nµ = (1,0). Additionally, it is important to note from the
above Aµ that Σµνn is connected to the canonical spin cur-
rent (18) through
Sλ,µνnλ = ~
∫
p
4πδ(p2) p · n f5Σ
µν
n . (43)
This relation more transparently accounts for why Σµνn char-
acterizes the particle spin, and nµ represents the frame of the
spin 6.
Note that Eq. (42) correctly reproduces the solution in the
CKT, with the replacement as Rµ/Lµ = 12 (V ± A)
µ and
fR/L =
1
2 (f ± f5) [13]. Accordingly, the chiral kinetic equa-
tions are also obtained from Eqs. (4) and (5) with the above
solutions (42):
0 = δ(p2 ∓ ~FαβΣ
αβ
n )
[
pµ∆
µfR/L
±
~
p · n
F˜µνn
µ∆νfR/L ± ~∆
µ
(
Σnµν∆
νfR/L
)]
.
(44)
More discussions about the CKT can be found, e.g., in
Refs. [8, 11, 13].
Now, we re-consider the chiral anomaly in the CKT. Using
the O(~) solution Aµ in Eq.(42), we derive the anomalous
Ward identity
∇µJ
µ
5 = A ,
A = −
~
8
Fµν F˜µν
∫
p
f(p)∂ip
pi
|p|3
= −
~
16π2
Fµν F˜µνf(0) ,
(45)
with
∫
p
≡
∫
d3p
(2pi)3 . This reproduces the usual chiral anomaly
when f is (the twice of) the Fermi-Dirac distribution (see de-
tails in Appendix A). The important fact is that A receives
the contribution only from the singular term at p2 = 0, which
generates the Berry monopole ∂ip
pi
|p|3 = 4πδ
3(p). The above
covariant expression hence manifests that the chiral anomaly
is a topological nature of massless fermions in an electromag-
netic field [1, 2].
6 Strictly speaking, nµ in Eq. (43) is in a subset of the nµ’s allowed to enter
Σµνn . The latter is defined in phase space while the former depends on x
only.
B. Massive case
We now focus on the massive case, in which we can per-
form two reductions for the solutions (36) and (37). First,
Eq. (39) form 6= 0 implies
f5δ(ξ) = 0 , (46)
with which one can remove the parallel part in A¯µ from the so-
lutions (36) and (37). Second, the frame vector nµ in Eqs. (36)
and (37) can be absorbed into the distribution function f , re-
defined as (see Appendix C):
f → f +
~
m2
ǫµνρσp
µnν
2p · n
∆ρA¯σ⊥ . (47)
We emphasize that this redefinition is equivalent to identify-
ing the frame nµ as the particle’s rest frame nµrest = p
µ/m.
The frame vector nµ can be removed because, in the massive
case, there is a special choice of nµ, i.e., the rest frame nµrest.
Thus, we can always redefine the scalar distribution function
f from nµ to nµrest through a local Lorentz boost. This proce-
dure does not work for massless fermions due to the lack of
such a special frame, making it inevitable to introduce nµ.
Because of the constraint p · A¯⊥ = 0, there are three de-
grees of freedom in A¯µ⊥. One of them is interpreted as the
axial charge distribution, which specifies the norm of A¯µ⊥.
Because the axial current density is identified as the particle
spin, as shown in Eq. (22), the other two correspond to the pa-
rameters of the spin direction. In the massive case, we hence
parametrize A¯µ⊥ as
A¯µ⊥ ≡ mθ
µfA , (48)
where fA is the axial distribution function and θ
µ is a unit
vector (with two degrees of freedom). Note that θµ is normal-
ized with the space-like condition θµθµ = −1 and pµθ
µ = 0.
In addition, it is useful for later discussion to introduce the
following tensor:
ΣµνS ≡
1
2m
ǫµνρσθρpσ , (49)
which may be regarded as the spin tensor of massive fermions,
as Σµνn is for massless fermions (41). Indeed, it is readily
checked that ΣijS = ǫ
ijk0θk/2 for the rest particle with pµ =
(m,0).
Collecting the discussions above, we present the solutions
6of the Clifford coefficientsF , P , Vµ,Aµ and Sµν , as follows:
F = 4π
[
δ(ξ)mf − δ′(ξ)~mFµνΣSµνfA
]
, (50)
P = −2π~∆µ [θ
µfAδ(ξ)] , (51)
Vµ = 4π
[
δ(ξ)
(
pµf + ~
ǫµνρσ
2m
pν∆ρ (θσfA)
)
+δ′(ξ)~mF˜µνθνfA
]
, (52)
Aµ = 4π
[
δ(ξ)mθµfA + δ
′(ξ)~F˜µνpνf
]
, (53)
Sµν = 4π
[
δ(ξ)
(
2mfAΣ
µν
S −
~
m
p[µ∆ν]f
)
−δ′(ξ)~mFµνf
]
(54)
with ξ = p2 −m2. In Eqs. (50)-(54), there are four indepen-
dent variables: two for the distribution functions f and fA,
and the other two for the spatial orientation of the spin vector
θµ. Therefore, the covariant spin kinetic theory up to O(~) is
described by the following four independent evolution equa-
tions:
0 = δ(ξ ∓ ~ΣαβS Fαβ)
×
[(
p ·∆±
~
2
ΣµνS
(
∇ρFµν − pλR
λ
ρµν
)
∂ρp
)
f±
+
~
2
(f+ − f−)
((
∇ρFµν − pλR
λ
ρµν
)
∂ρpΣ
µν
S
−
1
2m
F˜ νσ∂pν
(
p ·∆θσ − Fσλθ
λ
))]
,
(55)
0 = δ(ξ)
[
fAp ·∆θ
µ − fAF
µνθν + θ
µp ·∆fA
−
~
4m
ǫµνραpα
(
∇σFνρ − pλR
λ
σνρ
)
∂σp f
−
~
2m
F˜µν∂pν (p ·∆f)
]
,
(56)
with f± ≡
1
2 (f ± fA). In Appendix D, we present the deriva-
tion of the above kinetic equations. With given initial condi-
tions, Eqs. (55) and (56) determine the time evolutions of f±
and θµ for massive fermions at the collisonless limit. The flat-
spacetime counterparts of Eqs. (55) and (56) were discussed
recently in Refs. [20–22].
We provide some comments about Eqs. (55) and (56):
(1) ΣµνS is related to θ
µ through its definition (49). Thus in
Eq. (55), it is sufficient to keep only the O(1) order contribu-
tion in ΣµνS , which is always accompanied by an additional ~
factor.
(2) The delta function in Eq. (55) shows that the onshell con-
dition is shifted by∓~ΣαβS Fαβ . This term should be regarded
as the magnetization coupling, similar to ∓~Σαβn Fαβ in the
massless kinetic equation (44).
(3) Note that f+ (f−) represents the distribution for fermions
that have spin parallel (antiparallel) to θµ. Indeed, the particle
number of such spin-aligned fermions can be written with the
Wigner function, as follows:
N± ≡
∫
p
tr[P±W ] =
∫
p
4πδ(ξ ∓ ~ΣαβS Fαβ)mf± , (57)
where P± ≡
1
2 (1 ± γ
5γµθµ) is the spin projection operator
in terms of θµ [54]. Moreover, this observation of f± is con-
sistent with Eq. (55); the two kinetic equations of f± degen-
erate to the same Vlasov equation δ(ξ)pµ(∂µ + Γ
ρ
µνpρ∂
ν
p −
Fµν∂
ν
p )f± = 0 in the classical limit, where spin-up/-down
particles are indistinguishable.
(4) The third term in Eq. (56) is ofO(~) order, as we check by
substituting Eq. (55). Therefore, in the classical limit, Eq. (56)
is reduced to p · ∆θµ = Fµνθν with the on-shell condition
p2 = m2. This is the the Bargmann–Michel–Telegdi (BMT)
equation, which describes the Larmor-Thomas procession of
the spin [42]; in Minkowski spacetime, the BMT equation for
a rest particle under a magnetic fieldB is written as the well-
known form of the usual Larmor procession: mθ˙ = B × θ.
(5) From Eq. (55), we extract the following single-particle
equations of motion:
Dxµ
Dτ
=
pµ
m
, (58)
Dpµ
Dτ
= Fµλ
pλ
m
±
~
2m
ΣαβS
(
∇µFαβ − pλR
λµ
αβ
)
. (59)
HereD/Dτ is the covariant derivative in terms of τ , which is
the proper time along the trajectory of the particle, and the on-
shell condition ξ∓~ΣαβS Fαβ = 0 is implicitly applied. Equa-
tion (59) is known as the first Mathisson–Papapetrou–Dixon
(MPD) equation [43–45]. The first, second, and third term
in Eq. (59) represent the Coulomb-Lorentz force, the Zeeman
force, and the spin curvature coupling, respectively.
(6) Multiplying ǫαβηµp
η, Eq. (56) becomes p · ∆ΣµνS =
2F
[µ
σ Σ
ν]σ
S + O(~). Combining this with Eq. (58), the fol-
lowing equation of motion is derived:
D~ΣµνS
Dτ
= 2
1
m
F [µσ ~Σ
ν]σ
S + 2p
[µDx
ν]
Dτ
. (60)
This is the second MPD equation, which determines the spin
motion in electromagnetic and gravitational backgrounds [43–
45]. Note that the Tulczyjew-Dixon condition [55, 56] is au-
tomatically satisfied: pµΣ
µν
S = 0.
V. APPLICATION: SPIN POLARIZATION
A. General state
As an application of our spin kinetic theory, we calculate
the spin polarization of Dirac fermions, which is an inten-
sively studied topic in heavy-ion collisions. As already men-
tioned, an unambiguous definition of the spin polarization is
the PL vectorWµ = Aµ in Eq. (22) and W µ(x) =
∫
p
Wµ =
7∫
pA
µ in Eq. (23). Combined with Eqs. (42) and (53), this
polarization vector is expressed by
W
µ(x) =


∫
p
4πδ(p2)
[
pµf5 + ~Σ
µν
n ∆νf −
~
2
F˜µν∂pνf
]
(massless) ,∫
p
4πδ(ξ)
[
mθµfA −
~
2
F˜µν∂pνf
]
(massive) .
(61)
For later use, we also define the polarization per particle in the
phase space:
wµ(x, p) =
Wµ(x, p)
4πf(x, p)
=
Aµ(x, p)
4πf(x, p)
. (62)
These expressions are available in nonequilibrium state. The
last terms in each case stem from the Zeeman coupling, which
gives an additionalO(~) contribution. In addition to the mag-
netic field, other sources, such as the fluid vorticity (or rota-
tion), also induces spin polarization. In Eq. (61), such contri-
butions are found, only after the concrete forms of the distri-
bution functions are determined. For this analysis, the colli-
sion terms are needed, which we will discuss in a subsequent
paper. In global equilibrium state, however, we can identify
the vorticity-dependence of the distribution functions without
knowing the collision terms, as shown below.
B. Equilibrium state
In this section, we study spin polarization in the equilib-
rium state. In kinetic theory, the local equilibrium state is
specified by the distribution functions that eliminate the colli-
sion kernel. This implies that the distribution functions must
depend only on the linear combination of the collisional con-
served quantities: the particle number, the energy and mo-
mentum, and the angular momentum. Therefore, we con-
sider the following ansatz for the local equilibrium distribu-
tions, fLE± = nF (g±) with g± = p · β + α± ± ~Σ
µν
S ωµν
for massive fermions (where we have absorbed the orbital
angular momentum into a redefinition of the β field), and
fLER/L = nF (gR/L) with gR/L = p ·β+αR/L± ~Σ
µν
n ωµν for
massless fermions. The coefficients βµ, α’s, ωµν (called spin
chemical potential) depend only on x, where βµ is assumed
to be time-like. Although the actual functional form of nF is
not essential, we assume it to be the Fermi-Dirac function for
demonstration.
1. Massive case
In the massive case, at local equilibrium, the spin polariza-
tion vectors are readily computed from Eqs. (61) and (62), as
follows:
wµLE(x, p) = −δ(ξ)mθ
µ(αA + ~θ · Ω)n¯F + ~δ
′(ξ)F˜µνpν ,
(63)
W
µ
LE(x) = 4π
∫
p
δ(ξ)
[
2mθµ(αA + ~Ω · θ)− ~F˜
µνβν
]
n′F ,
(64)
with nF = nF (p · β + α), n¯F = 1 − nF , α = (α+ +
α−)/2, αA = (α+ − α−)/2, and Ω
µ = ǫµνρσpνωρσ/(2m).
Note that αA is assumed to be of O(~); otherwise a finite spin
polarization would be generated, even in the classical limit.
It is more important to discuss the polarization at global
equilibrium. For this purpose, we determine necessary con-
straints imposed by the kinetic equations (55) and (56). Sub-
stituting fLE± into Eq. (55), one can show that the following
conditions can fulfil Eq. (55) up to O(~) for an arbitrary spin
vector θµ:
∇µβν +∇νβµ = 0, (65)
∇[µβν] − 2ωµν = 0, (66)
∇µα± = Fµνβ
ν . (67)
Furthermore, we verify that under the conditions (65)-(67),
the following choice of αA and θ
µ fulfills Eq. (56) (see Ap-
pendix E):
αA = 0 , θ
µ = −
1
2mΓ
ǫµνρσpν∇ρβσ, (68)
where Γ = (12∇[µβν]Λ
µρΛνσ∇[ρβσ])
1/2 with Λµν = gµν −
pµpν/m2. We call the state specified by the conditions (65)-
(68) the global equilibrium state and denote fGE as the cor-
responding distribution function. At global equilibrium, the
thermal vorticity ∇[µβν] determines both the spin chemical
potential ωµν and the spin vector θ
µ. We emphasize that fi-
nite Riemann curvature or an external electromagnetic field
is necessary to derive Eq. (66). Without the external electro-
magnetic field and the curved background geometry, the spin
degree of freedom is inactive in the collisionless kinetic the-
ory and we cannot link ωµν to ∇[µβν]. Additionally, in Ap-
pendix F, we re-derive the conditions (65)-(67) for massive
fermions [and (72)-(74) for massless fermions] based on the
density operator.
At global equilibrium, the spin polarization vectors read
wµGE(x, p) = ~
δ(ξ)
2
ω˜µνpν n¯F + ~δ
′(ξ)F˜µνpν , (69)
W
µ
GE(x) = 4π~
∫
p
δ(ξ)
[
−ω˜µνpν − F˜
µνβν
]
n′F (70)
with ω˜µν = 12 ǫ
µνρσωρσ . In addition toW
µ and wµ, at global
equilibrium, it is also practically useful to compute the space-
integrated polarization. Suppose that the fermions are frozen
out on a space-like hypersurface Σµ(x). The average spin
8polarization per particle after freeze-out is given by 7
W¯µGE(p) ≡
∫
dΣλpλ
∫∞
0
d(p · u)WµGE(x, p)
4π
∫
dΣλpλfGE(x, p)
=
∫
dΣλpλ
~
4Ep
[
−ω˜µνpν − F˜
µνβν
]
n′F∫
dΣλpλnF
.
(71)
If we set Fµν = 0, the above equation is consistent with the re-
sult derived in Refs. [46, 47] 8, which has been widely used for
the calculation of the hadron spin polarization. In the above
uµ = Tβµ is the fluid velocity 9 and the momentum in the
second line is on-shell; in Minkowski spacetime and in the lo-
cal rest frame of the fluid, pµ = (Ep =
√
p2 +m2,p) where
p is the three momentum.
2. Massless case
In the same manner, Eq. (44) with fLER/L yields the follow-
ing global equilibrium conditions [13]:
∇µβν +∇νβµ = φ(x)gµν , (72)
∇[µβν] − 2ωµν = 0, (73)
∇µαR/L = Fµνβ
ν . (74)
Unlike the massive case, the first conditions has an arbitrary
function φ(x), which arises as a result of the conformal in-
variance in the massless case; thus, βµ is a conformal Killing
vector. At global equilibrium, analogously to Eqs. (69)-(71),
we calculate
wµGE(x, p) =
~δ(p2)
2
(
−2pµα5/~+ω˜
µνpν
)
n¯F+~δ
′(p2)F˜µνpν ,
(75)
W
µ
GE(x) = 4π~
∫
p
δ(p2)
[
2pµα5/~− ω˜
µνpν − F˜
µνβν
]
n′F ,
(76)
W¯µGE(p) =
∫
dΣλpλ
~
4Ep
[
2pµα5/~− ω˜
µνpν − F˜
µνβν
]
n′F∫
dΣλpλnF
(77)
with α5 = (αR − αL)/2, which is of O(~) as well as αA
10.
In the second equation, the on-shell condition is implicitly ap-
plied and we define Ep = u · p; in Minkowski spacetime and
7 Here we pick up the particle-branch contribution. The anti-particle-branch
contribution are similarly obtained by replacing
∫∞
0
d(p ·u) by
∫
0
−∞
d(p ·
u).
8 Note that the spin polarization is defined as W¯
µ
GE
(p)/s with s = 1/2 the
spin quantum number therein.
9 Note that βµ is a Killing vector owing to Eq. (65).
10 More precisely, while the kinetic equation (55) requires αA to be of O(~)
in the global equilibrium, there is no such requirement for α5. Neverthe-
less, one should assume that α5 is of O(~); otherwise a finite axial charge
would be generated even in the classical limit.
the rest frame of the fluid, Ep = |p|. Note that spin polariza-
tion induced by the thermal vorticity and the electromagnetic
field takes the same form for both massless and massive cases
at global equilibrium, up to the difference in the on-shell con-
ditions. Moreover, the results are independent of the choice of
the frame vector nµ, as they should be.
VI. SUMMARY AND OUTLOOK
In this paper, we derive the collisionless covariant spin ki-
netic theory at O(~) for Dirac fermions in curved spacetime
and an external electromagnetic field. We start by deriving
the dynamical equation for each Clifford component of the
Winger function up to O(~2). We discuss the physical mean-
ing of each such dynamical equation. We then takeVµ andAµ
as independent dynamical variables and derive two evolution
equations for massless fermions (44) and four evolution equa-
tions for massive fermions (55) and (56), respectively. We
introduce a time-like unit frame-choosing vector nµ to solve
the Wigner function. In the massless case, nµ is necessary
because it represents the frame in which the spin for the mass-
less particle is defined. In the massive case, we show that the
vector nµ can be removed by redefining the vector distribution
function through a boost from the frame nµ to the rest frame
of the particle.
As an application, we analyze spin polarization using the
approach of the kinetic theory. We derive the global equilib-
rium conditions from the kinetic equations and find that the
finite Riemann curvature or an external electromagnetic field
is necessary to determine the spin-thermal vorticity coupling.
We derive the expression of spin polarization induced by the
electromagnetic field and the thermal vorticity at global equi-
librium, which is consistent with the results in previous liter-
ature. We also derive expressions for spin polarization at lo-
cal equilibrium and out of equilibrium. They may be used to
study the local Λ polarization puzzle found in heavy-ion col-
lisions, which cannot be understood in the calculations based
on global equilibrium assumption.
We expect the spin kinetic theory to be useful for the study
of both the electromagnetic plasma and quark-gluon plasma
in heavy-ion collisions. Furthermore, formulating the kinetic
theory in curved spacetime may find fundamental applications
in astrophysics and condensed matter physics. For example,
our present theory may be used to study the deformed crystal
or a material with a temperature gradient, which is described
as an electron system in a fictitious gravity [57, 58]. Poten-
tially, we could study the mass correction to the chiral mag-
netic effect and the generation and transport of spin currents
in such systems. Numerical works to solve the kinetic theory
and to simulate the evolution of spin polarization in heavy-ion
collisions are also important tasks. Once the collision term is
included, it would be interesting to derive the covariant spin
hydrodynamics [59–61] from the covariant spin kinetic the-
ory.
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Appendix A: Derivation of chiral anomaly
In this Appendix, we derive the chiral electromagnetic
anomaly from the solutions of the Wigner function. We con-
sider the massless case for demonstration. Plugging Aµ in
Eq. (42) into the kinetic equation (5), and integrating it, we
get∇µJ
µ
5 = A with
A =
∫
p
4πFµλ∂pλ
[
~δ′(p2)F˜µνp
νf
+ δ(p2)
(
pµf5 + ~
ǫµνρσ
2p · n
nνpσ∆ρf
)]
=
~
4
FµνF˜µν
∫
p
4π δ′(p2)pλ∂pλf ,
(A1)
where we employ the Schouten identity and xδ′′(x) =
−2δ′(x) and drop the surface terms without the singularity at
p2 = 0. We have chosen the local Lorentz coordinate to per-
form the computation as A is a scalar. The roots of p2 = 0
are p0 = ±|p|, with which the delta function is reduced to
δ(p2) =
1
2|p|
[
δ(p0 − |p|) + δ(p0 + |p|)
]
. (A2)
Furthermore, when we carry out the p0-integration, we need
the replacement of the momentum derivatives, as follows:
∂ipf(±|p|, pi) =
(
∂ip +
∂p0
∂pi
∂0p
)
f(p0, pi)
∣∣∣
p0=±|p|
=
(
∂ip −
pi
p0
∂0p
)
f(p0, pi)
∣∣∣
p0=±|p|
≡ ∂˜ipf(p0, pi)
∣∣∣
p0=±|p|
.
(A3)
Subsequently, the integral in Eq. (A1) is cast into∫
p
4πδ′(p2)pλ∂pλf
=
∫
p
4π
1
2
[
∂λp δ(p
2)
]
∂pλf = −
1
2
∫
p
4πδ(p2)∂λp ∂
p
λf
= −
1
2
∫
p
4πδ(p2)
[
∂˜ip∂˜
p
i +
2
p0
∂p0 +
2
p0
pi∂˜pi ∂
p
0
]
f .
(A4)
In the last line, the second and third terms in the integrand
cancel out: performing the integration by parts, we rewrite the
third term as
∫
p
δ(p2)
pi
p0
∂˜pi ∂
p
0f =
∫
p
δ(p2)
[
pi
p0
∂pi −
pipi
p0p0
∂0p
]
∂p0f
= −
∫
p
δ(p2)
1
p0
∂p0f .
(A5)
Finally, A in Eq. (A1) is calculated as
A = −
~
8
Fµν F˜µν
∫
p
1
|p|
∂ip∂
p
i f
= −
~
16π2
Fµν F˜µνf(p = 0) ,
(A6)
where we utilize
∂ip
pi
|p|3
= 4πδ3(p) . (A7)
The usual chiral anomaly relation is recovered; hence, we take
f(p = 0) = 2 , where the factor 2 accounts for the spin de-
generacy of Dirac fermions.
Appendix B: General solutions at O(~)
We parametrize the perturbative solutions as
Vµ = Vµ(0)+~V
µ
(1)+O(~
2) , Aµ = Aµ(0)+~A
µ
(1)+O(~
2) .
(B1)
According to Eqs. (7), (8) and (10), the general solutions in
the classical limit are given by
Vµ(0) = 4πp
µf (0)δ(ξ) , (B2)
Aµ(0) = 4πA¯
µ
(0)δ(ξ) (B3)
with ξ = p2 − m2. Here f (0) = f (0)(x, p) is the classical
vector charge distribution function and the vector A¯µ(0) satis-
fies the condition pµA¯
µ
(0)δ(ξ) = 0. Substituting Eqs. (B2)
and (B3) into Eqs. (6)-(13), we obtain the solutions at O(~):
Vµ(1) = 4π
[(
pµf (1) +
1
2p · n
ǫµνρσnν∆ρA¯
(0)
σ
)
δ(ξ)
+ F˜µν
(
A¯(0)ν −
p · A¯(0)
p · n
nν
)
δ′(ξ)
]
,
Aµ(1) = 4π
[
A¯µ(1)δ(ξ) + F˜
µνpνf
(0)δ′(ξ)
]
,
(B4)
where f (1) = f (1)(x, p) is the first order quantum correction
to the vector distribution function and A¯µ(1) satisfies the same
condition as A¯µ(0) : pµA¯
µ
(1)δ(ξ) = 0. Defining f ≡ f
(0) +
~f (1) and A¯µ ≡ A¯µ(0) + ~A¯
µ
(1), we obtain Eqs. (36) and (37).
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Appendix C: Elimination of nµ
Here, we show that, with the redefinition of the distribution
function f in Eq. (47), we can remove the frame vector nµ
from the spin kinetic theory for massive fermions. The dis-
cussion is kept atO(~). Acting on Eq. (9) with∆α, we derive
p ·∆Aβ + FαβAα − p
β∆αA
α
=
m
2
ǫαβρσ∆αSρσ −
~
2
ǫαβρσ∆α∆ρVσ .
(C1)
Using Eqs. (5) and (12), we obtain
pβ∆αA
α =
m
2
ǫβαρσ∆αSρσ. (C2)
Combining the above two equations, we find
p ·∆Aµ = FµνA
ν +
~
2
ǫµνρσ∆
ν∆ρVσ . (C3)
Next, we substitute the redefined distribution function in
Eq. (47) into the solution of Vµ in Eq. (36), and obtain
Vµ = 4πδ(ξ)
[
pµ
(
f −
~ǫαβρσpαnβ
2m2p · n
∆ρA¯⊥σ
)
+
~ǫµνρσnν
2p · n
∆ρA¯
⊥
σ
]
+ 4πδ′(ξ)~F˜µνA¯⊥ν . (C4)
To reduce the above equation, we utilize the Schouten iden-
tity:
pµǫαβρσpαnβ∆ρA¯⊥σ
= −
(
p2ǫβρσµnβ∆ρ + p · nǫ
ρσµαpα∆ρ
+ ǫσµαβpαnβp ·∆+ ǫ
µαβρpαnβp
σ∆ρ
)
A¯⊥σ ,
(C5)
where the last two terms cancel, according to Eq. (C3). We
then rewrite Eq. (C4) as the nµ independent form:
Vµ = 4πδ(ξ)
[
pµf +
~ǫµνρσpν
2m2
∆ρA¯
⊥
σ −
~
ξ
F˜µνA¯⊥ν
]
. (C6)
The frame vector nµ is also removed from the solution ofAµ.
Comparing the above equation with Eq. (36), we find that the
redefinition of f is equivalent to replacing nµ with pµ/m in
Eq. (36).
Appendix D: Derivation of Eqs. (55) and (56)
Here, we derive the kinetic equations for f±. Substituting
Eq. (52) into Eq. (4), one obtains the following equation:
0 = pµ∆µfδ(ξ)− ~Σ
αβ
S Fαβp
µ∆µfAδ
′(ξ)
+
~
2
(
∇ρFµν∂
ρ
p + [Dµ, Dν ]
)
(ΣµνS fA) δ(ξ)
− ~
1
2m
fAF˜
νσ∂pν
(
pρ∆ρθσ − Fσλθ
λ
)
δ(ξ).
(D1)
In addition, contracting Eq. (C3) with θµ and inserting
Eqs. (52) and (53), we obtain
0 = pµ∆µfAδ(ξ)− ~Σ
αβ
S Fαβp
µ∆µfδ
′(ξ)
+
~
2
ΣµνS
(
∇ρFµν∂
ρ
p + [Dµ, Dν ]
)
fδ(ξ).
(D2)
The addition and subtraction of the above two equations result
in Eq. (55). Moreover, the kinetic equation to determine θµ is
obtained from Eq. (C3) with the solutions (52) and (53).
Appendix E: Global equilibrium condition from kinetic theory
In the massless case, the discussion of the global equilib-
rium conditions (65)-(67) was given in Ref. [13]. Following
a similar strategy, one can show that, for the massive case,
the conditions (65)-(67) can fulfill Eq. (55) for arbitrary θµ
and for αA = O(~). Also, it is easy to see that the con-
dition (68) fulfills Eq. (55) up to O(~). We verify that the
condition (68) also fulfills Eq. (56) under the conditions (65)-
(67), as follows. The leading order of fLEA is written as
fLEA = 2(αA + ~Σ
S
αβω
αβ)n′F (β · p + α) + O(~
2). Using
Eqs. (65)-(68) and inserting fLE and fLEA , we obtain
RHS of Eq. (56)
= 2δ(ξ)n′F
[
~p ·∆
(
θµΣSαβω
αβ
)
−
(
αA + ~Σ
S
αβω
αβ
)
Fµνθν
−
~
4m
ǫµνραpα
(
∇σFνρ − pλR
λ
σνρ
)
βσ
]
= −~
δ(ξ)
2m
n′F
[
p ·∆(ǫµνρσpν∇ρβσ)− F
µνǫνλρσp
λ∇ρβσ
+ ǫµνραpα
(
∇σFνρ − pλR
λ
σνρ
)
βσ
]
.
(E1)
In the above equation, the second equality follows from αA =
0 and
θµΣαβS ωαβ =
1
2
θµΓ = −
1
4m
ǫµνρσpν∇ρβσ , (E2)
which stems from Eq. (68). The above three terms in Eq. (E1)
totally vanish, as follows:
p ·∆(ǫµνρσpν∇ρβσ)
= pλ
(
ǫνρσλFµν + 2ǫ
σλµνF ρν
)
∇ρβσ
+ ǫµνρσpνpλR
λ
αρσβ
α
= Fµνǫ
νρσλpλ∇ρβσ − pλǫ
µνσλβ · ∇Fνσ
+ ǫµνρσpνpλR
λ
αρσβ
α .
(E3)
In the above equation, we have used the Schouten identity and
the equilibrium conditions (65) and (67) with ∇µ∇[νβρ] =
−βλRλµνρ.
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Appendix F: Global equilibrium condition from density
operator
We discuss the global equilibrium using the maximum en-
tropy principle, following Refs. [62–64]. The density operator
for the local equilibrium state can be written as
ρˆLE ≡
1
z
e−
∫
dΣµ(Tˆµνβν+Sˆµ,λνωλν+αJˆµ) , (F1)
where z ≡ Tr
[
e−
∫
dΣµ(Tˆµνβν+Sˆµ,λνωλν+αJˆµ)
]
where Tˆ µν ,
Sˆµ,λν , and Jˆµ are the canonical energy-momentum, spin, and
charge current operators, respectively. Here, Σµ is a space-
like hypersurface, βµ, α, and ωµν have the same meanings as
in the main text. The entropy is defined as
S ≡ −〈ln ρˆLE〉 = −Tr (ρˆLE ln ρˆLE) . (F2)
We denote ln z =
∫
dΣµφ
µ, where φµ is (the negative of) the
thermodynamic potential density current. Then, the entropy is
represented as S =
∫
dΣµs
µ, with
sµ = φµ + T µνβν + S
µ,λνωλν + αJ
µ . (F3)
The global equilibrium condition is such that the local ther-
modynamic potential and entropy are maximized, so that
∇µφ
µ = 0 and∇µs
µ = 0. After some straightforward calcu-
lations, we arrive at
0 = T µνsy ∇µβν + T
µν
as (∇µβν − 2ωµν)
+ Sµ,λν∇µωλν + J
µ(∇µα− Fµνβ
ν) ,
(F4)
where T µνsy/as is the symmetric/antisymmetric part of T
µν . In
the massless case, T µµ = 0, we obtain Eqs. (72)-(74) (with
αR = αL = α); In the massive case, we obtain Eqs. (65)-(67).
Note that one further constraint from Eq. (F4), ∇[µωλν] = 0,
is automatically fulfilled.
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