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$a_{r}\in \mathbb{R}^{l}$ $r$ $d_{pq}\in \mathbb{R}$ $p,$ $q$ $\rho>0$
$\mathcal{N}_{x}=\{(p, q)|1\leq p<q\leq m, ||a_{p}-a_{q}||\leq\rho\}$




st. $d_{pq}^{2}=||x_{p}-x_{q}||^{2}$ $(p, q)\in \mathcal{N}_{x}$ (1)












$st$ . $d_{pq}^{2}=||x_{p}-x_{q}||^{2}$ $(p, q)\in \mathcal{N}_{x}$
$d_{pr}^{2}=||x_{p}-a_{r}||^{2}$ $(p, r)\in \mathcal{N}_{a}$
(3)
$\xi_{pq}^{+}\geq 0,$ $\xi_{pq}^{-}\geq 0(p, q)\in \mathcal{N}_{x}$















$st$ . $d_{pq}^{2}=Y_{pp}-2Y_{pq}+Y_{qq}$ $(p, q)\in \mathcal{N}_{x}$
$d_{pr}^{2}=Y_{pp}-2 \sum_{i=1}^{l}X_{ip}a_{ir}+||a_{r}||^{2}$ $(p, r)\in \mathcal{N}_{a}$
(5)
$Y-X^{T}X=O$
[3] $Y-X^{T}X=O$ $Y-X^{T}X\succeq O$




s.t. $d_{pq}^{2}=Y_{pp}-2Y_{pq}+Y_{qq}$ $(p, q)\in \mathcal{N}_{x}$
$d_{pr}^{2}=Y_{pp}-2 \sum_{i=1}^{l}X_{ip}a_{ir}+||a_{r}||^{2}$ $(p, r)\in \mathcal{N}_{a}$ (6)









$\xi_{pq}^{+}\geq 0,$ $\xi_{\overline{p}q}\geq 0(p, q)\in \mathcal{N}_{x}$
$\xi_{pr}^{+}\geq 0,$ $\xi_{\overline{pr}}\geq 0(p, r)\in \mathcal{N}_{a}$
$(\begin{array}{ll}I_{l} XX^{T} Y\end{array})\succeq O$
$n$ , $\epsilon$
$O( \sqrt log\frac{1}{\epsilon})$ $\epsilon$
$O(n^{6})$








$\{f(X):=\sum_{(p,q)\in N_{x}}(d_{pq}-||x_{p}-x_{q}||)^{2}+\sum_{(p,r)\in N_{a}}(d_{pr}-||x_{p}-a_{r}||)^{2}\}$ (8)
100
(8) $f(X)$
$\mathcal{N}_{x}^{q}:=\{p|(p, q)\in \mathcal{N}_{x}\},\mathcal{N}_{a}^{q}:=\{r|(q, r)\in \mathcal{N}_{a}\}$
$x\neq b$ $\nabla_{x}||x-b||=\frac{x-b}{||x-b||}$ $f(X)$ $\nabla_{q}f$
$\nabla_{q}f(X)=2\sum_{p\in N_{x}^{q}}(1-\frac{d_{pq}}{||x_{p}-x_{q}||})(x_{p}-x_{q})$
$\alpha\in(0,1]$ $X(\alpha)$ $f(X(\alpha))$





$V=\{1, \cdots, n\}$ $E\subseteq V\cross V$




3.2 ([4]Theorem 22). $G=(V, E)$ $G$
$G=(V, E)$ $(v_{1}, \cdots, v_{n})$
$v_{1}$ $v_{1}$ $\{v_{1}\}\cup adj(v_{1})$ $v_{1}$
$\{v_{2}, \cdots, v_{n}\}$
$\{C_{r}\subseteq V :r=1, \cdots , l\}$ $\{v_{i}\}U$ $($ adj $(v_{i})\cap\{v_{i+1},$ $\cdots,$ $v_{n}\})(i=1, \cdots, n)$
( $l$ ).











$E\subseteq V\cross V$ $A$ $E$
$A$ $?$
[9]
4.1 ([9]Corollary2). (a) (b)
(a) $G=(V, E)$
(b) $A\in S^{n}$ $C_{1},$ $\cdots,$ $C_{p}$ $A$




$V=\{1, \cdots, m\}$ ,
$E=\mathcal{N}_{x}$ $G=(V, E)$
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$(\begin{array}{lllll} I_{l} (x_{p} p\in C_{h})(x_{p} p\in C_{h})^{T} Y_{C_{h},C_{h}}\end{array})\succeq O$ $(1 \leq h\leq k)$
$(x_{p}:p\in C_{h})\in \mathbb{R}^{l\cross|C_{h}|}$ $C_{h}$ $p$
$x_{p}(p\in C_{h})$ $Y_{C_{h},C_{h}}\in \mathbb{R}^{|C_{h}|\cross|C_{h}|}$ $C_{h}$ $p,$ $q$
$Y$ $Y_{pq}(p, q\in C_{h})$







$G=(N,\mathcal{N}_{x}\cup \mathcal{N}_{a})$ $N=\{1,2, \cdots, n\}$
$\mathcal{N}_{x},\mathcal{N}_{a}$
$G$ $N$ $E’\subseteq \mathcal{N}_{x}\cup \mathcal{N}_{a}$ $E^{f}$ $G$
$G’=(N, E’)$ $\deg(p, E’)$ $G(N, E’)$
$p\in N$
$l$
$p$ $\deg(p, E)\geq l+1$
$K$ $l+1$
$\forall_{p}\in N,$ $\deg(p, E’)\geq\min\{\deg(p,\mathcal{N}_{x}\cup \mathcal{N}_{a}), K\}$ $G(N, E’)$





















$s^{0},$ $a^{0}\geq 0$ $s=s^{0},$ $a=a^{0}$
2. $s$ $a$
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