Despite a hundred years of questionnaire testing, no consensus has been reached on the optimal number of response alternatives in rating scales. Differences in prior research may have been due to the use of various psychometric models (classical test theory, item factor analysis, and item response theory) and different performance criteria (reliability, convergent/discriminant validity, and internal structure of the questionnaire). Furthermore, previous empirical studies on this issue have tackled the experimental design from a between-subjects perspective, thus ignoring intra-individual effects. In contrast with this approach, we propose a within-subjects experimental design and a comprehensive statistical methodology using structural equation models for studying all of these aspects simultaneously, therefore increasing statistical power. To illustrate the method, two personality questionnaires were examined using a repeated measures design. Results indicated that as the number of response alternatives increased, (1) internal consistency increased, (2) there was no effect on convergent validity, and (3) goodness of fit worsened. Finally, the article assesses the practical consequences of this research for the design of future personality questionnaires.
The development of rating scales for measuring psychological constructs, particularly those for the assessment of personality and attitudinal constructs, is an integral part of behavioral science research. Any researcher who is faced with the development of a new rating scale is confronted with the question of how many response alternatives to use for the measurement instrument in order to achieve optimal psychometric properties. No consensus has emerged, however, despite numerous studies that have attempted to answer the question of what the optimal number of response alternatives is for attitudinal and personality questionnaires (for an updated review of the literature, see Kramp, 2006 ; see also Churchill & Peter, 1984; Cox, 1980; Peter, 1979) .
One reason for this lack might be that different criteria have been used to define "optimal." A certain number of response alternatives might maximize the reliability of the questionnaire, whereas a different number might maximize its validity (see, e.g., Chang, 1994; Preston & Colman, 2000; Sancerni, Meliá, & González Roma, 1990 ).
Furthermore, the answer to this question may also depend on the psychometric model that is used. Researchers may use classical test theory (CTT), item factor analysis (IFA), or item response theory (IRT) as a psychometric model (see, e.g., McCallum, Keith, & Wiebe, 1988; Preston & Colman, 2000; Weng, 2004) . As a result, it is necessary to investigate the effect of the number of response alternatives on the reliability and validity of the questionnaire under different psychometric models.
A researcher who is truly concerned about determining the optimal number of response alternatives, therefore, has no option but to perform a pilot study for his or her application. This pilot study can be performed using a randomized (one-way) design or a repeated measures design. In a randomized design, different groups of respondents receive a different response format. In a repeated measures design, however, the same questionnaire is administered repeatedly to the same respondents, with a different number of response alternatives each time. The Donald, 1999) . This assessment can be performed simply by computing the correlation between the test score Y and a set of relevant external criteria C 1 , . . . , C K (Gulliksen, 1987; Lord & Novick, 1968; McDonald, 1999) .
To assess whether reliability is invariant across response formats, coefficient alpha may be computed as well as the 99% confidence intervals, and the overlap among the intervals can be examined. Because a normal distribution need not be a good approximation to the distribution of the item scores, asymptotically distribution-free intervals were computed for coefficient alpha (Maydeu-Olivares, Coffman, & Hartmann, 2007) .
The extent to which correlations with convergent measures are invariant across response formats can also be assessed. To do so, the elements of the correlation matrix between scale scores and measures that are designed to assess related constructs must be constrained. Let Y 2 , Y 3 , and so on be the scale scores that are obtained when two, three, and so on response alternatives are used. The correlations between the scores for each of the external criteria (C 1 , . . . , C K ) and Y 2 are then constrained to be equal to the correlations between C 1 , . . . , C K and Y 3 , and so on.
IFA
In the IFA model, the observed item scores, rather than the test scores, are modeled. In particular, the observed item scores are assumed to be a linear function of a latent trait, η (a factor), representing the psychological construct that is being measured:
In Equation 3, µ i is an intercept that changes from item to item, λ i is the factor loading (i.e., a slope for regressing the latent factor on the observed item i), and ε ij is a term containing both specification and measurement errors. When the IFA model holds, the reliability of the test score Y j 5 X 1j 1 . . . 1 X pj is obtained using coefficient omega (McDonald, 1999) : 
where ψ 2 i is the unique variance for item i (i.e., the variance of ε i in the population of respondents). Also, the evidence that is based on other variables (convergent and discriminant validity) can be assessed by estimating the correlation between the factor and the set of relevant external criteria (McDonald, 1999) . Unlike in CTT, finally, the internal structure of the model can be evaluated by assessing its overall goodness of fit (McDonald, 1999; Mulaik, 1972) .
IRT
In the IFA model, the categorical nature of the observed ratings is ignored. However, a suitable model for ordered categorical data can be obtained as follows. As in Equation 3, we assume that X * ij 5 µ i 1 λ i η j 1 ε ij holds. Now X * ij use of a repeated measures design enables researchers to capture intra-individual effects that are due to changes in the number of response alternatives. Increased precision, and therefore higher power, moreover, can be obtained by using this design instead of a randomized design. The repeated measures design is harder to implement, however, and its data are more difficult to analyze. The purpose of this article is to describe how repeated measures designs can be implemented to assess the effects of varying the number of response alternatives in rating scales. In particular, we describe how to assess differences using different criteria: internal consistency, evidence that is based on the relationship with other variables, and evidence that is based on internal structure (APA, AERA, & NCME, 1999). These criteria, arguably the most important when it comes to the quality of the instruments, were examined using the three different psychometric models that were described above: CTT, IFA, and IRT.
We report two examples in which a repeated measures design was used to assess the effect of the number of response alternatives. The data and software code that were used in these examples are available from the authors' Web page (www.ub.edu/gdne/amaydeusp.html).
Researchers usually choose a psychometric method first. In the following sections, therefore, we describe how to analyze the effect of varying the number of response alternatives for each of the psychometric models that is under consideration.
CTT
Given p items X i intended to measure a psychological construct, CTT (see, e.g., Allen & Yen, 1979; Gulliksen, 1987; Lord & Novick, 1968) focuses on the respondent's observed test score, Y j 5 X 1j 1 . . . 1 X pj . In CTT, Y j is assumed to consist of two parts: the true score, η j , on the psychological construct being measured, plus measurement error, ε j ; thus, the basic equation in this psychometric framework is
The observed score's precision in measuring the psychological construct is assessed using the test reliability (i.e., the variance of the true score, divided by the variance of the observed score). A lower bound to the test reliability within CTT is obtained using coefficient alpha (Cronbach, 1951) :
where σ 2 i denotes the variance of item i in the population, and σ ii′ denotes the covariance between items i and i′ (i , i′) .
The evidence that is based on the internal structure of a questionnaire cannot be assessed in CTT, since Equation 1 cannot be verified in applications (see Lord, 1980, p. 5) . Only the evidence that is based on the relationship with other variables (convergent and discriminant validity) can be assessed (Bollen, 1989; Jöreskog & Sörbom, 1979 ; Mc-number of response alternatives in a different target questionnaire. The samples that were used in each study were completely independent (i.e., no individual participated in both studies). All participants in a sample responded to the same questionnaire, administered with two, three, and five response alternatives in the same session. These studies addressed the issue of the optimal number of response alternatives for personality scales, using both precision (reliability) and validity as criteria. In particular, internal consistency (coefficient alpha and omega), internal structure, and convergent and discriminant validity were used to judge optimality. Prior investigations have used different criteria to judge the optimality of different numbers of response alternatives. In some cases, reliability was chosen as the optimal criterion, and in other cases, validity was chosen as the optimal criterion. Finally, previous investigations have used either CTT or IFA to examine the optimal number of response alternatives, but few studies have used IRT. In the present study, all three psychometric models were used.
METhOd Participants
The participants were 1,172 undergraduate students at the University of Barcelona who volunteered to participate in these studies. The 1,172 students were divided into two samples, Study A and Study B. Study A consisted of 746 students who were enrolled in introductory psychology courses. Sample B consisted of 426 students who were enrolled in introductory psychology and pedagogy courses. For participants in Study A, age ranged from 17 to 53 years (M 5 20.42, SD 5 4.14), and for participants in Study B, age ranged from 18 to 57 years (M 5 21.33, SD 5 4.21). Among participants in Study A, 84.7% were female, and 84% of participants in Study B were female. Each study received a different test battery, as is described below.
Instruments
In these studies, the following questionnaires were used: the NEO Five-Factor Inventory (NEO-FFI; Costa & McCrae, 1992 , 1999 , the Positive Affect and Negative Affect Schedule (PANAS; Watson, Clark, & Tellegen, 1988) , the Social Problem-Solving InventoryRevised (SPSI-R; D 'Zurilla, Nezu, & Maydeu-Olivares, 2002) , and the Satisfaction With Life Scale (SWLS; Diener, Emmons, Larsen, & Griffin, 1985) .
NEO-FFI
The NEO-FFI is a reduced version of the Revised NEO Personality Inventory (NEO-PI-R; Costa & McCrae, 1992 , 1999 . The NEO-FFI was designed to evaluate five personality dimensions: neuroticism (N), extraversion (E), openness to experience (O), agreeableness (A), and conscientiousness (C). Each scale consists of 12 items, and subjects use a 5-point rating scale to indicate their degree of agreement with each item (0 5 strongly disagree, 4 5 strongly agree). Additional information about the reliability and validity of the NEO-FFI for the Spanish form is reported in Costa and McCrae (1999) .
PANAS
The PANAS consists of two 10-item scales that use a 5-point scale (0 5 very slightly or not at all, 4 5 extremely) that measure two broad mood types: positive affect (PA) and negative affect (NA). PA reflects the extent to which a person feels enthusiastic, active, and alert, whereas NA represents a general dimension of subjective distress (Watson et al., 1988) . The PANAS can be used to measure either state affect or trait affectivity. In our case, the trait format was used. Further support for the reliability and validity of the PANAS is not directly observed, however; only its categorization, X ij , is observed, and X ij and X * ij are related via a threshold relationship. For instance, when each of the items consists of K categories (0, 1, . . . , k, . . . , K 2 1), the threshold relationship is
Thus, the model specifies a set of K 2 1 thresholds, τ, which change from item to item. To identify this model, it is necessary to set the intercepts µ i to zero, and to set ψ
i . This is the model that is estimated in structural equation modeling (SEM) when the observed variables are declared as categorical. Model estimation in SEM proceeds as follows: First, the thresholds and polychoric correlations are estimated from the data. A polychoric correlation is the correlation between two unobserved normal variables X * that have been categorized using Equation 5. The remaining parameters of the model are then estimated from the polychorics.
The categorical IFA model that has just been introduced is a member of a larger class of latent-trait models for categorical data that are commonly referred to as item-response models. In the item-response literature, the model just described is referred to as Samejima's (1969) graded response model. Notice that here, the normal ogive is used as the link function.
In order to compare more easily the results for CTT, IFA, and IRT when the number of response alternatives in rating scales increases, we estimated Samejima's (1969) graded response model using an SEM approach. Thus, the estimation was performed using polychoric correlations. In so doing, we were able to assess the precision (reliability) of measurement by computing coefficient omega using Equation 4. Also, we were able to assess the convergent and discriminant validity (evidence that is based on the relationship with other variables) by estimating the correlation between the latent trait η and a set of relevant external measures (McDonald, 1999) . Finally, we were able to evaluate the model's internal structure by assessing its overall goodness of fit to the polychoric correlations (Muthén, 1993) .
In IRT, the precision of measurement of the psychological construct is customarily assessed using the test information function (Lord, 1980; Samejima, 1969) . This is a nonlinear function of the item parameters; thus, in IRT, unlike in CTT or IFA, the precision of measurement is not constant for all levels of the latent trait. Nevertheless, it is possible to compare the models by computing coefficient omega from the estimated IRT parameters; thus, results across psychometric models (CTT, IFA, and IRT) can be compared more easily. McDonald (1999) has discussed the relationship between coefficient omega and the test information function.
The Present Studies
We now turn to the empirical studies that we performed. In each study, we investigated the effects of varying the optimal number of response alternatives for the SWLS. Using two instruments ensured that the optimal number of response alternatives did not depend on a particular instrument. Also, the number of items was different in each target instrument, which permitted examination of the effect of the number of items on differential reliability and validity that was due to the different number of response alternatives. In addition, we analyzed the temporal consistency for SWLS in Study B.
The NEO-FFI, PANAS, and SPSI-R were used as variables for analyzing convergent and discriminant validity of the target instruments. These instruments were selected because of their strong theoretical background. The NPO and SWLS were selected as target instruments because they can be administered multiple times during the same session easily and because they both have a unidimensional structure, according to their respective authors. Finally, participants completed the test batteries in one session that lasted 1 h.
To summarize, the effect of the number of response alternatives on the reliability and validity of two target personality scales, the NPO and the SWLS, was investigated under three different psychometrics models: CTT, IFA, and IRT. For IRT, we used Samejima's (1969) Graded Response Model, because there is some evidence that it provides the best fit among classical parametric IRT models (MaydeuOlivares, 2005) , and also because of its relation to the IFA model. Finally, three experimental conditions were considered for each target instrument: two, three, and five response alternatives.
Statistical Analyses
Data analysis for both studies was carried out in two steps. The first step examined changes in the reliability of the test score when a different number of response alternatives were used under all for the American form is reported in Watson et al., and that for the Spanish form is reported in Sandin et al. (1999) .
SPSI-R
The SPSI-R consists of five scales that measure two problemorientation dimensions-positive problem orientation (PPO) and negative problem orientation (NPO)-and three problem-solving dimensions-rational problem solving (RPS), impulsivity-carelessness style (ICS), and avoidance style (AS). The SPSI-R has two formats: the long form and the short form (SPSI-RL and SPSI-RS, respectively). The SPSI-RL was used in Study A, and the SPSI-RS was used in Study B. The SPSI-RL consists of 52 items, distributed in the following manner: PPO, 5 items; NPO, 10 items; RPS, 20 items; ICS, 10 items; AS, 7 items. The SPSI-RS is a reduced version of the SPSI-RL. 
SWLS
The SWLS consists of five items that were designed to evaluate individuals' subjective perception of their present life affairs (Diener et al., 1985) . Respondents indicate their degree of agreement using a 7-point rating scale (1 5 strongly disagree, 7 5 strongly agree). For this study, the original response format was adapted to two, three, and five response alternatives. Further support for the reliability and validity of the SWLS for the American form is reported in Diener et al. and in Pavot, Diener, Colvin, and Sandvik (1991) .
Procedure
Studies A and B each used a specific test battery.
Study A
The battery for Study A was composed of the NEO-FFI, the SPSI-RL (not including the NPO), the PANAS, and the NPO. The target questionnaire was the NPO (10 items), which was administered three times within the test battery, with two, three, and five response alternatives.
Study B
The test battery for Study B consisted of the NEO-FFI, the SPSI-RS (not including the NPO), the PANAS, and the SWLS. The target questionnaire was the SWLS, which was administered four times within the test battery. The first three administrations varied among two-, three-, and five-point response alternatives. The fourth administration was used to evaluate the intrasession temporal consistency of the SWLS scale (see Table 1 ). The NPO was not used within the SPSI-R, in order to equate both test batteries.
Different labels were used for the two-response-alternatives condition (0 5 yes, 1 5 no), the three-response-alternatives condition (0 5 false, 1 5 sometimes true, 2 5 true), and the five-response-alternatives condition (0 5 very false, 1 5 false, 2 5 moderately true, 3 5 true, 4 5 very true). Target questionnaires were intercalated within the longer, full test batteries. For Study A, the administration order was NPO, NEO-FFI, NPO, SPSI-R, NPO, and PANAS. For Study B, the same order was used (with the SWLS in place of the NPO scale), but with a fourth administration of the SWLS after PANAS. To control the effect of the different response formats, six counterbalanced test batteries were constructed-three for Study A and three for Study B, varying only the target instrument. Table 2 shows the distribution of the different response formats within each test battery, which kept approximately the same number of respondents for each form.
For Study A, therefore, we examined the optimal number of response alternatives for the NPO, and for Study B, we examined the by the items of each target scale (NPO and SWLS) in Figure 2 . The structure of this restricted model is shown in Figure 3 . The competing model, the unrestricted model, had the same specifications except that the correlations between factors and the external questionnaire scores were not constrained to be equal across factors. Since the restricted model was nested within the unrestricted model, a test could be performed to investigate the null hypothesis of equal convergent and discriminant validity.
For assessing differential internal-structure results when the number of response alternatives has been increased, a series of onefactor models was applied separately to the questionnaires with different numbers of response alternatives, and the fits of the models were compared. For Study A, therefore, a one-factor model was fit to the 10 dichotomous NPO items. The same model was fit to the 10 three-response-alternative items and to the 10 NPO items with five response alternatives. For Study B, the same procedure was used, with SWLS in place of NPO.
IRT
For IRT, we used the same procedures that we used with IFA. The only difference between both estimation methods was that in Mplus the items were declared as categorical. In so doing, the program estimated Samejima's (1969) graded response model using the sequential procedure that was described in Muthén (1984) , except that diagonally weighted least squares was used instead of weighted least squares in the last stage of the estimation.
RESULTS

Classical Test Theory Preliminary Checks
The correlations (and 99% confidence intervals) among the NPO and SWLS scale scores using different numbers of response alternatives in Study A are displayed in Table 1 . The correlations ranged from .84 to .87 for NPO, and from .79 to .86 for SWLS. In neither case did the upper end of the 99% confidence intervals include 1. The lack of a perfect correlation between scale scores when different numbers of response alternatives were used can also be attributed to within-session temporal unreliability. We computed the test-retest reliabilities and their 99% confidence intervals for the Study B target questionnaire. Test-retest reliabilities were .88 (confidence interval, .82-.94) for SWLS2, .89 (confidence interval, .85-.94) for SWLS3, and .91 (confidence interval, .88-.95) for SWLS5. As can be seen, within-session test-retest reliabilities were far from 1; thus, the lack of a perfect correlation between forms with two, three, and five-response alternatives may be due to both within-session unreliability and the use of a different number of response categories.
Reliability Analysis
Coefficient alpha estimates for both studies (and their 99% confidence intervals) are presented in Table 3 . NPO coefficient alpha increased from .78 for two-responsealternative categories to .88 for five-response-alternative categories. Similar results were obtained with the SWLS in Study B. As Table 3 shows, SWLS coefficient alpha increased from .62 to .76. Furthermore, inspection of the confidence intervals reveals that the increases in the internal consistency estimates from two to five response alternatives and from three to five response alternatives were statistically significant. three models. The second step examined changes in convergent and discriminant validity and in the internal structure of the model. Recall that evidence from internal structure cannot be assessed in CTT.
Analyses were performed using Mplus version 4.1. For CTT and IFA, maximum likelihood estimation was used with standard errors that were robust to nonnormality and with Satorra-Bentler mean corrections to the goodness-of-fit test statistics (see Satorra & Bentler, 1994) . For IRT, diagonally weighted least squares estimation using polychoric correlations was used (see Muthén, 1993; Muthén, du Toit, & Spisic, 1997) . For comparing nested models, we used the test statistic that was described in Satorra and Bentler (2001) . Root mean square error of approximation (RMSEA; Steiger, 1990; Steiger & Lind, 1980) , the Tucker-Lewis Index (TLI; Tucker & Lewis, 1973) , and the comparative fit index (CFI; Bentler, 1990) were used as fit criteria. The 99% confidence intervals for the RMSEA were computed using FITMOD, and robust 99% confidence intervals for coefficient omega were computed using Mplus. Finally, asymptotically distribution-free 99% confidence intervals for coefficient alpha were computed in the same manner that was used in Maydeu-Olivares et al. (2007) . Other SEM software can be used, such as AMOS 7.0, EQS, or LISREL.
We now describe in detail how the two steps were performed for each of the psychometric models under consideration. From this point on, NPOx scale score refers to the sum of NPO items with x response alternatives, NPOx factor refers to the common factor underlying those same items under the IFA model, and NPOx latent trait denotes the latent trait underlying the same items under Samejima's (1969) graded response model. The same notation is used for SWLS items.
CTT
First step. Coefficient alpha was computed for the NPO2, NPO3, and NPO5 scale scores and the SWLS2, SWLS3, and SWLS5 scale scores. We examined the overlap of the asymptotically distributionfree 99% confidence intervals when a different number of response alternatives was used.
Second step. For Study A, we investigated the extent to which correlations with other measures were invariant across response formats by constraining elements of the correlation matrix of scale scores and scores in external criteria. In this matrix, the correlations between each of the criteria and NPO2, NPO3, and NPO5 scale scores were constrained to be equal. The model that was used is depicted in Figure 1 .
For Study B, the same procedure was used, with SWLS in place of NPO.
IFA
First step. As can be seen in Figure 2 , three factors were used to model the correlations among the 30 NPO items. In this model, the 10 items of NPO with two response alternatives were indicators of an NPO2 factor, the 10 items of NPO with three response alternatives were indicators of an NPO3 factor, and the 10 items with five response alternatives were indicators of an NPO5 factor. The unique errors of items that had the same item stems were correlated. Coefficient omega was computed for NPO2, NPO3, and NPO5, and for SWLS2, SWLS3, and SWLS5. We examined the overlap of the robust 99% confidence intervals when different numbers of response alternatives were used.
Second step. In this step, we examined differences that resulted from increasing the number of response alternatives on convergent and discriminant validity and from evidence regarding the internal structure of the target questionnaires.
Differences in convergent and discriminant validity were assessed as follows. Two SEM models were fitted in each of the studies. One of the models, the restricted model, was a combination of the patterned correlation structure with the criteria that are in the model in Figure 1 and the latent factor model that is indicated correlations, which are also shown in Table 1 , ranged from .93 to .95, and in this case one of the confidence intervals includes 1. As in the case of the NPO, given the magnitude of these correlations, one would expect little differential reliability and validity across forms.
Reliability Analysis
Coefficient omega and its 99% confidence intervals for all NPO and SWLS versions in Studies A and B are displayed in Table 3 . McDonald (1999) points out that estimated coefficient omegas and coefficient alphas that are computed from the same data are almost invariably very similar. This was indeed the case here. Confidence intervals for alpha and omega were also very similar. As in the case of CTT, therefore, we observed a significant increase in internal consistency when more response alternatives were employed.
Validity Analysis
The goodness-of-fit results for the restricted model that is depicted in Figure 3 are presented in Table 4 . Also shown are the results for its unrestricted counterpart where correlations with criteria were not constrained to be equal across forms. A test for comparing these nested models was used to evaluate these constraints across forms [NPO, χ 2 (22) 5 60.95, p , .01, RMSEA 5 .049]. The 99% confidence interval for RMSEA ranged from .03 to .07. The hypothesis that correlations between the forms and the 11 external scores would be equal across forms did not hold exactly, but it held approximately, as assessed by the RMSEA. For SWLS, however, the hypothesis that correlations with external scores will be equal across forms could not be rejected at the 5% significance level [χ 2 (22) 5 32.37, p 5 .07]. The point estimate for the RMSEA was .033, and its 99% confidence interval ranged from .00 to .07.
Regarding the evidence from the internal structure when different numbers of response alternatives were employed, Table 5 provides the goodness-of-fit results of applying a one-factor model to the NPO and SWLS questionnaires. For NPO, the one-factor model did not hold even approximately, regardless of the number of response alternatives that were employed. The 99% confidence interval for RMSEA did not include .05 in any case. Furthermore, the fit worsened as the number of response alternatives increased. For SWLS, fit also worsened as the number of response alternatives increased. When two
The goodness of fit of the model for Study A, which is displayed in Figure 2 , yielded χ 2 (22) 5 76.87, p , .01 (CFI 5 .99, TLI 5 .96, RMSEA 5 .058). The 99% confidence interval for RMSEA ranged from .03 to .08. The hypothesis that correlations between the target scales and the 11 external questionnaire scores will be equal regardless of the number of response alternatives did not hold exactly, but it held approximately, as assessed by the RMSEA. There was no evident pattern of change in the correlation between the target scales and external scales on the basis of the number of response alternatives, since confidence intervals overlapped for each criterion in all three instances (two, three, and five response alternatives). It is worth noting, however, that there was a slight increase in correlation on average across all criteria as the number of options increased. Average correlations across criteria were computed using Fisher's Z transformation on the absolute correlation value (ρ NP02 5 .36, ρ NP03 5 .37, and ρ NP05 5 .40).
In the case of Study B, the goodness of fit of the model yielded χ 2 (22) 5 38.62, p 5 .02 (CFI 5 .99, TLI 5 .97, RMSEA 5 .042). The 99% confidence interval for RMSEA ranged from .00 to .07. The hypothesis that correlations between the target scales and the external scores will be equal regardless of the number of response alternatives could not be rejected at the 1% significance level. Again, confidence intervals for the correlations between all of the investigated external scores and forms overlapped. Also, average correlations increased slightly with the number of response alternatives (ρ SWLS2 5 .24, ρ SWLS3 5 .25, and ρ SWLS5 5 .27). Table 1 shows the correlations among the NPO2, NPO3, and NPO5 factors using the model that is depicted in Figure 2 . They ranged from .92 to .94, and their 99% confidence intervals did not include 1; hence, the use of different response-alternative conditions might have had an effect on the reliability and validity of the questionnaires that were under investigation. One would expect the effects to be very small, however, given the magnitude of these correlations. They were indeed higher than those that were computed between the NPO2, NPO3, and NPO5 scales, since the correlations between the factors took into account the unreliability of the measures (McDonald, 1999) . Similar results were obtained for the SWLS factors. Their inter- higher than, but not substantially different from, those for the other conditions (ω 5 .92). For NPO, the confidence intervals for the two-and three-response-alternative conditions were the same, but neither overlapped with the confidence interval for the five-response-alternative condition. The results for the SWLS were similar to those for the NPO, but in this case the point estimates for the three-and five-response-alternative conditions were the same (ω 5 .81). The omega estimate for the two-responsealternative condition was slightly smaller than that for the other conditions (ω 5 .80), although not substantially. The omega coefficient confidence intervals overlapped for all conditions. Notice that the omega values in IRT were higher than those in the factor analysis model, a result that was to be expected, because the factor model for ordinal variables leads to higher factor loadings than does the linear factor analysis model (Olsson, 1979) . As a whole, the results for coefficient omega suggest that the number of response alternatives had no substantial effect on the precision of measurement (as assessed using coefficient omega) for both target instruments under Samejima's (1969) Graded Response Model.
Item Factor Analysis Preliminary Checks
McDonald (1999) points out, however, that coefficient omega in this setting is just an approximation to the value of the information function for the test score at the average of the latent-trait distribution (i.e., the point at which the standardized latent trait takes the value of 0). Nevertheless, within IRT, precision of measurement depends on the value of the latent trait. The precision of the maximum likelihood estimator is given by the test information function. Figure 4 depicts the test information functions for both Study A and Study B. These functions provide a different picture of the effects of increasing the number of response alternatives on precision of measurement. Indeed, nonnegligible increments in measurement precision were observed when the number of response alternatives was or three response alternatives were employed, the null hypothesis that the one-factor model will hold exactly could not be rejected at the 1% significance level. When five response alternatives were employed, the model held only approximately, as indicated by the confidence interval for RMSEA.
Item Response Theory Preliminary Checks
The correlations among the NPO2, NPO3, and NPO5 latent traits that were estimated under Samejima's (1969) Graded Response Model, depicted in Figure 2 , are shown in Table 3 . They ranged from .91 to .94, and their 99% confidence intervals did not include 1; hence, the use of different numbers of response alternatives might have had an effect on the reliability and validity of the questionnaires that were under investigation. One would expect the effects to be very small, however, given the magnitude of these correlations. They were not higher, however, than those that were computed between the NPO2, NPO3, and NPO5 factors in the IFA model. Similar results were obtained for the SWLS latent traits. Their intercorrelations are also shown in Table 3 . They were all .95, and in this case two of the confidence intervals included 1. Given these high correlations, one would expect little, if any, differential reliability and validity across forms.
Reliability Analysis
Coefficient omega and its 99% confidence intervals for the NPO2, NPO3, and NPO5 latent traits in Study A are shown in Table 3 . Results from SWLS2, SWLS3, and SWLS5 in Study B are also shown in this table. For NPO, the point estimates for the two-and three-responsealternative conditions were the same (ω 5 .89). That for the five-response-alternative condition was somewhat ternal criteria, we observed that the confidence intervals overlapped in all cases. The same result was observed when examining the correlations between the SWLS2, SWLS3, and SWLS5 latent traits and external criteria. There was no effect of increasing the number of response alternatives on the relations between the latent trait and external scores.
Regarding the internal structure when different numbers of response alternatives were employed, Table 5 provides the goodness-of-fit results of fitting a one-dimensional graded-response model to the NPO and SWLS questionnaires. For NPO, the one-factor model did not hold even approximately, regardless of the number of response alternatives that were employed. The 99% confidence interval for RMSEA did not include .05 in any case. Furthermore, the fit worsened dramatically as the number of response alternatives increased from three to five. For SWLS, fit also worsened as the number of response alternatives increased. When two response alternatives were employed, the null hypothesis that Samejima's (1969) model holds exactly could not be rejected at the 10% significance level. When three or five response alternatives were employed, the model held only approximately, as is indicated by the confidence interval for RMSEA.
dISCUSSION ANd CONCLUSIONS
After over 80 years of research, there is no consensus on the optimum number of response alternatives in rating scales. Discrepancies in the results of previous studies can be attributed to the use of different optimality criteria (reliability or validity) as well as different psychometric increased. For NPO, the area under the information function in the latent trait range (23 to 3) increased by 33% when the number of alternatives was increased from two to three, and by 70% when the number of alternatives was increased from three to five. For SWLS, the area under the information function in the latent trait interval increased by 37% when the number of alternatives was increased from two to three, and by 29% when the number of alternatives was increased from three to five.
Second Step: Validity Analysis
The goodness-of-fit results for the restricted model that is depicted in Figure 3 are presented in Table 4 . Also shown in this table are the results for its unrestricted counterpart where correlations with criteria were not constrained to be equal across forms. A test for comparing these nested models was used to evaluate these constraints across forms. For NPO, we obtained χ 2 (22) 5 193.30, p , .01, RMSEA 5 .010. The 99% confidence interval for RMSEA ranged from .08 to .12. For SWLS, we obtained χ 2 (22) 5 129.91, p 5 .07, RMSEA 5 .011. The 99% confidence interval for RMSEA ranged from .08 to .13. Results suggest that the hypothesis that the correlations between the different forms and the 11 external scores will be equal across forms did not hold even approximately. Yuan and Bentler (2004) cautioned against using nested tests when the base model (i.e., the unrestricted model) is misspecified, because the results of the nested tests may be misleading in these cases. The unrestricted model here was severely misspecified for NPO.
Indeed, when we examined the estimated correlations between the NPO2, NPO3, and NPO5 latent traits and ex- that were drawn under CTT can also be drawn under IFA. For convergent validity, we found using IFA, as we did within CTT, that there were no significant differences across response formats in the short test. In the long test, there were significant differences in the relations in only one of the 11 external measures that were investigated. Within an IFA framework, unlike within a CTT framework, it was possible to assess the internal structure of the model (i.e., the goodness of fit of the postulated factor model). We found that increasing the number of response alternatives resulted in a worse fit of the postulated model. Because model data fit is generally worse in longer tests (there are more variables to be modeled), increasing the number of response options may be the most beneficial when the questionnaire is shorter.
Within an IRT framework, we found that increasing the number of response alternatives led to substantial improvement in precision of measurement, defined as the area under the test information function. Increasing the number of response alternatives did not lead to increasing convergent validity, however. Also, increasing the number of response alternatives resulted in a worse fit of the postulated model. This effect was more accentuated in the longer questionnaire. Interestingly, when reliability was assessed using coefficient omega, increasing the number of response alternatives led to only negligible increments in reliability. This probably resulted from the fact that even when two alternatives are used, coefficient omega is rather high; as a result, no substantial improvement can be obtained by increasing the number of alternatives.
Recommendations for Applied Researchers
Researchers usually begin by choosing a psychometric method. Consequently, our recommendations are divided by psychometric model. For applied researchers employing a CTT framework, increasing the number of response alternatives is clearly beneficial. It will lead to reliability increases with no trade-offs. Increasing the number of response alternatives within an IFA framework, however, results in a trade-off: increased reliability but poorer goodness of fit. Thus, researchers need to weigh both aspects when choosing the number of response alternatives to use. If they expect their test scores to be highly reliable (e.g., because the number of items is large) and the goodness of models (CTT, IFA, or IRT). We performed two empirical studies investigating the effects of increasing the number of response alternatives on both reliability and validity (convergent and discriminant, as well as evidence that is based on internal structure) using three psychometric models. In each of the studies, a different target instrument was used, varying the number of response alternatives from two to five. Also, the number of items in the target questionnaires was varied to investigate the effects of number of items. Finally, instead of a randomized design, we used a repeated measures design. This was an improvement over previous between-subjects designs, because (1) it enabled us to capture the effects of within-individual variability, and (2) it led to increased precision and higher power. A unified analysis framework was devised to handle the models from a within-subjects design.
The results are summarized in Table 6 . Within a CTT framework, our results strongly suggest that increasing the number of response alternatives from two to five resulted in a significant increase in test reliability. The reliability increments were substantial. A 22% increase in reliability was obtained for the shorter test (5-item SWLS) when the number of response alternatives was increased from two to five, whereas a 12% increase was obtained for the longer test (10-item NPO). We would expect higher reliability increments when the test score reliability is small with few response alternatives. Because shorter tests are generally less reliable, increasing the number of response options may be the most beneficial when the questionnaire is shorter.
Increasing the number of response alternatives did not generally increase the convergent or discriminant validity of the test, however. For the longer test, correlations between test scores and external criteria were different in only 2 out of 11 criteria that we examined, and in only one of them was there a substantial (18%) increment in validity. We would expect higher convergent validity increments when the test score variances differ the most between tests that consist of few versus many response alternatives. Because this will occur in longer tests, we would expect to find some validity increases only in long tests.
The reliability estimates and their confidence intervals were identical, for all practical purposes, under CTT and IFA. As a result, the conclusions regarding reliability increments for increasing number of response alternatives for indices that are designed to evaluate internal structure, then fewer response alternatives should be used. Future research is needed to examine why the evidence that was based on internal structure worsened as the number of response alternatives increased. In particular, for the five-response-alternative IRT model, the internal structure evidence from goodness-of-fit tests was so bad that it was troubling. An interesting finding of our study was that the lack of a perfect correlation among the responsealternative conditions may have resulted not only from the effect of the number of response alternatives, but also from the inconsistency of participants' responses over time. For the SWLS, we assessed within-session test-retest reliability and found less-than-perfect correlations for all three conditions. The small differences we found that were due to the number of response alternatives were, in fact, even smaller because of unreliability over time. Further investigation to separate unreliability over time and the effects of the number of response alternatives would be desirable. Other promising research lines are related to the odd or even number of response alternatives. In our design, all item formats used a central category-except for the dichotomous format, which is arguably a particular item format itself. Further research is needed to investigate the intrasubject effect of a central category.
In sum, we are able to offer some tentative guidelines to applied researchers in choosing the number of response alternatives for rating scales. Our conclusions are limited by the design of our study and by the number of instruments that we investigated. Clearly, additional research is needed to investigate what happens in longer tests, when more than five response alternatives are used, and when the number of response alternatives is even in polytomous items. The test-retest time might also influence the results. On the one hand, the short time between applications was chosen because it would lead to purer effects of number of response alternatives rather than unstableness in responses. On the other hand, the effect of varying the number of response alternatives in longer spaces and their interaction can be of great interest.
One important condition that was not considered in this research concerns the effect of the central category. Extant research has suggested that individuals may respond differently when the number of response alternatives is odd or even (see Weng, 2004) . Nevertheless, the usual analysis framework for such a comparison from an SEM perspective differs notably from the method that was used in the present research (see Moustaki & Muircheartaigh, 2002) . In Moustaki and Muircheartaigh's approach, the central option of an odd rating scale is expressed either as a function of the main latent trait being assessed, reflecting ambivalence toward the item stem, or as an indicator of a second latent trait (or in some instances, as a latent class), reflecting a "don't know" response that is almost equivalent to a missing response. Because these approaches would have further complicated the analysis, we left them out of the scope of our study, but they represent an important line of research.
Finally, future research using additional scales could add further support to these tentative conclusions. We befit of their model is of concern, they might consider using fewer response alternatives. If they expect their model to fit well and they are concerned about the possibly poor reliability of the test score (e.g., because the number of items is small), however, they should use more response alternatives. For applied researchers employing an IRT framework, increasing the number of response alternatives also results in a trade-off between overall precision of measurement and goodness of fit. If they expect their latent trait estimates to be highly reliable (e.g., because the number of items is large, or their items are highly discriminating), but the goodness of fit of their model is of concern, they might consider using fewer response alternatives. If they expect their model to fit well and they are concerned about the possibly poor precision of measurement (e.g., because the number of items is small, or their items show low discrimination), however, they should use more response alternatives.
Note that if a researcher chooses the psychometric framework, it might be beneficial to choose an IRT framework. IRT models simply extract more information from the data. Omega estimates that were computed under the IRT model that was employed here with two response alternatives were larger than the reliability estimates that were computed under IFA with five response alternatives. IRT results must be taken with caution, however, when the model does not fit the data. For instance, the area under the information function for NPO is much larger for five response alternatives than for two and three response alternatives. Goodness of fit that was obtained with five response alternatives (RMSEA 5 .26) was much worse than that obtained with two and three response alternatives (RMSEA 5 .11). It is not clear how robust IRT results (such as the test information function) are to model misspecification.
Limitations of the Present Study and directions for Future Research
The present research is limited in several ways. First, strictly speaking, the conclusions that have been drawn from this research cannot be generalized beyond the scales that were investigated (NPO and SWLS). In particular, further research is needed to investigate the effect of increasing the number of response alternatives in longer tests (e.g., 20 items). Second, only response formats ranging from two to five response alternatives have been investigated. Further research should consider the effects of increasing the number of response alternatives further (e.g., five to nine response alternatives).
Nevertheless, the present study has enabled us to draw some conclusions regarding the optimal number of response alternatives in rating scales. Clearly, the optimal number of response alternatives depends on the researcher's measurement needs. There is a trade-off between reliability (precision) and model fit, which is based on the internal structure, rather than a trade-off between reliability (precision) and convergent and discriminant validity. Convergent and discriminant validity measures were relatively unaffected by the number of response alternatives. If one wishes to maximize reliability (precision), then more response alternatives should be used, and if one wishes to maximize good values (Manuscript received May 28, 2008 ; revision accepted for publication October 6, 2008.) lieve, however, that the research design that was employed here shows promise of yielding in the near future a definitive answer to the question of what the optimal number of response alternatives is.
