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摘要：针对濒死鱼难以实时、高精度检测的问题，提出一种基于迁移学习与卷积神经网络的濒死鱼预警系统。通过迁移学
习方法优化卷积神经网络的初始权重，使模型在训练初 期 即 具 有 一 定 的 泛 化 能 力，优 化 前 网 络 总 体 误 差 为１．７５，优 化 后
为０．７５。为进一步提升模型性能，使用两组卷积神经网络作为特征提取器进行对比，结果显示，ＺＦｎｅｔ网络（ＡＰ＝０．９０２）
略好于ＶＧＧｎｅｔ网络（０．８９８），两者均显著优于常见的 ＨＯＧ＋ＳＶＭ算法（ＡＰ＝０．２５９）。
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０　引言
我国是水 产 大 国，水 产 是 我 国 农 业 的 支 柱 产 业 之
一，据统计，截止２０１２年我国渔业的总产值为１７　３２１．８８
亿元，占农业总产值的９．７３％，渔业增加值占农业增加
值的１０．０６％［１］。此 外，水 产 品 产 量 每 年 都 在 稳 定 增
长，２０１２年全国水产总产量为５９　０７６．８ｋｔ，到２０１７年
已达６９　０００ｋｔ。同 时，我 国 特 色 水 产 品 远 销 海 外，深
受世界人民的 喜 爱［２］。鱼 肉 中 蕴 含 丰 富 的 蛋 白 质，易
被人体所消化。其氨基酸含量高、种类极其丰富，鱼油
中含有人体所需的多种脂肪酸如二十碳五烯酸（ＥＰＡ）
及二十二碳六烯酸（ＤＨＡ），陆生动物却含量极少［３］。
水产智能设备已广泛用于水产行业。如我国学者
开发的自动增氧设备［４］；徐 愫 等 使 用 计 算 机 视 觉 对 点
带石斑鱼的异常行为进 行 识 别［５］；段 延 娥 等 利 用 计 算
机视觉对动物特征进行测量［６］。但随着人们生产需求
和作业方式的不断更新，传统设备效率和精度低下，已
不能满足渔民的需求，更重要的是，传统机器学习算法
难以胜任生产需要［６］。
卷 积 神 经 网 络（Ｃｏｎｖｏｌｕｔｉｏｎａｌ　Ｎｅｕｒａｌ　Ｎｅｔｗｏｒｋ，
ＣＮＮ）是一种 高 效 的 识 别 方 法［７　８］。２０世 纪６０年 代，
Ｈｕｂｅｌ和 Ｗｉｅｓｅｌ研究猫脑皮层的神经元时发现，其网
络结构可有效降低反馈神经网络的复杂 性，提 出 卷 积
神经网络的概念［９］。近年来，ＣＮＮ已成为研究热点之
一，特 别 是 模 式 分 类 领 域［１０］。Ｋ．Ｆｕｋｕｓｈｉｍａ在１９８０
年提出的新识别机是卷积神经网络的第一个实现［１１］。
随后更多的科 研 工 作 者 对 该 网 络 进 行 了 改 进［１２］。其
中最具 有 代 表 性 的 研 究 成 果 是 Ａｌｅｘａｎｄｅｒ和 Ｔａｙｌｏｒ
提出的“改进认知机”［１３］。
１　Ｆａｓｔｅｒ－ＲＣＮＮ死鱼检测
１．１　数据处理
本文鱼类图片采集自２０１８年６月，于南京师范大
学生命科学学院地下养殖室，使用安卓手 机 实 地 拍 摄
（华为 ＮＥＭ－ＴＬ００Ｈ，主摄像头１　３００万像素），垂直
拍摄距离为１００～１２０ｃｍ。采集１　１２０张，其中２０％为
测试样本，７０％为训练样本，转换为ｌｍｄｂ格式。Ｆａｓ－
ｔｅｒ－ＲＣＮＮ［１４］主体网 络 为 深 度 卷 积 神 经 网 络，具 大 量
第２期 谢万里 等：基于迁移学习与卷积神经网络的鱼濒死预警系统研究 １８７　
参数，本文利用仿射变换方式进行数据增强，增加样本
的数据量［１５］，以期加速收敛。
１．２　迁移学习
利用大规数据集对深度ＣＮＮ模型进行训练时，因
样本和参数庞大，十分耗费时。ＣＮＮ体系优势是经过
预训练的模型可实现网络结构与参数分 离，故 网 络 结
构一致，便可用经训练好的权重参数构建 并 初 始 化 网
络，极大节省了网络的训练时间。
１．３　Ｆａｓｔｅｒ－ＲＣＮＮ濒死鱼检测模型
濒死鱼识别的深度卷积神经网络架构如图１。卷
积网络提取特征，汇入ＲＰＮ网络，ＲＰＮ网络有四个部
分：卷积层、锚框、类别预 测 模 块、边 界 框 预 测 模 块，兴
趣区域池化 层 和 全 连 接 层。网 络 参 考 了ＺＦ－ｎｅｔ网 络
结构［１６］，本文的网络结构见图１。
图１　卷积神经网络
Ｆｉｇ．１　Ｃｏｎｖｏｌｕｔｉｏｎ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ
其中第 一 层 为 卷 积 层，卷 积 核 大 小 是７×７，步 长
为２×２，共９６个卷积核，用于提取特征。第二层是池
化层，大小是３×３，步长是２×２，作用是一方面简化复
杂度，一方面进行特征压缩。第三层为卷积层，含２５６
个卷积核，５×５的大小，步长为２×２。第四层为池化
层，大小是３×３，步 长 是２×２。第 五 层 是 卷 积 层，含
３８４个卷积核，大小是３×３。第六层是卷积层，含３８４
个卷积核，大小是３×３。第七层是卷积层含２５６个卷
积核，３×３大小，步长是１×１，第八层是池化层，大小
是３×３，步长是２×２。第九层为全连接层，用于特征
融合。第十层为全连接层，用于分类输出。
网络的初始权为在ＩｍａｇｅＮｅｔ预训练的权重，Ｉｍａ－
ｇｅＮｅｔ是计算机 视 觉 系 统 识 别 项 目 名 称，是 目 前 世 界
上最大的图像识别数据库［１７］。训练过程为：提取鱼体
特征，融入ＲＰＮ网络训练，滑动窗口卷积运算将特征
图映射到更低维度，进行二分类与回归，融入兴趣区域
池化层（ＲＯＩ），后接全连接层，执行分类与回归。分类
通过ｓｏｆｔｍａｘ函数［１８－１９］
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式中：θ１，θ２———模型参数；
ｘ（ｉ）———采集第ｉ个鱼样本；
ｙ（ｉ）———第ｉ个输入样本对应的类别。
其中， １
∑
２
ｊ＝１
ｅｘ
（ｉ）θＴｊ
是使概率分布和为１。
１．４　ＲＰＮ网络进化过程
生成锚框。锚框使用其中心像素对应的２５６维特
征表示。锚框用ＩＯＵ选择正负样本集，规则定义
ＩＯＵ ＝
（Ａ∩Ｂ）
Ａ∪Ｂ
当ＩＯＵ＞０．７为正类，当ＩＯＵ＜０．３为负类，其它
丢弃，见表１。
表１　试验效果
Ｔａｂ．１　Ｅｘｐｅｒｉｍｅｎｔａｌ　ｒｅｓｕｌｔｓ
类别 方式
正类 ＩＯＵ＞０．７或锚框与目标框的ＩＯＵ值最大
负类 ＩＯＵ＜０．３
其他 跨越图像边界和剩余样本不参与训练
　　采用梯度下降和误差反向传播算法（Ｂａｃｋ　Ｐｒｏｐａ－
ｇａｔｉｏｎ）［２０　２２］训练，见式（２）～式（３）。
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式中：ｑ———隐层节点；
ｍ———输出节点；
ｖｋｉ，ｆ１———输入和隐层间的权；
ｗｊｋ，ｆ２———隐层与输出间的权；
ｆ———激活函数。
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式中：ｎ———学习率。 Ｆａｓｔｅｒ－ＲＣＮＮ架构的ＲＰＮ网络损失［２３］如式（４）所示。
　　Ｌ（｛ｐｉ｝，｛ｔｉ｝）＝ １Ｎｃｌｓ∑ｉ Ｌｃｌｓ（ｐｉ，ｐｉ
＊）＋λ １Ｎｒｅｇ∑ｉ ｐｉ
＊
Ｌｒｅｇ（ｔ１，ｔｉ＊），Ｌｒｅｇ（ｔｉ，ｔ＊ｉ ）＝Ｒ（ｔ１，ｔｉ
＊） （４）
式中：ｉ———一批次中所有锚框；
ｐｉ———锚框属于正类概率；
ｐｉ＊ ———如果锚框为正为１，反之０；
ｔｉ———预测框坐标；
ｔ＊ｉ ———目标框坐标；
Ｌｃｌｓ ———二分类损失；
｛ｐｉ｝，｛ｔｉ｝Ｌｃｌｓ ———分类和回归层的输出；
Ｎｃｌｓ 、Ｎｒｅｇ 、λ———归一化参数。
ＲＰＮ网 络 中 只 进 行 二 分 类，判 断 是 否 为 背 景，不
进行类别分类，见式（５）。
ｔｘ ＝ （ｘ－ｘａ）／ｗａ，ｔ＊ｘ ＝ （ｘ＊ －ｘａ）／ｗａ
ｔｙ ＝ （ｙ－ｙａ）／ｈａ，ｔ＊ｘ ＝ （ｙ＊ －ｙａ）／ｈａ
ｔｗ ＝ｌｏｇ（ｗ／ｗａ），ｔ＊ｘ ＝ｌｏｇ（ｗ＊／ｗａ）
ｔｈ ＝ｌｏｇ（ｈ／ｈａ），ｔ＊ｈ ＝ｌｏｇ（ｈ＊／ｈａ）
（５）
式中：（ｘａ，ｙａ）———生成锚框的中心坐标；
ｗａ ———生成锚框的宽度；
ｈａ ———生成锚框的高度；
（ｘ＊，ｙ＊）———目标框的中心坐标；
ｗ＊ ———目标框的宽度；
ｈ＊ ———目标框的高度。
Ｆａｓｔｅｒ－ＲＣＮＮ网络的结构如图２所示。
图２　Ｆａｓｔｅｒ－ＲＣＮＮ结构图
Ｆｉｇ．２　Ａｒｃｈｉｔｅｃｔｕｒｅ　ｏｆ　Ｆａｓｔｅｒ－ＲＣＮＮ
２　网络的训练与分析
试验环境为Ｕｂｕｎｔｕ　１６．０４系统、框架Ｃａｆｅ、Ｎｖｉｄｉａ
ＧＴＸ　１０８０、Ｉｎｔｅｌ　ｉ７，内存１６ＧＢ。Ｆａｓｔｅｒ　ｒｃｎｎ训练方式
有两种，一种为交替优化方法（ａｌｔｅｒｎａｔｉｎｇ　ｏｐｔｉｍｉｚａｔｉｏｎ），
即训练两个网络，一个是ｒｐｎ，一个是ｆａｓｔ　ｒｃｎｎ，总计两
个ｓｔａｇｅ，每个ｓｔａｇｅ各训练一次ｒｐｎ和ｆａｓｔ　ｒｃｎｎ。另一
种为近似联合训练（ａｐｐｒｏｘｉｍａｔｅ　ｊｏｉｎｔ　ｔｒａｉｎｉｎｇ），也称ｅｎｄ
ｔｏ　ｅｎｄ练方式，只训练一个权重网络，训练速度有可观的
提升，而训练精度不变。本文选取了ａｌｔｅｒｎａｔｉｎｇ　ｏｐｔｉｍｉ－
ｚａｔｉｏｎ方式进行训练。表２、表３记录了使用迁移学习和
未使用迁移学习时训练的情况。
表２　迁移学习效果
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Ｉｔｅｒａｔｉｏｎ　２０　 ０．０５２　１８４　１　 ０．０４４　４８１　９　 ０．００７　７０２　２２　 ０．６７８　３２９　 ０．６７４　９４８　 ０．００３　３８１　０８
Ｉｔｅｒａｔｉｏｎ　４０　 ０．４３１　１３５　 ０．３０２　５２９　 ０．１２８　６０６　 ０．７２８　３８７　 ０．６５３　１３３　 ０．０７５　２５４　８
Ｉｔｅｒａｔｉｏｎ　６０　 ０．０８６　５０４　９　 ０．０６８　４１６　３　 ０．０１８　０８８　６　 ０．６２８　０６６　 ０．６２１　５２８　 ０．００６　５３７　６
Ｉｔｅｒａｔｉｏｎ　８０　 ０．０６８　７２２　 ０．０４４　３５３　５　 ０．０２４　３６８　５　 ０．６０８　５３７　 ０．５９４　２１３　 ０．０１４　３２４　１
Ｉｔｅｒａｔｉｏｎ　１００　 ０．０４３　４９７　２　 ０．０４０　７５４　４　 ０．０２７　４２８　１　 ０．５８６　１９７　 ０．５７５　５０２　 ０．０１０　６９４　７
Ｉｔｅｒａｔｉｏｎ　１２０　 ０．２４２　２６６　 ０．２０８　４１２　 ０．０３３　８５４　１　 ０．５９５　９９５　 ０．５６０　６９９　 ０．０３５　２９６　８
Ｉｔｅｒａｔｉｏｎ　１４０　 ０．０２５　０９５　４　 ０．０１７　２７８　７　 ０．００７　８１６　６７　 ０．５３１　３４８　 ０．５２８　６６４　 ０．００２　６８３　９４
Ｉｔｅｒａｔｉｏｎ　１６０　 ０．０８４　４４３　５　 ０．０７５　９５５　９　 ０．００８　４８７　５９　 ０．５２２　８４３　 ０．５０７　５４７　 ０．０１５　２９６　１
Ｉｔｅｒａｔｉｏｎ　１８０　 ０．０２１　４８４　 ０．０１１　０６２　３　 ０．０１０　４２１　７　 ０．５０６　３４４　 ０．４９６　５４１　 ０．００９　８０３　２９
　　表２为使用迁移学习方法训练的误 差 输 出 情 况，
ＺＦ＿ｌｏｓｓ为网络总体误差，ＺＦ＿ｒｐｎ＿ｃｌｓ为ｒｐｎ网络分类
误差，ＺＦ＿ｒｐｎ＿ｂｏｘ为ｒｐｎ网络回归误差。训练周期第
进入第 二 阶 段 时，ＺＦ２＿ｌｏｓｓ为 网 络 总 体 误 差，ＺＦ２＿
ｒｐｎ＿ｃｌｓ为ｒｐｎ网络分类误差，ＺＦ２＿ｒｐｎ＿ｂｏｘ为ｒｐｎ网
络回归误差。表３为未使用迁移学习方法训练的误差
输出情况，ＺＦ＿ｌｏｓｓ为 网 络 总 体 误 差，ＺＦ＿ｒｐｎ＿ｃｌｓ为
ｒｐｎ网络分类误差，ＺＦ＿ｒｐｎ＿ｂｏｘ为ｒｐｎ网络回归误差。
训练周期进入第二阶段时，ＺＦ２＿ｌｏｓｓ为网络总体误差，
ＺＦ２＿ｒｐｎ＿ｃｌｓ为ｒｐｎ网 络 分 类 误 差，ＺＦ２＿ｒｐｎ＿ｂｏｘ为
ｒｐｎ网络回归误差。
使用迁移学习时，网络（ＺＦ）的总体误差显著小于
未使迁移学习的网络（ＺＦ２）。ＺＦ迭代到６０Ｉｔｅｒａｔｉｏｎ，
误差 已 小 于０．１，而ＺＦ２在 迭 代 到１８０代 时 仍 低 于
０．１。表３同理。因为迁移学习初期即具泛化能力，随
着训练次数的增加，网络越发收敛。
第２期 谢万里 等：基于迁移学习与卷积神经网络的鱼濒死预警系统研究 １８９　
表３　未使用迁移学习效果
Ｔａｂ．３　Ｅｘｐｅｒｉｍｅｎｔａｌ　ｒｅｓｕｌｔｓ
试验编号 ＺＦ＿ｌｏｓｓ　 ＺＦ＿ｂｏｘ　 ＺＦ＿ｃｌｓ　 ＺＦ２＿ｌｏｓｓ　 ＺＦ２＿ｂｏｘ　 ＺＦ２＿ｃｌｓ
Ｉｔｅｒａｔｉｏｎ　０　 １．７５９　３７　 ０．４２１　０３６　 １．３３８　３３　 １．３０７　７５　 ０．２０９　１３４　 １．０９８　６１
Ｉｔｅｒａｔｉｏｎ　２０　 １．３５７　０７　 ０．５７６　５７６　 ０．７８０　４９　 １．０７８　１６　 ０．０７１　８５３　６　 １．００６　３
Ｉｔｅｒａｔｉｏｎ　４０　 １．０９３　２２　 ０．３９１　９０９　 ０．７０１　３０８　 １．３９０　０４　 ０．４５９　７５１　 ０．９３０　２９３
Ｉｔｅｒａｔｉｏｎ　６０　 ０．６１３　９０９　 ０．３７８　１５６　 ０．２３５　７５３　 １．１１５　４４　 ０．２７４　３７６　 ０．８４１　０６３
Ｉｔｅｒａｔｉｏｎ　８０　 ０．４３７　３２３　 ０．２９６　８２１　 ０．１４０　５０２　 １．２７８　６２　 ０．４７０　３３６　 ０．８０８　２８４
Ｉｔｅｒａｔｉｏｎ　１００　 ０．８０５　５０４　 ０．３０６　６０７　 ０．４９８　８９８　 ０．８９０　７５８　 ０．１８３　３６９　 ０．７０７　３８９
Ｉｔｅｒａｔｉｏｎ　１２０　 ０．４９８　４０３　 ０．３１９　２０８　 ０．１７９　１９５　 １．０５７　９９　 ０．３１２　３８３　 ０．７４５　６０６
Ｉｔｅｒａｔｉｏｎ　１４０　 ０．５０６　４４１　 ０．２８９　９９　 ０．２１６　４５　 １．１０４　９１　 ０．３７８　９４８　 ０．７２５　９６３
Ｉｔｅｒａｔｉｏｎ　１６０　 ０．６６８　１５４　 ０．３５８　５４３　 ０．３０９　６１１　 １．２１２　５２　 ０．５０１　８７５　 ０．７１０　６４４
Ｉｔｅｒａｔｉｏｎ　１８０　 ０．０２１　４８４　 ０．３７８　６５２　 ０．２６５　９１　 ０．９７０　６４６　 ０．３０９　４２７　 ０．６６１　２１８
　　本文对比以往目标检测算法（ＨＯＧ＋ＳＶＭ）与Ｆａｓ－
ｔｅｒ－ＲＣＮＮ架构 下ＺＦ－ｎｅｔ和 ＶＧＧ－１６试 验 结 果，见 表
４。虽然传统算法参数量小，但精度远小于深度学习方
法。Ｆａｓｔｅｒ－ＲＣＮＮ架构采用ＺＦ－ｎｅｔ得到ＡＰ＝０．９０２　８
的精度，采用ＶＧＧ－１６时，ＡＰ为０．８９８，均可得满足
生产的需求，而 ＨＯＧ＋ＳＶＭ方法精度较低。
表４　试验效果
Ｔａｂ．４　Ｅｘｐｅｒｉｍｅｎｔａｌ　ｒｅｓｕｌｔｓ
Ｔｙｐｅ 迭代次数／次 训练时长／ｈ　 ＡＰ 参数量
ＶＧＧ１６－ｎｅｔ　 １２　０００　 １２　 ０．８９８　 ５５２
ＺＦ－ｎｅｔ　 １２　０００　 １２　 ０．９０２　８　 ２３８
ＨＯＧ＋ＳＶＭ　 ６５１（ＡＰ不再变化） ６５１（ＡＰ不再变化） ０．２５９　 ０．０４２
　　网络进化过程如图３所示，图３（ａ）记录了所有训练
阶段的总误差。图３（ｂ）～图３（ｅ）记录了两组网络各子网
络分类与回归误差，从图可以看出ＺＦ－ｎｅｔ总误差略大于
ＶＧＧ１６－ｎｅｔ，而 在 ＲＰＮ层 上，ＺＦ－ｎｅｔ明 显 好 于 ＶＧＧ１６－
ｎｅｔ。图３（ｆ）显示了迁移学习的效果，使用迁移学习方法
后，网络显著好于未使用迁移学习方法的网络。
（ａ）ＺＦｎｅｔ与ＶＧＧｎｅｔ网络总误差对比　 （ｂ）ＺＦｎｅｔ与ＶＧＧｎｅｔ回归误差对比 　 （ｃ）ＺＦｎｅｔ与ＶＧＧｎｅｔ分类误差对比
（ｄ）ＺＦｎｅｔ与ＶＧＧｎｅｔ各自
ＲＰＮ网络上的分类误差
　 （ｅ）ＺＦｎｅｔ与ＶＧＧｎｅｔ各自
ＲＰＮ网络上的回归误差
　 （ｆ）迁移学习方法与传统方法
效果对比
图３　网络性能对比图
Ｆｉｇ．３　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｎｅｔｗｏｒｋ　ｐｅｒｆｏｒｍａｎｃｅ
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　　图４显 示 了Ｆａｓｔｅｒ－ＲＣＮＮ网 络 检 测 实 际 生 产 环
境中的濒死鱼情况。分别在复杂背景、模糊像素、个体
较小的情况下对模型进行检验，试验效果显示，模型均
实现了精准识别和定位，没有出现漏检。
（ａ）复杂背景 　 （ｂ）远小视角 　 （ｃ）模糊像素
图４　Ｆａｓｔｅｒ－ＲＣＮＮ网络检测效果
Ｆｉｇ．４　Ｄｅｔｅｃｔｉｏｎ　ｅｆｆｅｃｔ　ｏｆ　Ｆａｓｔｅｒ－ＲＣＮＮ　ｎｅｔｗｏｒｋ
（ａ）卷积层１ 　 （ｂ）卷积层２ 　 （ｃ）卷积层３ 　 （ｄ）卷积层４ 　 （ｅ）卷积层５
（ｆ）池化层１ 　 （ｇ）池化层 　 （ｈ）ｒｐｎ回归层 　 （ｉ）ｒｐｎ分类层
图５　网络响应图
Ｆｉｇ．５　Ｎｅｔｗｏｒｋ　ｒｅｓｐｏｎｓｅ　ｇｒａｐｈ
　　图５显示了Ｆａｓｔｅｒ－ＲＣＮＮ的响应图，随着网络层
数加深，网络的特征越发抽象，到 最 后 一 层 时，已 经 无
法看出具体的形态特征。因为深度卷积神经网络更像
人类的视觉系统，信息处理是分 级 的。高 层 的 特 征 是
低层特征的组合，从低层到高层的特征表 示 越 来 越 抽
象，越来越能表现语义或者意图，而 抽 象 层 面 越 高，存
在的可能猜测就越少，就越利于分类。
３　结论
迁移学习是运用已有 知 识 来 学 习 新 知 识，核 心 是
找到已有知识和新知识之间的相似性。由于直接对目
标域从头开始学习成本太高，故转向运用 已 有 的 相 关
知识来辅助尽快地学习新知识。世间万事万物皆有共
性，如何合理地找寻它们之间的相似性，进而利用这个
桥梁来帮助学习新知识，是迁移 学 习 的 核 心 问 题。实
际问题中，满足深度学习训练数据量的数据往往太少，
特别是对于 生 活 于 水 中 的 水 产 动 物 往 往 难 以 采 集 样
本。对于一个机器学习的任务，譬如分类，如果数据量
过小，则无法训练具有海量参数 的 超 深 神 经 网 络。其
次在数据集很大的情况下，期望从头开始 训 练 一 个 深
度神经网 络（ＤＣＮＮ）。然 而，在 实 践 中 从 一 个 预 训 练
模型开始初始化权重仍然是一种有益的方法。在这种
情况下，可以对整个网络进行微调，极大的减少计算资
源，缩短训练时间。综上，迁移学习有着巨大的应用价
值，对于水产动物的监测中，因为水产动物生活在水中
样本往往难以采集，故没有办法用于大规 模 神 经 网 络
的训练，此时使用迁移学习方法则可以较 好 的 解 决 此
问题。对于濒死鱼的监测与预警技术对于渔业生产有
着举足轻重的地位。
现阶段水产监 测 设 备 有 如 下 缺 点：（１）人 工 无 法
２４ｈ监控 存 活 情 况。（２）传 统 系 统 采 用 手 工 提 取 特
征的浅 层 模 型，无 法 保 证 精 度 要 求。深 度 学 习 与 传
统方法的 最 大 不 同 在 于 从 大 数 据 中 自 动 学 习 特 征，
而非采用手工设 计 的 特 征。好 的 特 征 可 以 极 大 提 高
模式识别系统的 性 能。本 文 提 出 了 一 种 基 于 深 度 神
经网络的 濒 死 鱼 预 警 系 统，可 以 在 无 人 监 管 的 情 况
下 实 时 监 测 水 面 的 濒 死 鱼 情 况，最 终 ＡＰ 可 达
０．９０２　８，有力保障了水产从业者的财产安 全，对 水 产
业的健康发展具 有 重 要 意 义。同 时 本 文 也 存 在 如 下
问题：（１）参数量 过 大，需 要 在 高 性 能 的 ＧＰＵ服 务 器
加速才 可 以 正 常 运 作，无 法 再 嵌 入 式 设 备 上 作 业。
（２）虽然达到较 高 的 检 测 精 度，但 检 测 速 度 较 慢。如
何进一步提高濒死 鱼 检 测 的 精 度 与 速 度 为 下 一 步 工
作的方向。
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