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Abstract 
Power line communications (PLC) usage of low-voltage electrical power supply network as a 
medium of communication provides an alternative for the telecommunication access and in-
house communication. Historically, power lines were majorly used for controlling appliances, 
however, with recent technology advancements power lines are now able to compete favorably 
and successfully with other relatively stable home automation and networking technologies like 
fixed line and wireless.  
Regardless of the advantages PLC has to offer, like every other communication technology, it 
has its own technical challenges it must overcome to be fully deployed and maximize its full 
potential. Such challenges includes noise, which can originate from appliances connected across 
the network or can be coupled unto the network. Harmful interference to other wireless spectrum 
users such as broadcast stations, and signal attenuation are other challenges faced by usage of the 
power line as a communication medium. PLC suffers the risk of not living up to its full 
development as a reliable means of communication if proper understanding of the channel 
potential and characteristic is not known. Therefore, understanding of the channel potential and 
characteristics can be obtained through measurement and modeling of the PLC channel. This 
model and measurements of the channel characteristics can then be utilized in designing a good 
PLC system which is able to withstand and mitigate the effect of the different kind of noise and 
disturbance present on the PLC network.  
This research therefore aims at formulizing and modeling the error pattern/behavior of noise and 
disturbances of an in-house CENELEC A-band based on experimental measurements. This is 
achieved by carrying out a real time experimental measurement of noise over a complete day to 
show the noise behavior. Error sequences are then generated from the measurement for the 
different classes of noise present on the CENELEC A-band and the use of Fritchman model, a 
Markovian chain model, is then employed to model the CENELEC A-band channel. This 
involves the use of Baum-Welch algorithm (an iterative algorithm) to estimate the model 
parameters of the three-state Markovian Fritchman model assumed. This precise channel model 
can then be used to design a good PLC system and facilitate the design of efficient coding and/or 
modulation schemes to enhance reliable communication on the PLC network. Therefore, 
answering the question of “how to formulize and model the error pattern/behavior of noise and 
disturbances of an in-house CENELEC A-band based on experimental measurements”. 
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Chapter 1: Introduction  
1.0 Introduction 
Power line communications (PLCs) technology has been classified into two major categories 
namely broadband (wideband) and narrowband PLC. This two major classification is based on 
their frequency bandwidth.   Broadband (wideband) PLC is utilized for broadband applications, 
with the bandwidth ranging from 1-30 MHz, while narrowband PLC utilizes low frequency 
bandwidth ranging from 3-148 kHz for narrowband applications as defined by the European 
CENELEC standard for Europe and below 450 kHz in Japan [1], [2].  Despite the fact that 
broadband over power line (BPL) has attracted extensive interest and research over the last 
decade due to its use for high speed internet access and ‘last mile’ access services to all homes 
and offices, narrowband PLC is still highly relevant for some high speed narrowband 
applications. 
The in-house narrowband PLC utilizes the existing power line networks that were originally 
meant for electrical energy distribution to provide a communication media and a means of 
interconnecting and controlling home appliances through the power outlets already and 
universally present in every rooms of the homes. Its relevance can also be found in various other 
narrowband applications namely: its historic use for control of power grid through meter reading, 
street lighting control, control of ground-lights of airport runways [3], home automation, and its 
application in communications of control data with 40 kb/s in street car/subway systems on 750V 
direct current networks [4]. 
Power line communication generally experiences a hostile environment on the existing power 
line network utilized as a medium of communication. Hence, this leads to performance 
degradations as a result of the intrinsic channel attributes and several other disturbances and 
challenges such as noise, which makes reliable data transmission over the power line channel 
difficult.   
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CENELEC A-band, with 3-95 kHz frequency bandwidth is plagued with a lot of noise and 
disturbances emanating from various electrical appliances connected across the network (due to 
their intrinsic properties) or from noise sources outside the power line network coupled unto the 
network. The use of these appliances is not coordinated as users connect or switch them on and 
off at will and the noise introduced causes burst error and loss of data at the receiving end during 
transmission. The characteristics of these noise and disturbances change with time of day, place, 
source and frequency. To achieve a robust PLC system design and for full realization of the 
potential of PLC system, it is crucial that these channel impairments, other additive noise and 
disturbances encountered during data transmission in PLC be thoroughly characterized. Hence, 
the need for measurement and modeling of the channel remains highly essential. 
In this research report, we show noise measurement and modeling of the three major categories 
of noise present on the CENELEC A-band, and aim at answering the question of “how to 
formulize and model the noise and disturbances present on the in-house CENELEC A-band 
based on experimental measurement”. The resulting models are experimental channel models 
based on real channel measurement.  
This aim is achieved by carrying out experimental measurement of the three major classes of 
noise present on the PLC channel namely: background noise, narrowband noise and impulse 
noise. The measurement is carried out at two different locations; the residential and a laboratory 
environment. The output sequences (error sequences or observations) for these three major types 
of noise are generated separately from the measurement data, analyzed and modeled using a 
three-state partitioned hidden Markov model (HMM), namely Fritchman model [5]. The 
motivation behind the use of a Fritchman model is because it depicts the bursty nature of the 
power line communication channel which results due to the severe impairments present on the 
channel. This makes it useful in modeling of the PLC noise. The Fritchman model, which is a 
burst-noise channel model, assumes the probability of having a series of good states and also bad 
states based on the characteristics of the channel considered. Unlike other channel models such 
as the Gilbert-Elliot model [6], this only proposed a good and a bad state which is not a true 
representation of the noisy and burst-noise characteristics of the PLC channel. 
An HMM iterative training algorithm, Baum-Welch algorithm [7], is then employed for 
likelihood evaluation and parameter estimation of the given Fritchman model parameters. Hence, 
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the resulting channel models can then be used for narrowband PLC system design for optimal 
performance. It also helps in selection and design of appropriate error correction codes and/or 
modulation techniques to mitigate the effect of noise to increase accuracy and improve the 
performance of the overall power line communication system. Furthermore, it is useful in testing, 
analyzing and evaluating these coding and modulation techniques.   
1.1 Problem Definition 
The in-house power line channel (medium) is shared with a lot of electrical devices that generate 
noise, as the network was originally designed for electricity distribution to these electrical 
devices and appliances, and not for data communication. This makes it susceptible to noise and 
disturbances. The noise and disturbances is mainly caused by switching transients caused by on 
and off switching of power supplies found in various household appliances as they occur all over 
a power supply network at irregular intervals. Moreover, the noise is also caused by radiation 
coupled to the power line network from a broadcast station sharing the same frequency band. As 
a result, the noise gives rise to signal distortion, consequent corruptions of data and burst error 
during transmission on the PLC network. Multipath fading, high signal attenuation and noise 
with random time-varying impulsive behavior are the most undesirable characteristics the power 
line network possesses. 
Over the years research has shown through practical measurement in the PLC environment that 
impulsive noise has the most powerful and harsh effect on signal communication when 
compared to other kinds of noise. Significant performance degradation can result from the 
occurrence of this high-power impulsive noise due to burst errors that occurs as a result of this 
noise at the receiving end. 
Therefore, due to this harsh environment faced by data communication on a PLC channel, a 
better understanding of the channel potential and noise (disturbances) behavior on the network is 
essential and its characterization crucial for the design of a reliable PLC system.  
Furthermore, it is also of great importance to investigate the effects of this noise on data 
communications and realize a precise channel model that can be used to design modulation 
techniques and/or coding techniques to mitigate the damaging effects of this noise and optimize 
the performance of the power line communication in this harsh ubiquitous wired network. The 
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research addresses the problem of “how to formulize and model the error pattern/behavior of 
noise and disturbances of an in-house CENELEC A-band based on experimental 
measurements”. 
1.2 Motivation  
Firstly, this work is motivated by the need to further the advancement of research in power line 
communication field, as it is a fast growing alternative for last mile access network to end 
subscribers of telecommunication services and in-house home automation and interconnection. 
There is also need for more research input to harness the full potential PLC offers over other 
medium of communication and realize the full practical implementation of PLC channel as a 
reliable communication medium. 
Secondly, this research is further motivated by the need to formulize and present a precise 
channel model that depicts the bursty characteristics of the PLC channel, i.e. model the error 
pattern/behavior of noise and disturbances of an in-house CENELEC A-band based on real 
experimental measurements and not simulations.  The noise and disturbance characterization and 
modeling can effectively be used to facilitate the design of efficient coding and/or modulation 
schemes to mitigate the effects of these noise and disturbances for a reliable communication.  
1.3 Scope and Research Objectives 
Recently, PLC technology has received a lot of increasing interest as a means to provide offices 
and homes with interconnectivity, internet access in addition to local area networking using the 
already existing in-building wiring. PLC technology provides low-speed narrowband 
communications and potential to provide also high-speed broadband communications through 
the universal and most ubiquitous wired network without further need for new wiring 
installation. However, this ubiquitous wired network (power line network) was originally 
designed for energy transmission and distribution at 50 and 60 Hz depending on the country. 
Thus, the power line network presents a hostile or harsh environment for both low-speed and 
high speed communications.  
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This research is thus aimed at formulizing and modeling the error pattern/behavior of noise and 
disturbances of an in-house CENELEC A-band based on experimental measurements. This 
objective is achieved within the scope of the procedures mentioned as follows: 
First, experimental measurement of noise is carried out on the CENELEC A-band PLC at two 
metropolitan locations of South Africa (a residential detached building with major household 
electrical appliances which are sources of noise on the PLC network, and the digital signal 
processing laboratory of the department of Electrical and Information Engineering Department 
of the University of Witwatersrand, Johannesburg, South Africa). Analysis of measured noise is 
done to present changes in noise characteristics over a complete day and show the noise 
pattern/behavior on the CENELEC A-band PLC channel.  
Second, the noise measurement data is then analyzed according to the three major kinds of noise 
described in this report. The error observation sequence is generated for the three kinds of noise 
and modeled separately because of their different effects on data communication. Fritchman 
hidden Markov model, which is a Markovian chain model is employed to model the three kinds 
of noise assumed in this research. Baum-Welch algorithm is used to estimate the model 
parameters based on the training data i.e. the three error observation sequences generated from 
experimental measurement in this project. A precise channel model based on measurement is 
then realized.  
1.4 Organization of this Research Report 
To achieve the stated objectives, the layout of this report is as follows:  
Chapter 1 contextualizes the study presented in this report. The problem definition is presented 
followed by the motivation for working on the project. The research objectives and scope of this 
research are also specified. This chapter is concluded by the organization of this research report.   
Chapter 2 presents an overview of relevant works related to this project. An historical overview 
on PLC is done followed by relevant works on PLC channel and noise modeling. Furthermore, a 
literature review of the hidden Markov Fritchman model utilized in this project work is done, and 
this chapter is concluded by a review of the iterative Baum-Welch algorithm used for the model 
parameter estimation. 
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Chapter 3 presents basic technical details of power line communications topics relevant to this 
research work. An overview of PLC technology is first carried out in Section 3.1, followed by a 
study of the narrowband PLC standardization and regulatory landscape in Section 3.2. Section 
3.3 examined PLC channel characteristics while Section 3.4 discusses the classification of noise 
on the PLC channel. In Section 3.5 an in-depth study of the coupling circuit is done while 
Section 3.6 gives a technical details of the hidden Markov models. This chapter concludes with 
the background details of the iterative Baum-Welch algorithm for parameter estimation in 
Section 3.7.   
Chapter 4 presents the experimental measurement methodology used in this research as well as 
the discussion of the measurement results. This chapter starts by describing the measurement site 
in Section 4.1, followed by the measurement methodology and categorization of noise on the 
narrowband PLC channel in Section 4.2. Furthermore, the experimental measurement setup for 
noise data captured is described in Section 4.4. This chapter concludes with the presentation and 
discussion of the measurement results showing variation and behavior of noise on the CENELEC 
A-band over a complete day for the two different locations over two year span in Section 4.4.  
Chapter 5 discusses the Baum-Welch Algorithm Parameter Estimation of the Fritchman Model. 
Section 5.1 presents the Fritchman model parameters assumed for the model, while Section 5.2 
shows the error observation sequence generated for the three noise types. This chapter concludes 
with the presentation of the modeling results for 2011 and 2012 noise model in Section 5.3.  
Chapter 6 concludes this research work with a research summary in Section 6.1, while 
conclusion and recommendation is presented in Section 6.2. Conclusively, Section 6.3 ends this 
chapter. 
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Chapter 2: Literature Review  
2.0 Introduction 
Power line networks (PLN), were earlier invented and designed for the transmission of electric 
power from power generating substations to a very large number of end-users (consumers) in the 
50-60 Hz frequency range. PLN is in fact one of the most ubiquitous and robust structures ever 
built. The use of PLC technology historically has very limited applications but recently, it is fast 
becoming an alternative medium for long-haul data communication (both narrowband and 
broadband applications) and a solution for bridging the last mile problem for delivering 
telecommunications services in a cost effective way. This chapter presents a literature review of 
works related to this research. Section 2.1 takes us down memory lane by discussing the 
emergence of PLC and its historical overview. Section 2.2, 2.3, 2.4, presents literature review of 
works related to PLC channel and noise modeling, Fritchman model and Baum-Welch algorithm 
respectively.  
2.1 PLC Historical Overview 
Communications over power lines is not a new technology but an old idea which can be 
historically traced back to the 1900s, when power line communication recorded its first patent in 
this area [8]. Subsequently, electric power utilities worldwide have been utilizing this technology 
for load control and remote metering using single carrier narrowband solutions [9].  
The emergence of PLC came with the power utilities making use of long distance High Voltage 
(HV) power lines with voltage level above 100 kV for voice and data communications. 
Historically, HV power lines apart from being used for power transmission have alternatively 
been used as medium of voice communications since as early as the 1920s [8]. 
Moreover, the historical motivation behind the use of power lines as a data transmission medium 
was primarily done to protect power distributions systems in the emergence of faults. In the 
event of a fault, quick exchange of information between power plants, power substations and 
power distribution centers is highly necessary to minimize the detrimental effects of these faults. 
The robustness and the availability of power line networks make it useful in solving this 
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problem. The use of HV power lines for PLC purposes by power utilities engineers in those early 
years was an alternative means of communication due to the poor coverage of telephones.  The 
utility engineers who operate transformer stations and power plants use PLC for operational 
management with other power utilities colleagues who are stationed at other far geographical 
locations. Low data rates (few hundreds of bits per seconds) were later achievable for support of 
telemetry and tele-control applications with the emergence of digital communication techniques 
[9], [10]. 
 
Narrowband PLC emerged as a result of wide-spread of electrical power supply network. In the 
early 1920s, the first carrier frequency system became operational utilizing high-tension lines 
(15-500 kHz frequency range) for telemetry application, which is still in existence presently [11]. 
Consumer products such as baby alarms were introduced since the 1940s [12].  
Historically, the usage of PLC for load control management was another essential driver for the 
use of PLC by power utilities. This enabled power utilities to remotely switch ON/OFF high 
energy consuming electrical appliances and equipment such as water heaters, air conditioner etc. 
Its application can been found in the control of peak event at the demand side using the Ripple 
Control System or Ripple Carrier Signaling (RCS), with the power utilities sending control 
signals to end users to switch off heavy duty appliances to achieve Demand Side Management 
(DSM) by saving energy [9]. The deployment of RCS was quite successful in the European 
context, finding its application in street light control, equipment control on power grid, and 
day/night tariff switching. Another important motivation for the use of PLC has been its usage 
for meter reading. From study meter reading utilizes an average information rate of about 1 
bits/sec [13], with field trials of meter reading reported in [14]. 
 
Giving careful consideration to the fact that PLC has been around for quite a long time, but 
recently it is receiving a lot of renewed attention and interest despite the fact that it offers low 
data rate (a few kb/sec) for telemetry and protection applications which is not comparable to the 
Mb/sec data rate required in the present digital multimedia application age. This increasing 
interest was as a result of combinational effects of the some technological changes and events 
which includes the explosive internet growth that occurred in the 1990s, extremely large leaps in 
the Very Large Integrated Circuit (VLSI), Digital Signal Processing (DSP) technologies, and 
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also the deregulation of the telecommunication market which first took place in the US, and 
followed by Europe and Asia [15]. All these technological changes and events awakened the 
increasing interest in PLC technology thus making this technology a feasible technology for 
numerous applications. Such applications include: Home Automation, Home Networking and 
Internet Access (Broadband over Power Lines, BPL), Narrowband PLC-Radio Broadcasting, 
Automotive, and other specific applications by end-users such as:  quality of power measurement 
using PLC [16], and a solution by Cavdar to remotely detect illegal electricity usage in [17]. 
The emergence of Broadband PLC systems (2-30 MHz frequency range) was birthed thus 
widening the application space and achieving data rates up to 200 Mb/sec. Over the years there 
has been increasing industry interest in high data rate application using narrowband-PLC. The 
technology is based on multicarrier schemes which operate in the 3-500 kHz frequency band. 
Evolution of PLC in the three main classes of PLC technologies is further discussed below. 
Ultra-Narrowband PLC  
Over the last couple of decades, several Ultra-Narrowband (UNB) solutions such as Automatic 
Meter Reading and Advance Metering Infrastructure (AMI) utilizing power line communications 
were deployed into the market by power utilities. Based on literatures, PLC first deployment 
involving the use of   UNB-PLC technologies was first launched in applications such as the 
Turtle system [18] and TWACS (two-way automatic communications system) [85], [86]. The 
out-band communication (substation-to-meter) makes use of disturbances of voltage waveform 
while, the in-bound communication (meter-to-substation) makes use of disturbances of current 
waveform. Turtle has been widely used for AMR applications with its emerging products 
allowing only a one-way in-bound connectivity while a two way version was later released in 
2002. TWACS on the other hand finds its application in Distribution Automation, AMI and 
Demand response and widely used especially in the US. 
A narrowband TWACS-like method that could offer a high data rate than TWACS for inbound 
communication has been proposed recently [19]. 
Due to the increasing demand for higher data rates which motivated the emergence of 
Narrowband PLC which will be discussed as follows. 
10 
 
Narrowband PLC 
The European CENELEC body recognizing the increasing demand for higher data rate PLC 
published a standard EN 50065 in 1992 [1]. The EN 50065 CENELEC Standard permitted data 
communication over the Low Voltage (LV) power distribution network and it allows operation 
in the (3-148.5 kHz) frequency range. This frequency allocation was further classified into four 
bands as discussed in Table 3.1.  This standard also assigned specific bands for the exclusive use 
of power utilities unlike the FCC band (10-490 kHz) and the ARIB band (10-450 kHz) that allow 
any device to have access without any co-existence protocol as we have in the C-band of the 
CENELEC classification. 
Broadband PLC 
The deregulation of the telecommunication in the 1990s and the increasing demand for high data 
rate internet connectivity lead to the emergence of broadband PLC which was initially for 
internet access applications but successively developed for its eventual use in Home Area 
Network (HAN), and Building Area Network (BAN) applications. Early interest in Broadband-
PLC for internet access emerged in Europe when Norweb and Nortel Communications 
proclaimed their development of a PLC technology to provide access to residential end-users 
(customers) in 1997 [20].  
Limited test runs of broadband internet access over the power lines were carried out in 
Manchester, UK utilizing the Norweb prototypes, and it was found to be able to achieve 
communication of data at data rates around 1 Mb/sec. But the continued implementation this 
technology was brought into abrupt termination in 1999 due to high cost of implementation 
which was more than the anticipated cost and the electromagnetic compatibilities issues. Other 
BB internet deployment campaign was launched in Europe by Siemens and Ascom, but they 
were also confronted with similar fates encountered by Norweb. 
The Open PLC European Research Alliance (OPERA) funded many multiyear research efforts 
on BB-PLC for internet access [21]. As a result of the failed projects on BB-PLC for internet 
access experienced by Norweb, Siemens and Ascom, research interest began to shift towards 
BB-PLC usage for in-home applications in the early 2000. Over the last decade, several industry-
alliances had been constituted towards setting BB-PLC in-home technology specification. Such 
11 
 
alliances include: HomePlug Power line Alliance regarded as HomePlug, UPA (Universal Power 
line Association), Home Grid Forum and the High Definition Power line Communications (HD-
PLC). Details about these alliances can be found in [101].  These alliances resulted into the 
following in-home BB-PLC technologies products which have been readily and progressively 
available in the market over past years:  
HomePlug 1.0 which allows a PHY data rates of 14 Mb/sec.  
HomePlug Turbo which can achieve a PHY data rates of 85 Mb/sec. 
HD-PLC, UPA and HomePlug AV which offers a PHY data rates of 200 Mb/sec.  
Although all the above mentioned technologies suffer from interoperability issues as they are not 
interoperable with each other, however, they offer an excellent home networking BB-PLC 
technologies essential in complementing Wi-Fi technologies even though they have not gained a 
significant market share and are not yet widely adopted. 
2.2 PLC Channel and Noise Modeling  
The harsh and noisy nature of PLC channel as a transmission medium makes it difficult to model 
[22]. Apart from being time-varying, frequency-selective, it is also suffers from colored 
background and impulsive noise impairments. In addition these technical challenges 
aforementioned, the grid and the indoor wiring topology and structure differ from country to 
country and also within a specific country.  
From a communication perspective, each section of a particular grid possesses its own channel 
characteristics. Attenuation and dispersion present on the transmission side of the grid are very 
small and can be well dealt with. In contrast, as we approach the distribution side of the grid, 
towards the home, there is increase in dispersion and attenuation which is more prominent at 
higher frequencies [22], [23]. 
The power line network itself represents a noise source, apart from other several noises present 
on the network which are often dependent on frequency, time and weather. 
The electrical appliances connected across the Low Voltage (LV) and Home Area Networks 
(HAN) are major sources of cyclo-stationary noise and Linear and Periodically time-varying 
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behavior of the channel impulse response. The presence of non-linear components such as diodes 
and transistors present in electrical devices (loads) connected across the power line results in the 
Linear and Periodically Time-Varying (LPTV) behavior of the channel impulse. This is because 
contrary to the small rapidly changing communication signals, these non-linear components 
appear as resistances that are biased by the AC mains voltage. A periodically time-varying 
change of the resistance of these devices is induced as a result of the periodically changing AC 
signal which sways these loads over dissimilar regions of their non-linear current versus voltage 
curve. Thus, the total impedance is seen as bye-pass impedance through the Line and neutral 
wires and, it is naturally periodic as a result of the dependence of its time variability on the 
periodic AC mains waveform [24]. 
Furthermore, based on Nyquist criterion, noise seems to be cyclo-stationary as electrical devices 
present on the network are also noise generators [24]. Narrowband noise is also often present as 
the power line itself is a source of electromagnetic interference as well as a victim.   
PLC system design thus remains challenging, particularly dealing with the several noise sources 
present on the PLC channel being the major challenge.  
Thus PLC channel modeling is essential in the design of a reliable communications system, as 
the design ought to be in agreement with the peculiar channel characteristics. Specifically, lack 
of unified and generalized model for the PLC channel has likely led to the slow rate of PLC 
transceiver optimization [22].  
A lot of research has gone into the pursuit of having a more adept understanding of the power 
line channel attributes. Among several literature and works carried out on understanding the PLC 
channel attributes are the most salient ones highlighted as follows [25]: PLC channel Isotropic 
nature [26], The Multipath Model [27], RMS delay spread and the log-normal distribution of 
channel attenuation on the PLC channel [28], analysis of the grounded and ungrounded link 
under the same school of thought based on the relationship between both [29]. The PLC channel 
Linear and Periodic Time-Varying attribute [30], Noise classification and Modeling [2]. 
A review of current PLC channel modeling is presented in four categories and various models 
that fall under these categories are also reviewed as follows: 
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Top-Down Approach for Transfer Function Modeling: This approach is also regarded to as a 
phenomenological approach, and a posteriori methodology (an empirical approach) is often used 
in the computation of the transfer function. This empirical modeling approach implies the use of 
measurements in determining the model parameters, though it has been found to be 
computationally efficient and could be easily implemented but has high tendency of 
measurement errors [31]. The most cited PLC channel modeling empirical approach in literature 
are the studies carried out by Zimmermann and Dostert [27], and Philipps [32]. The advantage of 
Multipath model approach is that PLC channel simulation requires less computation which 
makes the algorithm implementation comparatively easy. This implementation is easy once 
measurement has been carried out and the modeling parameters have been derived from the 
measurement. But its major drawback is, in the event of changes in network, new measurement 
is highly essential which makes it difficult to use this model for the general purpose simulation 
tool.  
Since the power grid is made up of branches of interconnected wiring joints, which results in 
multiple paths for signal propagation. It leads to a phenomenon called echo.  Due to the 
imbalance in the characteristic impedance and load impedances of these numerous branches, a 
mismatch occurs resulting into portion of the propagated signal being reflected at each joint, load 
and open circuit. Hence, at the receiving side, the propagated signal added to the arriving echoes 
creates a complex resultant signal, whose amplitude is attenuated as a result of multipath 
propagation.  
The empirical model approach proposed in [33] described the transfer function of the PLC 
channel by an echo model. Furthermore, in [34-35] the transfer function of the PLC channel is 
described using TL-theory and a two-port network theory. Also a different viewpoint a TL model 
based on two port networks with Z-parameters was proposed in [36]. These Z-parameters are 
easily measurable and computable and are expressed in terms of the port impedances. 
Bottom-Up Approach for Transfer Function Modeling:  This approach is normally regarded to 
as an analytical approach. A priori methodology (a deterministic approach) is used in the 
computation of the transfer function. The modeling parameters of deterministic models are 
deduced from a theoretical basis. Apart from being more computationally intensive when 
compared to the empirical approach, it also permits the prediction of change in the transfer 
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function which might occur due to the occurrence of changes in the network [31]. The major 
disadvantage of this deterministic modeling is that knowledge concerning the whole network is 
highly essential, i.e. having accurate and full knowledge of all the modeling parameters such as 
the topology, the terminating impedance on every branch and the types of cables and their 
corresponding characteristics [29].  It is evident that knowing all the model parameters can be 
time consuming and difficult. Initially, empirical approach was used for PLC channel modeling. 
The multipath model was the first major popular model that gave a phenomenological 
explanation of how signals are been transmitted over the power lines. The multipath model is 
being introduced by Zimmermann in [27], [32], [35], [37]. In this model, a set of limited 
parameters (delay, attenuation, number of paths, etc.) was used to demonstrate a simple model 
that describes the typical power line channel’s complex transfer function. The drawback of this 
model is based on the fact that it is not linked to the power line channel physical parameters, but 
is founded on physical signal propagation effects. The signal propagation effect that arises from 
the presence of numerous branches and impedance mismatch phenomenon that causes multiple 
reflections. This model also studies frequency-selective fading that occurs as a result of 
multipath propagation. Deriving analytically the multipath model parameters utilizing a classical 
two-conductor transmission line theory (TL-theory) helps to overcome the problem of multipath 
model, provided an assumption is made that the link topology is known a priori [39]. Although, 
as the number of discontinuities increases, it increases the computational complexity of this 
method, hence, it becomes higher in in-building cases [29]. Furthermore, several authors have 
made contributions which focus on a deterministic model in the frequency domain based on the 
TL-theory [26], [29], [31], [40-43].  Also, a model that includes grounding in low voltage indoor 
cases and the multi-conductor transmission line modeling approach (MTL) is proposed [26], 
[29], [43].  
Finally, a deterministic model which makes use of a single parameter to describe the power line 
channel complex transfer function was presented in [44]. Power line networks are classified into 
different groups based on the phase response and the average magnitude of the channels.   
Noise Modeling: The noise power spectral density (PSD) is majorly dependent on location and 
time. In addition, various measurement campaign carried out shows it comprises of narrowband 
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noise, colored background noise, periodic impulse noise and asynchronous impulsive noise [2], 
[45]. 
A lot of research campaigns carried out to model PLC noise has been based on empirical 
measurement. This is as a result of difficulty in the characterization of PLC noise by pure 
analytical derivation. PLC noise modeling can be realized in both time and frequency domain 
based on the nature of the measurements. Background noise is often modeled in the frequency 
domain while impulse noise is modeled both in time and frequency domains [46]. 
Background Noise Models: Background noise is broadly modeled in the frequency domain and 
modeling of this kind of noise is achieved by fitting a decreasing function with its power spectral 
density or voltage profile. Examples of this model were proposed in [47-48], [125]. Based on 
these examples, a model for background noise was proposed by OPERA consortium [49]. 
Inclusion of specific power density functions (PDF) in the model makes it possible for the 
statistical behavior of the background noise to be characterized. For instance log-normal 
distribution, Nakagami distribution, Gaussian distribution and Rayleigh distribution were 
proposed in the following references [46-47], [50-51]. 
Impulse Noise Models: In spite of the short duration or interval of the occurrence of impulse 
noise, it is conceived as the main error source when data are communicated over the PLC 
channel. This is as a result of its high PSD [52].  The impulse noise has been analyzed both in the 
frequency and time domains, although analysis in the time domain is the most available in 
literature.  Using the time domain model, impulse noise is characterized by random variables 
namely: the impulse width tw, the impulse amplitude A, and the inter-arrival time (IAT), tarr. The 
statistical properties of these random variables might be deduced from measurements. An 
impulse noise model denoted as nimp is proposed in [23], [45], [125-126].  This model is based on 
a popular impulse function, denoted by imp (t), and this impulse function possesses unit 
amplitude and unit width and mathematically represented below: 
     ∑     
 
(
        
    
)                                                                   
 
To model the PDF of the aforementioned random variables, several authors have proposed the 
inclusion of additional underlying random process with the aim of defining the variance. For 
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instance, according to [45], [49], in order to define the PDF of the IAT and the impulse width the 
authors proposed stochastic models founded on a partitioned Markov chain. In contrast, a 
Middleton’s class-A noise model was proposed for both impulse noise and background noise, so 
as to generate a worst case scenario. Ultimately, impulse noise and background noise were 
regarded and analyzed as a cyclo-stationary process in some literatures. The noise is assumed as 
a Gaussian process with a periodic time function instantaneous variance [2], [53]. 
Narrowband Noise Model: The primary sources of this type of noise are broadcast stations 
occupying the short, middle and long wave frequency range. It can be modeled as a sum of 
multiple sinusoidal noises represented mathematically below, since the noise are modulated 
signals from the broadcast stations [45]. 
                ∑  
 
   
                                                                         
 
Number of carriers reckoned with in the model is denoted as N, and each of these carriers having 
different amplitude Ai (t), and also different phase denoted by   . With regards to a basic model, 
some of the parameters can be assumed as a constant, which is not ideal for a more realistic 
model where it is necessary to consider some specific modulation techniques [49]. 
PLC Modeling using Simulation Tools: Research effort has been dedicated to the development 
of PLC channel simulation tools. The basic intent behind this approach is the implementation of 
an algorithm formulated based on any of the PLC channel model that has been developed. These 
simulation tools help in testing and evaluating how accurate and reliable these models are, and 
often have Human-Machine Interface that is easy to understand and use [54]. Mostly, simulation 
tools implementation is the outcome of the channel model development process. Some authors 
have developed some PLC channel modeling tools using the deterministic approach. The 
development of some PLC channel modeling tools have been carried out utilizing the 
deterministic approach, likewise other development are based on empirical approach. However, 
the main approach used by simulation tool developers is the deterministic approach based on the 
fact that it permits the prediction of future changes which might occur due to network changes. 
Several simulation tools developed by various authors are found in the following references [35], 
[55-58].  
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Other models that are noteworthy are that of Canete et al. in [59], and Barmada et al. in [60]. 
2.3 Fritchman Model 
Hidden Markov Models are commonly used in many applications such as: control theory, 
automatic speech recognition, queuing theory, weather prediction, digital signal processing, 
modeling of burst error channels, and several other interesting applications.  
Fritchman model was proposed by Fritchman [5], where he described a simple Markov chain 
model for modeling of digital data channels. In the proposition, an assumption of a binary 
channel was made which implies that a correct bit symbolizes a noise free occurrence while on 
the other hand the error bit depicts the presence of noises.   
Based on broad literature review on how signals are propagated on the PLC channel, a 
reasonable assumption that supports the use of a simple Markov chain for modeling of the PLC 
channel has been made. Nevertheless, PLC channels are fairly different from other simple digital 
channels. In the PLC channel, occurrences of impulsive noise that could lead to burst error are 
quite common and high. Hence, to properly describe or depict PLC channel’s unusual 
characteristics, the partitioned Markov chain is the most appropriate and a good choice for 
characterization of the PLC channel. 
The partitioned Markov chain model as proposed by Fritchman groups/partitions the data 
transmission mechanism into two states. The first state which represents an error-free 
transmission is regarded as the error-free state, while the other partition representing an error 
prone transmission is referred to as the error state. The error state is the most important state 
when the partitioned Markov chain is applied in modeling of digital channel because it is from 
this state that noise and long bursty error bits are generated. A further in-depth detail on 
Fritchman partitioned Markov model can be found in Section 3.6.2 and 3.6.3.  
 From literature, Fritchman model [5], has found its application in broad and diverse range of 
digital communication problems. Oosthuizen et al. [61] applied Fritchman model in the modeling 
of Hamming code error detection, misdetection and decoding error event. Drukarev and Yiu [62] 
and Knowles and Drukarev [63] modeled magnetic recording channel with the use of Fritchman 
Markov chain. Tsai in [64] applied the Fritchman model to the modeling of High Frequency 
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channels.  Lotter et al. [65] utilized Fritchman modeling to model Multi User Interference (MUI) 
in Direct Sequence Code Division Multiple Access (DS-CDMA). 
Furthermore, Swarts and Ferreira [66] and Antoni [67] also applied the Fritchman model to 
characterize a digital fading VHF channel.  Garcias-Frias and Crespo [68] utilized this form of 
hidden Markov model for burst error characterization in indoor radio channels. 
Finally, some recent applications of the popular Fritchman model to solve digital communication 
problems could be found in [69-71]. 
 
2.4 Baum-Welch Algorithm 
The need for techniques which is robust and fast for fitting hidden Markov models to 
experimental data (training) is highly required. This is because methods such as conjugate 
gradient, Newton-Raphson (which are standard statistical techniques of maximum likelihood 
parameter estimation) are not robust, hence difficult for HMMs parameter fitting.  In contrast, 
the Baum-Welch algorithm presents a robust method of HMMs parameter fitting. 
Baum et al. [7], proposed a principle which forms the basis for the effectiveness of an iterative 
technique that takes place in utilizing maximum likelihood methodology in statistical estimation 
for probabilistic functions of Markov chains. They demonstrated a generalized technique useful 
for maximization of a function P (Г) with P belonging to a large category of probabilistically 
defined function. Refer to Section 3.7 for more detailed study of the Baum-Welch algorithm. 
This proposed iterative technique is commonly used in hidden Markov model training for the 
estimation of the HMM parameters. Its ability to guarantee convergence to local maximum, 
maximum likelihood estimation despite an incomplete training data makes it popular. It also 
possesses superior numerical stability. 
Below are some of the various applications of the Baum-Welch iterative technique. 
Zhang et al. [72] utilized the Baum-Welch technique for hybrid speech recognition training 
method for HMM. Breuer and Radons [73] extended the common Baum-Welch algorithm to 
estimate the parameters of autonomous initialized stochastic sequential machines (ISSM’s) to 
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feed forward networks of ISSM’s. Kim and Wicker [74] used the Baum-Welch algorithm to 
solve the problem of APP decoding of single and parallel concatenated codes, by carrying out a 
simple extension, hence, providing channel-matching turbo decoding algorithms. Matuz et al. 
[75] utilized the Baum-Welch algorithm to model Land Mobile Satellite channel (LMSC), 
imposing some constraints on the algorithm in order to simplify the algorithm and improve its 
convergence.  
Other recent applications of the Baum-Welch Algorithm can be found in the following 
references [76-83]. 
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Chapter 3: Related Techniques 
3.0 Introduction 
This section presents basic background technical details of power line communication topics 
relevant to the work carried out in this research work. Section 3.1 gives an overview and 
motivation behind the PLC technology, while Section 3.2 focuses on PLC standardization and 
regulatory landscape. Moreover, Sections 3.3 discusses the PLC channel characteristic, while, 
Section 3.4 presents noise classification on the PLC channel. Section 3.5 gives details of 
coupling circuit and different modes of coupling available for PLC channel. Furthermore, 
Section 3.6 introduces hidden Markov models (HMMs), problems associated with this model and 
present Fritchman model which is an example of HMMs used in this research work. This chapter 
concludes with background details of the Baum-Welch algorithm an iterative procedure for 
Fritchman model parameter estimation in Section 3.7. 
3.1 PLC Technology Overview 
Over the last decade, there has been a rapid increase in telecommunication (telecoms) systems 
usage. The necessity for the emergence of new telecoms services and additional transmission 
capacities has prompted the need to develop new telecoms network and transmission 
technologies to further cater for the increasing demand of communication services and 
transmission capacities. Telecommunications from an economic point of view promises large 
amounts of revenue which is the motivating factor for large investment in this field.  
Hence, high speed networks are been built by a large number of telecommunication enterprises 
so as to ensure the realization of various emerging telecommunication services which can be 
adopted worldwide. However, this investment does not reach the end customers as they are 
mainly provided for the transport network that interconnects different network provider’s 
communication nodes. End customer’s connection to the transport network is achieved over 
distribution and access networks that forms part of the overall communication system topology. 
The end customers or subscribers connection is physically or directly realized over the access 
networks. However, realization, installation and maintenance of this access networks require 
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very high cost, which over the years has been found to be about 50% of all network investments, 
being spent on the access network [84]. However, it takes longer time to realize the return on 
investment (ROI) because of the relatively high costs of the access network, calculated per 
connected subscriber. Hence, network providers seek possible low cost ways of realization of the 
access network [84]. 
Despite the deregulation of the telecommunications market in so many countries, the access 
networks still belong to the incumbent network providers who were former monopolistic 
telephone companies. This has prompted new network providers emerging in the 
telecommunication market to seek for other solutions of offering their own access network. 
Power line communications (PLC) technology offers an alternative solution that helps in the 
realization of the access network using the existing power supply network for communications.  
The electrical power distribution network is one of the most ubiquitous networks worldwide. 
This network is made up of a wide universal wiring system with the primary purpose of power 
distribution to end user electrical household appliances. The use of this existing power line offers 
a communication media for data communication without the need for new cable or wiring 
installation. In other words, power line communication (PLC) technology describes a concept 
that utilizes the existing power line network infrastructure and cabling for the purpose of data 
communication. As a result of this, a cost effective and reliable communication can be built. 
Data is transmitted and travels over the same power line network used to supply electricity, 
which thus allows the existing power line infrastructure present in homes to serve the purpose of 
transporting data without the need for adding new wires.  Therefore, power line communication 
technology allows the development and realization of an in-house network or providing “last 
mile” for telecommunication services to the end subscribers, which is achieved in a very cost 
effective way. This could be achieved at nearly no investment of universal infrastructure with 
many wall outlets. 
Due to increasing research interest in this field, PLC technology is experiencing rapid growth 
and is been utilized in multiple commercialized applications and different market segments; this 
includes lighting control, smart grid, in-home automation, solar panel monitoring, electric cars 
and energy metering to mention but few. The global agitation for energy conservation is one of 
the driving forces propelling the need for intelligent systems (e.g. intelligent communication with 
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energy generation and devices that consume energy). PLC provides an unequaled no-new-
infrastructure approach that can enable rapid deployment of in-home automation and smart or 
intelligent energy management technology available around the world. Power line 
communication is not faced with the problem of line-of-sight and short transmission range 
limitations like its wireless counterpart and it is cost-effective and easy-to-install for so many 
applications. The three main classes of Power line technologies are discussed as follows. 
Ultra-Narrowband PLC Technology (UNB-PLC): The UNB-PLC technologies is operational in 
the ultra-low frequency range between (0.3-3 kHz), achieving a very low data rate at 
approximately 100 bps and has a very large operational range/coverage of (≥150 km). In this 
class of PLC technology the data rate per link is low but various forms of effective addressing 
and parallelization possessing dependable scalability is utilized by deployed systems.  The UNB 
solutions have been deployed by power utilities and have been in the market for over two 
decades making it a mature technology despite been proprietary. A historic use can be found in 
its utilization in the following application: RCS (Ripple Control System), which is a one way 
communication link for load control support application, extremely low speed (0.001 bit/sec) 
Automatic Meter Reading (AMR) Turtle System, and TWACS (a Two-Way Automatic 
Communication System) [85-87]. 
Narrowband PLC Technology (NB-PLC) The NB-PLC technologies operate at Very Low 
Frequency (VLF), Low Frequency (LF) and the Medium Frequency band (MF), which all falls 
between the (3-500 kHz) frequency range. The narrow band frequency includes the CENELEC 
band (3-148.5 kHz) defined by the European Standard, the United States Federal 
Communications Commission (FCC) band which ranges from (10-490 kHz) and the Japanese 
Association of Radio Industries and Businesses (ARIB) band falling in the frequency range 
between (10-450 kHz). The NB-PLC is further categorized into two as follows:  
Low Data Rate (LDR): These are Single carrier technologies with achievable data rates of few 
kb/sec. Devices that operates at Low data rates conforms to various standards and 
recommendations such as X10, LonWorks, CEBus, BacNet and other protocols recommended 
are typical examples of LDR NB-PLC technologies. 
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High Data Rate (HDR): These are multicarrier technologies with achievable data rates ranging 
between tens of kb/sec to 500 kb/sec. Devices that operates at High data rates conforms to 
various ongoing standards such as ITU-T G.hnem, PRIME, G3-PLC and IEEE 1901.2 are typical 
examples of HDR NB-PLC technologies [85-87]. 
Broadband (BB) PLC Technology (BB-PLC): The BB-PLC technologies are PLC technologies 
that operate at both High Frequency (HF) and Very High Frequency (VHF) and there frequency 
band ranges between (1.8-250 MHz) with achievable data rates also referred to as PHY rate 
ranging from Mb/sec to several hundreds of Mb/sec. Devices that operates and conforms to 
HomePlug 1.0, IEEE 1901, Gigle MediaXtreme are typical examples of BB-PLC technologies 
[85-87]. 
3.2 PLC Standardization and Regulatory Landscape  
This section discusses and addresses the subject of standardizations and regulations in the PLC 
landscape. It gives a brief overview of the PLC standards in Section 3.2.1, and goes ahead to 
discuss some of the current Narrowband PLC standards available in Section 3.2.2 and concludes 
with CENELEC Standard and Band Classification in Section 3.2.3.  
3.2.1 Overview of PLC Standardizations and Regulations 
In order to ensure that PLC operates in a healthy environment and the system itself does not 
hinder the smooth operation of other communication technology, there is need for 
standardization.  Several standard bodies and groups exist with many established standards that 
are meant to provide guidance and regulate the operational specifications of power line 
communication system. These bodies are still actively working towards more PLC standards to 
create a healthy environment for PLC technology and also ensure interoperability with other 
communication systems. The European Committee for Electro-technical Standardization 
(CENELEC) [88], is the standard body that governs regulatory rules in Europe and operates in 
the frequency range of (3-148.5 kHz), while the Federal Communications Commission (FCC) 
governs in the Northern America and operates in the frequency range of (10-490 kHz) [89], and 
the Japanese Association of Radio Industries and Businesses (ARIB) operates at (10-450 kHz) 
frequency range. 
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The need for these regulatory bodies in power line communications field is prompted and 
motivated by the fact that the PLC devices that transmit over the power line networks are 
electrical equipment which is then used for communication purposes. Therefore, Power line 
Communication is categorized under both telecommunication and the electric field. Hence, to 
prevent interference from and to other communication systems, the power line channel, PLC 
products and services must adhere to and work under certain operational regulations such as, 
electromagnetic compatibilities, electric safety and nets and communication services [90]. The 
various standard regulations under these three operational regulations are discussed briefly 
accordingly. 
Electromagnetic capability: The standard regulation described in the CENELEC EN50065 
standard addresses the subject of electromagnetic capability for narrowband application (low 
frequency, low data rates application like a typical in-home or in-building automation). Part 1 of 
this standard regulation also specifies the allowable limit for conducted disturbances at the main 
port in the frequency range (3-148.5 kHz).  
Electric safety: According to the European standards 73/23/EEC, 93/68/EEC and EN 60950 
governing the European community, it is specified that all equipment and appliances which are 
connected across the power line networks should be in total adherence to the low voltage 
directives. This is to ensure the safety of power line devices and information technology 
equipment using the power line network as a communication medium. 
Nets and communication services: The 2002/19/EC (Access Directive), 2002/20/EC 
(Authorization Directive), 2002/21/EC (Framework Directive) and 2002/21/EC (Universal 
Service Directive) are European directives that deal with regulations implied by their name under 
the Net and communication services. The access directive addresses issues on access to, and the 
interconnection of electronic communication networks and other associated facilities. Moreover, 
the authorization directive deals with issues relating to services and electronic communications 
network authorization, while, the framework directive specify a common regulatory framework 
for the use of electronic communications networks and services. Finally, the universal service 
directive takes care of issues relating to universal services and users’ right to electronic 
communication networks and services. 
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The major international standard bodies saddled with the responsibilities of regulating and 
approving standards in different existing areas by producing international standards for 
electronic and telecommunications equipment [91], are highlighted and briefly discussed as 
follows.  
The International Electro-technical Commission (IEC) came into existence in 1906 and was 
responsible for the preparation and publishing of international standards for all electrical, 
electronics and related technologies [92]. All national standards are guided by the IEC standard. 
The International Special Committee on Radio Interference (CISPR) is responsible for 
promotion of international agreement that pertains to the subject of radio interference therefore 
encouraging international trade. The CISPR standard body produces standards that protect radio 
reception from various interferences sources which includes but are not limited to electricity 
supply system, electrical appliances, and broadcast receivers. They also address issues on the 
methods and equipment used in the measurement of interference emanating from both electric 
and electronic equipment operating above the 9 kHz frequency band [93].  
The International Organization for Standardization (ISO) came into existence in 1947 and is 
constituted of 140 national standard bodies from 140 different countries in the world. They are 
responsible for promoting worldwide development of standardization and other related activities 
[94]. 
The International Telecommunication Union (ITU) is saddled with the responsibility of 
creating telecommunication standards, as it also adopts international regulations and agreements. 
The ITU became a specialized agency of the United Nations in 1947 but was originally founded 
in 1865. Furthermore, ITU allows global telecommunications networks and services to be 
coordinated by both the private sector and government [95]. 
Other relevant standard bodies include: American National Standards Institute (ANSI) [96], 
Electronic Industries Alliance (EIA) [97], Institute of Electrical and Electronics Engineers 
(IEEE) [98], European Telecommunications Standards Institute (ETSI) [99], Information and 
Communications Technologies Standards Board (ICTSB) [100]. The first three aforementioned 
are American bodies while the latter two are European bodies. A detailed and comprehensive up- 
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to-date review of PLC standards can be found in [101].  The next section focuses on latest 
standards that are developed for narrowband applications. 
3.2.2 Narrowband PLC Standards 
This section describes briefly some of the standardization developments that are taking place in 
the narrowband PLC landscape. 
LonWorks: The ANSI/EIA 709.1 standard, also referred to as LonWorks was one of the first low 
data rate narrowband PLC standards to be sanctioned. This standard was issued in 1999 by ANSI 
before it metamorphosed into an international standard in 2008 (ISO/IEC 14908-1) [102]. It is a 
seven-layered OSI protocol that provides services that enables the application program 
embedded in a device to transmit and receive messages from other devices present in the 
network without prior knowledge of the network topology and/or the functions of this other 
devices. The LonWorks technology is now an open standard which is used worldwide because of 
its interoperability. It can be configured for use in electric utility applications making use of the 
CENELEC A-band. On the other hand, industrial, commercial and in-home application uses the 
C-band. Other multi-applications include but are not limited to: Smart Buildings (HVAC 
controls, elevators/escalator controls, irrigation, lighting and security); Smart Cities (Street 
lighting, buses and subway systems, theater and stage lighting); Smart Grid (Advanced metering, 
demand response, and distribution automation) [103].  
Power line Related Intelligent Metering Evolution (PRIME): This standard came into being as 
a result of the growing interest in exploiting high data rate narrowband PLC solutions that 
operates in the FCC, CENELEC, and ARIB frequency bands. This standard is fast becoming 
popular and gaining the support of European industries. PRIME has established and specified an 
Orthogonal Frequency Division Multiplexing (OFDM) based high data rate narrowband-PLC 
solution that operates and makes use of the CENELEC A-band frequency. PRIME initiative has 
capacity of PHY data rates up to 125 kb/s and it is an open standard [104]. Another high data rate 
narrowband PLC initiative similar to the PRIME initiative is the G3-PLC discussed below. 
G3-PLC: Just like PRIME, G3-PLC is an open standard. It is an OFDM based high data rate 
narrowband-PLC that promotes interoperability as it can coexist with IEC 61334 and IEEE 
P1901.2. It operates in the 10-490 kHz frequency range thereby complying with CENELEC, 
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FCC and ARIB. It has also got built in robustness as it possess two layers of forward error 
correction and a robust mode that overcomes noisy channel conditions. Other key feature of the 
G3-PLC is cyber security as its 6LoWPAN adaptation layer supports IPv6 packets. The G3-PLC 
standard is useful in Distribution Automation and Smart Electricity Meters [105]. 
A well-articulated detail of PRIME and G3-PLC and comparison between both standards can be 
found in [106-107]. 
Other recent standards for narrowband application are the ITU-T G.hnem and IEEE 1901.2 
which came into being in 2010. Details of both standards can be found in [108-110]. 
 
3.2.3 CENELEC Standard and Band Classification 
CENELEC, Comité Européen de Normalization Electrotechnique is a European Committee for 
Standardization that was brought into being in 1973. It was saddled with the responsibility of 
preparing voluntary electro-technical standards which helped in the development of the single 
European Market/Economic Area for electrical and electronics goods and services [111]. It 
defines transmission on low voltage installation in the CENELEC EN50065-1 document [112], 
and makes it mandatory that power line products and services rendered by all member countries 
of the CENELEC organization must adhere and comply with this standard for home automation 
and other narrowband applications.  
The CENELEC 50065-1 standard regulates all signaling within the frequency range 3 kHz to 
148.5 kHz on the power line and specifically made provisions for five different categories of 
channels in this frequency range. The transmitted power allowed is dependent on channel 
specification and coupling method, but should not exceed 500 mW. Below is a table of the 
CENELEC band showing the band categorization, its frequency range (bandwidth), the 
corresponding maximum allowable transmission level limits, the access protocol utilized and the 
purpose of usage of the band. 
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Band 
Name 
Frequency 
Range 
(kHz) 
Maximum Allowable 
Transmitter Output 
Voltage [dB (µV)] 
Access 
Protocol 
Utilized 
Stipulated Band 
Usage 
 3-9 134 dB (µV) ≡ 5V No protocol 
required 
Usage of this band is 
limited to energy 
providers and utility 
A 9-95 134 dB (µV) ≡ 5V at 9 kHz 
120 dB (µV) ≡ 1V at 95 
kHz 
No protocol 
required 
Usage of this band is 
limited to energy 
provider and their 
concession-holders 
B 95-125  
 
 
 
 
116 dB (µV) ≡ 0.63V at 95-
148.5 kHz but in 
exceptional cases 134 dB 
(µV) 
No protocol 
required 
Usage of this band is 
limited to energy 
providers’ customers  
C 125-140 Carrier Sense 
Multiple Access 
(CSMA) 
protocol using a 
carrier center 
frequency of 
132 kHz 
For Private use of 
energy providers’ 
customers. The use of 
CSMA makes possible 
the simultaneous 
operation of several 
systems within this 
frequency band 
D 140-148.5 No protocol 
required 
For Private use of 
energy providers’ 
customers (for Alarm 
and Security Systems) 
 
Table 3.1: Overview of the CENELEC EN 50065 Standard Bands and Categorization. 
 
3.3 PLC Channel Characteristics 
Power line channel when compared with other conventional media such as coaxial cables, 
twisted pair cables and fiber-optic cables considerably differs in structure, physical properties 
and topology. It exhibits a rather hostile characteristic, as it was originally designed for power 
distribution at very low frequency of 50/60 Hz with no prior thought of its eventual use for high 
frequency data transmission. 
Power line communication using this network as a medium of communication inherits the 
intrinsic properties and characteristics of the power line network. Hence, PLC inherits a hostile 
medium for its eventual use as a medium of data transmission at high frequency. PLC does not 
only inherit the nasty and hostile behavior of the power line network but in addition combines 
that of a communication channel. Variation in impedance, high attenuation as a result of 
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impedance mismatch, noise and disturbances present on the network or coupled unto the network 
are some of the main challenges PLC has to overcome to achieve its full potential and 
development as a reliable medium of data transmission when compared to other data 
transmission technology. In view of this, PLC transmission environment can be seen to be worse 
when compared to its mobile communication counterpart.  
The channel characteristics could both be frequency and time-dependent, and there possibility of 
its dependence on where both the transmitter and receiver are located in the power line 
infrastructure. Thus, the channel is described generally as a random time varying with a 
frequency-dependent SNR (Signal to Noise Ratio) over the communication bandwidth.  
The design of good power line communications systems demands a detailed knowledge of the 
channel characteristics such as impedance, noise scenario, interference and the channel capacity, 
which helps to design and/or choose suitable methods of data transmission. These channel 
characteristics are discussed briefly in the following section and literatures are referenced for a 
detailed and comprehensive knowledge of these channel characteristics. 
3.3.1 Impedance 
Impedance is one of the channel characteristics important in the design of PLC systems as 
impedance variation has a great effect on the PLC systems performance. Power line as a medium 
of communication has reflections and signal attenuation that is induced by its impedance 
properties.  
Varying impedance on the PLC channel is one of the challenges PLC technology has to combat 
as it affects the performance and reliability of data transmission on the channel. The power line 
channel comprises of interconnection of wires or cables having different sizes and varying 
impedance value forming a branch in the power line topology. This variation in impedance of the 
wires and cables could lead to a phenomenon referred to as impedance mismatch resulting from 
unbalanced impedance [113]. Consequently this phenomenon leads to reflection, attenuation and 
multipath fading of signal transmitted on the PLC channel.  Moreover, impedance mismatch is 
not only caused by the varying wires and cable impedance alone but also the impedances of 
several electrical loads connected onto the PLC channel have a great effect on signal attenuation 
[114]. The varying impedance encountered on the PLC channel is dependent upon frequency and 
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time the electrical loads are active on the network. Hence, the impedance that the transmitted 
signal encounters on the PLC channel has a great effect on the signal power the transmitter can 
couple onto the PLC channel.  
 
Furthermore, single phase line act predominantly as inductive loads, with the magnitude of 
impedance value increasing with frequency, in the frequency range below 100 kHz (impedance 
increase from 1-2 ohms at 10 kHz to 10-20 ohms at 100 kHz has often been experienced) [114]. 
Apart from acting as inductive loads, the single phase line also possess distinctive capacitance of 
30-60 pF/m, and a corresponding inductance of 0.3-0.6 μH/m and also, a resistance value of 0.04 
ohm/m with a resultant impedance of between 75-150 ohms [114], [115].  
 
The major electrical appliances commonly found in homes are majorly resistive and reactive 
loads. The major resistive loads prevailing in the lower frequency region often found in homes 
include but are not limited to this list: cloth dryers, incandescent lights, and electric heaters. On 
the other hand, reactive loads commonly found in homes include appliances or devices such as 
TV, PC, and motors prevailing in the higher frequency region of the spectrum [114]. 
Consequently, varying load impedance and cable/wire impedance often results to varying signal 
power, which consequently degrades the performance of the PLC. Signal power transmitted can 
be improved if and only if the impedance encountered by the signal on the PLC channel matches 
that of the transmitter, otherwise impedance mismatch takes place resulting in signal attenuation. 
Hence, it is important that the coupling circuit designed for signal injection has impedance 
adaptation attribute to prevent insertion loss and impedance mismatch. For instance, the 
bidirectional impedance-adapting transformer coupling circuit for low voltage power line 
communications designed in [113] was meant to achieve maximum signal transfer and prevent 
impedance mismatch.  
Conclusively, modeling of the power line impedance helps in understanding the obscure nature 
and behavior of power line that changes at the connection of different loads across it. Network 
topology and loads connected across the network have a great effect on the network impedance. 
To combat these drastic impedance conditions on any power line channel PLC solutions must 
possess a low transmit impedance and on the other end a high receive impedance so as to ensure 
maximum voltage signal transfer or maximum power transfer between the two ends. 
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Summarily, the net or total impedance encountered on the power line channel is often influenced 
by the network topology and is a combination of the various impedances namely impedance of 
the distribution transformer, load impedance or impedance of devices connected to the power 
line network and characteristic impedance of the various inter-connects of cables used in the 
power line network [40]. 
3.3.2 Attenuation 
The injection of high frequency signals unto the power line network can be achieved through a 
suitable high pass filter known as coupling circuit. The signal received at the receiver will be 
maximized if and only if the power line, transmitter and the receiver impedance are matched. 
Otherwise an impedance mismatch leads to a phenomenon called attenuation. Unlike other 
dedicated communication channels such as Ethernet which uses coaxial cables with known 
impedance, thus not faced with impedance matching problem, PLC channel is plagued with 
impedance mismatch problem.  This phenomenon occurs due to the fact that power line networks 
are made up of variety of conductor types, with differing cross-sectional area which are joined 
almost at random. Hence, an extensive variety of characteristic impedances is encountered over 
the network as earlier discussed in Section 3.3.1.  
Often, low impedances of the LV power line channel results in high signal attenuation. The 
impedance mismatch that occurs between the transmitter, PLC channel and the receiver are often 
triggered by the time-variant loading activities that occur on the channel. Consequently, this 
contributes vastly to high attenuation of signals often experienced, hence rendering the 
attenuation also time-variant. High attenuation experienced on LV PLC channel most times 
necessitates positioning of repeaters at distance of less than 1 km. On the contrary, HV PLC 
channels do not experience high signal attenuation as their LV counterpart does, as data 
communications at long distances in the range of hundreds of kilometers without repeaters have 
been achieved [117]. An analysis of signal attenuation on medium-voltage power line networks 
is given in [118]. Below is an overview of some factors that influence signal attenuation on PLC 
channels [116], [119]. 
Signal Attenuation Dependency on Time: Time of the day is one of the factors that influence 
the severity of signal attenuation on PLC channel.  In reality, signal attenuation and network 
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impedance have a very close relationship. Hence, based on the fact that network impedance is 
time-dependent, such a dependency on time must be taken into consideration for signal 
attenuation investigation. The fact that several electrical appliances are active on the PLC 
channel during the peak period (daytime) results in firm day and night sensitivity.  Hence, high 
attenuation will often occur during the day due to numerous active appliances during this time 
[116].  
Signal Attenuation’s Dependency on Frequency: Based on measurement reported on the 
Canadian LV power line network [43], it was observed that signal attenuation is independent of 
frequency for frequencies below 100 kHz while on the other hand, signal attenuation increase of 
0.25 dB/kHz were observed for frequencies above 100 kHz. Signal attenuation is capable of 
rising extremely high at certain frequencies of cable length greater than 400 m as a result of 
transmission line effects [116]. 
Signal Attenuation’s Dependency on Distance: Based on principle, signal attenuation is 
presumed to be linearly dependent on distance, and so far no loads exist between the data 
communication transmitter and the receiver. On the contrary in practical situations, several loads 
are often connected between the transmitting and receiving device with worst-case occurrence of 
signal attenuation of around 100 dB/km frequently recorded [116]. 
Signal Attenuation over Differing Network Phases: The impedance between two power line 
phases strongly defines the signal attenuation experienced between the two phases.  According to 
[119], the signal attenuation experienced between two points that are connected unto the same 
phase is oftentimes smaller than that experienced between two points at the same distance but 
connected unto differing phases [116]. 
3.3.3 Noise 
The CENELEC A-band remains the most noise susceptible band amidst the four standard 
CENELEC PLC frequency bands. Electrical appliances which draw their supply from the 50 Hz 
electric supply constitute the major sources of noise present on the power line network. These 
electrical appliances generate noise components which are injected unto the power line and such 
noise component extends into the high frequency spectrum. Other sources of noise that affects 
the power line network are noise coupled unto the network from various broadcast station and 
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spurious disturbances from other unknown such which impair certain frequency bands of the 
power line network. Generally, the characteristic of this channel noise varies strongly with 
frequency, load, time of the day, and source and geographical location [121].  
In summary, the technical problems/challenges which the power line channel suffers from, that 
requires adequate attention in order to achieve a reliable PLC system are mentioned as follows: 
unavailability of earthed neutral, low impedance characteristics of the grid which requires a 
very high transmit power, limitation in distance that could be covered due to high attenuation 
characteristic of the power line medium, impedance variation which occurs as a result of non-
linear loads, significant changes of impedance over long durations caused by the ON and OFF 
switching of various loads connected across the network and varying high interference 
characteristics due to various noisy loads and noise injected into the network from other source 
[122]. 
The three major types of noise believed to be present on the PLC channel are Background noise, 
Narrowband noise and Impulse noise. Refer to Section 3.4 for detailed description of the three 
major noise categories. 
3.4 Noise Classification on PLC Channel 
In contrast to many other available communication channels, power line noise cannot be 
described as an additive white Gaussian noise (AWGN) model, therefore a thorough 
understanding of power line noise is inevitable for an appropriate modeling of the noise which in 
turns helps in design of a power line system that achieves optimal performance. Noise is a major 
problem that has effect of data transmission on the power line. This is because the properties of 
this noise are not similar to the AWGN which can be easily analyzed. 
Researchers have over the years categorized noise present over the power line network into five 
major categories. These literatures not only discuss types of noise present on the power line but 
also study the noise characteristics, distribution of duration, inter-arrival time and the amplitude 
of impulsive noise experienced on the power lines [123-127]. According to these literatures, 
noise on power line can be classified into five categories namely; Narrowband noise, Colored 
background noise, Periodic impulse noise synchronous with main, Periodic impulse noise 
asynchronous with mains and Asynchronous impulse noise as represented in the figure shown 
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below. Some of the major noise sources that affect communication over PLC channels are: light 
dimmer, universal motors, television receivers and computer monitors, microwave oven, air-
conditioners and several other electrical appliances connected to the PLC channel. 
 
Transmitting 
End
Power line channel
Receiving 
End+
Periodic impulse noise 
asynchronous with mains
Colored 
Background 
noise
Narrowband 
noise
Periodic Impulse  noise 
synchronous with mains
Asynchronous 
impulse noise 
 
Figure 3.1:  The Five Major Categories of Noise Present On the PLC Channel. 
Further research has gone ahead to categorize noise on PLC channel into three major classes, the 
Background noise, Narrowband noise and Impulse noise.  The noise model is further reduced to 
a simpler model as shown in the figure below. 
The properties, sources and behavior of these three major classes of noise are further discussed 
accordingly in the following sections. 
Transmitting 
End
Power line channel
Receiving 
End
+
Impulse 
noise
Background 
noise
Narrowband 
interference
 
Figure 3.2: Simple PLC Noise Model Showing the Three Major Noise Classifications. 
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3.4.1 Background Noise 
This type of noise is frequently characterized by constant envelope for a long duration (at least 
more than a few cycles of mains AC voltage) [128]. Background noise frequently includes 
flicker noise, thermal noise resulting from front-end amplifiers of receivers, and noise from 
universal motors often found in household electrical loads such as electric drilling machines, 
mixers, hair dryers, fans etc. Background noise (BN) is assumed to be cyclo-stationary in nature, 
possessing relatively low PSD emanating from a combination of numerous low power sources.  
By definition, background noise is quantifiable in the absence of other dominant noise sources 
and varies with frequency. Background noise often exists permanently on the PLC channel and 
non-whiteness is its most vital attribute, which implies that the PSD is frequency-dependent. In 
the CENELEC A-band frequency range (3-95 kHz), the PSD of the BN decays with increasing 
frequency having a slope of 20-25 dB/decade for an in-home environment [121]. This type of 
noise is mainly present in low frequencies allocated to PLC than in the high frequencies [129].  
3.4.2 Narrowband Noise  
This noise type normally occupies narrow portion of the frequency band of the spectrum under 
consideration. A typical example measured in this research is shown in Figure 4.3. Narrowband 
noise originates from sinusoidal signals that are coupled unto the PLC channel via radiation from 
amateur radios or broadcast stations sharing the same frequency spectrum with the narrowband 
PLC channels and system.  It has also been reported that narrowband noise often originates from 
the horizontal retrace frequency of TVs. The horizontal retrace frequency for the European PAL 
TV system is 15.6 kHz and consequently, observation of some narrowband disturbances are 
often recorded at harmonics of this horizontal retrace frequency. Other narrowband noise sources 
are spurious disturbances that emanate from the various electrical loads having inbuilt transmitter 
and receiver. The severity of narrowband disturbances often varies depending on time of day 
[121], [128]. 
3.4.3 Impulse Noise 
Despite the fact that this type of noise is transient in nature, it has been reported to be the major 
source of long bursty errors observed on the PLC channel.  Unlike the narrowband noise which 
is confined to a narrow portion of the frequency band of interest, impulse noise occupies and 
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spreads randomly over a larger part of the frequency band of interest as a result of its high PSD. 
A typical impulse noise measured in this research is shown in Figure 4.4.  Impulse noise is often 
characterized by its duration, magnitude, and inter-arrival time. Impulse noise is further 
classified into two categories as described below [126-128]. 
Periodic impulsive noise synchronous with the mains: This category of impulse noise is mainly 
regarded as a cyclo-stationary noise. The noise waveforms possess a train of impulses 
synchronous with the 50/60 Hz AC mains frequency or twice this frequency. Sources of this 
category of impulse noise include power supplies with silicon controlled rectifier and light 
dimmers with thyristors. In the case of the light dimmer, noise impulse synchronous to the AC 
mains voltage is been switched unto the PLC channel while the light dimmer is controlling the 
brightness of a light (it switches the AC current based on its phase). This noise type also 
originates from the commutating effect that occurs in a brush motor. 
Periodic impulsive noise asynchronous with the mains: This noise type is also cyclo-stationary 
because it exhibits underlying period which is same as that of the mains. It has been 
conventionally considered to occur as a result of periodic impulse with repetition rates between 
50-200 kHz and is typically caused by transient switching that occurs in power supplies. 
Consequently, because of this high repetition rate, a spectrum constituting discrete lines results 
with the frequency spacing based on the repetition rate [45].  
A novel approach of modeling this kind of noise can be found in [130]. 
3.5 Coupling Circuit 
The coupling circuit is not just a piece of circuit but a vital part of the PLC system. It is the 
interface circuit that is used to couple signals unto the PLC channel. Hence proper care must be 
taken when designing this circuit as it must adhere to operating standards set by PLCs 
international regulatory bodies. A coupling circuit is designed as a peculiar filter (band-pass 
filter) [114], [131] with the primary aim of coupling the signal unto the network, while it also 
blocks and filters the AC mains power waveform but allows PLCs high frequency 
communication signals to pass.  A careful consideration of its constituent components must be 
made so as to overcome the challenging characteristic the PLC channel possesses. The coupling 
circuit must also be designed to provide galvanic isolation and on the other hand prevent excess 
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voltage from entering the sensitive measuring equipment used in noise data capture. Most 
importantly this circuit must be able to withstand and adapt to the varying impedance 
experienced on the PLC channel hence preventing insertion and coupling losses.  
3.5.1 Coupling Circuit Modes 
There are several ways of realizing the coupling communication signals unto the PLC channel. 
As spelt out in [114], [128] and [132], coupling circuit design can be realized through the use of 
two different closed current paths, namely, the common mode coupling and  differential mode 
coupling which are further discussed in Section 3.5.1.1 and Section 3.5.1.2 below.  
Differential Mode Coupling 
This coupling mode requires the live terminal to constitute a terminal while the neutral terminal 
is utilized as the second terminal. This coupling mode is realizable and implementable with the 
existence of neutral terminal as we have in LV power line networks. On the contrary, differential 
coupling mode is not realizable and implementable on MV and HV power line networks due to 
the unavailability of a separate neutral line. Alternatively, though not recommended most often 
the ground (earth terminal) constitutes the second terminal in such cases [114], [128], [132]. 
Common Mode Coupling 
The common mode coupling involves the interconnection of both the line (live) and neutral 
terminal to constitute one terminal while the ground (earth terminal) becomes the second 
terminal. This mode is unachievable theoretically, based on the fact that the ground and neutral 
wires are always connected at the transformer point. On the contrary, it is practically achievable 
because the inductance which exists between the coupling points and the short circuit point is big 
enough to outsmart this problem. This mode of coupling is preferred over its differential mode 
counterpart because of the 30 dB better coupling that it yields. In some countries, common mode 
coupling is highly prohibited on the LV power line network as a result of the danger it poses to 
end users. A solution to this danger is designing the input current not to exceed the sensitivity of 
the earth leakage protection device (30 mA for LV applications) present at the location where the 
coupling circuit is to be used. For the physical implementation of coupling circuit, there exist 
two possible ways of realizing this as described briefly below in Section 3.5.1.3 and 3.5.1.4.  
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Capacitive Coupling 
In capacitive coupling mode a capacitor is basically used to impress or couple the 
communication signal unto the network. This is achieved by modulating the communication 
signal unto the network’s voltage waveform.  A capacitive coupling interface is connected in 
parallel to the power line network. It is an affordable and compact interface commonly used in 
LV applications such as AMR and other in-home applications [114], [128], [132]. 
Inductive Coupling 
In this case the use of an inductor is utilized to impress and couple the communication signal 
unto the network. It is achieved by impressing the communication signal unto the network’s 
current waveform. Inductive coupling circuit is connected in series with the loads in the power 
line network. This inductive coupling has been reported to be rather lossy. Nevertheless, since no 
physical connection is made with the power line network, this coupling mode is safer to 
implement than its capacitive coupling counterpart [114], [128], [132]. 
Capacitive coupling is mainly utilized on LV power line network due to power restriction (there 
is a maximum allowable power) on the LV network. Both inductive and capacitive coupling 
modes are allowable on MV power line networks. 
3.5.2 Coupling Circuit Components Selection and Functions 
In order to convey communication signals on a power waveform of the power line network, 
careful consideration must be taken in designing and interfacing both the power circuitry and the 
communication circuitry so that these two systems are optimally compatible as they both operate 
at differing extremes. Power systems typically operate at very low frequencies and very high 
power, current and/or voltage levels while on the other hand, communication systems operate at 
a very high frequencies and low power, currents and voltage levels [133], [134]. To design a 
proper interface (coupling circuit) that will achieve optimal compatibility between the power and 
communication systems, a fundamental understanding of the various components and circuitry 
for these systems capabilities at the two differing extremes must be carefully considered. Also, 
analysis of the performance of the coupling circuit can be done based on the following criteria: 
signal attenuation at the transmitter and receiver, over-voltage protection, galvanic isolation and 
both the installability and reliability of the coupling interface. 
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Coupling Capacitor 
The coupling capacitors are to a large extent used in PLC to superimpose or couple the 
communication signal onto the power line [135].  They also constitute a part of more advanced 
high-order filters [136]. Coupling capacitor’s basic and fundamental characteristics are well 
stated and standardized in ANSI C93.1-1972, [137]. These capacitors are required to be high-
frequency capacitors (with self-resonant frequency being higher than the modulation frequency) 
since they carry the communication current [138]. Conversely, the coupling capacitor will have 
to be able to act as a filter, filtering the power voltage that is dropped across the component. It 
must also be able to prevent the effect of voltage surge and therefore need to be a high-voltage 
capacitor. According to [139], the coupling circuit filtering characteristics are to a degree 
dependent on electrical loads onto which the waveform terminates. 
Coupling Transformer 
The coupling transformer functions mainly to provide a galvanic isolation between the PLC 
equipment and the power line network (to prevent damage of the sensitive PLC equipment), as it 
also provides impedance adaptation (which is necessary due to the varying impedance that exists 
between the power line itself, loads connected across it and impedance of the PLC equipment).  
But, it also has to be designed to be able to pass the high-frequency communication signal freely 
and unhindered. Regrettably, the power waveform operates at much lower frequency and much 
higher voltage. Hence, the power waveform would have a saturating influence which is at least 
10
5
 when compared to the communication waveform [133]. Consequently, it is highly essential 
that the power waveform is first low-pass filtered before entering the coupling transformer [133], 
[138].       
Zener Diode 
A zener diode serves as a voltage regulator by regulating the voltage in the coupling circuit and 
also prevents the entry of excess voltage (over-voltage) from passing through the circuit and 
damaging sensitive measurement equipment. 
Resistor 
In the general design of coupling circuits, the use of resistors is often been avoided as it implies a 
loss of power, which can either be of the communication signal or power waveform. 
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Nevertheless, in the coupling circuit designed for carrying out measurement in this research, a 
resistor is used across the capacitor as a discharge resistor. 
3.5.3 Transformer-Capacitor Coupling Circuit Design 
Transformer-capacitor coupling circuits are used extensively in LV power line communications 
[138], [139], mainly because: The transformer provides galvanic isolation from the power line 
network and the transformer acts as a limiter when saturated by high-voltage transients.  
 
 
Figure 3.3: Coupling Circuit Schematic. 
Figure 3.3 above shows the schematics of the coupling circuit. A 1:1 transformer winding ratio 
was used for transparent measurement of noise. A high-voltage, high frequency capacitor rated 
0.1 µF, 250 VAC and 400 VDC was used to realize a high-order filter and couple the noise 
signal unto the measurement equipment for capture while blocking the low frequency power 
signal [135], [136]. The primary side (live and neutral terminals) is connected to the power line 
outlet, while the secondary side is connected to the BNC connector to connect the coupler to the 
oscilloscope for noise data capture. 
As earlier stated the zener diode serves as a voltage regulator and overvoltage protection. It is 
typically connected in reversed bias and in parallel with the load as seen from the schematic. It 
regulates output voltage by keeping it constant (stabilized) regardless of varying load conditions 
and changes in the source voltage which is typical of the power line network. The back to back 
connection of the zener diode makes it act as a clipper which symmetrically clips the peaks of 
waveform at approximately the zener voltage of the zener diode. Therefore, for the circuit it clips 
at nearly 10 V which is the zener voltage of the zener diode used in the coupling circuit. Figure 
3.4 below shows the connection of the low-cost coupling components used in designing the 
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transformer-capacitor coupling (coupling capacitor, discharge resistor, coupling transformer, 
zener diodes, and fuse). The coupling circuit is neatly packed in a three-pin plug as shown 
below.  
 
Figure 3.4: Coupling Circuit Neatly Packed In a Three-Pin Plug. 
 
 
Figure 3.5: Coupling Circuit Showing the Final Termination with a BNC Connector. 
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Figure 3.5 shows the final termination of the coupling circuit with a 75 coaxial cable and a 
BNC connector for end connection to the oscilloscope. (The 3-pin plug side is end point 
connection to the power line network, while the BNC connector side is the end pint connection 
for coupling of the noise signal unto the oscilloscope for noise data capture). 
After the completion of the coupling circuit design it is highly essential to measure the transfer 
function of the circuit to ascertain that it acts as a band pass filter for the frequency band it is to 
be used for. Figure 3.6 shows the transfer function measurement of the coupling circuit to 
ascertain its performing its function as a band pass filter. Take note of the linear frequency axis, 
and the band-pass filtering for CENELEC bands. 
 
Figure 3.6: Transfer Function of the Coupling Circuit. 
In order for the coupling circuit to reliably perform its function it must adhere to the following: 
Total adherence to the CENELEC standard on the allowable bandwidth, maximum allowable 
transmitted power and transmitted level limits (dB (µV)), the coupling circuit must act as a band 
pass filter allowing high PLC frequency to pass but block the mains 50 Hz supply. It must also 
provide galvanic isolation and surge protection and insertion and coupling losses must be 
avoided by making sure the coupling circuit has impedance adaptation characteristics to 
compensate for the varying impedance encountered on the power line. 
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3.6 Hidden Markov Model 
According to Rabiner [140], hidden Markov model (HMM) is a twofold manner stochastic 
process having an underlying stochastic process that is hidden (not observable). Another set of 
stochastic process is needed to make it observable and this stochastic process gives the sequence 
of observed symbols.  
Before a discussion of Fritchman model which is an example of an HMM, it is highly essential 
that the basic characteristic of HMM be spelt out. According to Rabiner [140] and [141], there 
are five major attributes that characterizes an HMM namely; 
N, which represents the number of finite states in a given model. Where                  
describes the set of possible states, which is the at time t denoted by         . 
M, which denotes the number of distinct or unique observation symbols per state. In other words, 
it is a representation of the distinct alphabet size of the output symbol.                   
refers to all possible output symbols set, where    denotes the output symbol at a given time t. 
The observation symbol sequence is denoted by                 . Where T is the length of 
the observation sequence. 
    denotes  the state transition probability distribution, where         and     is the probability 
of transitioning from state i at time t to state j at time t+1 and it is denoted by the notation 
              |                     
B, The output symbol probability distribution in j state. It can also be referred to as observation 
symbol probability and emission probability distribution. It is represented by the notation 
           , which is the probability that the error symbol    occurs given that the model is in 
state j and at time t denoted by          |                 . 
Finally, π which represents the initial or prior state probability. It is the prior probability of being 
in state i at the start of the observations i.e. at time t=1 and it is denoted by         where 
           , 1≤ i ≤ N. 
The values of the Hidden Markov model parameters (N, M, A, B, and π) stated above can be used 
to generate the observation sequence given by                 . But for the purpose of this 
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work, the observation sequence is obtained from experimental measurement data rather that 
simulation as will be discussed later. 
3.6.1 Problems of Hidden Markov Models  
There are three basic problems associated with Hidden Markov models namely [64]: 
Probability Evaluation Problem: Given an observation sequence say                   
and the model parameters denoted by  = {A, B, π}, how can we obtain the efficient computation 
of      |  , i.e. the likelihood of the observation sequence? The solution to this problem is given 
by the Forward and Backward procedures of the Baum-Welch algorithm. 
Optimal State Sequence or Decoding Problem: Given an observation sequence   
                 and the model  , how can we choose a state sequence   
                that optimally explains our observation sequence? We are trying to figure out 
the most likely state sequence that emitted the observation sequence. The solution to this 
problem is given by the Viterbi algorithm.  
Learning or Parameter Estimation Problem: How can the adjustment of the model parameters 
 = {A, B, π} be done to maximize the likelihood       |    We are trying to look for the initial 
state probabilities, state transition probabilities and observation or error probabilities that best 
explain the given sequences. The solution to this problem is given by the Baum-Welch algorithm 
parameter re-estimation procedure. Hence, the introduction and description of the Baum-Welch 
algorithm in Section 3.7. 
Hidden Markov models are a class of Markov chain models utilized in the description of bursty 
error channels. In hidden Markov models, it is assumed that the source that produces the bursty 
error is in one of the many states of the Markov chain. The error probability is also assumed to 
be state dependent; hence, we can only observe the error sequence while the underlying state 
sequence cannot be observed 
3.6.2 Fritchman Model 
Description of the statistical distribution of errors that occurs as a result of channel impairments 
is the main aim of discrete channel models. This mathematical description of the behavior of 
impairment and memory on the channel helps facilitate the design of good error coding strategy 
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that can be used on a particular channel.  In this research our modeling effort is based mainly on 
the extensive use of the ideas centered on the hidden Markov model as introduced and discussed 
in [140]. In the past, modeling of discrete communication channel has been quite successful 
using the Markov process. A similar course is followed by applying the hidden Markov model to 
model PLC noise in this work. 
This section presents a brief description of the Fritchman model proposed by Fritchman [5], 
[142-143], and it further presents a generalized Fritchman model employed for the 
implementation of the Baum-Welch algorithm, an iterative algorithm that will be discussed in the 
next section. In [5], Fritchman considered binary communication channel characterization 
utilizing functions of finite-state Markov chains. Fritchman derived the error-run distribution and 
error-free run distributions which are two distributions that are applicable to code evaluation. 
Furthermore, he described the partitioning of an N-state model into two groups of k error-free 
states and N-k error states, showing that the error-free run distribution general form is the 
weighted sum of at most k exponentials while on the other hand, the error-run distribution is the 
weighted sum of N-k exponentials.   
Fritchman further showed the applicability of this model to characterize real communication 
channels by using this model for statistical representation of high frequency radio 
experimentally. Fritchman also showed that modeling of bursty binary channels can be done 
using the Markov chain models. Examples of bursty channels that can be modeled using the 
Markov model are channels that show an attribute of frequency fading. These channels can be 
modeled such that there error-free length distribution has finite exponential terms. Below is the 
figure of the state space partitioning. 
 
 
Figure 3.7: State Space Partitioning 
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Figure 3.8: Generalized Fritchman Model 
A three-state model with one error state is chosen for modeling of the noise on the PLC channel 
modeled in this research project because it is easier to parameterize.  
3.6.3 A Three-state Fritchman Model 
 
 
Figure 3.9: A Three-State Fritchman Model with Two Good States and One Bad State. 
This model is highly useful for modeling of burst errors in communication channels which is 
why it has received a lot of attention lately.  Figure 3.8 shows a generalized finite-state 
Fritchman Markovian chain model of a channel with memory and N finite states. A three-state 
Fritchman model is utilized in modeling of the power line channel in this research work. Figure 
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3.9 shows a three-state model with two good states and a bad state. From the three-state 
Fritchman model diagram shown above, it can be seen that each state has self-transition. 
Transitions exist between the error-free states and the error state in both directions, but transition 
is not allowed between the error-free states. This makes its suitable for modeling of real 
communication channels as it allows for existence of a multiple degree of memory in the model 
[5].  A three-state model is chosen based on Fritchman’s paper [5], refer to Section 5.1 for the 
motivation behind the use of one error state. 
 
Moreover, a single-error state is assumed for this model, therefore zero (0) denotes the 
conditional probability of error so far we are in an error-free state while one (1) denotes the 
conditional probability of error given that we are in an error-state. This makes it possible for the 
error-free distribution Pr (0
m
|1) to uniquely specify the single error state. Simply put it means the 
model parameters can be obtained from the error-free run distributions and vice versa [8]. 
Generally, the state transition matrix A can be partitioned as presented below. 
 
  [
      
      
] 
 
The sub-matrices      and     denote probabilities of transitioning between good states and the 
probabilities of transitioning from good to bad state respectively and are represented in math 
notation as follows.  
    [
      
      
] 
 
               
 
Likewise     and     denote probabilities of transitioning from bad to good state and self-
transition in bad state respectively. Abg
 
and Abb are mathematically represented as follows. 
 
               
 
           
 
The corresponding state transition matrix A and B matrix for the three-state model is represented 
below. It can be seen that for the state transition matrix A, there are no entries for both     and 
    which is due to non-occurrence of transition between the two good states (state one and two). 
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   [
       
       
         
] 
 
According to Fritchman for a three state model with two good states and a bad state, the two 
good states do not produce any error. Therefore, an observation of errors implies that these errors 
are generated from the only bad state [5]. Hence, the B matrix which is the error generation 
matrix is represented in binary form with the matrix notation as follows.  
  [
   
   
] 
The B matrix represents the input-to-output symbol transition, which is the error probability. 
Note that the columns of the B matrix must sum to one [142]. For further details of how the B 
matrix is chosen, refer to Section 5.1. The first two columns represent the two good states (error-
free states), while the last column represents the bad state (error-state). 
Another parameter that needs to be defined is π, the initial state probability, which is the prior 
probability of being in any of the state 
               . 
The three-state Fritchman model utilized in modeling can also be regarded as a semi-hidden 
Markov model. This is based on the fact that occurrence of an error tells us that the observed 
symbol is emitted from the third state (bad state) which always emit errors. However, for an error 
free observation, we are not sure of the state that emitted the outcome since it is not physically 
observable given that we have two good states, hence the name semi-hidden Markov [5], [84]. 
3.7 Baum-Welch Algorithm  
Baum-Welch algorithm [7], [142], [144], is an iterative algorithm for estimation of the 
partitioned Markov model parameters             from a given error sequence obtained 
through measurement. This algorithm has been designed to converge to the maximum likelihood 
estimator of Г = (A, B, π) that maximizes      |   [17]. As an iterative algorithm, the number of 
iterations to be executed to achieve a required level of accuracy for the model should be 
determined by the display of the estimated values of A and π as the algorithm is executing its 
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operation and the required level of accuracy gotten as soon as there is no changes in the model 
parameters [7], [142].  
 
Initialize (Assume model 
parameters for training Г= {A, B 
and π} )
Compute forward and backward 
variable from assumed model 
parameters
Convergence
Compute expected frequencies 
(two intermediate variables 
gamma and eta)
Update model Parameters using 
the intermediate variables gamma 
and eta 
Store training model parameters 
with the estimated model 
parameters
Yes
No
 
Figure 3.10: Baum-Welch Algorithm Flow Chart 
Figure 3.10 above presents the Baum-Welch algorithm flow chart showing a description of the 
procedures carried out by the algorithm. This procedures are further discusses below and the 
corresponding equations computed and executed at each stage presented in Section 3.7.1.  Below 
are brief description of variable computed and task executed by the Baum-Welch algorithm. 
 
Step 1: Initial model parameters. Initialize the model parameters to some values (Assume a 
model          ) 
Step2:  With the model parameters   assumed. Compute the “forward variables” and the 
“backward variables” Where the forward variable is denoted by         is presented below as   
 
                           |                                                               
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Where        represents the probability of emitting the partial observation sequence, 
           , (up to time t), given that we are in state i at time t, given the model  .  
Also, the backward variable denoted by        is presented below as it denotes the probability of 
emitting the partial observation sequence                , given that we are in state i at time t 
and given the model  .   
 
                          |                                                             
 
Where                               
Step 3: Using the forward and backward variables computed above we then calculate two 
intermediate variables which are the expected frequencies that will help in estimation of the 
model parameters.  
The expected number of transitions from state i to state j which is denoted by          which 
represents the probability of being in state i at time t, and being in state j at time t+1, given the 
model   and the observation sequence O and given as follows 
                            |                                                            
The expected number of transitions from    which is denoted by        which represents the 
probability of being in state   at time t, given the model   and the observation sequence O and it 
is represented as follows 
                |  |                                                                      
    
Other expected frequencies to be computed for the estimation of the model parameters are: 
The expected number of times in state i at time (t = 1) 
The expected number of starting in state j or transitioning from state j which is denoted 
by        . 
The expected number of being in state j and observing    =    
Step 4:  The expected frequencies computed in step 3 is used to estimate the model parameters; 
                    
Step 5:  if the model parameters converge. The resulting parameters is the estimated HMM 
parameter that produced the observation sequence i.e.  ̂  =   (equivalently). Otherwise, go back 
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to step 2 with the new values of the model parameters  ̂    ̂   ̂  ̂  and repeat step 2-4 until 
the desired level of convergence is attained [142], [144].     
3.7.1 Computation of Baum-Welch Algorithm Equations 
This section presents a step by step computation of the Baum-Welch algorithm equations. The 
parameter estimation is realized through the five basic steps highlighted in the section above. 
This section shows in equation form the three major computation intensive steps (step 2-step 3). 
Since it is computational intensive, computations for the first four observations sequence is only 
shown in appendix A, for an understanding and clear view of computation executed by the 
Matlab code that implements Baum-Welch algorithm.   
Forward Variables Computation 
The computation of the forward variables is executed in three steps: initialization, induction and 
termination [142], [144]. 
Initialization Step:  
                                                                                         
                                                                                           
Induction Step:  
        [∑     
 
    
   ]                                                        
Termination Step: (t = T) 
                              |                                                      
∑     
 
   
  ∑                        |   
 
   
      ̅ |                                 
     ̅ |    ∑        
 
   
                                                             
Since,        , Therefore for (i = 1, 2,…, N and N=3 for the case considered) 
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Hence,  
     ̅ |    ∑      
 
   
  ∑          
 
   
                                                
 
Backward Variables Computation 
The computation of the backward variables unlike the forward variable is executed in two steps: 
initialization and induction [142] , [144]. 
Initialization:        , therefore, 
                   ;                                                                
 
Induction: 
       ∑                  
 
   
                                                
Computation of the Expected Frequencies 
The computation of the first expected frequency          is computed mathematically as shown 
below [142], [144]. 
               | ̅       
          
   ̅ |  
                                                 
While         is also mathematically computed as follows 
                         | ̅                                                    
Where,          denotes the probability of being in state i at time t, and state j at time t+1, given 
the model   and the observation sequence ̅. It is further simplified as follows. 
         
                | ̅    
   ̅ |  
                                                 
         
                          
   ̅ |  
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Model Parameter Estimation using the Expected Frequencies 
 
Determining new state transition probability [142], [144]. 
 ̂    
                                          
                                     
                                     
 ̂    
∑        
     
   
∑       
   
   
                                                               
 
Computing   ̂     , defined by  
  ̂        
                                                    
                                    
                         
 ̂        
∑      
 
   |     
 
∑      
 
   
                                                        
 
Computing the estimated initial state probability πi (the expected number of times in state Si  at 
time t=1) 
 ̂                                                                               
 
Several methods have been proposed for the parameterization of the HMMs, but the Baum-
Welch algorithm is the most popular technique. Other methods include: gradient search 
technique [148], interval distribution curve fitting technique [5], [64], [149]. 
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Chapter 4: Measurement Methodology 
and Results 
4.0 Introduction  
In this section, we present the measurement methodology use in detecting the three types of 
noise measured in this work. First a description of the measurement site is done, followed by the 
measurement methodology. Furthermore, the experimental setup used for noise data captured 
was also discussed briefly. This chapter is concluded with the presentation of measurement result 
showing the statistical properties of the noises and a discussion on these results. 
4.1 Description of Measurement Site  
A brief discussion of the measurement sites is highly essential. This is because the network 
topology and loads present at different locations have an impact on the noise measurement taken 
due to the various scenarios that occur at these locations. An in-house noise data were captured 
at two different metropolitan locations of South-Africa. Even though these locations network 
topology (star topology) are similar, they differ in terms of numbers and types of electrical and 
electronics appliances and equipment connected across their power line network.  
The laboratory site is situated in the Faculty of Engineering building which was undergoing 
renovation at the time the noise data were captured for 2011 measurement. The presence of 
motorized drilling machine, cutting machine and all other equipment used during the renovation 
were additional sources of noise connected onto the power line network. Equipment present at 
this site are computers, various laboratory equipment (oscilloscope, power supply, spectrum 
analyser etc.), and all these equipment constitute noise sources on the power line network when 
active.    
The residential in-house noise data were captured at a densely populated residential area in the 
city of Johannesburg, South Africa. Household electrical and electronics appliances such as hair 
dryers, electrical ovens, electric heaters, microwave ovens, carpet vacuum cleaners, shaving 
machines, etc. may constitute sources of noise on the power line network.  
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The next section presents the methodology for classifying the three major noise types present and 
captured at the site.  
4.2 Measurement Methodology and Categorization of Noise 
Types 
 
It is highly essential to describe the rule guiding the classification of noise type present on the 
PLC channel, and this can only be achieved effectively by knowing the characteristics of the 
individual noise type. Below is the set methodology employed to categorize and measure noise 
data in this project (Measurement are carried out in the frequency domain). 
Firstly, in order to measure narrowband noise, a threshold voltage in (mV) is set to discover 
permanent narrowband noise (NBN). Any noise spike that crosses above the threshold is 
regarded as narrowband noise (error-prone), while those below are regarded as error-free. This is 
done by predetermining a threshold in terms of the amplitude (mV) of the noise spike. The 
duration of this ‘permanent’ or ‘semi-permanent’ narrowband noise may be empirically chosen 
as some may last for hours based on how long the source stays active on the power line, and also 
dependent on the threshold chosen. During the course of measurement some occurrences of NBN 
measured lasted for duration of 1,800 seconds (30 minutes), i.e. the NBN duration was far 
greater than the typical 1ms, whilst experiencing noise levels higher than the chosen mV 
threshold in a single sub-channel. The frequency of occurrence of the permanent NBI is then 
recorded with the corresponding source-frequency sub-band and duration within the chosen time 
frame. Another characteristic of this type of noise that makes it easy to identify when compared 
to other noise types is that it is confined to narrow portion of the frequency band on which 
measurement is carried out.  
To distinguish between these two classes of noise, the impulsive noise and the background noise, 
a threshold number is chosen (set) with respect to the minimum number of frequency sub-
channels interfered by the noise data captured. Any captured noise data showing more of the 
frequency sub-channels above the threshold interfered by noise is categorized as impulsive noise, 
while noise data showing less frequency sub-channel interfered by noise below the threshold 
number set is regarded categorically as background noise. This is done based on the properties of 
these two noise types (refer to Section 3.4). Impulse noise interferes with almost all the 
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frequency band of use, while background noise interferes with fewer frequency sub-channels. 
Threshold duration is also set to distinguish between background noise and impulse noise, as 
background noise lasts longer than impulsive noise. Impulsive noise is transient in nature due to 
switching effects of regulators and other noise source that causes impulsive noise. Hence, 
disturbances that last a small time fraction in the range of perhaps say less than 100µs may be 
categorized as impulse noise, while background noise has higher duration than this as it is always 
present on the network in contrast to impulse noise which is transient. For the captured data, the 
frequency of occurrences of this noise type is recorded over a 24-hour time frame. 
 
4.3 Experimental Measurement Setup 
The measurement setup comprises of the following: a 2 channel 50 MHz Rigol DS1052E Digital 
Oscilloscope, a UPS with the oscilloscope connected to the UPS to disallow further introduction 
of noise into the measurement. A coupling circuit is essential for noise data capture. It is 
designed as a band pass filter to provide galvanic isolation of oscilloscope from the power line 
220V/50Hz supply and also allowing the CENELEC high frequency signal to pass. Figure 4.1 
below shows the setup for noise data capture. 
 
Figure 4.1: Experimental Setup for Noise Data Capture 
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Before noise data are been captured, the Uninterruptible Power Supply (UPS) is fully charged 
and disconnected from the mains supply. The oscilloscope is then connected to (UPS) to prevent 
noise from its power supply being further coupled onto the power line. It is highly essential that 
the UPS noise is been characterized as shown in Figure 4.2, with the coupler plugged out from 
the oscilloscope to measure the UPS noise-floor. The coupler is then plugged to the power line 
outlet and the BNC end connection point is plugged to the oscilloscope for measurement. 
 
 
Figure 4.2: UPS Noise-Floor Measurement With Coupler Plugged Out. 
 
All noise data are captured in the frequency domain using the Fast Fourier Transform (FFT) 
function of the digital oscilloscope. This is useful as analysis of the harmonics in power line and 
measurement of the harmonic content and distortion on power lines can be realized.  
It can be observed from Figure 4.3 that the noise is confined to a narrow portion of the frequency 
band which shows the attribute of a narrowband noise while Figure 4.4 shows impulse noise 
spread across the whole frequency band.   
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Figure 4.3: Sample Of A Narrowband Noise Captured. 
 
 
Figure 4.4: Sample Of Impulse Noise Captured. 
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4.4 Measurement Results and Discussion 
This section presents statistical data of noise measurement taken during the 2011 and the 2012 
measurement campaign. Based on the inter-arrival time of measurements taken, likewise the sum 
of noise impulses recorded per chosen time frame, several interesting observations were made 
for both the residential and laboratory in-house locations.  Table 4.1 below shows the statistical 
data of laboratory in-house narrowband noise captured during 2011.  
Time 
(Hours) 
Number of 
Occurrences 
Frequency 
(kHz) 
Average 
Duration(Hour) 
8-9am 3 10\41\63 0.61 
9-10am 3 10\41\63 0.42 
10-11am 2 7\66 0.46 
11-12pm 1 7 0.83 
12-1pm 2 58\66 0.83 
1-2pm 4 7\34\66\69 0.54 
2-3pm 3 7\58\68 0.61 
3-4pm 3 7\58\68 0.44 
4-5pm 2 7\66 0.5 
5-6pm 2 7\66 0.21 
6-7pm 2 7\68 0.23 
7-8pm 2 7\68 0.3 
8-9pm 2 41\66 0.46 
9-10pm 2 41\66 0.54 
10-11pm 3 41\68 0.46 
11-12am 2 7\68 0.38 
12-1am 1 66 0.58 
1-2am 2 66\68 0.13 
2-3am 1 66 0.33 
3-4am 1 66 0.33 
4-5am 1 66 0.33 
5-6am 1 66 0.63 
6-7am 1 66 0.16 
7-8am 1 66 0.10 
 
Table 4.1: Laboratory In-House Narrowband Noise for 2011. 
Analysis of the noise occurrence is then considered between the same noise type for the 
residential in-house and the laboratory in-house measurement taken in 2011. Furthermore, a 
comparison is made between the same kind of noise at the same location but different year (2011 
vs. 2012). Based on analysis, it was observed generally that at the residential location, on the 
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average, there are more occurrences of noise impulse recorded when compared to the laboratory 
in-house. This can be linked to the presence of more electrical loads (microwave oven, TV, hair 
dryer, air conditioner, electric heaters, shaving machines etc.) connected across the residential in-
house site power line network and fewer loads present on the laboratory site network. Note that 
in Table 4.1 above narrowband disturbances were observed on many occasions at 7, 41, 66 and 
68 kHz within the 24 hours duration of measurement in 2011 (laboratory in-house). Some 
sporadic occurrences of narrowband disturbances were also recorded at 10, 63 and 69 kHz with 
all this disturbances coming from unknown sources. 
Table 4.2 below shows the statistical data of laboratory in-house narrowband noise captured 
during 2012. 
Time 
(Hours) 
Number of 
Occurrences 
Frequency 
(kHz) 
Average 
Duration(Hour) 
8-9am 3 7\41\69 0.83 
9-10am 1 41 0.84 
10-11am 2 7 41 0.29 
11-12pm 1 69 0.66 
12-1pm 1 58 0.70 
1-2pm 1 34 0.60 
2-3pm 1 69 0.41 
3-4pm 1 7 0.34 
4-5pm 1 41 0.56 
5-6pm 2 41\80 0.30 
6-7pm 2 68\80 0.43 
7-8pm 1 34 0.10 
8-9pm 2 66\69 0.11 
9-10pm 1 69 0.14 
10-11pm 1 80 0.16 
11-12am 1 7 0.33 
12-1am 1 66 0.68 
1-2am 1 69 0.10 
2-3am 1 68 0.43 
3-4am 1 68 0.40 
4-5am 1 80 0.40 
5-6am 1 68 0.53 
6-7am 1 68 0.10 
7-8am 3 66 0.83 
 
Table 4.2: Laboratory In-House Narrowband Noise for 2012. 
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Note that in Table 4.2 above narrowband disturbances were observed often at 7, 41, 66, 68, 69, 
and 80 kHz and disturbances were seldom recorded at the following frequencies 34, 41, 58, 80 
kHz within the 24 hours duration of measurement in 2012 (laboratory in-house).  
Table 4.3 below shows the statistical data of residential in-house narrowband noise captured 
during 2011.  
Time 
(Hours) 
Number of 
Occurrences 
Frequency  
(kHz) 
Average 
Duration 
(Hour) 
8-9am 6 8\31\32\33\34\90 0.11 
9-10am 2 8\35 0.2 
10-11am 3 8\9\36 0.2 
11-12pm 3 8\9\45 0.29 
12-1pm 1 8 0.5 
1-2pm 2 7\8 0.42 
2-3pm 3 7\8\9 0.4 
3-4pm 3 8\50\51 0.25 
4-5pm 2 8\43 0.15 
5-6pm 3 8\42\60 0.2 
6-7pm 4 8\9\48\49 0.24 
7-8pm 2 8\50 0.29 
8-9pm 3 8\9\48 0.25 
9-10pm 3 9\32\91 0.2 
10-11pm 2 8\80 0.2 
11-12am 3 8\37\92 0.23 
12-1am 3 9\35\91 0.2 
1-2am 3 8\37\90 0.2 
2-3am 3 8\37\91 0.21 
3-4am 2 8\35 0.24 
4-5am 3 8\37\90 0.2 
5-6am 3 8\31\89 0.3 
6-7am 3 8\36\90 0.2 
7-8am 3 9\37\91 0.2 
 
Table 4.3: Residential In-House Narrowband Noise for 2011. 
Note that in Table 4.3 above narrowband disturbances were observed on many occasions at 8 
kHz, lesser occurrence were recorded at 9, 90, 91 kHz and disturbances were seldom and 
sporadically recorded at 31, 32, 33, 34, 35, 36, 37, 42, 43, 45, 48, 50, 51, 60 kHz within the 24 
hours duration of measurement in 2011 (residential in-house).  
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Table 4.4 below shows the statistical data of residential in-house narrowband noise captured 
during 2012.  
Time 
(Hours) 
Number of 
Occurrences 
Frequency (kHz) 
Average 
Duration 
(Hour) 
8-9am 7 7\31\32\42\66\90\94 0.18 
9-10am 5 8\9\42 \45\50 0.25 
10-11am 5 36\43\50\51\90 0.22 
11-12pm 5 32\48\60\80\91 0.32 
12-1pm 4 31\32\42\50 0.45 
1-2pm 4 8\9\32\80 0.56 
2-3pm 5 48\50\51\80\91 0.40 
3-4pm 3 8\9\32 0.34 
4-5pm 3 66\90\94 0.22 
5-6pm 2 7\31 0.40 
6-7pm 2 7\31 0.33 
7-8pm 3 48\80\91 0.33 
8-9pm 2 32\80 0.30 
9-10pm 2 42\66 0.30 
10-11pm 2 90\91 0.40 
11-12am 1 42 0.19 
12-1am 1 80 0.10 
1-2am 1 66 0.19 
2-3am 1 66 0.23 
3-4am 3 37\66\91 0.28 
4-5am 3 8\32\66 0.19 
5-6am 2 32\80 0.40 
6-7am 4 8\35\48\80 0.40 
7-8am 4 8\37\90\91 0.23 
 
Table 4.4: Residential In-House Narrowband Noise for 2012. 
Note that in Table 4.4 above narrowband disturbances were observed on many occasions at 8, 
32, 66, 80, 90 and 91 kHz, lesser occurrences were recorded at 7, 9, 31, 42, 48, 50 kHz and 
disturbances were seldom and sporadically recorded at 37, 43, 45, 51, 60 and 94 kHz within the 
24 hours duration of measurement in 2012(residential in-house).  
Table 4.5 below shows the statistical data of laboratory in-house impulse noise captured during 
2011 and 2012.  
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Note that from Table 4.1 and 4.3, carrying out comparisons between narrowband noise 
occurrences measured at both the residential and laboratory site in 2011, it was observed that 
more narrowband noises were recorded in the residential site when compared to the laboratory 
site. 68 narrowband noises were recorded for the residential site while 46 narrowband noises 
were observed at the laboratory site. Similarly for 2012, narrowband noise recorded was higher 
at the residential site where 74 narrowband noises were observed as opposed to the 32 recorded 
for the laboratory site. Several narrowband noises measured originated from modulated signals 
coupled unto the power line network at the two sites and from electrical devices having built-in 
transmitter and receiver such as TV.  
For Table 4.5-4.8, note that the probability of background noise is defined as the ratio of the 
summation of the number of background noise occurrences and the product of number of A-band 
frequency sub-channels and the number of observations.  On the other hand the probability of 
impulse noise is defined as the ratio of the number of impulse noise occurrences and the number 
of observation. The background noise probability is represented below mathematically: 
 
    
∑   
       
                                                                          
 
where PrB is the probability of background noise, NBN represents number of background noise 
occurrences, Nf  represents the number of A-band frequency sub-channels, and Nobs represent the 
number of observations made. 
 
Likewise, the probability of impulse noise is represented mathematically by the equation below. 
 
      
∑    
    
                                                                            
 
Where Primp is the probability of impulse noise, Nimp represents number of impulse noise 
occurrences, Nobs represent the number of observations made. 
 
Note, from Table 4.5 and 4.7, a comparison of the probability of impulse noise on the average 
measured in 2011 at the residential in-house site is quite higher than that recorded at the 
laboratory in the same year. This can be attributed to the presence of more electrical loads which 
constitute sources of impulse noise present at the residential site.  
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Likewise a comparison of the probability of impulse noise on the average measured in 2012 at 
the residential in-house site is higher than that recorded for the laboratory in-house site in the 
same year. On the average, little changes were recorded in the probability of impulse noise 
measure at the residential site in 2011 and 2012 with higher probabilities measured in 2011. Also 
for the laboratory site the probability of impulse noise measured was higher in 2011 than 2012 
but with little changes.   
Time (Hours) 
Impulse Noise 
(Probability) for 
2011 
Impulse Noise 
(Probability) for 
2012 
8-9am 0.15 0.13 
9-10am 0.07 0.05 
10-11am 0.12 0.10 
11-12pm 0.23 0.19 
12-1pm 0.15 0.11 
1-2pm 0.07 0.03 
2-3pm 0.01 0.03 
3-4pm 0.09 0.06 
4-5pm 0.05 0.03 
5-6pm 0.06 0.04 
6-7pm 0.01 0.03 
7-8pm 0.05 0.06 
8-9pm 0.06 0.04 
9-10pm 0.08 0.07 
10-11pm 0.11 0.15 
11-12am 0.03 0.01 
12-1am 0.01 0.02 
1-2am 0.01 0.02 
2-3am 0.03 0.02 
3-4am 0.09 0.08 
4-5am 0.04 0.05 
5-6am 0.07 0.06 
6-7am 0.15 0.12 
7-8am 0.12 0.09 
 
Table 4.5: Laboratory In-House Impulse Noise for 2011 and 2012. 
Note also, from Table 4.6 and 4.8,  a comparison of the probability of background noise on the 
average measured in 2011 at the residential in-house site is quite lesser than that recorded at the 
laboratory in the same year. This can be attributed to the presence of several unknown low power 
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noise sources at the laboratory site. The probability of background noise on the average 
measured in 2012 at the laboratory in-house site is quite higher than that recorded for the 
residential in-house site in the same year. On the average, the probability of background noise 
measured at the residential site in 2011 is slightly higher than that in 2012. While for the 
laboratory site the probability of background noise measured was slightly higher in 2011 than 
2012.   
 
Time 
(Hours) 
Background Noise 
(Probability) for 
2011 
Background Noise 
(Probability) for 
2012 
8-9am 0.052 0.048 
9-10am 0.035 0.033 
10-11am 0.01 0.009 
11-12pm 0.021 0.023 
12-1pm 0.071 0.067 
1-2pm 0.031 0.027 
2-3pm 0.052 0.049 
3-4pm 0.016 0.011 
4-5pm 0.042 0.035 
5-6pm 0.019 0.012 
6-7pm 0.013 0.010 
7-8pm 0.008 0.006 
8-9pm 0.019 0.012 
9-10pm 0.012 0.012 
10-11pm 0.002 0.004 
11-12am 0.001 0.001 
12-1am 0.002 0.001 
1-2am 0.003 0.001 
2-3am 0.002 0.004 
3-4am 0.003 0.002 
4-5am 0.003 0.005 
5-6am 0.002 0.023 
6-7am 0.033 0.053 
7-8am 0.023 0.020 
 
Table 4.6: Laboratory In-House Background Noise for 2011 and 2012. 
 
Some of the background noises recorded were discovered to originate from electrical appliances 
such as mixers, hair dryer, fans and other low power noise sources present on the power line 
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network at the two different locations of where measurement was carried out. On the other hand, 
impulse noise recorded has been discovered to originate from light dimmers, transient switching 
that occurs in power supplies present on the network. 
 
Time 
(Hours) 
Impulse Noise 
(Probability) for 
2011 
Impulse Noise 
(Probability) for 
2012 
8-9am 0.25 0.22 
9-10am 0.1 0.09 
10-11am 0.13 0.10 
11-12pm 0.15 0.14 
12-1pm 0.07 0.05 
1-2pm 0.06 0.03 
2-3pm 0.04 0.05 
3-4pm 0.2 0.3 
4-5pm 0.13 0.12 
5-6pm 0.07 0.05 
6-7pm 0.22 0.19 
7-8pm 0.18 0.15 
8-9pm 0.21 0.20 
9-10pm 0.2 0.19 
10-11pm 0.22 0.17 
11-12am 0.22 0.23 
12-1am 0.09 0.07 
1-2am 0.08 0.06 
2-3am 0.09 0.06 
3-4am 0.08 0.09 
4-5am 0.06 0.05 
5-6am 0.09 0.09 
6-7am 0.1 0.13 
7-8am 0.1 0.11 
 
Table 4.7: Residential In-House Impulse Noise for 2011 and 2012. 
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Time 
(Hours) 
Background  
Noise 
Probability for 2011 
Background 
 Noise 
Probability for 2012 
8-9am 0.009 0.005 
9-10am 0.05 0.07 
10-11am 0.03 0.03 
11-12pm 0.02 0.04 
12-1pm 0.03 0.03 
1-2pm 0.03 0.03 
2-3pm 0.005 0.011 
3-4pm 0.02 0.022 
4-5pm 0.02 0.01 
5-6pm 0.02 0.04 
6-7pm 0.022 0.024 
7-8pm 0.05 0.032 
8-9pm 0.04 0.03 
9-10pm 0.02 0.022 
10-11pm 0.002 0.001 
11-12am 0.002 0.005 
12-1am 0.003 0.004 
1-2am 0.006 0.008 
2-3am 0.006 0.011 
3-4am 0.005 0.006 
4-5am 0.008 0.012 
5-6am 0.009 0.007 
6-7am 0.003 0.006 
7-8am 0.003 0.008 
 
Table 4.8: Residential In-House Background Noise for 2011 and 2012. 
 
Noise types Measurement 
Location 
No. of Occurrences 
(24 hours) 
Narrow band noise Residential 74 
Narrow band noise Laboratory 32 
Background noise Residential 69 
Background noise Laboratory 38 
Impulse noise Residential 56 
Impulse noise Laboratory 19 
 
Table 4.9: Noise Occurrences taken in 2011 (renovation going on at the Laboratory site) 
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Noise types Measurement 
Location  
No. of Occurrences 
(24 hours) 
Narrow band noise Residential 46 
Narrow band noise Laboratory 68 
Background noise Residential 25 
Background noise Laboratory 50 
Impulse noise Residential 30 
Impulse noise Laboratory 66 
 
Table 4.10: Noise occurrences taken in 2012 
Note that Table 4.9 and 4.10 show the noise occurrences recorded in 2011 and 2012 respectively.  
Furthermore, the results of measurement taken in 2011 and 2012 are also presented in the bar 
chart format. Figure 4.5 shows the probability of impulse noise for both residential and 
laboratory site taken in 2011. It can be observed that the probability of impulse noise is high at 
8am, 3pm, and right through from 18 hours to 23 hours. This is as a result of having more 
impulse noise sources active on the network at this time of the day. The probability of impulse 
recorded at the laboratory peaks at 11 am, and is generally lower than for the residential site. 
 
Figure 4.5:  Probability of Impulse noise vs. Time (Hours) for 2011. 
Figure 4.6 shows the probability of impulse noise measured for both residential and laboratory 
site in 2012.  For the residential site the probability of impulse observed was high at 8 am, and 
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right through from 15 hours to 23 hours similar to that recorded in 2011 but with lesser 
magnitude. Note that for the laboratory site probability of impulse only peaks at 8 am, 11 am, 22 
hours and also at 6 and 7 am but with lower magnitude when compared to the residential site.  
 
Figure 4.6:  Probability of Impulse noise vs. Time (Hours) for 2012. 
 
 
Figure 4.7:  Probability of Background noise vs. Time (Hours) for 2011. 
Figure 4.7 above shows the probability of background noise recorded for both residential and 
laboratory sites in 2011.  For the residential site the probability of background noise was 
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observed to peak at 9 am, 19 hours and 20 hours with lower magnitude of background noise 
recorded at other period of the day except for except for those observed at 10 am, 11 am through 
to 13 hours, and 15 hours through to 18 hours. For the laboratory site, probability of background 
noise observed peaked at 8 am, 9 am and 12 noon through to 16 hours, some peak magnitudes 
were also observed at 6 and 7 am. 
 
Figure 4.8:  Probability of Background noise vs. Time (Hours) for 2012. 
 
Figure 4.8 shows a comparison of the probability of background noise measured at both the 
residential and laboratory site in 2012. Certain peak values of probability were observed for the 
residential site at 9, 10, 11, 12 am and 13, 15, 17, 18, 19, 20, 21 hour, while low probability of 
background noise was observed at other time of the day (8 am, 14, 16, 22-24 hour, and 1-7 am). 
A number of peak values of probability were also observed for the laboratory site at 8, 9, 11 am, 
12 noon, 13, 14,16 hour and around 6,7 am., while low background noise probability were 
recorded at 10am, 15, 17, 18 hour till 5 am. 
Note that Figure 4.9 shows the probability of occurrences of narrowband noise measured at both 
residential and laboratory locations in 2011. It can be observed that more narrowband noise 
occurred at the residential site when compared to the laboratory site.  Frequent observation of 
three narrowband noise was observed for the residential site, while frequent observation of two 
narrowband noise was also observed at the laboratory site. 
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Figure 4.9: Number of occurrences of narrow band noise vs. Time (Hours) for 2011. 
 
 
Figure 4.10: Number of occurrences of narrow band noise vs. Time (Hours) for 2012. 
Figure 4.10 shows the probability of occurrences of narrowband noise measured at both 
residential and laboratory locations in 2012. It can be observed that the number of narrowband 
noise observed at the residential site was on the high side (6 been the highest) when compared to 
that measured in 2011, while the occurrence of narrowband noise observed at the laboratory site 
is low (3 been the maximum) when compared to the residential site.  
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Figure 4.11: Average duration of narrow band noise vs. Time (Hours) for 2011. 
 
 
Figure 4.12: Average duration of narrow band noise vs. Time (Hours) for 2012. 
Figure 4.11 and 4.12 above shows the average duration of narrowband noise for 2011 and 2012 
respectively. For both 2011 and 2012, the occurrence of narrowband noise lasted for a longer 
duration at the laboratory site when compared to the residential site. The peak average duration 
for the laboratory site in 2011 is 0.83, while that of 2012 is 0.84. Likewise for the residential site, 
the peak average duration for narrowband noise measured in 2011 is 0.42, while that of 2012 is 
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0.56. This shows that narrowband noise sources were active for a longer duration in the 
laboratory when compared with the residential site. 
 
Figure 4.13: Residential Impulse noise probability of occurrence for 2011 vs. 2012. 
 
 
Figure 4.14:  Laboratory Impulse noise probability of occurrence for 2011 vs. 2012. 
Figure 4.13 and 4.14 shows the residential impulse noise probability of occurrence for 2011 vs. 
2012 and laboratory impulse noise probability of occurrence for 2011 vs. 2012 respectively. 
From Figure 4.13, it can be observed that the probability of impulse noise recorded at the 
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residential site was higher in 2011 than in 2012, while on the other hand, Figure 4.14 shows that 
on the average the probability of impulse noise observed was higher in 2011 than in 2012.  
 
Figure 4.15:  Residential Background noise probability of occurrence for 2011 vs. 2012. 
 
 
Figure 4.16:  Laboratory Background noise probability of occurrence for 2011 vs. 2012. 
Figure 4.15 and 4.16 shows the residential background noise probability of occurrence for 2011 
vs. 2012 and laboratory background noise probability of occurrence for 2011 vs. 2012 
respectively.  In Figure 4.15, it can be observed that the probability of background noise 
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recorded at the residential site was higher in 2012 than in 2011, while on the other hand, Figure 
4.16 shows that on the average the probability of background noise observed was higher in 2011 
than in 2012. 
 
Figure 4.17: Residential narrow band noise number of occurrences for 2011 vs. 2012. 
 
 
Figure 4.18: Laboratory narrow band noise number of occurrences for 2011 vs. 2012. 
Figure 4.17 and 4.18 shows the residential narrow band noise number of occurrences for 2011 
vs. 2012 and laboratory narrow band noise number of occurrences for 2011 vs. 2012. From 
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Figure 4.17, it can be observed that the number of occurrences of residential narrow band noise 
was higher in 2011 than in 2012, while on the other hand, Figure 4.18 shows that number of 
occurrences of laboratory narrow band noise was higher in 2012 than in 2011. 
 
Figure 4.19:  Residential narrow band noise average duration for 2011 vs. 2012. 
 
 
Figure 4.20:  Laboratory narrow band noise average duration for 2011 vs. 2012. 
Figure 4.19 and 4.20 shows the residential narrow band noise average duration for 2011 vs. 2012 
and laboratory narrow band noise average duration for 2011 vs. 2012. It can be observed from 
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Figure 4.19 that the residential narrow band noise average duration is quite higher in 2012 than 
in 2011, while on the other hand, the laboratory narrowband noise average duration was quite 
higher in 2011 than in 2012. 
In the next chapter, the error observation sequence generated from the measurement result is 
used as a training data to the Baum-Welch iterative algorithm for estimation of the Fritchman 
model parameters. 
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Chapter 5: Baum-Welch Algorithm 
Parameter Estimation of the Fritchman 
Model 
5.0 Introduction  
This section presents the modeling of the three noise types measured using the Baum-Welch 
algorithm iterative technique to estimate the Fritchman model parameters. Section 5.1 introduces 
the training data utilized as input to the Baum-Welch algorithm, while Section 5.2 describes the 
error observation sequences for the three types of noise generated from experimental 
measurements. Section 5.3 concludes with the modeling results for 2011 and 2012 noise model. 
5.1 Fritchman Model Parameters for the Model 
The training data for the Baum-Welch algorithm is given as follows. The state transition matrix 
A is given by the following.  
   [
       
       
         
] 
As observed in the A matrix he values of a12 and a21 are zeros because for this unique case no 
transmission is allowed between the same groups of states i.e. transitions do not occur from good 
state to another good state. This unique condition makes it suitable to model real communication 
channels like the power line communications channels as it permits the existence of multiple 
degree of memory in the model [5].  The A matrix is assumed for the models, but note that the 
diagonal elements of the state transition probability A assumed is uniquely chosen to make sure 
that upon transitioning to a new state, there is high probability that the channel stays in the same 
state before transitioning to another one [5]. 
The B matrix is represented in matrix form as follows for the three-state Fritchman model.  
  [
    |           |      |  
    |            |      |  
 ] 
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Pr {C|g} denotes the probability of correct decision in the good state, while Pr {C|b} represents 
the probability of correct decision in bad state. Likewise, Pr {E|g} denotes the probability of 
error in the good state, while Pr {E|b} represents the probability of error in the bad state. Since it 
is assumed for the three-state model that errors only occur in the bad state hence the B matrix is 
represented in binary form below. 
  [
   
   
] 
The first two columns represent the two good states while the last column represents the bad 
state. 1 denotes the probability that a correct decision or error will definitely happen, while 0 
denotes the probability that a correct decision or error does not occur 
Lastly, the initial state distribution   is represented below. 
                    
Note that the error sequence generated for each type of noise measured on the power line is also 
fed as input to the Baum-Welch algorithm as these noises are modeled separately because of 
their different effect on signal propagation on the power line. This error observation sequence is 
3072 in length so is not included in this section. Section 5.2 refers us to the error observation 
sequence data. 
Also the number of state chosen for The Fritchman model is 3-states (two good states and a bad 
state), where the good states represent the error-free transmission while the bad state represents 
error transmission. The choice of one single error-state being sufficient for the model is based on 
the fact that it makes it possible for the error-free distribution to uniquely specify the single error 
state in other words this means that the model parameters can be derived from the error-free run 
distributions and vice versa [8]. 
Furthermore, the number of iteration at which the model parameters reach convergence is at the 
20th iteration. With all the input parameters set, the inputs are fed in into the Baum-Welch 
algorithm for computation of the model parameters. Execution of the Baum-Welch algorithm 
with the three different error sequences generated for each type of noise results in three estimated 
channel model for the three noise types being modeled. The error-free run distribution and the 
probability of error resulting from these three noise models are also determined. Finally, the log-
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likelihood function plot shows when the model attains convergence, this convergence is to a 
local maximum (an attribute of the Baum-Welch algorithm). 
5.2 Error Observation Sequence for the Three Noise Types 
For the generation of the error observation sequences for the three types of error, the threshold 
set for categorization of the noise type is used to generate the error sequence. Any noise impulse 
that is above the set threshold is regarded as an error and is denoted with binary ‘1’ while any 
noise impulse below the set threshold is regarded as error-free and denoted with ‘0’. Based on 
the fact that the length of the noise observation is 3072 samples, which implies that the error 
observation sequence for the three noise type recorded has the same length T= 3072. Hence the 
error observation sequence cannot be included in this report but copied unto the CD 
accompanying this report. 
5.3 Modeling Results for 2011 and 2012 Observation 
Sequences 
 
This section analyzes the modeling results generated by the Baum-Welch algorithm. The 
estimated state transition matrix A for both 2011 and 2012 noise model is presented in Section 
5.3.1, while the corresponding error probabilities of the model are presented in Section 5.3.2. In 
Section 5.3.3, the log-likelihood plot shows at what iteration the model parameter starts to 
converge. Finally, in Section 5.3.4, the error-free run distribution plot shows the probability of 
having m consecutive error-free states after the occurrence of an error. 
5.3.1 Estimated State Transition Matrix  
A NBN (r) BN (r) IN (r) NBN (l) BN (l) IN (l) 
a11 0.9851 0.9947 0.9947 0.9868 0.9962 0.9969 
a13 0.0149 0.0053 0.0030 0.0132 0.0038 0.0031 
a22 0.8050 0.8657 0.8679 0.7944 0.9595 0.7836 
a23 0.1950 0.1343 0.1321 0.2056 0.0405 0.2164 
a31 0.6676 0.2817 0.1762 0.7956 0.1867 0.4657 
a32 0.2090 0.5710 0.4968 0.0384 0.7252 0.2013 
a33 0.1235 0.1473 0.3270 0.1660 0.0881 0.3330 
 
Table 5.1: Estimated state transition matrix for the 2011 noise sequence. 
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Table 5.1 above and Table 5.2 below show the estimated state transition matrix vectors realized 
from the three noise model for 2011 and 2012.  Note that NBN (r) stands for narrowband noise 
captured at the residence, BN (r) stands for background noise captured at the residence, IN (r) 
stands for impulse noise measured at the residence, NBN (l) stands for narrowband noise 
captured at the laboratory, BN (l) stands for background noise captured at the laboratory and IN 
(l) stands for impulse noise captured at the laboratory. 
Observing Table 5.1, note that for the two measurement environment that the transition matrices 
under the BN (r) and IN (r) are the most similar, while for Table 5.2 below, the transition 
matrices under NBN (l) and BN (l) are also the most similar. Drawing an inference from this, it 
implies that the PLC channel characteristics are of most similarity under these two scenarios. On 
the contrary, the difference in channel characteristics among other noise scenario is large. 
 
A NBN (r) BN (r) IN (r) NBN (l) BN (l) IN (l) 
a11 0.9928 0.9900 0.9933 0.9955 0.9959 0.9988 
a13 0.0072 0.0100 0.0067 0.0045 0.0041 0.0012 
a22 0.8938 0.8703 0.8948 0.8918 0.8258 0.9785 
a23 0.1062 0.1297 0.1052 0.1082 0.1742 0.0215 
a31 0.2594 0.4737 0.3913 0.3923 0.4298 0.0424 
a32 0.5973 0.2801 0.3408 0.3378 0.2976 0.6660 
a33 0.1433 0.2463 0.2679 0.2700 0.2726 0.2915 
 
Table 5.2: Estimated state transition matrix for the 2012 noise sequence. 
5.3.2 Error Probabilities of the Model 
Table 5.3 and Table 5.4 indicate error probabilities of the noise model for 2011 and 2012 
respectively. Note that it can be observed from both tables that the three noise models possess 
low error probability with the IN (l) showing the lowest error probability for both 2011 and 2012 
noise models. 
 NBN (r) BN (r) IN (r) NBN (l) BN (l) IN (l) 
Pe 0.0221 0.0215 0.0163 0.0150 0.0098 0.0081 
 
Table 5.3: Error Probabilities (Pe) for the different Noise models (2011 error sequence). 
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 NBN (r) BN (r) IN (r) NBN (l) BN (l) IN (l) 
Pe 0.0241 0.0225 0.0182 0.0104 0.0124 0.0062 
 
Table 5.4: Error Probabilities (Pe) for the different Noise models (2012 error sequence). 
 
5.3.3 The Log-likelihood Ratio Plots 
For large data size, the computation of the forward and backward variables tends to zero 
exponentially, hence, the need for proper scaling so as to prevent numerical underflow. The 
scaling constant used and implemented for the Baum-Welch algorithm Matlab code is 
represented with the mathematical notation as follows [142]. 
   ∑  
 
   
                                                                              
 
For example the scaled value of  t (j) is denoted by   ̅̅ ̅     and is represented by the 
mathematical notation shown as follows. 
  ̅̅ ̅     
      
  
⁄                                                                       
 
Which invariably that 
∑  ̅̅ ̅
 
   
                                                                                 
 
The values of the scaling constant    are then saved and used in the scaling of the backward 
variables. Hence, the scaled values of the backward variables       are denoted by   ̅ and are 
mathematically represented as follows [142]. 
  ̅    
     
  
⁄                                                                        
 
The initialization is mathematically represented as 
  ̅̅ ̅  
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In the equation above, the 1 refers to column vector containing all ones. Normalization of the 
gamma variables is also possible if desired but not essential. A more detailed discussion on 
scaling can be found in [150]. 
 
Because Baum-Welch algorithm is an iterative algorithm, to achieve a required level of model 
accuracy, there is need to determine the number of iterations that must be executed.         
Possibly one of the best ways to achieve this accuracy is to display the estimated values of A and 
B while the Baum-Welch algorithm is executing until the desired level of accuracy is reached.  
 
Take for example, the desire to have the values of A and B to a given number of significant 
figures (a four decimal place was assumed in this project), execution of the Baum-Welch 
algorithm is therefore allowed to run until no changes in the value of A and B is experienced 
within the desired accuracy, thence the algorithm terminated manually [142]. Another best 
method of convergence determination is to allow the algorithm to run until consecutive values of  
     ̅ |   differ very little as the Baum-Welch algorithm has been confirmed to converge to a 
maximum likelihood result [150]. 
 
     ̅ |   is mathematically determined in terms of the earlier defined scaling constant Ct 
represented as follows [142]. 
     ̅ |   ∏  
 
   
                                                                      
 
For error sequence where T is large, the value is very small and is commonly expressed 
mathematically as follows 
          ̅ |   ∑        
 
   
                                                          
 
The above equation is referred to as the log-likelihood ratio and the plot for the different noise 
model is as shown in Figure 5.1 and 5.2.  
It can be ascertained that the derived model yields acceptable performance because the Baum-
Welch algorithm converges to a local maximum likelihood evident in the log-likelihood ratio 
plot shown in Figure 5.1 and 5.2, showing a desired level of convergence and accuracy.   
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Figure 5.1: Log-likelihood ratio vs. iteration for 2011. 
 
Figure 5.2: Log-likelihood ratio vs. iteration for 2012. 
Figure 5.1 and 5.2 above shows the log-likelihood ratio plot for 2011 and 2012 respectively. This 
plot shows similar level of convergence point between the different noise models. And it was 
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discovered that the model parameters converges quickly and the point of accuracy chosen was 
the 20th iteration where the model parameter value remained constant with no changes. 
5.3.4 Error-free run Distribution Plot 
Figure 5.3 and 5.4 below show the error-free run distribution plot Pr(0
m
|1), for the 2011 and 
2012 noise model respectively. This error-free run plot shows the probability of transitioning to 
m-consecutive error-free state after the occurrence of an error.  For Figure 5.3, the length of m-
consecutive error-free intervals obtained for the 2011 noise model are given as follows for the 
individual noise models: BN (l) = 719, BN (r) = 901, IN (l) = 1025, IN (r)= 1365, NBI (l) =379 
and NBI (r) = 182. On the other hand, from Figure 5.4, the corresponding length of m-
consecutive error-free intervals obtained for the 2012 noise model are given as follows for the 
individual noise models: BN (l)=793, BN (r)=544, IN (l)=1254, IN (r)=586, NBI (l)=790 and 
NBI (r)=493. A comparison between Figure 5.3 and 5.4 shows that both BN (l) and IN (l) show 
considerably similar length of error-free runs which can also be attributed to similar channel 
characteristics at both instances, while others show large deviation in the length of intervals 
obtained due to different channel characteristics. 
 
Figure 5.3: Pr (0
m
|1) vs. interval m for 2011. 
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Figure 5.4:  Pr (0
m
|1) vs. interval m for 2012. 
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Chapter 6: Research Summary and 
Conclusion 
6.0 Introduction  
This chapter concludes this research report with a brief summary of each chapter of this research 
report in Section 6.1. Section 6.2 presents a conclusion of this research report.  This chapter ends 
with recommendations and proposed future works in Section 6.3. 
6.1 Research Summary 
This section presents a brief highlight of what is covered in this research project: 
In this research report, firstly, a contextualization of the research study was carried out, defining 
the problem statement, the motivation for this project and the scope and objectives of the 
research. 
In Chapter 2, a literature review of related works was presented under the following headings: 
PLC historical overview, PLC channel and noise modeling, Fritchman model and the Baum-
Welch algorithm. 
In Chapter 3, PLC techniques related to work carried out in this research was presented. First, an 
overview of PLC technology studied, followed by the overview of PLC standardization 
landscape. PLC channel characteristics, noise classification and coupling circuit were also 
discussed.  An in-depth study of the hidden Markov model was carried out, while the study of 
the Baum-Welch algorithm concludes this chapter.  
In Chapter 4, the measurement methodology utilized for noise classification and measurement 
was the subject of this chapter. Moreover, the measurement site was also described, while the 
experimental setup used for noise data capture was shown. Presentation and discussion of 
measurement results concludes this chapter.  
In Chapter 5, the modeling results were presented. First, the Fritchman model parameter assumed 
for the model was presented, while the training data (the error observation sequence) was 
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introduced. The estimated state transition matrix and error probabilities resulting from the model 
for each noise type were discussed. The log-likelihood ratio plot was shown for a clear view of 
how the model parameter converges and the number of iteration carried out before the 
parameters start to converge. Conclusively, this chapter ends with a discussion of the error-free 
distribution plot showing the probability of transitioning to error-free states after the occurrence 
of an error.  
6.2 Conclusion  
PLC is fast becoming an alternative for home automation and in-home networking, because of 
the advantage it offers over other medium of communication as a result of the already existing 
ubiquitous network it uses as a medium for communication, hence reducing the cost of having to 
lay new cables for data communication and home automation and networking. Despite the 
advantages PLC offers over other communication media, it still faces several challenges in its 
quest to realize its full potential and offer reliable data communication media. This challenges 
are as a result of the fact that the power line network been used by PLC was not originally 
intended for data communication, therefore it inherits the harsh intrinsic attribute of the power 
line which are unfriendly to data communication. One of this intrinsic attributes is the noise 
present on this network. Hence, there is a need to understand the PLC channel attributes, and 
there is need for a meaningful channel modeling. 
Furthermore, understanding of the channel attributes and characteristics can only be realized 
through measurement and modeling of the channel impairment that are present on the PLC 
channel, hence the motivation behind the measurement and modeling of noise on the PLC 
channel.  
An experimental measurement of noise was carried out on the CENELEC A-band at two 
metropolitan locations of South Africa (a residential detached building with several major 
household electrical and electronic appliances which are sources of noise and the electric circuits 
and electronics laboratory of the school of Electrical and Information Engineering department of 
the University of Witwatersrand, Johannesburg, South Africa). The measurement of noise was 
carried out over a complete day within a two year span. The analysis of the three major types of 
noise captured shows the statistical properties of noise on the CENELEC A-band.  
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Furthermore, a first-order modeling of the three noise types measured was carried out using the 
Fritchman hidden Markov model whose parameters were estimated with the use of an iterative 
algorithm referred to as Baum-Welch algorithm. These three noise type were modeled separately 
because each has its own characteristics and distinguishing effects on data communication on the 
PLC channel. The corresponding state transition matrix A for the three types of noise was 
computed and the error free-run distribution plots shown accordingly. The noise measurement 
and modeling results apart from showing the statistical properties of the noise type (error-free 
distribution) show the error patterns and behavior of noise on the CENELEC A-band, hence this 
information becomes useful when transmitting on the PLC channel. The results are useful and 
are essential in the evaluation of the performance of coding techniques and modulation schemes 
on the PLC channel. Hence, these evaluations can then be used for the optimization of PLC 
system design to achieve reliable data communication on the harsh PLC channel. 
6.3 Recommendation and Proposed Future Work 
This resulting model from this work can be used in the design and evaluation of modulation 
schemes and coding/decoding techniques used on the PLC channel. It is also useful in optimizing 
the design of PLC system designs. 
Below are recommended works which are beyond the scope of this research so as to enhance a 
better understanding of the PLC channel attributes and further modeling: 
Measurement of power line impedance and analysis. 
A second-order description of the channel (investigating the correlation properties of the Markov 
chains). 
A novel approach for noise measurement on the PLC channel. 
Evaluation of different modulation schemes on PLC channel. 
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APPENDIX A: BAUM WELCH ALGORITHM EQUATION FOR AN 
ERROR SEQUENCE OF LENGTH T=4. 
A three-state Fritchman model is assumed. 
Forward Variables Computation 
                         
                   
The computation of the forward variables is executed in three steps: initialization, induction and 
termination. 
Initialization Step: (t =1) 
                   
                   
                   
Induction Step:  
        [∑      
 
    
   ]                                             
(For t=1; j=1) 
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Termination Step: (t = T) 
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∑     
 
   
  ∑                        |   
 
   
      ̅ |    
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Since       , Therefore for (i = 1, 2,…, N and N=3 for the case considered) 
        
        
        
Hence,  
     ̅ |    ∑      
 
   
  ∑          
 
   
 
For (t= T) 
                   
                   
                   
Therefore, 
     ̅ |                       
Backward Variables Computation 
The computation of the backward variables unlike the forward variable is executed in two steps: 
initialization and induction. 
Initialization:         ,  
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Therefore, 
        
        
        
Induction: 
       ∑                  
 
   
                        
                                                     
                                                     
                                                     
 
                                                     
                                                     
                                                     
 
                                                     
                                                     
                                                     
Computation of the Expected Frequencies 
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         , denotes the probability of being in state i at time t, and state j at time t+1, given the 
model   and the observation sequence ̅. 
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   ̅ |  
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Model Parameter Estimation using the Expected Frequencies 
Determining new state transition probability 
 ̂    
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Computing   ̂     , defined by  
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Computing the estimated initial state probability πi (the expected number of times in state Si at 
time t=1) 
 ̂              
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