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Abstract
In this paper, we prove a sufficient and necessary condition for the transition prob-
ability distribution of a general, time-inhomogeneous linear SDE to possess a den-
sity function and study the differentiability of the density function and the transition
quantile function of the SDE. Moreover, we completely characterize the support of the
marginal distribution of this SDE.
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1 Introduction
Stochastic differential equations (SDEs) have wide applications in various fields and linear
SDEs are one of the most important classes of SDEs. Examples of applications of linear SDEs
include, but are not limited to, the wealth process associated with an affine trading strategy
in the BlackScholes market (He et al., 2020), state dynamics in stochastic linear-quadratic
control (Yong and Zhou, 1999), and physical systems subject to linear fluctuations (Risken
and Eberly, 1985).
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One question that interests researchers in the study of an SDE is the distribution of the
SDE at given future time, namely the transition probability distribution of the SDE. For
some special linear SDEs, this distribution can be obtained in closed form, examples being
the Ornstein-Uhlenbeck process and exponential functionals of Brownian motion with a drift
(Yor, 2001). For a general linear SDE, however, there is no closed form for the transition
probability distribution.
A general method to study the transition probability distribution of an SDE is the Kol-
mogorov forward and backward equations. To apply this method, it is crucial to assume
certain non-degeneracy conditions so that the transition probability distribution has a den-
sity function. As reviewed later on, those conditions do not hold for a general linear SDE,
so the method of Kolmogorov equations is not always applicable in this case.
Another question that interests researchers is the support of an SDE and the set of states
that the SDE can reach at certain future time. For example, in the study of time-inconsistent
stochastic control problems, the set of reachable states of an SDE is an important constituent
of the definition of equilibrium strategies in He and Jiang (2019).
In the present paper, we consider a general time-inhomogeneous linear SDE whose coef-
ficients are piece-wise continuous with respect to the time variable. The state space of this
SDE is one-dimensional, but the Brownian motion that drives the SDE is multi-dimensional.
We prove a sufficient and necessary condition for the transition probability distribution of
the SDE to possess a density function and study the joint continuity and differentiability
of the density function with respect to the initial data and the terminal state. We then
establish a result of regularity of the transition quantile function. On the other hand, by
generalizing Strock-Varadhan’s support theorem to handle the linear SDE in our setting and
solving an associated deterministic optimal control problem, we derive in closed form the set
of reachable states of the SDE at each time in the future. Finally, we apply our result to
an SDE that arises from portfolio selection and derive additional distributional properties of
the SDE by exploiting certain special structures of the SDE.
The remainder of the paper is organized as follows: In Section 2 we review the literature
and compare our results with those in the literature. In Section 3 we present our main
results. In Section 4 we apply our results to an SDE arising from portfolio selection. Two
technical lemmas and all proofs are presented in the Appendix.
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2 Literature Review
2.1 Literature on Regularity of Transition Probability
Ho¨rmander (1967) studies the issue of when a second order differential operator with
smooth coefficients on a manifold is so-called hypoelliptic. He proposes a sufficient condi-
tion, usually referred to as Ho¨rmander’s hypothesis; see theorem 1.1 in Ho¨rmander (1967),
and (5.6), (5.7) in Williams (1981) for the detailed form of Ho¨rmander’s hypothesis. Ichihara
and Kunita (1974) apply the result obtained by Ho¨rmander (1967) to study transition proba-
bility of a diffusion process, e.g., an SDE, and to this end, one needs to include the differential
operator in the time variable, and this leads to a form of Ho¨rmander’s hypothesis applicable
to the probability theory; see (5.8) and the discussion following (5.7) in Williams (1981)
and also see Condition (H) on page 128 of Nualart (2006). This form of Ho¨rmander’s hy-
pothesis can be applied to time-homogeneous SDEs only. To deal with time-inhomogeneous
SDEs, Ichihara and Kunita (1974) consider another form of Ho¨rmander’s hypothesis; see the
paragraph preceding (5.8) of Williams (1981) and equation (1.6) of Cattiaux and Mesnager
(2002) for details. Following Ho¨pfner et al. (2017), we name this form weak Ho¨rmander’s
hypothesis, and for time-homogeneous SDEs, this form is equivalent to the original form of
Ho¨rmander’s hypothesis in (5.8) of Williams (1981).
The weak Ho¨rmander’s hypothesis requires the drift and diffusion coefficients of the SDE
to be smooth in the time variable. To weaken this requirement, Chaleyat-Maurel and Michel
(1984) propose the so-called restricted Ho¨rmander’s hypothesis; see (1.7) of Cattiaux and
Mesnager (2002) for the detailed form of this hypothesis. When drift and diffusion coefficients
are indeed smooth, the restricted Ho¨rmander’s hypothesis implies the weak Ho¨rmander’s
hypothesis. Kusuoka and Stroock (1984) propose a strong ellipticity condition, which implies
the restricted Ho¨rmander’s hypothesis.
Florchinger (1990) attempt to prove that Ho¨rmander’s hypothesis, in the form of Condi-
tion (H) on page 128 of Nualart (2006) and originally applicable to time-homogeneous SDEs
only, can be applied to time-inhomogeneous SDEs as well. Cattiaux and Mesnager (2002),
however, point out that there is a flaw in the proof by Florchinger (1990). It is pointed out
by Cattiaux and Mesnager (2002) that the dependence on the time variable in diffusions
poses nontrivial difficulties compared to the case of time-homogeneous diffusions. On the
other hand, Derridj (1971) prove that the weak Ho¨rmander’s hypothesis is almost necessary
when the SDE has analytic coefficients.
The linear SDE that we study is a time-inhomogeneous one. The results in Ichihara and
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Kunita (1974), Bally (1991), and Ho¨pfner et al. (2017), who assume the weak Ho¨rmander’s
hypothesis, cannot apply to this SDE because the the drift and diffussion coefficients in this
SDE are not smooth in the time variable and thus do not satisfy the weak Ho¨rmander’s
hypothesis; see Section 3.1. On the other hand, Chaleyat-Maurel and Michel (1984) assume
restricted Ho¨rmander’s hypothesis globally, namely that the restricted Ho¨rmander’s hypoth-
esis holds for any time and state. The linear SDE that we study, however can be degenerate,
namely the diffusion coefficient of the SDE can be zero, at some time and state, so we cannot
apply the result in Chaleyat-Maurel and Michel (1984). For the same reason, we cannot ap-
ply the result obtained by Kusuoka and Stroock (1984) to our setting either. Cattiaux and
Mesnager (2002) assume that the restricted Ho¨rmander’s hypothesis holds locally and that
the drift and diffusions coefficients are Ho¨lder continuous in the time variable with Ho¨lder
index larger than certain threshold; see Theorem 4.3 therein. For the linear SDE under our
study, however, the coefficients are piece-wise continuous in the time variable.
By assuming a local strong ellipticity condition, Stroock (1981) study the differentiability
of the transition density function with respect to the initial data and with respect to the
terminal state separately. The joint regularity of the transition probability distribution with
respect to the initial data and the terminal state of the process is obtained in the literature
only when the weak or restricted Ho¨rmander’s hypothesis holds globally; see for instance
Theorem 3’ in Ichihara and Kunita (1974), Theorem (38.16) in Rogers and Williams (2000),
and the references therein. For the linear SDE under our study, however, the Ho¨rmander’s
hypothesis cannot hold globally because the diffusion term of the linear SDE can be degen-
erate in certain state. Thus, the joint regularity results with respect to the initial data and
the terminal state of the linear SDE obtained in the present paper is new.
2.2 Literature on the Support of an SDE
Strock-Varadhan’s support theorem is a crucial tool to study the support of the law,
in the space of continuous functions, of the solution to an SDE. The first version of the
theorem is proved by Stroock and Varadhan (1972), where the authors assume the diffusion
coefficients to be bounded. Gyo¨ngy (1989) study the support theorem for linear SDEs whose
diffusion coefficients are not bounded. Gyo¨ngy and Pro¨hle (1990) and Gyo¨ngy et al. (1995)
consider general SDEs under an assumption that is weaker than the one assumed in Stroock
and Varadhan (1972). See Ondreja´t et al. (2018) for a summary of the relevant literature.
With the help of the support theorem, one can represent the support of the marginal
distribution of the SDE, namely the support of the distribution of the SDE at a single time
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point, by a deterministic optimal control problem. Using the Girsanov transform and the
support theorem in Gyo¨ngy and Pro¨hle (1990), Zak (2014) prove in Lemma 3.4 therein that
a particular three-dimensional SDE has support of its marginal distribution to be the whole
space R3. Kunita (1976) show that under the global Ho¨rmander’s hypothesis, the support
of the marginal distribution of a time-homogeneous SDE is the whole space; also see the
application of this result in Meyn and Tweedie (1993) and Colonius and Kliemann (1999).
To our best knowledge, for a general linear SDE, a complete picture of the support of its
marginal distribution has not been derived in the literature. In the present paper, we derive
such a complete picture by solving the associated deterministic optimal control problem.
3 Main Results
3.1 Model
We first introduce some notations. For any set A in a metric space, denote its interior
as int(A) and its closure as cls(A). Fix an interval [a, b]. For a metric space B, denote
by C([a, b];B) the set of continuous functions from [a, b] to B and denote by Cpw([a, b];B)
the set of piece-wise continuous functions from [a, b] to B, i.e., the set of functions ξ from
[a, b] to B such that ξ is continuous on [ti−1, ti) with limt↑ti ξ(t) existing, i = 1, . . . , N , for
certain partition a = t0 < t1 < . . . , < tN = b. Denote by C
∞([a, b];Rl) the set of infinitely
differentiable functions from [a, b] to Rl and by H([a, b];Rl) the set of absolutely continuous
functions from [a, b] to Rl.
Consider a d-dimensional standard Brownian motion W (t) :=
(
W1(t), ...,Wd(t)
)⊤
, t ≥ 0
that lives on a filtered probability space (Ω,F , {Ft}t≥0,P) satisfying the usual condition. Fix
T > 0. For a Rl-valued diffusion process X(t), t ≥ 0 on (Ω,F , {Ft}t≥0,P), denote by SXT the
support of X(t), t ∈ [0, T ], conditional of the information at time 0, where X(t), t ∈ [0, T ]
is considered to be a random variable taking values in C([0, T ];Rl). Denote by SX(t) the
support of the distribution of X(t), conditional on the information at time 0.
We are interested in the following linear SDE:
{
dX(t) = (c0(t) + c1(t)X(t)) dt+ (c2(t) + c3(t)X(t))
⊤ dW (t), t ∈ [0, T ],
X(0) = x0 ∈ R,
(3.1)
where c0, c1 ∈ Cpw([0, T ];R) and c2, c3 ∈ Cpw([0, T ];R
d). We want to study two distributional
properties of this SDE. First, we are concerned about SX(t).
Second, we want to study the differentiability of conditional probability distributuion of
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X(T ). To this end, for each t ∈ [0, T ) and x ∈ R, denote by X˜(s; t, x), s ∈ [t, T ] the solution
to (3.1) that starts from time t and state x, i.e., the solution to the following SDE:

 dX˜(s; t, x) =
(
c0(s) + c1(s)X˜(s; t, x)
)
ds+
(
c2(s) + c3(s)X˜(s; t, x)
)⊤
dW (s), s ∈ [t, T ],
X˜(t; t, x) = x.
(3.2)
Define
F (t, x, y) := P(X˜(T ; t, x) ≤ y), y ∈ R, (3.3)
G(t, x, α) := sup{y ∈ R : F (t, x, y) ≤ α}, α ∈ (0, 1) (3.4)
to be respectively the cumulative distribution function (CDF) and the (right-continuous)
quantile function of X˜(T ; t, x).
3.2 A Transformation
We can remove the drift of (3.1) by an increasing, affine transformation. More precisely,
define
λ0(t) :=
∫ t
0
c0(z)e
∫ t
z
c1(s)dsdz, λ1(t) := e
∫ t
0
c1(s)ds, t ∈ [0, T ]. (3.5)
Straightforward calculation yields
X(t) = λ0(t) + λ1(t)(x0 +X
∗(t)), t ∈ [0, T ], (3.6)
where
dX∗(t) =
(
c∗2(t) + c3(t)X
∗(t)
)⊤
dW (t), t ∈ [0, T ], X∗(0) = 0, (3.7)
c∗2(t) := c2(t)/λ1(t) + c3(t)[x0 + λ0(t)/λ1(t)], t ∈ [0, T ]. (3.8)
As a result,
SX(t) = λ0(t) + λ1(t)
(
x0 + SX∗(t)
)
. (3.9)
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Similarly, defining
λ˜0(t) =
∫ T
t
c0(z)e
∫ T
z c1(s)dsdz, λ˜1(t) = e
∫ T
t c1(s)ds, t ∈ [0, T ], (3.10)
we have
X˜(T ; t, x) = X˜∗(T ; t, λ˜0(t) + λ˜1(t)x), (3.11)
where
dX˜∗(s; t, x) =
(
c˜∗2(s) + c3(s)X˜
∗(s; t, x)
)⊤
dW (s), s ∈ [t, T ], X˜∗(t; t, x) = x, (3.12)
c˜∗2(s) := c2(s)λ˜1(s)− c3(s)λ˜0(s), s ∈ [0, T ]. (3.13)
Define
F ∗(t, x, y) := P(X˜∗(T ; t, x) ≤ y), y ∈ R, (3.14)
G∗(t, x, α) := sup{y ∈ R : F ∗(t, x, y) ≤ α}, α ∈ (0, 1) (3.15)
to be respectively the cumulative distribution function (CDF) and the (right-continuous)
quantile function of X˜∗(T ; t, x). Then we have
F (t, x, y) = F ∗
(
t, λ˜0(t) + λ˜1(t)x, y
)
, G(t, x, α) = G∗
(
t, λ˜0(t) + λ˜1(t)x, α
)
. (3.16)
The above transformations will be used in the following study of the distributional prop-
erties of the SDE (3.1).
3.3 Probability Densities
We first present a result of when the transition probability distribution of (3.1) admits a
density function.
Theorem 1 Suppose c0, c1 ∈ Cpw([0, T ];R) and c2, c3 ∈ Cpw([0, T ];R
d). Fix t ∈ [0, T ).
(i) Suppose that c˜∗2(s) = c3(s) = 0, ∀s ∈ [t, T ). Then, F (t, x, y) = 1y≥λ˜0(t)+λ˜1(t)x for any
x, y ∈ R.
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(ii) Suppose that c3(s) = 0 for all s ∈ [t, T ) and c˜
∗
2(s) 6= 0 for some s ∈ [t, T ). Then,
F (t, x, y) = Φ
(
y − λ˜0(t)− λ˜1(t)x
bt
)
, y ∈ R, x ∈ R,
where bt :=
√∫ T
t
‖c˜∗2(s)‖
2ds > 0 and F (t, x, y) is infinitely differentiable in (x, y).
Moreover,
lim
|x|↑+∞
|x|k|g(t, x, y)| = 0, y ∈ R, lim
|y|↑+∞
|y|k|g(t, x, y)| = 0, x ∈ R (3.17)
holds for any k ≥ 1 and g to be the partial derivatives of F (t, x, y) with respect to x
and y of any order. In addition, F (t, x, y) and its partial derivatives with respect to x
and y of any order are bounded in (x, y) ∈ R2.
(iii) Suppose that c˜∗2(s)+ ξc3(s) = 0, ∀s ∈ [t, T ) for some ξ ∈ R and that c3(s) 6= 0 for some
s ∈ [t, T ). Then,
F (t, x, y) =


Φ
(
ln(y−ξ)−ln(λ˜0(t)+λ˜1(t)x−ξ)−a¯t
b¯t
)
1y>ξ, y ∈ R, x >
ξ−λ˜0(t)
λ˜1(t)
,
1y≥ξ, y ∈ R, x =
ξ−λ˜0(t)
λ˜1(t)
,
1− Φ
(
ln(ξ−y)−ln(ξ−λ˜0(t)−λ˜1(t)x)−a¯t
b¯t
)
1y<ξ, y ∈ R, x <
ξ−λ˜0(t)
λ˜1(t)
,
where b¯t :=
√∫ T
t
‖c3(s)‖2ds > 0 and a¯t := −
1
2
b¯2t , and F (t, x, y) are infinitely differen-
tiable in (x, y) ∈ R2\
{
( ξ−λ˜0(t)
λ˜1(t)
, ξ)
}
. Moreover, (3.17) holds for any k ≥ 1 and g to be
the partial derivatives of F (t, x, y) with respect to x and y of any order.
(iv) Suppose that for any v = (v1, v2)
⊤ ∈ R2 with ‖v‖ = 1, there exists s ∈ [t, T ) such that
v1c3(s) + v2c˜
∗
2(s) 6= 0. Then, F (t, x, y) is infinitely differentiable in (x, y). Moreover,
F (t, x, y) and its partial derivatives with respect to x and y of any order are bounded
in (x, y) ∈ R2.
It is straightforward to see that the four cases in Theorem 1 are mutually exclusive and
collectively exhaustive. The following corollary, which characterizes when X˜(T ; t, x) has a
density function, is a direct consequence of Theorem 1.
Corollary 1 Suppose c0, c1 ∈ Cpw([0, T ];R) and c2, c3 ∈ Cpw([0, T ];R
d). Fix t ∈ [0, T ) and
x ∈ R.
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(i) Suppose that c˜∗2(s) + xc3(s) = 0, ∀s ∈ [t, T ). Then, X˜
(
T ; t, x−λ˜0(t)
λ˜1(t)
)
= X˜∗(T ; t, x) ≡ x
and thus does not admit a density function.
(ii) Suppose that c˜∗2(s) + xc3(s) 6= 0 for some s ∈ [t, T ). Then, X˜
(
T ; t, x−λ˜0(t)
λ˜1(t)
)
=
X˜∗(T ; t, x) possesses a smooth density function.
3.4 Differentiability of CDF and Quantile Functions
Define
t∗ := inf{t ∈ [0, T ) : c˜∗2(s) = c3(s) = 0, ∀s ∈ [t, T )} (3.18)
with the convention that inf ∅ = T and
t∗ := inf{t ∈ [0, t
∗) : c˜∗2(s) + ξc3(s) = 0, ∀s ∈ [t, t
∗) and some ξ ∈ R} (3.19)
with the convention that inf ∅ = t∗. Then, by the definition of t∗, it is easy to see that there
exists unique ξ ∈ R such that c˜∗2(s) + ξc3(s) = 0, ∀s ∈ [t∗, t
∗).
For any interval [a, b) and open set O in Rl, denote by C0,∞([a, b)×O) the set of functions
g(t, z) from [a, b)×O to R such that its derivatives with respect to z of any order exist and
are continuous in (t, z) on [a, b) × O, denote by C1,∞([a, b) × O) the set of functions g(t, z)
from [a, b)× O to R such that its first-order derivative with respect to t and its derivatives
with respect to z of any order exist and are continuous in (t, z) on [a, b) × O. Denote
by C1,∞pw ([a, b) × O) the set of functions g(t, z) from [a, b) × O to R
l such that there exists
a = t0 < t1 < . . . tN = b with g ∈ C
1,∞([ti−1, ti)×O), i = 1, . . . , N . Denote by N0 = N∪{0},
where N is the set of positive integers.
For any function g(t, x, y) that is differentiable in t and twice differentiable in x, we define
Ag(t, x, y) = gt(t, x, y) + (c0(t) + c1(t)x) gx(t, x, y) +
1
2
‖c2(t) + c3(t)x‖
2gxx(t, x, y), (3.20)
where gt, gx, and gxx denote respectively the first-order derivative of g with respect to t,
first- and second-order derivatives of g with respect to x.
The following theorem provides a complete picture of the transition probability distribu-
tion F (t, x, y).
Theorem 2 Consider the SDE (3.2), suppose c0, c1 ∈ Cpw([0, T ];R) and c2, c3 ∈ Cpw([0, T ];R
d),
recall t∗ and t∗ as defined in (3.18) and (3.19), respectively, and recall the unique ξ ∈ R such
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that c˜∗2(s) + ξc3(s) = 0, ∀s ∈ [t∗, t
∗). Consider any partitions 0 = t0 < t1 < · · · < tm = t∗ <
tm+1 < · · · < tn = t
∗ such that c0, c1, c2, and c3 are continuous on [ti−1, ti) with the left-limits
at ti existent, i = 1, . . . , n. Recall F and F
∗ as defined in (3.3) and (3.14), respectively, recall
λ˜0 and λ˜1 as defined in (3.10), and define ξ˜(t) :=
(
ξ − λ˜0(t)
)
/λ˜1(t), t ∈ [0, T ]. Then, λ˜0 and
λ˜1 on each [ti−1, ti) can be extended to C
1([ti−1, ti]), i = 1, . . . , n and the following hold:
(i) For each i = m + 1, . . . , n, t ∈ [ti−1, ti), F
∗ ∈ C1,∞
(
[ti−1, t) ×
(
R2\{(ξ, ξ)}
))
, F ∗t ∈
C0,∞
(
[ti−1, t)×
(
R2\{(ξ, ξ)}
))
, and
AF (t, x, y) = 0, ∀(x, y) ∈ R2\
{(
ξ˜(t), ξ
)}
, t ∈ [ti−1, ti). (3.21)
Moreover, for any τ ∈ [t∗, t
∗), Ft(t, x, y) is bounded in (x, y) ∈ R
2\{(ξ˜(t), ξ)}, t ∈ [t∗, τ ]
and
sup
t∈[t∗,τ ],(x−ξ˜(t))2+(y−ξ)2≥δ2
∣∣∣∣ ∂ℓ+j+kF∂tℓ∂xj∂yk (t, x, y)
∣∣∣∣ < +∞. (3.22)
for any δ > 0, ℓ ∈ {0, 1} and j, k ∈ N0.
(ii) For each i = 1, . . . , m, F ∗ and thus F belong to C1,∞
(
[ti−1, ti)× R
2
)
and
AF (t, x, y) = 0, (t, x, y) ∈ [ti−1, ti)× R
2. (3.23)
Moreover, for any τ ′ ∈ [0, t∗) and i, j ∈ N0, |
∂i+jF
∂xi∂yj
(t, x, y)| is bounded in (t, x, y) ∈
[0, τ ′]× R2, and supt∈[0,τ ′],y∈R |
∂i+jFt
∂xi∂yj
(t, x, y)| is of polynomial growth in x.
(iii) F is continuous on [0, t∗)× R
2 ∪ {(t, x, y) | (x, y) ∈ R2\{(ξ˜(t), ξ)}, t ∈ [t∗, t
∗)} and for
any j, k ∈ N0,
∂j+kF
∂xj∂yk
(t, x, y) is continuous on [0, t∗)×R
2∪{t∗}×R×(R\{ξ})∪{(t, x, y) |
(x, y) ∈ R2\{(ξ˜(t), ξ)}, t ∈ (t∗, t
∗)}. For any τ ∈ [t∗, t
∗), δ > 0, and j, k ∈ N0,
sup
t∈[0,τ ],x∈R,|y−ξ|>δ
∣∣∣∣ ∂j+kF∂xj∂yk (t, x, y)
∣∣∣∣ < +∞, (3.24)
and supt∈[0,τ ],|y−ξ|>δ
∣∣∣∂j+kFt∂xj∂yk (t, x, y)∣∣∣ is of polynomial growth in x.
(iv) For any (t, x, y) ∈ [0, t∗) × R
2 ∪ {(t, x, y) | (x, y) ∈ R2\{(ξ˜(t), ξ)}, t ∈ [t∗, t
∗)} with
F (t, x, y) ∈ (0, 1), we have Fx(t, x, y) < 0.
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(v) For any x 6= y−λ˜0(t
∗)
λ˜1(t∗)
,
lim
t↑t∗,(x′,y′)→(x,y)
F (t, x′, y′) = F (t∗, x, y) = F ∗
(
t∗, λ˜0(t
∗) + λ˜1(t
∗)x, y
)
= 1y≥λ˜0(t∗)+λ˜1(t∗)x.
(3.25)
Note from the definition of t∗ that for any t ∈ [t∗, T ), F (t, x, y) = 1y≥λ˜0(t)+λ˜1(t)x, so F is
not differentiable. For any t ∈ [t∗, t
∗), Theorem 2-(i) shows that F is differential at t and
infinitely differentiable in (x, y) except at a singular point. For any t ∈ [0, t∗), Theorem
2-(ii) shows that F is differential at t and infinitely differentiable in (x, y) in the whole
space. Theorem 2-(iii) shows when the F is continuous and differentiable at the boundary t∗.
Theorem 2-(iv) and -(v) reveal further properties of the transition probability distribution.
The following corollary provides a complete picture of the transition quantile functions.
Corollary 2 Suppose the same conditions as assumed in Theorem 2 hold and denote
D := (t, x) ∈ [0, t∗)× R ∪ {(t, x) | x 6= ξ˜(t), t ∈ [t∗, t
∗)}.
Then, the following are true:
(i) G(t, x, α) = λ˜0(t) + λ˜1(t)x for all t ∈ [t
∗, T ], x ∈ R, and α ∈ (0, 1). G(t, x, α) = ξ for
all t ∈ [t∗, t
∗), x = ξ˜(t), and α ∈ (0, 1).
(ii) For any (t, x) ∈ D and α ∈ (0, 1), G(t, x, α) is uniquely determined by
F (t, x, G(t, x, α)) = α
and continuous in (t, x, α) in D × (0, 1). Moreover,
G(t, x, α) 6= ξ, ∀x 6= ξ˜(t), t ∈ [t∗, t
∗), α ∈ (0, 1),
Fy(t, x, G(t, x, α)) > 0, ∀(t, x) ∈ D, α ∈ (0, 1),
and G(t, x, α) is infinitely differentiable in (x, α) with derivatives to be continuous in
(t, x, α). In particular, we have
Gx(t, x, α) = −
Fx(t, x, G(t, x, α))
Fy(t, x, G(t, x, α))
, (t, x) ∈ D, α ∈ (0, 1).
11
(iii) G ∈ C1,∞
(
[ti−1, ti)×R× (0, 1)
)
for all i = 1, . . . , m and G ∈ C1,∞
(
{(t, x) | x 6= ξ˜(t), t ∈
[ti−1, ti)} × (0, 1)
)
for all i = m+ 1, . . . , n. In particular,
Gt(t, x, α) = −
Ft(t, x, G(t, x, α))
Fy(t, x, G(t, x, α))
, (t, x) ∈ D, α ∈ (0, 1).
(iv) For any x ∈ R and α ∈ (0, 1),
lim
t↑t∗,(x′,α′)→(x,α)
G(t, x′, α′) = G(t∗, x, α) = λ˜0(t
∗) + λ˜1(t
∗)x.
3.5 Support of the SDE
In this section, we focus on the solution to (3.1) and study the support of its solution.
We are also interested in the set of states that are reachable by the SDE at a given time
point. More precisely, set of reachable states of X at time t, denoted as Xt, is defined as
follows:
Xt := int(SX(t)) ∪
{
x ∈ ∂SX(t) : P
(
X(t) ∈ Bδ(x) ∩ ∂SX(t)
)
> 0 for all δ > 0
}
,
where Bδ(x) denotes the ball with radius δ and centered at x and ∂SX(t) is the boundary
of SX(t). In other words, the Xt is the union of int(SX(t)) and the smallest relatively closed
subset A of ∂SX(t) such that P(X(t) ∈ A) = P(X(t) ∈ ∂SX(t)). For an application of the set
of reachable sets, see He and Jiang (2019).
By definition, we have P(X(t) ∈ Xt) = 1. Moreover, we have SX(t) = cls(Xt) and
int(SX(t)) = int(Xt). In general, however, Xt 6= SX(t). For example, if X(t) is a geometric
Brownian motion with the starting point x0 > 0, then Xt = (0,+∞) and SX(t) = [0,+∞).
The following theorem provides a complete characterization of Xt.
Theorem 3 Consider the SDE (3.1) and suppose that c0, c1 ∈ Cpw([0, T ];R) and c2, c3 ∈
Cpw([0, T ];R
d). Define h(s) := −c∗2(s)
⊤ c3(s)
‖c3(s)‖2
1c3(s)6=0, s ∈ [0, T ], D := {s ∈ [0, T ] : c3(s) 6=
0}, and
t := inf{s ∈ [0, T ] : c∗2(s) 6= 0}, (3.26)
t¯ := inf
{
s ∈ [0, T ] :
∫ s
0
‖c∗2(z) + c3(z)h(z)‖ dz > 0
}
(3.27)
with the convention inf ∅ := T . Then, t ≤ t¯. Moreover, for each t ∈ [0, T ], SX(t) is an
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interval with the left- and right- ends denoted as x(t) and x¯(t), respectively, and x and x¯ are
left-continuous on [0, T ]. Furthermore, the following hold:
(i) For each t ∈ [0, t], Xt = {λ0(t) + λ1(t)x0}.
(ii) For each t ∈ (t¯, T ], X(t) possesses a density and Xt = R.
(iii) Suppose t < t¯ and fix any t ∈ (t, t¯]. Define τt := sup{s ∈ [t, t) : c3(s) 6= 0} with
sup ∅ := t. Then, X(t) possesses a density, τt > t, and the following hold:
(a) Suppose there exist s1, s2 ∈ [t, t) such that h(s1) < 0 and h(s2) > 0. Then,
Xt = R.
(b) Suppose that h(s) ≤ 0, ∀s ∈ [t, t). If h is not decreasing on [t, t)∩D, i.e., if there
exists s1, s2 ∈ [t, t) ∩D with s1 < s2 and h(s1) < h(s2), then Xt = R. Otherwise,
Xt =
(
λ0(t) + λ1(t)(x0 + h
∗(τt)),+∞
)
, where h∗(τt) := lim[t,τt)∩D∋s↑τt h(s).
(c) Suppose that h(s) ≥ 0, ∀s ∈ [t, t). If h(s) is not increasing on [t, t)∩D, i.e., if there
exists s1, s2 ∈ [t, t) ∩D with s1 < s2 and h(s1) > h(s2), then Xt = R. Otherwise,
Xt =
(
−∞, λ0(t) + λ1(t)(x0 + h
∗(τt))
)
, where h∗(τt) := lim[t,τt)∩D∋s↑τt h(s).
4 Linear SDE that Arises from Portfolio Selection
As an application, we consider following linear SDE
{
dX(t) = (θ0(t) + θ1(t)X(t))
⊤ b(t)dt+ (θ0(t) + θ1(t)X(t))
⊤ σ(t)dW (t), t ∈ [0, T ],
X(0) = x0 ∈ R
(4.1)
that arises from portfolio selection. The parameters satisfy the following assumption:
Assumption 1 θ0, θ1, b ∈ Cpw([0, T ];R
n), σ ∈ Cpw([0, T ];R
n×d), and σ(t)σ(t)⊤ is positive
definite for any t ∈ [0, T ].
In the SDE (4.1), b and σ stand for the mean excess return rate and volatility, respectively,
of n stocks in a financial market, θ0 and θ1 represent an affine investment strategy, and X
stands for the discounted wealth process associated with that strategy. In other words, the
discounted dollar amount invested in the stocks in an infinitesimally small period at time
t is θ0(t) + θ1(t)X(t). The positive-definiteness of σ(t)σ(t)
⊤ is a standard assumption in
portfolio selection.
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The SDE (4.1) is a special case of (3.1) with
c0(t) = b(t)
⊤θ0(t), c1(t) = b(t)
⊤θ1(t), c2(t) = σ(t)
⊤θ0(t), c3(t) = σ(t)
⊤θ1(t). (4.2)
As a result, c∗2, c˜
∗
2, λ0, λ1, λ˜0, and λ˜1 as defined in Section 3.2 become
λ0(t) =
∫ t
0
e
∫ t
s
b(z)⊤θ1(z)dzb(s)⊤θ0(s)ds, λ1(t) = e
∫ t
0
b(s)⊤θ1(s)ds, (4.3)
c∗2(t) = σ(t)
⊤
[
θ0(t)e
−
∫ t
0 b(s)
⊤θ1(s)ds + θ1(t)
(
x0 +
∫ t
0
b(s)⊤θ0(s)e
−
∫ s
0 b(z)
⊤θ1(z)dzds
)]
, (4.4)
λ˜0(t) =
∫ T
t
e
∫ T
s
b(z)⊤θ1(z)dzb(s)⊤θ0(s)ds, λ˜1(t) = e
∫ T
t
b(s)⊤θ1(s)ds, (4.5)
c˜∗2(t) = σ(t)
⊤
[
θ0(t)e
∫ T
t
b(s)⊤θ1(s)ds − θ1(t)
∫ T
t
b(s)⊤θ0(s)e
∫ T
s
b(z)⊤θ1(z)dzds
]
. (4.6)
The following two corollaries are obtained by applying our results in Section 3 to the
particular SDE (4.1) and exploiting additional structures of (4.1).
Corollary 3 Consider the SDE (4.1) and suppose Assumption 1 holds. Then, Theorem 2
and Corollary 2 hold for SDE (4.1) with ci, i = 0, 1, 2, 3, 4, λi, i = 0, 1, and c
∗
2 as given in
(4.2), (4.3), and (4.4), respectively. Moreover, we have
t∗ = inf{t ∈ [0, T ) : θ0(s) = θ1(s) = 0, ∀s ∈ [t, T )}, (4.7)
t∗ = inf{t ∈ [0, t
∗) : there exists ξ ∈ R such that θ0(s) + ξθ1(s) = 0, ∀s ∈ [t, t
∗)}, (4.8)
and for any t ∈ [t∗, T ], ξ˜(t) = ξ.
Corollary 4 Consider the SDE (4.1) and suppose Assumption 1 holds. Then, Theorem 3
holds for SDE (4.1) with ci, i = 0, 1, 2, 3, 4, λi, i = 0, 1, and c
∗
2 as given in (4.2), (4.3), and
(4.4), respectively. Moreover,
t = inf{s ∈ [0, T ] : θ0(s) + x0θ1(s) 6= 0}, (4.9)
t¯ = inf{s ∈ [0, T ] :
∫ s
0
‖θ0(z) + h˜(z)θ1(z)‖dz > 0}, (4.10)
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where
h˜(t) := −
θ0(t)
⊤σ(t)σ(t)⊤θ1(t)
‖σ(t)⊤θ1(t)‖2
1θ1(t)6=0, t ∈ [0, T ], (4.11)
x∗(t) :=
∫ t
0
b(s)⊤θ0(s)e
∫ t
s b(z)
⊤θ1(z)dzds+ x0e
∫ t
0 b(s)
⊤θ1(s)ds, t ∈ [0, T ], (4.12)
Xt = {x0} and x
∗(t) = x0 for any t ∈ [0, t], Xt is increasing in t ∈ [0, T ], and
h(t) = e−
∫ t
0 b(s)
⊤θ1(s)ds
[
h˜(t)− x∗(t)1θ1(t)6=0
]
, t ∈ [0, T ]. (4.13)
Furthermore, with t < t¯ and fixing any t ∈ (t, t¯] with θ1(s) 6= 0, ∀s ∈ (t, t), the following are
true:
(1) Suppose h˜(s) ≤ x∗(s) for any s ∈ (t, t). If h˜ is not decreasing on (t, t), then Xt = R. If
h˜ is decreasing in on (t, t), then h˜(s) < x∗(s) for any s ∈ (t, t) and Xt = (h˜(t−),+∞),
where h˜(t−) := lims↑t h˜(s).
(2) Suppose h˜(s) ≥ x∗(s) for any s ∈ (t, t). If h˜ is not increasing on (t, t), then Xt = R.
If h˜ is increasing on (t, t), then h˜(s) > x∗(s) for any s ∈ (t, t) and Xt = (−∞, h˜(t−)),
where h˜(t−) := lims↑t h˜(s).
A Two Lemmas
In this section, we provide two technical lemmas that will be used in the proofs of the
main results of the present paper. The proofs of these two lemmas are presented at the end
of the section.
Lemma 1 Suppose c∗2, c3 ∈ Cpw([0, T ];R
d). Fix t ∈ [0, T ) and define Z˜1(s; t), s ∈ [t, T ] and
Z˜2(s; t), s ∈ [t, T ] by
dZ˜1(s; t) = Z˜1(s; t)c3(s)
⊤dW (s), s ∈ [t, T ], Z˜1(t; t) = 1,
dZ˜2(s; t) =
(
c˜∗2(s) + c3(s)Z˜2(s; t)
)⊤
dW (s),
s ∈ [t, T ], Z˜2(t; t) = 0.
Suppose that for any v = (v1, v2)
⊤ ∈ R2 with ‖v‖ = 1, there exists s ∈ [t, T ) such that
v1c3(s)+v2c˜
∗
2(s) 6= 0. Then,
(
Z˜1(T ; t), Z˜2(T ; t)
)
admits an infinitely differentiable probability
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density g on R2 with
sup
z∈R2
‖z‖k
∣∣∣∣ ∂i+jg∂zi1∂zj2 (z)
∣∣∣∣ < +∞ (A.1)
for any k ≥ 1, i ≥ 0, and j ≥ 0.
Lemma 2 Consider the following linear SDE
{
dX(t) =
(
β0(t) + β1(t)X(t)
)
dt+
∑d
i=1
(
β2,i(t) + β3,i(t)X(t)
)
dWi(t), t ∈ [0, T ],
X(0) = x0 ∈ R
l,
(A.2)
where β0, β2,i ∈ Cpw([0, T ];R
l) and β1, β3,i ∈ Cpw([0, T ];R
l×l), i = 1, . . . , d. Denote U :=
{fw ∈ C([0, T ];R
l) : w ∈ H([0, T ];Rd)} and U¯ := {fw ∈ C([0, T ];R
l) : w ∈ C∞([0, T ];Rd)},
where fw is the solution of following ODE:
f ′w(t) = β0(t)−
1
2
d∑
i=1
β3,iβ2,i(t) +
[
β1(t)−
1
2
d∑
i=1
β3,i(t)β3,i(t)
]
fw(t)
+
d∑
i=1
(
β2,i(t) + β3,i(t)fw(t)
)
w′i(t), t ∈ [0, T ], fw(0) = x0. (A.3)
Then, the following are true:
(i) SXT = cls(U) = cls(U¯).
(ii) For each t ∈ [0, T ], SX(t) = cls(Ut) = cls(U¯t), where Ut := {f(t) : f ∈ U} and
U¯t := {f(t) : f ∈ U¯}.
(iii) U¯ and U¯t, t ∈ [0, T ], are connected. Consequently, when l = 1, SX(t) is a closed interval
for any t ∈ [0, T ].
Lemma 2-(i) is an extension of Theorem 4.1 in Gyo¨ngy (1989) by allowing β0, β1, β2,i’s
and β3,i’s to be continuous in multiple pieces of [0, T ]. Lemma 2-(ii) and (iii) are direct
consequences of Lemma 2-(i).
Proof of Lemma 1 In the following, we prove that
(
Z˜1(T ; t), Z˜2(T ; t)
)
is a nondegenerate
random vector in the sense of Definition 2.1.1 of Nualart (2006). Then, the lemma is just a
consequence of Proposition 2.1.5 of Nualart (2006).
We recall some notations in Malliavin calculus: 〈f, g〉 stands for the inner product of f
and g in the Hilbert space of square-integrable functions from [t, T ] to R. D denotes the
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Malliavin derivative operator on the space of square-integrable stochastic processes (see p.
25 of Nualart 2006). Because for each stochastic process X , DX is also a stochastic process,
so DX can be identified as DsX, s ∈ [t, T ]. D
∞ denotes the space of certain smooth random
variables (see p. 67 of Nualart 2006). The Malliavin matrix of
(
Z˜1(T ; t), Z˜2(T ; t)
)
is defined
to be
Γ =
(
〈DZ˜1(T ; t), DZ˜1(T ; t)〉 〈DZ˜1(T ; t), DZ˜2(T ; t)〉
〈DZ˜2(T ; t), DZ˜1(T ; t)〉 〈DZ˜2(T ; t), DZ˜2(T ; t)〉
)
.
Recalling Definition 2.1.1 of Nualart (2006), to prove that
(
Z˜1(T ; t), Z˜2(T ; t)
)
is nondegener-
ate, we need to prove that (i) Z˜i(T ; t) ∈ D
∞, i = 1, 2 and (ii) Γ is invertible almost surely and
its determinant, denoted as det(Γ), satisfies
(
det(Γ)
)−1
∈ ∩p≥1L
p(Ω), where Lp(Ω) denotes
the space of random variables X with E[|X|p] < +∞. Because c˜∗2, and c3 are piece-wise con-
tinuous and thus bounded, Theorem 2.2.2 in Nualart (2006) implies Z˜i(T ; t) ∈ D
∞, i = 1, 2.
Thus, we only need to prove (ii) in the following.
Theorem 2.2.1 and equation (2.53) in Nualart (2006) imply that
DsZ˜1(T ; t) = c3(s)
⊤Z˜1(s; t)Z˜0(s), DsZ˜2(T ; t) = [c˜
∗
2(s) + c3(s)Z˜2(s; t)]
⊤Z˜0(s), s ∈ [t, T ]
where
Z˜0(s) = exp
{∫ T
s
−
1
2
‖c3(τ)‖
2dτ +
∫ T
s
c3(τ)
⊤dW (τ)
}
.
Then, denoting the component of Γ in its i-th row and j-th column as Γi,j, we have
Γ1,1 = 〈DZ˜1(T ; t), DZ˜1(T ; t)〉 =
∫ T
t
‖c3(s)‖
2Z˜1(s; t)
2Z˜0(s)
2ds,
Γ2,2 = 〈DZ˜2(T ; t), DZ˜2(T ; t)〉 =
∫ T
t
‖c˜∗2(s) + c3(s)Z˜2(s; t)‖
2Z˜0(s)
2ds,
Γ1,2 = Γ2,1 = 〈DZ˜1(T ; t), DZ˜2(T ; t)〉 =
∫ T
t
[c˜∗2(s) + c3(s)Z˜2(s; t)]
⊤c3(s)Z˜0(s)
2ds.
Then, Ho¨lder’s inequality implies that det(Γ) ≥ 0, so by Lemma 2.3.1 in Nualart (2006), to
prove that Γ is invertible almost surely and
(
det(Γ)
)−1
∈ ∩p≥1L
p(Ω), we only need to prove
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that for any p ≥ 2, there exists η(p) > 0, such that for all η ∈ (0, η(p)], we have
sup
‖v‖=1
P(v⊤Γv ≤ η) ≤ ηp. (A.4)
For all v = (v1, v2)
⊤ ∈ R2 with ‖v‖ = 1, we have
v⊤Γv =
∫ T
t
‖c3(s)(v1Z˜1(s; t) + v2Z˜2(s; t)) + v2c˜
∗
2(s)‖
2Z˜0(s)
2ds
≥
(
inf
s∈[t,T ]
Z˜0(s)
2
)∫ T
t
‖c3(s)(v1Z˜1(s; t) + v2Z˜2(s; t)) + v2c˜
∗
2(s)‖
2ds
=
(
inf
s∈[t,T ]
Z˜0(s)
2
)∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds, (A.5)
where Hv(s) := v1(Z˜1(s; t)− 1) + v2Z˜2(s; t) satisfies
dHv(s) = (Hv(s)c3(s) + v1c3(s) + v2c˜
∗
2(s))
⊤ dW (s), s ∈ [t, T ], Hv(t) = 0. (A.6)
Consequently, for any v ∈ R2 with ‖v‖ = 1, η > 0, and p ≥ 2,
P(v⊤Γv ≤ η) ≤ P
((
inf
s∈[t,T ]
Z˜0(s)
2
)∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds ≤ η
)
=P
(
sups∈[t,T ] Z˜0(s)
−2∫ T
t
‖c3(s)Hv(s) + v1c3(s) + v2c˜∗2(s)‖
2ds
≥ 1/η
)
≤E
[∣∣∣∣∣ sups∈[t,T ] Z˜0(s)
−2∫ T
t
‖c3(s)Hv(s) + v1c3(s) + v2c˜∗2(s)‖
2ds
∣∣∣∣∣
q] (
1/η
)−q
≤E
[
sup
s∈[t,T ]
Z˜0(s)
−4q
]1/2
E


∣∣∣∣∣ 1∫ T
t
‖c3(s)Hv(s) + v1c3(s) + v2c˜∗2(s)‖
2ds
∣∣∣∣∣
2q


1/2
ηq, (A.7)
where we set 1/0 = +∞.
Note that Z˜0(s) = Z˜0(t)/M(s), where
dM(s) =M(s)c3(s)
⊤dW (s), s ∈ [t, T ], M(t) = 1.
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As a result,
E
[
sup
s∈[t,T ]
Z˜0(s)
−4q
]
= E

Z˜0(t)−4q
(
sup
s∈[t,T ]
M(s)
)4q
≤ E
[
Z˜0(t)
−8q
]1/2
E


(
sup
s∈[t,T ]
M(s)
)8q
1/2
< +∞, (A.8)
where the last inequality is because c3 is piece-wise continuous and thus bounded. Thus,
recalling (A.7), to prove (A.4), we only need to show for any m ≥ 2,
sup
‖v‖=1
E
[
|
1∫ T
t
‖c3(s)Hv(s) + v1c3(s) + v2c˜∗2(s)‖
2ds
|m
]
< +∞. (A.9)
For each v = (v1, v2)
⊤ ∈ R2 with ‖v‖ = 1, because there exists s ∈ [t, T ), such that
v1c3(s) + v2c˜
∗
2(s) 6= 0 and because c˜
∗
2 and c3 are right-continuous, we conclude that ϕ(v) :=∫ T
t
‖v1c3(s) + v2c˜
∗
2(s)‖
2ds > 0. It is straightforward to see that ϕ(v) is continuous in v, so
L := inf‖v‖=1 ϕ(v) > 0. Because c˜
∗
2 and c3 are in Cpw([0, T );R
d), they are bounded on [0, T )
by certain constant C¯ > 0. Then, for any v = (v1, v2)
⊤ ∈ R2 with ‖v‖ = 1,
∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds
=
∫ T
t
‖v1c3(s) + v2c˜
∗
2(s)‖
2ds+
∫ T
t
‖c3(s)H
v(s)‖2ds
+ 2
∫ T
t
Hv(s)c3(s)
⊤(v1c3(s) + v2c˜
∗
2(s))ds
≥ L− T sup
s∈[t,T ]
|Hv(s)|2C¯2 − 4T sup
s∈[t,T ]
|Hv(s)|C¯2. (A.10)
Because L − Tδ2C¯2 − 4TδC¯2 ≥ L/2, ∀δ ∈ [0, δ¯] for certain δ¯ > 0, then we conclude from
(A.10) that there exists ǫ¯ > 0 such that for any ǫ ∈ (0, ǫ¯) and v = (v1, v2)
⊤ ∈ R2 with
‖v‖ = 1,
P(
∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds < ǫ, sup
s∈[t,T ]
|Hv(s)| < ǫ1/4) = 0. (A.11)
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Thus, we have for any ǫ ∈ (0, ǫ¯), and any v = (v1, v2) ∈ R
2 with ‖v‖ = 1,
P
(∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds < ǫ
)
= P
(∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds < ǫ, sup
s∈[t,T ]
|Hv(s)| ≥ ǫ1/4
)
≤ 2e−
1
2
ǫ−1/2, (A.12)
where the equality is the case due to (A.11) and the inequality is the case due to (A.6) and
to the inequality (A.5) in Nualart (2006). Sending ǫ to 0 in the above, we immediately derive
that
∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds > 0 almost surely. For any m ≥ 2, denote
Q(y) := P
((∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds
)−m
> y
)
, y ≥ 0.
Then, we derive from (A.12) that
Q(y) ≤ 2e−
1
2
y1/(2m) , y ≥ ǫ¯−m. (A.13)
As a result,
E
[(∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds
)−m]
≤ ǫ¯−m+
+ E
[(∫ T
t
‖c3(s)H
v(s) + v1c3(s) + v2c˜
∗
2(s)‖
2ds
)−m
1∫ T
t
‖c3(s)Hv(s)+v1c3(s)+v2c˜∗2(s)‖
2ds<ǫ¯
]
= ǫ¯−m +
∫ ∞
ǫ¯−m
xd(1−Q(x)) = ǫ¯−m + ǫ¯−mQ(ǫ¯−m) +
∫ +∞
ǫ¯−m
Q(x)dx
≤ ǫ¯−m + 2e−
1
2
ǫ¯−1/2 ǫ¯−m +
∫ ∞
ǫ¯−m
2e−
1
2
x1/(2m)dx,
where the second inequality is the case due to (A.13). Note that
∫∞
ǫ¯−m
2e−
1
2
x1/(2m)dx < +∞,
so we immediately derive (A.9). The proof then completes. 
Proof of Lemma 2
(i) For simplicity, we assume β0, β1, β2,i, and β3,i, i = 1, . . . , d are continuous on [0, t1) with
the left-limit at t1 existing and continuous on [t1, T ] for certain t1 ∈ (0, T ). The case
in which [0, T ] is divided into multiple pieces and the above functions are continuous
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on each of the pieces can be treated similarly.
We first prove that SXT ⊆ cls(U). Consider any mollifier η, which is a non-negative,
infinitely differentiable real function on R that is supported on [0, 1] and satisfies∫
R
η(s)ds = 1. For each k ∈ N, define Wk(t) =
(
W1,k(t), ...,Wd,k(t)
)⊤
, where Wi,k(t) :=
k
∫
R
Wi(t − s)η(ks)ds, t ∈ [0, T ] with the convention that Wi(t) = 0, t < 0. Then,
Wk ∈ C
∞([0, T ],Rd) ⊂ H([0, T ];Rd). Because β0, β1, β2,i, and β3,i, i = 1, . . . , d are
continuous on [0, t1) with the left-limit at t1 existing, Theorem 3.1 of Gyo¨ngy (1989)
yields that maxt∈[0,t1] ‖X(t) − fWk(t)‖ converges to 0 in probability. In particular,
‖X(t1)− fWk(t1)‖ converges to 0 in probability.
Recall that X(t) = X˜(t;X(t1)), t ∈ [t1, T ], where X˜(t, ξ) stands for the solution to
the SDE (A.2) that starts at time t1 with initial value ξ. We also have fWk(t) =
f˜Wk,fWk (t1), where f˜w,x stands for the solution to (A.3) that starts from time t1 with
initial value x. Consider X˜(t;X(t1)), t ∈ [t1, T ] on the filtered probability space
(Ω,F , (Ft)t∈[t1,T ],P) and recall ‖X(t1) − fWk(t1)‖ converges to 0 in probability. Be-
cause β0, β1, β2,i, and β3,i, i = 1, . . . , d are continuous on [t1, T ], Theorem 3.1 of
Gyo¨ngy (1989) yields that maxt∈[t1,T ] ‖X˜(t;X(t1))− f˜Wk,fWk (t1)(t)‖ converges in prob-
ability to 0. As a result, maxt∈[t1,T ] ‖X(t) − fWk(t)‖ converges in probability to 0
and, consequently, maxt∈[0,T ] ‖X(t) − fWk(t)‖ converges in probability to 0. In other
words, fWk , viewed as a random variable taking values on C([0, T ];R
d), converges in
probability to X , viewed as a random variable on the same space. Then,
P(X ∈ cls(U)) ≥ lim sup
k↑+∞
P(fWk ∈ cls(U)) = 1,
showing that SXT ⊆ cls(U).
Next, we prove SXT ⊇ cls(U). To this end, we first show that cls(U) = cls(U¯), where
U¯ := {fw ∈ C([0, T ];R
l) : w ∈ C∞([0, T ];Rd)}. Because β0, β1, β2,i, and β3,i, i =
1, . . . , d are continuous on [0, t1) with the left-limit at t1 existing, the first part of
the proof of Theorem 4.1 in Gyo¨ngy (1989) yields that {fw ∈ C([0, t1];R
l) : w ∈
C∞([0, t1];R
d)} is dense in {fw ∈ C([0, t1];R
l) : w ∈ H([0, t1];R
d)}. Similarly, {fw ∈
C([t1, T ];R
l) : w ∈ C∞([t1, T ];R
d)} is dense in {fw ∈ C([t1, T ];R
l) : w ∈ H([t1, T ];R
d)}.
Note that fw depends on w via w
′ only. As a result, cls(U) = cls(U¯). Therefore, in the
following we only need to prove SXT ⊇ cls(U¯).
Fix any w ∈ C∞([0, T ];Rd) and ǫ > 0. Define f˜w,x(t), t ∈ [t1, T ] to be the solution to
(A.3) that starts from time t1 with initial value x. Then, it is straightforward to show
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that there exists L > 0 such that
max
t∈[t1,T ]
‖f˜w,x(t)− f˜w,y(t)‖ ≤ L‖x− y‖, x, y ∈ R
l. (A.14)
Because β0, β1, β2,i, and β3,i, i = 1, . . . , d are continuous on [0, t1) with the left-
limit at t1 existing, Theorem 4.1 of Gyo¨ngy (1989) shows that SXt1 is the closure of
{fw ∈ C([0, t1];R
l) : w ∈ H([0, t1];R
d)}, so we have
P
(
max
t∈[0,t1]
‖X(t)− fw(t)‖ <
ǫ
3(L+ 1)
)
> 0. (A.15)
Denote by (Pt1,x)x∈Rl to be the family of probability measures conditional on X(t1) =
x, x ∈ Rl. Then, because β0, β1, β2,i, and β3,i, i = 1, . . . , d are continuous on [t1, T ], for
each x ∈ Rl, applying Theorem 4.1 of Gyo¨ngy (1989), we conclude that the support of
X˜(t; x), t ∈ [t1, T ], which is the solution to the SDE (A.2) that starts at time t1 with
initial value x, is the same as the closure of {f˜w,x ∈ C([t1, T ];R
l) : w ∈ H([t1, T ];R
d)},
where f˜w,x is the solution to the ODE (A.3) that starts from time t1 with initial value
x. As a result,
η(x) := Pt1,x
(
max
t∈[t1,T ]
‖X˜(t; x)− f˜w,x(t)‖ <
ǫ
3
)
> 0.
Then, denoting by A the event that maxt∈[0,t1] ‖X(t)−fw(t)‖ <
ǫ
3
and maxt∈[t1,T ] ‖f˜w,fw(t1)(t)−
f˜w,X(t1)(t)‖ <
ǫ
3
, we have
P
(
max
t∈[0,T ]
‖X(t)− fw(t)‖ < ǫ
)
≥ P
(
max
t∈[0,t1]
‖X(t)− fw(t)‖ <
ǫ
3
, max
t∈[t1,T ]
‖X(t)− fw(t)‖ <
2ǫ
3
)
= P
(
max
t∈[0,t1]
‖X(t)− fw(t)‖ <
ǫ
3
, max
t∈[t1,T ]
‖X˜(t;X(t1))− f˜w,fw(t1)(t)‖ <
2ǫ
3
)
≥ P
(
A and max
t∈[t1,T ]
‖X˜(t;X(t1))− f˜w,X(t1)(t)‖ <
ǫ
3
)
= E
[
1AP
(
max
t∈[t1,T ]
‖X˜(t;X(t1))− f˜w,X(t1)(t)‖ <
ǫ
3
|Ft1
)]
= E[1Aη(X(t1))],
where the last equality is the case due to the Markovian property of X . By (A.14) and
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(A.15), we conclude that P(A) > 0. Because η(x) > 0 for all x, we conclude that
P
(
max
t∈[0,T ]
‖X(t)− fw(t)‖ < ǫ
)
≥ E[1Aη(X(t1))] > 0.
This shows that SXT ⊇ cls(U¯).
(ii) We first prove that cls(Ut) ⊆ SX(t). For any y ∈ cls(Ut), there exists fn ∈ U such
that fn(t) converges to y. Then, for each fixed ǫ > 0, there exists nǫ such that
‖fnǫ(t)− y‖ < ǫ/2. Consequently,
P(‖X(t)− y‖ < ǫ) ≥ P(‖X(t)− fnǫ(t)‖ < ǫ/2) ≥ P( max
t∈[0,T ]
‖X(t)− fnǫ(t)‖ < ǫ/2) > 0,
where the last inequality is the case because fnǫ ∈ U and SXT = cls(U).
Next, we prove SX(t) ⊆ cls(U¯t). To this end, consider any y /∈ cls(U¯t). Then, there
exists ǫ0 > 0 such that ‖f(t)− y‖ ≥ ǫ0 for any f ∈ U¯ . Because SXT = cls(U¯), we have
‖f(t)− y‖ ≥ ǫ0 for any f ∈ SXT . Consequently, A := {f ∈ C([0, T ];R
l) : ‖f(t)− y‖ <
ǫ0} ⊆ S
c
XT , where S
c
XT stands for the complement of SXT . As a result,
P(‖X(t)− y‖ < ǫ0) = P(X ∈ A) ≤ P(X ∈ S
c
XT ) = 0,
where the last equality is the case because SXT is the support of X . Thus, y /∈ SX(t).
In other words, SX(t) ⊆ cls(U¯t). Recall that U¯t ⊂ Ut by their definition. Thus, we have
SX(t) = cls(Ut) = cls(U¯t).
(iii) Fix any u, v ∈ C∞([0, T ];Rd) and for any λ ∈ [0, 1], define wλ := λu+(1−λ)v. By Gron-
wall’s inequality, we conclude from equation (A.3) that L1 := supλ∈[0,1]maxt∈[0,T ] fwλ(t) <
+∞. Moreover, there exists L2 > 0 such that |wλ1,i − wλ2,i| ≤ L2|λ1 − λ2|, ∀λ1, λ2 ∈
[0, 1]. Applying Gronwall’s inequality again, we conclude from equation (A.3) that fwλ
is continuous in λ. Therefore, U¯ and U¯t, t ∈ [0, T ], are connected.
When ℓ = 1, because U¯t is connected, it is an interval. As a result, SX(t) = cls(U¯t) is
also an interval. 
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B Proofs
B.1 Proof of Theorem 1
By (3.16), parts (i)–(iii) are consequences of straightforward calculation, so we only need
to prove (iv) in the following.
Recall Z˜1(T ; t) and Z˜2(T ; t) as defined in Lemma 1. It is straightforward to see that
X˜∗(T ; t, x) = xZ˜1(T ; t) + Z˜2(T ; t).
Noting that Z˜1(T ; t) > 0, we derive
F ∗(t, x, y) =
∫ +∞
0
∫ y−z1x
−∞
g(z1, z2; t)dz2dz1,
where g(z1, z2; t) stands for the density of (Z˜1(T ; t), Z˜2(T ; t)). By Lemma 1,
sup
z1,z2
(z21 + z
2
2)
k/2
∣∣∣∣ ∂i+jg∂zi1∂zj2 (z1, z2; t)
∣∣∣∣ < +∞ (B.1)
for any k, i, j ≥ 0, so the dominated convergence theorem yields that F ∗(t, x, y) is differen-
tiable in y and its derivative is
∂F ∗
∂y
(t, x, y) =
∫ +∞
0
g(z1, y − z1x; t)dz1, (B.2)
and that F ∗(t, x, y) is differentiable in x with derivative
∂F ∗
∂x
(t, x, y) = −
∫ +∞
0
z1g(z1, y − z1x; t)dz1. (B.3)
Moreover, ∂F
∗
∂y
(t, x, y) and ∂F
∗
∂x
(t, x, y) are continuous in (x, y), so F ∗(t, x, y) is differentiable
in (x, y). Similar arguments show that F ∗ is infinitely differentiable in (x, y) with
∂i+jF ∗
∂xi∂yj
(t, x, y) =
∫ +∞
0
∂i+j
∂xi∂yj
(∫ y−z1x
−∞
g(z1, z2; t)dz2
)
dz1.
Moreover, F ∗(t, x, y) and its derivatives with respect to x and y of any order are bounded in
(x, y) ∈ R2.
Finally, recalling (3.16), we complete the proof. 
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B.2 Proof of Theorem 2
We need to consider F ∗(t, x, y) in following discussion and then recall the transformation
(3.16).
We prove (i) first, and we only need to consider the case in which t∗ < t
∗. Straightforward
calculation yields that F ∗ ∈ C1,∞
(
[ti−1, ti)× (R
2\{(ξ, ξ)})
)
and (3.21) holds. In particular,
∂F ∗
∂t
(t, x, y) =


φ
(
ln( y−ξx−ξ )−a¯t
b¯t
)
1y>ξ
[
g1(t) ln
(
y−ξ
x−ξ
)
+ g2(t)
]
, y ∈ R, x > ξ,
0, y 6= ξ, x = ξ,
−φ
(
ln( ξ−yξ−x)−a¯t
b¯t
)
1y<ξ
[
g1(t) ln
(
ξ−y
ξ−x
)
+ g2(t)
]
, y ∈ R, x < ξ,
where b¯t, a¯t are given in Theorem 1-(iii), and
g1(t) =
d
dt
(1/b¯t), g2(t) =
d
dt
(−a¯t/b¯t).
By the definition of t∗ and t∗, we have b¯t > 0 for any t < t
∗, so for any τ ∈ [t∗, t
∗), g1(t) and
g2(t) are bounded in t ∈ [t∗, τ ] and φ
(
(z − a¯t)/b¯t
)
P (z) are bounded in (t, z) ∈ [t∗, τ ]× R for
any polynomial function P (z). Thus,
sup
t∈[t∗,τ ],(x,y)6=(ξ,ξ)
|F ∗t (t, x, y)| < +∞.
Similar calculation shows that for any j, k ∈ N ∪ {0}, we have
∂1+j+kF ∗
∂t∂xj∂yk
(t, x, y) = 1y>ξ(x− ξ)
−j(y − ξ)−k
×
j+k∑
n=0
hn(t, ln
(
y − ξ
x− ξ
)
)φ(n)

 ln
(
y−ξ
x−ξ
)
− a¯t
b¯t

 , y ∈ R, x > ξ, (B.4)
where φ(n) stands for the n-th derivative of φ and hn(t, z) is certain function of (t, z) such
that supt∈[t∗,τ ] |hn(t, z)| < Cn(1+ |z|), z ∈ R for certain positive constant Cn.
∂1+j+kF ∗
∂t∂xj∂yk
(t, x, y)
takes a similar form when x < ξ and is 0 when x = ξ and y 6= ξ. For each fixed δ > 0,
(x, y) /∈ B2(ξ, δ) implies that
|x− ξ|−1 ≤ δ−1
(
1 +
(
y − ξ
x− ξ
)2)1/2
, |y − ξ|−1 ≤ δ−1
(
1 +
(
y − ξ
x− ξ
)−2)1/2
.
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Together with (B.4) and noting that for any m ∈ R, (1 + | ln z|)(1 + zm)|φ(n)((ln z − a¯t)/b¯t)|
is bounded in (t, z) ∈ [t∗, τ ]× (0,+∞), we immediately conclude (3.22) for ℓ = 1. The case
ℓ = 0 can be treated similarly.
Next, we prove (ii), and we only need to consider the case in which t∗ > 0. By the
definition of t∗ and t
∗, we conclude that for each τ ∈ (tm−1, t∗), it is either the case in which
c3(s) = 0, ∀s ∈ [τ, T ) or the case in which for any v = (v1, v2)
⊤ ∈ R2 with ‖v‖ = 1, there
exists s ∈ [τ, T ) such that v1c3(s) + v2c˜
∗
2(s) 6= 0. Thus, Theorem 1 yields that F
∗(τ, x, y) is
infinitely differentiable in (x, y) ∈ R2 with bounded derivatives. Recall that
F ∗(t, x, y) = E[F ∗(τ, X˜∗(τ ; t, x), y)].
Because X˜(τ ; t, x) is infinitely differentiable in x pathwisely, and the derivatives of any order
have finite arbitrary order moments, the dominated convergence theorem yields that for any
j, k ∈ N0,
∂j+kF ∗
∂xj∂yk
(t, x, y) = E
[
∂j+k
∂xj∂yk
F ∗(τ, X˜∗(τ ; t, x), y)
]
.
Because the derivatives of X˜∗(τ ; t, x) with respect to x is continuous in (t, x), the domi-
nated convergence theorem yields that ∂
j+kF ∗
∂xj∂yk
(t, x, y) is continuous and bounded in (t, x, y) ∈
[tm−1, τ) × R
2. Moreover, Chapter 5, Theorem 6.1 Friedman (2012) implies that for each
fixed y ∈ R, F ∗(t, x, y), as a function of (t, x), belongs to C1,2([tm−1, τ)× R) and
F ∗t (t, x, y) = −
1
2
‖c˜∗2(t) + c3(t)x‖
2F ∗xx(t, x, y), (t, x, y) ∈ [tm−1, τ)× R
2, (B.5)
showing that F ∗t exists and F
∗
t (t, x, y) is continuous in (t, x, y) ∈ [tm−1, τ)×R
2 and infinitely
differentiable in (x, y) ∈ R2, and supt∈[tm−1,τ),y∈R |
∂j+kF ∗t
∂xj∂yk
(t, x, y)| is of polynomial growth in
x for any j, k ∈ N0. Because τ is arbitrarily, we conclude that F
∗ ∈ C1,∞
(
[tm−1, t∗) × R
2
)
,
F ∗t ∈ C
0,∞
(
[tm−1, t∗) × R
2
)
, and for any τ ′ ∈ [tm−1, t∗) and j, k ∈ N0, |
∂j+kF ∗
∂xj∂yk
(t, x, y)| is
bounded in (t, x, y) ∈ [tm−1, τ
′] × R2 and supt∈[tm−1,τ ′],y∈R |
∂j+kF ∗t
∂xj∂yk
(t, x, y)| is of polynomial
growth in x. Similar arguments show that for any i = 1, . . . , m − 1, F ∗ ∈ C1,∞
(
[ti−1, ti) ×
R2
)
, F ∗t ∈ C
0,∞
(
[ti−1, ti) × R
2
)
, |∂
i+jF ∗
∂xi∂yj
(t, x, y)| is bounded in (t, x, y) ∈ [ti−1, ti) × R
2, and
supt∈[ti−1,ti),y∈R |
∂i+jF ∗t
∂xi∂yj
(t, x, y)| is of polynomial growth in x. Combining (3.13), (3.16), and
(B.5), we derive that AF (t, x, y) = 0.
Next, we prove (iii), and we only need to consider the case t∗ ∈ (0, t
∗). For any t ∈ [0, t∗),
we have F ∗(t, x, y) = E[F ∗(t∗, X˜
∗(t∗; t, x), y)]. Fixing (x0, y0) 6= (ξ, ξ) and we prove that
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F ∗(t, x, y) is continuous at (t∗, x0, y0) from the left of t∗. When y0 6= ξ, because F
∗(t∗, x
′, y′)
is continuous in (x′, y′) 6= (ξ, ξ) and because X˜∗(t∗; t, x) is continuous in (t, x) pointwisely,
the dominated convergence theorem yields that limt↑t∗,(x,y)→(x0,y0) F
∗(t, x, y) = F ∗(t∗, x0, y0).
When x0 6= ξ and y0 = ξ, Corollary 1 shows that P(X˜
∗(t∗; t, x) = ξ) = 0 for any t and
x 6= ξ, so the dominated convergence theorem again yields that limt↑t∗ ,(x,y)→(x0,y0) F
∗(t, x, y) =
F ∗(t∗, x0, y0).
The same calculation as in the proof of part (ii) of the theorem yields that for any
j, k ∈ N0
sup
x∈R
∣∣∣∣∂j+kF ∗∂xj∂yk (t∗, x, y)
∣∣∣∣ ≤ Cj,k|y − ξ|−(j+k), y 6= ξ (B.6)
for some constant Cj,k > 0. Because X˜(t∗; t, x) is infinitely differentiable in x pathwisely, and
the derivatives of any order have finite moments of any order, the dominated convergence
theorem immediately yields that
∂j+kF ∗
∂xj∂yk
(t, x, y) = E
[
∂j+k
∂xj∂yk
F ∗(t∗, X˜
∗(t∗; t, x), y)
]
, t ∈ [0, t∗], x ∈ R, y 6= ξ
and that ∂
j+kF ∗
∂xj∂yk
is continuous at (t∗, x, y) from the left of t∗ for any x ∈ R and y 6= ξ. More-
over, (B.6) yields that for any δ > 0, supt∈[0,t∗],x∈R,|y−ξ|>δ
∣∣∣∂j+kF ∗∂xj∂yk (t, x, y)∣∣∣ < +∞, which to-
gether with (3.22) yields that (3.24) holds. Recalling (3.23), we have supt∈[0,τ ],|y−ξ|>δ
∣∣∣∂j+kF ∗t∂xj∂yk (t, x, y)∣∣∣
is of polynomial growth in x for any δ > 0 and τ ∈ [0, t∗).
Now, we prove (iv), and only need to consider the case t∗ > 0. For each t ∈ [0, t∗), it is
either the case in which c3(s) = 0, ∀s ∈ [t, T ) or the case in which for any v = (v1, v2)
⊤ ∈ R2
with ‖v‖ = 1, there exists s ∈ [t, T ) such that v1c3(s) + v2c˜
∗
2(s) 6= 0. When c3(s) =
0, ∀s ∈ [t, T ) , the definition of t∗ implies that c2(s) 6= 0 for some s ∈ [t, t∗), and a direct
calculation shows that ∂F
∗
∂x
(t, x, y) < 0, for any (x, y) ∈ R2. For the later case and for
sake of contradiction, we assume there exists (x, y) ∈ R2, such that F ∗(t, x, y) ∈ (0, 1) and
∂F ∗
∂x
(t, x, y) ≥ 0. According to (B.3), we obtain that ∂F
∗
∂x
(t, x, y) = 0, which together with
(B.2) implies that ∂F
∗
∂y
(t, x, y) = 0. Theorem 1 yields that X˜∗(T ; t, x) has a continuous
density and Lemma 2-(iii) then implies that the interior of the support of X˜∗(T ; t, x) is a
nonempty interval, so y is in the interior of the support from F ∗(t, x, y) ∈ (0, 1). Proposition
2.1.8 of Nualart (2006) further implies that the density, i.e. ∂F
∗
∂y
(t, x, y) is positive when y is
in the interior of the support of X˜∗(T ; t, x). Then, we arrive a contradiction.
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When t∗ < t
∗, for any t ∈ [t∗, t
∗), straightforward calculation yields that
∂F ∗
∂x
(t, x, y) =


−φ
(
ln( y−ξx−ξ)−a¯t
b¯t
)
(1x>ξ)
1
b¯t(x−ξ)
, x ∈ R, y > ξ
0, x 6= ξ, y = ξ,
φ
(
ln( ξ−yξ−x)−a¯t
b¯t
)
(1x<ξ)
1
b¯t(x−ξ)
, x ∈ R, y < ξ,
Because for fixed t ∈ [t∗, t
∗), F ∗(t, x, y) ∈ (0, 1) if and only if x > ξ, y > ξ or x < ξ, y < ξ,
then ∂F
∗
∂x
(t, x, y) < 0.
Finally, we prove (v). We consider the case x > y only, as the case x < y can be treated
similarly. Because c˜∗2, c3 ∈ Cpw([0, T ];R
d), there exists C > 0 such that E[|X˜∗(t∗; t, x′) −
x′|2] ≤ C|t∗− t| for all x′ and t that is sufficiently close to t∗. By Chebyshev’s inequality, for
all t that is sufficiently close to t∗ and all x′ > y′,
F ∗(t, x′, y′) = P(X˜∗(t∗; t, x′) ≤ y′) ≤ P(|X˜∗(t∗; t, x′)− x′| ≥ x′ − y′)
≤ E[|X˜∗(t∗; t, x′)− x′|2]/(x′ − y′)2 ≤ C|t∗ − t|/(x′ − y′)2,
which immediately implies limt↑t∗,(x′,y′)→(x,y) F
∗(t, x′, y′) = 0 = F ∗(t∗, x, y). 
B.3 Proof of Corollary 2
Because of (3.16), we need to consider G∗(t, x, y) in following discussion. (i) is trivial to
prove, so next we assume t∗ > 0 and prove (ii) and (iii).
For any t ∈ [t∗, t
∗) and x 6= ξ, X˜∗(T ; t, x) has a continuous density, the support of
X˜∗(T ; t, x) is an interval, and the density is positive in the interior of the support of
X˜∗(T ; t, x). Thus, G∗(t, x, α) is uniquely determined by F ∗(t, x, G∗(t, x, α)) = α, and
F ∗y (t, x, G
∗(t, x, α)) > 0. Suppose t∗ > 0 and consider any t ∈ [0, t∗) and x ∈ R. Be-
cause t < t∗, Theorem 1 yields that X˜
∗(T ; t, x) has a continuous density and Lemma 2-(iii)
then implies that the interior of the support of X˜∗(T ; t, x) is a nonempty interval. Proposi-
tion 2.1.8 of Nualart (2006) further implies that the density is positive in the interior of the
support of X˜∗(T ; t, x). Thus, G∗(t, x, α) is uniquely determined by F ∗(t, x, G∗(t, x, α)) = α
and F ∗y (t, x, G
∗(t, x, α)) > 0. Then, (ii) and (iii) of the corollary just follows from the implicit
function theorem and Theorem 2.
Finally, we prove (iv). Fix any x ∈ R and α ∈ (0, 1). For the sake of contradiction,
suppose G∗(t, x′, α′) does not converge to x when (t, x′, α′)→ (t∗, x, α). Then, there exists a
sequence (tn, xn, αn) that converges to (t
∗, x, α) and satisfies either G∗(tn, xn, αn) ≥ x+δ, n ∈
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N or G∗(tn, xn, αn) ≤ x − δ, n ∈ N for some δ > 0. If t∗ < t
∗ and xn = ξ for infinitely many
n, we immediately have x = ξ and G∗(tn, xn, αn) = G
∗(tn, ξ, αn) = ξ for certain n, which is a
contradiction. If t∗ = t
∗ or xn = ξ only for finitely many n, we conclude that for sufficiently
large n, F ∗(tn, xn, G
∗(tn, xn, αn)) = αn. In the case in which G
∗(tn, xn, αn) ≥ x + δ, n ∈ N,
we have αn = F
∗(tn, xn, G
∗(tn, xn, αn)) ≥ F
∗(tn, xn, x + δ). Because αn → α ∈ (0, 1)
and F ∗(tn, xn, x + δ) → F
∗(t∗, x, x + δ) = 1 by Theorem 2-(v), we arrive at contradiction.
Similarly, in the case in which G∗(tn, xn, αn) ≤ x−δ, n ∈ N, we can also derive contradiction.
The proof then completes. 
B.4 Proof of Theorem 3
Because of the transformation (3.9), we only need to consider the support of the distri-
bution of X∗(t), denoted by SX∗(t), and the set of reachable states of X
∗ at time t, denoted
by X∗t . For any t ∈ [0, t), we have c
∗
2(t) = 0 and thus h(t) = 0. As a result, t ≤ t¯. For
readability, we divide the remaining proof into several steps.
B.4.1 Characterize SX∗(t) by an optimal control problem
Lemma 2 shows that SX∗(t) is a closed interval with the lower end x
∗(t) ∈ [−∞,+∞) and
the upper end x¯∗(t) ∈ (−∞,+∞]. Moreover,
x∗(t) = inf
w∈H([0,T ];Rd)
fw(t) = inf
w∈C∞([0,T ];Rd)
fw(t) = inf
w∈Hˆ([0,T ];Rd)
fw(t),
x¯∗(t) = sup
w∈H([0,T ];Rd)
fw(t) = sup
w∈C∞([0,T ];Rd)
fw(t) = sup
w∈Hˆ([0,T ];Rd)
fw(t),
where Hˆ([0, T ];Rd) denotes the set of absolutely continuous w with a bounded derivative
and for each w ∈ H([0, T ];Rd), fw is the solution to the following ODE:
f ′w(t) = H
w(t, fw(t)), t ∈ [0, T ], fw(0) = 0. (B.7)
Here,
Hw(t, x) :=
(
c∗2(t) + c3(t)x
)⊤(
w′(t)−
1
2
c3(t)
)
, t ∈ [0, T ], x ∈ R. (B.8)
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Then, straightforward calculation yields
fw(t) =
∫ t
0
e
∫ t
s
c3(τ)⊤(− 12 c3(τ)+w′(τ))dτc∗2(s)
⊤
(
−
1
2
c3(s) + w
′(s)
)
ds, t ∈ [0, T ].
As aresult, for any t < s, by considering a particular w ∈ H([0, T ];Rd) with w′(τ) =
1
2
c3(τ), τ ∈ (t, s], it is straightforward to see that
inf
w∈H([0,T ];Rd)
fw(s) ≤ inf
w∈H([0,T ];Rd)
fw(t), sup
w∈H([0,T ];Rd)
fw(s) ≥ sup
w∈H([0,T ];Rd)
fw(t),
so x∗(s) ≤ x∗(t) and x¯∗(s) ≥ x¯∗(t), i.e., SX∗(t) ⊆ SX∗(s).
Next, we prove that x∗ and x¯∗ are left-continuous. Fix any t ∈ (0, T ]. Because x∗ is
decreasing, we conclude x∗(t) ≤ lim infs↑t x
∗(s). On the other hand, for any w ∈ Hˆ([0, T ];Rd),
we have
fw(t) = lim
s↑t
fw(s) ≥ lim sup
s↑t
x∗(s).
As a result, x∗(t) = infw∈Hˆ([0,T ];Rd) fw(t) ≥ lim sups↑t x
∗(s). Thus, x∗(t) = lims↑t x
∗(s). Simi-
larly, x¯∗(t) = lims↑t x¯
∗(s).
Because SX(t) = λ0(t) + λ1(t)
(
x0 + SX∗(t)
)
, we derive x(t) = λ0(t) + λ1(t) (x0 + x
∗(t))
and x¯(t) = λ0(t) + λ1(t) (x0 + x¯
∗(t)). Because λ0 and λ1 are continuous, we conclude that x
and x¯ are left-continuous.
Next, we solve x∗(t) and x¯∗(t). For any w ∈ Hˆ([0, T ];Rd) and (t, x) ∈ [0, T ]× R, define
V w(t, x; τ), τ ∈ [t, T ] to be the solution to the following equation
∂V w
∂τ
(t, x; τ) = Hw
(
τ, V w(t, x; τ)
)
, τ ∈ [t, T ], V w(t, x; t) = x.
By definition, fw(s) = V
w(0, 0; s), s ∈ [0, T ]. Straightforward calculation shows that
V w(t, x; τ) := xe
∫ τ
t
c3(z)⊤(− 12 c3(z)+w′(z))dz
+
∫ τ
t
e
∫ τ
s
c3(z)⊤(− 12 c3(z)+w′(z))dzc∗2(s)
⊤
(
−
1
2
c3(s) + w
′(s)
)
ds. (B.9)
Consequently, denoting by V wt and V
w
x the partial derivatives of V
w with respect to t and x,
respectively, we derive, for any fixed τ ∈ (0, T ], that
V wt (t, x; τ) + V
w
x (t, x; τ)H
w(t, x) = 0, ∀x ∈ R and almost everywhere t ∈ [0, τ ]. (B.10)
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As a result, for any w, wˆ ∈ Hˆ([0, T ];Rd) and τ ∈ (0, T ], we have
fwˆ(τ)− fw(τ) = V
w(τ, fwˆ(τ); τ)− V
w(0, 0; τ) =
∫ τ
0
∂V w
∂s
(s, fwˆ(s); τ)ds
=
∫ τ
0
(
V wt (s, fwˆ(s); τ) + V
w
x (s, fwˆ(s); τ)H
wˆ(s, fwˆ(s))
)
ds
=
∫ τ
0
V wx (s, fwˆ(s); τ)
(
H wˆ(s, fwˆ(s))−H
w(s, fwˆ(s))
)
ds
=
∫ τ
0
e
∫ τ
s c3(z)
⊤(− 12 c3(z)+w
′(z))dz(c∗2(s) + c3(s)fwˆ(s))⊤(wˆ′(s)− w′(s))ds. (B.11)
Because c3 is in Cpw([0, T ];R
d) and thus bounded on [0, T ], there exists a constant L > 0
such that
∣∣‖c∗2(s) + c3(s)x‖ − ‖c∗2(s) + c3(s)y‖∣∣ ≤ ‖c3(s)x− c3(s)y‖ ≤ L|x− y|, ∀x, y ∈ R, s ∈ [0, T ].
As a result, for any constant k ∈ R, we can define gk to be the unique solution to the
following equation:
gk(t) =
∫ t
0
k‖c∗2(s) + c3(s)gk(s)‖ds, t ∈ [0, T ]. (B.12)
Define wk(t) :=
∫ t
0
c3(s)
2
ds + k
∫ t
0
c∗2(s)+c3(s)gk(s)
‖c∗2(s)+c3(s)gk(s)‖
1Ek(s)ds, t ∈ [0, T ], where Ek is the set of
s ∈ [0, T ] such that c∗2(s) + c3(s)gk(s) 6= 0. Then, wk ∈ Hˆ([0, T ];R
d). Straightforward
calculation from (B.7) yields
fwk(t) =
∫ t
0
k
[c∗2(s) + c3(s)fwk(s)]
⊤[c∗2(s) + c3(s)gk(s)]
‖c∗2(s) + c3(s)gk(s)‖
1Ek(s)ds, t ∈ [0, T ]. (B.13)
Comparing (B.12) and (B.13), we derive fwk = gk. Moreover, by the standard comparison
theorem, gk is increasing in k.
Now, taking wˆ = wk in (B.11) and recalling gk = fwk , t ∈ [0, T ], we derive
gk(τ)− fw(τ) =
∫ τ
0
e
∫ τ
s
c3(z)⊤
(
− 1
2
c3(z)+w′(z)
)
dz[c∗2(s) + c3(s)gk(s)]
⊤[w′k(s)− w
′(s)]ds
= k
∫ τ
0
e
∫ τ
s
c3(z)⊤(− 12 c3(z)+w′(z))dz‖c∗2(s) + c3(s)gk(s)‖ds
−
∫ τ
0
e
∫ τ
s
c3(z)⊤(− 12 c3(z)+w′(z))dz
(
c∗2(s) + c3(s)gk(s)
)⊤(
w′(s)−
1
2
c3(s)
)
ds. (B.14)
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Denote Gwk (τ) :=
∫ τ
0
e
∫ τ
s c3(z)
⊤(− 12 c3(z)+w
′(z))dz‖c∗2(s) + c3(s)gk(s)‖ds. Because c3(t) and w
′(t)
are bounded for a.e. t ∈ [0, T ], we conclude from (B.14) that there exists constant Lw > 0,
such that
(k − Lw)G
w
k (τ) ≤ gk(τ)− fw(τ) ≤ (k + Lw)G
w
k (τ), ∀k ∈ R. (B.15)
Because (B.15) is true for all w ∈ Hˆ([0, T ];Rd), we immediately derive that
x¯∗(t) = sup
w∈Hˆ([0,T ];Rd)
fw(t) = lim
k↑+∞
gk(t), x
∗(t) = inf
w∈Hˆ([0,T ];Rd)
fw(t) = lim
k↓−∞
gk(t). (B.16)
B.4.2 Proof of Part (i)
By the definition of t, we conclude X∗(t) = 0, t ∈ [0, t] and thus X(t) = λ0(t) + λ1(t)x0,
t ∈ [0, t], so part (i) of the theorem follows immediately.
B.4.3 Proof of Part (ii)
Fix t ∈ (t, T ]. Note that X∗(t) = X∗(t; t, 0). Recalling the definition of t and applying
Corollary 1-(ii), with [t, T ], x, and c˜∗2 therein set to be [t, t], 0, and c
∗
2, respectively, we
immediately conclude thatX∗(t) = X∗(t; t, 0) possesses a probability density function. Then,
X(t) = λ0(t) + λ1(t)(x0 + X
∗(t)) possesses a probability density function, int(SX(t)) is a
nonempty open interval and Xt = int(SX(t)).
Now, fix t ∈ (t¯, T ]. For each s ∈ [0, T ], it follows from the definition of h that
minx∈R ‖c
∗
2(s) + c3(s)x‖ = ‖c
∗
2(s) + c3(s)h(s)‖. As a result,
|gk(t)| = |k|
∫ t
0
‖c∗2(s) + c3(s)gk(s)‖ds ≥ |k|
∫ t
0
‖c∗2(s) + c3(s)h(s)‖ds,
where the first equality comes from (B.12). Sending k in the above to +∞ and −∞, re-
spectively, and recalling that
∫ t
0
‖c∗2(z) + c3(z)h(z)‖dz > 0 because t ∈ (t¯, T ], we immedi-
ately conclude that x¯∗(t) = limk↑+∞ gk(t) = +∞ and x
∗(t) = limk↓−∞ gk(t) = −∞, i.e.,
Xt = X
∗
t = R.
B.4.4 Proof of Part (iii)
Recall that gk as defined in (B.12). As already showed in Section B.4.1, gk is increasing
in k. Moreover, g0(s) = 0, ∀s ∈ [0, T ], so gk(s) ≥ 0, s ∈ [0, T ] for all k ≥ 0 and gk(s) ≤ 0, s ∈
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[0, T ] for all k ≤ 0. In addition, it is straightforward to see from (B.12) that for k ≥ 0, gk(s)
is increasing in s ∈ [0, T ] and for k ≤ 0, gk(s) is decreasing in s ∈ [0, T ].
Assume t < t¯ and fix t ∈ (t, t¯] in the following. We claim that τt > t. Otherwise, we
have c3(z) = 0, z ∈ (t, t¯). By the definition of t¯, we have c2(z) + c3(z)h(z) = 0 for almost
everywhere z ∈ [t, t¯]. By the right-continuity of c2, we derive c2(z) = 0, ∀z ∈ [t, t¯). Then, by
the definition of t, we have t ≥ t¯, which is a contradiction. Thus, we must have τt > t.
By the definition of t¯, we have c∗2(z) = −c3(z)h(z) for almost everywhere z ∈ [0, t¯). As a
result, we conclude from (B.12) that
gk(s) = k
(∫ s
0
‖c3(z)‖|gk(z)− h(z)|dz
)
, s ∈ [0, t¯]. (B.17)
By the definition of t, c∗2(z) = 0 and thus h(z) = 0 for all z ∈ [0, t). As a result, gk(s) =
k
(∫ s
0
‖c3(z)‖|gk(z)|dz
)
, ∀s ∈ [0, t], which implies gk(s) = 0, ∀s ∈ [0, t], and
gk(s) = k
∫ s
t
‖c3(z)‖|gk(z)− h(z)|dz, s ∈ [t, t¯]. (B.18)
Suppose that there exists s ∈ [t, t) such that h(s) < 0. Then, by the definition of h, we
must have c3(s) 6= 0. By the right-continuity of c
∗
2 and c3, there exists ǫ0 > 0 and δ ∈ (0, t−s)
such that h(z) ≤ −ǫ0 and ‖c3(z)‖ ≥ ǫ0 for all z ∈ [s, s+ δ]. As a result, for any k ≥ 0,
∫ t
t
‖c3(z)‖|gk(z)− h(z)|dz ≥
∫ s+δ
s
‖c3(z)‖|gk(z)− h(z)|dz ≥ ǫ
2
0δ,
where the last inequality is the case because gk(z) ≥ 0, z ∈ [0, T ] for all k ≥ 0. We then
conclude from (B.18) that x¯∗(t) = limk↑+∞ gk(t) = +∞.
A similar argument shows that if there exists s ∈ [t, t) such that h(s) > 0, then x∗(t) =
−∞. As a result, Xt = X
∗
t = R.
Next, we consider the case in which h(s) ≤ 0 for all s ∈ [t, t) and there exists s1, s2 ∈
[t, t) ∩ D with s1 < s2 such that h(s1) < h(s2). Then, because h(s1) < 0, as shown in the
above, x¯∗(t) = +∞. Denote g∞(s) := limk↓−∞ gk(s), s ∈ [0, T ]. We claim that g∞(t) = −∞.
For the sake of contradiction, suppose it is not the case, i.e., g∞(t) > −∞. Then, because
gk(s) is decreasing in s ∈ [0, T ] for each k ≤ 0, we have g∞(s) > −∞, ∀s ∈ [0, t]. As a result,
because g∞ is monotone on [0, t], it is continuous almost everywhere on [0, t]. Recalling
that c∗2, c3 ∈ Cpw([0, T ];R
d), that s1, s2 ∈ [t, t) ∩ D, and that h(s1) < h(s2), we can find
s˜1, s˜2 ∈ (t, t) ∩ D with s˜1 < s˜2 such that h(s˜1) < h(s˜2), that h is continuous at s˜i, i = 1, 2,
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and that g∞ is continuous at s˜i, i = 1, 2. Because g∞(s˜1) ≥ g∞(s˜2), there exists ǫ0 > 0 such
that either |g∞(s˜1)−h(s˜1)| > ǫ0 or |g∞(s˜2)−h(s˜2)| > ǫ0. Without loss of generality, suppose
|g∞(s˜1) − h(s˜1)| > ǫ0. Then, if g∞(s˜1) − h(s˜1) > ǫ0, by the continuity of g∞, c3, and h at
s˜1, we can find δ ∈ (0, t− s˜1) such that g∞(z) − h(z) > ǫ0 and ‖c3(z)‖ ≥
1
2
‖c3(s˜1)‖ > 0 for
all z ∈ [s˜1, s˜1 + δ], where ‖c3(s˜1)‖ > 0 because s˜1 ∈ D. Because gk is decreasing in k, we
conclude
gk(z)− h(z) ≥ g∞(z)− h(z) > ǫ0, ∀z ∈ [s˜1, s˜1 + δ], k < 0.
As a result, for any k < 0,
∫ t
t
‖c3(z)‖|gk(z)− h(z)|dz ≥
∫ s˜1+δ
s˜1
‖c3(z)‖|gk(z)− h(z)|dz ≥
1
2
‖c3(s˜1)‖ǫ0δ.
We then conclude from (B.18) by sending k to −∞ therein that g∞(t) = −∞, which con-
tradicts the preassumption that g∞(t) > −∞. Thus, we must have x
∗(t) = g∞(t) = −∞.
Combining with x¯∗(t) = +∞, we conclude that Xt = X
∗
t = R.
If g∞(s˜1)−h(s˜1) < −ǫ0, by the continuity of g∞, c3, and h at s˜1, there exists δ ∈ (0, s˜1−t)
such that |g∞(z) − g∞(s˜1)| + |h(z) − h(s˜1)| <
1
3
ǫ0 and ‖c3(z)‖ ≥
1
2
‖c3(s˜1)‖ > 0 for all
z ∈ [s˜1 − δ, s˜1]. Moreover, there exists K¯ > 0 such that |gk(s˜1 − δ) − g∞(s˜1 − δ)| <
1
3
ǫ0
for all k ≤ −K¯. As a result, because gk(s) is decreasing in s ∈ [0, T ], we have, for each
z ∈ [s˜1 − δ, s˜1] and k ≤ −K¯, that
gk(z)− h(z) ≤ gk(s˜1 − δ)− h(z) ≤ g∞(s˜1 − δ) +
1
3
ǫ0 − h(z)
= g∞(s˜1 − δ)− g∞(s˜1)−
(
h(z)− h(s˜1)) +
1
3
ǫ0 + g∞(s˜1)− h(s˜1) < −
1
3
ǫ0.
As a result,
∫ t
t
‖c3(z)‖|gk(z)− h(z)|dz ≥
∫ s˜1
s˜1−δ
‖c3(z)‖|gk(z)− h(z)|dz ≥
1
6
‖c3(s˜1)‖ǫ0δ.
We then conclude from (B.18) by sending k to −∞ therein that g∞(t) = −∞, which con-
tradicts the preassumption that g∞(t) > −∞. Thus, we must have x
∗(t) = g∞(t) = −∞.
Next, we consider the case in which h(s) ≤ 0, ∀s ∈ [t, t) and h(s) is decreasing in
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s ∈ [t, t) ∩D. For each k ∈ R, consider g˜k defined by the following equation:
g˜k(s) =
∫ s
0
k‖c3(z)‖
(
g˜k(z)− h(z)
)
dz, s ∈ [0, t].
Recalling that c∗2(z) = 0 and thus h(z) = 0 for all z ∈ [0, t), we have g˜k(s) = 0, s ∈ [0, t] and
g˜k(s) = −k
∫ s
t
ek
∫ s
τ ‖c3(z)‖dz‖c3(τ)‖h(τ)dτ, s ∈ [t, t]. (B.19)
Fix k < 0 and consider any s ∈ [t, t) ∩ D. Because h is decreasing on [t, t) ∩ D, we have
h(τ) ≥ h(s) and thus ‖c3(τ)‖h(τ) ≥ ‖c3(τ)‖h(s) for all τ ∈ [t, s]∩D and ‖c3(τ)‖h(τ) = 0 ≥
‖c3(τ)‖h(s) for all τ ∈ [t, s] with c3(τ) = 0. As a result, we conclude from (B.19) that
g˜k(s) ≥ −k
∫ s
t
ek
∫ s
τ ‖c3(z)‖dz‖c3(τ)‖h(s)dτ = h(s)
(
1− ek
∫ s
t ‖c3(z)‖dz
)
≥ h(s),
which implies that ‖c3(s)‖g˜k(s) ≥ ‖c3(s)‖h˜(s). As a result, for any s ∈ [t, t),
‖c3(s)‖
∣∣g˜k(s)− h(s)∣∣ = ‖c3(s)‖(g˜k(s)− h(s)),
so by the uniqueness of the solution to (B.18), we derive
gk(s) = g˜k(s) = −k
∫ s
t
ek
∫ s
τ ‖c3(z)‖dz‖c3(τ)‖h(τ)dτ, ∀s ∈ [t, t]. (B.20)
Fix any s ∈ (t, t] ∩ D˜, where D˜ := {s ∈ (0, T ] : [s − δ, s) ⊆ D for some δ > 0}. Then,
there exists rs ∈ [t, s) such that c3(z) 6= 0 for all z ∈ [rs, s). By (B.20), we have
gk(s) = e
k
∫ s
rs
‖c3(z)‖dzgk(rs)− k
∫ s
rs
ek
∫ s
τ
‖c3(z)‖dz‖c3(τ)‖h(τ)dτ.
Recall that we already showed that gk(z) = g˜k(z) ≥ h(z) for all z ∈ [t, t) ∩ D and that
gk(z) ≤ 0 for all z ∈ [0, T ] and k ≤ 0. Also recall that c3(z) 6= 0, ∀z ∈ [rs, s). As a result,
lim
k↓−∞
ek
∫ s
rs
‖c3(z)‖dzgk(rs) = 0.
On the other hand, because h is right-continuous and decreasing on [t, t) ∩ D, it defines a
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measure on (rs, s), so Fubini’s theorem yields
−k
∫ s
rs
ek
∫ s
τ
‖c3(z)‖dz‖c3(τ)‖h(τ)dτ = h(rs)
(
1− ek
∫ s
rs
‖c3(z)‖dz
)
+
∫
(rs,s)
(
1− ek
∫ s
z
‖c3(τ)‖dτ
)
dh(z).
Because
∫ s
z
‖c3(τ)‖dτ > 0 for any z ∈ (rs, s), the dominated convergence theorem yields that
the limit of the right-hand side of the above equality, as k goes to −∞, is
h(rs) +
∫
(rs,s)
dh(z) = h(s−) := lim
z↑s
h(z).
As a result, x∗(s) = limk↓−∞ gk(s) = h(s−).
Now, by the definition of τt and the right-continuity of c3, we have c3(z) = 0, ∀z ∈ [τt, t).
Because c∗2(z) + c3(z)h(z) = 0 for almost everywhere z ∈ [0, t¯) and because c
∗
2 is right-
continuous, we derive c∗2(z) = 0, ∀z ∈ [τt, t). As a result, X
∗(t) = X∗(τt) so X
∗
t = X
∗
τt .
Thus, x∗(t) = x∗(τt) = lims↑τt x
∗(s), where the second equality is the case due to the left-
continuity of x∗. By the definition of τt and recalling that c
∗
2 and c3 are right-continuous,
for any ǫ ∈ (0, τt − t), there exists s ∈ (τt − ǫ, τt) such that s ∈ D and that c3 and h are
continuous at s; in particular, s ∈ (t, t) ∩ D˜ and thus x∗(s) = h(s−) = h(s). Also recall
that h is decreasing on [t, t) ∩ D. Then, we conclude lims↑τt x
∗(s) = lim[t,τt)∩D∋s↑τt h(s),
i.e., x∗(t) = lim[t,τt)∩D∋s↑τt h(s). Recalling that SX(t) = λ0(t) + λ1(t)
(
x0 + SX∗(t)
)
and that
Xt = int(SX(t)), we complete the proof of part (iii-b).
Finally, part (iii-c) can be proved similarly. 
B.5 Proof of Corollary 3
For any t ∈ [0, T ], because σ(t)σ(t)⊤ is positive definite, so c∗2(t) = c3(t) = 0 if and only
if θ0(t) = θ1(t) = 0, so (4.7) holds.
Next, straightforward calculation yields that for each τ ∈ [0, t∗), c˜∗2(t) + ξc3(t) = 0, ∀t ∈
[τ, t∗) if and only if
θ0(t) = θ1(t)
[∫ T
t
b(s)⊤θ0(s)e
−
∫ s
t b(z)
⊤θ1(z)dzds− ξe−
∫ T
t b(s)
⊤θ1(s)ds
]
= θ1(t)
[∫ t∗
t
b(s)⊤θ0(s)e
−
∫ s
t
b(z)⊤θ1(z)dzds− ξe−
∫ t∗
t
b(s)⊤θ1(s)ds
]
, t ∈ [τ, t∗). (B.21)
Because θ1 ∈ Cpw([0, T ];R
d) and b is bounded, (B.21) has a unique solution. In addition, it
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is straightforward to verify that
θ0(t) = −ξθ1(t), t ∈ [τ, t
∗)
solves (B.21). As a result, c˜∗2(t) + ξc3(t) = 0, ∀t ∈ [τ, t
∗) if and only if θ0(t)+ ξθ1(t) = 0, ∀t ∈
[τ, t∗), so (4.8) holds.
Finally, because θ0(s) = θ1(s) = 0, ∀s ∈ [t
∗, T ) and θ0(s) + ξθ1(s) = 0, ∀s ∈ [t∗, t
∗),
straightforward calculation that for any t ∈ [t∗, t
∗), ξ˜(t) = ξ. 
B.6 Proof of Corollary 4
We first prove (4.11), (4.9), and (4.10). By (4.4) and recalling that σ(t)σ(t)⊤ is positive
definite for all t ∈ [0, T ], we conclude that for any τ ∈ (0, T ], c∗2(t) = 0, ∀t ∈ [0, τ ] if and only
if
θ0(t) = −θ1(t)
(
x0e
∫ t
0
b(s)⊤θ1(s)ds +
∫ t
0
b(s)⊤θ0(s)e
∫ t
s
b(z)⊤θ1(z)dzds
)
, t ∈ [0, τ ]. (B.22)
Because θ1 ∈ Cpw([0, T ];R
d), the above equation of θ0 has a unique solution. Moreover,
it is straightforward to verify that θ0(t) = −x0θ1(t), t ∈ [0, τ ] solves (B.22). As a result,
c∗2(t) = 0, ∀t ∈ [0, τ ] if and only if θ0(t) = −x0θ1(t), t ∈ [0, τ ]. Consequently, we derive (4.9).
Straightforward calculation yields (4.13) and
c∗2(t) + c3(t)h(t) = σ(t)
⊤
(
θ0(t) + θ1(t)h˜(t)
)
e−
∫ t
0
b(s)⊤θ1(s)ds, t ∈ [0, T ].
Because σ(t)σ(t)⊤ is positive definite for all t ∈ [0, T ], we immediately derive (4.10).
Next, because θ0(t) + x0θ1(t) = 0, ∀t ∈ [0, t), we immediately derive from (4.3) that
λ0(t) + λ1(t)x0 = x0, ∀t ∈ [0, t] and from (4.12) that x
∗(t) = x0, ∀t ∈ [0, t]. It follows from
Theorem 3-(i) that Xt = {x0} for all t ∈ [0, t].
Next, we prove that SX(t) is increasing in t ∈ [0, T ]. Lemma 2 shows that SX(t) is a
closed interval with the lower end x(t) ∈ [−∞,+∞) and the upper end x¯(t) ∈ (−∞,+∞].
Moreover,
x(t) = inf
w∈H([0,T ];Rd)
fw(t), x¯(t) = sup
w∈H([0,T ];Rd)
fw(t),
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where fw is given by (A.3) with
β0 = b
⊤θ0, β1 = b
⊤θ1, (β2,1, . . . , β2,d) = θ
⊤
0 σ, (β3,1, . . . , β3,d) = θ
⊤
1 σ. (B.23)
Then, straightforward calculation yields
fw(t) = x0e
∫ t
0 θ1(s)
⊤
(
b(s)− 1
2
σ(s)σ(s)⊤θ1(s)+σ(s)w′(s)
)
ds +
∫ t
0
e
∫ t
s θ1(τ)
⊤
(
b(τ)− 1
2
σ(τ)σ(τ)⊤θ1(τ)+σ(τ)w′(τ)
)
dτ
× θ0(s)
⊤
(
b(s)−
1
2
σ(s)σ(s)⊤θ1(s) + σ(s)w
′(s)
)
ds, t ∈ [0, T ]. (B.24)
For any s ∈ [0, T ), because σ(s)σ(s)⊤ is invertible, for u(s) := σ(s)⊤
(
1
2
θ1(s)− (σ(s)σ(s)
⊤)−1b(s)
)
,
we have
b(s)−
1
2
σ(s)σ(s)⊤θ1(s) + σ(s)u(s) = 0. (B.25)
Then, it is straightforward to see that for any t < s,
inf
w∈H([0,T ];Rd)
fw(s) ≤ inf
w∈H([0,T ];Rd)
fw(t), sup
w∈H([0,T ];Rd)
fw(s) ≥ sup
w∈H([0,T ];Rd)
fw(t),
so SX(t) ⊆ SX(s).
Next, we already showed that Xt = {x0} for all t ∈ [0, t], so Xt is increasing on [0, t].
In addition, Theorem 3 shows that for any t ∈ (t, T ], X(t) possesses a density function,
so Xt = int(SX(t)). Then, because SX(t) is increasing in t ∈ [0, T ], we conclude that Xt is
increasing in t ∈ (t, T ]. To complete the proof that Xt is increasing in t ∈ [0, T ], we only
need to show that x0 ∈ Xt for any t ∈ (t, T ].
Consider any u with u(s) solving (B.25) for any s ∈ [0, T ]. For each K ∈ R, construct
wK ∈ U by setting w
′
K(t) = u(t) + Kσ(t)
⊤[θ0(t) + x0θ1(t)], t ∈ [0, T ]. Then, by (B.24) and
(B.25), we derive
fwK (t) = x0 +K
∫ t
0
eK
∫ t
s
θ1(τ)⊤σ(τ)σ(τ)⊤ [θ0(τ)+x0θ1(τ)]dτ‖σ(s)⊤[θ0(s) + x0θ1(s)]‖
2ds, t ∈ [0, T ].
By the definition of t and recalling that σ(s)σ(s)⊤ is positive definite for any s ∈ [0, T ], we
derive that fwK (t) > x0 for any t ∈ (t, T ] and K > 0 and fwK (t) < x0 for any t ∈ (t, T ] and
K < 0. Therefore, x(t) < x0 < x¯(t), i.e., x0 is in the interior of SX(t) and thus in Xt.
Finally, assume t < t¯ and fix t ∈ (t, t¯] such that θ1(s) 6= 0, s ∈ (t, t). By the definition of
t¯ and recalling (4.10), we derive θ0(s) + θ1(s)h˜(s) = 0 for almost everywhere s ∈ [t, t) and
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thus for all s ∈ (t, t) because θ0, θ1, and h˜ are right-continuous on (t, t). Note from (4.13)
that h is of finite variation on (t, t) if and only if h˜ is of finite variation on (t, t). Thus, we
can differentiate both sides of (4.13) provided that one of h and h˜ is of finite variation, and
the differentiation yields
dh(s) = e−
∫ s
0 b(z)
⊤θ1(z)dzdh˜(s)− b(s)⊤θ1(s)e
−
∫ s
0 b(z)
⊤θ1(z)dzh˜(s)ds− b(s)⊤θ0(s)e
−
∫ s
0 b(z)
⊤θ1(z)dzds
= e−
∫ s
0
b(z)⊤θ1(z)dzdh˜(s), s ∈ (t, t), (B.26)
where the equality is the case because θ0(s)+θ1(s)h˜(s) = 0, s ∈ (t, t). Then, we conclude that
h is decreasing (increasing, respectively) on (t, t) if and only if h˜ is decreasing (increasing,
respectively) on (t, t).
Now, suppose h˜(s) ≤ x∗(s), ∀s ∈ (t, t). Then h(s) ≤ 0, ∀s ∈ (t, t) as θ1(s) 6= 0, s ∈ (t, t).
Because h is right-continuous at t if θ1(t) 6= 0 and h(t) = 0 if θ1(t) = 0, we conclude that
h(s) ≤ 0, ∀s ∈ [t, t). Recall that h is decreasing on (t, t) if and only if h˜ is decreasing on
(t, t). Then, by Theorem 3-(iii)-(b), we immediately conclude that if h˜ is not decreasing
on (t, t), then h is not decreasing on (t, t), and thus Xt = R. Next, we consider the case
in which h˜ is decreasing on (t, t) and thus h is decreasing on (t, t). Because h is right-
continuous at t if θ1(t) 6= 0 and h(t) = 0 if θ1(t) = 0, and because h(s) ≤ 0, ∀s ∈ [t, t),
we conclude that h is decreasing on [t, t). Then, by Theorem 3-(iii)-(b), we immediately
conclude that Xt = (λ0(t) + λ1(t)(x0 + h(t−)),+∞), where h(t−) := lims↑t h(s). By (4.3)
and (4.13), straightforward calculation yields λ0(t) + λ1(t)(x0 + h(t−)) = h˜(t−). Thus,
Xt = (h˜(t−),+∞).
Moreover, if h˜ is decreasing on (t, t), we claim that h˜(s) < x∗(s), ∀s ∈ (t, t). For the
sake of contradiction, suppose h˜(s0) = x
∗(s0) for some s0 ∈ (t, t). Then, by (4.13), we have
h(s0) = 0. Recall we have shown that h(s) ≤ 0, ∀s ∈ [t, t), and h is decreasing on (t, t)
because h˜ is decreasing on (t, t). As a result, h(s) = 0, ∀s ∈ (t, s0] and, consequently, h˜(s) =
x∗(s), ∀s ∈ (t, s0]. It follows from (B.26) that dx
∗(s) = dh˜(s) = 0, ∀s ∈ (t, s0). Because x
∗
is continuous on [0, T ] and x∗(s) = x0, ∀s ∈ [0, t], we conclude that x
∗(s) = x0, ∀s ∈ [0, s0].
As a result, h˜(s) = x∗(s) = x0, ∀s ∈ (t, s0). By (4.10), we have θ0(s) + h˜(s)θ1(s) = 0 for
almost everywhere s ∈ [0, t¯]. Together with the right continuity of θ0, θ1, and h˜ on (t, t),
we derive θ0(s) + x0θ1(s) = θ0(s) + h˜(s)θ1(s) = 0 for all s ∈ (t, s0]. Because θ0 and θ1
are right-continuous, we derive θ0(s) + x0θ1(s) = 0 for all s ∈ [t, s0]. This contradicts the
definition of t.
Finally, the case in which h˜(s) ≥ x∗(s), ∀s ∈ (t, t) can be treated similarly. 
39
References
Bally, V. (1991). On the connection between the malliavin covariance matrix and
ho¨rmander’s condition, Journal of Functional Analysis 96(2): 219–255.
Cattiaux, P. and Mesnager, L. (2002). Hypoelliptic non-homogeneous diffusions, Probability
Theory and Related Fields 123(4): 453–483.
Chaleyat-Maurel, M. and Michel, D. (1984). Hypoellipticity theorems and conditional laws,
Probability Theory and Related Fields 65(4): 573–597.
Colonius, F. and Kliemann, W. (1999). Topological, smooth, and control techniques for
perturbed systems, Stochastic Dynamics, Springer, pp. 181–208.
Derridj, M. (1971). Un proble`me aux limites pour une classe d’ope´rateurs du second ordre
hypoelliptiques, Annales de l’institut Fourier, Vol. 21, pp. 99–148.
Florchinger, P. (1990). Malliavin calculus with time dependent coefficients and application
to nonlinear filtering, Probability Theory and Related Fields 86(2): 203–223.
Friedman, A. (2012). Stochastic differential equations and applications, Courier Corporation.
Gyo¨ngy, I. (1989). The stability of stochastic partial differential equations and applica-
tions. theorems on supports, Stochastic Partial Differential Equations and Applications II,
Springer, pp. 91–118.
Gyo¨ngy, I., Nualart, D. and Sanz-Sole, M. (1995). Approximation and support theorems in
modulus spaces, Probability Theory and Related Fields 101(4): 495–509.
Gyo¨ngy, I. and Pro¨hle, T. (1990). On the approximation of stochastic differential equation
and on stroock-varadhan’s support theorem, Computers & Mathematics with Applications
19(1): 65–70.
He, X. D. and Jiang, Z. (2019). On the equilibrium strategies for time-inconsistent problems
in continuous time. SSRN:3308274.
He, X. D., Jiang, Z. and Kou, S. (2020). Portfolio selection under median maximization.
Ho¨pfner, R., Lo¨cherbach, E., Thieullen, M. et al. (2017). Strongly degenerate time inho-
mogeneous sdes: Densities and support properties. application to hodgkin–huxley type
systems, Bernoulli 23(4A): 2587–2616.
40
Ho¨rmander, L. (1967). Hypoelliptic second order differential equations, Acta Mathematica
119: 147–171.
Ichihara, K. and Kunita, H. (1974). A classification of the second order degenerate elliptic
operators and its probabilistic characterization, Probability Theory and Related Fields
30(3): 235–254.
Kunita, H. (1976). The support of diffusion process and controllability problem (partial
differential equations and their applications).
Kusuoka, S. and Stroock, D. (1984). Applications of the malliavin calculus, part i, North-
Holland Mathematical Library, Vol. 32, Elsevier, pp. 271–306.
Meyn, S. P. and Tweedie, R. L. (1993). Stability of markovian processes ii: Continuous-time
processes and sampled chains, Advances in Applied Probability 25(3): 487–517.
Nualart, D. (2006). The Malliavin Calculus and Related Topics, second edn, Springer.
Ondreja´t, M., Sˇimon, P. and Kupsa, M. (2018). Support of solutions of stochastic differ-
ential equations in exponential besov–orlicz spaces, Stochastic Analysis and Applications
36(6): 1037–1052.
Risken, H. and Eberly, J. (1985). The fokker-planck equation, methods of solution and
applications, Journal of the Optical Society of America B Optical Physics 2: 508.
Rogers, L. C. G. and Williams, D. (2000). Diffusions, markov processes, and martingales:
Volume 1, Itoˆ Calculus, Vol. 2, 2 edn, Cambridge university press, Cambridge.
Stroock, D. W. (1981). The malliavin calculus and its application to second order parabolic
differential equations: Part i, Mathematical systems theory 14(1): 25–65.
Stroock, D. W. and Varadhan, S. R. (1972). On the support of diffusion processes with appli-
cations to the strong maximum principle, Proceedings of the Sixth Berkeley Symposium on
Mathematical Statistics and Probability (Univ. California, Berkeley, Calif., 1970/1971),
Vol. 3, pp. 333–359.
Williams, D. (1981). To begin at the beginning:, Stochastic integrals, Springer, pp. 1–55.
Yong, J. and Zhou, X. Y. (1999). Stochastic Controls: Hamiltonian Systems and HJB
Equations, Springer.
41
Yor, M. (2001). Exponential functionals of Brownian motion and related processes, Springer
Science & Business Media.
Zak, F. (2014). Exponential ergodicity of infinite system of interating diffusions, arXiv
preprint arXiv:1406.1756 .
42
