Abstract. A method is given for constructing elements in F q n whose orders are larger than any polynomial in n when n becomes large. As a by-product a theorem on multiplicative independence of compositions of polynomials is proved.
Introduction and main results
For a prime power q and a positive integer n, F q n denotes the finite field of q n elements. It is a well-known open problem to give an efficient algorithm for constructing primitive elements in finite fields. There are algorithms in the literature that find a small set of elements with at least one element in the set being primitive [2, 12, 13, 14, 15] . However, the known methods for testing primitivity in F q n require factoring the integer q n − 1 or computing discrete logarithms in F q n . Both of the latter problems are notoriously difficult and are not known to be solvable in polynomial time. In practice, it is usually sufficient to have elements of high orders. But again, computing orders of elements in F q n requires factoring q n − 1 or computing discrete logarithms in F q n . The three related problems of finding primitive elements, recognizing primitive elements and computing orders of elements in finite fields are listed as open problems in [1] where more information on their statuses up to 1994 can be found.
Even though the problem of factoring integers remains hard (and so does computing discrete logarithms in finite fields), we can still ask if it is possible to find elements in F q n that can be proved being primitive or having high orders without the knowledge of how q n − 1 factors. By "high orders" of elements in F q n , we mean that the orders of elements must be larger than every polynomial in n log q when q n → ∞. There is some progress in this direction for q = 2. Recently, Gauss periods have been proven useful in efficient implementation of finite field arithmetic [6] . A special class of Gauss periods generate optimal normal bases [11, 10] . In [5] , Gao and Vanstone find by computer experiments that type II optimal normal basis generators are often primitive and always have high orders. Later, von zur Gathen and Shparlinski [8] Key words and phrases. Finite fields, primitive elements, elements of provable high orders, compositions of polynomials.
To appear in Proc. American Math. Soc. 1 Von zur Gathen & Shparlinski [8] prove only for a subclass of type II optimal normal basis generators, i.e., when 2 is primitive modulo 2n + 1, but their argument can be easily modified to work for the general case.
have high orders without factoring 2 n − 1 for infinitely many n. But this does not work for all n since, by Gao and Lenstra [4] , most fields F 2 n do not have optimal normal bases. In general, F 2 n has a normal basis generated by Gauss periods if and only if 8 -n [3] . Gao et al [7] show by computer experiments that Gauss periods always have high orders. It is still open to find a theoretical confirmation for this phenomenon of Gauss periods.
A new method is given below for constructing elements of provable high orders in F q n when q is fixed. Our lower bound for the orders of constructed elements is not as good as von zur Gathen and Shparlinski's for optimal normal basis generators, but our method works for all n and any fixed q. For an integer n > 1, definē n = q log q n .
Son is the smallest power of q bigger than or equal to n.
with deg g(x) ≤ 2 log q n and g(x) = ax k or ax p +b for any a, b ∈ F q , k, ≥ 0, where p is the characteristic of F q . Suppose that α ∈ F q n has degree n and is a root of xn − g(x). Then α has order at least n log q n 4 log q (2 log q n)
This theorem suggests a straightforward method for finding elements of high orders in F q n :
for each polynomial g(x) ∈ F q [x] of degree at most 2 log q n, check if xn − g(x) has an irreducible factor of degree n. If yes, then stop. By Theorem 1.1, any root of an irreducible factor of degree n of xn − g(x) is an element in F q n of high order. Note that there are at most q 2 log q n = n 2 choices for g(x) and for each g(x) it can be decided in time polynomial in n whether xn − g(x) has an irreducible factor of degree n. The above algorithm runs in polynomial time when q is fixed.
In comparison, the approaches in [2, 12, 13, 14, 15] construct a small set with at least one primitive element but one can not tell which one is primitive by the current state of art. Our approach finds an element that satisfies some easily cheked conditions and is guaranteed to have high order, though not necessarily a primitive element.
One might ask whether there is always such a required polynomial g(x) ∈ F q [x] of degree at most 2 log q n for all n. In this respect, we prove the following result. Theorem 1.2. Let P q (m, n) be the probability of a random polynomial in F q [x] of degree m ≥ n having at least one irreducible factor of degree n. Then
uniformly for q and m ≥ n.
If we model a polynomial of the form xn − g(x), deg g(x) ≤ 2 log q n as a random polynomial of degreen in F q [x], then Theorem 1.2 indicates that one should expect
of degree at most 2 log q n such that xn − g(x) has an irreducible factor of degree n. It is reasonable to expect at least one such g(x) to exist. We did a computer experiment for polynomials over F 2 for n ≤ 300. When q = 2, our computer data show that such g(x) do exist and even with a much smaller degree, i.e., ≤ log 2 n + 3, for n ≤ 300. So the following conjecture seems plausible.
Conjecture 1.3. For any integer n > 1, there is a polynomial g(x) ∈ F q [x] of degree at most 2 log q n such that xn − g(x) has an irreducible factor of degree n.
The proof of Theorem 1.1 needs some properties of composition of polynomials. Let f (x) ∈ F q [x] and let f (k) (x) be the polynomial obtained by composing f (x) with itself k times, i.e.,
Then we prove that the polynomials f (k) (x), k = 1, 2, . . . , are multiplicative independent except when f (x) is a monomial or certain binomial. More precisely, we prove the following theorem which seems interesting by itself.
is not a monomial nor a binomial of the form ax p + b where p is the characteristic of F q . Then the polynomials
The remainder of the paper is devoted to proving these results. Section 2 deals with properties of composition of polynomials and Theorem 1.4 is proved there. Theorem 1.1 is proved in Section 3, which can be read independently by assuming Theorem 1.4. Finally, Section 4 contains a proof of Theorem 1.2 and some computational data as well.
Composition of polynomials
Lemma 2.1. There exists an integer k such that
for some c ∈ F q if and only if either
where p is the characteristic of F q and ≥ 0 is an integer. 
pm is of the form (4). So assume c = 1. Then
nm is of the form (4). Now assume that (4) holds for some k ≥ 2. Write f (x) as
Note that if q = p m then, for any a ∈ F q , a
and (g i (x))
The equation (4) implies that
where c 0 = c r −k ∈ F q , and c 0 = 0 as c = 0. Taking derivative on both sides of (7) yields
, g i (x) = 0 for all i ≥ 1. So the polynomial on the left hand side of (8) is not zero. Therefore p -d 1 , otherwise the right hand side would be zero. As d
is a binomial of the form (6). Lemma 2.2. Let e be the smallest positive integer k such that x|f (k) (x), and e = ∞ if
(When e = ∞, k ≡ (mode) means that k = .)
Thus x|f (k− ) (x) where k − ≥ 1. This proves the theorem when e = ∞. Now assume that e < ∞. Let
and t ≥ 1.
Then, for every
say k = + ue where u ≥ 1, then
we have f (r) (0) = 0, i.e., x | f (r) (x), contradicting the choice of e. Therefore gcd(f (k) (x), f ( ) (x)) = 1 when k ≡ (mode). We are now ready to prove Theorem 1.4. By Lemma 2.2, if x -f (n) (x) for all n ≥ 1, then the polynomials in (2) are pairwise relatively prime, and are thus multiplicatively independent as F q [x] is a unique factorization domain.
So assume that x | f (n) (x) for some n ≥ 1. Let e be the smallest such integer n, and
Lemma 2.1 implies that deg g(x) ≥ 1. By Lemma 2.2, f (k) (x) and f ( ) (x) have a nontrivial common factor iff k ≡ (mode). We just need to show that, for each n ≥ 1, f (n) (x) has a factor of degree ≥ 1 that is relatively prime to all f (k) (x) with k < n and k ≡ n (mode). Then the equation (3) implies that k n = 0 and, recursively, k n−1 = . . . = k 1 = 0.
Let n = r + ue where u ≥ 1 and 0 ≤ r < e. Then k is of the form r + ie,
As t ≥ 1, we see that
, f i (x) and g f u−1 (x) are relatively prime for all 0 ≤ i ≤ u − 1. This proves the theorem as g f u−1 (x) is a factor of f (n) (x) of degree ≥ 1.
Proof of Theorem 1.1
Denote m =n. Since α is a root of x m − g(x), we have α m = g(α). The facts that m is a power of q and g(x) ∈ F q [x] imply that,
Continuing raising to the mth power, we have
Let be the degree of g(x). Then 2 ≤ ≤ 2 log q n and g (k) (x) has degree k .
Set S = { t−1 i=0 a i m i : 0 ≤ a i ≤ µ} where t and µ are some positive integers. We show that if
then α a are distinct elements in F q n for a ∈ S, thus α has order at least
By (10), we have
Then h 1 (α) = h 2 (α). Since α has degree n and h 1 (x) and h 2 (x) have degree at most
. So a i − b i = 0 for 0 ≤ i < t, and thus a = b, contradicting a = b. Finally, take t = log q n 2 log q , µ = √ n .
Then the equation (11) is satisfied, and
This finishes the proof.
Polynomials with an irreducible factor of a given degree
The proof of Theorem 1.2 and some computational results are presented below. To prove Theorm 1.2, let N q (m, n) be the number of polynomials in F q [x] of degree m with at least one irreducible factor of degree n. By inclusion and exclusion principle, we have
where I n is the number of irreducible polynomials of degree n in F q [x]. Then
It is well-known (see [9] , p142, Ex. 3.26 and 3.27) that
So, uniformly for q ≥ 2,
Since I n /q n ≤ 1, we see that
In i q −ni decreases when i increases. Dropping all the terms on the right hand sight of (13) with i ≥ 1 and those with i ≥ 2, we have I n q n − I n 2 1 q 2n ≤ P q (m, n) ≤ I n q n , i.e., I n q n 1 − I n − 1 2q n ≤ P q (m, n) ≤ I n q n .
By (14), we see immediately that Theorem 1.2 holds. To verify Conjecture 1.3, we computed g(x) ∈ F 2 [x] of smallest degree such that xn + g(x) has an irreducible factor of degree n for n ≤ 300. When q = 2, the conjecture holds for all n ≤ 300. In Table 1 below, we list the g(x) we found for degrees n around powers of 2. One can see that deg g(x) ≤ log 2 n + 3 ≤ 2 log 2 n for all the degrees listed. It would be interesting to have a theoretical confirmation of the conjecture.
We also computed the order of α which is a root of the irreducible factor of xn + g(x) of degree n. In Table 1 , "Ind" means the index of α which is by definition (2 n −1)/e where e is the order of α. Almost all the indices are smaller than n, i.e., the orders of α are at least (2 n − 1)/n, except for n = 11, 30, 252. For values of n ≤ 300 not listed in the table, the only exception is n = 180 with g(x) = x 7 +x 5 +x 3 +x+1 and index 49775.
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