The aim of this paper is to study different estimation procedures based on ϕ−divergences. The dual representation of ϕ−divergences based on the Fenchel-Legendre duality is the main interest of this study. It provides a way to estimate ϕ−divergences by a simple plug-in of the empirical distribution without any smoothing technique. Resulting estimators are thoroughly studied theoretically and with simulations showing that the so called minimum ϕ−divergence estimator (MDϕDE) is generally non robust and behaves similarly to the maximum likelihood estimator. We give some arguments supporting the non robustness property, and give insights on how to modify the classical approach. An alternative class of ϕ−divergences robust estimators based on the dual representation is presented. We study consistency and robustness properties from an influence function point of view of the new estimators. In a second part, we invoke the Basu-Lindsay approach for approximating ϕ−divergences and provide a comparison between these approaches. The so called dual ϕ−divergence is also discussed and compared to our new estimator. A full simulation study of all these approaches is given in order to compare efficiency and robustness of all mentioned estimators against the so-called minimum density power divergence, showing encouraging results in favor of our new class of minimum dual ϕ−divergences.
Introduction
The maximum likelihood method is a simple and an efficient method to estimate unknown parameters of a given model. The most common drawback of such method is its sensibility to contamination and misspecification. From the first years of the twentieth century, many researchers such as Pearson, Hellinger, Kullback and Liebler, Neymann and others started using different approaches using distant-like functions between probability density functions called as divergences. Resulting estimators have shown a good robustness against outliers. Nowadays, we have several divergence-based techniques which perform well under noise presence such as ϕ−divergences (Csiszár [1963] , Ali and Silvey [1966] ), S−divergences (Ghosh et al. [2013] ), Rényé pseudodistances (see for example Toma and Leoni-Aubin [2013] ), Bregman divergences and many others. We are particularly interested here in this paper in ϕ−divergences and in comparing it with maximum likelihood (calculated using EM algorithm for mixtures) and some particular cases of S−divergences and Bregman divergences. We define a ϕ−divergence in the sense of Csiszár [1963] as follows. Let ϕ : [0, ∞) → (0, ∞) be a proper closed convex function. Let P and Q be two probability measures defined on the same measurable space (A, B) such that Q is absolutely continuous with respect to P . Denote dQ/dP the corresponding Radon-Nikodym density. The ϕ−divergence between Q and P is defined by:
If Q is not absolutely continuous with respect to P , we set D ϕ (Q, P ) = ∞. For the class of Cressie-Read ϕ γ (t) = , we get the power divergences which contain the Hellinger (γ = 0.5), the Pearson χ 2 (γ = 2), the Neymann χ 2 (γ = −1) and other classical divergences. When working with discreet models, ϕ−divergences are simply approximated using the empirical distribution P n since both the model and the empirical distribution are absolutely continuous with respect to the Dirac measure. Efficient and robust estimators were derived and extensively studied, see for example Simpson [1987] and ). For continuous models, the empirical distribution is no longer suitable to replace directly the true distribution since the model has a continuous support. Thus, the model cannot be absolutely continuous with respect to P n and no interesting estimation procedure is produced (see Broniatowski and Vajda [2012] for a proper explanation). Authors such as Beran [1977] proposed to simply smooth the empirical distribution using kernels. Basu and Lindsay [1994] proposed to smooth both the model and the empirical distribution in order to avoid consistency conditions and rates of convergence imposed on the kernel estimator (provided the existence of a transparent kernel). Their method can be reread in some basic examples as the calculus of the ϕ−divergence between a kernel estimator and a weighted version of the model p * θ = cte p a θ . Although the smoothed model may result in a loss of information, Basu and Lindsay show that this loss is rather small. They also admit that there is still a difficulty in the choice of the window and the kernel for the smoothing since providing transparent kernels for a given model is a hard task 1 .
Recently, an approach based on some convexity arguments have been proposed by Liese and Vajda [2006] and Broniatowski and Keziou [2006] . In both articles, the authors provide similar "supremal" representations of ϕ−divergences where a simple plug-in of the empirical distribution is possible without any smoothing techniques. The resulting estimators were called as minimum dual ϕ− divergence estimators (MDϕDE). Since their appearance, no complete study about the robustness of such estimators were proposed except for the calculus of the influence function in Toma and Broniatowski [2011] . There were even no simulation studies either, except for the paper of Frýdlová et al. [2012] . However, the authors have considered only the case of normal model where the MDϕDE is proved to coincide with the maximum likelihood estimator, see Broniatowski [2014] . Although they get a robust estimator in only one case 2 , we believe that it was due to a calculation error which we explain later. The dual representation proposed by both Liese and Vajda [2006] and Broniatowski and Keziou [2006] performs well under the model. It even coincides with the MLE in full exponential families, and hence have the same efficiency as the MLE. Weak and strong consistency is reached under classical conditions (see Broniatowski and Keziou [2009] ). Limit laws of the MDϕDE and the estimated divergence are simple and were exploited to build statistical tests. However, when we are not under the model, this approach seems to be inconvenient and suffer from lack of robustness. When we are in contamination models or under misspecification, this approach does not approximate well the ϕ−divergence between the empirical distribution and the model. It even remarkably underestimates its value. We propose in this paper a brief explanation of this problem and provide a general solution. We also give two particular solutions. The first is based on kernels which avoids the supremal form (hence no double optimization). The second is devoted to contamination models which appears as a slight modification of the classical MDϕDE. We study the consistency and the robustness from an influence function point of view of the kernel-based estimator and check corresponding conditions on simple examples. In a second part of this paper, we briefly recall the Basu-Lindsay approach (Basu and Lindsay [1994] ) and discuss what happens in the context of densities defined on (0, ∞). We show that symmetric kernels are not suitable and provide some solutions through asymmetric kernels. We also discuss some of the positive and drawbacks of the so-called dual ϕ−divergence estimator (Broniatowski and Keziou [2009] ) which is another estimator derived through the dual representation of the divergence. The sensitivity to the choice of the escort parameter is invoked. We compare this estimator with the density power divergence of Basu et al. [1998] and show a strong relation between these two methods. Finally, we provide several simulation results in a simple gaussian model, a mixture of two gaussian components, a generalized Pareto distribution (GPD) and a mixture of two Weibull components. We make a comparison with the classical MDϕDE, the MLE (calculated using EM for the mixture case), the Basu-Lindsay approach, the so called dual ϕ−divergence estimator, Beran's approach and the minimum power density divergence (MPD) when the data is drawn under the model and when it is contaminated by 10% of observations from other distributions. Our new estimator is as efficient as MLE under the model and is robust against outliers. Although not being the best robust estimator in simple examples (but close enough), it shows promising performances in difficult ones conquering other methods.
The paper is organized as follows. In Section 1, we give a theoretical introduction of the dual representation of ϕ−divergences. We explain the problem of the existing approach based on duality and introduce a solution to robustify the classical MDϕDE. Section 2 is devoted to the asymptotic properties of our kernel-based MDϕDE where a set of conditions ensuring consistency are given and verified on a gaussian model. The influence function is also calculated and proved to be bounded on a simple example. In Section 3, we recall the Basu-Lindsay approach and see how it is applied when one uses asymmetric kernels. In Section 4, we discuss some of the positive points of our new estimator in comparison to the classical MDϕDE and the Basu-Lindsay approach. We also enlist some of its drawbacks. The so called dual ϕ divergence estimator is discussed in Section 5 and we show a convergence with the density power divergence introduced in Basu et al. [1998] . In Section 6, we give another estimator for contamination models and discuss briefly its properties. Finally, Section 7 contains an extensive simulation study and a comparative discussion with other estimators presented in the paper.
where ϕ * (x) = sup t∈R tx − ϕ(t) is the Fenchel-Legendre convex conjugate. Moreover, the supremum is attained at f = dP/dP T . When substituting F by the class of functions {ϕ (dP/dQ)}, and using the property ϕ * (ϕ (t)) = tϕ (t) − ϕ(t), we obtain the same representation given above in (2). Both formulations (2) and (3) are interesting in their own and in their proofs. The second formula gives us the opportunity to reproduce many supremal forms for the ϕ−divergence. In a parametric setup where dP φ = p φ dx for φ ∈ Φ ⊂ R d and the true distribution generating the data is a member of the model, i.e. P T = P φ T for some φ T ∈ Φ, Broniatowski and Keziou [2006] propose to use the class of functions F φ = {ϕ (p φ /p α ), α ∈ Φ}. The dual representation of D ϕ is now written as:
The idea behind this choice is that the supremum is attained when α = φ T . Since p φ T is unknown, one think about replacing p φ T dy by the empirical distribution. This seems very natural and does not cause any problem of absolute continuity as in formula (1). We now get:
This quantity is "nearly" the divergence between the empirical distribution and the model. Both Broniatowski and Keziou [2006] and Liese and Vajda [2006] propose to estimate the set of parameters φ T by:
This was called by Broniatowski and Keziou [2006] as the minimum dual ϕ−divergence estimator (MDϕDE) who have also studied the asymptotic properties and provided sufficient conditions for the consistency of this estimator. They have also built some test statistics based on it. Toma and Broniatowski [2011] and Broniatowski and Vajda [2012] have studied the robustness of such an estimator from an influence function (IF) point of view. The IF is unfortunately unbounded in general and does not even depend on ϕ for the classe of Cressie-Read functions ϕ γ presented in the introduction. This fact is still not sufficient to conclude the non robustness of the MDϕDE. It was pointed out by many authors in the context of ϕ−divergences that one may have an unbounded influence function, still the resulting estimators enjoy a good robustness against outliers, see Beran [1977] for the hellinger divergence in continuous models and Lindsay [1994] for a general class of ϕ−divergences in discrete models. Till this day, and to the best of our knowledge, there is not even a simulation study of the robustness of the MDϕDE although it is an estimator which, similarly to the power density estimator of Basu et al. [1998] , does not require any smoothing or escort parameters. Besides, the asymptotic properties are proved with merely classical conditions on the model. The only simulation study, to our knowledge, is done by Frýdlová et al. [2012] and focuses only on the normal model. In their results, the MDϕDE has comparative results to the maximum likelihood estimator when no contamination is present, while they get some cases where the MDϕDE is robust under contamination, although they should not as we will see later in the following paragraph.
Does the MDϕDE have any chance to be robust?
Equality with MLE in exponential families. An important aspect about the classical MDϕDE is that it coincides with the maximum likelihood estimator in full exponential models whenever the corresponding true divergence D ϕ is finite, see Broniatowski [2014] . This covers the standard gaussian model for which Frýdlová et al. [2012] provided clear robust properties of the MDϕDE when outliers are generated by the standard Cauchy distribution. This contradicts with the theoretical result presented in Broniatowski [2014] which is an exact result and depends only on analytic arguments. We have done similar simulations and found out that numerical problems may play a nice role here. Fortunately, we have no numerical integration since all integrals can be easily calculated, see Frýdlová et al. [2012] or Broniatowski and Vajda [2012] . When using the standard Cauchy distribution to generate outliers, we get points with very large values superior to 100. These points participate only in the sum term in the MDϕDE (6). A gaussian density with parameters not very far from the standard ones (µ = 0, σ = 1) will produce a value equal to 0 in numerical computer programs. Thus, numerical problems of the form 0/0 would appear when calculating the sum term in (5) since the summand is of the form g(p θ /p α )(y i ). If one uses simple practical solutions to avoid this, such as adding a very small value (e.g. 10 −100 ) to the denominator or the nominator, a thresholding effect is produced and the true fraction is badly calculated. As a result, such outliers would have practically no effect in the procedure as if they were not added, and one would obtain "forged robust estimates". The same thresholding effect does not happen in the MLE since the likelihood function does not contain any fractions. On the other hand, if one calculates the fraction using the properties of the exponential function, i.e.
, the MDϕDE defined by (6) gives the same result as the maximum likelihood estimator and never better 3 . We have performed further simulations on several models which do not belong the exponential family and found out that the MDϕDE have a very similar behavior to the MLE, see Sect. 7 below. This should not be very surprising because of the convergence between exponential families and a large class of probability laws. Papers such as Barron and Sheu [1991] discussed how one can estimate a probability density using an exponential families and proved interesting convergence rates.
Why should not it work well although being an estimator of a ϕ-divergence which is proved to be a robust procedure (see Donoho and Liu [1988] )? We do not pretend to give a full answer about the non robustness of the MDϕ. Our argument here is intuitive. When P T is a member of the model, the approximated dual formula converges to the ϕ−divergence, and the argument of the infimum to the corresponding one, as the number of observations increases. This consistency was discussed in Proposition 3.1 in Broniatowski and Keziou [2009] . Their result, however, does not hold when P T is not a member of the model, i.e. under contamination or misspecification. Indeed, consistency is in the following sense:
and the arginf of the left hand side to the arginf of the right hand side. The limiting quantity is the dual representation of the ϕ−divergence, and since the supremum is attained uniquely when p α = dP T /dy, then it is never attained as long as P T is not a member of the model. Moreover, the limiting quantity is a lower bound of the divergence and minimizing the former does not guarantee the minimization of the later. Figure 1 .2 represent this idea on a standard gaussian model where the mean is unknown. The true distribution is contaminated by a gaussian distribution N (µ = 10, σ = 2). The minimum of the dual representation is attained at µ = 1 whereas it is attained at 0 for the true divergence. Figure (a) shows formula (4) and figure (b) shows formula (5). The data contains 100 observations. We also represent the solution introduced in the following paragraph which overcomes this problem.
New reformulation of the dual representation
As stated previously, when the data is contaminated, the supremum in (5) is not attained and the approximation of the divergence between the model and the empirical distribution 4 is dramatically degraded. Since in the not approximated formula (4) or (2), the supremum is attained uniquely whenever p α = p T , an intuitive idea is to replace p α by an adaptive (nonparametric) estimator of p T which does not take into account the restriction of being in the model. We, then, have a dual representation where the supremum is, nearly, attained whether we are under the model or not. This way our criterion should inherit robustness properties against possible contamination as it approximates a ϕ−divergence. One should be able to propose many solutions which correspond to this idea in order to reach a supremal attainment in the dual representation which may vary depending on the situation. For example, if we face a proportion of large-values outliers, one may add an extra component to p α , i.e. replace p α with the mixture λp α + (1 − λ)q θ . The extra component covers the outliers part in a smooth way. This suggestion is still very specific and treats only the case of contaminated data. Any nonparametric estimator of p T can be used whose parameters may be determined automatically in the supremum calculus (since the supremum will be over the window parameter). In what follows K n,w denotes a kernel estimator 5 of p T defined using a symmetric or asymmetric kernel with or without bias-correction treatment. In order to introduce our new MDϕDE, let's go back to the beginning. We restart from formula (3) and use the following class of functions F θ,n = {p θ /K n,w , w > 0}. The dual representation is now given by:
The supremum calculus will produce a window for which the kernel K n,wopt is the closest (in some sense) to p φ T . Now, we approximate D ϕ (p φ , p φ T ) by:
Since p T is the unknown object we hope to estimate, we replace it by its empirical version. Our final approximation is given by:
Define now the new minimum dual ϕ−divergence estimator by:
An important question which arises now is: what should be the value of w opt since its calculus demands knowing the true distribution? For the time being, we do not have any specific propositions for the choice of the window. Taking into consideration that the window should be chosen in order to copy the true distribution, one needs a good kernel estimator. In the literature of kernel estimation, there exists many rules (automatic or not) to determine sub-optimum windows such as the (Silverman's or Scott's) rule-of-thumb, cross-validation methods, etc. See for example Venables and Ripley [2013] Chap 5. Figure 1 .2 shows in a gaussian example contaminated by a gaussian component N (10, 2) the use of Silverman's rule with a gaussian kernel. The classical dual representation clearly underestimates the true divergence whereas the new reformulation stays close to it.
Remark 1 The new MDϕDE keeps the MLE as a member of its class for the choice of ϕ(t)
Indeed, ϕ (t) = −1/t + 1 and tϕ (t) − ϕ(t) = log(t). Thus:
and thus:φ 
Asymptotic properties and robustness of the new reformulation
We present in this section some of the asymptotic properties of the new MDϕDE defined by (8). We use Theorem 5.7 from the book of Van Der Vaart [1998] which we restate here. Consistency of the kernel-based MDϕDE means thatφ n defined by (8) converges in probability to φ T the true vector of parameters when we are under the model, i.e. P T = P φ T . If we are not under the model, consistency becomes with respect to the projection of P T on the model in the sens of the divergence. In other terms, the projection P φ T is the member of the model P φ whose parameters are defined by φ T = arg inf φ∈Φ D ϕ (P φ , P T ). Similarly to Basu and Lindsay [1994] , there are some cases (which are rare) in which consistency of the kernel-based MDϕDE does not need any condition on the kernel window. Thus, one may find simpler versions of the results we give below. We will see that a gaussian model with unknown mean is one of these examples where we give the corresponding conditions. In a second part of this section, we calculate the influence function of the kernel-based MDϕDE for a given window, and show how the use of a kernel estimate instead of the model p α in the dual formula interferes to make the IF bounded. We use the same notations as in Van Der Vaart [1998] to note integration. Thus, if f is a P −integrable function, we denote P f to the integral f dP . Moreover, the notation K w * P denotes the operation of smoothing dP by the kernel K w with bandwidth equal to w. This smoothing can be done by simple convolution as in the case of RosenblattParzen kernel estimator. Other kinds of smoothing are presented in Section 3. The smoothing is supposed to be an additive operator on distributions in the sense that K w * (P ± Q) = K w * P ± K w * Q.
Consistency
Theorem 5.7 from Van Der Vaart [1998] permits to treat the consistency of a general class of M-estimates. It is stated as follows:
Theorem 3 Let M n be random functions and let M be a fixed function of φ such that for every ε > 0
Then any sequence of estimatorsφ n with
In our approach, function M n corresponds to the criterion function P n H(P n , φ), where H(P n , φ, y) is defined by:
Function M is simply defined by the expected 6 limit in probability of M n , since the Law of Large Numbers cannot be used because the average term is not a sum of i.i.d. random variables. It is given by P φ T h(P φ T , φ) where h(P φ T , φ, x) is defined as:
In order to prove (9), we propose to divide the argument into two parts. One can write:
Now, the second supremum tends to 0 in probability by the Glivenko-Cantelli theorem as soon as function φ → h(P φ T , φ) is P φ T -integrable, or more generally if {h(P, φ), φ ∈ Φ} is a Glivenko-Cantelli class of functions. The problem then resides in finding conditions under which the first supremum tends to 0 in probability. The remaining of the paragraph will be concerned with the search for such conditions. In the whole section concerning the consistency of our new estimator the window parameter w is suppposed to depend directly on n in order to be able to use Theorem 1 without any modifications. Besides, the construction of the estimator from (7) shows the explicit link of the window with n.
The following results are arranged in a way to give at first the most general case which one can offer. This result shows, according to our proof, that it is very difficult to derive a general and an applicable result in the same time.
The ideas we provide are useful however to derive particular results according to a given divergence. We treat after that the case of divergences based on the Cressie-Read class of functions. Conditions of our result for this case still seem very restrictive. We finally discuss two particular cases when γ is either in the interval (0, 1) or (−1, 0). Simpler conditions are derived and then verified in the gaussian model when we use a gaussian kernel.
General Result
We will derive in this paragraph a result which concerns the general class of divergence functions ϕ. Hereafter, simpler conditions will be proved for the particular class of Cressie-Read functions ϕ γ . Let ϕ # be the function ϕ # (t) = tϕ (t) − ϕ(t), we then have:
The key idea is to treat each term (the integral and the sum) separately and prove its uniform convergence in probability towards 0. Another important step is to apply the mean value theorem in order to transfer the difference from functions ϕ and ϕ # into a difference between the kernel estimator and the true distribution where consistency of the former is exploited. We state now our general result:
Theorem 4 Assume that:
4. for any ε > 0, there exists n 0 such that ∀n ≥ n 0 , the probability that the quantity
is upper bounded independently of n, where λ 1 (x) ∈ (0, 1), is greater than 1 − η n for η n → 0;
6 In the literal sense and not mathematically.
5. for any ε > 0, there exists n 0 such that ∀n ≥ n 0 , the probability that the quantity
then the minimum dual ϕ−divergence estimator defined by (8) is consistent whenever it exists.
Proof. Let ε > 0. We want to prove that lim n→∞ P sup φ∈Φ |P n H(P n , φ) − P n h(P T , φ)| < ε = 1. Since ϕ is twice differentiable (which also implies the differentiability of ϕ # ), then by the mean value theorem, there exist two functions λ 1 , λ 2 : R → (0, 1) such that:
Let n be sufficiently large such that:
where A n and B n are as described in 4 and 5 in the theorem. Provided that constants A n and B n exist and are bounded independently of n, this event occurs with probability 1 − η n with η n → 0 by the strong consistency assumption (point 2). This implies that both events:
happen with probability greater than 1 − η n independently of φ. Finally, we conclude that
and hence sup φ∈Φ |P n H(P n , φ) − P n h(P, φ)| → 0 in probability. To end the proof, we use assumption 3 of the present theorem together with the Glivenko-Cantelli theorem to conclude that sup φ∈Φ |P φ T h(P φ T , φ) − P n h(P φ T , φ)| → 0 in probability. Using inequality 11, we conclude that sup φ∈Φ |P n H(P n , φ) − P φ T h(P φ T , φ)| → 0 in probability. We end with the use of Theorem 1. Condition (9) is verified by the previous arguments, and Condition (10) is what we have assumed in point 6 of the present theorem. By definition of the kernel-based MDϕDE as a minimum of the criterion function φ → P n H(P n , φ) Theorem 1 entails the consistency of our new estimator. This result is very general since function ϕ is only supposed to be twice differentiable 7 . For consistency results one can consult for example Wied and Weibßach [2012] , Zambom and Dias [2013] or Libengue Dobele-kpoka [2013] Chap. 1 for a brief survey on symmetric kernels. If one is using asymmetric kernels, unfortunately consistency is only proved on every compact subset of the support of the distribution function, see Bouezmarni and Scaillet [2005] or Libengue Dobele-kpoka [2013] Chap. 3 for a more general approach. On the other hand, it is not simple to verify conditions 4 and 5 for the general class of functions ϕ, and one may derive for his own case study a simpler set of conditions on the basis of this result. For condition 4, if one is using for example the χ 2 divergence, ϕ (t) = 1 so that function λ 1 is no longer there and the expression of A n is simplified. The main subtlety in condition 5 is that the sum is over strongly dependent random variables. We will see in the case of divergences with ϕ = ϕ γ for γ ∈ (−1, 0) that this sum becomes over only i.i.d. random variables and is simple to be taken care of. Assumption 6 means that function φ → P T h(P T , φ) has a unique and well separated minimum. Uniqueness is already in our hands since function φ → P T h(P T , φ) is non other than the dual representation (with the supremum 
General Result for Power Divergences
Power divergences are the divergences defined through the class of Cressie-Read functions defined by:
The kernel based MDϕDE is defined as:
The idea here is to get rid of p φ from many places and replace the derivatives of ϕ and ϕ # with a more explicit formulas. The idea of using the mean value theorem is kept, but this time it is applied on simpler functions. Here we have:
Theorem 5 For the class of power divergences defined through the class of Cressie-Read functions ϕ γ , assume that:
3. for any ε > 0, there exists n 0 such that ∀n ≥ n 0 , the probability that the quantity
is upper bounded independently of n, where λ 1 (x) ∈ (0, 1), is greater than 1 − η n for η n → 0; 4. for any ε > 0, there exists n 0 such that ∀n ≥ n 0 , the probability that the quantity
is upper bounded independently of n, where λ 2 (y i ) ∈ (0, 1), is greater than 1 − η n for η n → 0;
Proof. Let x and a = 0, 1 be real numbers. By the mean value theorem, there exists λ(x) ∈ (0, 1) such that:
This implies both identities:
where A n and B n as defined in the theorem. This event occurs with probability greater than 1 − η n with η n → 0 by the strong consistency of the kernel. The remaining of the arguments is the same as for Theorem 2.
Quantities A n and B n can be simplified according to the range of values of γ in a way that λ 1 and λ 2 play no role in the calculus. These functions have no explicit formulas in general and the only information we have in hand is that they take their values in (0, 1). Indeed, if γ > 0, using the convexity of function t → t −γ over R + and the fact that both quantities λ 1 (x) and 1 − λ 1 (x) are upper bounded by 1, we may write:
If γ < 0, one may use the increasing property of function t → t −γ on R + to deduce that:
Moreover, for values of γ in (−1, 0), we may use Jensen's inequality to go further and write:
Similar upper bounds can be established for B n . When γ > −1, γ = 0, 1, we use again the convexity of function t → t −γ−1 to get the following upper bound:
Finally, when γ ≤ −1, we use the increasing property of function t → t −γ−1 over R + . We get:
.
Case of power divergences with γ ∈ (0, 1)
In this paragraph, we try to derive simpler conditions than those in Theorems 2 and 3 . For the class of Cressie-Read defined by ϕ γ with γ ∈ (0, 1), the kernel-based MDϕDE has the form:
Our main problem is always the study of the difference P n H(P n , φ) − P n h(P, φ) which is given by:
The key idea here is to use the uniform continuity of both functions t → t γ and t → t 1−γ .
Theorem 6
For power divergences defined by ϕ γ with γ ∈ (0, 1), suppose that:
3. the quantity A = sup φ p γ φ (x)dx is upper bounded; 4. for any ε > 0, there exists n 0 such that ∀n ≥ n 0 , the probability that the quantity
is upper bounded independently of n is greater than 1 − η n for η n → 0;
then the minimum dual ϕ−divergence estimator defined by (12) is consistent whenever it exists.
Proof. In order to prove consistency of the kernel-based MDϕDE, we follow the same steps in Theorem 2. To Verify condition (9), we use the decomposition (11). The second term in (11) goes to zero in probability using assumption 2 of the present theorem and the Glivenko-Cantelli theorem. In order to treat the first term, we use the uniform continuity of both functions t → t γ and t → t 1−γ . If
where B n is as given here above. On the other hand, uniform continuity of t → t 1−γ entails that if
Let n be sufficiently large such that
By the strong consistency assumption for the kernel estimator, this event happens with probability greater than 1 − η n where η n → 0. Thus, each of (13) and (14) occur with probability greater than 1 − η n where η n → 0. The remaining of the argument is exactly the same as for Theorem 2. This result is clearly far more simpler than the one given in Theorem 2. Condition 3 here is already independent of n and is deterministic which is not the case for assumption 4 in theorem 2 and assumption 3 in Theorem 3. Although assumption 4 does not contain unknown functions such as λ 2 defined for previous results, it has always a similar difficulty since it concerns a sum of strongly dependent terms.
Case of power divergences with γ ∈ (−1, 0)
This time we will use the uniform continuity of function t → t −γ to prove that if |K w * P n (x) − p φ T (x)| < δ 2 , then:
Thus, B n of Theorem 3 is now replaced by the quantity
On the other hand, we rewrite the integral difference as follows:
Now, using the uniform continuity of function
, we may deduce that if
Thus A n of Theorem 3 is now replaced by the simpler quantity:
The remaining of the argument follows similarly to previous theorem. We may state the following result.
Theorem 7 For the class of power divergences defined through the class of Cressie-Read functions ϕ γ , assume that:
then the minimum dual ϕ−divergence estimator defined by (8) is consistent whenever it exists.
This last result is the least complicated one among previous ones, since in the one hand, there is no unknown functions such as λ 1 or λ 2 . On the other hand, the sum in B n is over i.i.d. terms. According to the model and to the value of γ in the interval (0, 1), one may either use the results of Theorems 3 or 4. The two general results are clearly restrictive, and one should for his own particular case study derive his set of conditions. Those results stay as a guide to proving further ones. The remaining of this section is devoted to show how in a gaussian model, consistency of the kernel-based MDϕDE can be proved.
Example 8
We take a simple and ordinary example of a gaussian model with unknown mean µ which is supposed to be in a close interval [µ min , µ max ]. We consider power divergences for which γ ∈ (−1, 0). The gaussian kernel is used. A in Silverman [1978] . Assumption 2 is also very simple since p
Assumption 1 is easily checked by considering the list of conditions in Theorem
We use Theorem 5 to prove consistency. We calculate constants A n and B n . By the strong consistency of the kernel estimator, it suffices for A n to study boundedness of the term which contains p φ T . 
for a constant c 2 . Here again, since µ is supposed to be in a closed interval, the previous quantity is bounded. This entails that B n is bounded and assumption 4 is fulfilled.
We move now to the last assumption. By the dual representation of the divergence, we have
This implies that :
This function clearly verifies assumption 5 since it has a minimum at µ = 0 and this minimum is well separated.
9 The Glivenko-Cantelli theorem states that both quantities sup φ
(y i ) and sup φ p γ φ p φ T are uniformly close for sufficiently large n independently of φ, hence boundedness of either of them implies boundedness of the other.
Remark 9 The argument concerning the boundedness of the term
We will give a more accurate one for the interested. By Jensen's inequality, one may write:
We calculate each integral separately:
where c 3 (γ, w) = 1−γ 1−γ+2γw 2 . We now proceed to estimate the sum over i: Kolomogrov (see Feller [1971] Chap VII, Theorem 3) since the terms of the sum do not have the same probability law, but guided by the standard gaussian law. The general term of the mean and its first two moments are:
The final step is to use a version of the law of large numbers for independent random variables such as the two series theorem of
The variance exists only when γ ∈ (− (1−γ)(1−γ+2γw 2 ) also converges as n goes to infinity (and w goes to zero) to a constant (equal to 1). Thus, boundedness of
dy is ensured.
Example 10 Let's take again the example of a gaussian model with a mean parameter µ unknown. Consider the class of power divergences with γ ∈ (0, 1). We verify assumptions of Theorem 4. We suppose also that the true distribution is the standard gaussian law N (0, 1). Let's consider a gaussian kernel. We have:
2(1+w 2 ) . 
In this example, it suffices to study consistency of the kernel-based MDϕDE for a fixed window. Indeed, the minimum of P T h(P T , φ) concides with the minimum of function P T H(P T , φ). This entails that if for a fixed window, the kernelbased MDϕDE is consistent with respect to the minimum of P T H(P T , φ), so does it with respect to the minimum of
and thus:
Figure 2 shows the curve of this function for several values of w and γ. It is clear that the infimum is unique and nicely separated. It is easy to see that the derivative of P T H(P T , µ) with respect to µ has a unique zero at
Figure 2: Function P T H(P T , µ) for different windows and divergences. They all have an infimum at zero.
is strictly decreasing on (−∞, 0) and strictly increasing on (0, ∞). This is sufficient to prove our claim. Besides assumption 4 becomes well verified. We now move to verify the
We have:
which is clearly integrable. Assumption 3 demands that the quantity sup φ p γ φ (x)dx is finite. We have:
10 In the Basu-Lindsay approach, this can happen if one can find a transparent kernel.
Hence the supremum over µ is equal to 1/ √ γ and assumption 2 is verified.
Assumption 4 demands that the quantity
The problem in the previous average is that the random variables inside are dependent but identically distributed and we cannot apply directly the law of large numbers. Let's try and calculate an almost sure upper bound manually. We have: respectively. Moreover, the distribution of y i is independent of i. Hence, the distribution of the random variable
Now, the averages
On the other hand, this random variable converges in probability (using the law of large numbers and the Slutsky's lemma) to 1 − 1 2w 2 which is strictly positive since w 2 > 1 2 . Thus one can deduce the existence of n 0 independent of i such that, for n ≥ n 0 the probability of the event
It suffices now to prove the boundedness of the sum which is a mean of i.i.d. random variables and one can use the law of large numbers to conclude an approximation, and the Glivenko-Cantelli theorem in order to
conclude a result about the supremum over φ. The limit in probability is given by:
It is clear that (γ + 1)w 4 + (1 − γ)w 2 − γ needs to be positive in order for the theory to be applicable. A simple calculus shows that w needs to verify the following condition:
Under this condition on w, the previous integral can be calculated and is given by:
. In order for the supremum over µ to exist, we need that a > γ, i.e. (γ + 1)w
. This happens if w verify:
Condition (16) 
Influence Function for a given window
In practice, the choice of the window is based on methods such as cross-validation, gaussian approximations or even based on personal experience. Thus, it is interesting to study the robustness properties supposing that the window is generated by an external tool. We will use the influence function (IF) approach which, although being limited to the existence of a noise-component, is easy to calculate in general 11 and gives an aspect of the robustness of an estimator whenever the IF is bounded. We derive here in this paragraph the influence function of the new MDϕDE for the class of power divergences. The general case of function ϕ seems to give an incomprehensive formula, and is not as interesting as the case of power divergences. Recall that the later contains many classical divergences such as the Hellinger, the Pearson's χ 2 and the Neymann's one. Let C be a functional which gives for a probability distribution P the estimator corresponding to the argument of the infimum of P H(P, φ) defined earlier, i.e.
Hence, C(P n ) is non other than the estimator given by (8) for a given w. Fisher consistency is translated by
This is unfortunately not verified in general when the window is supposed to be calculated by an external tool, because the dual formula is a priori a lower bound of D ϕ (P φ , P φ T ), and we cannot be sure that it would verify the same identifiability property, i.e. D(Q, P ) = 0 iff P = Q whenever ϕ is strictly convex. Example 1 shows, however, a case where Fisher consistency is attained for any value of the window w.
The influence function measures the impact of a small perturbation in the distribution P on the resulting estimator. It is hence defined by:
ε We generally detect the influence of an outlier x 0 by observing what happens when we replace P by (1 − ε)P + εδ x0 . In the literature of M-estimates, one may derive the IF from the estimating equation. For power divergences, the estimating equation corresponding to P is given by:
The influence function is obtained by "deriving" 12 the two sides with respect to ε after having replaced P by (1 − ε)P + εQ. The following result give the formula of the IF for power divergences when the noise is generated by an arbitrary distribution Q or when an outlier is present.
Theorem 11 The influence function of the kernel-based MDϕDE defined by (8) for a given window is given by:
If C is Fisher consistent, i.e. C(P T ) = φ T , then the influence function is given by:
Finally, if Q = δ x0 , then the IF is given by:
Proof. By deriving the left hand side of (17), we get:
The right hand side gives:
Let A be the matrix given by:
We have now:
which, assuming A is invertible and using the estimating equation (17), may be rewritten as:
The remaining of the proof is a simple substitution of C(P ) by φ T when P = P φ T , and replacing Q by the dirac measure on a point x 0 .
Remark 12 The form of the IF is somewhat similar to the IF of the classical MDϕDE defined by (6)
. Toma and Broniatowski [2011] show that the IF of the classical MDϕDE is given by:
where J is the information matrix given by 
Hence, this quantity is bounded as soons as γ > 0. The second quantity is an integral which needs to exist and be finite. We have: 
Hence,
where a = 
2 is equal to 2γ − 1 > 0 when w = 0, whereas it has a −∞ limit at +∞. 
The Basu-Lindsay approach
The idea of smoothing the empirical distribution was at first employed to avoid the problem of absolute continuity of the model with respect to dP n when we use the later to replace the true distribution in (1), see Beran [1977] for the case of the Hellinger distance. Basu and Lindsay [1994] argue that the use of such methods require consistency and rates of convergence for the kernel estimator. They propose to smooth not only the empirical distribution, but also the model. For example, if the smoothing is by convolution with a symmetric kernel K such as the gaussian kernel, the Basu-Lindsay approach is summarized in the following two lines:
where
is the Parzen-Rosenblatt symmetric-kernel estimator. The authors prove the robustness of (21) using the residual adjustment function (RAF), see , since the corresponding influence function is generally unbounded, keeping first order efficiency in hand. There is still the choice of the kernel and its window, since their theoretical study demands a transparency assumption of the kernel 13 which is not verified in general. A transparent kernel ensures no loss of information when smoothing the model density. They also show in simple examples that even when we use non transparent kernel, loss of information is not big provided that we are using a convenient kernel. For example, in the gaussian model N (µ, σ 2 ), the gaussian kernel verifies the transparency property. Besides, the smoothed model is merely a gaussian density with variance equal to σ 2 + h 2 . Thus, the Basu-Lindsay approach appears as if we are calculating a divergence between a weighted version of the model and the kernel estimator.
Smoothing-the-model's effect
The Basu-Lindsay approach seems to be more sensitive to the choice of the kernel than standard methods. For example, let's take the case of densities defined on (0, ∞) (with zero possibly included). Simple examples of such distributions are Weibull distributions and generalized Pareto distributions (GPDs). It is well-known that estimation based on symmetric kernels is biased near zero. Thus, smoothing the model with such kernels will result in similar bias near zero. Figure 3 shows the influence of a gaussian kernel on a GPD model. The smoothed model has a peak near zero and decreases then towards zero, and hence largely underestimates the values of the "non smoothed" model near zero. Thus, the divergence calculates a distance between a biased estimator of the true distribution and a biased model, and there is no intuitive guarantee of what should give the minimization of such a function. Standard methods which do not smooth the model would suffer less from this sort of problems since the bias is only in the kernel estimator. Simulation results show that among the three methods which use a kernel estimator (Beran's approach, the BasuLindsay approach and our kernel-based MDϕDE) the Basu-Lindsay approach is the most sensitive one. Under the model, all three methods do not give satisfactory results in comparison to the MLE (or the classical MDϕDE) when we use symmetric kernels. When outliers are present, even the Basu-Lindsay estimator still gives a better result than the MLE. The solution for the previous problem is of course to either use a bias-correction method, see Karunamuni and Alberts [2005] , or to use asymmetric kernels which do not suffer from the boundary bias, see Libengue Dobele-kpoka [2013] . A more intriguing example is a Weibull distribution with shape parameter in (0, 1). The density function explodes to infinity as we approach from zero 14 . Cases such as GPD models can be treated efficiently using bias-correction methods since these assume that the support is semi-closed. Models which has singularities such as the Weibull model can be treated using asymmetric kernels such as gamma kernels or reciprocal inverse gaussian kernels 15 . These methods can be employed to recover a good performance in the Basu-Lindsay approach and give better results for the Beran and our kernel-based MDϕDE. Let's see how this kind of solution can be applied on the Basu-Lindsay approach. We discuss only the case of asymmetric kernels since similar arguments apply for bias-correction methods. Letf be the asymmetric-kernel estimator defined by:f
where K x,w is the asymmetric kernel calculated at observation y i , and c(y 1 , · · · , y n ) is a constant which ensures integrability to 1. For example, K is the gamma kernel:
where Γ is the classical gamma function. Estimatorf can no longer be defined as the convolution between the asymmetric kernel and the empirical distribution in the same way as symmetric ones. Thus, the smoothed model in the Basu-Lindsay approach can no longer be obtained by simple convolution. It is given by:
where c(y) is a function which normalizes the kernel for each value of y in order to be a density. It is given by:
Unfortuantely, this normalization function cannot be calculated but numerically. Taking into account the number of integrations needed to perform such a task and the calculus of the ϕ−divergence afterwards which also needs numerical integration, we get a great complexity. In comparison to the classical approach of Beran [1977] , the calculus of the smoothed model imposes two extra embedded integrals making the calculus of the ϕ−divergence very difficult on two levels. The first one is the execution time, and the second one is the subtlety of the whole calculus since all these integrals are carried out over slow decreasing functions on the half line 16 . 
Remark 14
This estimator is different from estimators defined based on symmetric or asymmetric kernels as explained by the authors. They provide a bias-corrected version of this estimator to reduce the bias at the boundary. Nevertheless, we prefer to use (22) because it integrates to 1 and the Basu-Lindsay approach can be performed more efficiently and reasonably in comparison to the use of asymmetric kernels when working with distributions defined on the half line. The parameter α is a natural number, and (22) is L1-consistent as α goes to infinity under suitable conditions. It even achieves the optimal rate of convergence for MSE and MISE. It is important to notice thatf α (0) = 1 for α ≥ 1. Thus, it is preferable to be used for densities which have value equal to 0 at 0 or for densities which are defined on (0, ∞). In kernel-based estimation procedures, the value at zero is not important because it disappears in integration calculus. Besides, no observation will have exactly the value zero.
Advantages and disadvantages of the new reformulation
The new reformulation of the minimum dual ϕ−divergence has apparently many advantages in comparison with the classical approach and the Basu-lindsay's estimator. We list some of these points.
• The role of the kernel estimator appears directly in the formula of the IF and the ratio between the true distribution and its smoothed version is the part which controls the boundedness of the IF. The method also inherits its robustness from the fact that it approximates a ϕ−divergence. Simulation results that it still copes with the performance of both the MLE and classical MDϕDE when we are under the model.
• In comparison with the classical MDϕDE, our new approach has omitted the double optimization by approximating the argument of the supremum in the dual representation. This constitutes a very important step since on the one hand, the double optimization requires a greater execution time which is of order equals to the square of the time needed for a simple optimization 17 . On the other hand, the supremal form of the objective function to be minimized afterwords creates further complications in studying the regularity (continuity and differentiability) of the supremal function which play an important role in optimization methods. It is true that optimization methods for non differentiable functions exist, nevertheless, these methods suffer from low convergence speed rates in comparison to methods which use the gradient of the objective function such as first order gradient descent (or the hessian matrix such as second order gradient descent and the BFGS).
• Our approach contains only one integration which should be calculated numerically, whereas the smooth-ofthe-model techinque in the Basu-Lindsay's estimator creates another integration which should be calculated numerically in general. Besides this calculus intervenes inside an external integration calculus. Thus the number of numerical integrations is highly increased depending on the difficulty of the external integration 18 . Besides, the use of asymmetric kernels or bias-correction methods is not possible since these methods add another internal integral unless one solve all these integrals efficiently, see Sec. 3 for more details.
• There is a difference between our new approach and direct smoothing techniques. Although the performances and estimates are close, our approach keeps the philosophy of approximating a divergence between the model and the empirical distribution. In the Basu-Lindsay's approach or classical methods of inserting a kernel in (1) such as Beran [1977] , the divergence is calculated between the empirical distribution and the (smoothed) model.
We list some of the drawbacks of our approach:
• Our method still suffers, similarly to the Basu-Lindsay's approach and any method which uses kernels, from the problem of choosing the kernel and the window. This problem stays minor as long as we are working with regular densities which converges to zero at both extremities of support. When the density tends to infinity on the border or does not converge to zero, asymmetric kernels or bias-correction methods are needed. Unfortunately, these two tools, although efficient, lack a good and a general method for the choice of the window.
• Unlike the Basu-Lindsay's approach, we were not able to reformulate a general condition such as kernel transparency in order to avoid the need to consistency of the kernel estimator in some cases 19 . Note, however, that this transparency condition is still a very hard task, and if it is not verified, consistency of the kernel is needed.
• As we will see in the simulation paragraph, our kernel-based MDϕDE has apparently traded some of its efficiency with a robustness properties. It is therefore not as good as the MLE and the classical MDϕDE under the model.
• Our approach is not suitable for working with multidimensional distributions, since in higher dimensions, the so called curse of dimensionality appears and the neighborhoods of observed data becomes void. Thus the calculus of the kernel estimator would require much more data than univariate problems. This is not the case of the classical approach. We still can use projection-based nonparameteric estimators to replace the kernel and do the job. We also present hereafter a particular solution to contamination models which can be generalized directly to multivariate cases.
The Dual ϕ−divergence estimator

General facts and comments
The dual ϕ−divergence estimator (DϕDE) was defined in Broniatowski and Keziou [2009] as the argument of the supremum in (5). It is defined by:
This estimator is far more simple than the classical MDϕDE defined by (6) since it needs only a simple optimization over α for a given choice of the escort parameter φ. Besides, this estimator is proved to be robust in some models from an IF point of view, provided a suitable choice of the escort parameter. Indeed, the IF is given by (see Toma and Broniatowski [2011] ):
where:
Previous papers which discussed the choice of the escort parameter have either let the choice arbitrary in the region where the IF is bounded (this is the case of Toma and Broniatowski [2011] ), or proposed to use robust estimates for the escort parameters (this is the case of Cherfi [2011] and Frýdlová et al. [2012] ). The first idea is very complicated since we have no idea about the true value of the parameters and a bad choice of the escort parameter even inside the region where the IF is bounded does not ensure a good result. In Frýdlová et al. [2012] and Cherfi [2011] , experimental results show that the DϕDE in a normal model is very close to the escort parameter and coincide with the escort parameter when the later is equal to the MLE. The last fact can be easily verified following the proof of Theorem 6 in Broniatowski [2014] . Indeed, one may show that the MLE is a zero of the estimating equation of the DϕDE and has a definit negative jacobian matrix of the corresponding objective function. On the other hand, the use of a robust escort parameter is not always a good idea. We discuss these two ideas on two examples.
Example 16 We resume the two-component gaussian mixture example. We have already shown that the classical MDϕDE has an unbounded IF in this model in paragraph 1.2. The IF of the DϕDE is not the same. We will try and give some conditions on the escort parameter in order to make it bounded. The first term in the influence function is a matrix which is independent of y and is constant. Supposing that it is invertible, our job is to investigate both the existence of the integral, which is also a constant, and the remaining term which changes according to y. The integral exists since the the fraction is of order e ax whereas the derivative is of order e −x
2 . The remaining term needs to be studied extensively. The fraction
was already studied in the case of the MDϕDE. We, therefore, need only to study the fraction 
The use of a robust escort parameter verifying the set of conditions (24, 25) 
The past two examples
21 form an opposed result to the conjuncture of both articles Frýdlová et al. [2012] and Cherfi [2011] about the use of robust escort parameter. The use of a robust escort is a gamble and does not guarantee a better estimator than the escort itself. Thus, we are taking a great risk by using the DϕDE. Notice, finally, that the DϕDE is still more robust than the MLE and the classical MDϕDE even if the IF is not bounded.
Relation with the density power divergences
The density power divergence (MDPD) was first introduced by Basu et al. [1998] . It is defined by:
20 The IF contains an inverse of a 2 × 2 matrix which cannot be simply calculated. Since it is a mere constant, we only discussed the other terms in the IF.
21 See the remaining of the simulations for more examples.
Let's look at the DϕDE for power divergences with γ = −a < 0. It is given by:
A simple comparison between (26) and (27) gives that, the DϕDE seems to be a penalized form of the MDPD. This penalization by a density p θ creates a big trouble from a robustness point of view. The robustness of the DϕDE is now not only controlled by the divergence power a = −γ but also through p θ . We have seen in the previous paragraph that the robustness of the DϕDE in a two-component gaussian mixture varies according to the position of θ from the true set of parameters. The difficulty of this escort parameter constitutes the only drawback of the DϕDE in comparison to the MPD. It is still a positive point in its favor. Indeed, the penalization by p θ can be reread in the spirit of Broniatowski and Keziou [2006] . The ratio p α /p θ is the Radon-Nikoyme density of P α with respect to P φ . Thus, one can define the DϕDE even if P α is not absolutely continuous with respect to the Lebesgue measure on R. This fact cannot be done in the MDPD.
A solution for the case of contamination models
We define a contamination model to be the following mixture model:
for ε ∈ [0, 1) which should be small. We have already seen here above that the main problem in the classical MDϕDE is that the dual representation (4) largely underestimate the divergence between the true distribution and the model when the data is contaminated. Since the supremum is attained when p α = p T , the model p α cannot cope with the contamination part εQ keeping a good distance from the main part of the distribution (1 − ε)P φ T . In order to reestablish the supremum attainment, or at least reduce the gap between the dual representation and the true value of the divergence D ϕ (P φ , P T ), we propose to replace p α by a contaminated model (1 − λ)p α + λq θ . This corresponds to the use of the following class of functions in the dual formula of the divergence (3):
The minimum dual ϕ−divergence estimator can now be defined by:
When we replace P n by P T , the supremum is attained whenever α = φ T , λ = ε, q θ = dQ/dx. Hence, if we are under the model, i.e. ε = 0 and dQ/dx is in the submodel (q θ ) θ∈Θ , the previous estimator is Fisher consistent unlike our estimator defined by (8). The estimator defined by (28) is clearly a modified version of the classical MDϕDE defined by (6), and show what the classical approach misses. The advantage of such an approach is that we can use it in multidimensional problems without further modifications (unlike our first approach given in paragraph 1.3). On the other hand, the choice of a model for the contamination part may be easier than the choice of the kernel and its window in the MDϕDE defined by (8), since there is already a whole theory in the literature of time series for modeling the contamination (noise) in a dataset. The influence function of the estimator defined by (28) can be calculated similarly to the classical MDϕDE (see Toma and Broniatowski [2011] ). However, the general case when dQ/dx is not a member of the submodel (q θ ) θ∈Θ is very complicated. There is still a simple case when the contamination Q is a member of the submodel (q θ ) θ∈Θ . In this case, the attainement of the supremum in the dual representation permits us to use directly D ϕ (P φ , P T ) which is proved to be a robust tool, see Donoho and Liu [1988] . Thus, the influence function is unbounded and is the same as the influence function of a ϕ−divergence D ϕ (P φ , P T ) which is the same as the IF of the MLE (and the classical MDϕDE), see Lindsay [1994] .
Simulation study
We summarize the results of 100 experiments by giving the average of the estimates and the error committed, and the corresponding standard deviation. We consider two error criteria. The total variation distance (TVD) and the Chi square divergence between the true distribution and the estimated one. These criteria are defined as follows:
We prefer to use the Chi square divergence, because it measures the relative error between two probability laws. Hence, the error committed on sets where the true distribution attributes small values is penalized in a similar way to sets where the true distribution attributes large values. We use also the TVD because it has the property of measuring the largest error committed when measuring a set A using the estimated distribution instead of the true one. The TVD can be directly calculated using the L1 distance. Indeed, the Shceffé lemma (see Meister [2009] page 129.) states that:
We consider the Hellinger divergence for estimators based on ϕ−divergences. The parameter vector is estimated using five methods:
1. Maximum likelihood (MLE) which is calculated using EM for mixture models;
2. The classical MDϕDE defined by (6); 3. Our kernel-based MDϕDE defined by (8) We give for each experiment a summary of the results with comments, and precise the used kernels and the corresponding windows choices. We finally give an overall conclusion with some practical remarks. Optimization were done using the Nelder-Mead algorithm. Integrations calculus were done using function distrExIntegrate of package distrEx which is a slight modification of the standard function integrate. It performs a Gauss-Legendre quadrature when function integrate returns an error. We have noticed that functions such as integral of package pracma 22 , although has a good performance, is slow. Besides, function int of package rmutil, which uses either the Romberg method or algorithm 614 of the collected algorithms from ACM, seems to underestimate the value of the integral in slightly difficult circumstances such as heavy tailed distributions. For example, when we used it to calculate the classical MDϕDE in the GPD case, it gave robust results because it underestimated the infinity part of the integral (forged thresholding effect). Finally, during some experiences on GPD observations and Weibull distributions based on the Basu-Lindsay approach, function distrExIntegrate failed to converge and function integral was used to attain a result. Our simulation study covers the following models: 1. Gaussian model with unknown mean and variance; 2. Two gaussian mixtures with two components where the proportion and the two means are unknown; 3. Generalized Pareto distribution with unknown shape and scale; 4. Three Weibull mixtures with two components where the proportion and the two shapes are unknown.
Outliers were added in the original data in many ways which will be specified according to each case. We have either added noise outside the support of the dataset or by dispersing the noise over the whole dataset. We have also used different distributions to produce the noise. For the first two models, we only used a gaussian kernel with window chosen using either Silverman's rule (nrd0 in the statistical tool R) or Sheather and Jones' rule (SJ). For the heavy tailed models which are defined on half the real line, we needed to use non classical kernels such as asymmetric kernels (RIG: reciprocal inverse gaussian and GA: gamma kernels) and the varying KDE of Mnatsakanov and Sarkisian [2012] denoted here as MT (Mellin transform) defined here above by (22), followed by the value of the bandwidth α ∈ {5, 10, 15, 20}. In the GPD model and the first Weibull mixture, we present a simple comparison between symmetric kernels and other non classical methods and showed the advantage of the later in such context. We therefore avoided using symmetric kernels for other Weibull mixtures. For the Basu-Lindsay approach, we did not implement asymmetric kernels, see discussion in paragraph 3.1. We only used the varying KDE. In what concerns the rule for deciding the window for the non classical kernels, we have tried out the cross-validation method (CV), but it resulted always in large (small for the varying KDE) and inconvenient windows especially when outliers are inserted. We were, therefore, obliged to use fixed windows in order to obtain good results. For each kernel and method, the window value or the rule used to calculate it is written next to it. More details can be found at each paragraph.
Univariate gaussian model
We consider the gaussian distribution N (µ, σ 2 ) when both parameters µ and σ are unknown. We generate at each run a 100-sample of the standard gaussian distribution N (0, 1). Outliers are added simply by replacing the 10 largest values in the sample by the value 10.
The maximum likelihood estimator of the parameters are simply the empirical mean and varianceμ = 1 100
(y i −μ) 2 . For methods which need kernels, we used a gaussian kernel with two rules for the window; Silverman's rule and Sheather and Jones' one. We calculate the power density estimator (MPD) for values of the tradeoff parameter a ∈ {0.1, 0.25, 0.5, 0.75, 1}. The DϕDE was calculated using the kernel-based MDϕDE as an escort with the Silverman's rule. Estimation results are summarized in table 2. Estimation error is calculated in table 3. When we are under the model, all compared methods give the same result with very slight differences. As we add 10% outliers, the classical MDϕDE and the MLE give the same result which is positively deviated from the true mean with a large variance. This is already expected by virtue of the result of Broniatowski [2014] . Other methods, ours included, give robust results except for MPD with a = 0.1. Our estimator (for both windows choices) is at the same level of efficiency as the MLE under the model. Besides, the window choice seems irrelevant for methods based on kernels but for Beran's method where Silverman's rule is a bit better. The MPD seems to give the best tradeoff between efficiency and robustness for a = 0.5 conquering other methods. The kernel-based MDϕDE and the Basu-Lindsay approaches give slightly better efficiency which is traded with slightly lower robustness in comparison to the result of MPD with a = 0.5. Table 3 : The mean value of errors committed in a 100-run experiment with the standard deviation. The divergence criterion is the Hellinger divergence. The escort parameter of the DϕDE is taken as the new MDϕDE with the Silverman bandwidth choice.
Mixture of two gaussian components
We show in this paragraph several simulations from a two-component gaussian mixture where the data is contaminated or not by a 10% of outliers. We present two mixtures. The first one has the following parameters λ = 0.35, µ 1 = −2, µ 2 = 1.5. The second one has closer components (means). Its parameters are λ = 0.45, µ 1 = −0.5, µ 2 = 2. Variances of both components are supposed to be fixed at 1. The two mixtures are ploted in figure 4 . We are only interested in the means and the proportion of each class. Contamination was done for the first mixture by adding in the original sample to the 5 lowest values random observations from the uniform distribution U[−5, −2]. We also added to the 5 largest values random observations from the uniform distribution U In what concerns the second mixture: When we are under the model, slight differences appear in favor of the classical MDϕDE and the MLE (calculated using EM). When we add the outliers, these two estimators fail. MPD for a = 0.1, 0.25 and the Basu-Lindsay approach also fail in the eye of the χ 2 distance. Our kernel-based MDϕDE have close robustness to the remaining estimators; the MPD for a = 0.5 and Beran's method. The χ 2 error is more sensitive and show higher differences in favor of our approach against the Basu-Lindsay approach and the minimum power density for small values of the tradeoff parameter. This was basically because of some experiences which failed to converge to a model where the two components are near 0 and considered the second component as the negative noised part of the data. Thus a great relative error has occurred. Table 5 : The mean value of errors committed in a 100-run experiment with the standard deviation. The divergence criterion is the Hellinger divergence. The escort parameter of the DϕDE is taken as the new MDϕDE with the Silverman bandwidth choice.
Estimation method
No Outliers 10% Outliers Table 7 : The mean value of errors committed in a 100-run experiment with the standard deviation in a mixture of two gaussian components with close means. The divergence criterion is the Hellinger divergence. The escort parameter of the DϕDE is taken as the new MDϕDE with the Silverman bandwidth choice.
Generalized Pareto distribution
We show in this paragraph several simulations from the generalized Pareto distribution (GPD) where the data is contaminated or not by a 10% of outliers. A GPD with a fixed location at zero, a scale parameter σ > 0 and a shape parameter ν > 0 is defined by:
We generate 100 samples. Each sample contains 100 observations drawn independently from the same distribution GPD(ν = 0.7, σ = 3). Outliers are added by replacing 10 observations (chosen randomly) from each sample by observations from the distribution GPD(ν = 1, σ = 10, µ = 500) where µ is the location parameter. Estimation results are summarized in table 8. Estimation error is calculated in table 9. The maximum likelihood estimator was calculated using the gpd.fit function of package ismev.
In the litterature of nonparametric density estimation, it is mentioned everywhere that symmetric kernels are not suitable for densities defined on half the real line because of the boundary effect. We, however, still use them here for the sake of comparison when they are employed inside an estimation criterion. For more details, we invite the reader to revisit paragraph 3.1. When we are under the model, All presented methods except for the Basu-Lindsay approach attained the same efficiency of the MLE and sometimes even better for given choices of the kernel or the tradeoff parameter. Our kernel-based MDϕDE attained a similar performance to the MLE for all non classical kernels and the corresponding choices of the window. Beran's method attained this performance only with the varying KDE (MT 5, 10, 15, 20) . MPD attained this level only for small values of a (0.25 and 0.1). Other kernel choices were not very successful except for our kernel-based MDϕDE with a gaussian kernel and a Silverman's rule. This may be some indication of small sensitivity to the kernel used.
When outliers are added, performance of kernel-based methods is slightly deteriorated whereas other methods are greatly influenced, and the error is at least doubled; MPD for all cases included. The use of asymmetric kernels seems to be the most convenient for a GPD model. Our kernel-based MDϕDE seems to give the best result (in χ 2 and TVD) for all kernels and corresponding windows keeping a great marge in its favor in comparison with other methods.
Why does the Basu-Lindsay approach give bad results in a GPD model using a gaussian kernel? A natural answer is that the gaussian kernel is not suited for densities which do not go to zero at both extremities of the domain of definition of the true distribution as was already indicated in Sect. 3. It is well known that symmetric kernels have the so-called boundary effect or bias. In the Basu-Lindsay approach, this fact has a double bad effect. The first is on the kernel estimator which no longer is appropriate to replace the true distribution near zero. The second is on the smoothed model. When the model is smoothed with a gaussian kernel, a great loss in information occurs in comparison to the original model, see Fig (3) . Now that both the kernel estimator and the smoothed model are "corrupted", the divergence between them is no longer related to the divergence between the model and the empirical distribution. The use of asymmetric kernels or bias-correction methods was not possible practically because these methods provide non normalized estimators, see paragraph 3.1 Remark 5. This causes further difficulties in numerical integrations while smoothing the model, and requires higher execution time than possible. We therefore used the non classical kernel estimator based on the Mellin transform defined by (22). This estimator is normalized by construction and is free of boundary bias. Results based on such estimator are a clear improvement. Last but not least, it is worth noting that both asymmetric kernels gave very close results for all kernel-based methods. In the remaining experiences, we will only be using the reciprocal inverse gaussian (RIG) kernel. Remark The nature of the heavy tail of the GPD (slow decrease at infinity) made integration calculus difficult, and some integration functions failed to give fairly correct results. We, therefore, and in order to avoid integration on an infinite interval [0, ∞), propose to use a quantile trick which is translated by the change of variable:
is the quantile of the GPD probability law P φ . Although this idea may appear ineffective since it does not change anything in the integral (the quantile funtion takes back values from [0, 1) into [0, ∞)), it was the savior from using other integration functions such as function int which work, but largely underestimate the true value, see discussion at the beginning of this section. In fact, integration methods perform in general better when integrating on a finite interval than when integrating on an infinite one. Table 9 : The mean value of errors committed in a 100-run experiment with the standard deviation for the GPD model. The divergence criterion is the Neymann Chi square divergence or the Hellinger. The escort parameter of the DϕDE is taken as the new MDϕDE with the gamma kernel.
Mixtures of Two Weibull Components
We present the results of estimating three different two-component Weibull mixtures. The model has the following density:
Scale parameters are supposed to be known and equal to 0.5 for the first component and 2 for the second component. The proportion is unknown and fixed at 0.35. Shape parameters are supposed unknown. Our examples cover a variety of cases of a Weibull mixture where the density function has either a finite limit at zero or goes to infinity for one of the components:
1. a mixture with close modes ν 1 = 1.2, ν 2 = 2;
2. a mixture with one mode and with limit equal to infinity at zero ν 1 = 0.5, ν 2 = 3;
3. a mixture with no modes and with limit equal to infinity at zero ν 1 = 0.5, ν 2 = 1.
We plot these mixtures in figure 5. Outliers were added in different ways to illustrate several scenarios. For the first mixture, outliers were added by replacing 10 observations of each sample chosen randomly by 10 observations drawn independently from a Weibull distribution with shape ν = 0.9 and scale σ = 3. See tables (10) and (11). For the second mixture, we added to the 10 largest observations of each sample a random observation drawn from the uniform distribution U[2, 10]. See tables 12 and 13. For the third one, outliers were added by replacing 10 observations, chosen randomly, of each sample by observations from the uniform distribution U[max y i , 75] after having verified that no observation in the overall data has exceeded the value 50. See tables 14 and 15. The caclulus of the χ 2 divergence between the estimated model and the true distribution gave often infinity on all mixtures for all estimation methods even under the model. This is because small bias in the estimation of the shape parameter results in a great relative error in both the tail behavior and near zero. We therefore, only provide the TVD as an error criterion. The first Weibull mixture was the least complicated case. We were able to get satisfactory results for our kernel-based MDϕDE using a gaussian kernel. The two other mixtures were more challenging, and we needed to use asymmetric kernels to solve the problem of the bias near zero. It is worth noting that the Basu-Lindsay approach provided very bad estimates in the three mixtures which keeps it out of the competition. Note also that the use of a gaussian kernel gave very pleasant results for the first mixture in spite of the boundary bias. We excluded it from mixtures which have infinity limit at zero because it did not work well because of the large bias at zero.
For the first mixture, under the model all presented methods provide close results (and sometimes better) to the MLE except for the Basu-Lindsay approach with all available choices and Beran's method with the varying KDE (MT) for windows 5 and 10 which fail. Under contamination, our method gives better results than all other methods and have very close (even slightly better) performance to the MPD for tradeoff parameter higher than 0.25. For the second mixture, the Basu-Lindsay approach failed again. Beran's method gave good result under the model only in one case; the RIG with window 0.01. The density power MPD worked very well only for a tradeoff parameter lower than 0.5 and gave a good compromise between robustness and efficiency. It gave the best compromise in the presented methods. Our kernel-based MDϕDE has close results to MPD with difference of 0.01 in the TVD. It is worth noting that our kernel-based MDϕDE gave faire results for the two proposed kernels; the asymmetric kernel RIG for window 0.01 as before and the varying KDE MT for windows 10, 15 and 20. A fact which was not verified for other kernel-based methods showing again a less sensibility towards the kernel. For the third mixture, the Basu-Lindsay approach did not give good results especially under the model. The only satisfactory results (which gave a good tradeoff between robustness and efficiency) were obtained by our kernelbased MDϕDE for RIG kernel with window 0.01, Beran's method with the same kernel and window and the MPD for a = 0.5. Our method and Beran's gave the same result with difference of 0.015 in favor of the power density estimator. Better efficiency were obtained by other choices but on the cost of the robustness of the resulting estimator under contamination. Table 15 : The mean value with the standard deviation of errors committed in a 100-run experiment on a twocomponent Weibull mixture (λ = 0.35, ν 1 = 0.5, ν 2 = 1). The escort parameter of the DϕDE is taken as the new MDϕDE with the SJ bandwidth choice.
Concluding remarks and comments
Simulation results, although do not cover a wide range of models and divergences, give some indications about the robustness and the efficiency of the compared results. They also present possible solutions for many difficult estimation problems by employing non classical kernel methods. We summarize the most important remarks based on our simulations presented in this last section.
• Both MLE and classical MDϕDE have the best efficiency under the model even in difficult models with heavy tails where kernel-based approaches could not give a satisfactory result. In regular situations such as the gaussian model (mixtures included), all methods were equivalent under the model.
• When contamination is present, the compared estimators gave results as expected. Both MLE and classical MDϕDE are not robust against contamination. The DϕDE guided by our kernel-based MDϕDE gave very good results under the model, however, when contamination is present it failed to improve the result obtained by the escort in difficult situations which is the case of the three Weibull mixtures and the GPD. It even gave very bad results some times in comparison to other estimation methods, but still better than MLE and the classical MDϕDE.
• The Basu-Lindsay approach worked very well in regular situations and even showed improved efficiency in comparison to the Beran's method which is concordant to the result of Basu and Sarkar [1994] . It gave surprisingly good results in the GPD model under contamination when we used the varying KDE in comparison to the situation under the model. Unfortunately, it did not give satisfactory results in any of the Weibull mixtures. This method seems very sensitive to the kernel under difficult situations since the model is already influenced by the kernel creating a loss of information.
• The minimum density power divergence gave very good results in all situations but the GPD. The best tradeoff parameter from our set of candidates was a = 0.5.
• The Beran's method gave very good tradeoff (and many times the best) between robustness and efficiency in most of the situations, but not very well in the GPD model. The best choice of the kernel for GPD and Weibull mixtures was the RIG with window 0.01. It was sensitive to the choice of the kernel and its window in many situations.
• Our kernel-based MDϕDE gave very good results in all situations and had close results to the MPD and Beran's methods. It gave the best results in the GPD model with very good compromise between efficiency and robustness. It is worth noting that our new estimator was less influenced by the choice of the kernel and the window than all kernel-based methods which participated in the comparison showing very promising and encouraging properties.
• The use of the varying KDE (MT) gave best results under the model. We believe that one can get better results if we have a better method for choosing the window than the cross-validation procedure presented in Mnatsakanov and Sarkisian [2012] . Recall that the cross-validation method gave good results under the model but very bad ones under contamination. It chose a value a = 1 for most of the samples.
• We are surprised that the best window that corresponds to the best performance for asymmetric kernels and the varying KDE was the most extreme one (the least for asymmetric kernels and the largest for MT). Such a choice corresponds to a fluctuating nonparameteric density estimator. Apparently, the bias at the border played the most important part in estimation. Note that for the RIG kernel as the window becomes smaller, the estimator goes faster towards infinity at zero.
