The fact that the cepstrum transform maps convolution into addition may also be useful in image deblurring. In the cepstral domain the cepstrum of the image and the blur are added together thus making the detection of the blur easier. Two kinds of blurs are very common: the out-of-focus blur and the motion blur. An out-of-focus blurred image can be considered as the convolution of the original image with a cylinder, and a motionblurred image is the convolution of the original image with a rectangle. In image deblurring a very important issue is finding the parameters of the blurring system (apart from identifying the kind of blur), i.e., the radius of the cylinder in an out-of-focus blur and the direction and size of the rectangle in a motion blur. It becomes almost trivial to find those parameters using cepstral techniques, even in the presence of noise. Cannon has successfully used these ideas in his work on image deblurring [2] .
Another application in which the cepstrum may be used is image classification. The "amount of architectural structure" in an image shows up ip the cepstrum in various ways, especially in the width of the main lobe along the main axes. This has been empirically shown in some work done by the author. Fixed rules and final results for categorizing images have not been established yet. Categorizing images may be of assistance in creating libraries of images and image prototypes for statistical estimation, and so forth. 
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Binary Sources and Channels IZHAK RUBIN, MEMBER, IEEE Abstract-We consider an information source that is an independent identically distributed (i.i.d.) binary sequence governed by unknown probability measures. The information sequence is transferred through a memoryless binary channel with unknown cross-over probabilities. The channel model also represents those cases in which an input quantizer is always used, so that the incoming information-bearing observations are threshold crossings of the observation process, and the unknown crossover probabilities are associated with uncertainties concerning the signalto-noise ratio (SNR). We derive and study the optimal (under a minimum error-probability criterion) sequence estimator (which utilizes the observed threshold crossings). The receiver is described by a practical implementable algorithm that involves a shortest path calculation, which is performed using the Viterhi algorithm, and appropriately incorporates the sufficient statistics of the unknown parameters. Its similarity to unsupervised decision-directed learning procedures is noted.
I. INTRODUCTION We consider a binary symmetric channel (RSC) model with cross-over probability ti, 0 < ti < 3, as described by Fig. 1 . Assume the incoming process {X,, k = O,l, * * . } to be an Manuscript received April 27, 1973 ; revised August 22, 1974 . This work was supported by the OWce of Naval Research under Grant N00014-69-A-0200-4041.
The author is with the Department of System Science, School of Engineering and Applied Science, University of California, Los Angeles, Calif. 90024. independent identically distributed (i.i.d.) binary sequence with priors P{X, = 0} = 1 -P{X, = 1 } = 0, 0 I 0 5 1. The output of the BSC channel is a binary sequence denoted as IY,, k = O,l,**.> so that we have P{Y, # X,} = 1 -P{Y, = X,} = @. It is further assumed that the parameters 0 and ti are unknown at the destination and can be considered to assume constant independent values at successive observation intervals of duration K. Thus 0 and tj are considered to be random variables so that {0,} and {tii} are i.i.d. sequences, where oi and tii denote the values attained by 0 and *, respectively, over [iK, (i + l)K -11, i = 0,l . * a. We associate with the random variables 0 and t,b the a priori probability measures p(B) and p(ti), which appropriately weight the possible values of 0 and $ according to prior statistical knowledge acquired or assumed through the system's statistical behavior. Assuming no coding procedures to be further applied in this system, we wish to derive the optimal receiver for this scheme. The latter is chosen as the optimal sequence estimator the input of which is Yi = {YiKI YiK+l,*..,~i+l)K-l~9 and the output is Xi = {XiiK,XiKfl,. . a, ^ X,,, ljK-r }, such that Xi is the best estimate of the corresponding input Xi when an overall probability of error criterion (i.e., an average error-probability with respect to the unknown parameters) is used. Clearly, the structure of this estimator is the same for each observation period so that we will consider only the interval (0, 1,. . . , K -1) (and simplify notation by setting Y. q Y, x, E x, x0 q X).
The model presented is applicable in many communication, computer, learning, and pattern-recognition situations. In particular, two different classes of communication problems can be associated with this model. The first one includes those systems that utilize discrete (binary or, in general, M-ary) channels so that the observed variables are discrete. This is, for example, the case for various computer subsystems and digital magnetic recording channels. The second class is more general and considers the general role of the BSC model as a representation of the channel and the modem. Thus, in particular, the model represents the practical case where a simple quantizer is used to operate on {X,} to yield {Y*} with a resulting cross-over probability ti. This quantizer is practically taken to be the optimal detector under the "average" values of the signal-to-noise ratio (SNR) and priors or as a simple implementable processor. Under fluctuations of the channel conditions and source statistics and since the structure of the preceding quantizer is not varied in practice with these fluctuations, 0 and ti become random variables and our model results. The information concerning the transmitted signal is now embedded in the observed threshold crossings.
To illustrate the latter application, consider the regular (memoryless) additive white gaussian noise (AWGN) channel for which 2, = Xk + nk,
where {Q} is an i.i. (2) where Q(x) = (Jg)-' j"F exp (-3~') du. If, however, 6 is unknown and fluctuates in [O,l 1, we will practically often assume 8 = 3 and incorporate the simple quantizer that then results from (l), i.e.,
with an associated error probability
Our model then results (see Fig. 2 ), where we observe that fluctuations of the SNR (m/a) imply those of ti, with relation (4) governing the AWGN case. (For example, a fluctuating SNR may also arise under imperfect carrier phase coherence; see [12, sec. V] .) The question that subsequently arises is whether, and under what conditions, we can introduce a post-processor R at which the input is just the sequence of decisions {Y,} to reduce the error probability from its level (4).
We observe that in the latter situation, if we are not required to use a simple fixed detector, an adaptive suboptimal detector that utilizes nonsupervised learning methods could be used. An example of such an effective detector is the decision-directed receiver (DDR), which assumes the past decisions to be correct and utilizes them to estimate the unknown parameters that are in turn incorporated in future decisions (see [17] ). DDR's in AWGN situations and their performance are studied in [5]- [8] . An unsupervised learning approach is also used in [9] to derive a recursive formulation of the optimal bit receiver for a model that includes intersymbol interference, Markov symbol and noise sequences, and unknown parameters. It will thus be interesting to observe that the optimal sequence estimator R derived here appropriately incorporates a decision-directed learning procedure.
The reader is also referred to [13] where the high frequency (HF) channel is modeled, for the purpose of error-rate calculations as a time-varying BSC. A model of this type has also been used in [14] for telephone channels. For burst-noise channels, a useful model is the Gilbert model, which assumes the value that ti takes at t to be associated with one of two states of a Markovian process.
We consider now the case where (e,*) are known parameters. The optimal sequence estimator R is readily obtained as follows.
It is well known that the optimal estimator performs
, 3 i where p(Y,X) denotes the joint probability measure of Y, X,x(') is a specific realization of X, i = 1,2; . ~,2~, and X denotes an estimate of X. Since the source and the channel are memoryless, we equivalently have for R, for each k = 0, 1,. . . ,
Or, by utilizing 0 and *, we obtain for R L 1,
with the resulting bit error probability P,(B) given by
The sequence error probability P, is clearly given
If no processor R is utilized, decision rule Xh = Y,, for each k is used, and then P,(B) = $. Thus, given (@,ti), estimator R reduces the bit error probability from ti to B in the region where 0 I 0 < $ and from ti to 1 -8 in the region where 1 -$ < 0 I 1. In the region $ 5 0 5 1 -$, no reduction of the error probability can be achieved, and R is not required. If (e,ti) are unknown and 8 can be in any of the preceding three regions with positive probability, then an improvement of the overall performance will result when the appropriate estimator R is incorporated. Clearly, if ti I 0 5 1 -$ with probability one, then zh = Y, constitutes R, while R is given by $ = 1, $L k, if 0 5 B < $ with probability one, and by Xk = 0, -tc k, if 1 -$ < 0 I 1 with probability one. Consequently, an optimal estimator R will improve performance only if the source has positive probabilities (in an interval of duration K) of transmitting many zeros, i.e., 0 = 1 -E, or many ones, e = E, where E < I&. This is the case for many sources, such as those employed in facsimile transmission and pattern-recognition applications, which transmit, with high probability, whole "black" or "white" lines. Thus note that the reduction in P,(B) that can be achieved is bounded for each realization (e,ti) by (y? + 0 -l), if 0 > 1 -ti, and by (+ -S), if B < $. Hence this reduction in P, can be significant if + is relatively high (recalling that 0 < $ < 3 with probability one) and 0 = E or 1 -E with high probability.
To illustrate the improvement region, we consider the AWGN situation. Assuming a fixed realization of G, we plot (Fig. 3) as a function of B the bit error probabilities achieved by the scheme of Fig. 2 with and without processor R, as was discussed, and compare them with the minimum P,(B) given by (2), which is achieved by (1) when the receiver knows 8 or perfectly learns 0 (for example, by a DDR operating under moderate SNR conditions, see [7]-[8] ). The optimal sequence receiver R for unknown (e,$), which will be derived in the next section, will thus yield a bit error probability in the cross lined-region of Fig. 3 and very near to the lower boundary line under moderate SNR conditions. Note in Fig. 3 , that to achieve curve (3) a flexible detector threshold is required, while curve (2) is achieved by a fixed threshold device followed by optimum R. Consider the scheme described in Fig. 1 , where 8 and IJ are random variables with probability measures p(0) and p(ti), respectively. Based on the observed output Y = (Y,,Y,; .., YhV1}, an optimal receiver will determine an estimate 8 of the input sequence X so that the resulting sequence error probability P, is minimized. We denote the decision rule assumed by an arbitrary receiver by 6(xtO I #j)) = p{;cI = #) I y = #j)), where x") and y(" denote specific realizations of X and Y, respectively, i, j = 1,. . . ,2K. The detection probability Pd, Pd = 1 -P,, is given by (7) where @{ Y,X} is the joint probability measure of Y and X. The optimal receiver will maximize Pd, therefore, by (7) it will assume the form
1 with the resulting error probability P, = 1 -Pd = 1 -C max p(#j),,(i)). j i
due to the memoryless nature of the channel, given Q?. We can now explicitly evaluate expressions (12), (13). For (12), we note that p(x,'*) I e) = 0, if xii) = 0 and = 1 -0, otherwise, and that
where d(')(X,,,-,) denotes the weight of sequence Xe,+t, i.e., the number of ones in the sequence. For (13) we note that p(Y, / X,,$) = 1 -$, if Y, = X, and $ otherwise, and that also
where d~2~(Xo,,-,,Yo,,-l) denotes the Hamming distance between the sequences X0,,-, and Yo,k--l, i.e., the number of times that Y, # X,. Using (12)- (14) and Bayes' rule, we obtain the following expressions : 
The receiver thus needs to evaluate fi( Y,X), which is expressed 6(yh I &,h-1,x) in terms of the given quantities as follows. We have (if we assume
, 3 , the independence of 8 and +)), g(y'j',~"') = Eti{p(y"' j X"',f&}E,{p(X"' ) e>>,
where E, and Eti denote expectations with respect to probabilities p(e) and PW, respectively, and PU'J I h4, P(Y I Xt4, and p(X I 0) are the joint distribution of (Y,X), conditional probability of Y given X, and distribution of X, respectively, when (S,$) are known. The corresponding probabilities, when (Q,$) are the preceding random variables, are denoted as fi( Y,X), fi(Y I X), and 8(X), respectively. We denote by X0,, and Y,,, the realization over [O,k] of the process {X,} and {Y,}, respectively (i.e., X0,, = {X0,X,; . *,X,}). We can then write the joint probability of (10) and similarly for fi( Yo)) :
where 
Thus, assuming one can observe at k the past (XO,h-l,YO,&l), (17a) expresses the causal conditional-mean (or minimum meansquare error (MMSE)) estimate of 0 at time k, in terms of the sufficient statistic for 8, which is d")(X,,,-,); (17b) yields the causal conditional-mean estimate of $ at k, in terms of its sufficient statistic, which is d(2)(Xo,h-1,Y0,R--I). IEEE TRANSACTIONS ON INFORMATION THEORY, MARCH 1975 Incorporating (15)- (17) Thus the optimal receiver will have to choose Xo,K-l as that sequence which maximizes Cf:t wk( .), given by (19). An efficient reduced-memory practical realization of this receiver can be achieved by representing the estimation procedure by a graph (or a corresponding finite-state machine) and employing the dynamic-programming principle, following the procedure of the Viterbi algorithm derived in the context of convolutional encoding (see [l]-[4] ). For that purpose, a weighted graph G = (r,@ with a set of vertices P and a set of edges Z? can be constructed by letting P = uECo rk, where vk denotes the subset of vertices associated with time k. By (18) we observe that Vk must include (k + 1)2 vertices, each one corresponding to a specific value of (d$?)1,,d~?,) = (i,j),i, j = O,l, * * *,k. Set g is constructed by Z? = Uf:J gkik, where Ek is the set of edges connecting rk and pk+i. Having observed YO,K-l, weights are appropriately assigned to the branches of the graph, and the optimal receiver will choose the shortest path between PO and r,, where -wk(.) denotes the length associated with the appropriate branch. In particular, it is customary in graph theory (see, for example, [lo, 111.51) to construct the shortest tree T(Y) with root rob, which yields the shortest paths between F. and any other vertex, utilizing any one of the many existing algorithms ([ll, ch. 61) . In particular, if the final vertex in pK is fixed, the optimal path in the tree is uniquely determined since in a tree there is a unique path between any two vertices. Using a dynamic-programming approach, we observe that in searching the optimal path at each vertex only one entering branch can be part of this path. This observation subsequently results in the Viterbi algorithm for finding the shortest path. Fig. 4(a) where it is assumed that one knows X,-, = 0.)
Assuming an observation sequence Y,,,-i, to be able to assign appropriate weights {wk(*)} to the branches we need to prove that each vertex in G can be assigned a unique pair (d$?i.',,d~2_',), so that the shortest path in the resulting weighted graph is the optimal estimate. The proof proceeds by induction as follows.
Using the latter algorithm in the present graph G, we observe that at time k, (k + 1)' storage locations are required, and (k + 1)2 comparisons among 4(k + l)* addition results are to be performed. Thus a corresponding memory size proportional to 2 log, (k + 1) bits is required at time k (see also the discussion in [3] ), compared to size k bits that are required if a simple set of sufficient statistics, as (d$l',,d~2_',) here, do not exist. However, due to the special character of the sufficient statistics here, we can significantly simplify the detection algorithm and reduce its complexity by constructing a simple optimal receiver corresponding to a finite-state machine with just two states, as derived in the following.
We denote the (d,'?l,di2_',) distance pair associated with vertex vk by (Dk(1),Dk'2)) and that associated with Vk by (Dkk(1),Dkk(2)). Then initially at k = 0 the latter distance pairs are (0,O). Assuming that we have uniquely determined distance pairs at t = k -2 for 4-i and vk-i, then weights wk-i(Xk-i, Yk-i, d~l',,d~?,) are appropriately associated with the four branches Of Ek--l, at t = k -1. When the Viterbi algorithm is used at this stage only two branches in EkeI will survive, so that one is incident with vk and the other with 4 (since only one of the edges of Ekml incidenting with a vertex of V, can be a member of the optimal path). Subsequently, after choosing the two surviving edges in EkeI, (Dk('),Dk(2)) and (4 (i),DkC2)) are readily uniquely calculated in terms of (Z$i)i ,Z$?)i) and (DiL), ,Z$?i), respectively, and Y,-i. Thus a graph (a trellis diagram) generated by two states zero and one is sufficient to determine the optimal sequence estimate, since the required distance pairs associated with each vertex of G can be recursively evaluated simultaneously with the execution of the algorithm. The resulting algorithm, which obtains the best estimate by appropriately searching for the shortest path in G, or equivalently generating the optimal tree that yields the shortest path between Co and any other vertex (see the example in Fig. 4(b) ), is then presented by the following Algorithm 1.
In this algorithm, we will denote by -L, and -Lk the total length on the optimal tree (under observation Y) T(Y), from Co to vk and 8, to ok, respectively. Ykc will denote the binary digit complement to Yk (i.e., Ykc = 1 @ Y,). We construct the simple graph G, G = (I'+??), where V = u:zo, y,,E = u::cf Ek, such that V, = {fi,$k}, and the graph is complete (i.e., any two vertices are connected by an edge). As in a trellis corresponding to a two-state finite-state machine andlet t = k = 1.
Step 2: For t = k, compute
and include in T(Y) edges
where
wk( a) is given by (19) and
Store the set of branches from V, to vk+r that have been determined to be in T(Y) (to be called the surviving branches) and for t = k + 1 store (Bk(1r,Dkk(2)), (Ok(1),Dk(2)), (LbEk) .
Set k = k + 1 and repeat
Step 2 until t = lj I K, where l., > ljel, is the minimal time for which the surviving branches between V, and V, + i are both incident from a common vertex in V, (to be called the surviving vertex).
Step 3: The optimal estimate part zlII-I,lj is indicated by the resulting unique path from the surviving vertex in &,-1 to that in ";,. If Ij < K, set j = j + 1, k = k + 1 and go to Step 2. If lI = K, stop.
III. CONCLUSIONS
To assess the complexity associated with Algorithm 1, we observe the following. Concerning memory requirements, the algorithm requires at each time t = k, two storage locations associated with ok and 4. For uk we store the length Lk, the distance pair (D,(') ,D,(')) and the unique surviving path to uk and similarly for 4. This is to be compared with the memory requirements for the algorithm associated with G, which requires at time k, (k + 1)2 storage locations each containing the metric Lk and the topology of the surviving path. Clearly, a practical decoder will also apply quantization of the metrics Lk and in case of Algorithm 1, if k is large, also to (DkC1),DkC2)) (by appropriately quantizing, for example, D,(')/k and D'*)/k over [O,l I) . (The overall complexity measure will not be affected much by this quantization, see [12] .) Concerning the computational requirements, Algorithm 1 performs, at time k, two comparisons among four resulting additions, compared to (k + l)* comparisons among 4(k + 1)2 resulting additions when G is used. The receiver presented by Algorithm 1 is thus a practical implementable scheme (identical, structurally, to a Viterbi decoder scheme) with a significantly reduced complexity.
The operation of the optimal receiver presented by Algorithm 1 can be described in the following way. At time k, the causal MMSE estimates of 0 and I+P are generated, in terms of @ii',, @!jl) or (D~i)I,D~'_',) depending on whether 2k-l = 0 or kk-1 = 1, respectively. Utilizing these estimates (as if they were presenting the true values of 0, $) to generate the metrics wk(*), we decide which of the two transitions corresponding to xk = 1, and those corresponding to zk = 0, are more likely. Thus, at time k, two estimating paths for &,k are generated, and the estimates of 8 and $ evaluated then, for each path, are the causal MMSE estimates that assume that path to be the one actually transmitted. The algorithm terminates at time K -1 with the unique optimal path. We subsequently observe the similarity of this optimal receiver and a DDR (see Section I). Note, however, that the optimal receiver here uses the appropriate estimates of the unknown parameters to generate two possibk paths, and a final decision between these paths is delayed until time Zj' 5 K -1. In a regular receiver using the decisiondirected technique, causal estimates (based upon the assumption that past decisions are correct) are directly used in the knownparameter scheme to classify the present observation and to modify the detector's structure.
Our optimal scheme thus combines the shortest-path searching technique of the Viterbi algorithm used for convolutional codes (or any intersymbol interference receiver) with the decisiondirected technique of unsupervised learning. In studying the performance of our scheme, we thus have to consider, in addition to the topological special structure of the receiver, the dependencies introduced by the learning process. Error events, as defined for convolutional decoders ( [l ]-[4] ), consequently no longer constitute a series of recurrent events, due to these dependencies. An exact performance analysis meets difficulties similar to those met in DDR performance analysis.
We have recently obtained upper and lower bounds on the error probability for our scheme, as well as extended the solution (and the algorithm) to include Markovian sources and intersymbol interference channels with unknown parameters. 
