For multiple transmitter-receiver pairs communication in a frequency-selective environment, typical power allocation method is the Iterative-Waterfilling (IW) algorithm. Main drawback of IW is its poor convergence performance, including low convergence probability and slow convergence speed in certain scenarios, which lead to high computational load. Large-scale network significantly magnifies the above drawback by lowering the convergence probability and convergence speed, which is difficult to satisfy real-time requirements. In this work, we propose a power allocation scheme based on convolutional neural network (CNN). The design of loss function takes into account the Sum Rate (SR) of all users. The output layer of the CNN model is replaced by several Softmax blocks, and the output of each Softmax block is the ratio of the transmission power of each user on the sub-carrier to the total power. Numerical studies show the advantages of our proposed scheme over IW: with the constraint of not lowering SR, there is no convergence problem and the computational load is significantly reduced.
I. INTRODUCTION
The form of future communication networks will become more diverse [1] , [2] , which extends from current human-tohuman to machine-to-machine (M2M) [3] , and to internet of things (IoT) communication [4] - [6] . In certain IoT networks, the number of IoT devices may be huge, which leads to fierce competition for scarece bandwidth. To reap relatively high data delivery rate, one typical solution is that multiple users share multiple sub-carriers in non-orthogonal manner. In this scenario, multiple users interfere with each other and are viewed as noise makers between each other [7] , [8] .
The associate editor coordinating the review of this manuscript and approving it for publication was Guan Gui . The corresponding effect is that the data delivery rate of one user in a sub-carrier decreases as the transmission power of other users in this sub-carrier increases. Therefore, an efficient power allocation algorithm is desired to ensure that all users can simultaneously achieve relatively high data deliver rate [9] , [10] .
On one hand, one representative power allocation scheme is the Iterative-Waterfilling (IW) algorithm [11] , which is sub-optimal in terms of achieved sum rate over all users. In [12] , the IW algorithm is utilized to solve the power allocation problem in digital subscriber line (DSL) systems, which algorithm provides a complete solution to the network power allocation problem. Typical drawback of IW is its poor convergence performance, including low convergence probability and slow convergence speed in certain scenarios which leads to high computational load. Large-scale networks, especially IoT networks with huge amount of communication terminals, magnify the above drawback by further lowering the convergence probability and convergence speed. This confines its deployment scope, including limited to small-scale networks and limited to poor real-time requirement scenarios. Therefore, a lot of works focus on studying the sufficient while non-necessary (no sufficient and necessary condition has been provided) conditions for the convergence [13] - [15] .
On the other hand, due to excellent practical performance, deep learning has been deployed into diverse domains, including image classification, natural language processing, and speech recognition, etc [16] - [20] . In recent years, due to the convenience and timeliness of data acquisition in wireless communication networks, deep learning also shows its advantage in wireless communication networks [21] - [24] . The work in [25] employs deep learning to solve channel distortion and symbol detection problems in an end-to-end OFDM channel, and its performance is comparable to that of the minimum mean square error (MMSE) estimator. In [26] , in order to reduce the complexity of the iterative algorithm, deep neural network (DNN) is utilized to approximate the power control strategy of the WMMSE algorithm with minor performance loss. For multi-channel cognitive radio networks, scheme based on numerical optimization [27] enables primary users to achieve higher throughput, while [28] proposes a resource allocation scheme based on DNN, which achieves higher spectral efficiency of secondary users without causing excessive influence on the communication of primary users. The work in [29] shows the advantage of deep learning in achieving higher spectral efficiency (SE) or energy efficiency when compared with traditional power control strategy. For the IoT system based on non-orthogonal multiple access, under the assumption of imperfect successive interference cancellation, [30] takes SE as an optimization objective and proposes an optimal resource allocation solution based on CNN, which has fast convergence and low computational load.
For multiple transmitter-receiver pairs communication network model in the frequency-selective environment, there are some shortcomings in the existing works. On the one hand, the traditional IW algorithm [11] has high computational load, poor convergence performance, and is difficult to be generalized to large-scale networks. On the other hand, existing deep learning-based approaches [29] do not consider the multi-carrier environment and the optimization of the Sum Rate (SR).
In this work, for multiple transmitter-receiver pairs in a multi-carrier environment, we propose a power allocation strategy based on a convolution neural network (CNN). The loss function takes into account the SR of all users. Numerical comparison with traditional power control scheme shows that with the constraint of not reducing the SR, our proposed scheme reduces the operation time significantly.
The rest of this paper is arranged as follows. In sec. II, preliminaries are given. In sec. III, the proposed power control scheme based on CNN is proposed. The simulation results are given in sec. IV and conclusions are drawn in sec. V.
II. PRELIMINARIES A. SYSTEM MODEL
As shown in Fig. 1 , M transmitter-receiver pairs, denoted by (S i , D i ) for i ∈ {1, 2, . . . , M } M, communicate simultaneously, under frequency-selective fading, where transmitter node S i wants to deliver data to receiver D i , and there are K orthogonal sub-carriers with each having different link gains. These M transmitter-receiver pairs share these K orthogonal sub-carriers. For k ∈ {1, 2, . . . ,
i denotes the direct link gain on sub-carrier k between transmitter i and receiver i for i ∈ M, and c (k) i,j denotes the interference link gain in sub-carrier k between transmitter i and receiver j for i, j ∈ M, i = j. Transmitter S i is subject to power constraint P i , i.e., k∈K P
i denotes the transmit power allocated by transmitter i into subcarrier k. Let n (k) id denote the noise power at receiver D i in sub-carrier k. Except the additive noise at receiver D i in sub-carrier k, there exists interferences from other nodes, which interferences are collectively viewed as another source of additive noise. For the sake of simple representation, let n (k) i and I (k) i denote the normalized noise power and normalized accummulated interference power at receiver D i in sub-carrier k,
, and normalized accummu-
. The data rate of user i in sub-carrier k can be calculated by Shannon's formula:
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B. THE ITERATIVE-WATERFILLING (IW) ALGORITHM
The IW algorithm repeats the following two stages in each iteration. In the first stage, the waterfilling operation [31] is performed by the users either successively or in parallel. After the transmission powers are updated, the interference power caused to other users will also change. In the second stage, all users then iteratively update their power allocation using the waterfilling method. As the number of users and sub-carriers in a communication network increases, it is likely that the impact of interference noise on high-speed data transmission of users cannot be ignored after several iterations, which leads to the poor convergence performance of the IW algorithm. The SR is evaluated after the power levels of all users converge. Note that the above two-stage IW algorithm may not converge. In this case, the system fails to find one equilibrium.
III. PROPOSED RESOURCE ALLOCATION SCHEMES
In this section, we propose a power allocation scheme based on CNN, which includes the following four subsections. In subsec. A, the structure of the proposed CNN scheme is described. The way of data generation is given in subsec. B. The training and testing of the model is described in subsec. C and subsec. D, respectively.
A. THE STRUCTURE OF THE NETWORK
As shown in Fig. 2 , the proposed CNN scheme consists of three concatenated parts, including a convolutional part, a reshaped part, and a fully connected part. The input of the model is channel coefficients of each user in each subcarrier, i.e., the direct link gain {b i } and interference link gain c ij , while the output of the model is the transmission power allocated by each user into each sub-carrier. To facilitate the convolutional operation on the data matrix using CNN, we construct a three-dimensional data matrix for input data. The dimension size of the data matrix is M × K × M , which corresponds to M users and K orthogonal sub-carriers.
In the following, we describe each component of the proposed CNN scheme and the loss function design in detail.
1) CONVOLUTIONAL PART
The convolutional part consists of a convolutional layer, a Rectified linear unit (Relu) layer, and a Max pooling layer.
With the objective of finding the relationship between link gain (characteristic) of different users on different subcarriers, the function of the convolutional layer is to perform three-dimensional spatial convolution on the input data, i.e., a convolution on the data matrix. Another advantage of adding a convolutional layer is that the number of training parameters of the model can be reduced. If we reshape the data matrix into a one-dimensional column vector, i.e., use the DNN model to train directly, the training parameters are too many to train when the number of users increases to a large value. The parameter sharing mechanism of the convolutional layer can effectively reduce the number of training parameters, and the relationship between features can be trained more quickly.
By introducing non-linearity into CNN, the function of the Relu layer is to zero the output of some neurons, so as to increase the sparsity of the whole network and reduce the dependence between parameters, which further alleviates the occurrence of overfitting.
As a kind of pooling operation, the purpose of adding Max pooling is to reduce both parameters and computational complexity through downsampling the data matrix as far as possible without losing data features. Moreover, other effective function of the Max pooling layer includes preventing overfitting, and improving the generalization ability of the model.
2) RESHAPED PART
The function of the reshaped part is to reshape the output of the convolutional part into a one-dimensional column vector, which will serve as the input of the succeeding fully connected part.
3) FULLY CONNECTED PART
The fully connected part consists of two concatenated subblocks, or two hidden layers. The first sub-block consists of a fully connected (FC) layer, a Relu layer, and a Dropout layer. The role of the Dropout layer is to temporarily discard neurons according to a certain probability from the network during the training process. This operation can effectively prevent the emergence of overfitting and increase the generalization capability of the training model.
The last sub-block of the fully connected part consists of an FC layer and a Relu layer. The number of neurons in the FC layer is M × K , which corresponds to M users and K orthogonal sub-carriers. After passing through the Relu layer, these MK outputs are equally divided into M parts with each containing K consecutive components, and these M parts are treated as the input of M Softmax blocks, where the input and output sizes of each Softmax block are K . Softmax function, or normalized exponential function, is widely used in multi-category scenarios [32] . Its function is to map the input to real numbers between 0 and 1, subject to the constraint that the normalized sum is 1. Therefore, it can be used in multi-classification scenarios or meet the need for seeking probability in certain applications. In this work, we let the Softmax block i correspond to the user i, and correspondingly the output of the Softmax block i is
where P is the total power of the user. In other words, the k-th output of the Softmax block i is the ratio of the transmission power assigned on the sub-carrier k by the user i to the total power.
4) LOSS FUNCTION
Generally, in supervised learning, the loss function is set to be the error between the predicted value and the real value. In our proposed scheme, to maximize the optimization objective, we redesign the loss function in the training process of the model, as described below.
To maximize the SR of all users, the CNN model can be trained by minimizing the following loss function:
B. DATA GENERATION Channel coefficients are generated according to Rayleigh fading distribution [33] , i.e., the direct link gain {b i } and the interference link gain c i,j obey the Rayleigh fading distribution, where i, j ∈ M, i = j. We define b and c as the expectation of the direct link gain and the interference link gain, namely,
In the communication network that we focus on, when the number of users is M and the number of sub-carriers is K , the number of the direct link gains {b i } and interference link gain c i,j of user i is K and (M − 1) × K for i, j ∈ M, respectively. Hence, the size of the data matrix dimension generated by user i is M × K . For a given communication network parameter (M , K , b, c) , we generate a data set with a sample size of 10000, and then divide the whole data set into training set, verification set, and testing set for training, validating, and testing, which takes up 60%, 20%, and 20%, respectively.
C. MODEL TRAINING
We use the training set to optimize the weight parameters of the CNN model, and use the validation set to evaluate the performance and generalization capability of the training model. The optimization algorithm is essentially a mathematical method. Typical optimization algorithms include the Stochastic Gradient Descent (SGD) [34] , Adadelta [35] , Nesterov Accelerated Gradient (NAG) [36] , and Adam [37] . We adopt Adam, which is a first-order optimization algorithm that can replace the traditional SGD process. It can update the weights of neural networks in an iterative manner based on training data set. Moreover, it is suitable for solving optimization problems with large-scale data and parameters, as well as for problems with high noise or sparse gradients, which requires only a very small amount of tuning parameters. Different initialization values of neural network parameters can affect the convergence speed in a certain extent. If the parameters are initialized to be too small, the output of each layer of the network will probablly be close to zero, which will drive the vanishing gradient problem occur during back propagation procedure. To make the CNN model find the optimal solution faster and to speed up the convergence of the model, we use the approach suggested in [38] to initialize the weight. More specifically, the weight of each neuron is divided by the square root of its input to be the variance of each neuron's output.
D. MODEL TESTING
Under the same testing data set, we validate the generalization capability of IW, DNN, and CNN scheme proposed in this work through several experiments. Besides, we calculate the SR of all uers in various network scenarios and the average testing time in 2000 testing samples. Due to the limitation of IW in terms of not always convergent, when comparing the average testing time performance, we only consider the convergent samples (ignore the samples that are not convergent) for IW.
IV. NUMERICAL RESULTS
In this section, we numerically compare the performance of the proposed CNN scheme, DNN scheme, and IW algorithm in different network scenarios. Part A describes the parameter settings of the CNN, DNN, and the communication network scenario, and part B analyzes and compares the performance of the schemes. Specifically, the average SR performance of all users and the average testing time in 2000 testing samples of each algorithm are taken as the evaluation criteria. Besides, we count the convergence times of the IW algorithm in different network scenarios to show the limitation of the algorithm in terms of convergence and the superiority of the proposed CNN scheme. In this numerical study, codes for implementing DNN and the proposed CNN network are implemented in Python 3.6 on one computer node with an Nvidia 1080ti Graphical Processing Unit (GPU).
A. PARAMETER SETTING
In the following, we describe the parameter setting of CNN, DNN, and communication network scenario in three parts, respectively.
1) PARAMETER SETTING OF THE PROPOSED CNN MODEL
In the convolutional layer, we choose a medium-sized convolutional core with size 3 × 3 × M . Besides, the number of convolution cores is set to be 32, and the step size of convolution in both horizontal and vertical directions is set to be 2. With respect to the Max pooling layer, we let the sliding window size to be 2 × 2, and the sliding step length in both horizontal and vertical directions to be 2. In the fully connected part, the number of hidden layer neurons in the first sub-block is 1024, and the number of hidden layer neurons in the last sub-block is M ×K , which corresponds to M users and K orthogonal sub-carriers. In the training phase of the model, the learning rate of Adam optimization algorithm is set to be 0.001, while the others are set to be the default values. The value of keep − prob represents the probability of each neuron being retained in the Dropout layer. It is set to be 0.8 during the training process, and set to be 1 during the testing process since all neurons need to be used.
2) PARAMETER SETTING OF THE DNN MODEL
To verify that DNN is inferior to CNN, the setting of DNN is the same as that of CNN. In other words, we use the same optimization algorithm, parameter initialization method, hyperparameter setting, and the same number of network layers to train and test the DNN model. Specifically, a sub-block is added between the reshaped part and the fully connected part, which is the same as the first sub-block of the fully connected part, namely, it contains an FC layer, a Relu layer, and a Dropout layer. Similarly, the number of neurons in the FC layer is 1024. After training, the performance of the DNN model is tested, including the SR performance and average testing time in 2000 testing samples, under the same testing data set.
3) PARAMETER SETTING OF THE COMMUNICATION NETWORK SCENARIO
We define M , K , b, and c as the number of users, the number of sub-carriers, the expectation of direct link gain {b i }, and the expectation of interference link gain c i,j in the communication network, respectively. We mainly consider four different network scenarios. The first three network scenarios are (M , K , b) ∈ {(2, 96, 1), (24, 24, 4) , (48, 24, 4)}. They are mainly used to compare the SR performance between the proposed CNN scheme and the traditional IW algorithm, and used to compare the time complexity of the three schemes, including CNN, DNN, and IW. In network scenario 1, we let b = 1, c ∈ (0 ∼ 2), and take into account both high SNR regime and medium SNR regime, i.e., P ∈ {10000, 500}. In network scenarios 2 and 3, since IW has poor convergence performance, b is set to be 4 while other parameters are kept as constant. In the comparison of the SR performance of the proposed CNN scheme and the DNN scheme, we only consider network scenario 1 with a relatively small number of samples, i.e., (M , K , b) = (2, 96, 1), where c ranges from 0.1 to 2.0. The stability between the two algorithms can be compared by a network scenario with fewer samples and more sub-carriers. To compare the average testing time, we consider the performance of these three schemes mentioned in this paper. Similarly, because of the poor convergence performance of IW, the convergent samples of IW are considered in the comparision of the computational load. In network scenario 4, we mainly compare the SR performance of CNN and IW with a different number of users when the number of sub-carriers, b, and c are constant, i.e., (K , b, c) = (24, 4, 0.1), M ∈ {10, 20, 30, 40, 50}.
For the above network scenarios, we plot different figures and tables to show the superiority of the proposed CNN scheme.
B. PERFORMANCE ANALYSIS
We evaluate the SR and average testing time performance of the three schemes, including CNN, DNN, and IW. Fig. 3 shows the SR performance comparison between CNN and DNN schemes under different values of c in network scenario 1. It can be observed that the SR curve for DNN scheme is unstable, with multiple undulating points. However, for the CNN scheme, the change of SR curve is smooth. Therefore, it can be concluded that in our network scenario, the SR performance of the proposed CNN scheme is better than that of the DNN scheme, and the specific advantages are as follows. On one hand, the CNN scheme is more stable than the DNN scheme. On the other hand, due to the parameter sharing mechanism of the convolutional layer, the parameters of CNN are less than DNN. Therefore, we don't consider the DNN scheme in the comparison of subsequent SR performance. In addition, because a convolution layer can basically learn the correlation between users and sub-carriers, increasing the number of layers of the network will only increase the testing time, which will not improve the SR performance of the CNN network. Therefore, in the subsequent experiments, the number of layers for convolution layer is set to be 1. Fig. 4 shows the SR performance comparison between the CNN scheme and IW in different communication network scenarios, while table 1 shows the number of convergence of IW in 2000 testing samples. From Fig. 4a, 4b , and 4c, it can be observed that IW does not converge when the value of c is relatively large in every network scenarios. Specifically, we can observe that in 2000 testing samples, the number of convergence of IW decreases with c, which indicates the limitation of IW in terms of convergence when the interference from other users is large. However, there is no convergence problem in the proposed CNN scheme, because CNN does not need iterative operations in the testing of new samples, which indicates that the computational load can be significantly reduced. From Fig. 4a , we can observe that when the number of users is small and the SNR regime is high, the difference between the two schemes is small if c is small. As c increases, the achieved SR by the proposed CNN scheme can be higher than that of IW. In other scenarios, the SR performance of the proposed CNN scheme and IW are almost equal when IW converges. These simulation studies show the advantages of our proposed CNN scheme over IW: with the constraint of not lowering SR, there is no convergence problem. Fig. 5 shows the SR performance comparison between CNN scheme and IW with a different number of users in network scenario 4. It can be observed that when the number of users is 30, IW does not converge, while the CNN scheme still has a good SR performance, even if the number of users continues to increase. Table 2 and Table 3 show the computational load performance, namely the average testing time in 2000 testing samples, of the proposed CNN scheme, DNN scheme, and IW in network scenarios 2 and 3, respectively. Since the SNR level has less influence on the average testing time, the influence of SNR is neglected from the table. It can be observed that in each network scenario, the CNN scheme and DNN scheme perform better than IW in terms of average testing time. Between CNN and DNN schemes, the performance of the former is better than that of the latter in most cases. Meanwhile, in each network scenario, with respect to the average testing time, CNN scheme is more than 100 times faster than that of IW, and the average testing time of IW increases with the value of c. For example, in network scenario 3, the average testing time of the proposed CNN scheme is about 3.5 ms, while the larger c is, the longer time it takes to converge for IW. With c increases from 0.001 to 0.05, the average testing time of IW increased from 509.45 ms to 2284.52 ms. It indicates that the proposed CNN scheme is more stable in terms of average testing time. When the number of users is large, the IW algorithm does not converge when c is large. CNN scheme does not need to consider the problem of convergence, and is readily to obtain a larger sum rate.
The above experimental studies show the limitations of IW in terms of convergence. Besides, IW is restricted to a small-scale network with not so many users. It indicates that it is difficult to meet the real-time requirements in practical application scenarios. For the proposed CNN scheme, with the constraint of not lowering the SR in different network scenarios, it has better stability and shorter operation time than IW.
V. CONCLUSION
In this work, for multiple transmitter-receiver pairs communication network model in the frequency-selective environment, we propose a power allocation scheme based on CNN. The constructed loss function takes into account the SR of all users. The output layer of the CNN model is replaced by several Softmax blocks, and the output of each Softmax block is the ratio of the transmission power of each user on the sub-carriers to the total power. Numerical comparison with traditional power control scheme shows the advantages of our proposed CNN scheme over IW: with the constraint of not lowering the SR, there is no convergence problem and the computational load is significantly reduced.
