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Extrapolating physical error rates to logical error rates requires many assumptions and thus can
radically under- or overestimate the performance of an error correction implementation. We introduce
logical randomized benchmarking, a characterization procedure that directly assesses the performance
of a quantum error correction implementation at the logical level, and is motivated by a reduction to
the well-studied case of physical randomized benchmarking. We show that our method reliably reports
logical performance and can estimate the average probability of correctable and uncorrectable errors for
a given code and physical channel.
1 Introduction
The accurate estimation of small errors in quantum devices is central to continuing progress in the field of quantum
information. Several tools have been developed for this purpose, and one—randomized benchmarking [1–3] —
has become a de facto standard in the field for the estimation of the quality of quantum gates. To date, nearly
all experiments have focused on estimating gate error rates of physical qubits on a variety of different physical
platforms e.g. [2, 4, 5]. Although impressive experiments on characterization of intermediate scale quantum devices
have recently been demonstrated [6], those experiements have been forced to make numerous oversimplifications of
the RB framework to extract relevant information. As an increasing number of experiments approach the milestone
of an encoded or logical qubit [7–15], it is critical to provide useful tools for intermediate-scale characterization.
Here we introduce a method to faithfully assess the performance of logical qubits. In particular, we develop
a protocol to measure the performance indicators of an error correction implementation that are most important
to reasoning about fault tolerance: the average probability of both correctable errors and uncorrectable errors, as
well as the average error rate of a gate set. Our protocol is called logical randomized benchmarking (LRB). LRB
improves upon current characterization methods by operating directly at the logical, rather than physical, level of
an error correction implementation. By performing benchmarking inside this smaller space, we achieve a drastic
reduction in the experimental resources required to characterize an error corrected quantum device. Additionally
we obtain a more accurate approximation of these performance indicators with fewer assumptions. That is, we
honestly include the effects of imperfect logical gates, crosstalk, and correlated errors, which are typically ignored.
Our specific protocol is justified by the fact that the proof of correctness reduces to the proof of correctness for
the standard case of physical randomized benchmarking. This implies additional advantages as well: our protocol
remains compatible with the many recent advances derived from traditional (physical) randomized benchmarking
[16–23]. In addition, this means that the standard and well-known randomized benchmarking assumptions must
apply for our analysis to be valid: we require the noise to be time-independent, Markovian, and gate-independent
(all at the level of logical Clifford gates). Unique to the situation of logical qubits, we must also assume that
syndrome measurement errors are uncorrelated between rounds of error correction. Recently, Proctor et al. [24]
have demonstrated the importance of the original three preconditions by providing examples where the fidelity
can be dramatically overestimated by naive implementations of RB if gate independence is violated. While these
assumptions will only ever be approximately satisfied in practice, randomized benchmarking in general and our
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protocol in particular can be shown to be robust to small violations of assumptions such as gate independence [25].
Thus, using statistical methods that are in turn robust to bounded errors [26, supplemental material, section IV],
our protocol provides useful estimates in cases of experimental interest.
In principle the existing characterization and benchmarking toolkits can be applied directly to the physical qubits
that comprise a logical qubit [16–23]. In practice, however, there are formidable challenges associated with this
approach. Using randomized benchmarking of physical gates to compare to fault-tolerance thresholds is notoriously
difficult to do honestly [20, 27–31]. In multi-qubit systems additional imperfections, such as crosstalk and spatially
or temporally correlated errors, can make characterization still harder. Indeed, it need not be the case that a single-
qubit error rate is representative of an error rate in a larger system, and these extrapolated error rates can even be
off by many orders of magnitude in some cases [32]. In fact, we will show later that characterization methods that
operate at the physical layer can either systematically under- or overestimate the error rates of logical gates.
Our work is inspired by and related to many other works. We briefly comment on the relationship to some of
those works. Ashikhmin et al. [33] has previously defined the probability for an uncorrectable error. Scott [34] used
the error probabilities to compare different quantum error correcting codes of the same minimum distance. Neither
of these papers gave a procedure to measure the error probabilities. In the context of calculating thresholds for
concatenated codes, Rahn et al. [35] (and later work by Huang et al. [36]) assumed a particular physical error channel
and successively mapped this to logical channels with concatenated codes. Our proposal inherits the intuition built
by up by Rahn et al.. One of the key differences in our approaches is that we assume nothing about the physical
channel. Instead, we advocate measuring properties of logical channels directly.
The remainder of the paper is structured as follows. We start by defining the average probability of a correctable
error and uncorrectable error for a quantum error correcting code. Then we relate these probabilities to the logical
fidelity of a channel, and give a protocol to measure the logical fidelity. This protocol is inherently sensitive to
state preparation and measurement (SPAM) errors. To solve the sensitivity to SPAM errors we introduce the LRB
protocol. Then we finish with a discussions of the advantages of LRB over physical RB.
Throughout the paper, we use the notational conventions that unitary operators are written as roman letters
(U), with corresponding quantum channels written in calligraphic script (so that U(ρ) := UρU†), and with encoded
operators and channels denoted by bars (U , U). Similarly, imperfect or noisy channels corresponding to U or U are
written using tildes (U˜). We emphasize the important special case of noise with respect to the logical or physical
identity channels by denoting these channels as Λ or Λ, respectively. Finally, we will denote expectation values of
random variables by E, with subscripts being used to indicate which variable an expectation is taken over if it is
not otherwise clear.
2 Errors and Logical Fidelity
We seek a protocol that measures how well a given quantum error correcting code protects against an error channel
Λ. Consider a known state |ψ〉 and its encoding |ψ〉 := E(|ψ〉 ⊗ |0〉) into the relevant codewords using an encoding
map E and an ancilla initially prepared in the state |0〉. The encoded state is then subject to the noise channel,
the recovery operation R, and finally the decoder D = E†. We can measure how well our code protects against the
noise Λ by measuring Π := |ψ〉〈ψ| versus Π⊥ = 1− |ψ〉〈ψ|. We adopt the notation that
Pr(Π|ψ,R,Λ) := Tr [|ψ〉〈ψ|RΛ(|ψ〉〈ψ|)] . (1)
Using this notation, we can now define the probability that no errors have occurred in terms of the probability that
we corrected an error using an identity channel as the recovery map. That is,
Pr(No|ψ,Λ) := Pr(Π|ψ,R = I,Λ). (2)
When a non-trivial recovery operation is performed, we can then break down the probability of correctly measuring
the state we prepared into the probabilities that no error occurred, and that we corrected an error that did occur.
Formally, we write that the probability of an uncorrectable error is [33, 34]
Pr(Un|ψ,R,Λ) := 1− Pr(Π|ψ,R,Λ). (3)
We complete our definition of the relevant code properties by taking the probability of a correctable error to be
Pr(Co|ψ,R,Λ) := 1− Pr(Un|ψ,R,Λ)− Pr(No|ψ,Λ). (4)
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In practice, however, learning code properties by directly estimating these parameters is not feasible, as it
requires perfect state preparation and measurement (SPAM), and is sensitive to the specific choice of input state
|ψ〉. To solve this, we will show how applying randomized benchmarking to encoded gates will allow us to estimate
the average gate fidelity
FL(RΛ) := F (RΛ,1) =
∫
dψ 〈ψ|RΛ (|ψ〉〈ψ|) |ψ〉 , (5)
where dψ is the Haar measure and F (RΛ,1) is the fidelity between the channel RΛ and the identity. Since
F (RΛ,1) = Eψ[Pr(No|ψ,Λ) + Pr(Co|ψ,R,Λ)] and (6a)
F (Λ,1) = Eψ[Pr(No|ψ,Λ)], (6b)
our protocol directly enables estimating average performance indicators of quantum error correcting codes and their
associated recovery operators.
To use the average gate fidelity in the context of quantum error correction, we consider an encoded logical
unitary U for a unitary U , and will consider the case in which the code under consideration encodes k logical qubits
into n physical qubits. For an arbitrary k-qubit state ρ, we will thus write that the corresponding n-qubit encoded
state ρ is given by E(ρ⊗ φ)E†, where φ is a fiducial state for an ancilla register. That is, the encoder E effectively
changes bases such that such that the code space HC factorizes as the tensor product HL ⊗HS of a logical space
HL and a syndrome space HS . For this reason, we can consider E and D to be perfect; they act to define the
relevant spaces, rather than denote physical actions taken during an experiment.
The encoded unitary U is related to U by conjugation by the decoder, U := EUD = D†UD. We model
an imperfect implementation of U as the ideal encoded unitary followed by a physical error channel acting on the
encoded degrees of freedom: U˜ = ΛU . We now use the encoder E as a mathematical tool to reason about the logical
channel, rather than as a description of a physical operation. That is, the encoding and decoding operations need
only exist abstractly, such that our protocol does not require experimentally implementing encoding or decoding,
except for at the initial preparation and final measurement steps. The channels U and U˜ can be represented as the
quantum circuits
U = D
U
E and U˜ = UΛ .
Here, and throughout, we adopt a number of conventions: circuit diagrams are drawn in the Kitaev convention
with time t increasing to the left, the encoder and decoder leave the state of interest on the top wire, and finally
the lower two wires are the syndrome wires and represent as many wires as are necessary to carry this information.
In the first circuit we have assumed a particular convention for the encoded unitary U and the syndrome space
HS , namely that we choose representatives for each logical unitary that preserve our choice of basis for HS , see
Remark 1 in the Appendix for more details.
We now present a protocol to measure the logical fidelity as defined in (5). Here and throughout we only
consider direct measurements of syndromes, as it is straightforward to reduce the logical channel of an ancilla-
coupled syndrome readout to the direct case; we show this in detail in Appendix A.2. Given this convention, one
possible approach to measure the logical fidelity would then be to prepare random states |ψ〉, evolve according to
the unknown gates, and then measure whether that state is preserved. In circuit form, we draw this as
|ψ〉
|0〉
|0〉
E˜U˜R˜D˜
U−1Π vs Π⊥
Tr , (7)
where we have implicitly defined the logical channel as that which maps the input state on the top wire to the
output state also on the top wire. As stated before, the noisy operations are denoted by tildes, i.e. encoding E˜ ,
decoding D˜, logical unitary U˜ , and recovery R˜. Explicitly, the logical channel is defined as
ΛL(ρL) := Trsynd
[U−1D˜R˜U˜ E˜(ρL ⊗ |0〉〈0|synd)] (8)
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for an input logical state ρL. To estimate the logical fidelity we repeat this experiment many times with different
input states ψ. If we choose ψ from a spherical 2-design such as the stabilizer states, then this procedure provides
a Monte Carlo approximation to the integral that defines the logical channel fidelity of (5).
Unfortunately, this approach does not separate imperfections in the encoder and decoder from imperfections
in the gate of interest. Encoding and decoding, as we argued earlier, should be thought of as a change of basis,
rather than as actual gates. Thus, to avoid conflating the logical fidelity of interest with state preparation and
measurement (SPAM) errors, and to separate the error from the initial encoding and decoding errors, we require a
more robust approach. To do this, we need to generalize this protocol to repeated rounds of error correction. Our
method is a generalization of randomized benchmarking [1–3] (RB), as RB has been demonstrated to provide useful
fidelity estimates even in the presence of strong SPAM errors.
3 Logical Randomized Benchmarking
(a) E˜U˜1R˜U˜2R˜· · ·U˜mR˜U˜−1R˜D˜
|ψ〉
|0〉
|0〉
Π vs Π⊥
Tr
.
(b)
|ψ〉ΛPU1
Λ′
R
≡ ΛL
U2
Λ′
R
≡ ΛL
. . .
U−1
Λ′
RΛM
≡ ΛL
Π vs Π⊥
(c) ΛL := Λ′
R =
ΛP
Λ
R
ΛRΛM
(d) |ψ〉ΛPU1ΛLU2ΛL. . .UmΛLU−1ΛLΛMΠ vs Π⊥
(e) ρLU1ΛLU2ΛL. . .UmΛLU−1ΛLQeff vs 1−Qeff
Figure 1: A summary of the derivation of logical randomized benchmarking protocol from a physical circuit. See
the Appendix for the complete derivation. The derivation proceeds by reducing the physical circuit to a logical
circuit that looks like Magesan et al.’s [3, 37] zeroth-order RB. (a) An example physical circuit for a sequence length
m, following step (i) of the experimental protocol described in the main text. (b) The circuit of (a), decomposed
into logical (yellow) and syndrome spaces (blue) with the definitions of the noisy implementations U˜ , R˜, E˜ and D˜
applied and with the unit cell identified. Here Λ′ is the composition of several channels whose definition is given
in the Appendix above (32). It is important to our protocol that the syndromes are refreshed during rounds of
error correction. (c) The logical channel ΛL, defined in terms of additional noisy channels ΛR, ΛM , and ΛP for
the syndrome recovery, measurement, and preparation that are defined in the Appendix. (d) The circuit of (b),
with the syndrome degrees of freedom traced out to obtain the logical circuit. (e) The circuit of (d), written in the
form of the Magesan et al. model with ρL = ΛP (|ψ〉〈ψ|) and Qeff = Λ∗M (Π), where Λ∗M is the dual channel of ΛM .
Notice that the initial encoding is noisy and the final decoding is also noisy, and that this noise gets absorbed into
state preparation and measurement errors.
In Figure 1, we provide a visual summary of the full derivation of our logical randomized benchmarking protocol,
provided in Appendix A.3. Our proof is by reduction from our model to the zeroth order RB of Magesan et al.[3].
This is the key feature of our protocol, and distinguishes it from any of several other “obvious” ways that one might
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perform logical error estimation. Although these other methods might be physically reasonable, our method allows
us to build our results on the solid theoretical foundations of standard RB. We do not claim that our method is
unique or “best”, but only that it provides a rigorous and justified way to reduce to this most well-studied case. We
also note that the initial preparation and the final measurement arise differently in our protocol than in traditional
RB, but yield the same effective model.
Logical randomized benchmarking consists of enacting sequences of random logical Clifford gates of length m,
where each sequence is followed by a single gate inverting that sequence. Each sequence of length m is repeated
T times, and for each distinct length, we choose L different sequences. For each m, t ∈ {M,T}, the protocol for
logical randomized benchmarking is as follows:
1. For each i ∈ {1, . . . , L}, perform the following:
(a) Choose a sequence si = {Ui1 , Ui2 , . . . , Uim} of Clifford operations.
(b) Perform the following T times:
i. Prepare the state ρ and encode into ρ.
ii. Apply each encoded Clifford operation U ∈ si, following each with a round of error correction (with
or without recovery) and a refresh of the ancilla register.
iii. Apply the Clifford operation U−1 =
(∏
U∈si U
†).
iv. Decode and measure the final state against the observable Q.
(c) Record the average observed value of Q as qi.
2. Record the average of qi over sequences as q(m).
Then, following the standard RB argument, the logical sequence fidelity can be determined from the expectation
of q(m) over all random choices and outcomes, which is given by
FL(m) := E[q(m)] = ALpmL +BL, (9)
for constants AL and BL defined in the Appendix that are sensitive to logical SPAM errors, the decay constant pL
is defined by
pL :=
(dimHL)F (ΛL,1)− 1
dimHL − 1 , (10)
and where ΛL is the logical channel which acts on ρL as
ΛL[ρL] := Trsynd
[U−1DR˜U˜E(ρL ⊗ |0〉〈0|synd)]. (11)
Importantly, the dimension dependence of the decay parameter only involves the dimension of the logical space.
Our protocol strictly generalizes the protocol of (5) by including the effect of state preparation and measurement
(SPAM) errors. We note that FL(m = 1) = FL(RΛ) in the absence of SPAM, such that the logical sequence and
gate fidelities coincide for sequences of length 1. In the case of non-trivial SPAM errors, one can still estimate gate
fidelity by estimating the logical sequence fidelity for sequences of several different lengths. Since each length of
sequence depends on the SPAM errors differently, this allows us to isolate the contribution of the SPAM errors. For
example, if T = 1, then qi is a Bernoulli random variable such that q(m) is binomially-distributed, and admits an
efficient algorithm for estimating FL(R˜Λ) [38].
In the case of performing our protocol without a recovery operation (R = 1), we obtain an estimate of FL(Λ).
Recalling (2)–(3), we can then estimate averaged code properties by comparing these estimates. For instance, we
can estimate
P̂r(Un|R,Λ) = Eψ
[
P̂r(Un|ψ,R,Λ)
]
= 1− FˆL(R˜Λ), (12a)
P̂r(Co|R,Λ) = Eψ
[
P̂r(Co|ψ,R,Λ)
]
= FˆL(R˜Λ)− FˆL(Λ), (12b)
and P̂r(No|R = 1,Λ) = Eψ
[
P̂r(Co|ψ,1,Λ)
]
= FˆL(Λ), (12c)
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where we have used P̂r to denote that each of these quantities is our estimate of the relevant code properties given
data collected from our logical RB protocol.
We thus see that our protocol allows us to efficiently and robustly estimate several different averaged properties
of the error correcting code implementation under study, and to compare these properties for different choices of
recovery R. Undoubtedly, the protocol we suggest is demanding for current experiments, but many simplifications
can be made if we consider a stabilizer code with Pauli preparations and measurements, which is by far the most
commonly considered case. Under these assumptions, we need not actually perform the recovery operation, as it is
always a Pauli operation that we can commute forward through the rest of the circuit. Thus, we can also assume
a perfect recovery in the case of stabilizer codes. This is understood as follows. The recovery R(s) for a syndrome
bitstring s can then be propagated through each subsequent logical Clifford operation and the final encoder E using
Gottesman–Knill simulation to obtain an equivalent recovery operator R′(s) that can be applied immediately before
measurement. Each such recovery then either flips or does not flip the result of measuring survival, by the structure
of the Pauli group. If an even number of propagated recovery operators flip the resulting measurement, then a
survival is recorded as normal, while if an odd number flip, the roles of survival and anti-survival are exchanged
for that measurement. Critically, this reasoning is a function of the syndromes sj collected after the jth encoded
gate and of the sequence i performed, such that no particular recovery map needs to be chosen at experiment
time. Choosing the trivial recovery R(s) = R′(s) = 1, for instance, will report the logical fidelity without the
aid of recovery operators. By comparing a particular nontrivial recovery map to these results, LRB isolates the
performance not only of the encoded gate, but also of the ensuing recovery operator and syndrome measurement.
4 Advantages of Logical Characterization
There are multiple reasons why one should favor LRB, and in general logical characterization methods, over physical
RB. We now elucidate on two such reasons. First, physical characterization is a bad predictor of logical performance,
sometimes dramatically so [32]. Here we construct examples that demonstrate how physical RB will in general under
or over estimate logical fidelity. Second, logical RB is significantly more efficient than physical characterization on
the full register of interest, as we discuss in detail below.
4.1 LRB honestly assesses code performance
Let us begin with the case where physical RB overestimates the logical fidelity. We consider the example of aJ3, 1, 1K bit-flip code with stabilizers S = 〈ZZ1,1ZZ〉, with logical operators X = XXX and Z = ZZZ, and with
perfect encoding and decoding, i.e. E˜ = 1E and D˜ = 1D. As we have shown that logical RB provides a robust
estimate of average gate fidelities, in this section we will focus on what we learn from gate fidelity and will hence
temporarily ignore SPAM.
The physical error map that we use is the composition of independent bit-flip errors and pairwise correlated errors
between qubits Λ = ΛcorΛind. The independent channel acts as Λind(ρ) = E3E2E1(ρ), where Ei(ρ) = (1−p)ρ+pXiρXi
and we denote composition of channels by multiplication. The correlated channel acts as Λcor(ρ) = E2,3E1,2 where
Ei,j(ρ) = (1 − q)ρ + qXiXjρXiXj and the subscripts i, j denote which qubit(s) the channel acts on; for all other
qubits there is an implied identity. In the absence of correlated errors (q = 0), the logical fidelity with and without
recovery is given by Rahn et al. [35] as
FL,rec(p) := F indL (RΛ) = 1− 2p2 +
4
3p
3 (13a)
FL,no rec(p) := F indL (Λ) = 1− 2p+ 2p2 −
2
3p
3. (13b)
These translate into the average error probabilities
Pr(No) = F indL,no rec(p) (14a)
Pr(Co) = F indL,rec(p)− F indL,no rec(p) (14b)
Pr(Un) = 1− F indL,rec(p), (14c)
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1.0
Pr(Un)
Pr(No)
Pr(Co)
Figure 2: The error probabilities for a separable channel given in (14). The maximum of Pr(Co) occurs at p = 1/3,
as expected, while Pr(Co) = Pr(Un) when p =
(
9−√21) /10 ≈ 0.441.
as we illustrate in Figure 2. The logical fidelity for the total channel (q 6= 0) is
FL,rec(p, q) = F indL,rec(p)−
4
3q +
8
3pq +
2
3q
2 − 134pq
2 (15a)
FL,no rec(p, q) = F indL,no rec(p)−
4
3q + 4pq +
2
3q
2 − 83p
2q − 2pq2 + 43p
2q2, (15b)
and the probabilities have the same form as (14).
We first imagine performing physical RB on one of the three qubits, which involves tracing over the other qubits.
The estimated fidelity is F estP (p, q) = 1− 23p− 23q+ 43pq, while for a truly independent channel it is F indP (p) = 1− 23p.
Using the standard assumption of independent noise channels, one would infer a physical error rate given in terms
of this estimated fidelity of pest = 32 [1− F estP (p, q)].
Estimating the logical fidelity using pest assuming no correlations, i.e. F indL (pest), will then return an overestimate
of the actual logical fidelity. This can be illustrated by considering the difference between the estimated and true
fidelity ∆FL(p, q) = F indL (pest) − FL(p, q) which is positive (an over estimate) for p, q ∈ [0, 0.5], see Figure 3. As
a consequence of the fact that the code properties are linearly related to ∆FL(p, q), the estimated probabilities
obtained from physical RB will also be incorrectly inferred.
The case when physical RB underestimates the logical fidelity is much simpler. First, suppose only one qubit
experiences a bit flip channel while all others are perfect, and then physical RB is performed on that qubit. Clearly
F indL = 1, as the bit flip code can correct this error perfectly, but the physical fidelity F indP (p) = 1 − 23p is less
than 1. This simple example extends to a more natural and symmetric error channel that has anti-correlated noise.
Consider an equal convex combination of independent bit flip channels, i.e. F(ρ) = 13
[E3(ρ) +E2(ρ) +E1(ρ)]. Again
F indL = 1, as the bit flip code can correct any single bit-flip error. However, the physical fidelity F indP (p) = 1 − 29p
will be extrapolated to F indL (p) = 1− 2(p/3)2 + (4/3)(p/3)3 for the logical fidelity—again less than one.
While we have focused on LRB, the problems we illustrate are generic for physical vs. logical characterization.
There are many ways such channels could arise, including correlated errors, control errors, crosstalk and more. Any
one of these examples gives a strong reason for direct logical characterization.
4.2 LRB is more efficient than physical characterization
In principle, one could use an entire diagnostic suite at the physical level to deal with each problem raised above,
including estimating the unitarity [20], crosstalk [17], and other extensions to RB [16, 18]. This suffers a very large
overhead, however, due to the fact that one must know quite a lot about the physical performance of a system in
order to predict its logical performance. For instance, current approaches to mitigating the problems described in
the previous section rely on using very large models such as gate set tomography to make rigorous claims about
error rates and fault tolerance [39].
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Figure 3: Overestimation of logical fidelity when the physical noise channel is correlated and the recovery operation
is performed. We plot the difference between the true fidelity and the estimated fidelity ∆FL(p, q), where p is the
uncorrelated noise parameter and q is the correlated noise parameter. We consider two cases: q = p/10 or q = p/100.
That is, the correlated noise parameter q is taken to be one or two orders of magnitude smaller than p. To leading
order in p and q, we find that ∆FL(p, q) ≈ (4/3)q, which is a good approximation for p, q < 10−2. This asymptotic
analysis and the plot of ∆FL(p, q) indicate the estimated logical fidelity will be incorrect at same order of magnitude
as the correlation parameter q.
This complexity is also manifest in physical RB directly, as one needs to both sample from the n-qubit Clifford
group, and then decompose each sampled Clifford gate in terms of an elementary gate set. For the most commonly
used Clifford gate set, this costs O(n2/ logn) elementary gates. By contrast, in LRB, we only require the k-qubit
Clifford group compiled at the logical level. As noted above, the recovery can be done in post-processing for
stabilizer codes, such that the quadratic overhead does not impose any significant experimental limitations beyond
that already incurred by implementing error correction at all.
By concentrating instead on the logical degrees of freedom, LRB effectively uses the structure of an error
correcting code to remove degrees of freedom which do not directly affect the performance of that code. Moreover,
because our method reduces to conventional RB, logical RB immediately also implies that any relevant subset of
the full diagnostic suite built up from conventional RB can also be used at the logical level, without mandating
that the entire suite be used. For instance, the purity benchmarking protocol can be used at the logical level to
test hypotheses about how the coherences of errors transform under error correction by reporting logical unitarities
[20, 40]. Similarly, LRB can be used together with crosstalk benchmarking [17] to test if any correlations persist
between logical qubits, or with leakage benchmarking [19] to test leakage of the encoded information to outside the
code space. Finally, using dihedral [21, 22] or CTPT [23] RB at the logical level, we can assess the quality of T
gates injected into a candidate for fault-tolerant quantum information processing.
5 Conclusion
We have described a protocol to measure averaged versions of the three most important properties of an error
correction implementation: the average probability of correctable errors and uncorrectable errors as well as the
average error rate of a gate set. The strengths of LRB are three-fold: Firstly, it does not under- or overestimate
errors at the logical level, which is a significant advantage since physical characterization and extrapolation can
lead to misleading conclusions. Furthermore, the protocol itself fits naturally within the framework of standard RB
theory by reducing to the most well-studied case of standard RB on the logical degree of freedom. This enables
us to carry over the known results at the physical level from the full suite of RB diagnostic tools directly into
the logical level. Finally, it achieves a drastic reduction in the experimental resources required to characterize an
error-corrected quantum device. The latter strength is for two reasons. First, it reduces the Hilbert space dimension
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by acting at the logical level. Secondly—in the case of stabilizer codes—the correction operation can be applied in
post-processing rather than concurrently.
In this work we have not focused on studying the totality of the information contained in the syndrome mea-
surements. This has been explored by Combes et al. [41] where it was shown that some additional information
about the error channel is contained in the statistics of the syndrome measurements. It is an open question if the
statistics of syndrome measurements used in our LRB characterization method can provide additional information
about the logical or physical error channels.
It would also be interesting to investigate time-correlated errors such as have been studied by Epstein et al. [42]
and Ball et al. [43]. When this type of noise is generated by slowly varying control fields (low-frequency noise), this
can lead to qualitatively different behavior in RB experiments. However, there is evidence that this type of noise
becomes less coherent at the logical level [44], so it is not unreasonable to hope that LRB actually performs better
and more reliably than its physical counterpart in this respect.
We expect that our protocol can be performed in the near future. Indeed, the recent experimental work of
Heeres et al. [45] implemented a protocol which contains many elements of our LRB protocol. There are only a few
elements which need to be added to implement our LRB proposal. In their experiment, a transmon qubit is prepared
in some state and then that state is encoded it into an oscillator (a cavity) in a cat-state code [46]. Then they
perform sequences of Clifford gates on the logical qubit, reporting an logical RB decay of pˆL = exp(−1/τˆ) ≈ 0.982
where τˆ = 55 ± 0.7. Their protocol differs from ours, however, in that the Heeres et al. protocol does not use
recovery operations or syndrome resets, thus we cannot directly conclude Pr(No) ≈ 0.982.
We close by mentioning a possible application of our protocol. One could imagine experimentally searching for
an optimal code—minimizing the probability of an uncorrectable error—over a class of codes for a given channel
without actually knowing what the channel is. To be specific, consider an error channel which is some combination
of unitary and stochastic errors on five qubits encoded in the five qubit code. Then we may use LRB to determine
the probability for an uncorrectable error. Next, we can unitarily rotate the code space of the five qubit perfect
code and determine the probability for an uncorrectable error again, as was recently suggested by Florjanczyk and
Brun [47]. By iterating this procedure and searching over unitary rotations of the code space, LRB can allow a
stochastic optimization procedure to minimize the probability for an uncorrectable error for the unknown channel.
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A Appendix: The Derivation of Logical Randomized Benchmarking
In this appendix we begin by revisiting, in section Section A.1, the derivation of Physical RB using the graphical
derivation of Granade et al. [38]. Then in section Section A.2 we show how a logical channel derived from ancilla
coupled measurements can be reduced to an effective direct measurement channel. Finally, in section Section A.3,
we derive the logical randomized benchmarking protocol by reduction to the 0th-order model of Magesan et al. [3]
using the graphical techniques of Granade et al. [38].
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A.1 Physical RB
Consider circuits of the form
QΛMΛU−1ΛUm · · ·ΛU2ΛU1 |ψ〉 = |ψ〉ΛPU˜1U˜2...U˜−1ΛMQ (16a)
= |ψ〉ΛPU1ΛU2Λ...U−1ΛΛMQ , (16b)
where Q is a measurement effect (typically it is taken to be a measurement of |ψ〉〈ψ| vs 1 − |ψ〉〈ψ|), |ψ〉 is a
preparation, ΛM and ΛP are channels describing errors in the measurement and preparation respectively, {Ui}
are a sequence of m randomly chosen Clifford gates with inverse U−1 :=
(∏1
i=m Ui
)−1
, and where ΛUi is the
imperfect implementation of the unitary gate Ui. Pictorially, we represent this by a circuit diagram using the
Kitaev convention of time t increasing to the left.
The result of Magesan et al. [3] is then that the expectation value over sequences results in a simple likelihood
function
Pr(survival|A,B, p;m) = EU1,...,Um [Tr(QΛU−1ΛUm · · ·ΛU2ΛU1ρ)] = Apm +B, (17)
where
A := Tr(EψΛ[ρψ − 1/d]), (18a)
B := Tr(EψΛ[1/d]), (18b)
p := (dF (Λ)− 1)/(d− 1), (18c)
Qeff := Λ†M (Q), and (18d)
ρψ := ΛP (|ψ〉〈ψ|). (18e)
Following Granade et al. [38], we can graphically summarize the proof of Magesan et al. [3] by noting that we can
use a change of variables V1 = U1 and Vi := UiVi−1 to rewrite the expectation over sequences. Concretely, making
this change of variables, we obtain that
Ei
[
Qeff Λ U−1 Λ Um · · · Λ U2 Λ U1 ρψ
]
= Ei
[
Qeff Λ V †m Λ Vm · · · V †2 Λ V2 V †1 Λ V1 ρψ
]
= Qeff Λ W [Λ] · · · W [Λ] W [Λ] ρψ ,
(19)
where W [Λ] is the twirling superchannel acting on Λ, defined as
W [Λ](ρ) := pρ+ (1− p)1
d
.
Note that in the second line, we have applied the change of variables U → V in order to cancel out the previous
Ui−1 gates. In the third line, we have used that because we chose each Ui randomly from the Clifford group, the
V gates then also form a two-design. On the last line the expectation value over random gates in the previous two
lines has been taken. This gives a twirling superchannel W acting on the noise Λ.
A.2 Ancilla-coupled Logical Fidelity Measurement
In the main text, we considered only in-place error correction, and did not consider ancilla-coupled syndrome
measurements. Though this allows for a more simple presentation of our protocol, we note that ancilla-coupled
syndrome measurements are likely to be used in practical applications of quantum error correction. Thus, we will
now detail how to reduce ancilla-coupled protocols to those described in the main text.
To do so, we start with a more complicated circuit and reduce it to circuit (7) in the main text. The state
|ψ〉 is encoded into a quantum code using a noisy encoding operation E˜ = EΛP and eventually noisly decoded
D˜ = ΛMD, these operations represent SPAM errors. A noisy logical unitary U˜ is applied to the encoded state, then
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a measurement of the syndromes is achieved by a noisy coupling A˜ to some ancilla. Then a measurement of projectors
on to the syndromes Πs is made nonideal by including channels for state preparation ΛP and measurement ΛM
errors. These syndromes are used to enact a noisy recovery operation R˜′(s). After noisily decoding and perfectly
inverting U we measure Π vs Π⊥. This procedure can be implemented by the circuit
|ψ〉
|0〉
|0〉
|0〉
|0〉
E˜
ΛP
U˜
A˜
ΛMs
R˜′(s)D˜
U−1ψ
Tr
.
We will assume that we can trace out the syndrome qubits, which means they can not be correlated between
rounds of error correction. This assumption is identical to the assumption made in the main text that we can
refresh ancilla qubits such that any errors are uncorrelated with their previous states; that is, we need not introduce
additional assumptions to reason about the case of ancilla-coupled measurements. Thus, we have an equivalent
representation without ancilla, given by the quantum operation R˜ = Trancilla
[R˜′PsΛM A˜ΛP |0〉〈0|ancilla ], where
 is a placeholder and Ps is a quantum operation representation of Πs. Finally, the above circuit becomes
|ψ〉
|0〉
|0〉
E˜U˜R˜D˜
U−1Π
Tr .
We recognize this as being identical to (7), completing the reduction.
A.3 Logical RB
We would now like to derive expressions of the form (17) and circuits of the form (19) for our logical randomized
benchmarking protocol as described in the main body. To do so, we start with the physical circuit
E˜U˜1R˜U˜2R˜· · ·U˜mR˜U˜−1R˜D˜
|ψ〉
|0〉
|0〉
Q vs Q¯
Tr
. (20)
It is sufficient to consider U1, U2, U−1, so we specialize to that case by deriving our reduction for sequences of length
m = 2. Next, we expand the imperfect gates (denoted by quantum operations with overset tildes) by decomposing
them into perfect operations followed by noise channels. For example, suppose X is an ideal quantum operation;
then, we denote its imperfect implementation as X˜ = ΛXX . With this notation, we can obtain an equivalent
physical circuit expressed in terms of encoded error channels,
ΛPEU1ΛRΛRU2ΛRΛRU−1ΛRΛRDΛM
|ψ〉
|0〉
|0〉
. (21)
Note that above we have chosen different conventions for the encoder and decoder, namely that E˜ = EΛP and
D˜ = ΛMD. The order in each convention is independently valid, and choosing them asymmetrically for the encoder
and decoder will make later circuit manipulations much easier.
An important concept in what follows is the mapping of physical degrees of freedom into the logical degrees of
freedom with which we are primarily interested. In this appendix colors are used to indicate whether an operation
or wire is a physical degree of freedom (represented by gray), logical degree of freedom (represented by yellow), or
a syndrome degree of freedom (represented by blue). To isolate the effect of errors on logical degrees of freedom, it
is convenient to write the physical Hilbert space H for our LRB protocol as a tensor product H = HL ⊗HS of the
logical and syndrome spaces, respectively HL and HS , of a quantum error correcting code C. This representation
is generic, for instance, if C is a stabilizer code, in which case the computational basis of HS will label the cosets of
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the stabilizer group. By convention, we will label the syndrome state corresponding to “no error” by the all-zero
computational basis state, so that the encoder E acts on logical states |ψ〉 as
E(|ψ〉 ⊗ |0〉) = |ψ〉 . (22)
Similarly, let the decoder D be the inverse of E, D = E†.
For a generic quantum operation F acting on the physical (encoded) space, we use as a gadget conjugation by
the perfect encoder and decoder to represent the operation in a convenient basis. Pictorially, this is represented by
the circuit
F = DFE . (23)
We call the conjugation by E an encoding gadget. It helps us reason about the relation of the physical and logical
action.
Notice we have adopted the convention that the encoder and decoder are such that the logical degrees of freedom
are on the top wire and the syndrome degrees are on the lower wires, so that the encoder and decoder act as
D
logical
syndromeE . (24)
With the encoding gadget, we can define several relevant examples for our protocol. For example, conjugating by
the decoder, we can write the noise channel Λ and the recovery operation in terms of their effects on the logical
space as
Λ = DΛE and R = D
R
E . (25)
Note that, as in the main text, we have only considered direct measurement of the syndromes. In Appendix A.2
we showed how to reduce reduce the ancilla coupled measurement to the direct case. Following this, our derivation
also holds for ancilla-coupled measurements.
The encoded gates {U i} used to construct benchmarking sequences have a nice representation
U i := E • (U i ⊗ 1) (26a)
U i = D
Ui
E . (26b)
where A •B := ABA† is the group action of the unitary group.
Remark 1 (Encoder and decoder convention). Recall for stabilizer codes, logical unitarites are only defined
modulo a stabilizer operation on the encoded space. Thus in making the definition in (26), we have assumed a par-
ticular convention for the encoded unitaries U i and the syndrome space HS , namely that we choose representatives
for each logical unitary that preserve our choice of basis for HS . In general, for any stabilizer group element S,
S(E •(U i⊗1)) is also a representative of the same logical operator, since the action of S on the syndrome space is to
flip the sign on each of the fundamental errors (destabilizers [48]). That is, there exists a bitstring s(S) = b1 · · · bn−k
such that S(E • (U i ⊗ 1)) = E • (U i ⊗Xb1 ⊗ · · · ⊗Xbn−k). Our convention can then be seen as demanding that
s(S) is the all-zeros bitstring. Similar protocols can be derived for other such conventions.
When considering products of channels, e.g. ΛU i, some of the encoders and decoders cancel, as we have chosen
the encoder and decoder such that DE = ED = 1. Applying this in the case of ΛU i gives that we can express
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the errors incurred by the imperfect implementation of Ui in terms of their effects on the logical and syndrome
registers,
U iΛ = D
Ui
EDΛE (27a)
= D
Ui
ΛE . (27b)
The situation is somewhat more complicated in expanding the definition of the noisy recovery operator R˜, as
there is a significant freedom in how we define the error channels. Using leftward triangles to represent measurements
and rightward triangles to represent preparations, we will expand R˜ = ΛRR by using a coherent implementation
of the recovery procedure,
RΛR = D
R
EDΛRΛMΛP
E (28a)
= D
R
Λ′RΛP
E . (28b)
It is vital to our protocol that there is no correlations between ancilla in successive rounds of error correction.
For this reason, we have included a refresh of the ancilla in the recovery operation. The refresh is accomplished
by measurement and subsequent state re-preparation. In the circuit this indicated by the triangular gates whose
directionality denotes state preparation I or measurement J. On the second line of (28) we have composed the
syndrome measurement error with the recovery error Λ′R = ΛMΛR.
Next, we pull the map Λ′R through the perfect recovery operationR to arrive at an equivalent quantum operation
Λ′RR = RΛ∗R, where Λ∗R is the dual channel of ΛR. Explicitly, suppose Λ′R has Kraus operators {Mk} and the
recovery operation is the unitary UR. Then (Λ′RUR)(ρ) =
∑
kMkURρU
†
RM
†
k . Consider the quantum operation
(URΛ∗R)(ρ) =
∑
k URAkρA
†
kU
†
R. Then Λ′RUR = URΛ∗R if Ak = U†RMkUR.
We can therefore rewrite the final equation as
RΛR = D
R
Λ∗RΛP
E . (29)
We recognize that this circuit also represents a classically-controlled recovery procedure under the principle of
deferred measurement, such that our derivation is generic, and does not require experimentally implementing a
coherently-controlled recovery operator.
With this in mind, we now want to identify the unit cell of our sequence, so that we can make the appropriate
reduction to the Magesan et al. model. To do this we need to consider the subcircuit corresponding to two imperfect
unitary operators,
UiΛRΛRU i+1ΛR . (30)
Expanding this makes it clear how to identify a unit cell with inputs and outputs on the logical register alone,
D
Ui
ΛΛ∗R
R
ΛP
Ui+1
ΛΛ∗R
R
ΛP
E . (31)
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With the above definition, we now compose Λ′ = Λ∗RΛ, giving us our desired logical unit cell,
D
Ui
Λ′
R
ΛP
Ui+1
Λ′
R
ΛP
E
Logical Unit Cell
. (32)
Now that we have identified the logical unit cell, we can use it to expand the circuit in (21), obtaining
|ψ〉
|0〉
|0〉
ΛPED
U1
Λ′
R
ΛP
U2
Λ′
R
ΛP
U−1
Λ′
R
EDΛM
Q vs Q¯
Tr . (33)
We next assume that ΛM and ΛP can be written as tensor products of channels supported on the logical and
syndrome registers alone,
ΛM
ΛM
=ΛM
(34)
and
ΛP
ΛP
=ΛP
. (35)
Importantly, this assumption can be seen as a special case of the earlier assumption that we can decouple HL and
HS by measuring the syndrome register. In this way, the above assumptions can be made without any further loss
of generality.
Using the decompositions of ΛM and ΛP and annihilating the initial and final encoder/decoder pairs, we can
simplify our logical RB circuit to a more useful form,
|ψ〉ΛP
ΛP
U1
Λ′
R
ΛP
U2
Λ′
R
ΛP
U−1
Λ′
RΛM
ΛM
Q vs Q¯
, (36)
where we have replaced the state preparation and measurement with the triangle notation introduced in (28).
Clearly we can compose Λ′ and ΛP and so we redefine Λ′ = Λ′ΛP .
Finally, we define the logical channel ΛL that we will use to complete the reduction to Magesan et al.,
ΛL := Λ′
R
(37a)
= ΛP
Λ
R
ΛRΛP
(37b)
on the second line we have expanded the logical channel into all of its ghastly glory.
The reduction is now obvious, as substituting ΛL into (36) gives the circuit
|ψ〉ΛPU1ΛLU2ΛLU3ΛLU−1ΛLΛMQ vs Q¯ (38a)
= ρLU1ΛLU2ΛLU3ΛLU−1ΛLQeff vs Q¯eff , (38b)
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where the effective logical measurement is Qeff and initial logical state ρL are similarly defined in analogy as
ρL := TrHS [ΛP(|ψ〉〈ψ|)] (39)
Qeff := Λ†M[Q]. (40)
We recognize (38) as being of the form of (16b), completing the reduction. We can thus substitute the previous
circuit into (19) to identify the analogues of the randomized benchmarking parameters p, A and B from the original
Magesan et al. [3] model.
Concretely,
Ei
[
ρLU1ΛLU2ΛL. . .UmΛLU−1ΛLQeff vs Q¯eff
]
(41a)
= Ei
[
Tr
(
QLΛLU−1 · · ·ΛLU i1ρL
)]
(41b)
= ALpmL +BL, (41c)
where
AL := Tr
(
QeffΛL
[
ρL − 1dimHL
])
, (42a)
BL := Tr
(
QeffΛL
[
1
dimHL
])
, (42b)
and pL :=
(dimHL)F (ΛL,1)− 1
dimHL − 1 . (42c)
As a consequence, our RB protocol immediately gives an estimate of the logical fidelity FL := F (ΛL,1), avoiding
the need to twirl over the full physical space H, or to draw inferences about the error model of the full system from
RB characterization of a subsystem. Finally, and as noted in the main text, that our protocol allows for the choice
of recovery to be made in postprocessing, this reduction also implies a protocol for learning the contribution to FL
due to the recovery operator.
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