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Abstract
A doubly nonnegative matrix can be written as a Gramian ma-
trix, and a completely positive matrix can therefore be written as a
Gramian matrix of some nonnegative vectors. In this paper, we in-
troduce Gramian tensors and study 2-dimension completely positive
tensors and {0, 1}−CP tensors. Also investigated are the complete
positive multi-hypergraph, a generalized form of a cp graph. We also
provide a necessary and sufficient condition for a 2-dimensional tensor
to be completely positive.
keywords: Completely positive tensor; {0, 1} completely positive tensor;
multi-hypergraph ; (0, 1) tensor.
AMS Subject Classification: 53A45, 15A69.
1 Introduction
Completely positive (cp) matrices have been investigated since 1960s[6, 11, 9,
3, 26], and have been applied in many fields such as computer vision[23, 24],
exploratory multiway data clustering[15], inequalities[6], quadratic forms[11],
combinatorial designs [3] and optimizations[2, 7, 1]. They are also applied
to statistical models[9].
In 1993, Kogan and Berman use graph theory to character the cp matrices[14].
Meanwhile Salce and Zanardo[25] use cp matrices to investigate the posi-
tivity of least squares solutions. The study on complete positivity reached
its peak in the later of 1980s when Berman and Ando etc. began their sys-
tematical study on cp problems[3]. In 2004 the first author[26] presented
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a sufficient and necessary condition for a square matrix to be cp by the
theory of convex cone, and then in 2005, together with Berman, he in-
troduced (0, 1) − cp matrices, uniform cp matrices and minimal (0, 1) − cp
matrices[4, 5]. Recently cp matrices have been found useful in pattern recog-
nitions [10, 15] and polynomial optimizations[1, 2, 19].
The high order completely positive tensors were introduced by Qi[21] in
2013. In fact, the third-order cp tensor appeared in 2005 as a symmetric ten-
sor possessing a nonnegative symmetric rank-1 decomposition (also called
a cp decomposition in the matrix case), has been studied in 2005 (in the
name of multiway array) by Hazan, Polak and Shashua [10, 23, 24] where an
algorithm is presented for establishing a completely positive decomposition
and is applied to image analysis and multiway clustering.
A cp tensor is a symmetric tensor, which possesses a symmetric rank-
one decomposition[13, 21] where each rank-one tensor is nonnegative. The
determination of a cp tensor is a NP-hard problem, though, there are some
situations when a feasible algorithm possibly exists to settle it[22]. Two
kinds of positive(nonnegative) tensors closely related to cp tensors are dou-
bly nonnegative tensors[16] and copositive tensors [21]. Like the relation-
ship of a cp matrix and its associated graph, a cp tensor is closely related
to a hypergraph[17, 20] or a multi-hypergraph whose edge-set allows multi-
subsets of its vertex-set [18, 29].
In this paper, we first investigate the cp tensors by introducing the
Gramian tensors, and then focus on the even order two-dimensional cp ten-
sors. Then we investigate the {0, 1}−CP tensors and the associated cp
multi-hypergraphs.
A doubly nonnegative (dnn) matrix is both entrywise nonnegative and
positive semidefinite (psd). We denote the set of all dnn matrices of order n
by DNNn. A matrix A ∈ DNNn is called completely positive (cp) if there
exists a nonnegative matrix W ∈ Rn×d for some positive integer d such that
A =WW⊤ (1.1)
The smallest possible number d, denoted cprank(A), is called the cprank
of A. A is called {0, 1}−CP if W is a (0, 1)-matrix. The binary cprank
of A is accordingly defined when W is a (0,1) matrix. (1.1) is called a cp
decomposition of A. A cp matrix may possess many cp decompositions.
Obviously all cp matrices are dnn (i.e., CPn ⊆ DNNn for all n) by defini-
tion, and DNNn = CPn for all n ≤ 4 (this is not obvious). The inclusion
CPn ⊂ DNNn becomes proper when n ≥ 5. For more detail on CP matrices,
we refer to [3].
An n × n nonnegative matrix A is associated with a graph G(A) =
([1 . . . n], E) such that a pair (i, j) ∈ E if aij or aji is nonzero. A square real
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matrix A is said to be a realization of a graph G if G is isometric to G(A).
A is called a dnn (resp. cp and psd etc.) realization of G if A is a dnn (resp.
cp and psd, etc.) matrix, and also G(A) = G. A graph G is called a cp
graph if each of its dnn realizations is a cp matrix. Berman and Hershkowtiz
show that a graph G is cp if and only if G contains no odd cycle of length
greater than 3. A direct corollary of this result is that a dnn matrix whose
associated graph contains no long odd cycle is cp. This result is employed to
classify 5× 5 cp matrices in [28]. The problem of determining the complete
positivity of a given dnn matrix of order large than four still remains open
[2, 7, 25, 3]. The extension of cp matrices to cp tensors is dated back to 2006
when Shuasha and Hazen[23] present an algorithm for nonnegative tensor
factorizations and use it to the image analysis. A formal definition for high
order completely positive tensor is introduced by Qi in [21].
We denote [m. . . n] := {m,m+ 1, . . . , n} for any integers m,n satisfying
0 ≤ m ≤ n, and |S| for the cardinality of set (or multiset) S, Zn+ for the
set of nonnegative integral vectors of dimension n, and Fn (resp. Fn×n) the
set of all (0,1) vectors of dimension n (matrices of n × n) with F := {0, 1}.
We also use Rn to denote the set of real n-dimensional vectors and RRn+
the set of all nonnegative vectors in Rn. By supp(x) we mean the support
of a vector x, i.e., the index set of nonzero coordinates of x. We use Tm;n
to denote the set of all mth order n-dimensional real tensors . A tensor
A = (Ai1...im) ∈ Tm;n is called symmetric if the values of its entries does not
alter under any permutation of its subscripts. We denote Sm;n for the set
of all mth order n-dimensional symmetric tensors , Fm;n for the set of all
mth order n dimensional (0,1) tensors, and SFm;n the set of all symmetric
tensors in Fm;n. Inherited from [22], we write
S(m,n) := {τ = (i1, i2, . . . , im) : i1, i2, . . . , im ∈ [1 . . . n]}
for the index set of an element of an m-order tensor, and denote
S(k;m,n) := {(i1, . . . , im) ∈ S(m,n) : i1 + i2 + . . . + im = m+ k}
for k ∈ [0 . . . N ] where N := m(n−1). An element σ ∈ S(m,n) is sometimes
identified with an m-tuple or m-multiset or an m-permutation chosen from
[1 . . . n] with displacement allowed.
Let A = (Aσ) be an mth order n-dimensional symmetric tensor where
σ ∈ S(m,n) and Aσ denotes an entry of A indexed by σ. A corresponds to
an m-degree homogeneous polynomial
fA(x) ≡
∑
j=1
Ai1...imxi1 . . . xim (1.2)
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A is called a completely positive or simply a cp tensor if fA(x) can be
decomposed as
fA(x) =
K∑
j=1
(β⊤j x)
m (1.3)
with βj ∈ RR
n
+. If we write B = [β1, . . . , βK ] ∈ RR
n×K
+ , then (1.3) is
equivalent to a decomposition of form
A =
K∑
j=1
βmj , βj ∈ RR
n
+ (1.4)
for A, where the smallest possible number K is called the cprankof A, and
is denoted cprank(A). A tensor A ∈ Tm;n is called a {0, 1}−CP tensor if
A has a decomposition (1.4) with βj ∈ F
n, and the corresponding smallest
number K is called the binary cprank of A, which is denoted cprankb(A).
The following lemma will be used to prove one of the main results (the proof
is omitted since it is obvious).
Lemma 1.1. (1) Let D = diag(d1, . . . , dn)SFm;n be a nonnegative integral
diagonal tensor. Then D is a {0, 1}−CP tensor with cprankb(A) =
d1 + d2 + . . .+ dn.
(2) Let J = em be the all-ones tensor where e is the all-ones vector of
dimension n. Then J is {0, 1}−CP with cprankb(A) = 1.
Let r ∈ [1 . . . n]. A {0, 1}−CP tensor A is called r-uniform provided
that A has a decomposition (1.4) with |supp(αj)| = r for all j ∈ [1 . . . K].
A cp ({0, 1}−CP ) tensor is called minimal cp (minimal {0, 1}−CP ) if
it becomes non-cp (non-{0, 1}−CP ) when any of its diagonal elements is
decreased. The minimal cp tensor and uniform cp tensor are both inherited
from the matrix case [4].
Given γ ≡ {α1, α2, . . . , αn} ⊂ R
r where
αj = (a1j , a2j , . . . , anj)
⊤.
For any σ = (i1, i2, . . . , im) ∈ S(m,n) where 1 ≤ m ≤ n, we denote γσ ≡
{αi1 , αi2 , . . . , αim}. The Hadamard product of γσ is vector ασ := αi1 ⊙
. . . ⊙ αim ∈ R
r whose kth coordinate equals ai1kai2k . . . aimk for k ∈ [r].
The m-inner product of γσ, denoted Λσ = (αi1 , . . . , αim), is the sum of all
coordinates of αsi, i.e.,
Λσ =
n∑
i=1
(
m∏
j=1
aij) (1.5)
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When α = αi1 = . . . = αim , ([?]) is called the m-inner product of α. An
m-norm of a vector α is accordingly defined as
‖α‖m:= (α, . . . , α)
1/m
where (α, . . . , α) is the m-inner product of α . A tensor A ∈ Tm;n is called
an m-order Gramian tensor generated by vectors {αj}
n
j=1 ⊂ R
d if it satisfies
Ai1i2...im = (αi1 , . . . , αim), ∀τ := (i1, i2, . . . , im) ∈ S(m,n) (1.6)
Denote B := [α1, α2, . . . , αn]. The matrix B ∈ R
d×n is called the adjacency
matrix of A.
Given any real matrix B ∈ Rd×n and any positive integer m > 1, we can
generate an m-order Gramian tensor by the column vectors of B. For our
convenience, we call such a tensor an m−Gramian tensor of B, and denote
it by A = Gram(m)(B). A second order Gramian tensor A of matrix B is
just a Gramian matrix, i.e., A = B⊤B. Moreover, a cp matrix is a Gramian
matrix of a nonnegative matrix.
Example 1.2. Let D = (Di1i2...im) be a diagonal tensor of m-order n-
dimension, i.e.,
Dσ = λσ¯δσ, ∀σ = (i1, i2, . . . , im) ∈ S(m,n)
where σ¯ = (i1 + i2 + . . . + im)/m, λj ≥ 0 for each j ∈ [1 . . . n] and δi1i2...im
is the Kroneck number. Denote D = diag(d1, d2, . . . , dn) with dj = λ
1/m
j for
j ∈ [1 . . . n]. Then D = Gram(m)(D). Then D is a completely positive tensor
since D is a nonnegative matrix. Note that cprank(D) is exactly the number
of nonzero λjs.
2 Completely Positive Tensors and {0, 1}−CP ten-
sors
Let n > 1 be an integer and r ∈ [1 . . . n]. An n × n positive semidefinite
(PSD) matrix A of rank r can always be written as a Gramian matrix, i.e.,
A = Gram(α1, . . . , αn) for some linearly independent vectors α1, . . . , αn ∈ R
r.
We sometimes denote A = Gram(B) where B = [α1, . . . , αn] ∈ R
r×n with
rank(B) = r. Thus a square matrix is cp if and only if it is a Gramian matrix
of some nonnegative vectors. It is shown that the complete positivity in the
matrix case is equivalent to double nonnegativity for n ∈ [1 . . . 4]. This is
also conjectured to be true for the case of high even order tensors. For this
purpose, we consider an even order 2-dimensional doubly nonnegative tensor
in this section. As to our knowledge, this kind of tensors are very useful in
quantum computation.
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In order to study Gramian tensors and the doubly nonnegative tensors,
we recall the Ho¨lder inequality, which can be restated by the language of
m-inner product as
Lemma 2.1. Let α1, . . . , αm ∈ RR
n
+. Then
(α1, . . . , αm)
m ≤
m∏
j=1
(
m︷ ︸︸ ︷
αj , . . . , αj) (2.1)
Furthermore, the equality in (2.1) holds when we have
rank({α1, α2, . . . , αm}) = 1 (2.2)
Note that the equality in (2.1) does not necessarily imply (2.2) for m > 2
unless rank(A) = 1, which has been treated in [29]. The following theorem
presents a necessary and sufficient condition for an even order tensor to be
doubly nonnegative.
Theorem 2.2. Let A ∈ Tm;n with m an even number. Then A is dnn if and
only if A is a Gramian tensor. Furthermore, if A = Gram(m)(α1, . . . , αn)
with αj ∈ R
K , then rank(A) = K where K is the smallest possible number.
Proof. For sufficiency, we let A = Gram(m)(α1, α2, . . . , αn) where αj ∈ R
K
for some positive integer K. Denote
B = (bij) = [α1, α2, . . . , αn]
⊤ = [β1, β2, . . . , βK ]
Then B ∈ Rn×K where βj ∈ R
n is the jth column of B for j ∈ [1 . . . K]. For
any vector x ∈ Rn, by the symmetric rank-one decomposition, we have
Axm =
∑
i1,...,im
Ai1...imxi1 . . . xim
=
∑
i1,...,im
(
N∑
j=1
bi1jbi2j . . . bimj)xi1 . . . xim
=
∑
i1,...,im
(
N∑
j=1
bi1jbi2j . . . bimjxi1 . . . xim)
=
N∑
j=1
(
∑
i1,...,im
bi1jbi2j . . . bimjxi1 . . . xim)
=
N∑
j=1
(
n∑
i=1
bijxi)
m
=
N∑
j=1
(β⊤j x)
m.
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By definition, A is completely positive.
To prove the necessity, we let A ∈ CPm;n. Then A can be decomposed
as (1.4) for some nonnegative vectors βj ∈ RR
n
+, j ∈ [1 . . . K]. Denote
βj = (b1j , b2j , . . . , bnj)
⊤ for each j, and let αi = (bi1, bi2, . . . , biK)
⊤ for each
i = 1, 2, . . . , n. Then αi ∈ RR
K
+ . Now given any τ := (i1, i2, . . . , im) ∈
S(m,n), by (1.4) , we have
Ai1i2...im = (
K∑
j=1
βmj )i1i2...im
=
K∑
j=1
bi1jbi2j . . . bimj
= (αi1 , αi2 , . . . , αim)
It follows that A is the mth order Gramian tensor of vectors α1, α2, . . . , αn.
The proof is completed.
As a corollary of Theorem 2.2, we have
Corollary 2.3. Let A ∈ STm;n. Then A is a cp tensor if and only if it is an
mth order Gramian tensor of some nonnegative vectors, i.e., there exist some
nonnegative vectors α1, α2, . . . , αn ∈ RR
d
+ such that A = Gram
(m)(α1, α2, . . . , αn),
and the smallest possible number d is the cprank of A.
For any r ∈ [0 . . . m], we denote by Sr(m, 2) (or simply Sr if no risk
of confusion arises) the subset of S(m, 2) consisting of the elements σ :=
(i1, i2, . . . , im) which have exactly r ones (and thus m− r 2s). Thus S
0 and
Sm are resp. the singleton of all-1 m-tuple and all-2 m-tuple. It is obvious
that the set of all Sr (r ∈ [0 . . . m]) forms a partition of S(m, 2).
Proposition 2.4. Let A ∈ Tm,2. Then A is symmetric if and only if Aσ is
constant for each σ ∈ Sr given any r ∈ [m] ∪ {0}.
We use ar to denote the constant Aσ when σ ∈ S
r for i ∈ [0 . . . m]. Then
there are at most m+ 1 distinct elements in A ∈ STm,2.
Now we investigate {0, 1}−CP tensors. We already know that a cp
({0, 1}−CP ) tensor is always strong symmetric, and a {0, 1}−CP tensor is
surely a nonnegative integral tensor, i.e., each of its entries is a nonnegative
integer. A natural question arises:
Problem 2.5. labelprob1 When does a nonnegative integral strong symmet-
ric tensor become {0, 1}−CP ?
In the following we will describe such a tensor with dimension two, which
can be regarded a special case for the hierarchical diagonally dominant
tensor[22].
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Theorem 2.6. Let A = (Ai1i2...im) ∈ Sm;2 be a nonnegative integral tensor,
each ik taking values either 1 or 2. Then A is {0, 1}−CP if and only if each
off-diagonal element is dominated by the corresponding diagonal element,
i.e.,
Ai1i2...im ≤ Aikik ...ik , ∀k ∈ [m] (2.3)
Furthermore, we have
cprankb(A) = A11...1 +A22...2 −A11...12 (2.4)
Proof. For sufficiency, we suppose that A is {0, 1}−CP . Then by (2.2)
A is a Gramian tensor, i.e., A = Gram(α1, α2), where α1, α2 ∈ SF
N with
N > 1 a positive integer. Denote Sj = supp(αj) (j = 1, 2). For any
given τ := (i1, i2, . . . , im) ∈ S(m, 2). The inequality (2.5) is trivial if i1 =
i2 = . . . = im (equals 1 or 2). Now consider the case when i1, i2, . . . , im
are not identical. In this case, we have B(τ) = {1, 2}. Thus we have
Aτ = |S1 ∩ S2| ≤ |Sj| = Ajj...j for j = 1, 2. This proves inequality (2.5).
For the sufficiency, we suppose A is a strong symmetric nonnegative
integral 2-dimensional tensor satisfying inequality (2.5). We need to show
that A is a {0, 1}−CP tensor. For convenience, we denote
n1 = A11...1, n2 = A22...2, n12 = A122...2
and let p = n1 + n2 − n12. Then by (2.5) we have ni ≥ n12 and hence
p ≥ ni for i = 1, 2. Now we generate two (0,1)-vectors α1, α2 ∈ SF
p such
that Si = supp(αi) (i=1,2) with
S1 = [n1], S2 = {1, 2, ..., n12, n1 + 1, n1 + 2, . . . , n1 + (n2 − n12)}
We can check easily that A = Gram(α1, α2).
Now we show that the binary cprank of A is exactly p. From the con-
struction of α1, α2, we have cprankb(A) ≤ p = n1 + n2 − n12 since
cprankb(A) ≤ |supp(α1) ∪ supp(α2)| = n1 + n2 − n12 = p
Now writeD = A−n12e
m, e = (1, 1)⊤. ThenD is diagonal. By using Lemma
1.1 we get cprankb(A) = tr(D)+n12 = (A11...1−n12)+(A22...2−n12)+n12 =
n1 + n2 − n12 = p.
For any σ ∈ S(m,n), a diagonal element Aii...i is associated with Aσ if
i ∈ B(σ). By Theorem 2.6 we have
Corollary 2.7. Let A ∈ Sm;n be {0, 1}−CP . Then each of its off-diagonal
entries is no larger than any of its associated diagonal entries, i.e.,
Ai1i2...im ≤ Aikik ...ik , ∀k ∈ [m] (2.5)
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Proof. Let τ := (i1, i2, . . . , im) ∈ S(m,n) and let k ∈ S = B(τ). Then
Akk...k is an associated diagonal element with Aτ . For the case |B(τ)| = 1,
the inequality (2.5) is trivial. Now suppose |B(τ)| ≥ 2 and let {j, k} ⊆ S.
Consider the sub-tensor A1 induced by the index set {j, k}. Then A1 is also
{0, 1}−CP ([29]). The result follows by Theorem 2.6.
We note that condition (2.5) is also a sufficient condition to guarantee
general complete positivity as stated in the following:
Theorem 2.8. Let A ∈ Sm;2 be nonnegative. Then A is completely positive
if for each σ ∈ S(m;n)
Aσ ≤ min {Aii...i|i ∈ B(σ)} (2.6)
Furthermore, cprank(A) ≤ 3, and cprank(A) = 3 if and only if each diagonal
element Aii...i is larger than any of off-diagonal elements.
Proof. There are at most three distinct values for a strong symmetric m-
order 2-dimensional tensor A, i.e.,
a1 := A11...1, a2 := A22...2, a3 := A11...12,
and all off-diagonal elements are equal to a3. Thus the condition (2.8) is
equivalent to
0 ≤ a3 ≤ min(a1, a2) (2.7)
If a3 = 0, then the result is obvious since a nonnegative diagonal tensor is
completely positive as mentioned in [27]. For a3 > 0, we may set
b1 = (a1 − a3)
1/m, b2 = (a2 − a3)
1/m, quadb3 = a
1/m
3 .
Then bj ’s are all nonnegative real numbers due to condition (2.7). We set
β1 = [b1, 0]
⊤, β2 = [0, b2]
⊤, β3 = [b3, b3]
⊤.
Then we can verify that A = βm1 + β
m
2 + β
m
3 . So A is completely positive,
with cprank(A) ≤ 3.
We shall mention that Theorem 2.8 can also be proved by using our
result in [22]. Unfortunately condition (2.8) is not necessary for a tensor to
be cp. This fact can be illustrated by consider the following example:
Example 2.9. Consider m = 2 and let
A =
(
1 2
2 5
)
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It is easy to check that A is a completely positive tensor (of order-2 dimension-
2) since A = BB⊤ if we take
B =
(
1 0
2 1
)
Recall that a slice of a tensor A ∈ Tm;n is a sub-tensor of order m − 1
obtained by fixing one of the subscripts. For example, a slice of a 3-order
tensor along one of the three directions, say the first, i.e., A(i, :, :), is a ma-
trix. A zero slice(all of whose entries are zero) is called a trivial slice. Given
a nonempty subset I := {s1, s2, . . . , sr} of [1 . . . n], a principal subtensor
A[I] of A induced by I is an m-order r-dimensional tensor B = (Ai1i2...im)
whose indices iks are all constrained in I. A zero block is a principal sub-
tensor whose entries are all zero. An irreducible tensor has no zero slice nor
any zero block.
It is pointed out in [29] that all the slices and the induced principal sub-
tensors of a cp (binary cp) tensor are also cp (binary cp). Based on this
point, we present a necessary condition, which is weaker than (2.8), for a
tensor to be cp.
Theorem 2.10. Let A ∈ Sm;n be a cp tensor. For any τ ∈ S(m,n) with
B(τ) = {i, j}, we have
A2τ ≤ Aii...iAjj...j (2.8)
Proof. Let τ := (i1, i2, . . . , im) ∈ S(m,n) with B(τ) = {i, j} ⊆ [1 . . . n]. If
i = j, then inequality (2.8) is obvious. Thus in the following we may assume
that 1 ≤ i < j ≤ n, and take I = {i, j}. Then the induced subtensor A[I] is
a 2-dimensional completely positive tensor. We are now confined to A1 :=
A[I]. Since A ∈ Sm;2 is completely positive, there exist some nonnegative
vectors α1, α2 ∈ RR
N
+ (N = cprank(A1)) such that A1 = Gram(α1, α2). It
follows that Aτ = (αi1 , αi2 , . . . , αim) where B(τ) = I. By Lemma 2.1 we
have
Ami1i2...im ≤
m∏
k=1
Aikik...ik (2.9)
where ik takes value in I = {i, j}. Denote τi = (i, i, . . . , i, j), τj = (i, j, . . . , j, j).
Then we have Aτ = Aτi = Aτj since B(τ) = B(τi) = B(τj) = {i, j} and A
is strong symmetric. By (??) we have
Amii...ij ≤ A
m−1
ii...iiAjj...jj (2.10)
and
Amij...jj ≤ Aii...iiA
m−1
jj...jj (2.11)
Since Aτ1 = Aii...ij = Aij...jj = Aτ2 , we have by (2.10) and (2.11)
A2mτ = A
m
τ1A
m
τ2 ≤ (Aii...iiAjj...jj)
m
which is followed by (2.8) .
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It is not clear yet whether (2.8) is also sufficient for an 2-dimensional
nonnegative strong symmetric tensor to be cp.
3 Completely positive multi-hypergraphs
Let A ∈ Sm;n be a k-uniform {0, 1}−CP tensor and let G = (V,E) be
a multi-hypergraph associated with A. Denote A = [α1, . . . , αr] ∈ F
n×r
(each αi corresponds to a unique maximal multi-edge of G). Then A can be
expressed as the mth-power of A, denoted by A⊙m, in the sense of Khatri-
Rao product [13], or briefly an m-KR power of A, i.e.,
A⊙m =
m︷ ︸︸ ︷
A⊙A⊙ . . .⊙A
where product ⊙ is defined as the columnwise Kroneck product. We say
that A := A⊙m has r k-uniform components αmj . A is sometimes written as
A =
∑
A⊙m where ∑
A⊙m :=
r∑
j=1
αmj
and A ∈ RRn×r+ is an k-uniform {0, 1} matrix. The number k is called the
support of A and denoted by supp(A).
Theorem 3.1. Let A =
∑
(A⊙m) ∈ Tm;n be m-uniform (2 ≤ m ≤ n) and
{0, 1}−CP with A = [α1, . . . , αr]. Let G = (V,E) be the multi-hypergraph
associated with A. Then
1. If A is a (0,1) tensor, then n = mr and cprank(A) ≤ cprankb(A) ≤
n
m .
2. If A is an essential (0,1) tensor, then cprank(A) ≤ cprankb(A) ≤
⌈ nk−1⌉.
Proof. (1). It is obvious that cprank(A) ≤ cprankb(A) since cprank(A) is
the least number for all the possible symmetric nonnegative decomposition
(1.4), including the {0, 1}−CP decomposition. Denote Sj = supp(αj) for
each j ∈ [r]. We want to show the second part of Item (1). Suppose A is
a (0,1) tensor and there is a pair of positive integers (p, q)(1 ≤ p < q ≤ r)
such that Sp ∩ Sq 6= ∅. We may assume that k ∈ Sp ∩ Sq, i.e., akp = akq = 1
where aij is the ith coordinate of αj. Therefore
Akk...k =
r∑
j=1
amkj ≥ a
m
kp + a
m
kq = 2
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a contradiction to our assumption that A is (0, 1). Thus Sp ∩ Sq = ∅ for all
distinct p, q ∈ [r]. It follows that {S1, S2, . . . , Sr} forms a uniform division
of [1 . . . n] with each part possessing m elements. So mr = n, and thus
cprankb(A) ≤ r =
n
m .
(2). Let A be {0, 1}−CP and also an essential (0,1) tensor. We now
show that |Si ∩ Sj | ≤ 1 for all distinct i, j ∈ [r]. In fact, if there is a
pair (p, q) : 1 ≤ p < q ≤ r such that |Sp ∩ Sq| ≥ 2, then there exist two
different numbers s, t ∈ [1 . . . n] such that s, t ∈ Sp ∩ Sq. We show that
there exists some σ ∈ S(m,n) such that Aσ ≥ 2. Actually if we choose
σ = (s, t, t, . . . , t) ∈ S(m,n), then by (1.4) we have
Aσ ≥ (α
m
i )σ + (α
m
j )σ = asia
m−1
ti + asja
m−1
tj = 2
The last equality is due to the fact that s, t ∈ Si implies asi = ati = 1 and
s, t ∈ Sj) implies asj = atj = 1. This complete the proof.
Now we assume G = G(A) be a multi-hypergraph(without isolated ver-
tices) associated with an essential (0,1) tensor A ∈ Sm;n with a decompo-
sition (1.4) where each αj is a (0,1) n-dimensional vector. Denote A
∗ as
the pattern of A, i.e., a∗σ = 1 if aσ 6= 0 for any σ ∈ S(m,n). Then A is
permutation similar to a direct sum of some irreducible tensors [29], say,
A ∼p A1 ⊕A2 ⊕ . . .⊕Ar
where Aj ∈ SFm,ni with n1 + . . . + nr+1 = n. Here each Ai corresponds
to a complete block. But the essential (0,1) tensor, if it is {0, 1}−CP ,
associated with a complete block is a tensor each of whose elements except
the diagonal ones is 1. Now we consider any nonnegative tensor A ∈ Tm;n.
If A is {0, 1}−CP , then A has a decomposition (1.4) where αj ∈ F
n for each
j ∈ [r]. An edge σ = {i1, . . . , im} ∈ S(m,n) is called a maximal edge of a
multi-hypergraph G = (V,E) if G has no edge ǫ such that B(σ) ⊂ B(eps). We
call a multi-hypergraph G an r-uniform multi-hypergraph if all its maximal
edges have cardinality r. A multi-hypergraph G = (V,E) is said to have
Property R if Dα ⊆ E for any α ∈ E where
Dα = {σ ∈ E : B(σ) ⊆ B(α)} (3.1)
Property R, first introduced in [29], implies that G is uniquely determined
by the set of its maximal edges.
Example 3.2. Let G be a 3-uniform 3-order multi-hypergraph with V =
{1, 2, 3, 4} and a unique maximal edge Em = {1, 3, 4}. Then the (multi-
)edges of G are the following
{1, 3, 4} , {1, 1, 3} , {1, 3, 3} , {1, 1, 4} , {1, 4, 4}
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{3, 3, 4} , {3, 4, 4} , {1, 1, 1} , {3, 3, 3} , {4, 4, 4} .
G’s adjacent tensor is a strong symmetric (0,1)tensorA = (Aijk) ∈ F
4×4×4
defined as
A(:, :, 1) =


1 0 1 1
0 0 0 0
1 0 1 1
1 0 1 1

 , A(:, :, 2) = 0
A(:, :, 3) =


1 0 1 1
0 0 0 0
1 0 1 1
1 0 1 1

 , A(:, :, 4) =


1 0 1 1
0 0 0 0
1 0 1 1
1 0 1 1


It is easy to verify that A = α31 where α = (1, 0, 1, 1)
⊤.
A multi-hypergraph G is called a cp pseudograph if its adjacency ten-
sor A(G) is {0, 1}−CP . In Example 3.2 the multi-hypergraph G has 10
edges, among which there is one normal edge E = {1, 3, 4}, which is also a
maximal edge. Actually for any m-uniform multi-hypergraph G of size n,
the largest number of maximum normal edges is
(n
m
)
among its nm (multi-
)edges. Consider the ratio of the number of normal m-edges to the number
of (multi-)edges, i.e.,
R(m,n) :=
(n
m
)
nm
.
R(m,n) converges to Rm :=
1
m! when n→∞. For example, R3 = 1/6, R4 =
1/24, R5 = 1/120, . . .. This implies that a multi-hypergraph is much more
complicated than a hypergraph.
Corollary 3.3. Let G = (V,E) be an m-order multi-hypergraph with V =
[1 . . . n] with m,n > 1. If G possesses property R and has a unique nonempty
maximal edge, then G is a cp multi-hypergraph.
Proof. Denote G = (V,E) and assume that the unique maximal edge E has
the base set
B(E) = {i1, i2, . . . , ir} , 1 ≤ i1 < i2 < . . . < ir ≤ n, 1 ≤ r ≤ m.
Let A = A(G) = (Aσ) ∈ Fm;n be its adjacency tensor. Then A is a
(0,1) tensor. We now prove that A is actually a {0, 1}−CP tensor with
cprankb(A) = 1, that is, there is a (0,1) vector α ∈ F
n such that A = αm.
For this purpose, we denote
DE = {σ = (j1, j2, . . . , jm) : B(σ) ⊆ B(E)}
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and let α = (a1, a2, . . . , an)
⊤ ∈ Fn such that supp(α) = B(E) = {i1, i2, . . . , ir}.
Thus aj = 1 if and only if j = ik for some k ∈ [r]. It suffices to show that
A = αm, i.e.,
Aj1j2...jm = aj1aj2 . . . ajm ∀σ = (j1, j2, . . . , jm) ∈ S(m,n) (3.2)
In fact, since aj1aj2 . . . ajm = (α
m)σ = 1 for any σ = (j1, j2, . . . , jm) ∈
S(m,n). It follows that B(σ) ⊆ supp(α) = B(E) and thus σ ∈ DE, which
implies σ ∈ E (since A has Property R). Consequently we have Aσ = 1.
Conversely we let Aσ = 1 for some σ = (j1, j2, . . . , jm) ∈ S(m,n), which
is equivalent to σ ∈ E. Thus
B(σ) ⊆ B(E) = {i1, i2, . . . , ir} = supp(α)
since E is the unique maximal edge of G. It follows that
(αm)σ = aj1aj2 . . . ajm = 1.
The proof is completed.
A multi-hypergraph G with n vertices and N edges is called an n × N
multi-hypergraph. Usually the maximal edges are not unique. In [29], we
define the indicator of an edge α of G as the vector Iα := (w1, . . . , wn)
⊤ in Zn+
where wi denotes the frequency of vertex i in α. An n×N multi-hypergraph
G is uniquely determined by an n×N nonnegative integral matrix
W =W (G) := [u1, . . . ,uN ]
where uj ∈ Z
n
+ is the indicator of αj ∈ E. W is called the adjacency matrix
of G. Now we form matrix A associated with W by
A =WW⊤ (3.3)
A can be written equivalently as
A =
N∑
j=1
u2j =
N∑
j=1
uju
⊤
j
which is exactly a {0, 1}−CP matrix when each uj is a (0,1) vector ([4]).
A is called an k-uniform cp matrix if |supp(W )| = k, and A is called an
k-uniform n×m tensor of rank R if A has a {0, 1}−CP decomposition (1.4).
Denote
Cα := {β ∈ E : β ∼ α} , and Dα := {β ∈ E : β ≺ α}
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for any edge α ∈ E. Let ΓG := {αj|j = 1, 2, . . . , r} be the set of the maximal
edges of G. Then
{
Dαj : j = 1, 2, . . . , r
}
forms a partition of E. A multi-
hypergraph G = (V,E) is said to have Property R ifDα ⊆ E whenever α ∈ E.
In [29] we show that a (0,1) mth order n-dimensional symmetric tensor A
is {0, 1}−CP if and only if P possesses Property R where P = P(A). We
have shown in [29] that a (0,1) tensor A is {0, 1}−CP if and only if A can
be written as the direct sum of some all-ones blocks. This is equivalent to
Si ∩ Sj = ∅,∀1 ≤ i < j ≤ r (3.4)
where Sk := supp(uk) and r is the smallest number for (1.4) to hold.
Given an n × N multi-hypergraph G. We let A denote the tensor gen-
erated by the Khartry-Rao product of W ≡ W (G) = [u1, . . . ,uN ], i.e.,
A =
m︷ ︸︸ ︷
W ◦W ◦ . . . ◦W , which is defined as (1.4).
We note that a {0, 1}−CP tensor may not be a (0,1) tensor, and a (0,1)
tensor can be a non-{0, 1}−CP even though it is a cp tensor.
A multi-hypergraph P = (V,E) is called an m × n multi-hypergraph if
|V | = n and each edge of P is an m-multiset of V . Let Ek be the subset
of E each of whose largest elements has exactly k distinct elements. We
let Pk := (V,Ek). For an k-uniform CP tensor A ∈ CPm;n, its associated
multi-hypergraphP always has a k-base.
Given a tensor A = (Aσ) ∈ Tm;n, A tensor pattern A˜ = (A˜σ) ∈ Fm,n is
a (0,1) tensor satisfying
A˜σ = 1⇔ Aσ 6= 0, ∀σ ∈ S(m,n)
Anmth order n-dimensional real tensorA = (Aσ) ∈ Tm;n is called a reducible
tensor if there is a proper subset I ⊂ [1 . . . n] such that
ai1...im = 0, ∀i1 ∈ I, ∀i2, . . . , im /∈ I. (3.5)
A is called irreducible if it is not reducible.
Reducibility is a pattern property for tensors. By employing the permu-
tational similarity property, we can decompose any (0, 1) reducible tensor
into a direct sum of a finite number of low dimensional irreducible tensors
and a zero tensor in the permutational similar sense. Before stating this
result, some related concepts are recalled here. Let A,B ∈ Tm;n. We say
that A is permutational similar to B, denoted as A ∼p B, if there exists a
permutation matrix P ∈ RRn×n such that
B = A×1 P ×2 P ×3 · · · ×m P,
where A˜ := A×k P = (a˜i1...im) ∈ Tm;n is defined as
a˜i1...ik−1ikik+1...im =
n∑
j=1
ai1...ik−1jik+1...impikj
15
Utilizing the permutational similarity of tensors, we can build up some
identical relation among their corresponding multi-hypergraphs. Let P1 =
(V1,E1) and P2 = (V2,E2) be two given m-uniform multi-hypergraphs with
their (0, 1) associated tensors A and B respectively. Then A ∼p B if and
only if there exists a bijection φ from V1 to V2 such that
{i1, i2, . . . , im} ∈ E1 7→ {φ(i1), φ(i2), . . . , φ(im)} ∈ E2
that is, P(B) is the multi-hypergraph obtained from P(A) by the reordering
of its vertices, and thus they are identical in this sense.
Let Ai = (a
(i)
σ ) ∈ Tm,ni , i = 1, 2 and n1 + n2 = n. The direct sum of A1
and A2, denoted by
A = A1 ⊕A2 = (ai1...im),
is defined by
ai1...im =


a
(1)
i1...im
ifi1, . . . , im ∈ [n1],
a
(2)
i1...im
ifi1, . . . , im ∈ n1 + [n2],
0 otherwise.
Here a+S is defined as the translation of set S, i.e., a+S = {a+ s : s ∈ S}.
Now we are in a position to describe the decomposition for tensors in
the sense of permutation similarity.
Lemma 3.4. Let A ∈ SFm,n, where m ≥ 2, n ≥ 1. Then
A ∼p A1 ⊕A2 ⊕ . . .⊕Ar ⊕Or+1 (3.6)
where Ai ∈ SFm,ni is irreducible, Or+1 is a zero tensor of order m and
dimension nr+1, and n1 + . . .+ nr+1 = n.
Proof. The result is trivial if A is irreducible tensor. Now we assume that
A ∈ SFm,n is a reducible tensor. We will use induction to prove the desired
statement. For n = 1, the reducibility implies that A = 0. The statement
holds by setting r = 0. Assume that for all k satifying 1 ≤ l ≤ n with n ≥ 1,
the statement holds. They for the case of l + 1, there exists a nonempty
subset I of [l + 1] such that
Ai1i2...im = 0,∀i1 ∈ I, i2, . . . , im /∈ I (3.7)
Let P = (V,E) be the multi-hypergraph with A as an associated tensor, and
we assume w.l.g. that
I := {k1, k2, . . . , kr} , 1 ≤ k1 < k2 < · · · < kr ≤ l + 1.
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Then we let φ : [l + 1]→ [l + 1] be an one-to-one correspondence such that
φ(ki) = i, ∀ i = 1, 2, . . . , r.
and φ maps [l + 1]\I to [l + 1]\[r]. φ can be regarded as a permutation on
[l+1], and so there is a permutation matrix P corresponding to φ. Actually
if we define P = (pij) ∈ F
(l+1)×(l+1) by
pij = 1 iff j = φ(i)
for each i ∈ [l + 1]. It follows readily that
A˜ := A×1 P ×2 P ×3 . . .×m P = A11 ⊕A22 (3.8)
where A11 ∈ SFm,r,A22 ∈ SFm,l+1−r. Note that r, l+ 1− r ≤ n, the desired
decomposition can be proved by the induction.
Lemma 3.4 shows that a tensor A ∈ SFm,n can always be decomposed
into the direct sum of irreducible tensors, possibly with a zero block. The
following lemma is dedicated to the necessary and sufficient conditions of
{0, 1}−CP property for irreducible (0, 1) tensors.
Lemma 3.5. Let m ≥ 2, n ≥ 1 be two integers and A ∈ SFm,n be irreducible.
Then the following statements are equivalent:
(1) A is {0, 1}−CP .
(2) A = J is an all-1 tensor.
(3) The multi-hypergraph P associated with tensor A is a complete block.
Proof. If A = J , then A is {0, 1}−CP since A = ℓm with ℓ = (1, 1, . . . , 1)⊤.
Conversely,let A ∈ SFm,n be a {0, 1}−CP tensor. Then A has a decompo-
sition (1.4) with
uj = (u1j , u2j , . . . , unj)
⊤ ∈ Fn.
Then we have
ai1i2...im =
q∑
j=1
ui1jui2j . . . uimj , ∀(i1, i2, . . . , im) ∈ S(m,n).
We will first show that q = 1 in decomposition (??). Suppose that q > 1. If
there exist a pair of positive integers (s, t) : 1 ≤ s < t ≤ q such that
k ∈ supp(us) ∩ supp(ut)
17
for some k ∈ [1 . . . n], then uks = ukt = 1. Hence we have
Akk...k =
q∑
j=1
ukjukj . . . ukj
=
q∑
j=1
umkj
≥ umks + u
m
kt = 2
a contradiction to the assumption that A is a (0,1) tensor. Thus we have
supp(ui) ∩ supp(uj) = ∅,∀1 ≤ i < j ≤ q (3.9)
Now we define
Di = {σ ∈ E : B(σ) ⊆ supp(ui)} ,∀i = 1, 2, . . . , q
Then we get {D1,D2, . . . ,Dq} each a subset of E, and
Di ∩ Dj = ∅, ∀1 ≤ i < j ≤ q
Denote Vi = V (Di) and Pi := (Vi,Di) for i = 1, 2, . . . , q. Then
P = P1 ∪ P2 ∪ . . . ∪ Pq
where P = (V,E) is the multi-hypergraph associated with A. It turns that
A ∼p A1 ⊕ . . .⊕Aq where Ai is the adjacency tensor of Pi, a contradiction
to the hypothesis that A is irreducible. Hence q = 1, and thus there exists
a vector u = (u1, . . . , un)
⊤ ∈ Fn such that A = um.
To prove that A = J = ℓm, we need only to show that supp(u) =
[1 . . . n]. In fact, if supp(u) is a proper subset of [1 . . . n], then by setting
I = [1 . . . n]\supp(u), we show that A is reducible by definition, which is a
contradiction to the hypothesis. Thus supp(u) = [1 . . . n] and A = J . Thus
the equivalence between (i) and (ii) is obtained. The remaining part of
the lemma is immediate by definition.
From Lemma 3.5 and its proof, we can get the following equivalent con-
ditions for {0, 1}−CP tensors.
Theorem 3.6. Let m ≥ 2, n ≥ 1 be two positive integers. Suppose that
A ∈ SFm,n have no zero blocks and is associated with multi-hypergraph P =
(V,E). Then the following are equivalent:
(1) A is {0, 1}−CP tensor.
(2) P can be decomposed as the union of some complete blocks Pi of size ni
where n1 + . . . + nq = n.
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(3) A can be written in form (??) and with uj ∈ F
n satisfying UTU =
diag(n1, . . . , nq) where U = [u1, . . . ,uq].
Proof. To prove (1) ⇔ (2), we first let A ∈ SFm,n be a {0, 1}−CP tensor.
Then by Lemma 3.4 A can be written in form (3.6) where each Ai is an
irreducible {0, 1}−CP tensor of mth order ni-dimension (no zero block
there since A has no zero block). By Lemma 3.5, Ai is associated with
a multi-hypergraph Pi = (Vi,Ei) where |Vi| = ni for i = 1, 2, . . . , q, n1 +
n2 + . . . + nq = n. For each i ∈ [q], by Lemma 3.5, Pi is the complete
block of dimension ni (since Ai is irreducible and {0, 1}−CP ). Thus (1)⇒
(2) is proved. The proof of (2) ⇒ (1) is immediate if we note that the
decomposition (??) holds by take supp(ui) = Vi for i = 1, 2, . . . , q.
Now we show (1)⇔ (3). First we assume that A ∈ SFm,n is {0, 1}−CP .
Then from the proof of Lemma 3.5 there exist some vectors uj ∈ Fn such
that (1.4) holds, and
supp(ui) ∩ supp(uj) = ∅,∀1 ≤ i < j ≤ q (3.10)
It follows that UTU = diag(n1, . . . , nq) for U = [u1, . . . ,uq], where ni is
the positive integer described above. Thus (1) ⇒ (3) is proved. The other
direction can be proved by reversing the above arguments.
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