We took part in the YouTube-8M Video Understanding Challenge hosted on Kaggle, and achieved the 10th place within less than one month's time. In this paper, we present an extensive analysis and solution to the underlying machine-learning problem based on frame-level data, where major challenges are identified and corresponding preliminary methods are proposed. It's noteworthy that, with merely the proposed strategies and uniformlyaveraging multi-crop ensemble was it sufficient for us to reach our ranking 1 . We also report the methods we believe to be promising but didn't have enough time to train to convergence. We hope this paper could serve, to some extent, as a review and guideline of the YouTube-8M multi-label video classification benchmark, inspiring future attempts and research.
Introduction
Large-scale datasets such as ImageNet [11] play a key role in boosting modern machine learning [17] . Google has recently introduced the YouTube-8M dataset [5] , the video equivalence to ImageNet, as an excellent testbed for general multi-label video classification. A competition based on the dataset was held on Kaggle [1] to encourage better models and results. Started code [4] was also kindly provided.
Dataset Description
YouTube-8M consists of 7 million YouTube videos labeled with 4716 entities across diverse, general categories such as arts, books, games and food. Since directly processing the raw videos would be prohibitive at this scale, the data are already provided in the form of extracted visual and audio features from state-of-the-art perception models [2, 14] , at one-frame-per-second.
Both frame-level features and video-level features (uniformly averaged frame-level features within each video) are provided. The 4716 entities could be grouped into 25 highlevel verticals including "Unknown". Labels for each video are generated by the YouTube video annotation system, and are not mutually exclusive across the 4716 entities, i.e., one video can have many corresponding labels (3.4 labels on average).
The videos are divided into 3 partitions for training, validation and testing. More detailed specifications of the dataset are given in Table 1 . Feature sequence length 120-360
Evaluation Metric
The competition uses Global Average Precision (GAP) as the evaluation metric. Participants are required to output the top-20 predictions of each video in decreasing order of confidence, and the predictions of all the test videos are considered together. Denote the number of test videos as N , and the total number of positive labels in these N videos as M , GAP is calculated as follows:
where predictions of the whole test set are sorted in descending order of confidence, and p(i) is the number of true positives in the first i predictions. To achieve a high GAP, all true positives should be given large confidence. Ideally, a submission with the first M predictions after sorting corresponding to the M positive labels achieves 1.0 GAP. As a result, although 20 predictions have to be made for each video, most of the 20 should be given low confidence so as not to rank ahead of true positives of other videos after sorting.
Problem Definition
A simple baseline result is already offered on Kaggle as "mean rgb + mean audio Benchmark" achieving 0.74711 public GAP. The provided mean-pooled video-level features are assumedly concatenated and fed directly to 4716 one-vs-all logistic regression classifiers, each predicting whether to annotate one label. Considering that video topics mostly appear at different positions within one video, such averaged features may not be a good descriptor of the whole video. Besides, directly working with the video-level features waves off most deep learning advances, as convolutional and recurrent neural networks are hardly applicable, leaving only MLP to be tried. We therefore decided at the beginning of participation to focus on exploiting framelevel features, which is common practice for many other participating teams [19, 25, 9, 23] .
With most of our efforts devoted to frame modeling, we haven't exploited much the structure information between different labels, and simply view the multi-label classification problem as 4716 binary classification problems. More formally, our multi-label video classification problem is defined as: given the visual and audio feature sequences {v 1 , v 2 , ..., v T } and {a 1 , a 2 , ..., a T } of a video as input, output the probability of positively labeling the video with entities e 1 , e 2 , ..., e 4716 respectively. T is the sequence length, varying from video to video. As far as we know from the Kaggle discussion, many teams including some top ones consider the problem under this definition.
Towards this end, our model can be roughly divided into two blocks: frame understanding block, which extracts a fixed-length video descriptor x video from frame-level features, and classifiers block, which performs classification based on the extracted video descriptor x video .
Challenges
The defined video classification problem has at least the following challenges:
1. Dataset Scale: YouTube-8M is not only large-scale in terms of the number of data samples, but also in terms of the size of each data sample. Each video is between 120 and 500 seconds in length [3] , resulting in 120 to 360 1024-dimensional visual features (plus 128-dimensional audio) per video at a processing rate of 1 fps up to the first 360 seconds [5] during feature extraction. Such individual size, combined with the total number of 5 million (or over 6 million if we include the validation set), poses remarkable challenge to training on a single GPU in terms of disk I/O and convergence rate. The GPU has to constantly stall to wait for data, and directly training the LSTM model provided by the starter code takes nearly a week to converge.
Noisy Labels:
The labels are machine-generated by the YouTube video annotation system, rather than crowdsourcing from human workers as ImageNet [11] . The annotation system is in essence a rule-based system, based on metadata, context and query click signals, etc. [5] , hence far-from-human-level labeling. The labels are quantified on a limited subset of 8000 videos to have 78.8% precision and 14.5% recall w.r.t. manual labeling, suggesting that plenty of positive entities are instead labeled negative. As a result, negative labels dominates most entities; it's not very reliable to analyze the prediction results on the training set; and we are more like machine-learning the annotation system unnaturally than learning a perception system of humans.
Lack of Supervision:
The ground-truth values are only video-level, and we don't have any information for each frame, whether the location of each label within the video or the relative prominence of each frame. Therefore, the video-level supervision signals provided by the video-level ground truths are supposed to guide the learning of not only the classifiers block but also the frame understanding block (with frame number at the scale of hundreds), casting doubts on the effectiveness of the supervision signals on learning the whole model.
Temporal Dependencies:
The visual features are extracted by feeding one frame's image per second to a powerful pre-trained image recognition model [2] , so the features haven't yet taken into account the temporal dependencies across frames lying in the nature of videos. Though the images are taken one-frameper-second, we humans still can usually identify most video topics watching a video at such frame rate, but may not be able to do so if the frame order are randomized. Our frame understanding block is therefore supposed to model such temporal dependencies. Top teams have resorted to RNNs [19, 25, 9, 23] (such as LSTM [15] and GRU [10] ) and clustering-based methods [19, 9] (such as generalized VLAD [6] and bag-ofvisual-words [21] ) in this regard.
5. Multi-modal Learning: Audio features are provided along with the visual features in the updated version of the dataset [3] . Although the dataset was originally constructed following the principle that "every label in the dataset should be distinguishable using visual information alone" [5] , it's fair to expect that audio features will help classification, which is shown by experiments detailed later in Table 2 . We humans generally watch most videos with audio turned on, and, for example, entity "concert" and "motorsport" surely sound distinctly. Including audio features constitutes a multimodal learning problem [20] , and the challenge then arises as how to combine and exploit the two-modal features.
6. Multiple Labels: One video can have multiple labels, and, in fact, have 3.4 labels on average, which is different from ImageNet classification with mutually exclusive labels where each input belongs to exactly one output class. This is also reflected in that we view the problem as 4716 binary classification tasks rather than one 4716-class softmax classification task. The most straightforward pipeline of building one frame understanding block followed by 4716 binary classifiers is thus debatable because the uniquely extracted feature x video is to be used for 4716 different binary classification problems, which requires the feature to be incredibly descriptive.
Moreover, it may not be appropriate to treat the 4716 binary classification problems as independent with each other, as topics within one regular video are usually present or not present in groups, rather than independently, forming certain structures between the labels. Sharing the video understanding block, the classifiers are implicitly correlated, but this may not be enough to model the correlations between labels. The top-2 teams have proposed Context Gating [19] and Classifiers Chaining [25, 22] to deal with the challenge. Further inspirations could be drawn from devoted multi-label classification literature.
7. In-class Imbalance: Partly due to the low recall of the machine-generated labels, the ratio between positive and negative labels within almost all of the 4716 classes is highly imbalanced. More specifically, only 3 entities have more than 500K positive labels in the training set according to the vocabulary csv file [3] ; less than 400 entities have more than 100K; and about 1000 entities have only hundreds. Therefore, 90% of the binary classification problems have an imbalance ratio of under
, which are already extremely imbalanced, making it rather difficult to adequately learn each entity.
High-Level Algorithms

Prototype
An LSTM + MoE (Mixture of Expert [5] ) model is provided in the starter code. Visual and audio features of each frame are first concatenated as input. The model sequentially feeds all the frame features to a stacked LSTM as the frame understanding block, and uses the last output of the top-layer LSTM as the video descriptor for the 4716 classifiers, as depicted in Figure 1 without all the further modifications stated in the parentheses. We refer to this model as prototype.
Due to the video length (around 225 frames on average [5] ), training for 5 epoches on the training set alone takes nearly one week at a traversing speed of 40 examples per second on our GeForce Titan X GPU, possibly limited by the I/O of our hard disk. During training we would only observe GAP on the current minibatch, and unfortunately GAP evaluation of this model on the validation set takes about prohibitively 10 hours, hence almost impossible to tune hyperparameters and compare model designs based on validation performance given the one month's time we had. These are all challenges posed by the dataset scale.
We therefore make a compromise to train directly on both training and validation sets, and treat the public score as validation performance. Bearing this in mind, we try not to submit often, which is reflected in our few total submissions. We've only submitted 31 entries to Kaggle, which is the third least among the top-10 teams.
A better solution, however, would be to leave out a much smaller validation set, (for example, 20K videos, as done by the top-2 teams [19, 25] ), so that relatively efficient and reliable validation and model selection for ensemble could be done locally.
Random Cropping
Motivated mainly by the long training time as well as the concern that lengths at the scale of hundreds may be too difficult for an LSTM to capture the temporal dependencies, we apply random cropping to the sequence input inspired by the random-cropping-patches widely adopted in image classification [17] . We first make further compromise to consider only up to the first 225 frames, and then down sample 5 times to 45 frames. More specifically, during the training phase, only the first frame is picked randomly from the first 10 frames, and later frames are picked deterministically by incrementing the frame index by stride 5.
The rationale behind this is that, humans could still get a grasp of the video topics looking at a few sampled frames from the video in temporal order. This is also supported by the only 0.0002 GAP decrease when training a same model with random cropping, as will be detailed in Table  2 . Note that we still preserve the temporal dependencies across frames unlike the DBoF model proposed in [5] . Decreasing the sequence length by an order of magnitude, we are able to reach a traversing speed of 100 examples per second. The number of data samples is equivalently increased by an order of magnitude, but we didn't observe any performance gains by training the model for more than 5 epoches.
By reducing the size of each data sample with simple random cropping, we mitigate the challenge of dataset scale. It would also be expected that because of such noisy labels in this dataset, the additional stochasticity introduced by random cropping would not harm performance much, which is already shown empirically. The relative lack of supervision is in a way alleviated by reducing the depth (in time) of the frame understanding block.
Multi-Crop Ensemble
The aforementioned random cropping operation has a pleasant by-product: we could get multiple different predictions with one very model by varying the start index of each video crop. Cheap ensemble could then be performed without training different models, but instead with different views of the same video as input, as the common multi-crop evaluation in image classification [24] . Ensemble is shown to be one of the solutions to noisy labels [18] , increasing robustness of the classifiers.
During the test phase, we employ the simplest form of ensemble, something like bagging, where different predictions are averaged. We make five different top-20 predictions from each model by manually specifying the start index to be from 0 to 4 (or randomly sampled between 0 and 4, to get a single prediction without ensemble). Labels not in the top-20 are treated with confidence zero, the different predictions of different start indices and different models are then uniformly averaged altogether, and the averaged top-20 predictions are submitted at last. Under the GAP evaluation, the predicted confidence score matters a lot where positive labels should be given as high confidence as possible and negative as low as possible. By averaging the predictions, confidence scores are strengthened when different predictions share similar ideas, and weakened when they differ. The label noise would also be eliminated to some extent. Empirical results show notable performance gain.
Early Stopping
The prototype model gives us 0.80224 public GAP after 5 epoches of training, while outputting GAPs always above 0.83 on the last thousands of minibatches. To investigate the probable overfitting, we evaluate the training set GAP to be 0.836 and the validation set GAP to be 0.802, suggesting certain overfitting (which is notable enough, considering the dataset scale and the few training epoches). We trained the prototype for more epoches and, as expected, observed increasingly degraded public GAP. However, earlier checkpoints before 5 epoches such as 3 and 4.5 epoches didn't give better performance either, though we didn't experiment intensively with earlier checkpoints.
Based on the above observation, 5 epoches seems an adequate training amount. In view of the long validation time (Section 4.1), we therefore adopt early stopping to cope with the absence of validation and to try to prevent overfitting, i.e., we only train for 5 epoches on both training and validation sets. We fix this stopping criterion for all later models.
Models
Stacked LSTM + LR / MoE
Our general pipeline follows the prototype LSTM model provided by the starter code [4] , as shown in Figure 1 . It only differs from the prototype in that it takes cropped sequence as input.
More specifically, an LSTM is used to process all the cropped, concatenated frame features as the frame understanding block, and the final output is used as the video descriptor for the classifiers, which we simply use 4716 logistic regressions (LRs) or the Mixture of Expert (MoE, 2 LR experts) model suggested in [5] . We stack two layers of 1024 LSTM cells, and the final output of the top layer is extracted. The gradients of the classification loss is backpropagated to the LSTM weights. In other words, the frame understanding LSTM is trained discriminatively from the last state backwards to extract video descriptors.
Recent deep learning advances demonstrate the scalability of RNNs in sequence tasks [12, 26, 8] as well as the success of LSTMs [15] in capturing long-term temporal dependencies, which persuades us to apply LSTMs in all our models' frame understanding block. Although more sophisticated classifiers could be adopted such as MLPs, we stick to simple LRs or their mixture. The considerations are that the frame understanding LSTM is much more difficult to train than the classifiers, so we shouldn't add more burden to the whole model by incorporating MLPs, and also that the discriminative supervision signals for the LSTM coming from the classifiers would make better sense if the classifiers are shallow, well-behaved and even linear models.
Layer Normalization
Any LSTM-based model with random cropping (for example, Section 5.1), more than doubling the traversing speed, took 3 to 4 days to train for 5 epoches regardless of the further modifications we made to the model. We were still not satisfied with this convergence rate given the relatively little time we had. It was only a few days ahead of the competition deadline that we realized to try Layer Normalization [7] , one of the recurrent versions of Batch Nor- malization [16] , in our LSTM cells. Prior to that, we had only used the most basic LSTM cell without cell clipping, projection layers or peep-hole connections in our models. Surprisingly, with Layer Normalization, the training GAP on minibatches quickly reaches 0.80 in less than 1 epoch, while almost maintaining the traversing speed. After about merely 2.7 epoches of training (at the last day when we have to stop to run inference), a single two-layer bidirectional (detailed later) LSTM model achieves 0.80736 public GAP, approaching the performance of a similar model without Layer Normalization trained for 5 whole epoches. We have to leave it for future work to fully explore the capability of layer-normalized LSTM cells, and our preliminary results demonstrate the high potential of the technique in further reducing training time and overcoming the challenging dataset scale.
Attention
Set out to tackle the lack of supervision, we wish to apply supervision loss not restricted to the last state of the LSTM. Although LSTMs have the capability of keeping a "long-term memory", it's doubtful that the model in Figure  1 will be anywhere near sensitive to early frames of videos. We humans, however, can usually tell several topics of a video from the first few seconds. It would be desired that the model could more explicitly attend to and extract feature from all the frames.
We therefore draw inspiration from the attention mechanism in neural machine translation [8] . Instead of learning an adaptive attention, we implement a much simplified, pre-specified version, where the one-third, two-thirds and the last outputs of the LSTM are given equal attention and mean-pooled into the video descriptor, as depicted in Figure 2. With this model, in the meantime of capturing the temporal dependencies (the three segments are not treated as separate video inputs), supervision is able to be injected earlier into the LSTM to ease training, leaning the sensitiv- ity of the LSTM from the last few frames to all.
We've considered adaptive attention, where the three attention weights are instead determined by a neural network. We didn't favor complex networks, but also held that one fully-connected layer (equivalent to linear regression) upon the three features doesn't make much sense, since it's unrealistic to determine each importance with only one feature direction (the regression weight). So we've only experimented with the simplest form of attention.
Bidirectional LSTM
Bidirectional LSTMs (BiLSTMs), as shown in Figure 3 , have proved successful in speech recognition [12] and have become the standard model in that area [27] . We exploit the stronger capability of stacked BiLSTMs in capturing temporal dependencies across frames and context modeling at each frame. It's not most natural for video understanding since we humans generally do not watch videos backwards, but we argue that by incorporating the information from both the past and future frames at each timestep, the RNN could learn better representations for each frame, hence for the whole video. The rationale is two-fold: on one hand, the top-layer RNN would be presented with the same amount of information (all the frames) at each timestep, while with vanilla RNN the information increases incrementally in an auto-regressive manner; on the other hand, the final output of the top layer would be the concatenation of the final outputs of the two directions, improving the sensitivity of the video descriptor to earlier frames.
As for implementation, we stack two bidirectional LSTMs on top of the frame features to extract video descriptors, with the first layer of 1024 units in each direction and the second layer of {768, 1024} units.
Late Fusion
The most straightforward way to exploit the provided visual and audio features is to concatenate them together to form a 1152-dimensional feature as the input to LSTM, as is done in all previous models. However, the provided 1024-dimensional video features and 128-dimensional audio features are extracted from different networks ( [2] for visual and [14] for audio features), and it should be noted that the visual features haven't taken into account the temporal dependencies yet. The two modals of features may not, therefore, represent the same level of information semantically.
In this regard, we propose to add one layer of LSTM on either of the features separately and then concatenate the LSTM outputs as inputs to the next layer, as a practice of late fusion in multi-modal learning. The model is able to learn different dynamics within video and audio independently (as we humans have separate low-level perception systems for visual and audio inputs), and then concatenate the features at a more similar semantic level.
Results
We took part in the competition less than a month ago ahead of the deadline, with our first submission made on May 5th. Consequently, the methods stated in Section 5 were developed incrementally, and we were not able to train a single final model incorporating them all. We present our results in Table 2 of the models we've submitted, each with different modifications on the prototype model. We didn't tune the hyperparameters, except specifying the base learning rate to be 0.001,number of epoches to be 5 and batchsize to be 128.
As can be seen from Table 2 , frame-level prototype models easily surpass the baseline built upon mean-pooled visual and audio features as expected, though it's reported by some teams [23] that video-level MLPs based on the meanpooled features could achieve similar gain through certain feature engineering. The prototype model without audio features (visual only) degrades in performance, verifying the use of audio features and multi-modal learning. The difference between cropped prototype and full prototype is negligible, validating our random cropping suggested in Section 4.2. The cropped prototype serves as baseline for later models. Improvement brought by BiLSTM, Layer Normalization and attention could be observed from the second half of Table 2, though it may not be considered so significant numerically, also because BiLSTM nearly doubles the number of parameters w.r.t. vanilla LSTM, and the second-half models are trained together with validation set.
Fundamental improvement is achieved from ensemble of the different predictions and models we've trained, which is a somewhat surprise even to ourselves since we didn't conduct any ensemble until the last day of the competition. Averaging 16 different predictions boosts GAP by 0.02, where the different predictions come from only four models (BiL-STM+LR+LN, BiLSTM+MoE, BiLSTM+MoE+attention, full BiLSTM+MoE) varying the start index as detailed in Section 4.3. Our final result is the ensemble of 36 different predictions from more models (additionally, LSTM+late fusion+LR, LSTM+LR+LN, which are not submitted individually) and more start indices (5, 6, 7) . The final prediction reaches 0.83662 private GAP. The success of ensemble suggests the diversity of the different models we proposed and the power of each individual model to some extent. Note that we only used the last checkpoint of each model for inference, rather than different checkpoints of the same model [9, 23] .
It's worth mentioning that even though cropping accelerated training to 100 examples per second, we still observed that the GPU volatile utility (from the "nvidia-smi" command) drops to 0% for thirty to forty percent of one minibatch's time. We suspect it's because the GPU has to stall to wait for data input. With sufficient number of readers (we never used less than 6), we suppose it is due to the I/O speed of our hard disk, implying that hardware is also one of the solutions to dataset scale.
Other Methods
We briefly introduce other methods we believe to be promising, but didn't have enough time and resources to explore or train to convergence.
Separating Tasks
For the challenge of multiple labels, we argue that one unique descriptor for one video (of dimension from 1024 to 2048 in our models) may not be rich enough for 4716 classification tasks, since 2048 is still less than half of 4716. We therefore propose to divide the tasks into 25 meta-tasks according to the 25 high-level verticals as in Section 1.1, and have different frame understanding LSTMs for each metatask. Each LSTM extracts video descriptors for each metatask discriminatively and differently. However, this model is huge and too slow to train (traversing speed at only 15 examples per second). It demonstrates partial potential reaching 0.60+ GAP in only 10K minibatches during training. We should have considered grouping the tasks further into 5 or 6 higher-level tasks though.
Loss Manipulation
For the challenge of in-class imbalance, we tried ignoring negative labels when their predicted confidences are less than 0.15, but found it leading to worse GAP. Perhaps 0.15 is too large a threshold, since negative labels should also be effectively suppressed in order to reach a high GAP. We may also try random undersampling of the dominant negative data samples, or other techniques dealing with imbalanced data [13] .
Unsupervised Representation Learning
For the challenge of lack of supervision, we propose to conduct unsupervised learning first, i.e., using visual features to reconstruct both visual and audio features (the video-only auto-encoder architecture in [20] ), so that we would have rich supervision every timestep from regression loss. The middle hidden layer activations could be used as video descriptor. We didn't have enough time to train this model.
Conclusion
We extensively analyze the challenges underlying the YouTube-8M multi-label video classification problem based on frame features, namely dataset scale, noisy labels, lack of supervision, temporal dependencies, multi-modal learning, multiple labels and in-class imbalance. Preliminary methods are proposed to mitigate the difficulties such as ensemble, attention and BiLSTM. These simple techniques have proved effective by our 10th final ranking on Kaggle. We expect even better results, given more time to fully exploit the methods and finish our other ideas.
