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Abstract
An attempt was made to identify the users of a 78" curved touch screen
based on images from three cameras placed around it. By assuming the
existence of a robust facial detection algorithm, the work is limited to
connecting each touch point to the most likely face. The cameras provide
both color and depth information, allowing 3D logic to "see" that a touch
point is connected to one of the detected faces.
Multiple algorithms were implemented and evaluated, based on seg-
mentation and path-ﬁnding. While the general approach is likely feasible,
none of the tested solutions provided the accuracy necessary for a robust
system. In order to achieve better robustness, the most promising im-
provement would be a better hardware conﬁguration with more cameras.
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1 Introduction
Since the dawn of touch screens, they have been designed to primarily be used
by one person at a time. For large touch screens, like the 78" curved touch TV
used in this project, it becomes natural however for multiple users to interact
with it at the same time. This can be a problem for certain applications, as
current touch technology does not distinguish between diﬀerent users. Imagine
for example a drawing application: If Alice selects a red color, and then Bob
selects a blue color, all Alice's following touches will be drawn as blue, unless
the application was given information about what user each input comes from.
Traditional touch screens are designed to detect touches only, not to identify
their users. Identifying users by their ﬁngerprints is for example typically not
possible, as the screens only provide limited information of ﬁnger touching it
(such as the position and possibly size and/or pressure), not a high resolution
image of the ﬁnger necessary for ﬁngerprint identiﬁcation.
This project attempts to solve this problem by attaching three cameras to
the touch screen, and keep track of the people standing in front of and interact-
ing with the screen. Since facial detection and recognition is a relatively well
researched ﬁeld, this project assumes the existence of a functional and robust
face detection and recognition software, and limits itself to the problem of map-
ping each touch to an image of a face, that the facial recognition software can
then identify.
There is a diﬀerence between distinguishing users and identifying them. To
distinguish users, it is enough to know that one user is not the same as another,
without any knowledge of exactly who they are. That might be enough for
certain applications, but if the user temporarily moves away from the screen and
then comes back, the user will likely expect to be treated as the same person.
Therefore, this project relies on facial recognition for user identiﬁcation, rather
than being satisﬁed with distinguishing users.
All algorithms developed in this project were implemented "oﬀ-line", mean-
ing that they do not run in real time. Instead, the data from the cameras are
recorded to ﬁles stored on disk, which the algorithms then use at a later time.
The algorithms are however designed to be feasible to implement in a real time
system.
1.1 Related work
There has been many attempts to track humans and detect various poses using
depth cameras. For example, [GSK+11] proposes an algorithm for detecting
general poses using depth images, using Hough forests. It is capable of calcu-
lating both visible and occluded body parts. Similarly, [SSK+13] suggests an
algorithm for detecting body parts and suggesting joint positions using a ran-
dom forest classiﬁer. Both of these approaches run in real time and use Kinect
hardware. While such approaches could be applied to the problem of mapping
touch points to faces, they are overly general and do unnecessary work; it is not
necessary to know the position of speciﬁc body parts, nor the speciﬁc pose of
the human in question to identify the origin of a touch point. It is suﬃcient to
know what 3D points belong to what body to see if the touch point is connected
to a face or not.
A method for identifying people based on their physical appearance in depth
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images is suggested by [MBF+14]. The method is based on skeletal tracking
and has a re-identiﬁcation algorithm for continuing tracking even if the person
is temporarily not visible. Such an approach could be useful, but require a
relatively good visibility of the person's body. The identiﬁcation could therefore
require more from the depth images than necessary for the mapping of touch
points itself, which would be undesirable. The existence of facial detection
software makes faces a more promising biometric in this case, especially since a
person interacting with a touch screen is likely to be directly facing the screen,
making the face clearly visible.
Previous attempts have been made at detecting multiple users on touch
screens. One example suggested by [AW12] used the touch screen input directly,
and identiﬁed the user based on how they move their ﬁngers across the screen.
While the accuracy was promising, the approach is limited to identifying users
inputting pre-deﬁned patterns on the screen. It can thus be used as a biometric
password to identify if it is the owner or not unlocking a smart phone, but is
poorly suited for general applications where users can be expected to perform
arbitrary touch screen interactions.
Another attempt with a use case more similar to the one of this project, is
suggested by [DL01]. It assumed that the users were sitting on chairs around
a table, and placed electric transmitters and receivers in the chairs and tables,
thus forming complete electrical circuits when a user sitting on a chair touches
the table. By sending diﬀerent electrical signals, a computer can get informa-
tion about what chair the user touching each point was sitting on. While this
approach does not depend on a reliable facial detection algorithm, it requires
its users to be sitting down on speciﬁc chairs, unlike this project which is pri-
marily designed for standing users. It also does not directly detect the users,
but rather the chairs they are sitting on. If a person moves to another chair
(which becomes increasingly likely as the size of the touch area increases), the
user is no longer tracked, whereas the approach suggested in this project tracks
the users directly based on the appearance of their faces.
1.2 Report structure
This report begins with an overview of some algorithms used in this project.
After that, the hardware and software used are described, followed by a descrip-
tion of how the quality of the tested algorithms tested were measured. Then,
two large sections describe the two main parts of the project: before and after
all hardware was available. The ﬁrst part describes experiments done using
only the cameras on a normal desk, where many algorithms were considered
and tested. The second part describes how the most promising algorithms were
tested against test data once all hardware was available, and what changes were
made based on the results.
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2 Standard algorithms used
This section gives a brief introduction to some algorithms that were used in
this project. None of these algorithms are speciﬁc to this project, and some are
commonly used in computer vision and other ﬁelds.
2.1 k-means clustering
The k-means clustering algorithm is popular for its performance and accuracy. It
attempts to divide a cloud of points into k clusters by minimizing some distance
metric from each point to their cluster centers.
k-means is an iterative algorithm, and it is not guaranteed to converge to a
global optimum. It does however typically converge to a local optimum quickly.
Its results can vary depending on the initialization of the cluster centers, which
some algorithms in this project takes advantage of.
The algorithm can be described as follows:
1. For each point, ﬁnd the closest cluster center using some distance metric
2. Recalculate the cluster center as the average position of all points currently
mapped to the cluster
3. Repeat until convergence
A visual explanation of the k-means clustering algorithm can be observed in
Figures 1 and 2. A visualization of the k-means clustering algorithm running
on a 3D point cloud used in this project can be seen in Figure 3.
In this project, "Manhattan distance" (sometimes known as "Taxicab ge-
ometry" or "City block distance"), deﬁned as the sum of absolute diﬀerences in
Cartesian coordinates, is used as a distance metric due to it being slightly faster
than standard Euclidean distance, without noticeably worsening the result. The
diﬀerence, both in terms of speed and accuracy, is minor.
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Figure 1: A 2D example of the k-means clustering algorithm. In part 1, the initial
point cloud to be clustered is shown as black dots. In part 2, two initial centers are
chosen as two random points in the cloud. In part 3, each dot is mapped to the
closest center. In part 4, new centers are calculated as the mean position of each
cluster. In part 5, each point is again mapped to the closest center. In part 6, the new
cluster centers are calculated again. Afterwards, mapping each point to the closest
center would not change the mapping of any point, thus the algorithm has reached
convergence and ends.
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Figure 2: A 2D example of the k-means algorithm, with the same point cloud as
Figure 1 but with a diﬀerent initialization. Here, the end result is slightly diﬀerent,
showing that the choice of initial centers matters for the end result. This can be
intuitively understood by observing the point cloud as in part 1. It is not clear which
cluster the points near the center should belong to. How much the end results vary
with the initialization depends highly on the shape of the point cloud.
Figure 3: An example of the k-means clustering algorithm running on a 3D point
cloud representing two people. One person's arm is stretched in front of the other
person. The initial centers are the positions where the facial detection algorithm have
detected faces. The algorithm converges quickly. Note that the ﬁnal segmentation is
incorrect in the sense that it does not separate the two people.
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2.2 A* path ﬁnding algorithm
The A* path ﬁnding algorithm ﬁnds the shortest path between two nodes if
such a path exists. It is popular for its speed and accuracy. It is a "greedy"
algorithm, meaning that it attempts to ﬁnd the most likely path ﬁrst, by using
a "heuristic", deﬁned as a conservative estimate of the cost of the shortest path
from an arbitrary point to the end node. The algorithm is guaranteed to ﬁnd
the optimal path as long as the heuristic does not overestimate the cost of the
path to the end node, as well as fulﬁlls the requirement h(x) ≤ d(x, y) + h(y),
where x and y are two neighbouring nodes, d(x, y) is the actual cost of travelling
between the two nodes, and h is the heuristic.
The algorithm uses a two sets called to_visit_list and visited_list (some-
times called "open set" and "closed set") to keep track of which nodes it intends
to visit, and which nodes it has already visited. For each node three values are
calculated: G, which is the shortest distance found so far from the starting point
to the node in question, H, the heuristic estimate of the distance from the node
to the end node, and F , deﬁned as F = G+H. The algorithm can be described
as follows:
1. Set the current_node to the starting position, and the to_visit_list and
visited_list to empty sets. Set G, H and F for the starting node to be 0.
2. For each neighbour to current_node, calculate their G by adding the G of
current_node to the distance between current_node and the neighbour.
If any neighbouring nodes already have G values calculated, keep the
lowest value. Calculate each neighbour's H by using the heuristic. Finally
calculate F as the sum of G and H for each neighbour.
3. Add current_node to visited_list and add all its neighbours to to_visit_list.
4. Find the node in to_visit_list with the lowest F value, that is also not
in the visited_list. Set that node as the current_node. If no such point
exists, the algorithm has failed.
5. If current_node is the end node, the algorithm has succeeded. If not, go
to step 2.
In order to get the actual path, it is necessary to keep track of, for each node
visited, which other node the path came from. Once the end node is found, the
path can be reconstructed. This is not necessary if the application only needs
to know if there is a path or not. If the length of the path is of interest, the G
value of the end node can be returned.
Each implementation of A* must contain a cost function for travelling be-
tween two nodes, and a heuristic estimate of the cost of travelling between any
node and the end node, as well as a deﬁnition for which nodes are to be consid-
ered neighbours to each node. The choice of these functions depends on how the
nodes are deﬁned. Euclidean distance is often used as both the distance met-
ric and the heuristic estimate, as the Euclidean distance is always the shortest
distance between two points and thus the heuristic will never overestimate the
distance to the end node, as well as fulﬁll the requirement h(x) ≤ d(x, y)+h(y).
A visual representation of a simple example of the A* path ﬁnding algorithm
can be seen in Figure 4.
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Figure 4: A 2D example of the A* path ﬁnding algorithm. The yellow box represents
the current_node, the green boxes are the to_visit_list while the dark red boxes are
the visisted_list. The black boxes are obstacles, that the path cannot go through. The
blue box is the end node (bright blue when the end node is also in the to_visit_list).
Inside each box in the to_visit_list, the values of G, H and F are written. In this
example, Euclidean distance is used both for the cost of travelling between two nodes
and for the heuristic estimate of the cost to the end node.
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2.3 Kabsch algorithm
The Kabsch algorithm (sometimes called a solution to "Wahba's problem") tries
to ﬁnd the optimal rotation and translation between two sets of points. This
is useful when ﬁnding a transform from one coordinate system to another, if
the same points are found in both coordinate systems (as in Sections 5.1.3 and
6.2.1).
As suggested by [Mar88], Singular Value Decomposition (SVD) of a matrix
can be used to solve this problem. It can be implemented as follows:
1. Given a set of points X and a set of points Y , compute their centers Xc
and Yc.
2. Translate the points in Y by the diﬀerence betweenXc and Yc. This makes
the two sets share the same center.
3. Calculate a matrix H as H =
n∑
i=1
XiY
T
i .
4. Calculate the SVD of H, and obtain two matrices U and V such that
H = USV T where S is a diagonal matrix containing the singular values
of H.
5. Calculate the rotation R as R = V
1 0 00 1 0
0 0 det(V UT )
UT .
6. Calculate t as t = −RXc + Yc.
7. Return the translation vector t and rotation matrix R.
After this, a transform matrix M can be deﬁned as M =
[
R t
0 1
]
and
M
[
X
1
]
≈ λ
[
Y
1
]
for some scalar λ.
2.4 Principal component analysis
Principal component analysis is an algorithm that, given a set of 3D points,
ﬁnds three vectors representing the orthogonal directions of most, second most
and third most variance. This can be thought of as a transform to a coordinate
system where the data has the most variance in the x-direction, second most
variance in the y-direction and third most variance in the z-direction. These
vectors give a compact way of describing the shape of a point cloud, and if one
wants to split a point cloud into two nearly equally sized parts, the ﬁrst vector
(often called the principal axis) is a good choice of a direction to split in.
There are many ways to implement this algorithm. MATLAB's default im-
plementation uses a singular value composition, which is very simple, assuming
the points are all stored in a matrix X.
1. Perform SVD on X to obtain matrices U , V and S such that X = USV T ,
with U and V being orthonormal matrices and S being a diagonal matrix.
2. Calculate a matrix T as T = XV .
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The matrix T now contains the principal components as its columns. If it
also necessary to know how much the data varies in the principal components,
the covariance matrix for the principal components is calculated, and its eigen-
values are a measurement of how much the data varies in each of the principal
components.
A simple 2D visualization of the results of principal component analysis can
be seen in Figure 5.
Figure 5: A 2D example of principal component analysis. The black stars represent
data points. The green arrow is the main component, and the blue arrow is the second
component, orthogonal to the main component. The variance is largest in the main
component's direction. Vectors are placed in the mean position, and their lengths
correspond to the eigenvalues of the covariance matrix, and correspond to how large
the variance is in each direction.
2.5 Direct Linear Transform
Direct Linear Transform, or DLT, is a method for solving linear equations using
Singular Value Decomposition. The idea is to express the equations in the
following matrix form:
Mv = 0 (1)
whereM is an m×n-matrix containing known values, v is a column vector with
n elements containing all unknowns, and 0 is a column vector with n zeroes.
Once such a form is obtained, a vector v can be calculated from the matrix
M so that the vector produced by multiplying M and v is as close to zero as
possible. The vector v is calculated by performing a SVD on the matrix M , so
that matrices U , S and V are found such that M = USV T , where U and V are
orthonormal matrices and S is a diagonal matrix. The vector v is the rightmost
column in V .
The scale of the returned vector v is not well-deﬁned. Therefore, when
setting up the equations, one element of the vector (typically the last) is often
deﬁned to be 1. Then, once the vector is calculated, the vector can be divided
with the element that is supposed to be 1 in order to set the scale of the vector.
This is also necessary to express any equations containing terms that do not
depend on any unknowns.
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3 Hardware and software
This section describes the hardware and software used in this project.
3.1 Cameras
The cameras used are called SoftKinetic R© DepthSense DS311. A photo of
one can be seen in Figure 6. They are RGB-D (red, green, blue and depth)
cameras, meaning they provide both color and depth data in real time. The
color and depth cameras are physically separated by around 1 cm. They provide
images at 30 frames per second, and can be connected to a computer using USB
(Universal Serial Bus) connections. Because of how the cameras' connections
are implemented, the number of cameras that can be connected to a single
computer is limited by the USB 2.0 bandwidth of the computer (the cameras
are incompatible with USB 3.0, and do not function when connected to such
a port). These limitations were not fully known during the part of the project
covered in Section 5; it was initially intended for ﬁve cameras to be used instead
of three.
The cameras provide images in a 640×480 resolution for color and 160×120
for depth. They have a ﬁeld of view of 57.3◦× 42◦× 73.8◦ for depth images and
50◦ × 40◦ × 60◦ for color images.
The cameras can run in two diﬀerent range modes: short range and long
range. In this project, only the short range mode was used as the distances in
the region in front of the screen are too small to take advantage of the accuracy
at longer distances. Unfortunately, the short range is too short to provide
accurate coverage of the other side of the screen.
Figure 6: A photo of a SoftKinetic R© DepthSense DS311 camera. The color camera,
on the left, is physically separated from the depth camera, on the right. The distance
between them is about 1 cm, and the DepthSense SDK has functionality that auto-
matically transforms the color images to the same coordinate system as the depth
images. Only the central cameras are necessary for imagery; the length of the unit is
due to the stereo microphones placed in each corner (not used in this project). In a
production unit, with cameras built into the screen, they would thus not be required
to be this large.
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3.2 DepthSense SDK
The DepthSense SDK allows developers to access images from the cameras di-
rectly in C++ code. In addition to the raw color and depth data, the SDK
provides conﬁdence maps, that display the depth accuracy of each pixel, and
"UV maps" that maps each depth pixel to a pixel in the color image. This
makes it unnecessary to ﬁnd a calibration between the color and depth cameras
manually.
3.3 Computer
The computer used in these tests is a Dell PrecisionTM M4700 laptop, with an
Intel R© CoreTM i7-3540M CPU and 8 GB of RAM, with no external GPU. Its
motherboard has two completely independent USB 2.0-connections, allowing
three DS311 cameras to be connected at the same time if one provides both
color and depth images while the other two provides only depth images.
3.4 Touch screen
The touch screen used in this project is a 78" curved Samsung SmartTV with
the front glass exchanged for a FlatFrog InGlassTM touch module.
3.5 MATLAB
All algorithms implemented in this project, with the exception of the recording
software, are implemented in MATLAB R©2014b. Of the algorithms described
in Section 2, k-means and principal component analysis have build in functions
in MATLAB that were used in this project.
MATLAB's built-in face detector called "FrontalFaceLBP" was used to de-
tect faces to which touches can be mapped.
3.6 Hardware setup
The screen was placed on a table, with the cameras attached to camera stands
behind and next to the screen. The screen was connected to a diﬀerent computer
that ran the test data generation application (as described in Section 4), while
the cameras was connected to the computer described in Section 3.3. An image
of the hardware setup can be observed in Figure 8. A sketch of the camera
positions and their blind spots can be seen in Figure 7.
The cameras were placed close to the screen, so that the setup is as similar
as possible to a theoretical production unit which could have the cameras built
into the screen without standing out much.
The camera located above the screen is called the "main camera". Its co-
ordinate system is used as a "global" coordinate system, with the x-direction
facing right from the main camera's point of view, the y-direction facing up
from the main camera's point of view and the z-direction facing out from the
main camera.
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Figure 7: A sketch of the camera positions. The top camera, called the "main cam-
era", faces out of this image, while the side cameras face towards the center of the
image. The red and grey regions are the screen, and the red parts roughly correspond
to the blind spots of the cameras on the sides. Due to the limited range of the depth
cameras, the coverage from the side cameras near the center is rather poor, which near
the top of the screen is compensated for by the top camera being faced slightly down.
The lower center parts of the screen are poorly covered though, The limited range of
the side cameras also prevent left camera from getting a detailed view of the right side
of the screen and vice versa. Note that this image is not based on exact measurements
and is merely a simpliﬁed visualization.
Figure 8: The hardware conﬁguration. The 78" touch screen is visible in the center,
with the three cameras set up around it. The camera above the screen is referred to as
the "main camera". The laptop described in 3.3 is visible on the left. The computer
connected to the touch screen is hidden behind the screen.
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4 Quality measurement
For the ﬁrst part of this project, no large-scale quantitative quality measurement
were made. Due to the large number of algorithms implemented, there was not
time to develop any of them to the degree in which they would deliver results
representative of the potential of the algorithms. Instead, select tests were
made to demonstrate the capabilities and limitations of each algorithm. The
most promising algorithms were then used in the second part of this project.
During the second part of this project, algorithms were tested with the
following quantitative quality measurement: A touch screen application encour-
ages users to touch speciﬁc points on the screen. Each user has color coded
circles on the screen, allowing the user to know which circles to touch, and the
application stores when, where and by whom each touch occurred in a text ﬁle.
The data of who each touch belongs to is used as a key, and the algorithm uses
all other data (positions and times) in addition to the data from the cameras to
determine which user the touch comes from, by presenting an image of a face of
the person it believes the touch to originate from. The key is then read, and a
list of faces and the key is presented to the user to score by hand. An example
of a scoring result can be seen in Figure 9.
A correct identiﬁcation gives one point, an incorrect identiﬁcation gives neg-
ative one point and not giving an identiﬁcation gives zero points. This rewards
algorithms that do not guess when insuﬃcient data is available.
Note that this quality measurement does not take execution time into ac-
count. Since all algorithms are implemented in MATLAB, and may not be fully
optimized, execution time may not be representative of the optimal computa-
tional complexity of the algorithms. It is therefore considered unfair to include
it. Instead, computational time is measured independently.
Figure 9: An example of how the scoring is presented. The green boxes represent
the algorithm not being able to decide which face the touch belonged to. The key is
presented as titles above each image. In this example, there is one error, in the third
row and second column. There are also two non-mapped touches, one in the ﬁrst row
and second column, and one in the fourth row and third column. In this example, the
algorithm scored 25 out of a maximum of 29 points, as it made 26 correct mappings,
one incorrect mapping and two touches were not mapped.
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5 Part 1
This part describes the work done prior to the availability of the touch screen.
Testing was done with a simpliﬁed hardware conﬁguration of two depth cameras
standing on a desk. Simulated touch points were manually inserted into the test
sets.
5.1 Implementation
5.1.1 Recording software
The recording software was written in C++ and interfaces the DepthSense SDK
to extract images from the cameras and saves them to ﬁles on a RAM disk. It
can run in "calibration mode" and "recording mode"; the former taking images
only when the user presses a key, and the latter streaming images continuously.
It can be conﬁgured to take depth images only, or both color and depth images
individually for the main camera and the non-main cameras.
For depth images, it obtains the 3D point cloud map and the conﬁdence
map. For images with both color and depth, it obtains, in addition to the 3D
point cloud and conﬁdence map, the color image and a so called "UV map",
which is a map that maps each 3D point in the depth image to pixels in the
color images.
This data, along with some information about the images (like image res-
olutions and camera modes), is then saved in a binary non-compressed format
on a RAM disk.
The application's performance is limited by two factors:
• The application is single-threaded, and thus when the application is busy
writing an image, any new images are disregarded. The relatively high
write speed of RAM disks helps compensating for this limitation.
• The DepthSense SDK treats the color and depth parts as separate units,
despite belonging to the same physical camera. The application however
writes color and depth information from the same camera to a single ﬁle.
This means that if for example the application receives two depth images
in a row from the same camera, without a color image in between, one of
the depth images will be discarded.
In both "calibration mode" and "recording mode" the ﬁrst image taken is
interpreted as the background, and is used to ﬁlter out relevant objects like
people.
5.1.2 Filtering
Both the calibration procedure and the preprocessing used before the touch-to-
face mapping ﬁlter the images obtained by the recording software the same way.
Each image is then ﬁltered based on
• a background depth image
• the conﬁdence map
• z-values
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This makes sure that only 3D points that are somewhat far away from one of
the 3D points in the background image, have a somewhat high level of conﬁdence
and do not have extremely large z-values are included.
An example of ﬁltering can be observed in Figures 10 through 15. These
ﬁgures show how the background image (Figures 10 and 11), the conﬁdence map
(Figure 12) and the z-values (Figure 13) are used to ﬁlter the point cloud, and
the resulting ﬁlter (Figure 14) and point cloud (Figure 15).
Figure 10: On the left is the background 3D point cloud. The ﬁrst frame in any
recorded camera sequence is considered the background, requiring users to not stand
in front of the computer when recording begins. On the right is the unﬁltered 3D point
cloud of a frame. Due to the large amounts of noise, and the inclusion of a points with
very large z-values, it is diﬃcult to see much in these images.
Figure 11: On the left is a plot of the distance between each pixel's 3D position
position in the background and the current image. On the right is the background
ﬁlter obtained by thresholding the distances with a threshold of 150 mm.
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Figure 12: On the left is a conﬁdence map obtained by the DepthSense SDK. On the
right is the ﬁlter obtained by thresholding the conﬁdence map with a threshold of 250
in the units provided by the DepthSense SDK.
Figure 13: The ﬁlter obtained by thresholding the 3D points based on their z-values,
with a threshold of 2000 mm.
Figure 14: The ﬁnal ﬁlter, obtained by combining the ﬁlters in Figures 11, 12 and 13.
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Figure 15: The ﬁnal point cloud obtained by ﬁltering the point cloud on the right in
Figure 10 with the ﬁlter in Figure 14.
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5.1.3 Color-based Kabsch calibration
In order to use the 3D point clouds obtained from all cameras at once, it is
necessary to ﬁnd a transform that moves the 3D points from each camera's
coordinate system to a "global" coordinate system (chosen as the coordinate
system of the main camera in this case). The Color-based Kabsch calibration
scheme implemented here assumes that the images from each camera contains
both color and depth data.
The idea was to try to identify the center of a green ball in all the images, and
then to use combinations of three images at a time to ﬁnd multiple transforms
from one of the coordinate systems to the other.
Each non-main camera is calibrated against the main camera. The para-
graphs below describe the method used for each such camera pair.
Photos are taken of a small green ball with all cameras at the same time.
The 3D point clouds are ﬁltered as described in Section 5.1.2. Using the "UV
Map", smaller color images are obtained where each pixel has a well deﬁned 3D
point that passed the ﬁlter. Then, a color ﬁlter is applied which ﬁlters out all
pixels whose colors are too far away from a hand-picked reference color. Finally,
the centroid of all pixels that pass the color ﬁlter is picked out, and its 3D point
extracted. If no or very few pixels pass the color ﬁlter, the image is considered
to not cover the ball well enough and is discarded.
For each possible unique three-combination of non-discarded images, the 3D
points of the ball center from each camera is used in the Kabsch algorithm
described in Section 2.3 to obtain a transform from the non-main camera to
the main camera. The three points from the non-main camera, transformed
into the coordinate system of the main camera, are then compared to the three
points from the main camera. If the distances between the points are within a
threshold, the transforms are used.
The reason for the thresholding is that sometimes the color ﬁlter fails to
pick out the ball perfectly (either picking out only a part of it, or by picking up
things other than the ball). This causes the ball center to be oﬀset, resulting in
a poor transform. Since this happens fairly rarely, an easy solution is to simply
disregard those image three-combinations. The ﬁnal transform is the average of
all the non-discarded transforms.
Figure 16 shows an example of how the color ﬁlter picks out the green ball in
the ﬁltered images, while Figure 17 shows how the Kabsch algorithm succeeds
in ﬁnding a transform that can nearly map one triangle to another in 3D.
5.1.4 Preprocessing
The preprocessor reads the data ﬁles from the RAM disk, and prepares the data
in a manner that is suitable for use in algorithms that try to map touches to
faces. The 3D points are ﬁltered as described in Section 5.1.2.
Using the transforms obtained by calibration, the 3D points from each cam-
era is transformed into the coordinate system of the main camera.
The preprocessor also runs facial detection on the color images and stores
any detected faces along with the point cloud.
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Figure 16: An example of color images after ﬁltering, with the detected positions of
the green ball marked by red stars. In some images the detected positions are slightly
oﬀ-center.
Figure 17: An example of the result of the Kabsch algorithm running in the calibra-
tion. The red stars are the detected positions of the green ball in the ﬁrst camera,
and the blue stars are the positions of the green ball in the second camera. The green
circles represent the positions of the green ball in the second camera after applying
the transform returned by the Kabsch algorithm. The latter are quite close to the
positions from the ﬁrst camera.
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Figure 18: An example of 3D point clouds from two depth cameras calibrated. The
red dots come from one camera, and the blue dots from another. The calibration is
good around the torso and the raised arm, but near the lower arm, the calibration is
notably oﬀ.
5.1.5 Closest mapper
Possibly the simplest somewhat functional touch-to-face mapper imaginable,
the Closest mapper compares each touch point with each detected face, and
maps each touch point to the face closest in Euclidean distance.
A visualization of how the Closest mapper works can be observed in Fig-
ures 19 and 20.
5.1.6 Simple k-means mapper
Mapping each touch to a face would be easy if there was a segmentation that
made each cluster of 3D points represent one human being: simply pick the
point closest to the touch point, as check if its distance is within a threshold. If
so, simply check if the segment of that point also contains a face, and if so map
the touch to that face.
One method of making such a segmentation is the k-means algorithm de-
scribed in Section 2.1. If all visible faces are provided as the initial centers,
the k-means algorithm will likely map each person to a segment of their own,
especially if there is some distance between the persons.
5.1.7 Naïve A* mapper
The A* path ﬁnding algorithm described in Section 2.2 can be used to see if it
is possible to ﬁnd a path from each face to the touch point that travels through
the points and never makes any large jumps between two 3D points. If so, it
is likely that it was that person who interacted with the touch screen at that
time.
The algorithm may fail if two or more people are in physical contact, as it
will be possible to ﬁnd a path from one person into the other. If multiple paths
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Figure 19: A visualization of what points the Closest mapper considers to belong to
what face. The large red and blue circles are the positions of the detected faces, and
the red points are considered to belong to the face marked with a red circle and vice
versa. In this example, the segmentation works fairly well, with only a small part of
the "blue" person's arm being incorrectly mapped.
Figure 20: Similar to Figure 19, except in this example the segmentation is more
incorrect. The "red" person is stretching its arm in front of the "blue" person, and
the arm is incorrectly mapped to the "blue" person. In addition, a signiﬁcant part of
the "blue" person's body is incorrectly mapped to the "red" face, due to the blue face
being leaned a bit forward (hard to see in this image). The latter would not have an
impact on mapping touches, as a human is unlikely to touch a screen with its stomach.
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are found connecting each touch to multiple faces, the shortest path in terms of
number of nodes visited is picked.
In this implementation, each 3D point is considered a node. All 3D points
within an axis-aligned bounding box of set size with the point in center are
considered neighbours.
The cost c of travelling between two neighbouring points x and y is calculated
as
c(x, y) = d(x, y), d(x, y) < td
c(x, y) = td + f(d(x, y)− td), d(x, y) ≥ td
where d is the Euclidean distance, td is a distance threshold and f is a large
scaling factor. Experimentally, the values td = 20mm and f = 100 were found
to work well, and none of these values were very sensitive; most f  1 seemed to
work about the same, and td is a trade-oﬀ between speed and allowing necessary
small jumps.
The heuristic h of the cost from going to a point to the end point is simply
the Euclidean distance from the point to the end point. These distance metrics
never overestimate the distance to the goal, as well as fulﬁll the requirement
h(x) ≤ c(x, y) + h(y) for all nodes x and y. They punish large jumps between
points without forcing the algorithm to make unnecessarily many small jumps
inside bodies as long as td is given a reasonable value. Experimentally, the value
20 mm was found to work well; in testing, it was the smallest value that still
allowed the algorithm to make the necessary jumps between points.
A simpliﬁed illustration of how this algorithm works can be seen in Figure 21.
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Figure 21: A 2D example of how the Naïve A* mapper works. In part 1, a person is
represented by a number of 2D points, as black circles. The blue circle represents the
position of the detected face, and the bright green circle represents the position of the
touch. In parts 2 through 4, the yellow square represents the axis-aligned bounding
box used to determine which points are considered neighbours. The current_node
is visualized as a pink point, the to_visit_list as dark green and the visited_list as
red. This image shows the ﬁrst three steps of path ﬁnding.
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5.1.8 Box A* mapper
In order to improve the speed of the Naïve A* mapper, this algorithm reduces
the number of nodes as well as the number of neighbours to each node, by
dividing the point cloud into multiple axis-aligned bounding boxes and treating
each such box as a node. This means that each node has a maximum of 26
neighbours, compared to the Naïve A* mapper, where only the resolution of
the depth cameras and box size limit the number of neighbours.
The number of 3D points in each box is called p and this variable is used to
calculate how likely it should be for a path to travel through the box. The cost
function for travelling between two nodes x and y is deﬁned as
c(x, y) =
d(x, y)
min(p(y), p0)
where c is the calculated cost, d is the Euclidean distance between the centers
of the boxes, and p0 is a threshold of the number of points a box should have to
be considered "full". The latter is necessary to provide a conservative estimate
of the cost of going from a node to the end node, as it can then be conservatively
estimated that the path will only go through "full" nodes.
The heuristic h of the cost from going from a node x to the end node e is
h(x) =
d(x, e)
p0
where d is the Euclidean distance between two nodes.
These distance metrics fulﬁll the requirement h(x) ≤ c(x, y)+h(y) and thus
the algorithm is guaranteed to ﬁnd the optimal path.
For this algorithm, the choice of the box size is an important trade-oﬀ be-
tween speed and accuracy. If the box size is too small, the algorithm is slower as
there are more nodes to traverse, and there is a risk of not being able to make
a necessary jump if the box size gets very small. For large boxes, the geometry
is poorly represented and the path may for example make a jump between two
persons even if they are distanced from each other.
Unlike the Naïve A* mapper described in Section 2.2, if multiple paths are
found to the same touch point, the actual distance of the path is used as a
tie-breaker instead of the number of nodes traversed.
Experimentally, a box size of 70 mm was found to be a good trade-oﬀ between
speed and accuracy.
A simpliﬁed visual explanation of the Box A* mapper can be observed in
Figure 22.
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Figure 22: A 2D example of how the Box A* mapper works. In part 1, a person is
represented by a number of 2D points, as black circles. The blue circle represents the
position of the detected face, and the bright green circle represents the position of the
touch. In part 2, the data points are simpliﬁed into axis-aligned boxes. The intensity
of the yellow color represents the cost of travelling into a box (p0 is 4 in this example).
Part 3 shows the face and end positions represented in terms of boxes instead of points.
Parts 4 through 6 show the ﬁrst three steps of path ﬁnding, with dark green boxes
representing the to_visit_list, pink representing current_node and red representing
the visited_list.
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5.1.9 Segment A* mapper with angle validation
Boxes are not a natural way to express the geometry of human bodies. Using
k-means, it is possible to segment the geometry into a number of segments that
naturally follow the shapes of the objects. By letting the number of segments
depend on the number of detected faces, the number of segments per person is
kept roughly constant. Each such segment can be considered a node in the A*
path ﬁnding algorithm.
In order to determine if two segments are neighbours or not, the points from
each segment closest (in Manhattan distance, for speed) to the centre of the
opposite segment are picked out. If the Euclidean distance between those two
points are within a threshold, the segments are considered neighbours. This
assumes approximately convex segments, which k-means typically provides.
The cost functions for travelling from one segment to another is the Eu-
clidean distance between the centers of the segments. Similarly, the conserva-
tive estimate, or heuristic, of the cost of travelling from a segment to the end
segment is the Euclidean distance between the centers of the segment and the
end segment. These distance metrics never overestimate the distance to the
end node, and fulﬁll the requirement h(x) ≤ d(x, y) + h(y), where x and y are
neighbouring segments, h is the heuristic and d is the actual cost. Thus the
algorithm is guaranteed to ﬁnd the optimal path.
In addition to the A* path ﬁnding algorithm, each path found is validated
based on their angles. It was observed that, when looking at the path in the
x-z-plane ("from above"), correct paths typically turn only in one direction.
Paths that turn both clock-wise and counter-clockwise can be easily identiﬁed
and discarded as they are likely to be a path that goes through multiple bodies.
It is possible for a single person to create such a path only by stretching its arm
out in an uncomfortable angle.
A simpliﬁed explanation of the algorithm can be seen in Figures 23 and 24.
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Figure 23: A 2D example of the Segment A* mapper. It shows how the k-means
segments can be used as nodes in the A* path ﬁnding algorithm. Part 1 shows the
point cloud, with the face as a blue point and the touch point as green. Part 2
shows segmentation after k-means with k = 10 and random points in the cloud as
initial centers. Part 3 shows each segment center as a grey circle, with black lines
showing which segments are considered neighbours to which. Parts 4 through 6 show
the ﬁrst three steps of A* path ﬁnding, with pink representing current_node, yellow
representing to_visit_list, red representing visited_list and green representing the
end node.
Figure 24: An example of the angle validation used with the Segment A* mapper.
Part 1 shows a path in 2D. Parts 2 through 4 show vectors calculated at each node
except the ﬁrst and last. Three vectors are calculated: the blue which goes along the
path towards the next node, the red which goes along the path from the previous node
and the green which is a 90◦ rotation to the left of the red vector. Two tests are done
for each node. First, the dot product between the red and blue vector is calculated,
and if it is below -0.5 (meaning that the path has turned almost entirely around), the
path is invalidated. Second, the turning direction of the path is calculated. If the dot
product between the red and blue vectors is above 0.8 (meaning the path is almost
entirely straight at that point, like in part 4 of this plot), that node is disregarded from
the comparison. Then, for all remaining nodes, the dot products between the green
and blue vectors must have the same sign. If they do not, the path is invalidated.
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5.1.10 Tracking mapper
The previously described algorithms all work only on a single frame. It should be
possible to improve robustness by looking at multiple frames. A diﬃcult frame,
where two people are in physical contact, can be solved by "remembering" where
the border between the two persons are after seeing them separated in previous
frames and tracking their movement.
Many tracker algorithms were tested. The most promising one is presented
below. For more information on the other tracking algorithms implemented and
tested, see Appendix A.
This algorithm is based on the assumption that each body will have exactly
one detected face. The point cloud is split into small segments, tracked over time
using k-means. The segments roughly correspond to a body part (for example,
an upper arm or a head). A connection graph is made, which keeps track of
which segments are connected to which, and then all segments connected to a
detected face are considered one group; thus all segments in one group should
correspond to one person. Should two people come in physical contact, the
connection across groups is invalidated to keep the grouping.
Initialization
Set k = 2 and run k-means on the cloud from the ﬁrst frame, using random initial
centres, and use this for the initial segmentation. Let each segment belong to a
group of its own. Let there be no faces, and no invalidated connections. Store
the centres, grouping, faces and invalidated connections in memory.
Update step
Read segment centres, grouping, faces and invalidated connections from mem-
ory. Using the segment centres as initial centers, run k-means on the new point
cloud. For each segment, calculate its new segment center. If the distance be-
tween its old segment centre and the new one is above a threshold jump_thresh,
clear out any existing data on the segment being grouped, being mapped to a
face or having invalidated connections as the segment is considered to not be
the same physical object as in the previous frame. This is explained visually in
Figure 25.
For each segment, check if the standard deviations of the 3D points in the
x-, y- and z-directions are all above a threshold size_thresh, and if so, split the
segment into two by calculating a principal vector analysis on the segment and
deﬁning a splitting plane going through the segment center with the principal
component as its normal vector.
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Figure 25: A 2D visualization of how the Tracking mapper works. In each frame,
k-means is used to divide the point cloud into segments. As initial centers, the cluster
centers from the previous frame are used, making it likely that the segments will repre-
sent the same physical object in the next frame. The segments centers are represented
by large colored circles with black edges. The previous cluster center is represented
by a smaller colored circle with a grey edge. In the case where the distance between
the previous and current centers is too large, as in the orange segment on the right
(which was dark blue the previous frame), a new color is given to the segment. When
this happens in the Tracking algorithm, the segment is considered to not represent the
same physical object and thus any previous data on the segment, such as grouping
and invalidated connections, are cleared.
If the segment is not to be split, it is to be ﬁltered for noise by removing all
points not ﬁtting inside an axis-aligned bounding box, whose size is determined
by the standard deviations in the x-, y- and z-directions multiplied by a constant
chosen experimentally to be 1.8, as this value keeps the structure relatively well
intact while still removing most noise. While the noise level was low enough
for the previous algorithms, the calculation of neighbours became more robust
with this extra step of noise reduction. The value of k is updated to take
into account any new segments created through splitting. Then, a connection
graph is calculated, which stores information on which segments are connected
to which. If two segments A and B are connected or not is deﬁned as follows:
1. Take the point in B closest to the centre of A (using Manhattan distance
for speed).
2. Count the number of points in both A and B within a distance threshold
called dist_thresh and see if the amount is at least 0.5% of the point
cloud. If so for both A and B, the two segment connect.
The threshold dist_thresh is set to diﬀerent values (150 mm or 200 mm) de-
pending on if the two segments were connected in the previous frame or not.
This makes it easier to keep previously discovered connections even if there are
temporary gaps in the point cloud.
The invalidated connections from the previous frame are used to remove
invalid connections from the connection graph.
For each new detected face this frame, ﬁnd the segment which has the point
closest to the 3D position of the detected face. If the distance between said
point and the face, map the segment to the face.
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For each segment now mapped to a face, do a "ﬂood ﬁll" to ﬁnd all other
segments directly or indirectly connected to the face segment in the connec-
tion graph. If any of those segments are already grouped to some other face this
frame, look at the grouping of the previous frame, and ﬁnd where the border
between the groups were then. Invalidate all connections that cross that border.
All segments that are directly or indirectly connected to the face, but are not
already grouped to some other face this frame, are set to be grouped to the
face segment. All the segments that were grouped to some other face this frame
are to be grouped the same way as in the previous frame. This is visualized in
Figures 26 and 27, and the results are visualized in Figure 28.
Figure 26: A 2D visualization of the Tracking mapper, showing how segments are
grouped based on connections to faces. In part 1, the connection graphs are visualized
by black lines. The segments containing detected faces are visualized by white circles.
In part 2, all segments connected to the face on the left are grouped to the green
group. In part 3, all segments connected to the face on the right are grouped to the
blue group. Note that the segments containing the faces also belong to their groups,
although it is not shown in this image.
For each group, look if there are more than one face mapped to segments
in that group. This can happen if the previous frame's grouping was incorrect
(for example, if two bodies appear as one, with one face, in one frame but then
the other body's face appears in the next frame; in this case there is no obvious
way of ﬁnding the border between the two bodies). If this happens, for each
segment in the group, ﬁnd the "reach" of the segment. The "reach" is deﬁned
as the set of all segments that can be reached through the connection graph
without walking past a face segment (the face segment itself is included). If
there is more than one face segment inside the reach of a segment, that segment
is excluded from the group.
For each invalidated connection, check if both the segments belong to the
same group. This can happen if a connection was incorrectly invalidated, an in-
direct path between the two segments is found. If so, the connection invalidation
is invalidated.
If any touches are detected for this frame, for each of them ﬁnd the Man-
hattan distance between the segment center and the touch point. Disregard
segments that have fewer than two neighbours, as they are considered likely to
be noise or non-human objects. Pick the segment whose distance to the touch
point is shortest. If the distance is below a threshold of 1500 mm, check if the
segment belongs to the same group as a face. If so, map that face to the touch.
Reasonable values for the thresholds are 180 mm for size_thresh, and 250
mm for jump_thresh.
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Figure 27: A 2D visualization of the Tracking mapper. Similar to Figure 26, except
in this frame the two bodies are connected. When the "ﬂood ﬁll" in part 3 ﬁnds the
segment marked by the red circle, it already belongs to a group. Thus a collision
is detected, and the previous frame's connection graph is used to detect the speciﬁc
connection or connections causing the collision or collisions, as shown in part 4. Note
that because of how the bodies may have moved, the old connection graphs may not
necessarily be a good representation of their bodies, but it does not matter, since
the old connection graph is only used for identifying the collision or collisions; the
connection graph shown in parts 1 through 3 are then used for the rest of the algorithm,
with the exception that the invalidated connection (red in part 4) is not used. The
end result of this can be seen in part 3 in Figure 28.
Figure 28: A 2D visualization of the Tracking mapper. In this visualization, the
segment centers are colored based on what group they belong to, while a white center
represent the segment containing a face. Connections between segments are visualized
by lines between the centers. In the three frames, the two people move closer to each
other. In the third frame, they are contact. Since the two segments that come in
contact already belong to diﬀerent groups, the connection is invalidated, indicated by
the grey line. The invalidation is remembered, even if the grouping should change due
to a face no longer being visible.
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5.2 Results
5.2.1 Recording software
The recording software is capable of writing three depth streams and one color
stream at approximately 27 images per second on average when writing to a
RAM disk, which is nearly as fast as the cameras can provide (30 images per
second). This was considered to be good enough for this application. Which
one of the limitations described in Section 5.1.1 was primarily responsible for
the slightly lower than optimal stream speed was not investigated as it was not
considered important enough.
5.2.2 Filtering
The ﬁltering seems eﬃcient, providing point clouds with low amounts of noise
in most scenes. It cannot remove the noise that sometimes appear in between
multiple physical objects. An example of this can be seen in Figure 29. For the
most part, the ﬁltering seems suﬃcient for this application.
Figure 29: An example of noisy output after ﬁltering. Noise points are visible in
between the two people's arms. This is likely due to the conﬁdence maps from the
DepthSense SDK is unable to properly identify such noise points, or a limitation of
the depth camera hardware.
5.2.3 Color-based Kabsch calibration
When running the Color-based Kabsch calibration on test data generated from
two cameras standing on a desk, the results seem satisfactory. For the most part,
the point clouds appear to ﬁt well, at least within the area in which the green
ball was held in some images. For other areas, like the lower arm in Figure 18,
calibration is slightly oﬀ but this should not aﬀect touch-to-face mappings unless
they make detailed assumptions about human anatomy.
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Figure 30: A visualization of the segmentation done in the Simple k-means mapper.
The diamond shapes represent the positions of the detected faces. The large circles
represent the ﬁnal positions of the cluster centers in the k-means algorithm. The color
of the dots show which cluster they were mapped to. In this example, the two bodies
are segmented correctly.
5.2.4 Closest mapper
While the algorithm can somewhat separate two people when their faces are
visible, as can be seen in Figure 19, it fails any time one users stretches its arm
in front of another user, as in Figure 20. It also always maps the touch points
to some visible face, even if the face of the person actually touching the screen
was not visible in the camera, even if the other cameras can see for example a
hand and forearm clearly not connected to any of the detected faces.
The advantages to this algorithm are its simplicity, and the execution speed
which is barely measurable.
5.2.5 Simple k-means mapper
The algorithm generally succeeds in determining what points belong to what
person, as long as the people are not in physical contact, even if they are standing
close as in Figure 30. It has problems when two people are in physical contact, as
can be seen in Figure 31. It also assumes to have detected the face of the person
touching, and will incorrectly map touches made by people whose faces were
not visible in the main camera, even if the other cameras can see for example a
hand and forearm clearly not connected to any of the detected faces.
This algorithm is very fast, taking about 0.007 s to compute a scene with two
detected faces. It segments people better than the Closest mapper described in
Section 5.2.4, which can be seen by comparing Figures 19 and 30.
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Figure 31: Similar to Figure 30, except in this example the segmentation is more
incorrect. The "red" person is stretching its arm in front of the "blue" person, and
the arm is incorrectly mapped to the "blue" person.
5.2.6 Naïve A* mapper
While the Naïve A* mapper shows potential in being able to detect if a face
is connected to a touch point or not, it is very slow, taking several seconds to
compute a path. This is likely due to the density of the point cloud, resulting
in a very large space of nodes to traverse. In the worst case, where a path
cannot be found, every reachable point will be traversed, meaning possibly tens
of thousands of points visited.
Two examples of paths generated from the Naïve A* mapper can be seen in
Figures 32 and 33. As can be seen in the latter, the algorithm can ﬁnd several
paths, connecting multiple faces to a single touch point. In these cases, the
algorithm picks the shortest path. In this case, the correct path is picked, but
the diﬀerence in the length of the paths (98 versus 105 nodes visited) is small,
indicating that picking the shortest path may not be a reliable tie-breaker. An
example of a situation where the shortest path would be a bad tie-breaker would
be if one person is stretching its arm right in front of another person's face.
While such a situation is quite unlikely, as most people have basic manners, but
it nonetheless shows that the shortest path is not an optimal tie-breaker.
5.2.7 Box A* mapper
The Box A* mapper succeeds in signiﬁcantly increasing the speed in comparison
to the Naïve A* mapper described in Section 5.2.6; a typical scene takes about
0.1 s to compute. As can be seen in Figure 34, the paths are less smooth,
but that should have no eﬀect on the actual mapping. Unlike the Naïve A*
mapper, the actual distance of the path is used as a tie-breaker in the case
where multiple paths are found. In the example in Figure 34, this results in an
incorrect mapping, as the wrong path is slightly shorter (901 mm versus 1071
mm).
There is a risk that the algorithm will ﬁnd paths from one person to another
even when they are not in direct physical contact, if they are close to each other,
as can be seen in Figure 35. This error did not occur in the Naïve A* mapper.
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Figure 32: An example of a path generated by the Naïve A* mapper. The red circle
is the detected face position, and the blue circle is a simulated touch point. The path
follows the body smoothly, and connects the face to the touch point.
Figure 33: Similar to Figure 32, except in this example the two people are in physical
contact, and paths can be found from both faces to the simulated touch point.
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Figure 34: An example of the Box A* mapper. The paths are noticeably less smooth
in comparison to the Naïve A* mapper, but that has little eﬀect on the actual mapping
in this case.
Figure 35: An example of the Box A* mapper. In this case, an incorrect path is found
from one person to another, despite the two people not being in physical contact, an
error that did not occur in the Naïve A* mapper.
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5.2.8 Segment A* mapper with angle validation
As can be seen in Figure 36, the algorithm is capable of solving the scene where
the two people are in physical contact, by invalidating the incorrect path. The
execution time is similar to the Box A* mapper described in Section 5.2.7, and
most of the execution time is spent on the k-means algorithm. It does not suﬀer
from the issue with ﬁnding paths between two people not in physical contact,
described in Section 5.2.7.
Figure 36: An example of correct and incorrect paths from the Segment A* mapper
with angle validation. In this frame, the person on the right is stretching its arm in
front of the person on the left. The arm touches the other person, so the A* algorithm
will ﬁnd paths from both their faces to the touch point. When looked from above,
the correct path (right) only turns clockwise from the hand to the head, whereas the
incorrect path (center) turns ﬁrst clockwise and then changes to counter-clockwise.
5.2.9 Tracking mapper
The Tracker mapper performed well with the test data used in previous sections.
As can be seen in Figure 37, the algorithm can correctly separate two people,
even when they are in direct contact and one person stretches its arm in front
of the other.
It relies on the faces being detected, and in simulated tests where the faces are
prevented from being detected before the two people come in physical contact,
the algorithm incorrectly maps the two people to the same group. The problem
is solved as soon as the two people are physically separated and both their faces
are visible.
The execution speed of the algorithm is close to real time, running at around
5-10 frames per second. Most of the time is spent in the k-means algorithm.
42
Figure 37: Six frames from the Tracking mapper. In Frame 113, before any faces are
detected, an incorrect connection is made between the two people. The connection
is broken a few frames later. In Frame 129, one face is detected as indicated by
the green circles. The circle with the white boundary is the segment containing the
detected face. In Frame 143, both the faces are detected. In Frame 178, the "blue"
person stretches its arm in front of the "green" person. The algorithm can correctly
invalidate the connections between the two people, as indicated by the grey lines. A
similar situation can be seen in Frame 227. In Frame 236, when the "blue" face is no
longer visible, the invalidated connections are kept, preventing the two people from
being considered a single group.
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5.3 Other approaches considered
The section describes a number of algorithms that were considered and partially
implemented.
5.3.1 Segment classiﬁcation
If a 3D point cloud is segmented into smaller segments using k-means, it should
be possible to classify segments as either heads, torsos, arms or non-human.
Once such a classiﬁcation is found, mapping a touch to a face should be simple.
An attempt to make a classiﬁcation algorithm was made. First, all segments
containing identiﬁed faces are classiﬁed as heads. Then, torso segments are
found based on segment shapes, orientation, and relative position to head seg-
ments. Arm segments are then found based on shape and position relative to the
torso segments. Finally, all non-classiﬁed segments are classiﬁed as non-human.
The results were somewhat promising, but required scene-dependent param-
eter choices to be robust, and development was therefore stopped. A more
advanced classiﬁcation, perhaps based on machine learning and with a feature
vector containing more information about each segment, could be tried, but de-
velopment was never attempted due to this approach doing unnecessary work:
it is not necessary to classify every body part to map a touch to a face, it is
suﬃcient to know that the closest hand segment belongs to the same body as a
face.
5.3.2 Whole human identiﬁcation
When a human looks at an image, the human brain is capable to identifying a
human body as a whole, rather than looking at it piece by piece and puzzling
it together. Something similar was attempted in this algorithm.
Given a scene where it is known that there are exactly two people in it, the
idea was to semi-randomly split a point cloud multiple times into two segments.
For each such split, a machine learning algorithm (a support vector machine)
tried to determine if both the segments look like whole humans or not. If
both the segments look like humans, the segmentation would be successful and
mapping touches to faces should be easy.
A machine learning algorithm requires a feature vector, that can be calcu-
lated from any segment and should contain information that can be used to
separate whole human bodies from non-whole human bodies. A feature vec-
tor was implemented. Many of its features rely on "subsegmentation", which
means that each segment is further split into subsegments using k-means, as the
relative position between subsegments should contain information which can be
used to tell if a segment is a human or not. The feature vector used contained
the following features:
1. Number of neighbour subsegments to the "head" subsegment (deﬁned as
the segment with highest y-value for its center). This feature should be
1-3 for humans
2. Number of "limbs": Count the number of areas where parts of the segment
"sticks out" from what is assumed to be the torso. This is implemented
by looking in the subsegment connection graph, and ﬁnding subsegments
only connected to the others through a single link.
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3. Principal component analysis of the segment, except for subsegments that
are considered "limbs". For human bodies, the main principal component
should be roughly up or down, and with the third component being signif-
icantly smaller than the second (as people are generally wider than they
are "deep").
4. Number of disconnected subsegments: If some subsegments are not con-
nected to the others, the segment is probably not a human.
5. Angles between the head subsegment and the subsegment furthest away
from the head in the x-z plane. An absolute value of that angle is calcu-
lated so that it makes no diﬀerence if it is a left arm or a right one. This
angle is expressed as a dot product between a forward vector (obtained
from principal component analysis) and the vector from the furthest sub-
segment. For humans, this value will be somewhere between -0.4 and 1,
depending on the positions of the arms, but never near -1. For humans
stretching out the arms forward, it will be close to 1.
6. Given an "outer cloud", in other words all points in the cloud that are
not in the segment we are looking at, do a subsegmentation of that cloud
and count the quota of "inner" subsegments that have "outer" subsegment
neighbours. For wrongly segmented people this quota is probably high.
7. Create a rather narrow cone from the head's centre and down (using prin-
cipal component analysis's main component). Calculate the quota of sub-
segment centres inside this cone. For humans, this quota should be over
0.5 but not 1.
8. Using the forward vector calculated in part 5, calculate the quota of sub-
segments "behind" the head. Humans tend to lean their heads slightly
forward, so this quota should be high for humans.
9. Absolute value of a dot product between main principal component and
a vector straight up. Should be close to 1 for humans standing up, and
typically very low for strange segmentations.
This approach did not work at all in experiments. Very few (about 5%)
of the splits were correct, and the support vector machine's ability to identify
them using the feature vector described above was non-existent, even when using
similar training data. Development was abandoned due to time constraints and
lack of promising results. A better feature vector is likely necessary, if the
approach can be used at all.
5.3.3 Ellipsoid-based segmentation
Inspired by [LKR13], this an algorithm was developed which attempted to seg-
ment human bodies using a model where a human body consists of a number of
ellipsoids with approximately known relative sizes, shapes, positions and angles.
Unlike [LKR13], positions of faces are already known due to the existence of a
face detector in the preprocessor. This simpliﬁes the process, since a starting
point is already known.
The idea was to ﬁt an ellipsoid to the point cloud close to every detected face.
Then, a larger, ﬂatter ellipsoid should be ﬁt to parts of the point cloud below
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Figure 38: An example of a correct (left) and incorrect (right) ellipsoid segmentation.
The correct ellipsoid segmentation is seen from above, and it is capable to ﬁtting a
head, torso and three arm ellipsoids to the person standing in front of a desk. In the
incorrect ellipsoid segmentation, the head is somewhat correctly ﬁtted, but the torso
is too wide, and the arm segment is in the middle of another body. This is likely due
to the way the algorithm measures how well an ellipsoid ﬁts the point cloud.
the face, which would represent the torso. Then, multiple ellipsoids would be
ﬁtted to parts of the point cloud found on the sides of the "torso", to represent
the arms. This simpliﬁed model could then be used when mapping touches to
faces.
The ﬁtting of an ellipsoid to a point cloud was done by ﬁrst generating a
set of 3D points of an ellipsoid, and then removing the points deemed to not be
visible (depending on the position in relation to the depth cameras). Then, a
segment of the point cloud is cut out, and the iterated closest point algorithm
was used to more accurately ﬁt the ellipsoid to the points. If the ﬁt seems poor,
based on the smallest distance from each ellipsoid point to a point in the point
cloud, another ellipsoid was generated instead using a diﬀerent angle, size, shape
and position. This process was repeated until a ﬁtting ellipsoid was found.
The measurement of how well an ellipsoid ﬁts the point cloud was the sum
of Euclidean distances from each ellipsoid point to the nearest point in the point
cloud. This was likely not a very good measurement, as a small ellipsoid placed
in the middle of a large cloud of points will "ﬁt well" despite obviously being
misplaced.
While experiments were able to reliably ﬁt ellipsoid models to bodies in
certain scenes, it required scene-speciﬁc parameters to be robust. Figure 38
shows examples of this. Development was abandoned since no way was found
to make the algorithm robust in more than a single frame.
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5.4 Conclusions
Of the algorithms tested, the Segment A* mapper with angle validation and
the Tracking mapper were considered promising due to them being able to solve
problems involving people being in direct physical contact. They are both close
enough to real-time speeds that a native implementation (in C++, for example)
will likely be able to run in real-time.
The tests done in Section 5.2 are not necessarily representative of the al-
gorithms' performance in a real system with the hardware setup described in
Section 3.6. As the test data comes from a simpliﬁed hardware setup, the point
clouds were nearly complete, meaning that all relevant information was visible.
The algorithms were not tested for body parts not being visible, faces not being
detected, et cetera. The testing itself was also not robust, as no systematic
testing was made which could quantify the quality of the algorithms.
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6 Part 2
This section describes the tests with the hardware setup described in Section 3.6.
6.1 Test data
Based on the quality measurement speciﬁed in Section 4, a number of test data
sets were recorded. The test data sets belonged to two diﬀerent diﬃculty levels,
as follows:
• Easier: Two users stand next to each other in front of the screen, and
touch points on the screen without moving more than necessary. On a
scale where 0 is the left edge of the screen and 1 is the right edge, the
users are encouraged to stand at 14 and
3
4 , and touch points within the
intervals [0, 34 ] and [
1
4 , 1] respectively. When the total number of points
pressed reaches 29, recording ends.
• Harder: Two users stand and touch points exactly like in the Easier ver-
sion, until they have touched three points each. Afterwards, they are
to touch points in the intervals [ 12 ,
4
5 ] and [
1
5 ,
1
2 ] respectively, forcing the
users to stretch themselves in front of each other. After pressing ﬁve points
each this way, the users are to press points at random positions all over
the screen, and are encouraged to move around. After the total number
of points pressed reach 29, recording ends.
Multiple recordings were made with diﬀerent users and the diﬀerent diﬃculty
levels. In the end, two "Easier" sets and three "Harder" sets were chosen to be
fair test sets for evaluation (the others had issues such as faces not being visible
at all until late in the sequences, something the software cannot compensate
for).
6.2 Implementation
6.2.1 Depth-based Kabsch calibration
Due to the hardware limitations described in Sections 3.1 and 3.3, all three cam-
eras could not provide both color and depth images at the same time. Because
of this, the Color-based Kabsch calibration described in Section 5.1.3 could
not be used. Instead, a variation of the same algorithm that only uses depth
information was developed.
The algorithm is identical to the Color-based Kabsch calibration described
in Section 5.1.3 except instead of using a color ﬁlter to identify the position of
the green ball in each image, the position is picked out by hand by the user from
the 3D point cloud, which can be seen in Figure 39.
48
Figure 39: An example of the user manually selecting a 3D point in the middle of the
green ball, in the Depth-based Kabsch calibration algorithm.
6.2.2 Face tracking
Because of the size of the screen, a single camera placed in the center above
the screen is not enough to see the faces of users standing near the edges of the
screen. It was therefore necessary to develop a face tracking algorithm, which
is able to keep track of previously seen faces once they move out of the main
camera's ﬁeld of view.
The algorithm can be described as follows:
Initialization
Initialize the set of detected faces as the empty set.
Update step
For each face from the previous frame, ﬁnd all 3D points within a distance
threshold dist_thresh1 (in Manhattan distance). If the number of points is
below a threshold npts_thresh, remove the face. If not, ﬁnd the centroid of
those points and set the 3D point of the face to the centroid.
For each new face detected this frame, do the following checks:
1. Check if they are within a distance threshold dist_thresh2 from one of
the previously detected faces.
2. Check if there are at least npts_thresh points within a dist_thresh2
(Manhattan) distance from the new face.
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If any of the tests fail, disregard the face. If not, add it to the set of detected
faces.
Experimentally, the threshold values dist_thresh1 = 300mm, dist_thresh2 =
400 mm and npts_thresh = 80 were found to work well. During testing,
dist_thresh1 was found to be large enough to allow frame-per-frame move-
ment without a detected face losing track of its body, without being too large
as to count points from another body even when two people are standing close.
The other threshold, dist_thresh2 was found to need to be a bit larger, to
prevent multiple faces to be detected within the same body, while still needing
to be small enough that the face from another body should not prevent the
detection of a face even when the two people are standing close. The threshold
npts_thresh was not found to be sensitive, and depends mainly on the density
of the point cloud.
6.2.3 Screen calibration
In order to transform the 2D coordinates of the touch screen's detected touch
points into 3D, the screen needs to be calibrated to the cameras. Since the
cameras provide very poor coverage of the corners of the screen, it would be
diﬃcult to measure the exact position of the corners from the images provided
by the cameras.
Instead, using the calibration of the cameras, it is simply assumed that the
screen is placed in the middle between the cameras, using a straight line between
the two non-main cameras as the width. The height is calculated by assuming
a perfect 16:9 aspect ratio. The "up" direction is calculated as the diﬀerence
between the centre of the two non-main cameras and the main camera position,
modiﬁed by a measured diﬀerence between the main camera position and the
top of the screen in the y- and z-directions (100 mm in those directions). A
visualization of the screen calibration algorithm can be seen in Figure 40.
This method is a simpliﬁcation, because it uses only the cameras' positions
instead of actual measurements of the screen's position, in addition to not taking
into account that the screen is curved.
6.2.4 Segment A* mapper with angle validation
When Segment A* mapper with angle validation ran on the test data from the
actual hardware setup described in Section 3.6, few changes were made. It used
the face tracking algorithm described in Section 6.2.2 and the maximum distance
between the closest segment and the touch point was increased, to compensate
for regions near the corners of the screen not being seen in the cameras. In order
to compensate for the camera calibration issues described in Section 6.2.1, the
angle validation of the paths were relaxed to allow them to turn the "wrong way"
a bit more and still be considered valid paths. Other than that, the algorithm
was kept as described in Section 5.1.9.
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Figure 40: A visualization of the screen calibration algorithm. In part 1, the 3D
positions of the three cameras are displayed as red circles. In part two, a straight line
is drawn between Cameras 1 and 2. In part 3, a number of rectangles with a 16:9
aspect ratio, using the line as their base are shown, in order to visualize that the base
is not enough to decide the orientation of the screen. In part 4, the rectangle pointing
towards Camera 0 (with a small oﬀset, based on a measured distance between the
camera and the top of the screen) is shown.
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6.2.5 Tracker mapper
Similarly to the changes described in Section 6.2.4, the Tracker mapper was
modiﬁed to use the face tracking algorithm described in Section 6.2.2 and the
maximum distance between the closest segment and the touch point was in-
creased, to compensate for regions near the corners and near the bottom of the
screen not being seen in the cameras.
6.2.6 Modiﬁed tracker mapper
After testing the Tracker mapper against the test data described in Section 6.1,
a number of changes were made in an attempt to compensate for hardware and
software problems. The poor coverage of the corners and bottom of the screen
was compensated for with modiﬁcations that try to understand for example
that a person is bent down (and is thus likely to touch a point near the bottom
of the screen, even if the arm itself is poorly visible) or that even if an arm is
fairly close to a touch point there might be other clues that show that is in fact
another person touching it (despite that person's arm not being clearly visible).
Some changes compensate for the poor calibration of the Depth-based Kabsch
calibration.
These changes were made speciﬁcally to work with the available test data,
and may thus not perform as well with other test data. The purpose of the
Modiﬁed tracker mapper is to evaluate if it is possible to compensate for such
hardware and software problems, rather than being an absolute solution.
A detailed description of these changes, as well as ﬁgures showing examples
of frames solved by some of them, can be seen in Appendix B.
6.2.7 Depth-based DLT calibration
In order to improve the calibration from the Kabsch calibration algorithms
described in Sections 5.1.3 and 6.2.1, a new calibration algorithm was developed
that calibrates all three cameras at the same time, and does not require that
every point used in the calibration is visible from the main camera. The goal is
to ﬁnd transforms from the coordinate systems in Cameras 1 and 2 to the one
in Camera 0. Those transforms are denoted G1 and G2.
Three sets of points are used:
1. α denote points visible in Camera 0 and Camera 1.
2. β denote points visible in Camera 0 and Camera 2
3. γ denote points visible in Camera 1 and Camera 2
α0,i denote α-point number i in Camera 0, and so on. With this notation,
it holds that
G1α1,i = α0,i ⇐⇒ αT1iGT1 − αT0i = 0 (2)
G2β2j = β0,j ⇐⇒ βT2jGT2 − βT0j = 0 (3)
G1γ1,k = G2γ2,k ⇐⇒ γT1,kGT1 − γT2,kGT2 = 0 (4)
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where i are the indices of all α-points, j are the indices of all β-points and
k are the indices of all γ-points.
In matrix form, these equations can be written as

αT1,i 0 0 0 0 0 −xα0,i
0 αT1,i 0 0 0 0 −yα0,i
0 0 αT1,i 0 0 0 −zα0,i
...
...
...
...
...
...
...
0 0 0 βT2,j 0 0 −xβ0,j
0 0 0 0 βT2,j 0 −yβ0,j
0 0 0 0 0 βT2,j −zβ0,j
...
...
...
...
...
...
...
γT1k 0 0 −γT2,k 0 0 0
0 γT1k 0 0 −γT2,k 0 0
0 0 γT1k 0 0 −γT2,k 0

︸ ︷︷ ︸
M

fT1
gT1
hT1
fT2
gT2
hT2
1

︸ ︷︷ ︸
v
= 0 (5)
where xα0,i refers to the x-coordinate of α0,i and so on, andGi =

fi
gi
hi
0 0 0 1
,
i ∈ [1, 2] where fi, gi and hi are row vectors of length 4.
Once the equations are written this way, the DLT algorithm described in
Section 2.5 can be used to calculate fi, gi and hi, that can be used to form G1
and G2.
The vector v contains 24 unknowns. Each row inM is an equation. In order
to be possible to solve accurately, the number of equations must be at least as
large as the the number of unknowns, so if the number of rows is n, it must hold
that 3n ≤ 24 ⇐⇒ n ≥ 8.
The point sets α, β and γ are obtained by manually picking out correspond-
ing points in the 3D point cloud. The points are picked in such a way that
they cover a region as large as possible within the visible space from each cam-
era pair. Each set of points contained ﬁve points, so the number of equations
(3× 3× 5 = 45) is signiﬁcantly greater than the number of unknowns.
6.3 Results
6.3.1 Depth-based Kabsch calibration
The Depth-based calibration Kabsch algorithm works just as well as the color-
based one. The only diﬀerence is that the user is required to manually select
the position of the ball.
The hardware setup limits the region where the ball can be seen from both
the main camera and one of the non-main cameras at the same time. Most
importantly, the region close to the screen cannot be seen by the main camera,
causing calibration to be a bit oﬀ there, resulting in some problems. One such
problem can be seen in Figure 41. One of the worst calibration errors can be
seen in Figure 42.
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Figure 41: An example of a calibration issue. Here, the Segment A* mapper with
angle validation, described in Section 5.1.9, invalidates the path. The calibration
causes the upper arm to be split into two parts, segmented by k-means to the same
segment. The center of the segment is thus oﬀ a bit, causing the path to look crooked.
The changes described in Section 6.2.4 ﬁxed this problem.
Figure 42: One of the worst examples of bad calibration found in this project. Here,
the person's arm is split into two separated arms, one of them only covering the upper
arm (visible from the main camera) while the other goes all the way to the screen
(visible from one of the side cameras).
6.3.2 Face tracking
The face tracking algorithm was found to work well in the test data. As soon as
a person's face is visible, the algorithm can track the face to the body until the
body becomes invisible in all depth cameras. The actual position of the "face"
moves down a bit over time, being placed somewhere in the upper torso rather
than in the head (which has little to no impact on the algorithms). An example
of the results of the face tracking algorithm can be seen in Figure 43.
6.3.3 Screen calibration
The screen calibration algorithm worked well with the test data, despite its
simpliﬁed implementation. An example of the screen calibration can be seen in
Figure 44.
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Figure 43: An example of the the results of the face tracking algorithm. On the left
is the 3D point cloud with the tracked positions of the faces as red circles, partially
occluded by the point cloud. It can be seen that the positions of the faces are moved
down into the torso. In the center, the color image from the main camera is visible,
showing that the person on the right's face is no longer fully visible. On the right, the
stored images of the faces are displayed.
[ht]
Figure 44: An example of screen calibration, visualized as a red rectangle. The yellow
diamond shape shows the position of a touch point detected by the touch screen,
transformed into a 3D point, which seems to ﬁt well with the 3D point cloud from the
cameras, based on the position of the hand of the user touching the screen.
6.3.4 Depth-based DLT calibration
Compared to the Depth-based Kabsch calibration described in Section 6.2.1, the
Depth-based DLT calibration described in Section 6.2.7 performs signiﬁcantly
better, which can be seen in Figure 45. Arms as better kept together, and better
ﬁtting transforms results in point clouds that look less noisy.
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Figure 45: A comparison between the Depth-based Kabsch calibration described in
Section 6.2.1 (on the left) and the Depth-based DLT calibration described in Sec-
tion 6.2.7 (on the right). The DLT calibration is signiﬁcantly better in all three
examples, as the arms are not split into several pieces (one from each camera).
56
6.3.5 Segment A* mapper with angle validation
After running on the test sets described in Section 6.1, and with the Kabsch
based calibration, the Segment A* mapper with angle validation's score can be
seen in Table 1. When running with the DLT calibration, the results can be
seen in Table 2.
Test set Correct Incorrect No mapping Score (max 29)
Easier 1 20 2 7 18
Easier 2 20 5 4 15
Harder 1 17 8 4 11
Harder 2 15 12 2 3
Harder 3 18 6 5 12
Table 1: Results of the Segment A* mapper with angle validation, when using the
Depth-based Kabsch calibration.
Test set Correct Incorrect No mapping Score (max 29)
Easier 1 24 3 2 21
Easier 2 25 2 2 23
Harder 1 24 4 1 20
Harder 2 17 11 1 6
Harder 3 18 7 4 11
Table 2: Results of the Segment A* mapper with angle validation, when using the
Depth-based DLT calibration.
6.3.6 Tracker mapper
After running on the test sets described in Section 6.1, and with the Kabsch
based calibration, the Tracker mapper's score can be seen in Table 3. When
running with the DLT calibration, the results can be seen in Table 4.
Test set Correct Incorrect No mapping Score (max 29)
Easier 1 24 5 0 19
Easier 2 24 5 0 19
Harder 1 18 11 0 7
Harder 2 16 10 3 6
Harder 3 16 10 3 6
Table 3: Results of the Tracker mapper, when using the Depth-based Kabsch calibra-
tion.
6.3.7 Modiﬁed tracker mapper
After running on the test sets described in Section 6.1, and with the Kabsch
based calibration, the Modiﬁed tracker mapper's score can be seen in Table 5.
When running with the DLT calibration, the results can be seen in Table 6.
57
Test set Correct Incorrect No mapping Score (max 29)
Easier 1 25 4 0 21
Easier 2 26 3 0 23
Harder 1 20 9 0 11
Harder 2 14 10 5 4
Harder 3 16 11 2 5
Table 4: Results of the Tracker mapper, when using the Depth-based DLT calibration.
Test set Correct Incorrect No mapping Score (max 29)
Easier 1 26 1 2 25
Easier 2 27 2 0 25
Harder 1 23 4 2 19
Harder 2 15 6 8 9
Harder 3 22 4 3 18
Table 5: Results of the Modiﬁed tracker mapper, when using the Depth-based Kabsch
calibration.
Test set Correct Incorrect No mapping Score (max 29)
Easier 1 25 2 2 22
Easier 2 27 2 0 25
Harder 1 21 4 4 17
Harder 2 12 5 12 7
Harder 3 19 6 4 13
Table 6: Results of the Modiﬁed tracker mapper, when using the Depth-based DLT
calibration.
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6.3.8 Summary of results
The scores of the Segment A* mapper with angle validation, Tracker mapper
and Modiﬁed tracker mapper when running with both the Kabsch and DLT
calibrations can be seen in Table 7.
SAM+K SAM+D TM+K TM+D MTM+K MTM+D
Easier 1 18 21 19 21 25 22
Easier 2 15 23 19 23 25 25
Harder 1 11 20 7 11 19 17
Harder 2 3 6 6 4 9 7
Harder 3 12 11 6 5 18 13
Sum 59 81 57 64 96 84
Table 7: Scores of the three algorithms Segment A* mapper with angle validation
(SAM), Tracker mapper (TM) and Modiﬁed tracker mapper (MTM), when running
with the two calibrations Depth-based Kabsch calibration (K) and Depth-based DLT
calibration (D). Switching from Kabsch to DLT calibration improves score in all cases
except the Modiﬁed tracker mapper, which also obtains the highest scores. The max-
imum score possible is 145.
6.4 Conclusions
The Segment A* mapper with angle validation and the Tracker mapper per-
formed poorly when running with the Kabsch calibration, especially in the
"Harder" tests. The reasons were primarily identiﬁed to be
• The camera coverage. Regions near the corners of the screen are not visible
from the depth cameras. Regions near the bottom of the screen are also
covered poorly due to the limited range of the cameras (the region near
the top of the screen is covered by the main camera).
• The camera calibration. Hands and forearms are notably displaced in
some scenes, making them seem poorly (or in some rare cases not at all)
attached to their bodies. This causes more problems for the Segment A*
mapper with angle validation than for the Tracker mapper. The hands and
forearms are also often poorly aligned with touch points, causing problems
when the another person's arms are close.
• Face detection. In the test "Harder 2", one of the users move out of
the camera's view and when it comes back in again, the face detection
algorithm takes too long to ﬁnd its face. This causes more problems for the
Tracker mapper than for the Segment A* mapper with angle validation.
• Noise. While depth images from the cameras can typically be eﬀectively
ﬁltered from noise as described in Section 5.1.2, it fails in certain situ-
ations, such as when two arms are simultaneously roughly aligned with
a straight line between the two non-main cameras, there will be a large
number of noise points in between their arms. In some cases, this causes
the k-means algorithm to segment both forearms into the same segment.
This occurs mostly in the "Harder 2" test set.
59
The changes made to the Modiﬁed tracker mapper allowed it to do some
"guess work", to compensate for the problems described above, and to better
identify scenes in which a correct mapping is unlikely to be possible to ﬁnd.
Those changes, and the parameters and thresholds used, were directly designed
to improve the score in these speciﬁc test cases, and they may not necessarily
improve the score as much in other test data. They do show the possibility of
partially compensating for insuﬃcient preconditions (like hardware restrictions
and lacking face detection software), but a larger amount of test data would be
necessary to develop more robust modiﬁcations that are likely to work in any
given test data.
The DLT calibration was expected to improve score in comparison to the
Kabsch calibration, since it looks signiﬁcantly better. In the case of the Segment
A* mapper with angle validation and the Tracker mapper, the scores reﬂected
this assumption. The slight decrease in score in the Modiﬁed tracker map-
per could be due to its specialized nature; the modiﬁcations were made based
directly on the test data when used with the Kabsch calibration. Once the cali-
bration changed, some changes in the resulting point cloud could require slightly
changed parameters, for example. This further shows the unreliability of writing
algorithms based on speciﬁc test data. Furthermore, some of the changes were
speciﬁcally made to work around calibration errors, and those changes could
have caused more errors than they solved once calibration improved.
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7 Discussion and future work
While the Modiﬁed tracker mapper did improve the score in comparison to the
Segment A* mapper with angle validation and the Tracker mapper, the score was
not satisfactory, especially not in the "Harder" tests, and the improvements are
not guaranteed to be as large in other test data. The general concept of mapping
touches to faces using depth cameras seems feasible, but the implementation
described in this report is not suﬃcient to create a reliable system.
In order to truly improve score, a better hardware conﬁguration is likely
necessary. Increasing the number of cameras could allow more reliable face
tracking, and provide coverage of a larger region in front of the screen, speciﬁ-
cally the corners and the bottom of the screen. With more cameras, the point
cloud would also become more dense, as body parts would be seen from multi-
ple cameras to a larger extent. This could possibly allow more aggressive noise
reduction.
The DLT calibration should be considered superior to the Kabsch calibration
due to it providing more accurate point clouds and generally improving score
(even though that was not the case with the Modiﬁed tracker mapper). It is
still not ideal. For example, no part of the algorithm forces the resulting trans-
forms to contain an actual rotation matrix. The rotation part of the transform
matrices were only approximate rotations, so calibrations will likely get worse
in regions further from the points used in calibration. Similar, and much worse,
problems appear in the Kabsch calibration as well (even though the causes are
completely diﬀerent).
If an improved hardware conﬁguration allowed color data to be obtained from
all cameras, using color-based calibration would be preferable as it requires no
manual user input, which could get increasingly annoying in a hardware setup
with more cameras. If all cameras are ﬁrmly attached to the screen, it might
only be necessary to calibrate once, reducing its importance. If color data is not
available from most cameras, it could be possible to develop an algorithm that
automatically detects a speciﬁc shape (like the ball used in this project). Such
an approach was considered during this project, but not attempted due to how
poorly the ball was visible in the depth images used for calibration. Often, the
ball was only a small number of 3D points that would have been diﬃcult for a
human to guess representing a ball, unless the human knew it beforehand.
There is also the possibility of identifying more than single points for use in
calibration. For example, a larger, ﬂat object could be moved around in front
of the cameras. Even if the object was only partially visible in a camera, the
plane equation could likely be calculated and used for calibration.
Determining which of the Segment A* mapper with angle validation and the
Tracker mapper is the most promising is a diﬃcult question. The former ob-
tained better scores, but the latter has more obvious room for improvement. For
example, the segmentation, which currently uses the k-means algorithm, could
be changed to a custom-made algorithm that actively tries to prevent segments
from deviating too much from the previous frame's segment, and can identify
when that happens (instead of only looking at the center position's movement
afterwards). Optimally, being able to intelligently understanding where the
limit of two bodies are without detecting their faces would also improve the
robustness.
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7.1 Future hardware conﬁguration suggestion
A suggestion for a hardware conﬁgurations is as follows: Six cameras are placed
around the screen. Two are placed above it, and used for detecting faces. The
remaining four are placed on the sides, to provide better coverage of the region
in front of the screen. Use cameras with slightly longer range than the ones used
in this project, to allow good coverage of the center of the screen. A sketch of
such a conﬁguration can be seen in Figure 46.
Figure 46: A sketch of the hardware conﬁguration suggested in Section 7.1. The grey
and red region is the the screen, and the red parts are approximate blind zones of
the camera conﬁguration. The two top cameras are facing the out of this image, and
provide little coverage of the region directly in front of the screen, and instead mostly
see faces and torsos of the users.
7.2 Future software suggestion
A suggestion for a software algorithm is as follows: Use the Tracker mapper
described in Section 5.1.10 as a starting point, and make the following improve-
ments:
1. replace k-means with a custom-made algorithm similar to k-means specif-
ically designed to track body parts and detect when a body part no longer
is visible
2. attempt to solve the problem of people being in physical contact prior to
their faces being detected
3. rewrite and optimize the code to achieve real-time execution speeds
Furthermore, depending on how much the hardware can improve, some
changes similar to those described in Section 6.2.6 can be used to compen-
sate for various hardware ﬂaws. They should however be tested against a much
larger set of test data to make sure they are robust in a larger range of scenarios.
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Appendix A Tracker algorithm iterations
This appendix describes the various attempts at creating a robust tracking al-
gorithm developed during this project. Each iteration is based on the problems
that occurred with the previous iteration.
A.1 Attempt 1
This algorithm attempts at segmenting the point cloud into segments, such that
each persons body is one segment. Noise and other visible objects should also
be individual segments. If this succeeds, mapping touches to faces is trivial:
simply ﬁnd the point closest to the touch position, and see if any face belongs
to the same segment.
A.1.1 Implementation
Initialization
For the point cloud of the ﬁrst frame, split the cloud into segments by a recur-
sively calling a ﬂood ﬁll split algorithm:
1. Pick a random point as the current point
2. Add the current point to the visisted_list.
3. Add all points within a distance threshold to the to_visit_list.
4. Pick a new point from the to_visist_list not in the visited_list as the
current point. If such a point exists, go to Step 2. If not, all points in the
visisted_list belong to one segment, and all other points belong to the
other.
By recursively calling this algorithm until the cloud is no longer split, the
cloud is split into segments. For each center, store the center position and
standard deviations in the x-, y- and z-directions. Also store the entire point
cloud.
Update step
For each point in the new point cloud, calculate its likelihood of belonging to
each segment from the previous frame. If the likelihood is above a threshold,
the point is considered to belong to the segment of highest likelihood. If the
likelihood is above the threshold for more than one segment, as a tie-breaker
look at the previous point cloud and let the segment of the point be the same
as the segment of the closest point in the previous frame. All points for which
no segment's likelihood is above the threshold are added to a new segment.
Also perform the following stability tasks:
1. Take two random segments, and calculate their axis aligned bounding
boxes. If one of them completely contains the other, merge the two seg-
ments. This prevents small parts of a body to be registered as a segment
of its own.
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2. Take two random segments, and if their centres are somewhat close to each
other, look at the relative movement of the centers since the last frame.
If their movements are similar, merge the two segments. This prevents
a body being split into two segments; as these segments will likely move
together, they will eventually be merged together.
3. Take a random segment, and use the ﬂood ﬁll split algorithm described
above to see if the segment can be divided into two non-connected seg-
ments. If so, split them. This is necessary for when two bodies by mistake
get mapped to the same segment.
A.1.2 Results
The algorithm is slow, running at about one frame per second on the hardware
described in Section 3.3. This is likely due to the tie-breaker comparisons hap-
pening for a large amount (approximately 50%) of 3D points. Furthermore, as
an arm stretches forward, the hand tends to get segmented into a segment of
its own. This is a problem because if the hand is a segment of its own, touches
close to the hand will not be able to get mapped to the face. The algorithm
also tends to merge two bodies close to each other into a single segment.
A.2 Attempt 2
In order to improve speed and solve the problem of hands being segments of
their own in Attempt 1, Attempt 2 instead lets the bodies be segmented into
multiple smaller segments, and grouping the segments together. The idea was
that each group of segments should represent one human being or noise or some
other visible object.
A.2.1 Implementation
Initialization
Perform k-means on the point cloud with a two randomly picked initial centers.
For each segment, store the center position and standard deviations in x-, y-
and z-directions. Let each segment belong to a group of its own.
Update step
Perform k-means on the cloud, using the segment centers from the previous
frame as the initial centers. For each segment, compare to the previous segment's
center position and standard deviation. If the center has moved less than a
threshold, but the standard deviation has changed more than a threshold, the
segment has likely "picked up" more points from somewhere. The segment is
then removed, and its points are mapped to the closest neighbouring segment.
If for some segment the center position has moved further than the threshold,
the ﬂood ﬁll split algorithm described in Section A.1.1 is used to split them.
For each newly created segment, they are grouped to the group most common
among other segments within a distance threshold. If no other segments exist
within the distance threshold, the segments belong to a new group.
A stability task is also performed: Take a random segment, and ﬁnd all its
other segments within a distance threshold. If all neighbouring segments have
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a diﬀerent grouping than the segment, change the grouping of the segment to
that of its neighbours.
A.2.2 Results
The speed is signiﬁcantly better than Attempt 1, running above ten frames per
second on the hardware described in Section 3.3. The algorithm can mostly keep
track of two bodies, even if they touch each other, but sometimes more than
one segment "jumps" from one body to the other. In such cases, the stability
task is not enough to restore the grouping.
The algorithm is very sensitive to the choice of thresholds for whether or
not a segment is considered the same as a segment in the previous frame. If the
thresholds are too high, the algorithm ends up with too few segments, making
it likely to contain multiple bodies in a single segment. If the thresholds are too
low, the number of segments grow exponentially until the algorithm becomes
too slow to run. Only a very narrow choice of thresholds allows a reasonable
number of segments, and these parameters seem to be scene-dependent.
A.3 Attempt 3
One problem with Attempt 2 is that k-means tends to merge body parts that
get too close to each other into a single segment. Attempt 3 avoids this by not
relying on k-means. Instead, a linear motion model of where each segment will
likely move each frame is used to track each segment, in an attempt to robustly
track the segments.
Modelling the human body as a solid object that moves linearly frame-per-
frame works poorly for the entire body, but the same model works quite well
for smaller body parts.
No grouping was implemented in this attempt, as it was observed that the
algorithm did not work well enough before the grouping logic was implemented.
A.3.1 Implementation
Initialization
Split the point cloud of the ﬁrst frame into two segments using k-means with
random initial centers. For each segment, store segment center, standard devi-
ation in x-, y- and z-directions and the frame-per-frame movement (set to 0 for
the ﬁrst frame).
Update step
Look at the segments' data from the previous frame. Calculate newly predicted
segment centers based on the previous segment center position added with the
frame-per-frame movement.
For each point in the new frame, calculate its likelihood to belong to each
segment based on their predicted center position and their standard deviations.
If the highest likelihood is above a threshold, the point is considered to belong
to the segment.
For each segment, execute principal component analysis. If the quota be-
tween the ﬁrst and second components is below a threshold (meaning that the
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segment is long, and approximately tube-shaped), split the segment using k-
means with two random initial centers.
A.3.2 Results
This algorithm does not work well enough to track segments at all. It is un-
able to "naturally" split bodies into body part segments, which clearly shows
the advantages of basing segmentation on the k-means algorithm, despite its
problems.
A.4 Attempt 4
Similar to Attempt 2, this algorithm relies on k-means to split the cloud into
segments, that are compared with the segments from the previous frame. A
connection graph is calculated, which shows which segments are connected to
which. If a connection appears that was not in the previous frame, it is likely
that two bodies are colliding, and such connections can be treated with extra
care: for each colliding segment, let the grouping of the segment be the same as
the grouping of the majority of its neighbours.
Initialization
Split the point cloud of the ﬁrst frame into two segments using k-means with
random initial centers. For each segment, store segment center, standard devia-
tion in x-, y- and z-directions and the connection graph (assume that the initial
segments are not connected).
Update step
Use k-means to split the new cloud into segments, using the segment centers
from the previous frame as the initial centers. Calculate a connection graph
of which segments are connected to which by the performing the connection
algorithm described in Section 5.1.10 on each segment pair.
For each segment, compare to segments from the previous frame (based on
center position and standard deviation). If they are similar enough, let the new
segment have the grouping of the segment from the previous frame.
For each segment not mapped to any segments from the previous frame, let
these segments be grouped to the same group as the majority of their neighbours.
If they have no neighbours, they are grouped to new groups.
Compare the new connection graph with the connection graph from the
previous frame. If there are any new connections, where the two segments
belong to diﬀerent groups, let those segments belong to the same group as the
majority of their neighbours. This attempts to solve the problem of segments
"jumping" from one body to the other.
A.4.1 Results
This algorithm runs as fast as Attempt 2 yet is more stable. The handling of
collisions is not ideal. For example, if one person's hand touches another person's
stomach, the hand is likely to have more neighbours on the other person.
Similar to Attempt 2, this algorithm has the problem of each scene requiring
diﬀerent thresholds to obtain a reasonable number of segments.
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A.5 Attempt 5
This algorithm is almost identical to Attempt 4. The diﬀerence is that grouping
is completely based on the connection graph. The segments that have detected
faces are stored, and which group a segment belongs to is based on which face
segment it is connected to. Should a segment become connected to more than
one face segment in one frame, any new connections established that frame are
invalidated. These invalidations are saved, so that if a face is no longer visible
in a future frame, the bodies will remain separated as long as it is the same
segments connect.
A.5.1 Results
This algorithm works well. It performs as well as Tracker 2 and Tracker 4,
yet is more reliable. It shares the problem of Tracker 2 and 4 of relying on
scene-dependent parameters.
A.6 Attempt 6
This is the algorithm described in Section 5.1.10. The main diﬀerence between
Attempt 5 and Attempt 6 is that the latter checks the sizes of each segment and
splits them if they are too large. This resolves the problem of scene-dependent
parameters to obtain a reasonable number of segments.
A.7 Attempt 7
One big remaining problem of Attempt 6 is that is assumes that the faces are
visible before the people touch each other. This algorithm attempts to solve this
problem by not relying on faces for grouping. Instead, any number of segments
that are connected for a number of frames in a row are considered to belong
to the same group. If a grouped and an non-grouped segment are connected
for a number of frames in a row, the non-grouped segment is considered to
belong to the same segment as its neighbour. If a non-grouped segment has
multiple neighbours of diﬀerent groups, the segment is kept non-grouped. If
two segments that belong to diﬀerent groups are connected, those connections
are invalidated.
A.7.1 Results
This algorithm does not work, as the same body tends to create multiple sepa-
rated groups.
A.8 Discussion
Because the assumption that faces were detected before diﬀerent people held
true in all tests at the time, and because Attempt 6 was shown to be able
to quickly recover in synthetic tests where the detected faces were removed
before two people touch each other as soon as the people stop being in contact,
development of Attempt 7 was stopped, and Attempt 6 was deemed the most
promising candidate.
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Appendix B Modiﬁed tracker mapper details
This appendix describes the changes made to the Tracker mapper in the Mod-
iﬁed tracker mapper. The changes are designed to compensate for hardware
limitations like the blind spots near the corners and bottom of the screen, as
well as software limitations like poor calibration in certain regions when using
the Depth-based Kabsch calibration. The changes are as follows:
1. The noise-detection of segments was changed to look at the number of
segments in the group, instead of looking at the number of neighbours to
the considered segment.
2. Groups that have detected arms are identiﬁed. An arm segment is deﬁned
as a segment with only one neighbour, whose direction from that neighbour
is close to
(
0 0 −1)T . The distance to such groups was increased, as
they are likely to be closer to their touch points, and they may incorrectly
be mapped to touch points far away if the other person's arm is not seen.
However, this is only done if some suggested arm segment have a lowest
z-value than their group. If not, it is likely that only half an arm is visible
and the group should thus not be considered to have a "complete" enough
arm for this eﬀect to be considered.
3. Instead of comparing segment centres to the touch point, the closest point
in each segment are compared instead.
4. When searching for the segment to be considered closest to a touch point,
only the three closest segments are checked. If three are invalidated, the
rest are skipped as it is unlikely that any other segments are correct.
5. Identify hands, deﬁned as segments in each non-zero group that have the
lowest z-value of the group, and lower the distance to them. This decreases
the probability of mapping touches to segments that are likely not hands.
6. Use Euclidean distance instead of Manhattan distance when comparing
distances when ﬁnding the closest segment to each touch point.
7. If the largest z-value of a hand is smaller than the z-value of the touch
point (added with a small margin of 50 mm), it's unlikely that group.
This test is only done if no segment is very close to the touch point, as in
rare cases reﬂections in the screen can cause arms to seem to be "behind"
the screen and incorrectly activate this. An example of a frame solved by
this change can be seen in Figure 47.
8. Remove segments that have fewer points than a threshold if the same
applies to all their neighbours.
9. If a segment is skipped, it is checked if it lies very close to the touch point.
If so, it was likely "correct" but perhaps could not be mapped to a face.
If so, do not to map the touch to any segment instead of continuing to
look for other candidate segments.
10. Detect heads. Heads are deﬁned as the segment with the highest y-value
in a group. Prevent heads from being mapped to touches. Heads tend
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to get mapped in some situations with limited view of the arms, as the
heads "pop out" forwards. However, a check for the lowest y-value in a
"head" segment is done; if it is lower than some centre in the group, it is
probably both a head and other parts of the body lumped together, and
thus it should not be excluded (as it could include arm parts).
11. Lowered jump_thresh to 200 mm from 250 mm.
12. Disconnected hands are identiﬁed. A disconnected hand is deﬁned as
a segment that has one fairly close neighbouring segment (but one not
already connected in the connection graph), with the property that the
average direction from the neighbour's neighbours should point almost
directly at the segment. The segment must also contain at least 750
points (so that noise is not incorrectly identiﬁed as a disconnected hand).
Disconnected hands are reconnected in the connection graph, and grouped
to the same group as the rest of that person. An example of a frame solved
with this change can be seen in Figure 48.
13. For very low touch points (y values lower than -900 mm), increase distance
from people who are not bent down. A person is considered "bent down"
when the segment with the highest y-value has at least two segments in its
group whose y-values are within 135 mm. This should only not be true for
people who are standing up with their heads clearly visible, or for people
whose one arm is stretched upwards (both making them highly unlikely
to touch a point so far down). An example of a frame solved by this can
be seen in Figure 49.
14. If the distance to at least two hands is within a certain threshold (350
mm), the actual distance is no longer a good measurement for which one
the point should belong to. Instead, the angle should be the most im-
portant factor. Look at the neighbour to each hand, and the vector from
the neighbour to the hand. How "close" the touch is to each segment is
determined by how well the touch point aligns with this line.
15. "X-discrimination". The distance from segments whose centre x-value is
far from zero are decreased. The reasoning is that for points near the
centre of the screen, their arms should be more visible and thus they
should already be closer to their touch points, whereas arms further in
the x-direction are more likely to not be visible, and this compensates for
that. An example of a frame solved by this can be seen in Figure 50.
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Figure 47: An example of a frame solved by the change described in number 7 in
Section 6.2.6. Here, the hand and arm of the person on the right is not visible.
The person on the left, on the other hand, has a visible arm which would have been
incorrectly mapped to the touch point if it was not for this change, which detected
that the arm goes further in the z-direction than the touch point and thus is unlikely
to be the correct arm.
Figure 48: An example of a frame solved by the detection of "disconnected hands" as
described in change number 12 in Section 6.2.6. Here, the hand segment's connection
had been invalidated (due to the segment earlier belonging to the other person, and
then jumping over without getting detected as a "jump"; this is the only frame in all
available test data where this speciﬁc error happens). Once the hand segment was
reconnected, the touch point (black diamond shape) could be correctly mapped to the
person on the right.
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Figure 49: An example of a frame solved by the detection of "bent down" users as
described in change number 13 in Section 6.2.6. Because of the poor coverage near
the bottom of the screen, the arm of the person on the left touching the touch point
(black diamond shape) is not seen. Based purely on distance, the person on the right
is closer, but by identifying that the person on the left is bent down, the point can be
correctly mapped.
Figure 50: An example of a frame solved by the detection of "X-discrimination" as
described in change number 15 in Section 6.2.6. Because of the arm on the right is
near the center of the screen, it is assumed that if it was touching the touch point
(black diamond shape), it would have been closer to the touch point.
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