ABSTRACT To quantify the perceptual quality of the color image, a novel reduced-reference computational model is proposed in this paper. The proposed metric, named regularity of color distribution measure, is designed to measure the difference of the color distribution regularity between the reference image and the distorted one. In particular, three kinds of channels (bright channel, median channel, and dark channel) are first extracted from the color image. Then, a fractal analysis is employed to characterize each channel by fractal dimension. Finally, we make use of fractal dimensions extracted from channels to predict the image quality. The proposed metric is evaluated on three largest color image databases (TID2013, CSIQ, and LIVE databases) and experimental results indicate that our metric achieves excellent performance.
I. INTRODUCTION
Image quality assessment (IQA) aims at designing a computational model to predict the quality of images, which is an active topic in image processing and has a wide range of applications [1] , [2] , such as image compression, social networks, healthcare. Generally speaking, there are three types of methods for evaluating image quality: Full-Reference IQA (FR-IQA) methods, No-Reference IQA (NR-IQA) methods, and Reduced-Reference IQA (RR-IQA) methods. FR-IQA needs to provide a complete original image, while NR-IQA does not require the original image. The purpose of the paper focuses on the RR-IQA, where partial information about the original image is available.
In the literature, the first successful RR-IQA is WNISM presented by Wang et al. [3] . It models the coefficients distributions of the image in wavelet domain by generalized Gaussian density function and utilizes the Kullback-leiber distance to measure image degradation. To further improve the performance of WNISM, the divisive normalization transformation is applied by Li and Wang [4] to remove the coefficient correlation in wavelet domain. Owing to the multi-scale nature of the human vision system, Gao et al. [5] suggested to measure the image quality based on the geometric features of multiscale geometric coefficients. Based on information theory, RRED [6] proposed by Soundararajan calculates the local entropies of wavelet coefficients to measure the image quality. In [7] , the Singular Value Decomposition (SVD) is employed to extract the singular values of the image as image features to quantify the image quality.
Although all these methods work well on RR-IQA, they only evaluate gray image and do not make use of any image color information. In practice, color plays a vital role in many applications [8] , [9] , such as 3DTV, recognition. However, how to encode the color information for RR-IQA is challenge problem. To answer this challenge, in this paper we propose a reduced-reference image quality assessment metric, called Regularity of Color Distribution Measure(RCDM), which can handle color image quality evaluation.
The proposed metric provides prediction of the image quality by characterizing spatial regularity of the color distribution. In particular, three kinds of channels (bright channel, median channel, and dark channel) are first extracted from the color image. Then fractal dimension is utilized to encode each channel and concatenated as the image features. Finally the image features are pooled as the quality score. The proposed metric is evaluated on TID2013, CSIQ, and LIVE databases, experimental results indicate that the proposed metric has a good performance.
The rest of this paper is organized as follows: Section II reviews the related work. Section III describes RCDM in details. In Section IV, experimental results are presented. Finally, in Section V, conclusions are made.
II. PRELIMINARIES
In this section, we first describe the dark, median, and bright channels of the image. Then we introduce fractal dimension which is used to encode the channels of the image.
A. DARK, MEDIAN, AND BRIGHT CHANNELS
Given a RGB color image I , the dark channel is defined as the minimum intensity in a patch as follows,
The median channel is defined as the median intensity in a patch as follows,
The bright channel is defined as the maximum intensity in a patch as follows,
where I C is a channel of a RGB color image I for a pixel and (i) is a rectangle patch centered at pixel i. In our implementation, a patch with 5 × 5 size is used to compute the channels. For visualization, Fig 1 shows the example of the bright, median, and dark channels of the image ''I07'' taken from TID2013 database. It can be seen that the bright channel of the image is some pixels having high intensities in one color channel of the RGB and the dark channel is lacking color in any color channel. Thus, the bright, median, dark channels can reflect the color distribution information in some sense.
B. FRACTAL DIMENSION
Since the natural image can be modeled by isotropic fractal, thus, fractal dimension can be used to encode the image [10] . In this paper, we use the differential box counting (DBC) method to estimate the fractal dimension. The DBC fractal dimension is defined as
where, N r is the number of boxes of size r needed to cover the image surface. For more detailed information about DBC method, please refer to [11] . In this work, fractal dimension is adopted to encode the color image. To illustrate that the bright channel, median channel, and dark channels can be modeled by the fractal, Fig. 2 shows the behaviors of the bright, median, dark channels by log-log fitting of boxes number versus box scale. We can see that the three kinds of channels do follow some power law. What's more, it also can be found that the fractal dimensions for different channels are different. Base one above analysis, fractal dimension can be employed to encode the bright, median, dark channels of the image. (1)- (3) shows the corresponding boxes number versus box scale in Fig. 1(2) - (4) whose slops are 2.3481, 2.2948, and 2.2628 in log-coordinates system, respectively. It can be found that the fractal dimensions for different channels are different.
III. PROPOSED METHOD
The procedure of the proposed metric is illustrated in Algorithm 1. 
2: Extract Bright, Median and Dark channels of I r , I d ,
3: Encode each channel by fractal dimension(FD), 
A. FEATURE EXTRACTION
Since the gradient field of the image can offer structural information, to which the human visual system is highly sensitive [12] , [13] . Thus, given a color image I , the image directional derivatives along two directions are first computed by convolving an image with operators, here we use the Prewitt gradient operator. The horizontal and vertical direction derivatives of I in the RGB color system are defined as follows,
where equation ⊗ denotes the convolution operation. For visualization, Fig. 3 shows the horizontal and vertical direction derivatives of the image in Fig. 1(1) . We can see that the directional edge features of the image can be efficiently extract.
With equations (1, 2 and 3), the color images can be decompose to several bright, median, dark channels. Then we encode each channel using fractal dimension. Thus, the bag of fractal dimensions can be obtained for the given color image I as follows,
By using RCD, our approach can capture the regularity of color distribution information. For each channel, we get one fractal dimension feature. Since 9 channels are used. Thus the length of the image features is 9.
B. QUALITY INDEX OF RCD
After the RCD features of the original image I r and the distorted image I d have been obtained, the RCD measure, denoted as RCDM, can be calculated by utilizing the 1 distance as follows,
The lower the RCDM value, the better image quality. Clearly, if RCD(I r ) and RCD(I d ) are the same, RCDM will achieve the minimal value 0.
IV. EXPERIMENT A. RR-IQA EVALUATION PROTOCOL
To evaluate the proposed RCDM metric, TID2013 image database [14] , CSIQ image database [15] , and LIVE image database [16] image offers a subjective score in terms of (Difference) Mean Opinion Scores (DMOS/MOS).
To evaluate the performance of the IQA methods, the Pearson linear correlation coefficient (PLCC), the Spearman rank-order correlation coefficient (SROCC), the Kendall rank-order correlation coefficient (KROCC), the root mean square error (RMSE), and the mean absolute error (MAE) are employed. Generally speaking, a good RR-IQA method should have higher SROCC, KROCC and PLCC, while lower RMSE and MAE values. Moreover, the following nonlinear logistic regression function is required to map the objective scores to the subjective scores (MOS/DMOS) [17] ,
where x is the objective score obtained by IQA metric, f is the mapped scoe, and β i , i = 1, 2, . . . , 5 are the parameters to be determined during the fitting process. The proposed metric is compared with the representative RR-IQA metrics: SSRM [11] , SRRM [18] , WNISM [3] , RR-SSIM [19] , SPCRM [20] , RRED [6] , SVD [7] , and the FR-IQA metrics: SSIM [21] and PSNR. Table 1 lists the experimental results of the RCDM and the compared metrics on three databases. The best results of RR-IQA are highlighted underlined. Compared with RR-IQA metrics, it can be seen from Table 1 that RCDM performs the best on CSIQ and LIVE databases, and has a similar performance with SRRM on TID2013 database. Compared with FR-IQA metrics, RCDM performs much better than PSNR on three databases, while it only performs better than SSIM on CSIQ database. Moreover, the average PLCC, SROCC, and KROCC results over three databases are also provided in Table 1 . There are two kinds of average scheme, in the first scheme, the performance index is directly averaged. In the second scheme, the performance index is weighted by the size of database. We can see that RCDM performs the best or near the best on average compared with RR-IQA/FR-IQA metrics. In addition, Table 1 also gives the length of image features used by IQA metrics. The feature lenth of RCDM is longer than RRED, while it shorter than SSRM, SPCRM, RRED, WNISM, SVD, SSIM and PSNR. What's more, to compare the computational complexity, Table2 lists computation time of each metric. Compared with FR-IQA metrics, RCDM takes more time than SSIM and PSNR. Compared with RR-IQA metrics, RCDM takes more time than SSRM, but less time than SPCRM, RRED, WNISM and SVD.
B. OVERALL PERFORMANCE COMPARISON
For visualization, Fig. 4 shows the scatter plots of subjective scores versus objective scores obtained by IQA metrics (including RCDM, SRRM, SSRM, WNISM, SPCRM, RRED, SVD, SSIM and PSNR) on CSIQ database. Each point in graphs denotes a distorted image and the curves are obtained according to (11) . Compared with other IQA metrics, the scatter plot of the RCDM is more compact, which means that the objective score obtained by the proposed metric has strong correlation with subjective score.
C. PERFORMANCE COMPARISON ON INDIVIDUAL DISTORTION TYPES
To evaluate the performance of the IQA metrics on difference image distortion types, we conduct experiment on TID2013, CSIQ, and LIVE databases. TID2013 database contains 30 types of distortions. CSIQ database includes 6 types of distortions. LIVE database contains 5 types of distortions. There are 41 groups of distortions in total. Table 3 lists the experimental results in terms of SROCC. The best results are highlighted underlined. We can see that SVD and RRED are always better than other RR-IQA metrics. However, as previously mentioned, the RCDM is much better than SVD and RRED on TID2013, CSIQ, and LIVE databases. Referring to the scatter plot of SVD in Fig. 4 , in which different color denotes different type of distortion. We can see that only the points with the same color are more close to each other, which is the reason that SVD perform well on specific types of distortions while it can not perform well on the whole database. In other words, SVD is not stable across different distortion types.
V. CONCLUSION
In this paper, we introduced a new RR-IQA metric for color image quality assessment based on the regularity of color distribution. First, we extract bright, median, and dark channels from the color image. Then fractal dimension is employed to encode each channel and concatenated as the image features. Finally we make use of fractal dimensions to predict the image quality. A comparison of our metric with the representative RR-IQA metrics and classical FR-IQA metrics is conducted on three databases(TID2013, CSIQ and LIVE). Experimental results confirm the effectiveness of our metric. In addition, the proposed metric is efficient. Unlike the most RR-IQA metrics which need to decompose an image into different frequency sub-bands, our metric does not require such expensive processing steps. What's more, the proposed approach is low data rate. The feature length is only 9. In future work, we will study the application of the RCDM to video and 3DTV quality estimation.
