In this paper, we propose to use the deep learning technique to estimate and predict the torso direction from the head movements alone. The prediction allows to implement the walk-in-place navigation interface without additional sensing of the torso direction, and thereby improves the convenience and usability. We created a small dataset and tested our idea by training an LSTM model and obtained a 3-class prediction rate of about 90%, a figure higher than using other conventional machine learning techniques. While preliminary, the results show the possible inter-dependence between the viewing and torso directions, and with richer dataset and more parameters, a more accurate level of prediction seems possible.
INTRODUCTION
Navigation is one of the most important primitive task in virtual reality [Bowman et al. 2004] . One popular method of navigation technique is the walk-in-place in which the user's body and motion is used to directly and experientially control the navigation direction and locomotion, rather than indirectly using an interaction controller [Jaeger and Mourant 2001] . Such a method is desirable because in addition to being metaphorically and experientially similar to real walking and involving the whole body, it can also reduce Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). VRST '19, November 12-15, 2019 , Parramatta, NSW, Australia © 2019 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-7001-1/19/11. https://doi.org/10. 1145/3359996.3364709 the level of sickness due to the inherent vection in virtual navigation [Templeman et al. 1999] . It is also attractive in that it does not require large operating space nor position tracking (with a starting reference direction).
An ideal implementation of the walking-in-place method requires the separate sensing of the viewing direction (e.g., head/gaze) and the moving direction (e.g., torso, body) so that the user is free to view any direction during navigation [Feasel et al. 2008] . Head/gaze direction is easily obtainable from the gyro sensors of the head mounted display, however, the direction of the body/torso often involves another sensor to be worn on the body [Park et al. 2018 ], which incurs cost and lowers convenience and usability. Note that there have been rather unintuitive attempts to specify the navigation direction using methods other than by sensing the torso direction, e.g., using an interaction controller or tilt gestures [Wang et al. 2018] .
In this paper, we propose to use the deep learning technique to estimate and predict the torso direction from the head movements alone. The viewing and moving directions are theoretically independent, however, in practice, in most cases, they tend to be not so disparate for ergonomic reasons -e.g., it is quite difficult to look to the right while moving to the far left. Thus, this work starts from the possibility of such inter-dependence.
EXPERIMENT 2.1 Dataset
We first created a dataset in order to train the deep neural network. The data needed would basically consist of records of the various torso directions for different viewing directions. Ten male participants (average age 27.5, std. 3.27) were asked to carry out the following tapping-in-place (a particular form of the walking-inplace) navigation tasks [Nilsson et al. 2013 ] from which the data were collected (see Figure 1) .
The user was asked to face the front (north) direction (fixed reference) and navigate 40 steps while turning one's head to the right, left and middle (i.e., no turning of the head). Note that the actual turning angles to the right or left were all different between the trials and participants, but would vary approximately between little over 0 to 90 degrees in the extreme. The cases of viewing to the right and facing to the left (i.e., relative angle greater than 90 degrees, i.e., opposite directions) and vice versa were not included as such cases are rare in practice. The trials were repeated 3 times per each participant in four absolute reference directions (north, south, east and west) accumulating a data of 4800 steps (and associated records). While the records included the full 6DOF values (viewing/torso position and pose), we only used the 2D absolute position of the user (x and z values: horizontal plane of the floor) and angle difference about the yaw (y-axis: head-up direction) for the training and application. 
Deep Learning Architecture
The long short-term memory (LSTM) model was chosen as the deep learning architecture to handle the motion data incoming in time [Hochreiter and Schmidhuber 1997] . The input of the network was a set of 10 data points sampled from the motion data with the space of 5 timestamps apart (10 motion data with of 3 features). The output is a set of three soft-maxed neurons (e.g., torso is facing to the right, left, or same direction with respect to the viewing direction). For now, only three approximated outputs were classified, but in the future, our purpose is to be more exact. We used two LSTM layers with 500 and 100 neurons each. Tanh function was used as the activation function within the LSTM, and the batch normalization was applied and dropout with a rate of 0.3 (see Figure 2 ). 
Results
The 5-fold cross validation was used to evaluate the prediction performance. The LSTM performance was compared to those by other popular prediction techniques such as the decision tree (DT) (with maximum depth of 50), random forest (RF) (with maximum depth of 50 and 500 estimators) and K-nearest neighbors (KNN) (5 neighbors). Table 1 shows the results. The LSTM exhibited the highest prediction rate of nearly 90% with the lowest deviation while other methods more or less at 80% marks.
CONCLUSION
In this paper, we proposed to predict the torso direction solely from the head movements using the deep learning approach. Our results are only preliminary as the data set did not include all possible relative angle combinations between the viewing and body directions.
Other effects of parameters must be considered such as the user height, roll and pitch angle, velocity, etc. The prediction rate of 90% is still promising and we plan to also apply the on-line learning technique to improve the accuracy by personal customization.
