We obtain the uniqueness and blow-up profile of positive least energy solution of a critical exponent problem with Hardy potential in a ball.
Introduction
In recent years considerable attention has been given to the behavior of positive solutions of the elliptic problem is in fact not achieved by any u ∈ H 1 0 (Ω). As a consequence of Hardy's inequality, the spectrum of the linear elliptic Hardy-Sobolev operator is discrete iff µ < µ and is contained in the positive semi-axis. Each eigenvalue λ i (µ), i � 1 is isolated and has finite multiplicity. The smallest eigenvalue λ 1 (µ) is simple and λ i (µ) → +∞ as i → +∞ (see for example, Cabré and Martel [4] ). Moreover, each eigenfunction e i corresponding to λ i (µ) belongs to the space H where 0 ∈ Ω ⊂ R N , N � 3 and µ < µ. For this problem, Jannelli [13] proved the following: If 0 � µ � µ − 1, then (1.4) has a positive solution u ∈ H 1 0 (Ω) for all 0 < λ < λ 1 (µ). Furthermore, she proved that if µ − 1 < µ < µ, (1.4) has a positive solution u ∈ H 1 0 (Ω) if and only if λ ∈ (λ � , λ 1 (µ)) for some λ � ∈ (0, λ 1 (µ)), when Ω is the ball and (1.4) has no positive solution for all λ � λ � where λ � = min A natural question that arises is if the positive solution obtained by Jannelli is unique or not. Also note that if λ = 0, (1.6) does not admit any non-trivial solution because of Pohozaev identity. In view of this, it is interesting to see how the positive solution behaves as λ goes to zero. We address these two issues in this paper. We restrict to N � 5 and consider the problem for λ = ε small, . We first establish the uniqueness of positive solutions of (1.6) independent of ε > 0 in the following theorem. Theorem 1.1. Let ε > 0 be fixed and u ε ∈ H 1 0 (B) be a weak solution of (1.6). Then there exists at most one solution.
Remark 1.1. Note that this result is independent of ε > 0 as long as we know the existence of solutions, which follows from the results of Jannelli. To our knowledge, the uniqueness result for positive solutions for the critical exponent problem for the Hardy-Sobolev operator is not known while for the subcritical case, it follows from a slight modification of the results of Atkinson and Peletier [2] and can also be found in Cao and Peng [5] . Interestingly, non-uniqueness results for positive solution in general domain with the critical nonlinearity f (x, u) = K (x)u 2 � −1 + λu are available when K (x) changes sign, unlike our case (see Chen [7] ). The uniqueness of positive solutions for µ = 0, the Laplacian critical exponent problem in a ball was independently proved by Adimurthi and Yadava [1] , Srikanth [16] and Zhang [18] .
Next we study the asymptotic behavior as ε → 0, of the least energy solution u ε at the origin which is a singular point of u ε and describe the shape of u ε (x) when x is away from the origin. For µ = 0, Brezis and Peletier [3] conjectured that if Ω ⊂ R N has smooth boundary and N � 4, then along a subsequence
where R is the Robin function and ∇ R(
Han [11] and Rey [15] proved this conjecture. Furthermore they showed that for any
(1.9)
For similar results for the mean curvature operator, see del Pino and Guerra [9] . We prove here the analogue of Brezis-Peletier conjecture [15] for the Hardy potential, showing that the function u ε concentrates at the origin and falls to zero at other points in this case also. Let
(1.10)
Recall that u ε is the least energy solution of (1.6) if u ε is a weak solution of (1.6) and it satisfies
(1.11)
We also introduce the associated limiting problem, in (0, ∞)
(1.12)
We define the positive constants β 1 and β 2 as
Our next result describes the asymptotic behavior of u ε , namely the concentration at the origin, when µ < µ − 1.
be the solution of (1.6) satisfying (1.11), then along a subsequence
(1.13)
provided µ < µ − 1.
Our next theorem treats the case when µ = µ − 1.
( 1.16) When N = 4, notice that µ � µ − 1 reduces to µ � 0 and hence for µ = 0 in dimension 4, (1.6) reduces to the critical exponent problem for Laplacian and hence we can apply the results of Rey [15] to prove the result (1.7) for the case N = 4. The problem for nearly critical case, f (u) = u 2 � −1−ε , was studied by Cao and Peng [5] for (1.1)
with Dirichlet boundary conditions in a ball. They proved that the profile of the least energy positive solutions is given by
and when
This paper is organized as follows: in Section 3, we study the symmetry of positive solutions on a ball and hence reduce the problem (1.6) to an ordinary differential equation. In Section 4, we study the nondegeneracy of the ordinary differential equation and show that the positive solution is unique. In Section 5, we study the profile of the positive solution near the origin and away from the origin. Finally in Section 6 and 7, we prove Theorems 1.2 and 1.3.
Preliminaries
We define u ε ∈ H 1 0 (B) to be a weak solution of (1.6) if u ε satisfies
. It is well known that the solutions of Euler-Lagrange equation of the functional
are the weak solutions of (1.6), satisfying the above equation. Also using (1.11) we can show that
for some constant independent of ε. 
holds for r sufficiently small. Note that the fundamental solution of
is given by
Remark 2.2. By the results of Terracini [17] , the problem on the whole space
for any λ > 0 has solution of the form
Note that there is a conformal invariance, that is if U is a solution of (2.5),
is also a solution. It is worth noting that U λ does not belong to L ∞ (R N ) as soon as µ > 0, because of the singularity at zero. Moreover, the quotient defined in (1.10) is
(2.9) 
where g : R → R is a continuous increasing function with g(0) � 0, then u is radially symmetric about the origin.
. It is enough to show that u is symmetric with respect to each coordinate axis. We show this for x 1 axis, in particular we prove that for each
From the same argument it will follow that for
and hence the symmetry of u about the hyperplane {x 1 = 0} will follow.
Let us start moving the planes in the positive direction, starting from x 1 = −1. Let the hyperplane and the reflected cap be
Define the reflection of x = (x 1 , x � ) with respect to T α as
and define the functions
Since u has a singularity at 0, we define for α ∈ (− 1 2
, 0) the reflection of 0 on T α as O α and remove this point from the reflected cap by defining
At the point P ∈ ∂ B, where x 1 = −1, u ∈ C 1 up to the boundary and u > 0 in the interior and −�u � 0 in any small ball B r ⊂ B touching ∂ B at P . Hence by the Hopf maximum principle, ∂u ∂n (P ) < 0 where n is the outward unit normal to ∂ B at P . Since n is along the negative x 1 axis,
Thus by continuity of ∂u ∂x 1 near P , this inequality persists and hence for α close to −1 we
It is easy to verify that w(x, α) satisfies onΣ α ,
� . 
Thus we obtain from (3.5)
First of all we observe that by the continuity of w, we have w(x, α 0 ) � 0 inΣ α 0 and by strong maximum principle w(x, α 0 ) > 0 inΣ α . We need to show that α 0 = 0. For that, we have to eliminate the case −1 < α 0 < 0. We will do this by showing that if −1 < α 0 < 0, then w(x, α) � 0 onΣ α for α > α 0 near α 0 , by a perturbation argument, contradicting the maximality of α 0 . We have to consider two cases:
(see Fig. 1 ).
In this case, the reflection of the singular point is not in the reflected cap. Note that w vanishes on the boundary intersecting the hyperplane T α . Hence we write the reflected cap as the union of two setsΣ
for a suitable compact set K and use different arguments in each set to conclude the nonnegativity of w(x, α) for α > α 0 close to α 0 .
We need the following maximum principle in Narrow domains:
with L ∞ coefficients and uniformly elliptic
for some positive numbers c 0 and c 1 and x ∈ R N and let
(3.10)
Assume that the diameter of Ω is less than or equal to d. Then there exists δ > 0 depending on N, d, c 0 and b such that whenever
we have w � 0 in Ω provided the measure of Ω is less than δ.
Applying this lemma to w on Σ α , for −1
with L = � and Ω = Σ α , as the coefficients are uniformly bounded and the diameter is less than one, we get a δ, depending only on N such that for any sub-domainΩ ⊂ Σ α with |Ω| < δ Lw � 0 inΩ; w � 0 inΩ (3.12) which implies that w � 0 onΩ . Now we choose a compact subset K of Σ α 0 such that
Since w(x, α 0 ) is positive continuous function on the compact set K , there exists θ > 0 such that
Using the continuity of w with respect α we get for � > 0 small
(3.14)
Also by the continuity of measures
and for � > 0 small enough we have
Thus w(x, α) � 0 on Σ α for α 0 < α < α 0 + � which contradicts the maximality of α 0 . Suppose this is not true, then there exists a sequence {x n } and {α n } such that x n → O α 0 , α n ↓ α 0 and w(x n , α n ) � 0 and hence
Thus for a subsequence, again denoted by the same index, {u(x α n n )} converges and
These points {x α n n } lie in a small neighborhood of O α 0 . We will arrive at a contradiction to this inequality by using the properties of w(x, α 0 ).
In any small ball B r (O α 0 ), we have
and hence by the maximum principle in a punctured ball (see [8, 12] ), for all
(3.20)
In particular, for any sequence {z n } converging O α 0 for large n,
In order to use this estimate to arrive at a contradiction to (3.18), we choose the sequence z n = {x α n n } α 0 . Then the above inequality contradicts (3.18). Hence there exist � > 0 and r > 0 such that for α 0 < α < α 0 + � . In this case, O α 0 = P , the boundary point with
We get a contradiction to this by applying the maximum principle in a small punctured disc around zero to conclude that u(x α n n ) > δ, for some δ > 0. Thus in all the cases, the maximality of α 0 is contradicted and hence it has to be 0 and u is symmetric in x 1 . This completes the proof. ✷ Remark 3.1. The solution u ε = u ε (r) can be characterized in the following way. We define v ε (r) = r ν u ε (r), then we have , we obtain that y ε is in
and it solves the exterior problem
where T = ( α R ) α . Using (3.26) and the Emden-Fowler transformation, we see that y ε , solution of (3.27) satisfies
We also have, using y ε (T ) = 0, and Hölder inequality
First note that y �� ε (t) < 0 and hence y � ε (t) is decreasing. Initially y � ε (T ) is positive. Clearly, y � ε (t) → 0 as t → +∞, for otherwise y ε would become negative, which is not possible. Also we can conclude that y ε (t) → γ ε > 0, some positive constant as t → ∞. As 
Uniqueness of positive solution
To prove Theorem 1.1, we will use the following lemmas. We introduce the Hilbert space
Observe that for y ∈ H, by Hölder's inequality, y ∈ L 2 ((T , +∞);
Lemma 4.1. The following exterior problem, for ε > 0 fixed,
has at least one solution in H with Morse index one. Moreover, this weak solution is also in C 2 (T , ∞).
Proof. We define the functional J on H as
This functional is C 2 on the space H and has mountain pass geometry. Then by mountain pass theorem, there exists a solution y of (4.1) in H and the Morse index of this solution is less than or equal to one. We know that y � (t) > 0. As the solution of (4.1) is obtained by mountain pass theorem, Morse index of y is less than or equal to one. Recall that the Morse index of y is the dimension of the space E − where
From the definition of J , it follows that for φ ∈ E − ,
and the dimension of this space is less than or equal to one. Clearly y contributes one to the Morse index as
This implies Morse index of y is exactly one. Using elliptic regularity theory, we conclude that any positive weak solution is in C Remark 4.1. One can show that the Morse index of a solution, defined as the dimension of the space E − , is also the same as the number of eigenvalues (counted according to algebraic multiplicity), which are less than one, for the linearized problem
Observe that for this equation any weak solution is also a classical solution and vice versa. Thus the number of eigenvalues of this problem which are less than one remains the same whether we consider the space H or
Hence we conclude that the Morse index of the solution y is one in both the spaces H and C.
Lemma 4.2. Any positive solution y of (4.1) in H satisfies the following Pohozaev identity,
Proof. Let
Multiplying (4.1) by t y � and integrating by parts in (T , t 0 ), we obtain
Multiplying (4.1) by y and integrating by parts in (T , t 0 )
Substituting (4.9) in (4.8) we obtain ) = 0, we obtain the Pohozaev identity as
Hence we can write (4.11) as ε α Proof. If possible let y be degenerate. Then the linearized problem admits a non-trivial weak solution in H. This will also be in C 2 (T , ∞). Our aim is to arrive at a contradiction to the fact that y has Morse index one, by constructing two linearly independent functions in E − , using z. Multiplying (4.13), by y and integrating by parts we obtain
(4.14)
Hence z surely has to change sign in (T , ∞). We now proceed to find a zero of z. Define G(t) = t y � (t), then we have
Similarly multiplying (4.15) by z and integrating by parts we obtain, T y
) with the inner product
Then y ∈ K and so is z. Then we have
where
and hence w changes sign.
Using the relation z = y + w in (4.16) and invoking (4.19), we must have
Also we have z � (t) = y � (t) + w � (t) and hence
Hence we conclude w � (T ) = 0. Plugging z = y + w in (4.13), we see that w satisfies the non-homogeneous equation
As w changes sign in (T , +∞), we can choose a 0 > T such that a 0 is the first point where w � (a 0 ) = 0. But integrating the equation for w between T and a 0 , we obtain w cannot be positive in (T , a 0 ).
Hence there exists some T 1 > T such that w is negative in (T , T 1 ). Hence w satisfies
Comparing the equation of z and w on (T , T 1 ), we conclude that z has to change sign on (T , T 1 ) and as a result there exists T 2 ∈ (T , T 1 ) such that z(T 2 ) = 0 where T 2 is the first zero of z after T . Since z � (T ) > 0 so z has to be positive in (T , T 2 ). Moreover, z(T 1 ) > 0, z has to change sign at least once in (T 2 , T 1 ). Hence there exists T 3 ∈ (T 2 , T 1 ) such that z(T 3 ) = 0 and T 3 is the second zero of z.
Now consider the first eigenvalue of the weighted eigenvalue problem with Dirichlet boundary
(4.25)
We choose δ in such a way that
Define the disjoint intervals I 1 = (T , T 2 +δ), I 2 = (T 3 −δ, ∞). Now let us consider the first eigenvalues of the problem (4.25) in each of the intervals I 1 and I 2 . By comparing (4.25) with (4.13) and using the fact that z changes sign in each of these intervals, we conclude that µ < 1. Then it is easy to check from the eigenvalue equation (4.25) that each of these eigenfunctions have to lie in E − , as they both satisfy (4.2). This implies that y has Morse index at least two, a contradiction to the fact that y has Morse index one. Hence (4.13) admits only nontrivial solutions. ✷ Now we consider the solutions of the following problem by shooting from infinity
y(+∞) = γ . 
. Then H is a positive and satisfy On the other hand, if we follow the continuous arc of solutions (H(γ ), ε 0 (
α ), the Morse index continues to be one, since the eigenvalues of the linearized problem vary continuously by Lemma 4.4. But by Lemma 4.3, H(γ 0 ) has to be nondegenerate, that is the linearized equation at γ 0 has only a trivial solution which is a contradiction to our claim above. Hence the uniqueness follows. ✷
Profile of the positive solution
In this section, we collect the essential estimates needed to get the asymptotic profile of the positive solution.
Lemma 5.1. Let y ε be a solution of (3.27) and let y ε (t) → γ ε > 0, as t → ∞. Then �y ε � ∞ = γ ε . Furthermore γ ε → +∞ as ε → 0.
Proof. Observe that y ε is monotonically increasing in [T , ∞). Thus its maximum will be γ ε . If possible, let γ ε be uniformly bounded. Then from (2.2), there exists a C > 0 independent of ε such that Remark 7.1. In a forthcoming paper, we show that the blow-up profile of positive solutions to (1.6) and Cao-Peng's [5] problem can be obtained without using the symmetry of the solutions.
