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ABSIJ.1RAC1r 
A computer technique is proposed.for a simple practical method 
of automatically designing skeletal structures. Dynamic programming 
is used to find the optimum geometric configuration of the structural 
n1embers, while the member sizes are proportioned by direct iteration. 
'l'he computational effort required to find the best possible 
design 1'or large structures can become unmanageable without the use of 
Dynamic Progranuning. 'l'his technique simplifies this problem by a. 
process ofirtermediate decisions which are made at ea.ch stage of the 
solution. 
Dynamic Programming is applied to tower structures which can 
be regarded as discrete subctruct~res. The configuration of each 
substructure is defined at its upper and lower interfaces by a,set of 
state variables. An optimum weight design can be found by selecting 
the best configuration and hence the best state variables at each 
interface. Each alteration of the geometric configuration of a sub-
structure effects its weight. Consequently, a. series of decisions based 
on accumulated weight must be made so that the chosen configuration 
at ea.ch interface produces the optimum weight design for the entire 
structure. 
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C H A P T E R 1 
IN'rRODUC'rION 
The design of the most efficient structure is generally the 
ultimate goal of every practising engineer. Many different criteria 
exist·for the achievement of this aim. 'l'hese include: least weight; 
fully stressed design;. and best g1=ometric configuration. Methods have 
been devised using these criteria, for the optimum design of space 
truss structures in particular. A number of mathematical techniques are 
difficult to apply to practical structures. 'l'he main reason for this 
is tlmt these methods become unmanageably complex when allowance is 
made for the many variables which exist. 
In this thesis, complicated mathematical techniques have been 
avoided. More attention has been devoted to efficient and practical 
methods of automatic computer design. A technique has been used in 
which the optimum geometric configuration together with the optimum 
member sizes are determined simultaneously. 
Practical aspects which have been included are the use of a list 
of. actual section sizes and the subdivision of the structure into inernber 
groups. 'l'he most suitable member pizes are selected from the lists 
provided. 'l'his ensures that both the analysis and design processes are 
carried out using 'true' values. The reduction of the variety of sections 
in a structure to a desirable minimum, is another aspect of practical 
design. This has been accomplished by preselecting member groups. 
Many of the other techniques do not recognise these aspects of design and 
.merely produce academic solutions. 
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The technique of Dynamic Programming has been chosen to 
determine the optimum rnember configurations since it lends its elf 
admirably both to the design process and to the deployment of these 
practical considerations. This technique was originally devisedby 
Bellman [1,2] for the solution of optimum control problems. Con-
siderable work on the theory has been done by Dreyfus [2], Aris [3] 
and Lar~on [4].· The amount of calculation involved in large problems 
is, however, prohibitive. Consequently, methods have been found to 
curtail the calculations, as reported by Larson [5]. These methods 
include the Dynamic Programming Successive Approximations technique [6] 
which is used in this thesis. 
The nature of the problems which can be solved by a Dynamic 
Programming technique, is essentially segmental. , These methods all 
use a systematic decision process to arrive at an optimum control 
sequence, or, as applicable here, an optimum geometric configuration. 
'l'his segmental approach has led to the idea of substructuring. The 
analysis calculations are greatly reduced by this process since each 
substructure, containing relatively few members, is analysed separately. 
Reports by Palmer and Sheppard [7,8,9,10] and P. Packia Raj and S. Olani 
Durrant·[ll] have used the conventional Dynamic Programming technique 
to design pin-jointed structures which include transmission towers. 
'l'hey were particularly concerned with the geometric configurations, 
the member design was only of secondary importance. Consequently, they 
used approximate methods of analysis, by degenerating the struct1:1.re into 
a determinate system. 
The displacement method of analysis is used in this thesis to 
accurately predict the member forces in each substructure. 'rhe DPSA 
technique is used in conjunction with this analysis method to produce 
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an optimum configuration. For all structures, this technique degenerates 
the system into a series of single variable Dynamic Programming cal.,.. 
culations. The Direct Iteration method [12] is used to select the 
optimum member sizes in each substructure. The member sizes are chosen 
so that the ratio between actual and permissible stresses for all 
members is as close to unity as possible. 
The application of these techniques for the structural and 
geometric design of tower structures is discussed in detail with special 
reference to three types of towers: 
(a) Plane truss towers 
(b) ·Rectangular 3-dimensional towers 
(c) Triangular 3-dimensional towers 
'l'he methods described, however, are not restricted to the specific 
design of towers. Domes, pyramids, space truss girders and indeed 
any cantilever type structure can be designed with this method. 
'l'hree computer programs have been ·written. 
1. DYSP.Al\f, is a general purpose program for the design of any 
type of space truss structure which has a specified geometric 
configuration. 'l'his program uses the Direct Iteration method 
to design the member .sizes. 
2. DYNGEO, uses the Dynamic Programming Successive Approximations 
technique, the Direct Iteration method and sub.structuring 
to calculate the optimum configuration and member sizes for 
least weight. 
3. DYNPRE, uses the same techniques as in DYNGEO but also employs 
an interpolation method for the prediction of member forces to 
decrease computer calculation times. 
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'l'he designs produced by these pr_ograms are very s·imi.lar, 
al though member .forces are sometimes inconsistent. 'rhis is in-
consequential, however, since these forces are negligible and their 
design is b~sed entirely upon their slenderness ratios. 
These three programs show that the techniques are indeed 
feasible. for the design of tower structures. A survey of the published 
literature has revealed that optimum geometric configurations have 
not been correlated with optimum member sizes for skeletal tower 
structures. For this reason, no direct comparisons of results can 
be made. Consequently, the results obtained from these three programs 
are the only means of assessing the validity of the designs. 
Additional Notes 
The following points should be bor~e in mind when an appraisal of the 
techniques involved in this thesis are considered. These notes are 
included here in order to augment the basic assumptions which are made 
in the course of the argument. 
(a) The structure can be sub-divided into substructures for analysis 
purposes. This therefore assumes that the forces transferred from one · 
. . . 
substructure to the next can be calculated from statics. The implication 
is that each substructure. is effectively externally statically determi-
nate, but it will be shown that this is not unduly significant for design 
purposes. 
(b) As the structure is designed segmentally, it is assumed that the 
overall stability of the structures is adequate and checked by some other 
means. This is, howev~r, outside the range of this thesis. 
(c) In the design of individual members, the use of the ratio of the 
actual stress to permissible stress for optimization between member sizes 
is based on the assumption that the range of members being compared have 
_approximately the same ratio of area to radius of gyration. 
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C H A P T E R 2 
S'rRUC'rU1'1\L DESIGN BY DYNAMIC PROGRAMMING 
2 .1 INTRODUC'rION 
Dynamic progra.imning has long been recognised as an extremely 
powerful optimization technique, particularly for problems of a dis-
continuous nature. High-dimensional problems·, however, result in a 
large a.inount of computation, but this· can be ,reduced by a successive 
approximation method. 
A 3-dimensional Dynrunic Prograanming Successive Approximation 
(DPSA) techni4_ue is used here to obtain an optimum (least weight) geo-
metrical configuration for the design of tower structures. Concurrently, 
.a simple direct iteration procedure is used to select the optimum member 
sizes from any list of section properties provided. 
If the stru<.!ture were to be designed as a whole, a change of 
geometric configuration would need a re-analysis. 
large amount of computation would be ·required. 
This means that a· 
Substru<.!turing has been introduced to reduce the overall pro"blem 
into smaller stages so that the analysis can be performed more rapidly. 
This Chapter deals with the basic aspects of Dynamic Programming. 
r11he DPSA technique, which degenerates the n-dimensional problem into a 
series of single-dimensional problems, is discussed. Examples of the 
use of this method are given in Chapter 4 and a discussion of the 
computer programming techniques in Chapter 3, Supplementary details of 
both the original Dynamic Progranuning method and the DPSA technique a.re 
given in Appendices B and C. 
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2.2 DYNAMIC PROGRAMMING BASIC CONCEPTS 
The computational effort required to find all the possible 
soluti?ns for large problems can become unmanageable without the use of 
Dynamic Programming. 'l'his technique by-passes this problem by con-
sidering the possible decisions to be made at each stage of the solution. 
Dynamic Progranuning can be described as a technique for methodi-
cally selecting an optimum solution of a multi-stage decision problem. 
'l'his mathematical technique can be used for problems where a sequence of 
decisibns are dependent upon one another and each decision influences the 
system's response to future decisions. A set of solutions can be 
categorized so that one may be judged to be better than another in some 
pre-defined manner. 
In a sequence of decisions, the current state of the sequence 
is assessed as f(x(k-1)) and the succeeding one as f(x(k)). Without 
considering the whole chain of past and future decisions, except that they 
contribute to f(x(k-1)), the best decision can be found from: 
f(x(k)) == min[ t (x(k); x(k-1)) + f(x(k-1))] 
where t is the assessment between stages k-1 and k and 
x is a state variable 
Dynamic Programming is based on a repeated use of this idea. 
(2.1) 
Dynamic Programming is ideally suited to problems of a systems 
control nature. Examples of these include: the scheduling of airline 
flight plans~ the optimum operation and planning of Water Resource systems 
and the optimum use of electrical power reticulation systems. All these 
problems have a common denominator - they are all segmental operations 
and therefore can be formulated as follows: 
(i) From a set of linear or non-linear systems equations of 
the form: 
x(k+l) = f[x(k) ,u(ld ,k] 
where x is an n-dimensional state variable 
u is an n-dimensional control variable 
k is an index for the stage variable 
and ·f is an n-dimensional vector functional 
(ii) With a set of systems constraints 
x e: X(k) 
u e: U(k) 
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(2.2) 
(2.3a) 
(2.3b) 
where X(k), U(k) are admissible sets of the state and control variables 
at stage k. 
(iii) And an initial state given by 
x(O) = C (2.4) 
(iv) An optimum solution, given by the control sequence u(O), ... ,u(K), 
of' the variational performance criterion 
J = 
K 
E Mx(k) ,u(k) ,k] 
k=O 
(2.5) 
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where J = total cost 
and i = cost of a single state 
can be found so that J is minimized~ Cor :maximized depending on the type of 
problem) subject to the constraints imposed on the systems equations. 
Each problem is solved segmentally by the repeated use of 
equation (2.1). 
A simple network problem is given in Appendix B to demonstrate 
the process. In the course of the solution of this problem, two central 
ideas ·are used. The first is the idea of imbedding; this means that the 
overall optimization problem consists of a number of smaller problems 
imbedded within the whole, each can be solved independently. In the 
second idea, an optimum solution can be found from a sequence of decisions 
by imagining that the final solution is broken up into a series of simpler 
decisions. 
'l'he structural design problem is considered in the same terms as 
above. Equation (2.2), the systems equation, is required to describe 
the configuration of the tower structure at pre-defined positions. 
'I'his can be done by relating the configuration at the k+l th stage 
to that of the k th stage by a mathematical equation of the type shown 
(equation (2.2)). A second method is to relate the configuration to a 
set of convenient designer-chosen dimensions. 
Since the object of this thesis is to produce a practical method 
of designing towers, the latter method has been used. 
can therefore be re-written as a series of constants: 
x(k) 
x(k+l) 
= D. for i = 1 to I at stage k 
1 
= D. 
J 
for j = 1 to J at s-tage k+l 
Equation (2.2) 
(2.6a) 
(2. 6b) 
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where D is a dimension at stage k or k+l 
and i,j are indices for the number of dimensions at stage k and 
k+l respectively. 
This does not effect the method of solution or the equation of 
sequential decisions (2.1). 
Problems of this type become very tedious when the order of 
the state variables (x(lc)) becomes large. For example, various state 
variable vectors (denoted x (k)) may be present at any particular stage 
n 
k of t·he calculation, which complicates the matter. For this reason, 
·the dimension (n) of the problem is decreased to a single variable 
vector by the use of the Dynamic Programming Successive Approximation 
(DPSA) technique. 
'l'he geometric design of a tower structure can be degenerated 
into a series of simple decision processes as prescribed by the DPSA 
technique by using substructuring. 
"2.3 SUBS'rHUC'l'UHING 
'l'he benefit of substructuring in the design of towers is that 
the optimmn section sizes can be determined rapidly within each substructure. 
'l'he interaction between adjacent substructures is compar~tively simple 
and can be simulated with reasonable ease which makes this technique 
particularly attractive. 
The geometry at the interface of each substructure is uniquely 
defined by the· coordinates of the member ends which are 'cut.' at the 
interfaces. Hence in Figure 2.1 the coordinates at the right-hand 
side of substructure 1 are defined by x
0
, y
0
; x1 ,y1 and for substructure 
2 by x y . l' l' x2 ,y2 and so on for the other substructures. 
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II I 1 
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I 
sub structure 4 
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I 
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I \ I (x 
I . substructure 2 
'A 
( 
I substructure 1 
. y 
- - - -'-------- --
- - ___ 1 
Figure 2.1 Tower Structure with Substructures 
'l'he assumption is made that the forces transferred from one 
substructure to the uext can be calculated from statics. For example, 
the interaction forces at the interface between substructures 1 and 2 
are found by applying equivalent loads and moments at the central point 
A, i.e. the vertical force P is resolved into a load P and a moment 
v v 
Pv x h? while the horizontal force Ph is resolved into a load Ph 
and a moment P11 x (y4 - y1 }. 
Each pin-jointed substructure is analysed by the displacement 
method, which requires the equivalent loads and moments at A·to be 
applied as point loads at the interface nodes (xi'yl} and (-xi'y1 ). 
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The substructures are now analysed and designed independently assuming 
that the lower interface nodes are constrained. The member sizes are 
selected by a simple direct iteration procedure. [The details of the 
required equivalent load calculations have been summarized in Appendix A. 
The displacement method, as applied to pin.-jointed members, is discussed· 
/ 
using an Energy Approach in Appendix D]. 
2.4 DIRECT ITERATION 
A list of sections is provided so that the actual member sizes 
required in each.substructure can be selected automatically by the direct 
iteration procedure. The calculated stresses are compared with per-
missible stresses so that the ratio between them is a minimum. The 
substructure is reanalysed each time the member sizes are revised until 
the results from successive iteratiqns are identical. 
I 
2.5 THE DYNAMIC PROGRAMMING SUCCESSIVE .APPROXIMATION (DPS.A) TECHNIQUE 
The coordinates of the interface nodes in Figure 2.1 can be 
changed at any stage and the members designed accordingly by the direct 
iteration method. Consequently, the weight of each configuration of 
members in all substructures can be calculated. The optimum solution 
i.s then the combination of possible configurations which results in the 
least weight of the total structure. The dynamic programming technique 
sets about the calculation in an organized methodical way. 
Let us consider a tower similar to that in Figure 2.1. The 
interface nodes, which define the configuration of the tower, can be 
positioned in space by a set of three dimensional coordinate values. 
Let the structure be synunetrical about the XZ and YZ planes, therefore 
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a node placed in the first octant will define the.shape of the tower 
at that level. Let the coordinates of the interface node be (x1 (k), 
This corresponds to the x, y and z coordinates of 
the primary .node of substructure 1, where k also denotes th_e upper 
interface" level of that substructure and k = 0 represents the ground 
level. The n-dimensional DPSA method is there~ore well suited to 
structures of this type, where n = 3. For example, at level k = 2 
some possible values of the state variables are shown in Table 1. 
The control variables u (k) shown correspond to the identification 
n 
number in each set. 
STATE VARIABLES x (k) IDENTIFICATION NO u (k) 
n . n 
n = 1 to 3 · 
x1 (2) x2 (2) x3 (2) u(2) 
o,8 0,7 0,9 1 
0,9 0,75 0,95 2 
1,0 o,8 1,0 3 
1,1 o,85 1,05 4 
_1,2 0,9 1,1 5 
TABLE 1 
A POSSIBLE SET OF STATE AND CONTROL VARIABLE VECTORS 
The values of u(k) (i.e. u1 (k), u2 (k), u3(k)) and hence the 
values of x1 (k) , x2 (k) , x3 (k) at each level k must be found .so that 
the overall weight of the structure is a minimum. 
A mathematical statement of the DPSA method for structural 
configuration problems.can be formulated in similar terms to those 
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used in equations (2.2) to (2.5). The addition of the successive 
approximation variables alters only the presentation of equation (2.5). 
The full formulation is as follows: 
(i) A system of linear or non-linear equations of the form: 
x ( k+ 1) = f [ x ( k) ' u ( k) ' k] 
n n n 
(2.7) 
which for structural configuration problems is 
x (k) = D. 
n i 
for i = 1 to I & k = 0 to K (2.7) 
where n is the degree of dimensionability 
x is the state vector 
u is the control vector 
k is the index for the stage variable 
f is a vector function 
D is a dimension at sta,ge k 
and i is an index for the number of dimensions, at stage k 
(ii) With systems constraints 
x (k) E: x (k) 
n n 
(2.8a) 
u (k) E: u (k) 
n n 
(2.8b) 
where X (k), U (k) are admissible sets of the state and control 
n n 
variables at stage k 
(iii) And an initial state 
x (o) = c 
n 
14 
(2.91 
(iv) An optimum solution given by the control sequence u (O), •.. ,u (k) 
n n 
can be found for the variational performance criterion: 
J(m+l) 
= min J(m) 
n n 
[ k=K where J = min I: Q, [x (k),u (k),k)]J n k=O n n n (2.10) 
for n = 1 to N 
and m = 1 to oo 
and subjected to cyclical constraints 
(2.11) 
for all n except n # n. 
The DPSA method requires an initial solution to the problem. 
The average value of the state variables at each interface is .a 
suitable initial solution. To proceed, only one state variable is 
altered, while the remainder stay at their initial values. In this 
way a single dimensional dynamic programming procedure with respect 
to this variable is carried out. The process is then continued, 
the new value of the first variable is retained and one of the other 
state variables is altered. All the variables are processed in this 
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way, the first cycle is complete when all the state ·variables have been 
altered. Subsequent cycles follow the same procedure as above. 
The DPSA method has converged to its optimum solution when no weight 
difference is recorded between success:j:-ve cycles. This method is· found 
to converge rapidly to an opt~mum weight solution. The structure 
comprises a number of substructures. The geometric configuration 
between interfaces is regarded as a substructure. 
The direct iteration method is used to find the most satisfactory 
struc,tural design and hence the weight for ·every geometric configuration 
of each substructure. A least weight path is followed through all the 
substructures to determine the optimum configuration of the total 
structure. The explanation of the DPSA method can be simplified by 
the following elementary example. 
Example 
Consider a simple 2-dimensional tower which consists of 
2 substructures Figure 2.2. 
k= 2 jx_(i) 
substructure 2 
k = 1 
substructure 1 
Ix( 1) 
l 
k = 0 ----
. f Y ~----L+---
x 
constant 
y(1) constant 
____ x(O),y(O) 
constant 
Figure 2.2 Tower Structure 
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Let the state variables x(l) and x(2) vary in three steps 
on each side of the vertical axis of symmetry and the other state 
variables i.e. y(k) at k = 0 be constrained to a single value. The 
accumulated cost (or weight) of the substructures up to level k for 
each position of x can be denoted by: 
c. (k) 
J. 
where i denotes the position of x(k) on interface k. 
Let the cost of a single substructure k be denoted by: 
t .. (k) 
J.J 
where i and j denote the positions of the state variables x(k) for 
substructure k at the upper and lower interfaces respectively. 
Position J 
x(2) 1 2 3 k = 2 
----- -- -- - --- - --- - ------ --- - ---
~ 
x(1) k = .1 
----------
I symmetric 
x(O) L k = 0 ------ ---- ---
x 
Figure 2.3 Possible Configurations 
Figure 2.3 shows all the possible geometrical configurations 
within the constraints given. 
The cost of each of the 3 configurations in the first sub-
structure, due to the varying values\ of x(l) are calculated by: 
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and are shown in figure 2.4 
Position 
1 2 3 I 
C1 (1) C2(1) C3(1) I 
k = 1. ---- ---- ----- --1-----------x(1) 
t21(1) 'i 
I 
I symmetric 
I 
k = o---------- _______ _t_ ________ x<oJ 
x 
Figure 2.4 Three Cost Values 
Similarly the values oft .. (2) can be obtained ;for the second 1J -
substructure. The least accumulated weight at point i on interface 
k can be found from: 
C. ( 2) = min [ t .. ( 2) + C . ( 1) ] 
1 1J J for j = 1 to 3 
The optimum configuration of the structure at level 2 is determined by 
choosing the least value of C.(2). 
1 
The optimum path can then be traced 
back through the calculations to find the optimum configuration of the 
entire structure. 
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A comprehensive example, related directly to the optimum 
-
configuration of towers, is discussed in Appendix C. An actual tower 
design example would require a series of time consuming analyses to be 
performed wnich would confuse the underlying concepts involved in the 
DPSA method. Con~equently, an example is used which is concerned with 
the optimum configuration of an air conditioning duct so that a minimum 
area of sheet metal is required. This example has been chosen since 
the surface area at each stage can be simply calculated. 
2.6 SUMMARY 
A computer technique is proposed for a simple practical method 
of automatically designing tower structures. Dynamic progr8lllIDing is 
used to find the optimum geometric configuration of the structural 
members, while the member sizes are proportioned by direct iteration. 
Tower structures are particularly suited to this method of 
automatic design since the rapidity of the analysis and design depends 
primarily upon substructuring. Substructuring of towers is comparatively 
simple because interaction between adjacent substructures can be simulated 
with reasonable accuracy. Typical. examples are presented to illustrate 
the method. 
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C H A P T E R 3 
COMPUTER PROGRAMMING 
3.1 GENERAL 
Four programs have been prepared for the design of general 
space truss structures and tower structures. 
(i) DYSPAN general program for the structural design of 
space truss structures which has a specified 
configuration of members. 
(ii) DYNGEO design of tower structures for minimum weight 
by considering both the structural and geometric 
configuration design and based on the application 
of Dynamic Programming and Direct Iteration. 
(iii) DYNPRE program which performs a similar function to 
DYNGEO but incorporates some computer-time-saving 
processes. 
(iv) DRAW program for the plotting of the optimum structure 
shape from the results of DYNGEO and/or DYNPRE 
17\ , ..--,/) . ' 
~a pr~~rrun1 ~or the design of space truss structures 
which uses a direct iteration technique to determine the memper sizes. 
The designer specifies a geometric configuration for which an optimum 
structural design is found by the program. Hence, in order to find 
the best configuration for a optimum weight design, a number of con-
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figurations must be processed by th~ program DYSPAN. This requires 
a large quantity of data to be prepared by the designer who must then 
scan the designs manually to find the optimum. 
The programs DYNGEO and DYNPRE perform these tasks automatically 
for tower structures. In those programs the structures are analysed 
and designed as ·separate substructures. The variation in the con-
figurations are dependent upon the possible dimensions of the interface 
between substructures. Any possible interface dimension can be used for 
an- initial configuration. Data preparation is thus kept to a 
minimum. The DPSA technique is then used to choose the best configuration 
for optimum weight design. 
DYNGEO requires a displacement method analysis to be performed 
for each possible substructure configuration. This becomes time 
consuming for large problems. Consequently, DYNPRE was written to 
reduce the number of analyoel:l, and hence the time taken to produce an 
optimum design. 
All programs are written in standard FORTRAN V as it applied 
to the UNIVAC 1106 computer and the CALCOMP drum plotter. 
A description of the programs follows for which it is assumed 
that the user has, at least,a basic -knowledge of FORTRAN V. 
User manuals, sample data and results are given in Appendices 
I, J and K together with computer storage techniques and general 
subroutine descriptions. 
3.2 THE DIRECT ITERATION METHOD OF DESIGN: PROGRAM DYSPAN 
3.2.1 Introduction 
_, 
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A computerized linear elastic analysis is used in conjunction 
with elastic structural design for the proportioning of the ,member 
sizes in pin-jointed space trusses. 
\ 
The technique employed is one of cyclic revision after an 
initial geometric configuration and a set of section properties have 
been chosen. The design variables in each cycle relate to the member 
properties, viz the cross sectional area and their radii of gyration. 
In this program, a structural design is prepared for a single unique 
geometric configuration. 
The method involves a series of structural modifications, 
each of which is subjected to an analysis prediction calculation. 
Subsequent cycles produce better approximations which converge to an 
optimum design by considering the stress levels in each member. 
Cyclical re-proportioning of section sizes ultimately leads to the optimal 
set of design variables being obtained. 
The designer.can use his experience to great advantage here. 
If a reasonable initial section selection is made, i.e. the sections 
chosen are close to the optimum, the computational effort is reduced 
substantially since the number of cycles required for convergence 
is reduced. 
The technique relie.s on an analysis method which is of primary 
importance. The structural design, although it is dependent on the. 
results of the analyses, is nevertheless a vital and integral sub-
division of each cycle. 
3.2.2 Basis of the Procedure 
The·Displacement Method is used to analyse the structure. 
The efficiency of computer storage of the matrices and the solution of 
the set·of simultaneous equations makes this method particularly useful 
~-- -
I 
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for space truss problems. Details of the solution technique and the 
computer storage method used in this thesis are given in Appendices 
E and-F. 
The procedure is conveniently formulated by a system of matrix 
equations of the form: 
[K]{u} = {P} (3.1) 
where· {u} is a vector of unknown displacements or nodal degrees of freedom 
[K] is a square symmetric positive definite matrix of stiffness 
coefficients 
and {P} is a vector of nodal loads 
The solution of equation (3.1) can be found by 
(3.2) 
It is usually unnecessary and undesirable to invert the stiffness 
"'-
matrix explicitly for large systems of equations. F¢r less com-
putational effort is required to solve for the displacements directly 
from equation (3.1). The Crout Reduction Method (Appendix E) has been 
chosen for the solution of the equations since it is both a rapid and 
an exact method. 
The design is carried out in accordance with the recommendations 
set out in BS 449, Part 2 of 1969. 
The analysis of the structure is performed for specific values 
of the design variables·(cross sectional area and radius of gyration). 
A set of member forces are calculated from the differential node 
displacements. The ratio of member stress to permissible stress limits 
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gives an indication of the efficiency of that particular member. 
By adjusting the design variables, the ratio between the actual and 
the permissible stresses are minimized to produce the most efficient 
possible design. Let the ratio of actual to permissible stress be 
C , therefore 
s 
CJ 
a 
CJ p 
= c 
. s 
(3.3) 
For an ideal design C equals 1,0 for all members in the structure. 
s 
The effect on the forces in each member, P., is assumed to 
1 
remain constant for small changes in member area. This assumption has 
been verified by a number of examples. Therefore, the required area, 
A., to produce a unit.value of C is 
1 s 
A. 
1 
= 
P. 
1 
CJ p 
Let the force obtained from iteration n be P~n) and the 
1 
design variable which was used to calculate this force be A~n). 
1 
Consequently, an improved prediction of the required area for 
iteration n + 1 is 
A~n+l) 
= 1 CJ p 
which is used in the analysis. 
The calculation of the permis$ible stres$ value q for p 
(3.4) 
(3.5) 
compression members is dependent upon their slenderness ratios (P-/r) 
and the permissible stress of the material used and is calculated from 
the equation given in the British Standard Code of Practice BS 449. 
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The permissible stress value of tens-ion 1I1embers- is- de:t'ined by the 
material used. In the example shown in this thesis only grade 43 
steel has been considered with a permissible stress of 155 MPa. 
A cyclical re-analysis and design calculation is carried out 
un'.til no further improvements of the value of Cs can be found for any 
member. In this way an optimum stressed design is reached. 
3.2.3 DYSPAN: Program Description 
This program is structured in modular form i.e. it consists of 
a main program and a series of independent subroutines. The function 
of the main program is to read in basic data, coordinate the steps in 
the design procedure and to control the output of relevant results. 
A macro.-flow chart of the program (Figure 3.1) shows the 
steps required in the analysis and design of space truss structures. 
(i) 
(ii) 
(iii) 
Major features of the program include: 
Lists of sections from which'the structural sections can be chosen. 
Interactive or card inp~t of the data. 
Interactive mode, the designer has complete control of the design 
calculations, while the computer merely does the 'arithmetic'. 
(iv) Re-design of the structure can be performed for different section 
types without the need for the re~input of a complete set of data. 
(v) Loading cases include normal nodal loads, the combination of 
separate load cases and the inclusion of self-weight and 
temperature loading in the calculations. 
(vi) Dynatnic core storage for efficient computer us-e irrespective 
of the dimensions of the problem. 
(vii) Data input is in 'free-format' throughout. 
25 
DATA INPUT 
nodal coords; member incidences; 
boundary conditions; loading 
., 
. 
.. 
INPUT of material properties, 
section classes, member types 
INPUT initial member sizes to 
be used or use smallest sizes 
available = A~n) 
1 
DISPLACEMENT METHOD ANALYSIS 
DESIGN: choose new set· of sectior 
sizes = A~n+l) 
1 
No A~n) A~n+l) check = 
1 .1 
,. 
Yes 
) 
OUTPUT RESULTS 
Next Loading Case 
STOP 
Figu:re 3.1 A Macro~flow Chart of the Program DYSPAN 
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3.2.3.1 Lists of Sections 
·-----------------
In order to produce a practical, usable computer design, a 
list of available sections must be provided. The most suitable members 
are chosen ,by the program from this list and the analysis and design 
is perfo"rmed with these actual listed sections. 
The advantage of the method is that the best possible design 
with the materials available can be produced. Thus, any list of 
sections can be used and is dependent only on the fabricators available 
stock·. 
In order to use this feature in the program,four different 
section classes have been specifi,ed, each containing, for convenience, 
up to twenty different sized members. Each member is listed with its 
cross sectional area and radius of gyration. Members are arranged in 
ascending nillnerical order with respect to thei,r cros:;;, sectional areas. 
For the-purposes of the examples contained in this thesis, the lists of 
sections contain the following classes: 
(i) pipe sections 
(ii) single equal angles 
(iii) double,angles, i.e. two angles, back to back 
(iv) channels 
The lists of sections are arranged in four two-dimensional 
arrays labelled PP, AG, DA and CH respectively. The section areas and 
radii of gyration are automatically read into these arrays. _ 
3.2.3.3 ~~~£~~-~~~!§~ 
The subroutine DESIGN is used to check the design of the 
structural members and to re-proportion member sizes if required. 
I 
) 
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The design is consistent with the recommendations of BS 449 Part 2 (1969}_ 
and foll6ws the steps discussed in equations· (3.3) and (3.51. A 
detailed flow chart of this subroutine is shown ·in Figure 3.2. 
Subroutine DESIGN - Figure 3.2 Nomenclature 
I 
NEL 
IT 
NSID 
= member number 
= maximum number·of members 
= member group number 
= member type identification number 
= 1 for pipes = array PP 
= 2 for angles = array AG' 
= 3 for double angles = array DA 
= 4 f9r channels = array CH 
IX = ·section number in list of sections 
NSNO 
LSNA 
= new section size number 
= last section size number 
IDCTOR = 'satisfact.ory section size indicator 
P(I) = member force 
HIGLR 
COMLR 
PLR 
L 
= maximum allowable L/R ratio 
= maximum allowable L/R ratio for struts 
= permissible L/R ratio 
f .t..i--t'j tt.., - . 
= ~ of member 
ACTSTR = actual stress value 
R = radius of gyration 
DOR = L/R ratio 
· YS = yi~ld stress 
RATIO ~ ratio between actual and perm:ts-s:j:ble stress 
INA( IT) = array for storage of required section size for group IT 
AREA 
NTYPE 
K,L 
= area required to produce a RATIO of -l·, 0 
= number of groups of members 
= counter for number of groups 
ICUR(K) = current size of members for group K,L 
IITB = termination indicator 
= 1, another iteration is required 
= O, termination or start of next load case 
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I = 0 
Next Member 
I = I + 1 
Yes 
I = NEL 
SET 
IT = ITYPE(I) 
NSID = IDSEC(IT) 
IX = ICUR(IT,LCN) 
NSNO = IX 
LSNS = 0 
IDCTOR = 0 
Yes No Yes 
P(I) = o,o P(I) > 0,0 
No 
PLR = COMLR PLR = HIGLR 
STRESS < 8000 
3.2.3.3.1 Yes 
(STRESS = 8000)*(HIGLR - COMLR) PLR = COMLR + 8000,0 
Calculate Length of Member = L 
No 
PP(IX,2) 
AG(IX,2) 
DA(IX,2) 
CH(IX,2) 
3.2.3.3.2 
Calculate PSTR 
from DOR and YS 
NCYCLE.EQ 1 
LSNS NSNO 
Calculate ACTSTR 
DOR 
DOR > PLR 
P(I) > 0 0 
RATIO = ACTSTR/PSTR 
Yes 
CALL SEARCH 
No 
Yes 
PSTR = 155000,0 
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RATIO > 1,05 
RATIO < 0, 95 r--------6-l 
No 
Yes 
3.2.3.3.4 
NSNO > INA(IT) 
Xes 
INA(IT) = NSNO 
RATIO < 0,95 
and IDCTOR = 0 
IDCTOR = l 
, RATIO < 0,95 
K = 0 
K = K + l 
to NTYPE 
INS(K) # ICUR(K,LCN) 
L = 0 
L = L + l 
to NTYPE 
Set A(L) = PP(IX,l) 
or AG(IX,l) 
or DA(IX,l) 
or CH(IX,l) 
OUTPUT RESULTS 
IITB = 0 
RETURN 
Yes 3 . 
AREA = 
Yes 
Put 
ICUR(K) 
for all 
IITB 
Numbers eg, 3.2.3.3.4 refer to sections in the text 
Figure 3.2 Subroutine DESIGN 
. 3.3.3 
0,75*ARE 
*RATIO 
= INA(K) 
K 
= l 
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3.2.3.3.1 Permissible Slenderness Ratio (L/R) 
Three values of permissible slenderness ratios can be specified 
in the data required for the program. 
(i) HIGLR: 
This value or' the L/R ratio is applicable to members normally 
acting as ties but are subject to reversal of stress'from the action 
of wind. The ratio must then not exceed 350 (BS 449 clause 44a). 
This L/R ratio has been chosen as an overall maximum value for any member. 
(ii) . COMLR: 
The L/R ratio of struts subjected to loads other than wind is 
limited to 180; but for members subjected to wind loads, the value is 
250 (clause 33). 
An incompatibility results at low stress values between these 
two values i.e. HIGLR and COMLR. The stresses calculated from 
succes~ive iterations can change sign depending on the change in areas. 
Therefore, the design L/R ratio can change dramatically between iterations, 
resulting in an unstable system which alternates between HIGLR and COMLR. 
Consequently, a transition between the two values has been incorporated 
as sh9wn in Figure 3.3. 
L/R ratio 
permissibl<Z 
----.. 
HIGLR 
L/R ratio 
_____ ___,,_ _______ COMLR 
.. compression -8 0 
' 
tension 
Stress MPa 
Figure 3.3 Permissible Range of Slenderness Ratios (L/R) 
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It is therefore asswned that the effective L/R ratio is proportionately 
increased at low values of compressive stress i.e. below 8 i1Pa. 
3.2.3.3.2 Permissible Compressive Stress Values 
'The calculation of the permissible compressive stress of a 
member is dependent on the L/R ratio ahd the permissible elastic stress. 
It follows the interaction curve which is given in (BS 449,1969 -
Appendix B) 
Y + (n + 1) c 
s ,0 
2 
+ 1) c J2 J 0 - y c 
s 0 
(3.6) = 
where. a = permissible stress p 
y 
s 
c 
0 
n 
Q./r 
3.2.3.3.3 
= load factor of coefficient, taken as 1,7 for the purpose 
of the standard 
= minimum yield stress in MP a 
= Euler critical stress 
1r 2E MP a = 
(Q./r)2 
= 0,3 (Q./100r) 2 
= slenderness ratio 
= effective length to radius of gyration ratio 
Choice of Acceptable Sections 
The calculation of the value Cs (equation 3.3) determines the 
structural efficiency of a member. Acceptable limits of 1,05 and 
0,95 have been specified. Suitable member areas are checked against the 
size required by members of the same group (cf position 3 in Figure 3.3). 
and the adjustment is made until the best value is selected. C ratios 
s 
which fall outside the limits, require special attention .. Ratios above 
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1,05 represent unacceptably large stresses. Hence, a larger section 
must be found by the subroutine SEARCH. An acceptable (i.e. adequate) 
design is found when the value of IDCTOR is 1. 
Overdesign is indicated by a smaller ratio value than 0,95. 
A smallet area is calculated from the equation 
target area = 0,75 x C x current area 
s 
(3.7) 
and the section size corresponding to the 'target area' is found by 
subroutine SEARCH. The process will probably produce an inadequate 
design· (i.e. c· above 1,05) but this can now be dealt with as a matter 
s 
of course. 
Further study of the relevant section of the flow chart will 
explain any contingencies arising. 
3.2.3.3.4 Design Acceptability 
A final design is considered to be acceptable when the section 
sizes chosen from consecutive iterations are identical. 
For an acceptable design, control is transferred to a subroutine 
which prints out the salient results .. The program is then free to 
continue with the next load case if applicable. 
3.2.3.3.5 Search Subroutine 
The list of sections provided by the designer, serves as a 
reservoir of possible designs. The design routine predicts. a cross 
sectional area in numerical terms i.e. a target value. A systematic 
search is then carried out through the list to choose an actual section 
which is most suitable. Care is taken to ensure that both the area 
and th.e radius of gyration of the section chosen are acceptable. 
Figure 3.4 shows the details of the subroutine SEARCH. 
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ENTER with 
A ' PLR 
TVAL = 100000 
Set up for I = 1,20 
AR(I) = areas of section required 
(pipe, angle etc) 
RA(I) = corresponding radii of 
gyration 
RAD MIN = L/PLR 
J = 0 I 
I I J = J + 1 
t 
J > 20 
Yes / A ~(J) > 
No A = TVAL 
RADG = RA(NSNO) 
Yes AR(J) > TVAL 
No 
Yes / RA(J) < RADMIN 
No RETURN 
I TVAL = AR(J) I 
•· 
I NSNO = J I 
Figure 3.4 Subroutine SEARCH 
' 
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Three questions must be answered in the negative for a section 
to be acceptable: 
(i) Is the target area greater than the listed area ? 
.• (ii). Is the listed area greater than a previously determined acceptable 
·area (TVAL) ? 
(iii) Is the listed radius of gyration less than the minimum allowable 
which is calculated from the effective length (L) and the 
permissible slenderness ratio (PLR) 
A positive answer to any of the above questions renders the 
listed section unacceptable and a further search .is required. 
Subroutine SEARCH Figure 3.4 Nomenclature 
A = area required to produce an actual/permissible stress ratio of 1,0 
PLR = permissible L/R ratio 
TVAL = temporary value of area 
I,J = counter within list of sections 
area of position I in list o~ sections AR(I) 
RA(I) = radius of gyration of position I in list of sections 
RADMIN = L/PLR = minimum radius of gyration allowable 
NSNO = new section size number · 
3.2.3.4 Load Cases 
Various load cases can.be entered into the program. A separate 
design is prepared for each load case. Although the load values can 
simply be arithmetically summed to produce a combination load case, the 
design variables (areas, radii of gyration) cannot, since the analysis 
of the structure requires different values in the stiffness matrix 
I 
for each different load case. Consequently, the program has been 
written to combine relevant load cases and to calculate separate 
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designs without the need for excessive data manipulation. In 
addition, the inclusion of self weight and/or temperature loading is 
available for each load case if required·. 
3.3 DYNAMIC PROGRAMMING AND DIRECT ITERATION FOR THE DESIGN OF 
TOWER S~RUCWRES: PROGRAMS: DYNGEO, DYNPRE 
3.3.l Introduction 
Two computer programs have been written to design tower structures. 
In both, the configuration of the structure and the selection of the 
member sizes are varied until an optimum design is determined. An 
optimum design is a configuration and member design which produces the 
minimum weight for a given set of loads. 
The 'best' configuration is chosen by the application of the 
Dynamic Programming Successive Approximations Technique (Chapter 2). 
A direct iteration method is used to design the member sizes (section 3.2). 
The structure is analysed and designed as separate substructures 
in order to reduce the computational time required to reach an optimum 
solution. The possible dimensions· of the interface between substructures 
are specified by the designer. The method then employs a series of 
systematic decision sequences which determine the weight of the 
structural members in the various configurations of each substructure. 
The program DYNGEO analyses and designs all the configurations 
within the substructures. To decrease the computer time s.pent on 
analysis, DYNPRE has been written. This program considers the design 
of the extreme configurations of each substructure by calculating 
member forces for four controlling configurations. Predictions of 
the forces and hence the design of other configurations of the substructure 
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can then be found from these calculations. This method substantially 
reduces the computer time requirements over those of DYNGEO. A full 
description of this process is given in section 3.3.3 .. 
The practical aspect of choosing an actual section size from a 
'.,,;, 
list of sections, is included in the program together with the other 
characteristics of the program DYSPAN. As in DYSPAN, a combination 
of load cases can be designed for, but self weight and temperature 
loading are excluded. 
3.3.2 DYNGEO; Program Description 
'DYNGEO is structured in modular form, i.e. it consists of a 
main program and a series of independent subroutines. The main 
progr8:ID correlates the calculations while the subroutine performs 
the specific tasks r~quired in the DPSA and Direct Iteration procedures. 
A macro-flow chart of the program (Figure 3.5) shows the steps 
required for the optimum design of space truss tower structures by 
this method. 
Major features of the program include: 
(i) A complete record of steps in the DPSA calculations, if required 
by the designer 
(ii) The design of three different tower types 
Plane truss 
Rectangular plan shape 
Triangular plan shape 
(iii) Designer controlled configurations at each substructure interface. 
A maximum of five possible dimensions in each coordinate direction 
can be specified by the designer. 
(iv) Any node in the structure can be positioned at a particular set 
., 
of coordinate values which can be kept constant throughout the 
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DATA INPUT 
\ 
Coordinates; member incidences; 
material ~roperties 
IIJPUT 
Substructure interface variable 
I 
INPUT 
Loads and boundary conditions 
Dynamic Programming Successive 
Approximations Procedure 
for each substructure involving 
the possible configurations at 
each interface. This includes 
a Direct Iteration analysis and 
design procedure 
OUTPUT IIESULTS 
next load case 
END 
Figure 3.~ Macro-flow Chart for Programs DYNGEO; DYNPRE 
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the calculations. Since the shape of the structure changes 
for various configurat±ons, this is particularly useful 
for the accurate positioning of specific nodal loading. 
(v) The calculation of equivalent loads and support constraints for 
each substructure. 
(vi) The calculation of the cost (i.e. weight) of the structure from 
the structural design. 
(vii) Dynamic core storage for efficient computer use irrespective of 
the dimensions of the problem. 
(viii) Data input is in 'free format' throughout. 
(ix) A computer plot of the completed structure can be produced if 
required by the designer. 
(x) Data is automatically generated for a possible structural design 
by the program DYSPAN. 
The coordinate system shown in Figure 3.6 has been used in the 
formulation of the program. The origin is specified as the centroid 
of the figure formed by the foundation nodes for three dimensional 
structures i.e. the centroid of a rectangular or triangular figure. 
Planar ·structures are defined in the X-Z plane (i.e. the y-coordinates 
are zero) and the origin is at the centre of the line joining the two 
foundation nodes. The elevation of both 2 and 3 dimensional structures 
is in the direction of increasing z-coordinate. 
3.3.2.2 Substructure Interface Dimensions 
-----------------------------""!"".---·~ 
The substructure geometry of a tower can be defined by the 
size, shape and elevation of its upper and lower interfaces. The 
designer has complete control over the selection of the dimensions 
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governing the interface. These dimensions or state variables x1 ~ 
x2 , x3 are defined as being the coordinates of a primary interface 
node positioned in the 1st octant, relative to the X,Y,Z axes respectively 
(Figure 3. 7). 
A' primary interface node defines the interface dimensions by 
producing mirror images in the other three +Z octants (Figure 3.7). 
For example, four interface nodes are (x1 ,x2 ,x3); (x1 ,-x2 ,x3); 
(-xl,-x2,x3); (-xl,x2,x3). 
The triangular plan shape structures are defined by state 
variables x1 and x2 where x1 represents the radius of the circle 
enclosing the interface nodes and x2 repr~sents the elevation of the 
interface. 
The geometric configuration of the members is uniquely defined 
by the specification of upper and lower interface dimensions (section 
3.3.2.4). 
The designer can choose five values for each state variable 
at every interface. The permutations of configurations produced from 
these values will then represent the total number thought to be 
practically feasible by the designer. The DPSA method contained in 
the program must then choose the best configuration to produce a 
minimum weight. 
3.3.2.3 !~!!!~~-§s!~!!s~~--~~s~~!E!~-~s~!!~~E~!!s~ 
The DPSA technique requires an initial solution of the problem 
before calculations can commence. The designer provides this initial 
solution by proportioning the structure into some feasible shape. 
The coordinates and member incidences which define this shape are 
regarded as the initial solution. 
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· 3. 3. 2. 4 Calculation of Coordinates fo:r Changing Geometry 
----------------------------------·---·--~-----~~.-. 
Consider a single substructure of a typical tower. The 
·· ·geometric configuration of the structure is defined by the dimensions 
ofthe interfaces. A change in the dimensions of the interfaces is 
required ·-by the DPSA technique. Consider a simple plane truss sub-
structure {Figure 3.8) whose upper and lower interfaces are initially 
defined· as 
x1 (1) = 5,0 
I 
I 
I 
I 
I 
substructure 
3 
I 
30 
\ 
\ 
\ 
\ 
\ 
substructure 2 
I 
I 
----~----------t-~-------------- X1 (1) 
5,0 \ 
I 
1 substructure 1 
I 
z 
--~x 
I 
\ 
\ 
\ 
Figure 3.8 Substructure 2 of Typical Tower 
Let the possible positions of x1 at leyel 2 be 2,0; 3,0; 4,0 and at 
level 1 be 4,0; 5,0; 6,0. The DPSA method requires the permutation of 
configurations between these values to be investigated as shown in 
.Figure 3.9. 
substructure 3 
' I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
2 o\ 
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I I 
I I 
I I 
I I 3,0\ 4,01 
substructure 2 
I I 
I I 
I I . 
substructure 1 
I 
\ 
I 
I 
I 
I 
I 
\ 
Figure 3.9 Possible Configurations of Substructure 2 
The coordinates at levels 1 and 2 can be immediately deduced, but the 
coordinates of a general node A are unknown. The calculation of the 
new coordinates of A requires comparison.of the dimensions of the inter-
face of the original substructure (Figure 3.8) with those of the pro-
posed substructure. From their relationship, the position of node A 
·can be calculated by simple proportion. 
The complete formulae required for this process are given·in 
Appendi:x H. 
3.3.2.5 Equivalent Loads and Support Constraints 
----------------------------~-----------
The external loading applied to a substructure is assumed 
to act through equivalent loads on the interface between substructures. 
The equivalent loads are calculated from statics for the three types of 
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·tower configurations investigated. Subroutines EQUILD and TRILD 
calculate these loads for plane truss and rectangular plan t<::>wer, 
and for triangular plan towers respectiveiy. Details of these 
equivalept loads are given in Appendix A. 
Each substructure is assumed to be fully constrained at its 
lower interface nodes by equivalent support constraints. Only the 
stresses in the interface members are significantly effected by this 
assumption; These support constraints are controlled by subroutine EQUIBC. 
3.3.2.6 The DPSA Control Subroutine SUCOPT 
Control of the calculations perfoI1I11ed in the DPSA is mpnitored 
by the subroutine SUCOPT. The subroutine controls the cycling of the 
state yariables (as discussed in section 2.5 of Chapter 2) and the 
successive sets of configurations of each substructure in turn. 
A detailed flow chart is given in Figure 3.10. 
This subroutine uses the previously discussed ideas to calculate 
a new set of coordinates for each alternate configuration of the sub-
structure, (subroutines RECTCD, TRICD) equivalent loads and support 
constraints. The actual substructure design which is dependent on the 
above data, is controlled by subroutine CELDSN. This is a curtailed 
form of the program DYSPAN and includes both·the analysis and design as 
discussed in .section 3.2. The weight of each substructure configuration 
is calculated from the structural design by the subroutine COST. The 
accumulated cost of each state variable position at every level of the 
tower is stored until the best weight value and hence the configuration 
can be found. 
Successive approximations decrease the overall weight until the 
results from consecutive Dynamic Programming calculations are identical 
This is checked in the subroutine CONCCK. 
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DATA INPUT 
Nodal coords: member incidences 
material properties; boundary 
conditions and loads 
INPUT 
Values of state variables 
x1 (k),x2 (k),x3(k) 
t 
STATE VARIABLE IV = 1,3 I 
I CELL NUMBER NCELL = l,NCELL 
CON'rROL VARIABLE I ( k) = 1,5 I 
CON'rROL VARIABLE J(k-1) = 1,5 
Calculate new set,of coords 
from value of state variable 
with control variables I,J 
Calculate equivalent loading 
& boundary condition systems 
DESIGN 
Cell with above loads & b'conds 
Calculate cost of cell 
I NEXT J 
I NEXT I ' 
I NEX'r NCEL I 
y 
I NEXT IV I 
Convergence check No 
convergence 
Convergence 
OUTPUT RESULTS 
Figure 3.10 Flow-chart of Subroutine SUCOPT 
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Finally the pertinent results· are printed by the subroutine 
OUTPUT. Control is then passed back to the main prog·ram,. where the 
next load case can be initiated or the program executi~n terminated. 
3. 3. 3 DYNPRE; Program Descri;pti~m 
The previousl~ discussed DYNGEO requires an analysis and design to 
be carried out for each combination of upper and lower interface 
variables for every substructure.' To improve the computational time 
requi·red for these calculations, the program DYNPRE has been written. 
Four extreme configurations are chosen. The forces obtained from each 
form a basis for four controlling designs. The structural design 
of any other configuration of members can then be found by inter-
polating between the four controlling designs. 
Consider the possible configurations within a substructure. 
Let the total number of values of the upper and lower interface variables 
be I and J respectively (Figure 3.10). If the maximum number of values 
(i.e. I = 5; J = 5) is specified by the designer, then the total number 
of analyses for each substructure is 25. 
In an attempt to decrease the number of analyses, DYNPRE has 
been written to design any general combination of I and J by prediction 
from four controlling designs 
(a) 
(b) 
(c) 
(d) 
I = 1 
I = 5 
I = 1 
I = 5 
J = 1 
J = 5 
J = 5 
J = 1 
By a simple proces·s o:t' linear interpolation, the design 
. . 
of any combination of I and J can be found. The calibration (subroutine 
CALBRN) is carried out by considering the fout controlling configurations 
(Figure 3.11). The axial forces in the members are calculated and 
46 
I = 1 2 3 4 5 level k+1 
----1------
J: 1 2 3 4 
Figure 3.11 Four Controlling Configurations 
stored for each conftgurat±on. The prediction of the forces and 
therefore the design of any combination of I and J can be found by 
linear interpolation between the forces of the control configurations. 
For example, the design of (I,J) = (1,3) can be found by interpolating. 
betwe~n (1,1) amd (1,5). The design (I,J) = (2,3) is found by a 
double interpolation. process. Firstly, (1,1) and (1,5) are used to 
find (1,3); and (5,1) and (5,5) used to find (5,3). (2.3) can then 
be found by interpolation between (1,3) and (5,3). 
This technique has proved very successful with little practical 
difference being found between the results produced from the two programs 
DYNGEO· and DYNPRE. 
3.4 COMPUTER PLOTTER PROGRAM DRAW 
The designer often requires a graphic display of his structure 
in order to consider the aesthetic and practical aspects involved 
and to check his data input. The designer must be able to ·recognize 
radical design configurations which could be generated by the programs 
DYNGEO and DYNPRE. Consequently, a program DRAW has been written for 
this purpose. 
The program is entirely automatic. The required data (nodal 
coordinates, member incidences) is automatically read from a data-file 
set up for this purpose by the main programs. A drawing can either be 
plotted on the Graphics Terminal or alternatively on the drum plotter. 
A convenient method can be employed whereby an 'instantaneous' plot can 
be generated on the graphics terminal, and if satisfactory can be 
sent directly to the drum plotter. 
Each drawing produced is enclosed in standard A4 format. 
A title block contains the information of drawing type and scale. As 
the structures are three dimensional pin-jointed structures with many 
members, an isometric view would be too confusing. Consequently, the 
structur.e is plotted in elevation and plan. A plan of every interface 
level. is plotted to ensure completeness and accuracy. 
3.5 SUMMARY 
The program DYSPAN has been written to determine the optimum member 
sizes of general space trusses for any specific geometric configuration. 
This program uses a direct iteration procedure to choose member sizes 
from a list of sections provided. These members are designed so that 
the ratio between the actual and permissible stresses are as close to 
unity as possible. 
The program DYNGEO analyses and.designs structures by a process 
of substructuring. In each substructure, successively varying con-
figurations are designed. The Dynamic Programming Successive Approximations 
method chooses an optimum configuration for the structure by a series 
of sequential decisions based upon a least weight criterion. 
also uses direct iteration to design the members-. 
DYNGEO 
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The program DYNPRE is very similar to DYNGEO except that 
interpolated forces are used for the design of the members. Four 
controlling configurations are used in each substructure in the 
interpolation process. The computation time for this program is 
significantly reduced in this way. The ratio of computation times 
between DYNGEO and DYNPRE is approximately 25:4. 
The plotting program DRAW has been written to automatically 
plot the elevations and substructure interface plans if required by 
the designer. . 
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C H A P T E R 4 
NUMERICAL EXAMPLES 
4.1 INTRODUCTION 
Six examples of tower structures are given which have been 
ca~efully selected to illustrate various features of the three programs, 
DYSPA,N, DYNGEO and DYNPRE discussed in this thesis. Although only tower 
examples are shown, DYSPAN can be used for any type of space truss 
structure, while' DYNGEO and DYNPRE can also be used for the design of 
domes, pyramids and indeed for any cantilever type structure. 
The six examples which have been 'automatically' designed with 
these programs are: 
i) 3-substructure plane-truss tower 
ii) 2-substructure triangular plan tower 
iii) 2-substructure rectangular plan tower 
iv) 3· legged transmission tower (from the literature) 
v) Rectangular transmission tower {_from the literature} 
vi} Practical transmission tower 
4.2 EXAMPLE 1 PLANE-TRUSS TOWER (3 substructures) 
This simple example has been chosen to illustrate.the basic 
concepts of the method. The scope of the program is shown by the in-
clusion of all types of section classes (pipe, channel, angle sections) 
with no regard being taken of practical connection details. If 
- desired, however, these classes can be changed at will to provide a more 
practical design. 
., 
Initial Configuration: Height: 6 m 
Breadth at foundation level: 2 m 
Breadth at interface level 1: 1, 5 m 
.Breadth at interface level 2: 1,0 m 
Breadth at upper level: 0,5m 
The initial configuration is shown in Figure 4i 
Loading: Two loads: 
at node 7: 
at node 8: 
15 kN in z-direction 
10 kN in x-rlirection 
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Possible dimensions (state variables) at the 4 interface levels shown 
in Figure 4 .1. 
i) x-direction 
1 2 3 4 5 
Base 1,6 1,8 2,0 2,2 2,4 
Level 1 1,1 1,3 1,5 1,7 1,9 
Level 2 o,8 0,9 1,0 1,1 1,2 
Level 3 0,5 
ii) z-direction 
1 2 3 4 5 
Base o,o I 
Level 1 1,8 1,9 2,0 2,1 2,2 
Level 2 3,8 3,9 4,o 4,1 4,2 
Level 3 6,0 
Section classes: 
i) Up-right members channel sections 
ii) Diagonal members pipe sections 
iii) Horizontal members angle sections 
Section lists: Appendix L 
'Figure 4.1 
Results:. 
2000 
Original Tower 
Shape 
6000 
Figure 4.2 
' 51 
level 3 
level 2 
level 1 
-base 
Optimum Tower 
Shape 
Member forces: The following diagram (Figure 4.3) shows acomparison 
between the forces obtained from the 3 programs DYSPAN, DYNGEO and DYNPRE 
for members shown in Figure 4.1 The difference in the forces exhibited 
in the program DYNPRE is caused by a slight'difference in the overall 
optimum configuration of the structure. frograms DYNGEO and DYNPRE, 
·however, produce structure weights of 1,39 kN and 1,461 kN, a difference , 
of 4,8% 
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32 2 3 4 
Member Number 
5 6 7 8 9 10 11 12 13 14 15 
c 28 
0 
·~ 24 
~ 20 
w 
u 
0:: 
0 
LL 
16 
12 
B 
4 
0 
4 
8 
12 
c 16 
·~ 20 
Vl ~ 2., 
a. 
E 28 
0 
u 32-
36 
OYNGEO 
DY SPAN DY NP RE 
[fXAMPLE 1 j 
Figure 4.3 Member Forces 
Structural design: The diagram (Figure 4. 4) shows the structural 
design of the tower. Channels were used for member group m.unber 1, 
pipes for member group number 2 and angle formember group number 3 
in each substructure without regard to practical connection details. 
The member size numbers correspond to those in Appendix L. · No differences 
are registered for the main members (group 1). However, small differences 
of design exist in the bracing members which are caused by the permissible 
values of stress for the particular slenderness ratio. These members 
are not critical since the maximum stress in the lower level bracing 
members is a negligible 5,8 MPa. 
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-- structural dzsign frcm DYSPAN 
from DYNPRE 
" " from DYNGEO 
Figure 4.4 Structural Design · 
5 10 15 20 
in::reasing mzmber size 
DYSPAN: 2,24 sec 
Comput:er times: DYNGEO: 48,579 sec 
DYNPRE: 19,46 sec 
As expected the computational times for DYSPAN is far less than 
for the other two programs, since DYSPAN does not alter the predetermined 
geometrical configuration of the structure. 
DYNGEO reanalyses the structure for each variation of geometrical 
configuration while DYNPRE uses interpolated member forces and hence 
less computation is required. 
4.3 EXAMPLE 2 - TRIANGULAR PLAN TOWER (2 substructures) 
In' the example the substructure height as well as the interface 
width is varied at each level. A relatively large range of possible 
dimensions have been chosen at each interface. This is only a small 
illustrative example. 
Ihitial Configuration: Height: 4 m 
Radius of foundation level: 3 m 
Radius of level l~ 2 m 
Radius of level 2: lm 
Total number of nodes: 15 
Total number of members: 42 
Loading: Three loads: 
at node 13: 10 kN in z-direction 
at node. 14: 15 kN in y-direction 
at node 15: - 12 kN in x-direction 
Possible dimensions (state variables) at the 3 levels 
i) Radii 
Base 
Level 1 
Level 2 
ii) 
Base 
Level 1 
Level 2 
Elevation, 
Section classes: 
1 
o,4 
0,3 
0,2 
2 
o,45 
0,35 
0,25 
z-direction 
1 2 
o,o 
1,8 1,9 
3,8 3,9 
All members to be pipe sections 
Section lists: Appendix L 
3 
0,5 
o,4 
0,3 
3 
2,0 
4,o 
4 
0,55 
o,45 
0,35 
4 
2,1 
4,1 
5 
o,6 
0,5 
o,4 
5 
2,2 
4,2 
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Hesults: 
Two differing optimum configurations were produced by the programs DYNPHE 
and DYNGEO. The radius of the interface levels are: 
DYl'i!PRE DYNGEO 
Base o,6 m 0,5 m 
Level·l 0,5 m 0,35 m 
Level 2 0,2 m 0,35 m 
Although this difference exists, the optimum weights from DYNPRE and 
DYNGEO were 1,091 kN and 1,115 kl\! respectively. 'l'his is a 2 .15% difference. 
'l'he design from DYNPRE is an approximation to that of DYNGEO, but since the 
prediction of the forces differ the choosing of a configuration is also 
different. The comparison of dominant forces for the three programs are: 
-i-·==~~-~--:------~--~- ----·-~-· .. --~~-°'"·--~~---· -~--
'Substructure Member 'l'ype DYSPAN DYNGEO DYNPRE 
Number 
l I' Main legs I.' -68,l'( r-:::15,68 -·rr---55-_ .=1_3 ____ _ 48,63 I 54,54 39,37 <---I-n_t_e_r_f_a_c~e---;,.1----1-0-,-7--r 0, 63 I - 1 , 6 j 
Bracing 
-15;8 
-13,5 
-17,3 
-16,8 
13,3 
-10,8 
-11,9 
-11,14 
-13,8 
-12,6 
-14,6 
-13,9 
__ 2 ___ _,, __ M_a_i_n_l_e_g_s---.--2-0-,-8-·~·1 
-25,2 1 -24,6 -23,9 
18,3 
r~--I-n-t-e1-·f_a_c_e __ _,i·--_-8-,-1-54-I - 8 :~1·---~~-8-, 3-.-6-. ~~~~~~~~~j1 
-25,6 -25,8 -12,083 Bracing 
-24,06 -23,6 -22,3 
I 
'l'he structural design is shown in Figure 4. 6 The difference in design for 
meniber groups 2 of substructure 1 is due to the varying degrees of 
accuracy of the forces in the bru.ciug members. For substructure 2~ 
the structural design from DYNGEO is exactly similar to DYSPAN. 
,,-. 
structural d~ign from DYSPAN 
II II 
" DYNGEO 
II II II DYNPRE 
I Figure 4.6 
,C Structural Design 
5 10 15 20 
increasing rnczmber sizcz 
DYSPAN: 8,286 sec 
Computer times: DYNGEO: 5 min 35,853 sec 
DYNPRE: 16,74 sec 
Similar conclusions may be drawn to those given in example 1 
as regards computer times. 
Although large disparities occur in some member forces, each design 
is perfectly feasible. It is interesting to note that the programs 
DYNGEO and DYNPRE provide almost exactly the same optimum weight 
(2,15% difference). 
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4.4 EXAMPLE 3 RECTANGULAR PLAN TOWER (2 substructures) 
The reason for selecting this example is to determine how the 
program would select an optimum configuration if the tower were subjected 
to vertical loads only. 
Initial Configuration: Height: 4 m 
Dimensions at foundation level: 2 x 2 m 
Dimensions at level 1: 1 x 1 m 
Dimensions at level 2: 1 x 1 m 
Total number of nodes: 20 
Total nwnber of members: 60 
Loading: Four loads 
at node 17: -20 kN in z-direction 
at node 18: -20 kN " " 
at node 19: -20 kN " " 
at node 20: 
-20 kN " " 
Possible dimensions (state variables) at the 3 levels 
i) x- and y-directions 
1 2 3 4 5 
Base o,6 1,0 1,4 1,8 2,2 
Level 1 o,4 o,6 o,8 1,0 1,2 
Level 2 o,4 o,6 o,8 1,0 1,2 
ii) z-direction 
1 2 3 4 5 
Base o,o 
Level 1 1,8 1,9 2,0 2,1 2,2 
Level 2 3,8 3,9 4,o 4,1 4,2 
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Section classes: 
All members to be pipe sections 
Section lists: Appendix L 
Hesults: 
In this example a set of vertical loads is used to produce an optimum 
configuration. The example is designed to test the programs' ability 
to produce an effective structure. The results from both DYNGEO 
and DYNPRE show that the smallest dimensions are chosen at each interface 
and the height of the tower is reduced to the minimum allowed by the 
state variables. Only two member groups were used: 
Member group 1 - pipe sections in substructure 1 
Member group. 2 pipe sections in substructure 2 
' Substructure Member Number DYSPAN DYNGEO DYNFRE 
NuJnber 
1 1 -8,34 -8,198 -8,198 
5 3,6 0,923 0,923 
9 -6,78 -6,862 -6,862 
18 
-6,30 -6,379 -6,379 
.. 24 
-6,78 -6,862 -6,862 
2 31 -8,~77 -8,242 -8,242 
35 2,711 2,766 2,766 
39 -6,368 -6,497 -6,497 
46 
-6,368 -6,497 -6,49'7 
54 ...,6,368 -6,497 -6,497 
- -
The only considerable force difference is in member number 5 which is a 
horizontal member on the interface between substructures. Th e equivalent loading 
has been .applied to its surrounding no.des and conse:;i uently the actual transfer 
of member forces between upper and lower substructures is not complete. This 
is a minor problem, however, since the actual stress in the member is .5 MPa. 
The structural design chosen by the programs for the 2 member 
groups is (in mm) 
Member Group 
1 
2 
Complfter.times 
DYSPAN 
42,90X2 
42,9(/JX2 
DYSPAN: 
DYNGEO: 
DYNPRE: 
DYNGEO 
42,90X2 
42,9¢x2 
9,187 sec 
8 min 43,295 sec 
2 min 59,964 sec 
DYNPRE 
42,9¢X2 
42,9¢x2 
Computer times folloJ the trend set for examples (1) and (2). 
The main point of interest is that the tower is being reduced to the minimum 
cross sectional dimensions specified and the height of the tower is also reduced 
to the minimum specified dimension. 
logic is correct. 
This is a good indication that the program 
EXAMPLE 4 'l'HREE LEGGED' TRANSMISSION TOWER 
The design of this tower (Figure 4.8) is compared with results given by 
Kuzmanovic et al [13]. 'l'he initial configuration is that specified by 
Kuzmanovic et al, while the loading is the metric (SI) equivalent of that 
given in the same paper. 
Initial Configuration: Height: 14,63 m 
Radius at foundation level: 3,167 m 
Radius at level 1: 2,112 m 
" " " 2: 1, 76 m 
" " " 3: 1,408 m 
" " " 4: 1,056 m 
Radius at level 5: 
" . " " 6: 
1,056 m 
1,056 m 
Total number of nodes = 42 
Total number of members = 132 
The structure is shown in Figure 4.8. 
Loading: Three load cases are specified 
Load Case 1: Basic wind force in transverse direction 
Position Load, kN Direction 
A,B 26,7 -z 
8,9 -x 
c 80,0 
-z 
31,0 -x 
D,E 15,6 -x 
40,0 
-z 
Load Case 2: 0,707 Basic wind force in transverse direction 
0,707 Basic wind force in longitudinal direction 
Position Load, kN Direction 
A,B i6,o -z 
5,4 -x 
c 48,o -z 
18,7 .-x 
D,E 9,4 -x 
11,6 +y 
24,o -z 
Load Case 3: No wind 
Position Load, kN Direction 
A,B 32,0 -z 
c 160,0 -z 
D,E 80,0 -z 
60 
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Possible dimensions (state variables) at the 7 levels 
i) Radii 
1 2 3 4 5 
Base 3,4 3,3 3,167 3,0 2,8 
Level 1 2,4 2,2 2,112 2,0 1,8 
2 2,0 1,9 1,76 1,7 1,6 
3 1,6 1,5 1,408 1,3 1,2 
4 1,2 1,1 1,056 1,0 0,9 
5 1,2 1,1 1,056 1,0 0,9 
6 1,2 1,1 1,056 1,0 0,9 
ii) Elevation 
1 
Base o,o 
Level 1 5,486 
2 7,315 
3 9,144 
4 10,973 
5 12,803 
6 14,630 
Section classes: 
All members to be angles 
Section lists: Appendix L 
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substructure 
A"/B 
6 c/]~~D,E 
5 
4· 
3 
2 
.1 
Hesults: 
1-
v 
x 
section x-x 
Figure 4 .8 'l'hree-legged Transmission Tower 
E 
D 
l--x .y 
Load Case 1: The configuration obtained from both programs DYNGEO and DYNPRE 
is identical. The comparison of forces are: 
-
Substructure Member Type Member DYSPAN DYNGEO DYNPRE 
Number Number 
1 Main legs 1 I -194 .• 78 -194,78 Same 
4 112,61 172,61 as 
DYNGEO 10 - 10,29 - 10,29 
16 10,218 10,28 
' 
Interface I 40 - 5,23 - 35,61 41 3,64 10,72 
I 
r 
Bracing minute minute I minute 
2 Main legs 73 -182, 73 -170,77 
74 154,43 149,89 
Substructure Mem l:::er 'l'ype Member DYSPAN ~ DYNPRE Numl:::er NUlliber 
I I I r 
. I Interface r{6 1,605 2,655 Same 
~ -Bracing 80 14,87 19,144 as· 83 - 3,53 - 30,39 
3 l Main legs I 85 -173,3 ~153~32 DYNGEO 86 135,89 131,53 
I Interface I 88 I 0,25 I 2,36 r 
~ Bracing I 92 4,32 7 ,8·r I 95 - 4,94 - 41,012 I 4· 
I 
Main legs 9'7 
I 
-147,4 -130,8 
98 99,3 + 94,58 
I Interface I 102 I 13,63 I 5,50 l 
Bracing 103 - 22,71 I - 19,314 
r 104 19,652 I 23 ,04 ' I 
5 I Main legs 109 -103,191 - 92,95 110 25,745 23,73 
Interface I 112 5,223 7,35 
I Bracing I 115 I - 34,95 I - 33,6 I I 116 27,98 29,33 
6 Main legs I 121 - 28,09 - 24,72 I 122 11,83 15,78 
l - - I I l I •' Interface 126 3,00 4,186 
Bracing 129 10,07 ·7 ,47 
~ 131 
- 9,95 - 11,'(8 
~ 
Load Cases 2 and 3: Similar trends as above are shown for these load cases. 
'l'he interface forces are extremely unreliable, but the main leg member forces 
approximate to thos.e found by DY SPAN. · . 
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Configuration: The following configurations and total weights were fotind 
for the three Load Cases. State variable values: 
Load Case 1 2 3 
Radius z Radius z Radius z 
Base 2,8 o,o 2,8 o,o 2,8 o,o 
Level 1 1,8 5,486 1,8 5~486 1,8 5,486 
2 1,6 7,315 1,6 7,315 1,6 7,315 
3 1,2 9,144 1,2 9,144 1,2 9,144 
4 l,.o 10,973 0,9 10,073 0,9 10,973 
5 0,9 12,803 0,9 12,803 0,9 12,803 
6 0,9 14,603 0,9 14,603 0,9 14,603 
Weight k'.N 23,256 16,786 18,508 
The optimwn tower design chosen by this program is more slender than the 
original example presented by Kuzmanovic. However, the total weight 
(excluding tower 'arms'), of 23,25 kN, (Load Case 1), compares favourably 
with Kuzmanovic's value of 23)5 kN. 
Structural Design: The structural design for the three load cases is shown 
in Figure 4.9. For all substructures, the design of the main leg members 
(member group 1) is consistent with that foundby DYSPAN. 'rhis can also be seen 
from the comparison of forces. Design difference in the interface 
members are marked (member group 2). Little difference is however found in the 
design of the bracing (member group 3). 
Computer 'rime 1 2 3 Load Case 
DYSPAN Accumulated time 4 min 41,273 
DYNGEO 15 min 46,872 13 min 29,756 10 min 26,574 
DYNPRE 6 min 27,081 4 min 12,173 3 min 36,89 
lO 
(\J 
-- structural design from DY SPAN 
" " " DY NGEO 
and DYNPRE 
I I I I I I I I 1 ·I I I I I 11 I 1 I I I I I I I I I II I I I I 
5 10 15 20 5 10 '15 20 5 10 15 20 
Load Case 1 
increasing member siz<2 
Load Cas<2 2 
F'ig 4. 9 Structural Design 
Load Case 3 
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4.6 EXAMPLE 5 - RECTANGULAR TRANSMISSION TOWER (4 substructures) 
This example is compared with the second discussed by Kuzmanovic 
et al [13] and is the design of a rectangular transmission tower subjected 
to the loads applied to example 4. 
Initial. Configuration: Height: 14,63 m 
Dimensions at foundation level: 5,48 x 5,48 m 
" " level 1: 3,66 x 3,66 m 
" " " 2: 1,83 x 1,83 m 
" " 
II 3: 1,83 x 1,83 m 
" " " 4: 1,83 x 1,83 m 
'rot al number of nodes: 56 
Total number of members: 175 
Loading: as for Example 4 
Possible dimensions (state variables) at the 5 interface levels. 
(Values used in Load Case 2 are shown in brackets) 
i) x- and y-direction 
1 2 3 4 
Ease 2,74 (2,0) (2,4) (2,r(4) - (3,0) 
Level 1 1,6 (1,4) 1,83 (1,6) 2,0 (1,83 (2, 0) 
Level 2 o,8 (0 ,6) 0,91 (0,8) 1,0 (0,91) (1,0) 
Level 3 o,8 (0 ,6) 0,91 (o,8) 1,0 (0,91) (1, 0) 
Level 4 0,91 (0,6) (0,8) (0,91) (l ,O) 
ii) z-direction 
1 
Base o,o 
Level 1 5,49 
Level 2 10,97 
Level 3 12,8 
Level 4 14,63 
5 
-(3,2) 
(2 ,2) 
(1,2) 
(1,2) 
(1,2) 
Section classes; 
All members to be angles 
Section lists; Appendix L 
substructure 
4 
section 8-8 
2 
1 
section A-A 
Figure 4.10 Rectangular Transmission Tower 
Results; 
A time limit of 30 minutes computer time was allowed for this structure. 
For Load Case 1 and 2, DYNGEO reached this limit without producing a result. 
With DYNPRE, however:1 feas~ble results were obtained for Load Cases 1, 2 
and 3 in 15 min 43:1137 sec; 27 min 48,335 sec and 18 min 19,666 sec 
respectively. Corresponding results from program DYSPAN are not available 
due to a violation of program limits for this problem. 
and structural designs from DYNPRE are given below. 
The configuration 
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Configuration: 
The following configuration was produced for the state variables 
;, 
Case I I I" Load 1 2 3 / 
·-
x y z x y z x y z 
Ease 2,74 2,74 o,o 2,0 2,0 o,o 2,74 2,74 o,o 
Level 1 1,6 2,0 5,49 1,4 1,4 5,49 1,6 1,6 o,o 
Level 2 0,80 o,8 10,97 o,8 0,91 10,97 o,8 o,8 10,97 
Level 3 0,91 0,8 12,89 o,6 o,6 12,8 o,8 o,8 12,8 
Level 4 . 0,91 0,91 14,63 o,6 o,6 14,63 0,91 0,91 14,63 
Load Case 3, which is purely downward load, produces the most slen~er 
structure, i.e. , an attempt has been made by the computer to construct 
a single strut to support the loads. This was also evident in Example 3. 
Structural Design: Figure 4.11 shows the structural design of the tower 
for the 3 load cases. Although this diagram cannot be used to compare 
designs critically, it does show that a variety of load cases produce similar 
trends in the structural design. For example, member group 1 in all 
substructures are very similar. The torsion effects from load case 2 cause 
the design of substructure 1 to be considerably different for some member 
groups. 
Structural weight: 
Load Case 1 .. 
2 
3 
26,540 kN 
23~515 kN 
17,415 kN 
The weight registered here of 26,540 kN once again compares favourably'with 
Ku.zmanovic's value of 26,765 kN. 
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structural design for Load Case 1 
II II II II 2 
II II II 
" 3. 
5 10 '15 20 
increasing member size 
Fig 4.11 Structural Design 
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47 EXAMPLE 6 PRACTICAL TRANSMISSION TOWER (3 substructures) 
This transmission tower is similar to a typical tower used in 
South Africa. This example illustrates that a practical steel tower 
constructed from a large numbe~ of members can be 'automatically' designed 
with these programs. 
Initial Configuration: Height: 12,35 ID 
Dimensions at foundation level: 6,7 x 6,7 m 
II II level 1: 5,0 5,0 x m 
II II 
" 2: 3,9 x 3,9 ID 
" 
II 
" 3: 2,8 x 2,8 ID 
II II II 4: 5,8 1,9 m x 
•rot al· number of nodes: 115 
Total number of members: 336 
The tower is shovm in Figure 4.14. 
The total number of nodes and members was too great for the direct 
application of the programs. Therefore, the structure has been divided into 
two sections, each with its own set of equivalent loads. The lower section, 
which consits of 3 substructures was designed first. The best interface 
-dimensions obtained were then used as the lower interface dimensions 
for the upper section. The final results was obtained by combining the two 
designs. 
Possible dbnensions (state variables) at the 4 levels. 
~) x- and y-directions 
1 2 3 
Ease 3,35 3,6 
Level 1 2,5 2,8 
Level 2 1,95 1,8 
Level 3 1,4 1,2 1,6 
Level 4 2,9 
ii) z-direction 
Base 
Level 1 
Level 2 
Level 3 
Level 4 
1 
o,o 
2,65 
4,45 
6,25 
13 ,4.5 
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Loading: An equivalent set of loads was applied to the lower structure at 
level 3. · These loads at A,B,C,D in Figure 4.12 were: 
Load case 1 
x y 
A -20,0 o,o 
B -20,0 o,o 
c -20,0 o,o 
D -20,0 o,o 
Loads on the upper 
E -20,0 o,o 
F -20,0 o,o 
G -20,0 o,o 
H -20,0 o,o 
2400 
D t--~~~......,,:..~~~~../,A~~~___.~ 
,F. y 
Figure 4.12 
z x 
31,0 -14,9 
31,0 - 4,6 
-138,0 4,6 
-138,0 -14,9 
I 
I 
Level 3 Interface 
2 
y z 
8,0 33,6 
8,0 37,9 
-2,3 -85,7 
-2,3 -90,0 
structure were (Figure 4.13) 
- 48,5 -24,15 5,4 -19,6 
- 48,5 4,76 5,4 : 7,6 
- 58,3 4,76 o,4 -32,5 
- 58,3 -24,15 o,4 -44,48 
2400 
3 
x y z 
o,o o,o -96,o 
o,o o,o -96,o 
o,o o,o -96,o 
o,o o,o -96,o 
o,o o,o -:96' 0 
o,o o,o -96,o 
o,o o,o -96,o 
o,o o,o ~6,o 
' 
Section c·lasses: 
lz 5800 G~ F7 
-~~-·,,_, ,_-_-_ -~-"-~"=====:x __ --rr J_- 7 11000 
H " ,, ,, 
y 
Figure 4.13 Level 4 Interface 
4 All members to be angles 
Section lists~ Appendix L 
substructure 
12350 
Figure 4.14 Practical Transmission Tower 
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Results: 
A time limit of 30 minutes computer time was allowed for the two li.alves 
af. the structure separately. DYNGEO could not find a feasible solution in 
this time. DYNPRE produced solutions for Load Cases 1 and 2 f>r both upper and 
lower structures. No solution could be found for Load Case 3 for the lower 
structure. Load Case 3 on the upper' structure required a section larger than 
that given in the section list and hence the calculation was terminated. 
Due to the considerable size of the whole structure, DYSPAN could not be used. 
Structur.al Design: Figure 4 .15 shows the structural design of the tower 
for the two load cases as mentioned above. A general trend of compatibility 
of designs from varying load case.sis observed. The actual detailed loading'on 
the tower is not known, but from the available data, it appears that the 
loads used in the program were approximately 4 times the actual values. 
Main leg and boom members from the actual design were 88,9 x 88,9 x 9,53 
angles. The corresponding members found by the program were: 
.Load Case 1 Load Case 2 
Main Leg Member 80 x 80 x 9,63 "{0 x 70 x 6,38 
Boom Members 150 x 150 x 27,3 100 x 100 x 15 
/ The large boom members were. due to the ve~y large downward loads from Load Case 1. 
A total of 276 kN was applied to each boom together with horizontal wind forces. 
Unfortunately, due to the unavailability of loading information a direct 
comparison cannot be made between the results obtained from the program and 
the actual practical designs. HoYJever, very plausible results were obtained fran 
the assumed loading wbich appears to be far greater than that wbich was 
actually applied to this structure. 
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, I 
l . -----. -------
1 ·- I 
I.ft 1"-----1----...· -pr-CG--
-- Structural design for load case 1 
II II II II II 2 
Figure 4.15 Structural Design 
I 
~ 
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4 .8 DISCUSSION OF RESULTS 
The program DYSPAN is considered to be a basis of all comparisons, 
since it analyses and designs structures as a whole. <G:>nsequently, the 
forces obtained from DYSPAN represent a true elastic solution. In 
addition, the members are designed from these forces by proportioning 
the member sizes in order to produce a minimum difference between actual 
and permissible stresses for each member in the structure. 
DYNGEO' s use of substructures requires an approximation to be 
made for the interaction between substructures. Force transfer from 
one part of the structure to the next is calculated from statics. The 
equivalent set of loads are therefore assumed to approximate to the true 
interaction forces. • 
Each interface is subjected to an equivalent set of :bads applied so 
that the overall forces and moments at that level balance the externally 
applied. loads. The forces in the interface members are therefore inaccurately 
calculated since the effective stiffness at the interface level is not 
consistent with the actual state. The design of these members is, however, not 
critical since stress levels are very low (average 6 MPa). It has been found 
that the degree of force inconsistency is dependent on the distance between 
the external loads and the interface under consideration. Large differences 
are found at lower interfaces while values approaching the actual are found 
ih the interface members near the top of the tower. The increase in the 
interface loads with decrease in elevation is due to moment Effects caused 
by the external loads, which is analogous to the moments on a cantilever. 
The design of the main leg members, which are the main lo_ad carriers, 
is all important. Excellent agreement between both the forces and the design 
has beenfound by using the two programs DYSPAN and DYNGEO. This can be seen 
from diagrams Figures 4.4; 4.6; 4,9 and 4,11. In particular, Figure 4.S 
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the structural design of the triangular plan tower, shows no difference between 
the designs by DYSP.AN and DYNGEO. 
Where. vertical loads only are applied to a structure, the program 
DYNGEO finds the narrowest possible solution. This is logical since a 
simple strut would be the most efficient and the cheapest method of supporting 
the load. The design in this case is completely compatible with that found 
by DYSPAN. 
An interesting observation is tlat similar trends in the structural 
design of' a particular tower are evident even though the load cases are 
vastly different. Examples 4, 5 and 6 show this trend clearly. 
'rhe optimum configuration of the structure is dependent upon the accuracy 
of the prediction of the forces in the members. An inefficient prediction 
produces slightly different designs which in turn have varying 'costs' or 
weights. As the DPSA method chooses the design and configuration with the 
least cost, a different geometry may be chosen by the programs DYNGEO and 
DYNPRE. This is more critical for small structures where a change in 
configuration can cause considerable changes in forces. For example, 
the relative configuration (and hence force) change for a 4 m=tre tower 
subjected to a dimension change of 0,5 metres at some level, is far greater 
than the same dimension change on a 16 metre tower. Consequently, the 
inaccuracy in the prediction calculations ·used in DYNPRE are far more evident 
for small structures. This can be seen from the designs in examples 2 and 4. 
Both structures are triangular in plan but the former is 4 metres high while 
the latter is 14,63 metres high. The comparison of respective designs 
shows a larger overall difference between the results from the two programs. 
Ird.eed, there is no difference between designs in example 4. 
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The absence of published work for the combination of structural 
and geometrical design of towers makes it impossible to ~uantitatively 
criticize the designs produced by DYNGEO and DYNPRE. Therefore, the only 
yard stick for a comparison of any type was by using the results produced 
by the full elastic analysis and design program DYSPAN. 
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C H A P T E R 5 
CONCLUSIONS 
A computer technique· has been developed to determine the optimum 
geometric configuration and member sizes automatically for tower structures. 
A prohibitive amount of data preparation and computational time would be 
required if numerous configurations are selected manually. The application 
of Dynal1lic Programming, in particular the Dynamic Programming Successive 
Approximations technique, is suitable for the design of tower S::.ructures, 
since substructuring provides the necessary state variables. The Direct 
Iteration Method, in conjunction with Dynamic Progranuning, is a convenient 
way of finding optimum member sizes and a geometric configuration con-
currently. Substructuring also has the added advantage of simplifying 
coding and checking of data. 
Only a single data set is required to generate ruany configurations 
fran an initial configuration. Variations in the dimensions of the 
structure can be produced by merely specifying values of the state variables 
at the interfaces. 
Three types of tower structures which have been satisfactorily 
designed a:re: 
(a) Plane truss towers 
(b) Rectangular 3-dimensional towers 
(c) Triangular 3-dimensional towers 
The final designs selected by each of the three programs for the 
above examples are the same for all practical purposes. Same secondary 
member forces differ significantly, however. ·The design of these members 
is usually governed by their slenderness ratios and is .not dependent upon 
79 
their stresses, since these are negligible. This is a phenomenon which is 
often overlooked by structural analysts who prefer more rigorous methods 
of analysis and techniques for optimum solutions. 
Large computer calculation times are required for many complex 
structures. Substructuring is essential to decrease both the analysis 
times and the computer storage requirements for these structures. It 
is :important to degenerate any particular structure into as many sub-
structures as possible in order to decrease the computational time 
to a minimum. This has been clearly shown by examples 4 and 5 in Chapter 4. 
'l'he design for example 4, which contains 6 substructures, was <Et ermined in 
approximately half the time required by example 5 (4 substructures) 
even though the number of state variables has been restricted:in the latter. 
'l'he siz~ of the substructures is also of major importance. 'l'he lower 
substructure in example 5 is substantially larger than the others. This 
results in an appreciable increase in computer time and storage requirements. 
The method of predicting forces by simple linear interpolation 
from f'our controlling substructure configurations has proved successful 
for large structures. Prediction errors occur for small structures where 
the relative configuration changes are considerable in comparison with the 
same dimension changes in large structures. This technique has however 
shown that a substantial reduction in computer time is possible without 
sacrificing design efficiency. This interpolation method, used in the 
program DYNPRE requires only a quarter. of the computer time used by the 
complete DPSA program DYNGEO. Greater accuracy could be attained jf a 
higher order interpolation was used, however this will increase the 
computation times. 
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ii) A large computer will be required to analyse the whole structure 
for any reasonably complex practical problem· 
The following refinements can be incorporated although they are 
probably unnecessary, since the interface member forces are generally 
negligible. 
2. Overlapping 
In order to determine the forces in the interface members more 
accurately, it is proposed that substructures be ·overlapped. Two adjoining 
substructures can be analysed together to predict the actual interface 
member forces. 
3. Prescribed Displacements 
Alternatively, the interface nodal displacements can be found from 
a full analysis. These displacements can then be used as prescribed 
-
support movements for each bUbstructure. This could decrease the minor 
errors inherent in some member forces. 
4. Applied Member Forces 
Another method is to proceed from substructure to substructure from 
the top of the tower domiward. The member forces can be calculated for 
each substructure in turn. Their effects can then be applied as loads 
to the lower substructures in a successive manner. The calculation of 
equivalent interface loads is then unnecessary. 
Generally the computation ti.mes for large structures are still 
excessive. If a more rapid method can be found to determine member forces, 
the DPSA method would become even more satisfactory. 
82 
Limit state design has not been mentioned. The recommendations 
of the new steel code (BS 449, which is not yet available), can however 
easily be incorporated in these programs in the future. 
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A P P E N D I X A 
Al .1 '"· EQUIVALENT SUBS',['RUC'l'URE LOADS 
Three plan shapes of structure have been considered in the 
formulation of the DPSA method into a viable computer program, each of 
which requires a specific calculation of equivalent substructure loads, 
although all use a similar technique. 
Consider a general point A on the z-axis and at a cell-face 
levei (Figure Al). 
z 
-P 
/ 
.1----__;;_-r-------~ x 
y 
Figure Al Equivalent Loading System for Point A 
A-2 
Any external load which is applied to the st·ructure at a point o;f 
greater elevation (i.e. larger z-coordinate) can be replaced at A 
by an equivalent set of loads and moments related to the sign convention 
specified. 
Example: Apply a load -Pat point B (x,y,z); 
Find the equivalent loads and moments at A 
Solution: F = -P x 
F = 0 y 
F = 0 z 
M = 0 
.x 
M = p ( z-zJl) y 
M = -P y z 
In g~neral terms, loads P ,P and P applied at (x,y,z) produce 
x y z 
equivalent cellular loads of: 
F = p x x 
F = p y y 
F = p z z 
M = p (z-zJl) - p y x y z 
M = p x - p (z-zJl) y z x 
M = p y p x z x y (A.l) 
These loads must now be applied to the substructure interface 
nodes in some proportion so that their effect is equivalent to that 
at A. [It should be noted that loads can only be applied at nodes 
in the displacement method of analysis and as point A is usually 
not a structural node, it cannot be used as a load point]. 
___________ ..,.. ____ -·- ------
A-4 
2. Space-truss tower - Rectangular plan shape ('Figure A3) 
Figure A3 Equivalent Loads for a Rectangular Tower 
The equivalent nodal loads are: 
FX(l) = F /4 + M /(8 a) 
x z 
FY(l) = F /4 - M /(8 b) y z 
'FZ(l) = F/4 - Mj(4 a) + M /(4 b) y 
FX(2) = F /4 - M /(8 a) 
x z 
FY(2) = - F /4 - M I ( 8 b) y z 
FZ(2) = F /4 + M /(4 a) + M /(4 b) 
z x y 
FX(3) ·- F /4 - M /(8 a) x z 
FY(3). F /4 + M /(8 b) y z 
FZ(3) = F /4 + M /(4 a) - M /(4 b) 
z x y 
FX(4) = F /4 + M /(8 a) 
x z 
FY(4) = F /4 + M /(8 b) y z 
FZ(4) = F /4 - M /(4 a) - M /(4 b) (A. 3) z x y 
A-5 
3. Space-truss tower ... 'rriangular plan shape (Figure A4) 
The 
FZ(2) . 
'· r'adrus7 
X(2)/ 
FY'.~ z ?<< FZ(1) . 
--//~-~~_f"x ------~~~. / FX(1) / M7.~~ / '--. E 
/ M (rJ, M ---
F 7(3) / Y}'F t------ FY(1) 
--
.-----
'- // / _ y.----
3 -- , 
. (3)/ -
If-ye 3) 
Figure A4 Equivalent Loads for a Triangular Tower 
equivalent nodal loads are: 
FX(l) = F /3 x 
FY(l) = F /3 - M /(3 r) y z 
FZ(l) = F /3 + M I ( 3 r) z y 
FX(2) = F /3 - M /(2/3r) x z 
FY(2) = F /3 + M /(6 r) y z 
FZ(2) = F /3 + M I ( ./3 r) - M /(3 r) z x y . 
FX(3) = F / 3 + M / ( 2 /3 r ) x z 
FY(3) = F /3 + M /(6 r) y z 
FZ(3) = F I 3 - M I ( /3 r ) - M /(3 r) z x y . (A.4) 
The above formulae are universally applicable to the shape of 
structure for which they have been derived. 
A-6 
Al.2 EQUIVALENT SUBSTRUCTURE SUPPORT-CONSTRAINTS 
The need for substructure boundary conditions, has arisen due 
to the degeneration of the structure into individual substructures 
(Section 3.3.3.1). It is necessary to produce a stable structure 
which can be analysed using a displacement method. Stabilization of 
supports is affected by fixing the lower substructure interface nodes 
rigidly in space, that is, it is assumed that the substructure exists 
independently of the rest of the structure and ~s supported on its own 
rigid· foundations. 
A P P E N D I X B 
NVN~~1CRl..-
Bl .1 A l~f:r EXAMPLE OF '11HE DYNAMIC PROGRAMMING TECHNIQUE 
The Dynamic Prograrmning technique can best be illustrated 
by a simple problem representing a network o;f poss-ible routes 
between two fixed points. 
Consider a network of routes between points A and B as 
shown in Figure Bl which represent the only possible routes betwe~n 
the two points. 
3 3 'I 4 
' 
""" 
7 ~ 2 ' 5 3 ~ ~ ~k::O 
' 
2 5 
---<: 1 2 
' ~ 5 6 ' 1 ~ ' ~ ~ ' 
"-k=1 
'I 3 'I 3 
"" 5 ~ 5 ' 3 ~ 2 ~ ~ ' 
' ' 
"""k=2 ' 
0 3 4 3 
·g u ' 1 ' 2 3 ~ ~ ' 0 ~ 
""' ""k=5 
' 
"k=6 '-k=4 'k=3 
Figure Bl Simple Network Problem 
B-2 
It is required to move from point B to point A by the least 'expensive' 
route. The cost of travelling between any two adjoining points 
(i,j) and (k,Q, ) is represented by the numeral attached to the line and 
is defined as t(i,j;k,£-). The circles at the node points will be 
used for the accumulated cost of the optimum route between that point 
(i,j) and A, and is defined as f(i,j). 
The problem, in accordance with the equations in Chapter 2 
is therefore: 
Find a route denoted by u(k) for k = 0 to 6 between A and B so 
that J is a minimum 
where 
k=6 
J = E fl(u(k)) 
k=to 
and fl is the cost of the route between two adjoining nodes 
'rhe route is restricted to movements 'up 1 in the positive 
(B.l) 
j-direction or 'across' in the positive i-direction from any point 
in the network. 
The sequence of decisions which must be made to produce an 
optimum cost route from node (i,j) to A is (in terms of equation 2.1). 
f(i,j) = min[t(i,j;k,J\.) + f(k,fl)] (B.2) 
At each point (i,j), there are two possible routes to an adjacent node: 
1. (i,j) to (i+l,j) 
2. ( i, j) to (i, j + 1) 
Consequently equation (B.2} is; 
f(i,j) = min t(i,j; i+l,j) + f(i+l,j) 
t(i,j; i,j+l} + f(i,j+l} (B.3) 
The Dynamic progrrumning solution is found by a systematic re-use of 
equation (B. 3). 
The demonstration of equation (B.3) can be achieved by 
considering Figure B2 where, by definition, f(3,3) = O. 
Figure B2 Route from B to A 
1. for k = 1, two possible routes exist: 
(2,3) to (3,3) for which f(2,3) = 4 
and (3,2) to (3,3) for which f(3,2) = 3 
As an aid to visualization of the process, these accumulated 
costs are written in their corresponding circles and an arrow indicates 
the sense of direction of the best route. 
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2. for k = 2, four ~ossible routes exist, of which two can iTIJIDediately 
be evaluated: 
f(l,3) 
f(3,l} 
The route from 
f(2,2) 
= t(l,3; 2,3) + f(2,3) = 1 + 4 
= t(3,l; 3,2) + f(3,2) = 6 + 3 
(2.2) is found by using equation 
= min r(2,2; 
t(2,2; 
= min \5 + 4 
l2 + 3 
2,3) + f(2,3) 
3,2) + f(3,2) 
= 5. 
= 5 
= 9 
(B.3) 
which_ corresponds to the route (2,3), (3,2),A as shown in Figure B2. 
3. This calculation is continued through stages k = 3,4 and 5 
to find the optimum route from ( 0 ,1) to A and from (1,0) to A. 
f(O,O} = f(B) = min 
= min 
{
t(.0,0; O,l~ + f(O,l) 
t(O,O; 1,0) + f(l,O) 
{3
5 + 12 
+ 15 
= 17 
The final optimum route can now be traced through the network by 
For k = G 
following the arrows. 'fhe optimum route is ( 0 ,0 )_, ( 0 ,12, ( 0 ,2), (1,2) 
(2,2), (3,2), (3,3). Figure B2 shows the completed diagram and the 
optimum route from B to A. 
A P p E N D I X C 
Cl.l A NUMERICAL EXAMPLE OF THE DYNAMIC PROGRAMMING SUCCESSIVE 
APPROXIMATION TECHNIQUE 
The DPSA technique can best be demonstrated by the use of 
a two-dimensional dynamic programming problem involving the production 
of an ~ir conditioning duct transition section of the type shown in 
Figure Cl. , 
--+------
iransition section 
Figure Cl Air Conditioning Duct Transition Section 
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It is required to design a transition section to connect two 
air conditioning ducts, A and C so that the area of sheet metal used 
is a minimum. A is an existing shaft of cross-sectional dimensions 
5 x 5 units. The size of C is to be decided from the design of 
the transition section, but it is known that two sizes of duct 
are available i.e. 3 x 1 and 2 x 1 where the first value is the 
vertical dimension. It is assumed that the costs of ducts A and C 
do not influence the cost of the transition section. In addition, 
a diaphragm is required at B which is manufactured in varying rect-
angular or square shapes ranging from 5· x 5 to 1 x 1 units. The 
spacing ab and be is 2 and 3 units respec~ively. 
Cl.2 SELECTION OF STATE VARIABLES 
The transition seL:Lion L:an be divided into two substructures. 
Substructure 1 is defined between stage k = 0 and stage k = 1 and 
substructure 2 between stage k = 1 and k = 2 (Figure C2). 
Let the state variables x1 (k), x2 (k); x1 (k-l), x2 (k-l) 
define the :possible dimensions of the right and left hand ends of 
substructure k in the coordinate directions p and q respectively. 
The values of the state variables are therefore: 
k = 0 k = 1 I k = 2 
x1 (o) x2 (o) x1 (1) x2 (1) x1 (2) x,., ( 2) c. 
5,0 5,0 1,0 1,0 2,0 1,0 
I 
2,0 2,0 3,0 1,0 
3,0 3,0 
4,o 4,o 
5,0 5,0 
TABLE Cl 
STATE VARIABLES x(k) 
k=O k=1 k=2 
I ~ufDstructure 1 \>o J~ubstru~_tur~~ 
Figure C2 State Variables for Transition Section 
Cl.3 PERFORMANCE CRITERION 
A minimum area of sheet metal is required, hence: 
k=2 
J = min L: 
k=O 
k=2 
J = min L: 
k=O 
[surface area of substructure k] 
[ SA(k)] 
C-3 
p~ ~ vq 
(c.l) 
The surface area of substructure k can be defined in terms 
of state variables x1 (k), x2 (k), x1 (k-l), x2 (k-l) as follows: 
C-4 
SA(k) 
= 
(C.2) 
and by definition SA(O) = 0,0 
Cl.4 INITIAL SOLUTION 
In order to begin the calculation, an initial solution is 
required. 'For this purpose, let Table C2 represent the initial 
solution. The total area of the transition section is 86,96 units 2 . 
Cl.5 
k xl x 2 
0 5,0 5,0 
1 5,0 5,0 
2 2,0 1,0 
TABLE G2 
INITIAL SOLUTION 
OPTIMIZA'rION CALCULA'rIONS :F'OR STA'rE VARIABLE x1 
e 
The DPSA technique is commenied by keeping the state variable 
x2 constant at the values specified in Table C2. A single dimensional 
dynamic programming procedure is performed with respect to state 
variable x1 using the possible values in Table C3. 
k I 0 I i 1 I 2 I 
5 5,0 5,0 N 
, 
4 N 4,o ~ 
3 N 3,0 3,0 
2 N 2,0 2,0 
1 ®: 1,0 N 
TABLE C3 
VALUES OF 
In Table C3 the symbol N denotes a position which is not to 
be cqnsidered in the solution. 
1. k = 0 
Control begins with k = 0, where x1 (o) = 5 is the only position 
to be considered, i.e. it is a fixed boundary state (cf equations 
(2.4) and (2.9)). By definition SA(O) = O,O and hence J = 0. 
2. k = 1 
Control moves to stage k = 1 where 5 :possible positions of 
x1 (1) exist (Table C3). The value of J for each must be calculated: 
i=5 k=l 
J = min [ E (SAi(k)} J from equation (C.l) 
i=O k;:::O 
i=5 
J ;::: min [ SAi(l) + SA(o)] for all values- of x(kf 
i::;O 
where k == 1 
Since SA(O) = o,o 
i=5 
J = min [ SAi(1)] 
i=O 
c;: .. 6 
Example: for i = 5; k = 1 
The values of the state variables are: 
x1 (k) = 5 l Table C3 
x1(k-l) = 5 
x2 (k) = 5 1 · 
5 
From initial solution 
x2(k-l) = 
and 
( /(5 - 5) 
2
. 2 
+ 5 + 5) 2 + 2 
= 40 units 2 
A diagram can be used to express the above calculations 
(Fi~re C3). 
5 
4 
3 
2 
1 
~ 
I 
loo 
l 
'i" 
I ~o 
' 
5 
38,62 3a52 
5 
38j36 1~8 36 
5 
39,0 39,0 
5 
40,28 40,28 1·;< 
. 
5 
1 2 
rigure C3 State Variable x1 for Stage k = 1 
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The following legend is applicable to Figure C3 and the sub-
sequent Figure of this type: 
A B 
c 
3. k. = 2 
where 
A = area of a single substructure ;for k,k..-1 
B = accumulated area of all substructures 
up to stage k 
C = position in stage k-1 which gives a 
minimum value of J 
It remains to complete the process to the k = 2 stage. 
From equation (C.l) 
i=5 k=2 
J = min· [ L [SAi (k)] J lr-n 
•-v 
J 
i=l 
i=5 
= min [ SAi(2) 
i=l 
k=l 
+min E [SAi(k)]J 
k=O 
The second part of the expression is known from stage k = 1. This 
is accomplished by finding J -
for the existing values of x1 (2) 
i.e. x1 (2) = 3,0 
x1 (2) = 2 ,0 
i=5 
min [ Areai(x1 (1); 
i=l 
' 
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J = min Area (5,0; 2,0) + 4o,o = 85,36 
Area (4,0; 2,0) + 38,62 = 79,23 
Area (3,0; 2,0) + 38,36 = 74,64 
Area (2 O· 
' ' 
2,0) + 39,0 = 71,42 
Area (1,0; 2,0) + 40,28 = 69,34 
where Area ( x1 ( 1 ) ; x1 ( 2 ) ) = SA(k) equation C.2 
In diagrammatical form: 
5 0,0 40,0140,0 5 
4 38,62 38,62 5 
3 38,36 38,36 33,4 73,68 ~~-w---~-+-~~~ 5 1 
2 39,0 39,0 29,0 69,34 
'I 5 
i~ 0 1 2 
Figure C4 Completed Route for x1 - Cycle 1 
From the diagram, 69,34 is less than 73,68 at k = 2, hence the least 
material area can be accomplished by using the dimensions (cf Figure Cl, 
and C2) 
at a xl = 5,0 x2 = 5,0 initial solution of x2 
b xl = 1,0 x2 = 5,0 initial solution of x2 
c xl = 2,0 x2 = 1,0 initial solution of x2 
with a total area of 69,34 units 2 • 
Cl. 6 OPT~MIZA'rION CALCULA'rIONS FOR STATE VARIABLE x2 
State variable x2 is now released,.· x1 is held constant 
at the values arrived at above. 
The calculation proceeds precisely as was the case for 
varying x1 . The arithmetic produces, in diagrarnmatical form, 
the following result: 
5 
37, 83 37,83 
5 
3 5 
2 
33,94 33,94 15,08 49,02 1 5 1 
·~o 1 2 
Figure C5 Completed Route for x2 - Cycle 1 
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The follwoing values of x1 and x2 are produced by this 
optimization 
at a xl = 5,0 from iteration 1 x2 = 5,0 from iteration 2 
b xl = 1,0 '" " " x2 = 1,0 " " " 
c· xl = 2,0 " " " x2 = 1,0 " " " 
With a total area of 49,02 units 2 . 
The calculation are now performed cyclically with alternate 
state variables being released. The results produced are: 
5 lo.o --- 5 
\ 37, 83 37, '83 
---~~,,;--~-----~~------w~--
5 
3 18,32 52,26 5 1 
2 I 
34,8 34,8 15,08 49,02 
~ 
'l 33,94 33,94 '< 5 iA 0 1 2 
Figure C6 Coinpleted Route for x1 Cycle 2 
Cl.7 FINAL SOLUTION 
The shape of Figures c6 and c4 are identical. ~here fore 
the optimum policy for both x1 and x2 has been found since there 
is no improvement in the total surface area between cycles. The 
final solution can be traced. 
The control sequence represented by the values of i which 
give the optimum configuration are: 
k I 0 I 1 I 2 r 
ul 5 1 2 
u2 5 l 1 
TABLE C3 
COJIHROL SEQUENCE u ( k) 
The state variable configuration is: 
k 0 I 1 I 2 
xl 5,0 1,0 2,0 
x2 5,0 1,0 1,0 
'l'ABLE C4 
S'rA'l'E VARI ABLE x ( k) 
. . 2 The final solution, for which the area is 49,02 units is drawn in 
Figure C7. 
c.-11 
5,0 
/ 
A 
/ 
/ 
/ 
/ 
/ 
/ J_..__ __ _ 
5,0 
3 0 
B 
Figure C7 Final Dimensions of Transition Section 
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2,0 
A P P E N p I X D 
Dl.l THE DISPLACEMENT METHOD FOR BAR ELEMEN'rs' Al'iJ ENERGY APPROACH 
The total potential energy of a structure is 
7T = u + w p 
where U is the strain energy and W is the potential of the applied 
. p 
loads..· Since the forces are assumed to remain constants during a 
variation of the displacements, the relation between the work done by 
the ldads W and of the potential of the loads is 
The principle of minimum potential energy then is 
07T = cu+ ow = cu - ow·= o p 
The potential energy for a linear elastic body is expressed in terms 
of the internal work and the potential of the body forces and surface 
tractions 
1T f dU(u,v,w) 
v 
f (Xu + Yv + Zw)dV 
v 
where U = internal energy 
f dV = 
f ~s. = s. l 
l 
body force 
surface forces over the surface S. 
l 
f fs. (Txu + Tyv + 'Jlzw)dSi 
l 
For a bar structure, the integral can be substituted by a summation, 
since a bar in the structure contributes a finite definable amount of 
internal energy to the structure. 
fvdu(u;,v,w) 
m 
= 2: u. 
l i=l 
Hence 
where U. = internal energy for bar i 
l 
while the potential of the body and surface forces are 
fv (Xu + Yv + Zw)dV + I (Tu + T v + T w)dS. s. x y z i 
i 
m m 
= l: (X.u. + Y.v. + Z.w.) + E ('.L1 .u. + T .v. + T .w.) i=l i i i i i i i=l xi i yi i zi i 
Consider a bar· element in local line coordinates 
D-2 
Tlie internal energy in the bar is the force times the displacement 
hence u. = PoL 
i 
now from Hooke's law CJ = 
and E = 
p = 
hence U. 
i 
p 
A 
oL 
L 
= 
AEoL 
L 
Ee: 
= ~ 8LoL 
Consider now a bar in local line coordinate subjected to axial force. 
Therefore the 
oL 
oL 
u i 
= 
= 
change in 
oL. oL. 
1 J 
[l - l] 
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length of the member ~· 
oL. 
1 
oL. 
J 
From the definition of the transformation of coordinate axes from local 
to the global set 
oL. = U.A + v,µ + w.u 
1 1 i 1 
and oL. = U.A + v.µ + w.u 
J J J J 
oL = U,A + v.µ + W;U U.A - u.µ - w.u 1 1 1 J J J 
XB - x 
where A A = L 
YB - YA 
µ = L 
z 
-
z B A 
u = L 
In matrix form 
and 
or 
and 
oL = 
V1 
f 1 = 
Ut 
~jJ_ = 
u, 
ti = 
k = 
e 
( Ji. µ u -Ji. -µ ... u] u. 
l 
v. 
l 
w. 
l 
u. 
J 
v. l w: 
AE [oL]T[oL] L 
AE L [ui v. w. u. v. wj] Ji. [Ji. µ u -Ji. -µ -u] l l J J 
µ 
\) , 
-Ji. 
-µ j 
-\) 
AE 'r L {u} [ke){u} 
[A µ u -Ji. -µ -u] 
µ 
u 
-Ji. J 
-µ 
-u 
Returning to the total potential energy of the structure 
1T = 
m AE 'r 
E L {u} [k ]{u} 
i=l e i=l 
m T 
E {u} B. 
l i=l 
m T 
E { u} S. 
l 
D-4 
u. 
l 
v. 
l 
w. 
l 
u. 
J 
v. 
J 
w. J J 
where B. is the matrix of Body forces for bar i 
1 
S. is the matrix of Surface forces for bar i 
1 
Applying the variational principle 
~ [ke]{u} - ~ B. - ~ s.J = 
i=l 1 i=l 1 
D-5 
0 
Now since the variation of displacements is arbitrary, the expression 
. ' 
in brackets must disappear 
= 
or more generally 
[K]{u} = {P} 
m 
L 
i=l 
B. + 
1 
m 
l: s. 
i=l 1 
where {P} is the summation of {B} and {S} and [K] is the system 
stiffness matrix. 
A P P E N D I X E 
El. l CROU'r REDUC'rIOl~ FOR 'I'HE SOLUTION OF LINEAR SIMUVrANEOUS EQUA'.i'IONS 
Consider a system of linear equations to be solved: 
·.{A}!_ = b 
By Gauss elimination, the algorithm is 
(k) 
a... = lJ 
(k,..1) 
a .. lJ 
fo~ i = k+ 1, ... ,N. 
j = k, •.. ,N. 
(k-1) (k-1) 
aik 81c,j 
(k-1) 
81ck 
where N is the number of equations 
with back substitution 
for i = k+l, ... ,N 
. (k-1) b(k-1) 
· aik k 
(k-1) 
akk 
where i is the row number an~ 
j is the column number in the matrix A 
Notable points are: 
1. Symmetry has not been taken into account. 
2. aik/8Jck is a constant operator while j runs from k to N, and 
hence can be used as a common factor both in the forward 
elimination as well as in the back substitution. 
3. Where aik = akj = O, there is no change in aij which should 
be recognized. 
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The Crout Reduction Process can be defined by its, essential features: 
1. Re-order the sequence in which the terms of the coefficient 
matrix A are modified 
2. Each term is changed directly from its initial value in the 
unreduced matrix to its final value in the upper triangular 
reduced matrix. 
The procedure is a direct consequence of the fact that in the 
Gauss Elimination process, row i of the triangular matrix is obtained 
by a iinear combination of rows 1 to i-1. 
(i~l) 
a .. 
1J = 
a .. 
1J 
for j = 2, ... ,N 
i = 2' ... ,j . 
and the back substitution 
= b. 
1 
i-1 
E 
k=l 
i-1 
E 
k=l 
(k-1) (k-1) 
ak. a. . 1 KJ 
(k-l) 
~k 
The Crout algoritlun is then: 
APPENDIX F 
Fl.l MATRIX S'rORAGE TECHNIQUE 
All stiffness matrices of the type required by the Displacement 
Method are symmetric positive _definite; and if the structural nwnbe-ring 
For computer storage, it is very wasteful and often impossible 
to store the whole N x N matrix when only a part of it contains relevant 
information. Due to synnnetry, the matrix is divided into three sections. 
(a) the leading diagonal 
(b) the upper triangular matrix [u] 
(c) the lower triangular matrix [L] 
Since [u] is merely the mirror image of [L] only one need be 
stored (Figure F2) . 
Now· the banded form of the --m.a.t'.rix requires that onlY: a portion 
of [u] be stored, namely SBW x N and this can be condensed into a 
rectangular matrix as shown in Figure F3. 
SSW 
' ' 
, ____ , 
' 
0 , ____ , 
' 
, ____ , 
' 
____ , 
' 
____ , 
' 
, ____ , 
leading diagonal 
l 
I 
N 
', 
Figure F2 Upper Triangular Matrix Form of A 
N 
' 
Figure F3 
SBW 
r 
I 
I 
=t= 
I , , 
_; --
I , 
1-- _1,. ... 
, 
/ 
./ 
__ / 
/ 
_, 
/ 0 
..,, 
-- -----,) 
, 
, 
, 
, 
, 
, 
, 
, 
Rectangular Matrix Form of A 
where SBW is the semi-band width of the mat·rix. 
Let i and j be the row and column numbers respectively in 
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the square matrix A. The equivalents in the rectangualr matrix are 
Square Matrix Rectangular Matrix 
row number = i row number = i 
column number = i column number = r = j i + 1 
Problems which are solved by the displacement method require 
differing sizes cif stiffness matrix A. This is dependent on the 
number of nodes in the structure. An efficient method of storage on 
the UNIVAC 1106 for varying sized problems is to specify a vector of 
u,..141.1o12 
length SBW x N, where SBW and N are ~ for different problems. This 
means that the rectangular matrix (Figure F3) is stored as a single 
array (Figure F4). 
~:SBW--.--tSB--1-W1 ----- - - ~----. ~-__ _._I _ j..________ __ _ _ _ I load vect b lciispl vect. ~I 
I... SBW x ~N ---· .j.-4.--j q ___:_:_N _Ji--.. ----'-N ___.J 
Figure F4 Single Array Matrix A 
In addition, a load vector b and displacement vector x, both 
of length N, are added to the array. ,The total length is then (SBW + 2) x N. 
A UNIVAC systems subroutine is available to change the size of 
this array depending on the problem. 
This technique can be used to sto.re all the yar:i:ables required, 
provided they are contained in a single array. 
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Gl.l TEMPERATURE .ANALYSIS FOR A BAR STRUCTURE 
Method of Analysis 
State 1 
Prior to the change of temperature, let the members be dis-
connected from one another. A di~ference in temperature ~T will 
cause the member to change length by at. The thermal strain ~T is: 
where 
e: = T 
~ = 
L 
a~'rL 
-L-= 
a is the coefficient of thermal expansion 
L is the length of the member 
In order to reassemble the structure, a force must be applied 
in order to return it to its original length. Let this force be 
= EAe:T 
Due to the extension the bar will produce an equal and opposite 
force on the nodes affected by the bar, i.e. State 2. 
State 2 
B 1 . p(2) y app ying = -P(l) at the nodes, it is equivalent to 
applying the force to the whole structure. Consequently differential 
forces are set up in the various members. i.e. actual force in 
the member = 
The externally applied forces P(l), P(2 ) cancel each other, thus 
leaving the heated structure with no external loading. 
G-2 
State 2 causes the nodal displacements. These define the 
deformed configuration of the heated structure, while the final self-
' . 
equilibrating force is the sum of the forces from each state. 
i.e. 
which is used to calculate the member stresses. 
; 
APPENDIX H 
Hl.l NODAL COORDINATE REPOSITIONING 
When the substructure interface dimensions are altered in 
the DPSA technique, the position of a general node in the substructure 
is also altered. 'l'his is done by simple proportion by relating the 
movement of the interface nodes with thee:i.uivalent movement at the general 
node. The formulae which govern these movements are: 
1. For rectangular plan or plane truss towers: 
(a) Dimension change in either the x- or y-direction: 
STEP 1 Upper interface nodal movement in x- or y-direction j 
·~ 
s I 1P \ I 
\ I (ax dQ, x r) 
\ I e = (dz*p) ( q - p) ( dz - a) \ I + 
\ I 
\ I 
dz \ I I I t r \ 
\ \ 
a \ I t = r + e \ I 
\I 
q 
STEP 2 Lower interface nodal movement in x- or y-direction 
s I 
I\ 
I I 
c I \ (c dm x t) I I f x I \ = (dz x s) (c*(q. - s)) + 
I I 
dz I \ 
v t I \ 
I \ 
a I \ I u = t + f 
I \ 
I \ \ 
u q 
drn 
(b) Elevation change in z-direction 
STEP.l 
.. 
d z 
I 
STEP 2 
d z 
Upper interface nodal movement in z-direction 
s 
p 
~t 
r 
\ s-p 
I 
\ \ 
\ ' ' \\ \ 
I I 
\ \ 
\ I 
I \ 
\\ 
I I ,, 
\I 
\\ 
I\ ,, 
l\ 
-q 
e = 
(s - p)*(r - q) 
dz 
t = r + e 
Lower interface nodal movement in z-direction 
s 
i, 
" 
" 
,,
I\ 
t 
,, 
\I 
ill \ \ ,, ,, v \I 
I\ 
\ I 
1 I 
\I q 
u-q ,:ir { 
-u 
f = (u - q)*(s - t) dz 
v = t + f 
H-2 
H-3 
2. For triangular plan towers; 
(a) Radius change: 
. STEP 1. Upper interface nodal movement - radius increase 
ll 
5 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I I 
1, 
I I 
II 
I 
q 
I 
I 
I 
I 
/ 
,/ 
p 
I 
I 
,;( 
I 
I 
I 
I e 
I 
--,,.... -~ 
I 
I 
I 
I 
I t r· 
I 
Section A-A 
111 
/ 
/ 
I 
I 
/ 
a 
I 
I 
I 
dz I 
I 
I 
Calculate angle from 
Yn 
' a = arctan _...:. 
x p 
tan 30° = 0,57735 
calculate ru = (sina + 0,57735 cosa ) 
p x 0,57735 
and 
xl 
Y1 
rQ, = 
then m = 
e = 
ru x g, 
p 
(s 
- 12)ru 
p 
ma 
dz 
new coordinates are 
= x + e cosa p 
= yp + e sina 
STEP 2 Lower interface nodal movement - radius increase 
\ 
\ _.. -- ........ /~ 
I ' \ 
I ---
5 
I 
I\ ,, 
I I 
I I 
: I 
I I 
I I 
I I 
I I 
I I 
,' I 
: I 
u q. 
f 
v t 
Section B-B 
ex. I 
/ 
./' 
;/ 
1 
I 
I 
(b) Elevation change: 
c 
Same as for 1. (b) above. 
(u - q) x r.Q. 
n = q 
f n x c = q 
'and final coordinates are 
= x1 + f cosa. 
dz y1 + f sina. 
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Notes: The signs of the above formulae are correct if the equation 
is kept exactly as shwon, i.e. the formulae are applicable to both 
positive and negative dimension changes for either interface. 
) 
A P P E N D I X I 
USER'S MANUAL: PROGRAM DYSPAN 
Il.l PROGRAM NAME: CONTRA*DYSPAN 
Il.2' DESCRIPTION. 
Program for the design of space structures with a specified 
geometry. A direct iteration procedure is involved whereby the 
efficiency of a member is calculated by considering the ratio between 
its actual and permissible stresses. Iterations are performed until 
this ratio is as close to unity as possible. 
Il.3 SUBROUTINE LAYOUT 
INPUT [MCORE 
HOUSEK 
BCS 
DATO UT 
TYPE 
LDINPT 
-ANULL 
MAIN DLOAD 
.... 
'.I.'EMP 
BAR EL 
APPBCS 
SOLVE 
BARFOR 
DESIGN g SEARCH 
BAR OUT PERMST 
Il.4 SUBROUTINE FUNCTIONS 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
MAIN program 
Subroutine IlWU'r 
Subroutine MCORE 
Subroutine HOUSEK 
Subroutine BCS 
Subroutine DATOUT 
Subroutine TYPE 
Subroutine LDlNPT 
Subroutine JUIJDLL 
Subroutine DLOAD 
Subroutine 'l'ELVIP 
Subroutine BAREL 
Subroutine APPBCS 
I-2 
coordination of calculation steps 
input of title and choice of either 
interactive or batch mode data entry 
output of results 
input of member and nodal data (coordinates, 
member incidence, member group number) 
UNIVAC syst1=ms routine for the dynamic core 
storage of a single array (AB) 
housekeeping subroutine for the control of 
the data stored in array AB 
input of support constraints 
output of data, if required 
input of section classes and effective length 
coefficients, Young's Moduli, permissible 
slenderness ratios, yield stress 
input of loading data, combination load 
cases, selfweight and temperature loading 
initialization of the system stiffness 
matrix 
calculation of the self-weight of the 
structure 
calculation of the loading due to 
temperature changes 
calculation of themember stiffness matrices 
I 
and the assembly of t}le system stiffness matrix 
application of the support constraints to 
the stiffness matrix 
I-3 
14. Subrotuine SOLVE solution of the simultaneous equations 
of the stiffness matrix by the Crout 
Reduction Method 
Subroutine BARFOR calculation of member forces from 
differential nodal displacements 
16. Subroutine DESIGN checks the design of current design 
variables and predicts 'improved' values 
17. Subroutine SEARCH searches through the list of sections to 
find a suitable section for the predicted 
value from DESIGN 
18. Subroutine BAROUT output of results 
19. Subroutine PERMS'r calculation of permissible stresses and 
slenderness ratio for output 
Il. 5 PROGRAM LIMI'rA'rION 
The following lirnitations are set on the size of the structure 
which can be designed with the program DYSPAllJ: 
Number of member groups in the structure 
I 
NTYPE = 20 
Number of restrainted degrees of freedom (i.e. support reactions) 
NRS = 50 
Nwnber of load cases- . 
NLC = 5 
Number of combination load cas-es-
NLC - ·2 = 3 
The· program has been written with dynamic core storage allocation · 
facilities. Hence, the program sets up enough storage to accommodate the 
problem as it is needed. An upper limit on the number of nodes and 
members of a structure can therefore not be fixed categorically, but 
depends entirely on the structures configuration. It should be noted, 
I-4 
however, that the maximum in-core storage capacity of our UNIVAC 1106 is 
65 K (65000 words) without using an extended storage facility. 
·r1~6 STORAGE ARRANGEMENTS 
·One major array AB is used to store all the relevant information 
required within the problem. This array is dynamically stored in 
the following form: 
Array Nrune 
(a) ·Stiffness matrix 
(b) Current load vector 
(c) toad case vectors 
(d) Dead load vector 
(e) Displacement vector 
(f) Coordinate vectors X,Y,Z 
(g)_ First node incidence vector 
(h) Second node incidence vector 
(i) Member group number vector 
( j) Force vector 
Array 
Dimensions 
S(NDOF,ND) 
PLD(NDOF) 
5*DPL(NDOF) 
DVL(NDOF) 
U(NDOF) 
·x(NNP) l 
Y(NNP) 
Z(NNP) 
NPI(NEL) 
l'{PJ(NEL) 
ITYPE(NEL) 
P(NEL) 
Total length of array AB = NDOF(ND + 9) + 4*NEL 
'rot al 
length 
NDOF x ND 
NDOF 
5 x NDOF 
NDOF 
NDOF 
NDOF 
NEL 
NEL 
NEL 
NEL 
AB is set up as a single array together with the housekeeping 
array IH as follows: 
. ~ 
I-5 
\ 
_J_fi. 
S matrix I PLD DPL vectors. DVL vect U vect x y z co nt 
I 
NNP NNP NN b 
NDOF*ND. NDOF '*ND< F NDOF NDOF NDOF 
-
r -
Housekeeping array IH (1) (2) (3) (4} (5) (6) (7) (8) (9) (10) (11) (12) 
NPI I NPJ. I I TYPE I p 
NEL NEL NEL · NEL ['. 
IH(l2) (13) (14) (15) 
Il.7 NOTES FOR DATA INPUT 
(i) Data is in free format throughout, i.e. if more than a single 
record is required per card, they are separated by commas 
A,B,C,D 
(ii) Data must be input as indicated with every variable being assigned 
a value, even if it is zero. 
(iii) Units should be metric (S.I.) and consistent throughout. For 
example, if the coordinates are entered in metre units, and the loads in 
kilonewtons, then the remaining data must also be entered in kN,m 
units. 
(iv} Control statements rriust be used strictly as indicated. Upper 
case characters are obligatory, while lower case characters 
· indicate that the user is required to enter his personal information. 
The symbol '~' indicates a blank character. 
r .... 6 
(v) For data input, a value i~ required for each upper case variable 
mentioned. 
(vi) Variables which begin with the letters, I,J,K,L;M,N are integers 
and must be input as such: e.g. for variable NNP input a value 
7 All other variables are real and must be input with a decimal 
point attached e.g. for variable x(I), input a value 2. or 2.0 
Il . 8 CONTROL S'rA'rEMEN'rs 
Runstream used for batch mode jobs. 
@RUN~runid,accountnumber/userid,CONTRA,time,pages. 
@PASSvill~password. 
@ASG,.AX}6DYSPAN. 
@xQnDYSPAN.ABS 
data required 
@FIN 
For interactive mode (terminal) jobs, the following runstream 
must be used: 
Terminal call number, e.g. Ull06H. 
userid/password. 
@RU~runid,accountnumber,CONTRA 
@ASG,AXZ~DYSPAN. 
@xQnDYSPAN.ABS 
enter data as required by the questions asked by the program 
@FIN 
@@TERM. 
Il.9 DATA PREPARATION 
A list of the required data, in order is as follows: 
ID'r 
NNP, l'ifEL ~MAXD IF 
F,X(I),Y(I),Z(I) 
I } for I = 1 , NNP 
~,NPI(J),NPJ(J),ITYPE(JI 
1 for J = 
I ' 
I 
I 
l,NEL 
NRS 
NPB ( N) ,°NCOND (N) 
I f for N = l,NRS 
NLC 
IDS EC (K) , EFFLEN ( K) 
I 
I 
I 
' 
. } f o~ K = l , NTYPE 
~(.l) ,E(2) ,E(3) ,E{_4) 
COMLR,HIGLR,1:1ERA,YS 
[l] for.data input for load cases 1 and 2 go to [2] 
[2] NPL 
K,LX(I),LY(I),LZ(I) 
I 
I 
I 
' 
} for I = l,NPL 
[ 4] IDL 
[3] -, 
ITL 
if ITL = 1 enter DELTAT,ALPHA. 
return to [l] for input of following load case. 
, IA 
~ if IA = 0, go to [ 2] 
_.) 
IB 
LC(l),LC(2), ... ,LC(IB) 
continue with data at [4] 
I-7 
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Nomenclature Explanation 
The variables in the above list are defined as follows: 
TITLE 
IDT 
NNP 
NEL 
MAXDIF 
, I,X(I) ,Y(I) ,Z(I) 
J,NPI(J),NPJ(J),ITYPE(J) 
NPI(J) ,NPJ(J) 
ITYPE(J) 
NRS 
an alphanumeric character string 
(not exceeding 60 characters) for 
the job title 
1 - interactive mode data input 
2 - batch mode data input (card image 
format) 
number of nodes in the structure 
number of members in the structure 
maximum member nodal difference for 
calculation of the half band width 
ND = 3*(MAXDIF + 2) 
global coordinates in x,y,z directions 
of node I 
member incidences and group number 
for member J 
node members assocaited with member J 
group reference number associating 
-similar member types in the structure 
(i.e. the srune area and radius of 
gyration is to be found for all 
members with similar group reference 
numbers) total number of groups = NTYPE 
number of rigidly restrained degrees 
of freedom for the structure; each 
node has 3 degrees of freedom to 
be satisfied, i.e. maximum number of 
restraints per node is 3 
NPB(N) 
NCOND(N) 
NLC 
IDS~C(K) . 
EFFLEN(K) 
E(1), •.. ,E(4) 
COMLR 
HIGLR 
PERA 
YS 
NPL 
I,LX(I),LY(I),LZ(I) 
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restrained node number 
type of support constraint applied 
1 for restraint in x-direction 
2 for restraint in y-direction 
3 for restraint in z-direction 
number of load cases to be processed 
section class identification number for 
each group of members, K 
1 for pipe sections 
2 for angle sections 
3 for double angle sections 
4 for channel sections 
effective length coefficient for 
member group.K 
values of Young's Modulus for the 4 
section classes above in the appropriate 
units 
permissible slenderness ratio for 
struts {BS 449 clause:: 33) 
- maximum permissible slenderness ratio 
for reversal of stress (BS 449 clause 44a) 
permissible percentage cross sectional 
area for the purpose of tensile 
stress calculations 
minimum yield stress of the material 
used (BS 449 appendix B) 
number of loaded nodes in the structure 
loads in the x,y,z directions respectively 
at node I 
------· - -~ ~-
(i) 15 kN at node 5 
(ii) 10 kN at node 6 
(iii) 15 kN at node 5, 10 
I-10 
I 
. ,elf weight to be neglected for this 
load ! 
b1f 
I 
case 
weight to be included for this 
bad case 
emperature loading to be neglected 
•Jr this load case 
. emperature loading to be included 
·)r this load case 
·1ge of temperature in °c 
... :· .· ~ficient of linear expansion 
~;ination load case indicator 
·ad case is not a combination of others 
~d case is a combination of others 
I 
. ·' ~r of load cases to be combined 
case numbers to be combined 
t , ;s example in Figure Il .1 follows: 
,· 
:Load case 1) 
.:}-- 10 kN (Load case 2) 5 
2 
.. .,. Figure Il.l Sample Tower 
··--·a--~"" 
kN at node 6 and self weight included 
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Sample Data Listing 
CONYR4•DYSPANC1JoSAMPLE 
'i SAMPLE PiWBLtM FCH< USEf~g MANUAi. . 'rI'l'LE 
2 2 ID'r 
NNP,NEL,MAXDIF ., :; 
4 
5· 
. () 
, 
8 
9 
uo 
a a 
12 
i3 
iq 
~ ':) 
l16 
~ "/ 
ao 
ll9 
20 
21 
22 
23: 
24 
(~S 
26 
;;u 
2U 
29 
310 
:H 
32 
:)~ 
:!.> ll 
.!15 
S6 
YI 
30 
~9 
I.JO 
I ljj[ 
42 
1.n; 
/~4 
45 
LH, 
41 
6" 1 o~::; 
l" 0 0QS110o0110oO 
2" (l 0 1;) fl i) 0 0 11 0 0 I) 
:111""0o3f~l110<10P 1 oO 
4 po" ·,ns, o" o v 1 .. o 
5" Q 0 0 25, 0 0 () 11 2 0 () 
6v0o25110 .. o,2.o 
L·i,3v1-
2"L.4v2 
~"2v311?. 
4~2"4" 1· 
5" ::;., lJ 11 :s 
611::iv5" 1--~ 
f11":Jvl>112 
8,.4,5"2 
9pf~d>Pj 
10v5,6~.~ 
10 
ld 
i "2 
l 11 =~ 
2., 1 
2112 
211~ 
'.S 112 
lJ 11 2 
S"2 
6112 
I,X(I) ,Y(I) ,Z(I) 
J,NPI(J) ,NPJ(J) ,ITYPE(J) 
NRS 
( 
NPB(N) ,NCOND(N) 
31 N~ 
4 11 l "2 p t v 2 v 1 IDSEC (K) , EFFLEN (K) 2oopoopoo .. o,2uooooooooo,200000000.0"2ouoooooo.o E(l) ... E(4) 
180., 0" 350" 01100., 0 11 f.>50 .. i) COMLR,HIGLR,PERA, YS 
1 J NPL 5 1 (l , (} 11 - 1 5 0 0 I , LX ( I ) 1 LY ( I ) 1 LZ ( I ) 
0 IDL LOAD CASE l 0 ITL 
1 J NPL 6 / "" 1 0 " 0 1 0 e 0 11 0 o 0 . I , LX ( I ) 1 LY ( I ) , LZ ( I ) 
0 IDL 
0
. · LOAD CASE 2 
I'l'L 
1 J IA 2 . IB 
1, 2 LOAD CASE 3 LC (1) ,LC (2) 
1 IDL 
f) ITL . 
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Il.11 SAMPLE OUTPUT 
The following :pages contain the sainple output for the structure 
in Figure Il.l 
LOAD CASE 1 
********* I-13 
A/CI AL FORCES 
~*******"'*** 
EL E 1·1 t: N 'f 
NUHBER 
1 
2 
3 
4 
5 
6 
.I 
B 
9 
J 0 
F d1<CE 
(N) 
.,.1 i ",41., lJ 
.,OHd 
'"'lo 5T.S 
... ? 0 ~;id0 
i 0 \Jli2 
-12" cH'l ~'.> 
-2obl4 
.,. "213() 
- .. 21.5 
i~ODAL 0 l SPL ACEHt.!'H ;3 
*****************"'* 
NOOE 
1 
2 
., OOOUOD()i.) 
.. 00000\)lj(} 
.... OOtll.JOddl 
o00001Ul1 
~ .. 00005667 
- .. (l()0060il1 
S H~ESS 
iUM10\-2 
-13:.;69 .. -141 
31So051 
'"l>692 0 l:H> j 
.. 3032 .. 001 
/3:57..519 
- 11;; 1(1:) 0 1 ? 8 
14{~2o5~.)1 
-11122 .. 6:s9 
~_BlL 926 
-149"/ 0 2i31 
oOOOdOUOO 
oOt.lU000UO 
0 (1 i,) 0 0 0 0 0 0 
0 ()0000(11)() 
.. (JOiWOOOO 
., ovlJOOO IJO 
r<r::CUMr,iEl.JDl::I) SECI lUH~ FIJI< iiHS OESI1.;1·.J 
********************************~*** 
P E. f~ M l SS 1 D l. E 
STl~f..SS 
"' 119 41) 0 0 ';i LI 3 
1~5000.,0()0 
~309.:S5o"IB"/ 
= n 9 4 o o ., 5 li 3 
1S5000oOOO 
""H 9 LS 0 0 0 lj l~ -~ 
1s5000 .. ooo 
~3B64ll.,012 
u 8 9 /~ 0 0 0 s /.j ~5 
0 T~292 .. 856 
.. OOOOOi.JOO 
.. 00000000 
- 0 0 (i 0 ;1 6 6 "I t,I 
~ .. u000)3jOG 
.... .,l)00l315l 
..... 000(12Li65 
NuJE~ THE 1:ol.LU<di~G CUDE IS USED 10 ll1JtJICAH:: 
sn: I ION CLi1SS 
1 P H'1=- ~H:CJ I U1\I 
2 i~ 1\lt;LE 
3 i)UUULE. Al\;GL[ 
i.J CHi\r\11~t:L 
t.1J E 1•1 b E I< T Y 1J E 
REF .. 1\)Ul\1i3E•< 
2 
3 
:-:Jf..Cl I Ur~ 
CLJ\SS 
l~ 
2 
2 
s c. er J LI l\ ~) e F c l F i c A l I Li ,,j 
l\Ui'llJf r~ 
. 1 
1 
LOAD.CASE 2 
********* 
1\)CIAL FORCES 
*;<><********* 
ELEHENT 
i'<JUH8ER 
l. 
') l.. 
3 
4 
5 
6 
., 
H 
9 
10 
F or<c t. 
(Ill) 
. .,,2 "~)IJb 
...:l oS'l3 
o o;rn 
uiLtJvt.J 
1 .. 042 
"'o2H6 
-2 .. 61i'.~ 
05314 
-1201383 
-021.) 
hlODAL DlSPLl\CEIAE!'~l~ 
*************~***** 
NOOE 
1 
2 
3 
{~ 
5 
6 
0 0 0 0 () i~ 0 0 i) 
0 0 iJ 0 () 0 i) 00 
-oOOOOtB/1 
0 I) 0 0 I) l) 1.l iJ 1 
.. 00006\)1.~ l 
.,0000~)66"/ 
snH:.ss 
i~/M*><2 
.. 3032,.00'/ 
""6692 0 /fo"/ 
.:>"'15 .. 051 
-1:5369 0 '/Lj{ 
-rs:.S7o519 
C> ~:;:~4 0 926 
-11122 .. 639 
14220551 
-1'.1103o12H 
calt./9'/ .,2dl 
Y~tllSP· 
0 ()(1000000 
o\JOOUUOOU 
.. 00000000 
.. 00000000 
.. 00000000 
.. 00000000 
HECOVIMEM.H:D SEC I 1u1~s FOi~ THIS DESJ.PJ 
************************************ 
PFJ~M l SS 1 f3LE 
STHt:SS 
"'891400 0 1543 
0 309:>s .. 1e·1 
1')50000 000 
.,.1391i iJ 0 0 5Ll 3 
1ssooo .. ooo 
"'i'.19400.,Sll3 
o.$8644.,()12 
155000.,001) 
~f39LIOU 0 ':1L!3 
- 7:'>292 .. 856 
o OOOOOliOO 
.. 0000()(100 
-000001306 
·~0000066'/9 
~oll000.!'465 
- .. 00013151 
NO'fE: IHI: FtJllthni~G CUPE IS usr.o TO Ir-JfJlCP.rE 
SEC T I 01.J CL 1\ SS 
1 P If.Jr_ Sf.Cl ltJi\I 
(~ ii. ··iCLf: 
3 i)OUUU:. At-il;U: 
4 CHM-il~EL 
M E M B L i< l Y rj f 
R t: F .. 1\J lH'I IH:: t< 
1 
2 
3 
Sf C I l (i r~ 
CL/.\SS 
I~ 
2 
SECTION SPECif1CAf!0N 
f~li H df: r< 
"l 
.:> 
1 
I-14 
LOAO CASE 3 
******x** 
lHl S LOAD CASE l S 1\ COi'lU li',i1\f I UN 
OF LUAO CASES lv 2v 
IJ.E A 0 LU 1~ D S Al< E HJ C LU DE D 11~ lt1 l S L 0 A Li C t\ St 
~'XlAL FOf<CES 
'************ 
Ell:HENf. 
NUN8E I~ 
l ' 
2 
.3 
q 
.5 
() 
. , 
B 
9 
10 
f-Ui<Ct. 
no 
.. 141~ 0 1Hl5 
=o .. 2ou 
~t)o069 
-5'.5o/£Hj 
4 Q 6:~n 
-2lo.'.iH1 
••5o2v9 
""'5o2\J9 
q2"/o318 
- .. 62b 
-
l~ODAL DISi;iLACEJ·1E1..,·1 S 
·****************~** 
t\JODE 
1 
"J 
. (_ 
l.J 
5 
0 
X-DISiJ 
0000000110 
0 ()000001_11) 
.. .,0000(,29) 
,.0000'59S~5 
0 0 0 0 0 9 LJ ·~ 4 
• OOOOFJS:.,;9 
sn~t:ss 
l\l/M**2 
.,.s20';7 .. on3 
~ 301.Hl8 0 2fl9 
""221316.,091 
-6S:~'14 Q 960 
32660 0 SB Li 
~~~;:~u25o6:B 
~195H1ad6li 
~ 19')1H o 136i? 
-.$20£~s .. o:n 
- ii l..j 2 0 .. 5 5 3. 
000000000 
o <10000000 
o OU 001.iOOO 
o llOOOi.iOO\l 
,. 0 0 IJ !) iJ 0 0 0 
.,0000000(1 
HECOM1"1ENDED SEC i' lOtJS Fi.It~ THIS DESIGN 
*********~**************~*********** 
Pt:l-<MISSik~LE 
Sll-xESS 
.. fl9400 .. 543 
.~313631Q119 
""3n6:H Q /19 
~u91rno .. :;tn 
1SSOOOoOOO 
=B9LH)O.,SLJ3 
~1~/9520067 . 
... lr/9520067 
~u9140 o 0 St13 
.... 7.:S292 .. 856 
.. 00000000 
o Ou O!JOOO ll 
·~ " () \i 0 2 i; () 4 9 
- .. 00032444 
- .. ovo4~H319 
-.000"8409 
NOTE: THE FOLLU~ING CUU[ IS USED TU INUICATE 
SEClIUN CL/l!:>S. 
1 PIPE SECTION 
2 MIJGU: 
3 i)ULldLE AilJGU: 
4 t H A i~ l\i t: L 
H E H B t. 1< l' Y P E. 
REF. NUl'10EI~ 
1 
2 
~.>EC i I Oi\i 
CLASS 
!.) 
2 
2 
!) E C f T U N S Pt: C 1 F I C t\ T Hl i\l 
f1;tJhdFI< 
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A P P E N D I X J 
.USER'S MANUAL: PROGRAM DYNGEO AND DYNP~E 
Jl.l 
Jl.2. 
PROGRAM NAMES: 
DESCRIPTION 
CONTRA*DYNGEO 
CONTRA*DYNPRE 
Programs for the structural and geometric configuration designs 
of tower type structures. A minimum weight design is found by considering 
all the possible configurations available by the application of Dynamic 
Programming. The member sizes are calculated by the Direct Iteration method. 
Jl.4 SUBROUTINE LAYOU'r 
The following subroutine layout is applicable to both DYNGEO and 
DYNPRE. Subroutines which are boxed are used only in DYNPRE. 
Hence, for the purposes of following the layout to DYNGEO, these sub-
routines should be deleted. 
Jl.5 SUBROUTINE FUNCTIONS 
1. MAIN program 
2. Subroutine INPUT 
3. Subroutine RECT 
coordinate calculation steps 
input of title and choice of interactive 
or batch mode data entry 
input of member and nodal data 
(coordinates, member incidences etc) 
input of substructure interface 
dimensions for rectangular plan or plane 
truss towers 
MAIN INPUT . ~ 1 ~ECT , I A TRIANG ,· ' 
1.... ---co TYPE 
BCS EDA.TOUT LDINFT 
·SUCOFT 
..... 
, ---~g~J3K1rJ----------EEQurBc 
EQuILD· 
TRILD 
CELDSN ANT.JLL DC ORE 
NEWCOD < - - - -- - - -; : RECTCD I ~ BAREL ~---~-TRIACD · :AFPBCS 
,------·--·, 
----- PREDFC I L--------' DESIGN --------»SEARCH 
SOLVE 
---PBARFOR 
I t> DESIGN COST 
<---~ RECCOD RECTRC 
CONCCK 
OUTPUT 
'----t- TRIARC 
~~~~----EQUIBC 
•---<>TRILD 
--""EQUILD 
--~~ ANLfLL ·DC ORE 
1
---PBAREL 
E AFPBCS SOLVE BA."iiFOR 
BAR OUT PE~ViST 
--
0 DYOUT 
c.-i 
~ 
J-3 
4. Subroutine TRIANG input of substructure interface 
dimensions for triangular plan towers 
5. Subroutine TYPE input of section classes and effective 
length coefficients 
6. Subroutine BCS ~ input of systems support constraints 
7, Subroutine DA'l'OU'l' output of data, if required 
8. Subroutine LDINP'r input of loading data and combination 
load cases 
9. Subroutine SUCOP'r organization of the Dynamic Programming 
calculations and output of results 
r----------1 
10. Subroutine lCALBRN: ~- _______ J only ~sed in program DYNPRE 
/) calibration of the forces in a sub-
structure for 4 controlling configurations 
11. Subroutine NEWCOD coordination of the calculations for 
the repositioning of node in configuration 
changes 
12. Subroutine RECTCD . 1 . f d •t• _<..___ re-ca culation o no e posi ions in ·, 
rectangular plan tower ~ plane truss or 
substructures 
13. Subroutine TRIACD re-calculation of node positions in 
triangular plan tower substructures 
r - -- - - - - -··: / 
14. Subroutine iPREDFC! 
~--- _., _____ ..,, only used in program DYNPRE 
prediction of forces for a general 
substructure configuration from the 
four controlling configurations 
15. Subroutine EQUIBC setting up of equivalent substructure 
support constraints 
J-4 
16. Subroutine EQUILD calculation of equivalent substructure 
loads for plane truss and rectangular 
plan towers 
17. Subroutine TRILD calculation of equivalent substructure 
loads for triangular plan towers 
18 Subroutine CELDSN coordination of substructure analysis 
and design calculations 
19. Subroutine ANULL initialization of stiffness matrix and/or 
calculation of stiffness matrix dimensions 
20. Subroutine DCORE UNIVAC systems routine for the 
dynamic core storage of a single array ((AB) 
21. Subroutine BAREL calculation of each member stiffness 
matrix and assembly of system stiffness 
matrix 
22. Subroutine APPBCS application of systems and equivalent 
substructure support constraints ' 
23. Subroutine SOLVE solution of the simultaneous equations 
of the stiffness matrix by the Crout 
Reduction Method 
24. Subroutine BARFOR calculation of member forces from 
differential nodal displacements 
25. Subroutine DESIGN checks the design of current design 
variables and predicts 'improved' values 
26. Subroutine SEARCH searches through the list of sections 
to find a suitable section for the 
predicted value from DESIGN 
27. Subroutine COS'r calculation of the 'cost' or weight 
of the structure 
(. 
, 
J-5 
28. Subroutine RECCOD coordination of the recalculation 
of the entire structure's nodes as 
r: predicted by the· DPSA method 
29. Subroutine REC'rRC re-calculation of node position in plane 
truss or rectangular plan tower structures 
/ 
30. Subroutine 1rRIARC re-calculation of node positions in 
triangular plan tower structures 
31. Subroutine CONCCK checks the similarity between consecutive 
cycle results in order to terminate the 
DPSA calculations 
32. Subroutine OUTPUT coordinates the output of the relevant 
results 
33. Subroutine BAROUT outputs the forces, stress, slenderness 
ratios and structural designs for 
each substructure 
34. Subroutine PERMST calculates the permissible stresses 
and slenderness ratios for output 
35. Subroutine DYOUT prepares a data-file for input to the 
program DYSPAN 
Jl.5 PROGRAM LIMITATIONS 
The following limitations are set on the size of the structure 
which can be designed with the progrmns DYNGEO and DYNPRE using the UC'r 
UNIVAC 1106. 
Number of nodes in the structure 
NNP = 100 
Number of members in the structure 
NEL = 250 
J-6 
Number. of substructures 
NCELL = 10 
Number of member groups per substructure 
NTYPE = 10 
Number of possible substructure interface dimensions 
(in each coordinate direction) = 5 
Total number of loaded nodes per load case 
NPL = 20 
Total number of load cases 
NLC = 5 
Total number of combination load cases 
NLC - 2 = 3 
Number of restrainted degrees of freedom (i.e. support reactions) 
NRS = 50 
With the above storage capacity, special arrangements must be 
made for interactive data input. 
Jl.6 STORAGE ARRANGEMENTS 
All arrays are individually dimensioned, except the array AB, which 
is dynamically stored. The following arrays are stored. in AB. 
Array Name Array Total length Dimensions 
Stiffness matrix S(NDOF,ND) NDOF*ND 
Load vector PLD(NDOF) NDOF 
Displacement vector U(NDOF) NDOF 
Force vector P(NELC) NELC 
Total length of array AB = NDOF(ND + 2) + NELC 
AB is setup as a single B.rray together with the housekeeping array IH 
as follows: 
J-7 
S matrix f PLD I u p 
NDOF x ND I NDOF I NDOF I NDOF 
(1) (2) (3) 
Housekeeping Array IR 
where 
Jl. 7 
i) 
ii) 
I 
NODF = mnnber of degrees of freedom for current substructure 
ND = 3 x (MAXDIF(NCEL) + 2) =maximum member node difference 
for current substructure for calculation of half band width 
NELC = number of members in the current substructure 
NO'rES FOR DA'rA INPU'r 
Notes as for program DYSPAN (App~ndix I) 
The data for both program DYNGEO AND DYNPRE are identical 
i.e. a single set of data can be used to execute both programs. 
iii) The axes sy.stem to be used in shown in Figure 3. 6 
iv) The nodes and members must be numbered strictly in consecutive 
substructure order. Nodes must be numbered from foundation level 
upward in circular order for each elevation level. All members 
in one substructure must be numbered before nwnbering is conunensed 
for the following substructure. Members at the interface levels 
must be included in the lower substructure (cf Example 1, 
Chapter 4). 
Jl.8 CONTROL S'rA'rEMEN'rS 
Hunstream used for batch node jobs: 
@HUN0runid,accountnwnber/userid,CONTRA,time,pages 
@PASSWD~password 
@ASG,AXliDYNGEO 
or @ASG,A~DYNPRE 
J ... 8 
@DELE'rE, C}'.)DASPAN 
@XQT}ODYNGEO.ABS 
or @XQ'r))DYNPRE . ABS 
data required 
@FIN 
For interactive mode (terminal) jobs, special arrangements with 
regard to storage must be made due to the limitations on the UNIVAC 1106 
system. Segmental MAPping and a considerable decrease in the array 
sizes ·is needed. However, the runstream to be used is: 
terminal call number, e.g Ull06H 
userid/password 
@RUN")6runid,accountnumber,CONTRA 
@ASG,AXZ")6DYNGEO 
or @ASG~AXZ")6DYNPRE 
@XQ'r")6DYNGEO. ABS 
or @XQT")6DYNPRE.ABS 
enter data as required by the questions asked by the program 
@FIN 
@@1rERM 
Jl.9 DA'rA PREPAHA'rION 
A list of the required data follows. The input instructions are 
' 
set up in a flow chart and should be followed explicitly. All upper 
case variables are for data input, while lower case sentences are merely 
flow chart directions. Sentences and variables in ] require 
no input, but the value calculated is required for future data input. 
J-9 
'rI'rLE 
ID'r 
IOU'rP 
NNP,NEL 
wr(J) ,X(J) ,Y(J) ,Z(J) 
I l J = l,NNP 
NrI ( K) ,NPJ ( K) ,NCL( K) , I'rYPE ( K) l 
I ~ --.. 
K = l,NEL 
[find the number of substructures in the structure = 'NCELL~ ,, 
[find the maximum number of member groups in each substructure, I: 
i.e. NTYPE(I) for I = l,NCELL] 
ICS 
[l] Mil'ifNO(I) ,MAXNO(I) ,Mil'ifEL( I) ,MAXEL(I) ,MAXDIF(I) 
[2] 
if [I = l] enter MA.Xl 
if [I = NCELL] enter Mil'ifl 
if [ICS = l or 3) go to [2] 
if [ICS = 2) go to [4] 
if [I # l] go to [3] 
VVl(l,l),VVl(l,2),VVl(l,3),VVl(l,4),VVl(l,5) 
VV2(1,l),VV2(1,2),VV2(1,3),VV2(1,4),VV2(1,5) [not for ICS = 3] 
[ 3 ] VJ( f Wl ( I+ 1 , K) for K = 1 to 5 
VV2(I+l,K) for K = 1 to 5 [not for ICS = 3] 
VV3(I+l,K) for K = 1 to 5 
go to [6] 
[4] if [I = l] go to [5] 
VVl(l,l),VVl(l,2),VVl(l,3),VVl(l,4),VVl(l,5) 
[5] 
[6] 
[7] 
VVl(I+l,K) 
VV2(I+l,K) 
for K = 1 to 5 
for K = 1 to 5 
J-10 
IDSEC(K,I),EFFLEN(K,I) 
J 
for K = 1 to NTYPE(I) 
I 
go to [l] for input of data for next substructure. If I = NCELL cont 
COMLR,HIGLR,PERA,YS 
NRS 
NPB(N),NCOND(N) ] for N = 1 to NRS I I 
NLC 
for data input for load cases 1 and 2 to to [8] 
for data input for load cases 3,4 and 5 go to [9] 
[ 8] NPL 
I,LX(I),LY(I),LZ(I) 
] 
for I = 1 to NPL 
return to [7] for input of following load case 
[9] is this load case to be a combination of preceeding load cases ? 
if NO, go to [8] 
if YES, enter 
IB 
LC(l),LC(2), ... ,LC(IB) 
does the designer require data to be prepared for,u~e in program 
DYSPAN '? enter YES or NO 
does the designer require a graphical plot of the design ? 
enter YES or NO 
go to [7] or terminate input 
" 
_j 
J.-11 
Nomenclature Explanation 
The variables in the above list are defined as follows: 
'rI'rLE 
ID'r = 1 
= 2 
IOUTP = 'YES' 
= 'NO' 
NNP 
NEL 
ll!T(J) = 'FX' 1 
= 'DX' 
= 'VX' 
X(J) ,Y(J) ,Z(J) 
l\!PI (K) ,NPJ(K) 
NCL(K) 
ITYPE(K) 
an alphanumeric character string (not exceeding 
60 characters) for the job title 
interactive .mode data input 
batch mode data input (card 'image format) 
progressive output reports on rthe status 
of the DPSA calculations to be printed 
only final results to be printed 
number of nodes in the structure 
number of members in the structure 
node to be fixed at X(J) ,Y(J) ,Z(J) throughout 
the entire claculation 
) 
node whose positional coordinates are 
dependent on the substructure interface 
dimensions 
primary interface node - i.e., the nodes which 
defined the interface dimensions (cf section 
3.3.2.2) 
initial coordinates of node J (cf section 
3.3.2.3) 
node numbers associated with member J 
substructure number in which member J is 
situated 
group reference number associated with 
similar member types in the substructure 
(i.e. the same area and radius of gyration 
is to be found for all members with similar 
I 
res = 1 
= 2 
= 3 
MINl\JO (I) 
MAXNO.(I) 
Mil\JEL( I) 
M.AXEL(·I) 
MAXl 
MINl 
for ICS = 1 
vv1(1,1), ... ,vv1(1,5) 
VV2(1,l), ... ,VV2(1,5) 
VVl(I+l,K) 
VV2(I+l,K) 
VV3(I+l,K) 
for res = 2 
VVl(l,l), ... ,VVl(l,5) 
VVl(I+l,K) 
VV2(I+l,K) 
J-12 
ITYPE number within a substructure) 
total no of member groups per substructure 
= NTYPE(I), where I is the substructure 
number 
rectangular plan tower structure 
triangular plan tower structure 
plane truss tower structure 
smallest node number in substructure I 
largest node number in substructure I 
smallest member number in substructure I 
largest member mnnber in substrucutre I 
largest node number at foundation level 
smallest node number at top interface level 
possible dimensions in x-direction of ' 
foundation level interface 
possible dimensions in y-direction of 
foundation level interface 
possible dimension of the upper interface 
level of substructure I in the x,y and 
z-directions (cf section 3.3.2.2) 
possible radii of the circles enclosing the 
equilateral triangles of the foundation 
level interface 
- possible radii of enclosing circles and 
elevation of upper interface level of sub-
structure I respectively (cf section 3.3.2.2) 
for res = 3 
vv1(1,1), ... ,vv1(1,5) 
VVl(I+l,K) 
VV3(I+l,K) 
IDSEC(K,I) 
JiFFLEN(K,I) 
COMLR 
RIG LR 
PERA 
YS 
NRS 
NPB(N) 
NCOND(N) 
= 
= 
= 
= 
J-l3 
possible dimensions in x~direction of 
foundation level interface 
;iossible dimensions of the upper inter.face 
level of substructure I in the x aid ?> 
directions respectively 
section class identification number for 
each group of member K in substructure I 
1 for pipe sections 
2 for angle sections 
3 for double angle sections 
4 for channel sections 
effective length coefficient fbr member 
group K in substurcture I 
permissible slenderness ratio for struts 
(BS 449 clause 33) 
- maximum permissible slenderness ratio for 
reversal of stress (BS 449 clause 44a) 
permissible percentage cross sectional area 
for the purposes of tensile stress calculations 
- minimum yield stress of the material 1.S:led 
(BS 449 appendix B) 
number of rigidly restrained degrees of 
freedom for the structure; each node has 
3 degrees of freedom to be s~tisfied, 
i.e. maximum number of restraints per node 
is 3 
restrained node number 
type of support constraint applied 
NLC 
NPL 
I,LX(I),LY(I),LZ(I) 
IB 
LC(l)',. ,LC(IB) 
Jl.10 SAMPLE INPU'r 
= 
= 
= 
J-14 
1 for restraint in x-direction 
2 for restraint in y-direction 
3 for restraint in z-direction 
number of load cases to be processed 
nuinber of loaded nodes in the structure 
loads in the x,y,z directions respectively 
at node I 
nuinber of load cases to be combined 
load case numbers to be combined 
Sample data for example 2 of Chapter 3 is as follows 
-CONTRA*OYNPRE(l)oTRil 
i VkiANGULAR 2 CELL TOWER 
2 2 
.3 fJO 
4 ltSv42 
5 V }( V 'j II \) fl 0 
b V i( r "' i o ~, f 0 2 Q l:) 913 l 11 l) o o· 
·; V }( V "' :i. o '3 11 2 o ~) 9 iJ 1 11 0 o (I 
0 0Xp0o025111o002S52,1 
9 U~,Oo62S11~loOH2532111 
lO U~r~lo2511011i 
illl· V~v211tJ112 
12 
L3 
114 
i5 
l6 
1 ·1 
H~ 
. ~9 
20 
2ll 
22 
23 
24 
25 
26 
21 
.. c:a 
(39 
~~v 
:H 
Vi(11••i v""l o /S2112 
V )(fl 0 t 11 A o 'f"j2_ II l~ 
U~,Oo315vOoG~952,3 
U~11Uo3/5, 00~64952,3 
!)}(""'o" IS11011~:i 
V )( 11 i " U v'lJ 
v }{ fl ~.() " 5 ll .,. I) " U 6 6 , 4 
V !< 11 °0 "~-;, 0 0 H66, ll 
lv"ldd 
e? v IJ11 111 i 
:J.,9111111 
·1" G" t II 2 
0,9111v2 
9 11"f11 I 11 2 
411i'11l11~ 
/.J p 9 pl II-~ 
4v:~d113 
4" i 11 l v ~ 
s .. -1v-R11~ 
511 u, 111 j 
5.,(~dv5 
~iidvh) 
6v9vl.v~ 
6 11 Bd,.,!; 
6112dv:J 
() 11 :'.i V j 11 -~ 
4,~),i.11.'.l 
~)v611lv4 
bvlJvlv4 
l11l~i11«!11l 
H II j 4 fl t? II 1 
lj~ 9111';)112111 
44 13.~4112112 
4~ ·il4v1~v2v2 
ij0 15,l3v2v2 
41 I011lj,2v3 
48 10,1~.2,3 
49 li.0,9v2vj 
SO iOvfvcvS 
51 liv13,2,3 
52 llvl4112v~ 
s 3 11 " 8 " (? " ~ 
'j ,, ! l " 7 , 2 I' -~ 
~5 l2Pi5r2v) 
56 12vl4v2v5 
lj"f h2.,0v2v:5 
S8 :i2,,9,2v3 
59 10,11,2,4 
'l'I'rLE 
IDT 
IOUTP 
NNP,NEL 
NT,X-COORD,Y-COORD,Z-COORD 
NPI,NPJ,NCL,ITYPE 
J-15 
60 
(..i a 
6(1 
() 2; 
04 
(~5 
66 
6"/ 
60 
69 
·17 0 
·; ~ 
"f 2 
I'::) 
(Q 
f5 
., 6 
Tl 
H~ 
19 
uo 
<H 
H2 
U5 
BG 
8~) 
B6 
. fr/ 
UD 
B9 
90 
91 
U":U?,2114 
ll2d0.-2.,!.l 
") _..--· c. 
~ 11?_viv21v6_ 
'_J 
::.1 
OQQPOo45,Uo5vU 0 SS.,U 0 6 
Oo~;Oo35,o;4,0o4S.,0 0 5 
lo0vlo9v2o0v2o112~~ 
a,1,2,i,2111vt.~ .. 1 
"/ 11 l l) v 2 2 f' 4 2 v (> 
L~ 
OQ2vOo2SuOo3v0PjSv0 0 4 
'3 0 8,~0911GoOv4o1v4o2 
~. p 1 D 2 V i P 2 f' t I t~ V :1 
180o0,3SOoO,lOOoUv250oO 
9 
~ 11 j 
1v2 
1" 3 
2,.1 
2112 
·2., 3 
:s" 1 
:5 v 2 
5., 3 
i 
ICS 
MINNO (1) ,MAXNO (1) ,MINEL (1) ,MAXEL (1) ,Ivri-'"\XDIF (1) 
H.11.~n 
VVl(l,J) for J=l,5 
VV1(2,J) for J=l,5 
VV2(2,J) for. J=l,5 
IDSEC (I) ,EFFLEN (I) .••.• 
I 
MINNO ( 2) 1 Mfil{NQ ( 2) , MINEL ( 2 ) , r.IAXEL ( 2 ) , !'1.1"\XD IF ( 2 ) 
MINl 
Vvl(3,J) for J=l,5 
VV2(3,J) for J=l,5 
IDSEC(I),EFFLEN(I) ••.• 
COMLH,HIGLH,PERA,YS 
NRS 
NPB(I) ,NCOND(I) 
NLC 
NPL 
L~vOvOvlO 
jtJvUvlSvtJ 
E).,.-..12v0v0 
YES 
~ I, PX (I) , PY (I) , PZ (I) 
NO 
Optional Data for program DYSPAN 
Optional Data for program DRAW 
The following pages contain the Sample Output for the structure in 
Example 2. 
NOOE f4UHOEI~ X °CUUi<I) Y ••C IHHH> Z-COOl~D 9 
i Q ~)(JI) oOOO oOOO 
2 "'0 ~~'.;) iJ ... .,1n:;; oOOO 
3 ... 0 2':ii) "t~:) 5 o tJi/0 
4 ol06 o :t n LJ 0900 
~~ 
0 i 06 ... l D Ll 0400 :J. 
" 6 ... .,;.)12 " ,, I) (I "91.10 , ..
o ::il')O u 000 1.,()00 
n 
''" Q ll /~) - 0 3 0 ~; ». oHOO 
9 .... 0 1 ., ~) .,30.~) l o HOO 
l\.} o Od "/ .,152 2,,goo 
a 1 .,1Ji3/ ... "1 ':i2 i?.,HO(l 
ll.2 ... o If ':i ., 0 t)O (J.,HOO 
-a:-; 0 :~.i ':j ti 0 0 (ill :5 .. 150(1 
14 ""11 ii. '( ~j ... ., :~o :~ 3 0 l~ () 0 
15 g .. 11i::) 0 :503 ~'i .. BOO 
~rnERE Fl(:::fH:1' o~ CUOl(O!i~AIES Fui:< I~ rIXt:D i1JO!H: 
Dl<:::sEr OF Ct)l_HdHiH1 ff S Fur;: A DEPf..Nl)Al'JT i•iUDE 
.y ){:::st: r OF cum~i)l I~ f\ r ts FU!< A ,v !\ f?J ABL f NfllJE 
CELL cu:~S)" l~l\ii:) 
CE'.LL NUMHE!< l'JUlk i'JifriUtJ< t:U:iv1t.i~ I i\iU 0 f.li\){iJ1Jilt: 
M{N Iii\ X MI i•J 1"18.)( D J Ff E i~ [ i·J C [ 
1 l 9 1 ?l 
2 I l L) ?2 42 
HH:: sn~uicnmt: IS OF rn:t.Ai~CtJLAf< PLM~ SHAPF, 
'f Ht:f-(EFOf~t: ~ 
VMHAlH.E 1 ld:Pf<cSt1'4l'S ·n11: i<'i'.lOIUS Ur" hH: 
~::sun111::1) Cli~U.r:: AT. Eil.CH CELL LLVtL 
VAfUALllf .2 f~Ef)i<E!1t:!-HS lHt: t:LEVATXUi\J OF 
EACH t.:r.LL LEVf."L AfHJVE THE Hl\SE 
)i !J nH:: tH AGi< Ml I\ r I c l~[Pi~~:: SFf\I l Id i Ul'J" 
HH~ /\CHIAL PUSJ' inn~ VAi<lJ~Uu:-:~; CHUSEN 
ARE ):r~tHC/\lt:v UY HH;: USE I.ff /11\i >X> 
i'JH1 u·: nH:: 0 'f Ht:i./ PU.SS 1 uu: PUS'i T Itms 
Af~ E li~ I) 1C1~ TE 0 HY A rJ ;.. x > 
u:vr:L 
VA I< .i 1\ BL E l 
-Ail*****f'~** 
VALUt 
6 
6 
J-17 
NOIH·: IYPt: 
v }\ 
v j( 
V.'JI... 
i)~ 
!) l( 
lb< 
vx 
v~ 
vx 
r··,, } I\ 
I)){ 
i) i( 
V)( 
Vil. 
V'K. 
U:VEl 
BASE 
a 
2 
\I 
;\ 
.. 5'50 
POS!fJUN l•JLIHHf.i< 
":; 0 u 
~400 
x 
.. 50 iJ 
.. 500 
,.!;SO . 
.. 350 
){ 
.,350 
.. 45_0 
V j1.1.UE 
0 000 
J. .. i.H) iJ 
::> .. HOO 
'f< 
.. 550 
Gi<AP(jj[C '~~;::r::i1~r:SE\'n {\ r HJl\I UF v .l\i<} MIU: 2 
*****************~******************** 
* :s .. 900 {~ .. 000 
)( ;'r 
1 .. 000 l .. 900 ?.,OV\I 2 .. 100 
){ 
.. ooo 
J-18 
LEVEL 2 
* 
lEVEl l 
.. 500 
* 
8A!-.H:: 
.. 600 
LEVEL 2 
4,.200 
u:vt::L 1 
1~0t.>E I~ EI\ Cl I 0 l'J )( 1u:Acr ION y Rf ACTION z 
/.l .. 000 .. :;.,()/~) .. 68oBllO 
:~0416 col:.,(>(,') ... ·:;6 .. 419 
'-' o ~)H IJ .. £1 .. 66 ~) 9~)o?20 
LU1wu.;G i\l'·JD FUl~CCS FUil EACH CELL 
****~*************************** 
CEL.l i~Ui-lDEi~ i 
***·:t-:: * ~·~ * ~<'* *** * 
LO At> JrJG 
f\JIJl)E LOAD X Lf.11\D Y 
"I 
H 
.9 
e>.:J 0 000 
a:;;., 16':) 
oi..j 0 !:}'~5 
lj" t) 6 l~ 
(~OC:)id 
t~. ~1 H~ 
SS., 11 t~ 
(~60631 
-12 .. 3i~b 
A}< .1 Al Ft.H<CES 
*.:C;.'c*w****~** 
ELEHENT ~EHBER TYPE 
l~UH8EI~ f<k::F. NlJt•idEI~ 
l 1 
") 
'· 
1 
. :s t 
4 2 
,. 
J. ') (.. 
6 ··1 ,., 
., :s 
H ~~; 
9 :~ 
10 ~~ 
1 i 3 
i2 :5 
iii :;) 
14 ~ 
15 3 
16 ~~ 
ii 3 
18 :) 
19 1.1 
20 1:1 
21 4 
1-1.l ~<CE 
( I\ I• ) 
:::; {_) 0 ~; l.j /.~ 
2/o/~l}b 
·~7S 0 61J0 
0 u jlJ 
coo 0 lj(>l,J 
~o•'-4 1~/ 
u:t :1.,r'.H9 
Go SH.-~ 
··:tuoHLlO 
:s" if\6 
14~/24 
11..l\li 
11.1 0 9Ui 
12o2'.)4 
•a:s.,s:s1 
A11od/9 
··l~ .. ll51 
-11 0 1Ll3 
... .,(100 
.... 000 
.ooo 
~H!<t:SS 
1\1\j /:-1 i< *? 
g/lSH.,~~qs 
t~ .; t! I ·~ o 'j) ·1 B 
... t (~ () 9 Lj 2 .. 6 :~ 0 
L)tj6f~ 0 :)''.) ·1 
"":;(!61 os·10 
... :~tSOoOllS 
""')65llt\ .. 21Ji) 
20009.,0/2 
-l.J61e.6 o HO~, 
16 l 11 0 tif39 
62654. 9i5·1 
tH26') .,SU6 
6·5,~iJU~nlA 
5 2 1 llLI o n 3 O -
0 1tHft.l.,/?B 
"'~t.)5/n., 3SLJ 
ca206Llt:!.,Bl6 
-ill 1:n a 0 ·1:s1 
.... ~)1.lf\ 
-095) 
.. 9·~ -~ 
l<ECUf·H·IErWEi.l st:cr I di-JS FU\( THlS ut:S!GN 
A****~~***********~***************** 
N o-r E :: THE F 0 LL I) ~-u f~ G c 0 I) E 1 s us F. i) T (J I I~ D l c A r F 
SF.:CllON CLASS 
1 PIPE SECTION 
P t i< Vi I S S l I j t 1: 
S fl<t_SS 
-i:)soov .. ooo 
1 s~;ouo .. ooo 
-L~21S2 .. IJ3/ 
lL:)50tiO .. OllO 
"'s~~i.J92 .. 92o 
c.c;-S491)., Ud3 
co5(}/:~:1o0V) 
j, tj lj 0 0 0 " () (} 0 
"'5?.0lb.,1'-rn 
l~i'.5000 .. 000 
'l.~->5000 .. oOi> 
155000 .. 000 
1''.>50!J0.,000 
1 ~i~)OilO .. ooo 
0 56/:.51 .. 390 
0 567:51 .. 3'4u 
'"i:;t.:o 1 no (,(>O 
""520113.,(>60 
-1 uf>/96 .. n~s:s 
-106/750699 
155000.000 
J-19 
L Ii} 
iU• I' AU 
~'I " ;) il 4 
( :-~ '! 0 .) 1 fJ 
~~> -~· u _)) :~ 4 
·u ? ':) " I / ti 
li ;; ;:1 " i 6 t1 
h2''.i., lllJ 
ij f-l °!. " t) <j IJ 
l2LS_jB 
1;:1 1 .. 0:!(i 
1~ilaHOt~ 
L?i "Si:'lll 
1('.lo'>?W 
t21 0 H]ti 
LU J;(i4 
l ;~) i "c_; ::iu 
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A P P E N D I X K 
USER Is MANUAL: PROGRAM DRAW 
Kl.l PROGRAM NAME: CONTRA*DYNPRE.DWSABS 
CONTRA*DYNPRE.DWTABS 
Kl.2 DESCRIPTION 
Program for the computer plot of the results produced by DYNPRE 
and DYNGEO. DWSABS plots the structure shapes for rectangular plan 
and plane truss towers. 
angular plan towers 
DW'rABS plots the structure shape for tri-
Kl.3 
(1) 
SUBSTRUCTURE LAYOUT 
DWSABS (2) 
....------- BLOCK --------. 
DWTABS 
MAINDW RECTDW TRIDW ---+--- MAINTR 
RECTPN - LINEXY -TRIPN 
Kl.4 SUBROUTINE FUNCTIONS 
1. 
2. 
3. 
MAINDW,MAINTR 
BLOCK 
REC'l'DW, TRIDW 
coordination of plotting for (a) plane 
truss and rectangular plane towers; 
(b) triang~ar plan towers respectively 
- plots a title block and 
- plots the elevations of tower types 
(a) and (b) respectively 
4. RECTPN,TRIPN 
5, LINEXY 
Kl.5 PROGRAM LIMI'rA'rIONS 
K-2 
- plots the plans of the interface buds 
for tower types (a) and (b) respectively 
- plots the axes systems on the plans of the 
interface levels 
Since these programs are for use primarily on the Graphic 
Dilplay Terminal, the following limitations are placed on the program 
by the interactive core storage capabilities of the UNIVAC 1106. 
number of nodes NNP = 50 
number of members NEL = 100 
Other limitations are similar to those in Appendix J. 
Kl.6 NO'rES 
Data for these programs are prepared by programs DYNGEO and 
DYNPRE; no other data is required. 
Kl. ·r CONTROL S'rATEMEN'l'S 
The runstreams for execution for these programs on the Graphics 
Display Terminal are 
terminal call number eg UT106L 
userid/password 
@RUNlJrunid,accountnuinber,,CONTRA 
@ASG,AX}SDYNPRE 
@XQT~DYNPRE.DWSABS 
or @XQT~DYNPRE.DWTABS 
enter data as required by Graphics Terminal 
= drawing produced 
if another drawing is required 
@XQ'F>5TEKF AS'r·RCALPR1'V .RELOOK 
if plot is to be sent to CALCOMP plotter 
@XQ'r}STEKF AS'r*CALPREV. •roPLOTTER 
@FIN 
@@TERM. 
K-3 
Kl. 8 'rhe following pages' contain the Sample Output from Program DRAW 
for Examples l and 3. 
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A P P E N D I X L 
SEC1rION LIS'.I.1S 
'.l'his appendix contains the lists of section used by :programs 
DYSPAN, DYNGEO and DYNPRE 
i) Pipe Sections 
Member 2 Radius of 
siz~ Size Wall Area (m ) gyration_3 thickness 10-6 number x (m) x 10 . 
1 12,7 1,63 56,7 3,96-
2 15,9 1,63 73,1 5 ,08" 
3 19,1 1,63 89,5 6,2 ,,~-
-··----... ~--
4 21,4 2,0 121,9 6,9 
5 25,4 2,0 147,0 8,3 / 
6 27,0 2,0 157,0 8,87 
7 31,8 2,0 187,0 10,56 
8 34,13 2,0 201,9 11,4 
9 42,9 2,0 257,0 14,5 
10 50,8 2,0 306,7 lr{ ,3 
11 57,2 2,0 34'1 ,o 19,5 
12 60,3 2,0 386,4 21,8 
13 r(6 ,2 2,0 466,2 26,2 
14 101,6 2,0 625,8 35,2 
15 114,3 2,0 705,6 39,7 
16 88,9 3,25 874,5 30,3 
17 101,6 2,9 1007,3 25,4 
18 165,1 2,9 1477. rr 57,4 
19 139,7 4,85 2153,5 38,2 
20 165,1 6,35 3167,0 56,2 
L-2 
(ii) Angle Sections 
Member Area (m2 ) Radius of 
size Size kg/m 
-6 gyration_3 
number x 10 (m) x 10 
1 25 x 25 1,11 142,0 4,82 
2 30 x 30 1~36 174,o 5,8 
3 40 x 40 1,84 235,0 ~r ,s2 
4 45 x 45 2,09 266,0 8,81 
5 45 x 45 3,38 430,0 B;r 
6 50 x 50 3,77 480,0 9,72 
7 60 x 60 4,57 584,o 11,7 
8 60 x 60 5,43 691,0 11,7 
9 70 x 70 6,38 813,0 13, 7 
10 80 x 80 7,34 935,0 15 ''( 
11 80 x 80 9,63 122'7 ,o 15,6 
12 90 x 90 10,9 1389,0 rr ,6 
13 100 x J,.00 12,2 1551,0 19,6 
14 lOO x loo· 15,0 1915,0 19,5 
15 120 x 120 18,2 2318,0 23,6 
16 120 x 120 21,6 2754,o 23,5 
17 150 x 150 27,3 3483,0 29,5 
18 150 x 150 40,1 5103,0 29,2 
19 200 x 200 48,5 61'{9,0 39,4 
20 200 x 200 71,1 9059,0 39,0 
L-3 
(iii) Double Angle Sections 
Member Area (m2 ) Hadius of 
size Size kg/m gyration 
number x 10-6 (m) x 10-3 
1 65 x 50 5,16 1320,0 19,5 
2 75 x 50 5,65 1438,0 18,6 
3 80 x 60 6,31 1622,0 22,9 
4 65 x 50 6, 75 1720,0 19,85 
5 90 x 65 1,01 1802,0 24,45 
6 75 x 50 1,39 1882,0 19,02 
7 100 x r{5 8,04 2050,0 28,35 
8 80 x 60 6,34 2126,0 23,3 
9. 100 x 65 . 9,94 2534,o 23,95 
10 100 x 75 10,6 2694,o 28,73 
11 90 x 65 11,5 2914,o 25,27 
12 125 x 75 12,2 3098,0 26,81 
13 100 x 65 12,3 3122,0 24,32 
14 125. x 75 15,0 3836,o 27,2 
15 100 x 75 15,4 3934,o 29,5 
16 150 x 75 17,0 4326,0 25,61 
17 125 x 75 17,8 4538,0 27,56 
18 150 x 90 18,2 4630,0 32,36 
19 150 x 75 24,8 ,6326,0 25,56 
20 150 x 90 26,6 6780,0 33,22 
L-4 
(iv) Channel Sections 
Member 2 Hadius of 
size .Size kg/m Area (m ) gyration 
number x 10-6 (m) x 10-3 
1 76 x 38 6,7 853,0 11,2 
2 80 x 45 8,64 1102,0 10,0 
3 100 x 50 10,6 1345,0 11,8 
4 120 x 55 13,4 1699,0 13,3 
5 178 x 54 14,5 1856,o 21,5 
6 127 x 64 14,9 1898,0 13,8 
7 140 x 60 16,o 2037,0 14,o 
8 152 x 76 17,9 2283,0 16,9 
9 160 x 65 18,8 2401,0 15,2 
10. 180 x 70 22,0 2797,0 16,4 
11 200 x 75 25,3 3218,0 17,4 
12 220 x 80 29,4 3744,o 17,6 
13 240 x 85 33,2 4231,0 18,5 
14 260 x 90 37,9 4828,0 18)6 
15 28o·x 95 41,8 5342,0 18,7 
16 300 x 100 46,2 5878,0 18,8 
' 
17 381 x 102 55,1 7019,0 23,4" 
18 380 x 102 63,1 8041,0 23,7 
19 400 x 110 71,8 9152,0 22,2 
20 non existent 100000,0 80,0 
Courses Completed in Partial Fulfillment 
of the M.Sc.(Eng) Degree at the University of Cape Town 
Course Date Credited Credit Value 
CE 515 Surface Structures 1976 5 
CE 506 Properties of Concrete 1976 3 
CE 519 Steel Structures 1976 3 
AM 308 Numerical Analysis and 1976 10 
Computation 
Total 21 
Total credit requirements for the M.Sc.(Eng) Degree: 40 
Course Credits: 21 
Half Thesis: 20 
Total 41 
,, 
UNIVERSITY OF CAPE TOWN 
DEPARTMENT OF CIVIL ENGINEERING 
/ 
UNIVERSITY EXAMINATION - 21st AUGUST, 1976 
COURSE CE 515: SURFACE STRUCTURES 
Time attowed: 3 hours Answer both questions 
1. 
A 
L 
Buitt 
I-beam {weld. 
~fat--~~~--~-'-~~~~~~+. 
20mm/ 
thick 
steet ptate 
I-beam 
. B j. PLAN20 mm 
steet ptate 
weld 
A 
_J 
·20 mm 
ptate 
weld \ 
SECTION B-B 
I 
. I 
3 m 
. [ T 
Bu~!. in- wewft 
==t 3m 1 
SECTION A-A 
A 20 mm thick ptate is welded to a rigid framework on three sides and 
the ptate and beams are buitt into a substantiat concrete. watt on the 
other side as shown. 
The properties of the steel, beams and the ptate are given betow. · 
The ptate is subjected to a uniformty distributed toad of 10 kN/m2• 
Show att the steps necessary to anatyse this structure for disptacements 
and bending moments. 
(Hint: Demonstrate the method with a coarse grid as shown). 
Section Properties: 
Beams: E = 200 GP a 
G ;,,.··· 80 GPa 
-3 4 I = 1, 7 x 10 m 
J = o,o5 ~ 1o-3 m4 
A = 22 x 10-3 m2 
Ptate: E = 200 GPa 
\) =0,3 
h = 20 mm 
CE 515 EXAM, AUGUST, 1976 2. 
2. 
4 m I, 
I. 
i 
' ~x 
y z ObUgue View 
cotumn I 1 cotumn v 
6 m 
Longitudinal. Section A-A 
Show what steps are required to determine the disptacements, stresses 
and bending moments in the V-shaped portion onty of the roof structure 
shown. 
The horizontal. stabs are subjected ~o a uniformty distributed toad of 
5 kN/m2• 
Note: (1) There is no moment connection between the horizontal. stabs 
and .the V-shaped sections. 
(2) Att stabs are 100 mm thick. 
I 
UNIVERSITY OF CAPE TOWN 
DEPARTMENT OF CIVIL ENGINEERING 
UNIVERSITY .EXAMINATION: JUNE 1976 
COURSE CE 506 - PROPERTIES OF CONCRErE 
Time a 1, towed: 3 hours 5th June, 1976 
Part A consists of fifteen muttipte-choice questions. Each 
question is fottowed by five suggested answers; setect the 
one which is best in each case and circte one of (a), (b), 
(c), (d) or (e) for each question. This portion of the 
examination paper must NOT be removed from the Examination 
Room and must be handed in for marking. 
Part B consists of five questions. Answer ~1,1, questions. 
PART A - Muttipte-Choice Section (Att questions of equal, vatue) 
Question A 1: 
Question A2: 
Question A3: 
In contro:t,l,ing the qua ti ty of concrete produced for a project, 
a teat is needed which: 
(a) 
( b) 
( c) 
(d) 
( e) 
gives, the true strength of the ·material,; 
. ' 
gives, for variations in testingiprocedures, the '\,east 
vari~tion in resutts; · i 
gives the true strength of the specimen{ 
gives a ctearty defined stress pattern; 
is easy to carry out. 
In design of concrete mixes according': to CP 110 Concrete 
Structures Code, the target atrengtr{.chosen is directty 
retated to: 
(a) 
(b) 
(c) 
(d) 
(e) 
the design strength f ; I 
cu ' " 
the design strength f p 'Lua 1 , 65. times the standard 
deviation •0 1 • cu -r 
the design strength f p'Lus the ~tandard deviation 1 0 1 ; 
cu 
the design strength f ptus the coefficient of variation 
cu 
'v'; 
the design strength f ptua 1,65 times the coefficient of 
variation 'v'. 01 
The most important aspect of sampting from a pre-mixed concrete 
truck is to: ' 
(a) 
(b) 
( c) 
(d) 
(e) 
protect the sampte from wind and sun; 
I 
obtain a representative sampte in order to carry out 
further tests; 
ensure that the concrete is property mixed; 
check the workabitity and stump; 
obtain a sufficient quantity of concrete to carry out 
further teats. 
/Question A4: •••• 
CE 506 - EXAM, 1976 2. 
Question A4: 
Question A5: 
Question A6: 
Question A7: 
For a water/cement ratio of 0,6 by wei:ght the use of rounded 
river gravel, in place of crushed agg:i:,e·gate of cubic shape and 
rough texture witt: 
(a) show tittte difference in compressive strength but 
increase ftexural, ~trength; 
(b) increase compressive.strength ~ylabout 10% and al.so 
increase ftexural, strength; 
(c) decrease compressive strength by 1about 10% but increase 
· f texura 1, strength; 
(d) increase compressive strength sl,ightl,y but 1,ower fl,exura 1, 
strength; 
' (e) decrease sl,ightty, both compress~ve and fl,exural, strengths. 
The Unit Water Method of Mix Desigrt, described in tectures, 
suggests that the grading of the combined aggregate be made 
finer than the recommended grading when: · 
(a) the maximum aggregate size is larger; 
(b) the maximum aggregate size is sma'\,'\,er; 
; 
( c) the coarse aggregate i~ crushed 'material,; 
( d) the cement content is higher; 
( e) the cement content is 1,ower. 
An increase in the proportion of aggregate material, in the 
sieve range 2,00 mm to 9,5 mm (No. 8 to 3/8") wi'\,l, tend to: 
(a) make the concrete harsh and 1,iabl,e to honeycomb; 
(b) make the finishabil,ity of the concrete better9 
(c) improve the economy of the mix; 
(d) increase the amount of water required; 
(e) reduce the amount of water required. 
The addition of an air entraining agent to a concrete mix 
usua'\,1,y l,eads to: 
(a) 
(b) 
(c) 
(d) 
( e) 
a more economical, mix; 
a stronger concrete·; 
a decrease in the required sand percentage; 
a decrease in cement content; 
a denser concrete because of improved workabitity. 
·/Question AS: ••••• 
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Question AS: 
Question A9: 
Question A10: 
Question A11: 
Question A13: 
,t' 
In the Unit Water Method of Mix Design, described in '1ectures, 
the estiifilil.t'ed water content for a particular sl,ump is fixed by: 
, I 
(a) the maximum size of the aggregate; 
(b) the grading of the aggregate; 
(c) the shape of the aggregate; 
(d) (a) a~d (b) above; 
(e) (a) and (c) above. 
Capil,lary water in hydrated cement paste is: 
(a) water hel,d in areas of restricted adsorption of the gel, 
I, 
structure; 1'. 
(b) water occupying space beyond the' range of surface forces 
of the so l,id phase of the .gel, structure. 
(c) water existing in cavities and channel,s up to 100 times 
greater than the size of get porps; 
(d) both (b) and (c) above; 
(e) water chemicatty combined such tJat it is part of the 
so1id matter in the hardened paste. 
Plastic shrinkage of concrete is caused by: 
(a) removal, of capitlary and gel, po~e water; 
(b) the absorbtion of mixing water by porous or dry aggregates; 
(c) sedimentation and settl,ing of sotids in the concrete mix; 
( d) b teeding of free water to the to,p surf ace of the concrete 
where it is often tost by evaporation or drainage; 
(e) al,1, of (b), (c) and (d) above. 
The secant e1.astic modutus of concrete is increased by: 
(a) increased water:cement ratio and increased paste content; 
(b) constant water:cement ratio and increased paste content; 
(c) i~creased water:cement ratio and decreased water content; 
(d) constant water:cement ratio and air entrainment; 
(e) decreased water:cenient ratio and decreased paste content;: 
Decreasing the water/cement ratio infl,uences the ul,traso~c 
pu1se ve1ocity because: 
(a) poor compaction 1,eads to voids; 
(b) a decrease in the density causes the pul,se vetocity to 
increase; 
( c) 
(d) 
an increase in strength (due to a towering of the water 
cement ratio) causes the putse vetocity to increase; 
an increase in the density causes the putse vetocity to 
increase; 
.(e) an excess of paste causes the putae vetocity to,decrease. 
/Question A14: • ~ •• 
! I 
I 
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, 
, 
Question A14: Rapid Hardening Port"Land cement can be manufactured by: 
(a) more finely grinding the Port"Land cement; 
(b) changing the ratio of c2s:c3s; 
. 4. 
(c) intergrinding some high alumina cement with the Port'La.nd 
cement; ' 
I 
(d) both (a)'and (b) above; 
( e) a 11 of (a L ( b) and ( c) above. 
Question A15: Excessive bleeding of concrete can be corrected by: 
) 
(a) 
( b) 
( c) 
(d) 
( e) 
adding more cement; 
adding crusher dust or other fine materiat; 
by air entrainment; 
both of (a) and (b) above; 
I 
aii of (a), (b) and (c) above 
,t. 
i 
I' 
'I 
i 
; 
I 
/. 
', 
[Tota i 20 marks] 
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PART B 
Question B1: 
Question B2: 
Question B3: 
(a) 
(b) 
' A 1..aboratory triat mix of concrete with 30 kg of water, 
50 kg of cement, 130 kg of sand and 180 kg of stone gave 
a 28-day strength which was too tow, a stump of 110 mm and 
reat mortar excess of 8fo. It is decided that a reduction in 
water/cement ratio to 0,56 witl. probabl.y correct the strength 
requirement. What mix would you suggest for a second triat 
to give a stump of 60 ·mm and a rea 1. mortar excess of '2!'/o 
given that the densities of the water, cement, sand and 
stone are 1000, 3150, 2600 and 2750 kg/m3 respectivety. 
The compressive strength of the second trial. mix after 
28 days' storage at 18°C is 33 MPa. Using Pl.owman's method, 
determine how tong it woul,d take to reach the same strength 
at 25°c~: Wh8t wil.1. be the compressive strength after 
3 days at 25 C? 
[20 marks] . 
I Consider an' average structurat grade co~crete made with 20 mm 
river gravel. aggregate (irregutar gravel.), normal. Porttand cement, 
water/cement ratio (by weight) 0,60 aggregate/cement ratio 6,0, 
and stump of 75 mm. · ,1 . 
(i) 
(ii) 
. (iii) 
Catcutate the effect on strength of adding water so as to 
increase the stump to 150 mm. ' 
How does this strength change co~pare with that expected 
to resutt from changing from gravet to crushed coarse. 
aggregate but maintaining the aggregate/cement ratio ,at 
6,0 and stump at 75 mm? · 
I' . i . 
If a :graded river gravet with maximum size 80 mm was used 
in ptace of the 20 mm gravet, comment on the expected 
water demand, water/cement ratio and resutting compressive. 
strength of the concrete. 
Ctearty state the assumptions made in each case. 
( i) 
(ii) 
/. [15 marks] 
Exp1..ain briefty how the progressive hydration of cement· 
may 1.ead to setf-desiccation of concrete~ 
I ,. 
Cal.cul.ate the get/~pace ratio fo~ a concrete with a 
water/cement ratio of 0,60 at an age of 14 days at which 
time 60 per cent of the cement hii.d hydrated. Comment'. on 
the expected compressive strength corresponding to this 
get/space ratio. : ' 
(iii) 100 g of cement and 20 g of water are pl.aced in one seated 
container and 100 g of cem.ent anCl 60 g of water are pl.aced· 
in another seated container. Ct(l,cuiate in both instances. 
the maximum degree of hydrati1on possibte, the votum.e of· 
get formed, the weight _of chemicatty combined water and 
the weight of free water in the· capittary pores. 
/q.uestion B4: 
! 
[20 marks] 
......... 
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Question B4: 
Question B5: 
"When concret~ specimens are "Loaded axia1"Ly in compression it;hey · 
a tways fai t in tension". Briefl.,y discuss this statement an~ go 
on to discuss the effect of specimen size and shape, and a1~o · 
the effectiveness of capping materiats on the apparent u1timate 
compressive strength of concrete test specimens. 
[10 marks] 
A considerabl.,e number of different types of test procedures 
have been devised to measure "workabitity" of concrete. Discuss 
the reasons for the mu1tipticity of methods used. List ways in 
which the wo~kabitity of concrete can be increased without 
increasing the water content. 
·. 
' 
'· 
,1. 
I 
' ' 
[20 marks] 
I 
: 
I 
'" / 
UNIVERSITY OF CAPE TOWN 
UNIVERSITY EXAMINATION . OCTOBER.1976 
NUMERICAL ANALYSIS and COMPUTATION (a) 
(NAC(a) : APPLIED MATHEMATICS AM 346 
Time . . 3 hours 
Not more than FIVE questions to be answered : 
1. (a) The iterative procedure 
to find an ~pproximate solution of the equation 
x F (x) 
is known as the 'method of successive substitutions'. 
Discuss the convergence of this procedure, and illustrate 
by finding a convergent procedure to solve the equation 
x + loge x = o 
Taking x = 0,5 , find a solution to three decimal 
, 0 
places, and check your solution by applying the Newton-
Raphson iterative method. 
(b) • / When f (x) has two zeros 
coincident, so that f • (x) is 
al and a2 , show that, if 
to al and a2 are given by 
s 
, I 
a 1 and a 2 which are nearly! 
zero at a point 6 between. 1 
is found, approximations 
2f CB) }~ 
£"<a> } 
Improved values may: then be obtained by the us~al 
methods. 1 · 
· Hence determine initial approximations to two real 
roots of tne equation 
3x4 + 8x3 6x2 
-
24x + 18 = 0 • 
,(20) 
I 
. I 
I 
2. 
'Cr •. iversity of Cape Town, University Examination, October 1976 
Numerical Analysis and ComputatiQn (a) (NAC(a) : Applied 
Mathcma tics Ai."134 6} continued: 
2. Given the tabulated function 
x 
f (::<) 
1 
2439 
2-
2174 
(a) Draw up a difference table 
3 
1961 
4 
1786 
5 
1639 
(b) Find f (4,2) using Stirling's interpolation formula 
f (x} = £0 + eµof~ + ~! e2c2£0 + j: ece 2-i)µo 3 f 0 + 
i! 92(02-1)64£0 + ••••••• 
(c} Find f' (3) by differentiating Stirling's formula 
(d) Firid ~· f (x)dx by integrating Stirling's formula. 
6 
1515 
Show the relation of the quadrature formula obtained to 
Simpso!l's rule. 
(20) 
3. A two-point Gaussian Quadrature formula has form: 
,1. 
rh 
I f ( x) dx = h { a f (ah) + b' f ( $h) } + E 
:..h 
Evaluate the weighting ·crinstants a ~nd b and the position 
parameters a and B so that the formula is exact {E = 0) for ·· 
f (x) any polynomial of degree ~ 3 • 
Find E when I' f (x) = x 4 ~ 
o,s 
Calculate J x 4 dx (i ) 
~o,s (ii ) 
(iii) 
x0 +2h I f (x) dx.::. ~ { £ (x
0
) 
XO 
.. I 
using the Gaussian Quadratura 
formula:. 
analytically 
using S~mpson • s rule . 
1, 
·!'.. 
+ 4£ ex· +h) + f Cx +2h) } 
. . 0 . 0 
I 
Show that if 
x = o then 
f (x) 
E :: 
has a Taylor se~ies expansion about 
h5 iv ill£. (O) 
(')(\\ 
' : . 
•. ; 
l . 
University of Cape Town, University Examination, October 1976 
Kumerical Analysis and Computation (a) (NAC(a) = Applied 
Mathematics AM346") contd.nued: 
4. Describe the Taylor series method for the approximate 
solution of the dif fer~ntial equation 
dv f (x,y) y (0) ' __..... . = Yo dx , . 
Show that the Simple Runge-Kut ta formula 1 • 
Yn+l = Yn 
1 
+ 2<k1 + .k2) 
kl = hf (x ,y ) ! ' n n 
k2 = hf (x +h Yn +kl) n 
provides an approximation to the Taylor series method and find 
the order of the term in h to which there i,s agreern.ent. 
" Compare the approximate solutions obtained by the Taylor 
series, simple Runge-Kutta and Euler methods·. for two steps. 
(h = O~l) in the problem: 
5. (a) 
{b) 
( .t ) 
(ii) 
£l dx = 
f y;<o> = 1 • 
.(20) 
For the set of equations 
2x1 + Sx2 - X3 = 7 
4x1 + x2 + X3 = -1 
-x 
- x2 +3x = 2 1 3 
Describe the variations of the Gau~sian elimination 
method, and solve by the complete pivoting method. 
Show that, for one re-arrangement of these equations, 
the Gauss-Seidel iterative method .will work, but for 
others it will not. Perform two '·iterations in each 
of two cases, and compa~e the results with the exact 
solution (-11 2; 1). 
For the set of equations 
1,7 xl + 2,3 x2 - 1,5 X3 = 2,35 
1,1 xl + 1,6 x2 -< 1,9 X3 = -0,94. 
2,7 x - 2,2 x + 1,5 X3 = 2,70 1 2 
it has been found that there is a solution near (l; 2; 3) • 
Find an improved solution. 
: 
(23) 
' . 
i . 
i 
I 
... 
• 
4 • 
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~umerical Analysis and Computation (a} (NAC(a) : Applied 
Mathematics AM346) continued: 
.•' 
. 6.(a) The Apeiron Manufacturing Company has to decide how much ) 
finishing to perform on their products prior to sales. They ,· 
may sell the products as rough casting, semi-finished product·~· 
or finished product. Each category requires a different 1 
amount of work: ~ . 
... 
Casting Machining Plating 
l 
1 
) 
'\ 
Rough Casting 
Semi-,f inished 
Finished 
5 
5 
5 
l 
4 
4 2 (in hours) · 
The cost per hour of production in each of the departments 
· is the same. The profit per unit of sales is: 
rough casting R3 ; semi-finished RS ; finished R6 . 
The company can sell all the items whi'ch they can produce. 
The casting department has a daily production capacity of 130 
hou~s, the machining department 86 hours and plating 40 hours. 
. How many products in each of the three categories should 
be manufactured to maximise daily prof it? 
Set up this.problem as an LPP and solve it using the 
· · Simplex Method. • · 
I (b} A manufacturing company has factories in Alberton, 
Brackenfell and Camperdown which produce 80 , 60 and 30 
television sets per week. The sets are to be transported to 
main warehouses in Parow, Queenstown and Reddersburg, which · 
have weekly demands of 50 , 50 and 70· sets. The cost of 
transport.ing one set from .each factory to· each of the ware-
houses is given by the table (rand/set) 
p Q R 
A 9 5 3 
B 2 6 7 
·; ~ .. ~ ·· .... ~ ... .· ..... 
. . .• 
c 8 4 s· 
.. 
, . 
Using the method of iterative improvement of simple 
solutions, find the least cost of transportation. 
.. · . .'·. 
(28) 
r ) 
UNIVERSITY OF CAPE TOWN 
UNIVER~ITY EXAMINATION j ' NOVEMBER 1976 
NUMERICAL ANALYSIS and COMPUTATION (b)' 
Time . . 3 hours 
,J. 
'" Not more than FIVE questions to be answered 
J 
1.· For suitable values of the physical bonstants the.heat 
conduction equation can be written in the
1
form 
.. 2 
0 u au 
ax2 
= rt 
Find the way in which the temperature distribution across 
a wall x = o to x = 2 varies with t.ime, given: 
the. initial condition u(x,O) =·1000 ·sin 1TX· T 
r 
the boundary condition u{O,t) looo sin Srrt = 3 i 
'· 
and perfect insula.t·,i.on· at x = 2 • 
Consider a mesh with h I the increment in x I 1 = 4 
and show that 
(i ) a particular choice of k , the increment in t I 
leads to a simple difference equation I 
{11) the derivative boundary condition can be dealt with! 
by introducing the points u9,j • Show that 
= 
Calculate some values of u to 3 significant figures. 
Question 2 on Page 2. I 
,. 
.. 
3. 
l 
University of Cape Town, University Examination, November 1976 
Numerical Analysis and.Computation (b)'(conti9ued): 
4. (a) Comment on the mixed congruential method for producing 
pseudo-random numbers 
= Ax + 
n 
modu'.lo p 
where P is a large integer and xn , A , ~· lJ are positive 
integers less than P 
If· a computer \'Jith word length 36 ha1s a FORTRAN compiler 
which takes no action on integer overflow, commen·t on the 
function 
(which has P = 235 - l , )...· = ,il6 + 3) .. 
l 
FUNCTION DRAND(I) 
.h 
I=I*2 6214 7 . . !'. 
IF (I .LT .0) I=I+34359738367+1 ... 
DRAND=I*l.164153219E-10 
RETURN 
END I 
I 
Explain how you would use a pseudo-random number generator 
in a program to estimate 1 
f
l 2 
ex dx, 
0 
For what typ~ of definite integral is this approach more 
useful? ) 
(b). Explain (not in great detail) how the· least-squares polynomial 
fitting technique (as developed in qt1est.ion 3) is extended to 
produce the fo.llowing formulae for five-P,oint quadratic 
smoothing of data: · 
1 
Y_2 = 35 
1 
Y_l = 35 
1 
Yo = 35 
1 
= 35 
= 
(3ly_2 + 9y_l - 3yo - Syl t 3y2) 
(9y_2 + 13y~l + l2y0 + 6y1 - Sy2 ) 
(-3y_2 + 12y_1 + 17y0 + 12~1 - 3y2> 
(-Sy_2· + 6y_l • • • • • •. • • 
......... 
How is this set of formulae applied to a set of 10 
experimental values? Illustrate graphically. 
(20) ' ! 
\ . 
,, 
I 
' 
' 
4. 
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Numerical Analysis ·and Computatiot\ · (b) ·cc·ontinu·e'd)':" 
5. {a) Explain how you would find the eigenvalue of maximum· 
modulus of a real, symmetric matrix, and why the ~rocess 
converges. 
Cb)' 'For the eigenvalu'e problem (A - ).I} i = 0 
I giv:en that the· ·matrix A = 7 3 3 0 
-3 -2 2 -3 
5 3 1 -2 
( 
s· 3 -3 2 
' has eigenvalue = 4 with associated eigenvector 
c1·; -1; o; i> 
, - T -find,using the orthogonality property xi xj = 0 , 
a 3 x 3 matrix B from which the other eigenvalues of 
A ·could be determined. 
What would be an alternative method of finding another 
eigenvalue.? 
{ 22) . 
6, The function u satisfies Laplace's equation 
+ = 0 
at all points within the region 0 ~ x ' 4 ; 0 ' y ' 4 
and has boundary values 
u {x, O) 
u{O, y) 
= 
= 
x
2 + x 
y2 + y 
. 
I u(;x, 4) 
u (4, y) 
= 20 Sx 
= 20 Sy 
Using Liebmann's iterative method {and the diagonal. 
symmetry), calculate values for u at unit grid points, 
correct to the nearest integer. 1 
. ~ 
! 
. When is Liebmann's method to be preferred·to succ~ssiye 
over-relaxation? 
: . 
' 
(18) 
,' 
' f : ' .• ~·'..{>.'.' "'·'' ,.,, 
.. ,• i; 1; . 
' .• 'f ,' 
' 
' . 
,•. 
UNIVERSITY OF CAPE TOWN 
DEPARTMENT OF CIVIL ENGINEERING 
UNIVERSITY EXAMINATION: 13th NOVEMBER, 1976 
CE 519 - STEEL STRUCTURES 
Time allowed: 3 hours 
1. 151<N .3oicN 3otN 1511N 
40KN ____ ~C~~--'-D~~--1"'-~~e....~~.1.-~~H~i --r-
201<H-- & 
~ 1,Zm t tz,,, l 
I 
'2,om 
I J_ 
I 
2,0m 
~j L 
1,2.m l 
I 
The rectangular frame shown above is to be designed by plastic methods. 
The Loads shown are working toads: the vertical Loads represent dead 
plus superimposed Loads and the horizontal Loads represent wind Loads. 
The wind Loads may act from Left to right (at B and C as shown) or from 
right to Left (at Hand I). 
1. Use Limit analysis to determine the Least value of Mp for which the 
frame can equilibrate alt factored Load combinations using the following 
assumptions: 
(a) the frame is designed with a uniform section, 
(b) the Load factor for dead plus superimposed Load atone is 1,75, and 
for dead plus superimposed Load plus wind Load 1,4. 
Draw the bending moment and shear force diagrams, and determine the axial 
Loads in the members, for the collapse conditions. 
[40 marks] 
2. Using the Abridged Version of the Handbook on Hot Rotted Structural 
Steel Sections, and the Design Recommendations issued, select an 
appropriate parallel flange I-section for this design. The yield stress 
is to be taken as 250 MPa. 
Choose your section/sections with respect to the collapse bending moments, 
shear forces and axial Loads. Consider 
(a) whether the section or sections chosen is/are compact, 
(b) whether shear stiffeners are required, 
(c) Lateral stability and the points at which Lateral bracing is required, 
(d) in-plane buckling. 
[35 marks] 
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3. The moments computed from an elastic analysis with uniform E.I. over 
the entire frame are given below. Tension on the inside of the frame 
is taken as positive. 
4. 
Section Moment due to Moment due to wind only 
vertica 1, 1,oads onli acting from 1,eft to right 
(k:Nm) (k:Nm) 
A + 27 ,oo - 70 ,91 
B 
- 13,50 + 1, 93 
c - 54,00 + 34,77 
D + 18,00 + 20,36 
E + 54,00 + 5,95 
F + 54,00 
- 8,45 
G + 18,00 - 22 ,86 
H - 54,00 - 37,27 
I - 13, 50 + 9,95 
J + 27,00 + 57' 16 
Assume for simp1,icity that the dead and superimposed 1,oad together 
may or may not act. The wind may act from left to right or from right 
to 1,eft. 
For the Mp va we ca 1,cu lated· in part (a), determine the 1,oad factor 
against failure by alternating plastic deformation at any section. 
Do you consider this result to be significant in determining member 
sizes? 
[10 marks] 
fkNm 11CNm 
Using the three independent self-stress systems associated with the 
force systems shown above, write down the compatibility equations for 
the structure analysed in 1. above at the point of co1,lapse. Assume 
plastic hinge rotations at each of the hinges in the mechanism. 
You may take the following values for the integra1,s below: 
r M1 ~I ds = - 0,0076 k:Nm 
'· 
2. 
) 
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4. (Continued) 
r M2 :r ds = - 0,0491 kNm ., 
J M3 :r ds = + 0,0240 kNm 
M is the collapse bending moment diagram, and moments causing tension 
on the inside are positive. The integrals extend over the whole 
structure. 
Hence determine which is the last hinge to form. 
[15 marks] 
\It AUG t978 
3. 
