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いる．同じ趣味の仲間を見つけるために，Twitter や Facebook 等のソーシャルネットワ

















































 本論文では第 2 章で関連研究について述べる．第 3 章では，提案手法である RNN






第 2章 関連研究 
ソーシャルメディアからのユーザ興味推定は多くの言語圏で，さまざまな手法の研
究が実施されている．その 1つに，ソーシャルメディア上のビッグデータを対象とした分
析に関する研究があげられる[1-9]．Sloan ら[1]はイギリスの Twitter プロフィール情報
























































この手法では，ツイートの文章から取得されたユーザの感情を Ekman の 6 つの基



















































































Rao ら[26]は，Twitter ユーザに対し，性別，年齢，地域，政治的指向の 4 種類のユ
ーザの属性分類方法に基づいて，サポートベクターマシン（support vector machine; 
SVM）をベースとした分類アルゴリズムを用いて実験を行った．SVMは分類タスクにお



















第 3章 深層ニューラルネットワークを用いた興味推定 










の平均ベクトルをツイート単位で作成することで，1 ツイートにつき N×D の行列を得る． 


















































図 2 基本的な順伝播型ニューラルネットワーク 
 























ゲート付き回帰型ユニット（gated recurrent unit; GRU）と呼ばれる手法も RNN の発展
系の一つであり，LSTM より比較的簡単な構成となっている．LSTM より計算量は小さ
く一部の分野では同等の性能を出すことができるが，総合した性能は LSTMの方が上
になることが多い．本研究では RNN の発展形として LSTM, GRU の 2 つの手法を利
用する． 
さらに，時系列は学習しないが，隣接するツイート間の関係を学習できる手法として，
畳み込みニューラルネットワーク（convolutional neural network; CNN）も用いる．実験
に使用した RNN, LSTM, GRU, CNNのネットワーク構造について図 5～8に示す．出















図 3 RNNネットワーク構造 
 
 
図 4 LSTMネットワーク構造 
 
 
図 5 GRUネットワーク構造 
 
 









力する．入力されるベクトル列（行列）を式(2)に示す．𝑣1, 𝑣2, ⋯ , 𝑣𝑁は，それぞれ単語
平均ベクトルを示している． 





なる．単語分散表現は 2013 年頃 Google の研究者が Word2vec5という手法を公開し
たことにより，爆発的に広がった有力な自然言語処理の手法である．単語分散表現で
は，単語を多次元ベクトルとして表現することで，単語間の関係性をとらえることが可能
となっている．代表的な例としては，king – man + woman = queen という四則演算の計
算による単語間の表現がある． 







図 7 単語分散表現の代表例  
 










































































第 4章 評価実験 
4.1 実験に使用するツイートの収集 
ユーザアカウントの趣味情報の収集方法と，それに対応したツイートの収集方法に
ついて述べる．まず，Twpro の Web サイトより「趣味」で検索する際の大カテゴリ 12 に
ついてアカウント情報を取得する．アカウント情報の取得には，Twpro API8を用いた．
Twpro を用いて，ある任意のキーワードに合致するユーザを検索する例を図 10 に示
す． 




図 10 アカウント情報の収集 
                                                             










散してしまうと考えらえるため，対象から除外した．music, gourmet, craft, game, art, 
sports の各カテゴリからランダムで 200 アカウントを選択し，分類対象のユーザとした．
1 つの入力に用いる連続するツイート数は，3～15 を試した．ツイート数を 3 以上とし
た理由として，CNN は前後のベクトルの畳み込みを行うためのフィルタを用いるが，フ
ィルタのサイズを 3 としているためである． 
また，ベースライン手法としてユーザの取得ツイートすべてから Bag of Words ベクト
ルを生成して特徴ベクトルとする手法を用いる．ベクトルの各次元は単語，値は出現
頻度とした．機械学習手法には，Random Forests と SVM を用いる．単語の種類が多
く，特徴次元数が膨大になることを防ぐため，𝜒2値による特徴選択を用いた． 
実験結果の評価には，5分割交差検証(5-fold cross validation)を用いて，評価指標












































































表 1 データセットの詳細 
Label # of words # of uniq. words # of ツイート s 
sports 98054 12738 3389 
art 91981 12583 3136 
music 90752 13270 3167 
game 87686 12368 3097 
groumet 86621 12545 2928 











図 12 学習データと評価データの概要 
 
4.2 ベースライン手法の実験結果 
 まずは Random Forestsと SVMによるベースライン手法で測定した正確度について，
特徴次元数ごとの結果を表 2 と図 13に示す．Random Forestsの結果では次元数 100
が最も高く，SVMの結果では次元数 70が最も高いものとなった．平均値でも Random 







表 2 ベースライン手法の次元ごとの正確度 
 
 

































図 13 ベースライン手法の次元ごとの正確度 
 
 また，ベースライン手法での F1 スコアの結果も表 3 と図 14に示す．Random Forests
の結果では次元数 40 が最も高く，SVM の結果では次元数 50 が最も高いものとなっ
































































図 14 ベースライン手法の次元ごとの F1 スコア 
 
4.3 提案手法の実験結果 
































Number of Tweet RNN LSTM GRU CNN
3 32.1 39.185 40.376 24.765 34.1065
4 36.808 40.717 44.625 30.945 38.27375
5 35.493 42.173 44.332 31.039 38.25925
6 40.186 46.347 45.272 33.596 41.35025
7 37.413 43.067 45.391 37.258 40.78225
8 35.142 43.823 41.402 37.73 39.52425
9 36.455 41.69 43.159 37.649 39.73825
10 34.529 39.447 43.238 36.885 38.52475
11 38.084 43.473 42.754 38.802 40.77825
12 37.57 42.737 43.156 39.804 40.81675
13 39.698 40.034 42.044 38.526 40.0755
14 43.513 45.509 45.709 41.517 44.062
15 44.359 44.872 44.359 41.282 43.718
Method average 37.79615385 42.54415385 43.52438462 36.13830769
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図 16 LSTM学習結果（LSTM, N=6） 
 
LSTM(N=6)のときのカテゴリ別の Precision, Recall, F1-scoreを表 5に示す．この表

















































表 5 カテゴリごとの結果 (LSTM, N=6) 
 Precision Recall F1-score 
game 39.30  48.65  43.48  
gourmet 46.25  47.18  46.71  
music 56.84  38.30  45.76  
craft 49.59  38.46  43.32  
art 53.29  51.74  52.51  















































最も正確度が高くなった LSTM(N=6)の混同行列を図 15に示す．また，表 4から各
手法のツイート数ごとの正確度を平均した場合，N=14 のケースが最も高くなる．このと
きの LSTM(N=14), RNN(N=14), GRU(N=14), CNN(N=14)のカテゴリ分類正答率を混
同行列として図 18から図 22に示す． 
 
 
図 18 LSTM(N=6)の結果マトリクス 
LSTM(N=6) predictedcategory
game gourmet music craft art sports
game 47% 11% 12% 4% 7% 18%
gourmet 11% 45% 14% 5% 10% 15%
music 10% 15% 39% 10% 8% 18%
craft 11% 14% 16% 40% 4% 15%
art 10% 12% 14% 4% 47% 12%














図 20 GRU(N=14)の結果マトリクス 
LSTM(N=14) predictedcategory
game gourmet music craft art sports
game 45% 5% 13% 4% 10% 23%
gourmet 6% 39% 16% 2% 14% 23%
music 11% 8% 44% 1% 7% 28%
craft 14% 2% 19% 13% 18% 33%
art 9% 2% 21% 5% 54% 9%










game gourmet music craft art sports
game 52% 12% 6% 4% 4% 22%
gourmet 9% 49% 9% 3% 18% 11%
music 13% 19% 31% 6% 10% 20%
craft 21% 15% 9% 27% 9% 19%
art 8% 14% 6% 1% 62% 9%













図 21 RNN(N=14)の結果マトリクス 
 
RNN(N=14) predictedcategory
game gourmet music craft art sports
game 47% 14% 7% 4% 5% 22%
gourmet 13% 52% 7% 3% 11% 15%
music 14% 20% 34% 2% 14% 16%
craft 13% 21% 17% 19% 11% 19%
art 10% 6% 12% 5% 56% 12%










game gourmet music craft art sports
game 44% 15% 8% 1% 7% 25%
gourmet 15% 41% 14% 0% 7% 23%
music 15% 21% 37% 1% 10% 17%
craft 19% 20% 15% 3% 18% 25%
art 13% 7% 5% 2% 59% 14%






















LSTM GRU RNN CNN
game 45% 52% 47% 44%
gourmet 39% 49% 52% 41%
music 44% 31% 34% 37%
craft 13% 27% 19% 3%
art 54% 62% 56% 59%







図 23 各手法の分類正答率グラフ 
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表 7 と図 23 の結果から，特に craft カテゴリは学習に使用するツイート数が増えると














は付録 C に示す．羊毛フェルトでの人形作りを趣味とするユーザで，いくつか craft に
関連する特徴的なツイートがあることから分類に成功したと考えられる．該当ユーザに
ついて詳細に調査したところ，学習ツイート数 N=3 のケースでは craft カテゴリ分類の

































 図 19から LSTMでの分類失敗は多くは sportsカテゴリへの分類となっている．music
カテゴリユーザを誤って sportsに分類した例を調査した．具体的なツイート内容は付録
F に示す． 該当ユーザのツイート内容を見ると music に関連する話題が多く，sports














第 5章 おわりに 
本論文では，Twitter 上の連続した投稿内容を学習素性としてニューラルネットワー
クによりユーザの趣味カテゴリを推定する手法を提案した．RNN, LSTM, GRU, CNN 
の 4 種類のネットワークと，ベースライン手法として Bag of Words を特徴量とした
Random Forest を用いた結果，LSTM を用いてツイート数 6 のときに最大の推定精度
が得られた．平均の結果では GRU の方が高い推定精度を記録したが，LSTM あるい
は GRU のみでしか分類できなかったものもあり，一概にどちらが優れた手法であると
いえない結果となった． 
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LSTM GRU RNN CNN
N=3 38% 39% 28% 27%
N=4 40% 38% 36% 31%
N=5 52% 49% 36% 43%
N=6 52% 47% 33% 44%
N=7 44% 47% 41% 39%
N=8 47% 55% 36% 45%
N=9 55% 53% 48% 38%
N=10 53% 59% 48% 45%
N=11 51% 52% 54% 46%
N=12 51% 42% 44% 52%
N=13 56% 54% 44% 46%
N=14 45% 52% 47% 44%
N=15 39% 43% 43% 28%
groumet
LSTM GRU RNN CNN
N=3 28% 32% 18% 24%
N=4 32% 43% 25% 28%
N=5 35% 36% 38% 29%
N=6 41% 41% 37% 35%
N=7 45% 38% 30% 34%
N=8 42% 44% 32% 37%
N=9 47% 40% 38% 33%
N=10 38% 44% 37% 37%
N=11 43% 40% 42% 40%
N=12 43% 45% 35% 36%
N=13 38% 46% 39% 37%
N=14 39% 49% 52% 41%

































LSTM GRU RNN CNN
N=3 34% 32% 35% 19%
N=4 31% 35% 40% 26%
N=5 36% 33% 32% 26%
N=6 43% 42% 39% 29%
N=7 34% 42% 33% 29%
N=8 38% 23% 34% 25%
N=9 27% 29% 28% 32%
N=10 27% 29% 25% 25%
N=11 33% 36% 28% 31%
N=12 42% 38% 34% 35%
N=13 30% 28% 31% 35%
N=14 44% 31% 34% 37%
N=15 44% 37% 36% 43%
craft
LSTM GRU RNN CNN
N=3 27% 29% 15% 3%
N=4 38% 35% 31% 7%
N=5 39% 36% 18% 11%
N=6 45% 36% 19% 8%
N=7 37% 43% 32% 16%
N=8 45% 46% 23% 31%
N=9 38% 44% 30% 28%
N=10 35% 40% 22% 23%
N=11 47% 43% 32% 24%
N=12 38% 45% 27% 13%
N=13 25% 41% 19% 12%
N=14 13% 27% 19% 3%




































LSTM GRU RNN CNN
N=3 43% 45% 34% 30%
N=4 50% 47% 35% 31%
N=5 49% 52% 31% 26%
N=6 52% 56% 41% 22%
N=7 48% 51% 37% 49%
N=8 48% 53% 49% 44%
N=9 50% 54% 34% 47%
N=10 52% 61% 43% 46%
N=11 54% 58% 35% 43%
N=12 47% 47% 50% 56%
N=13 50% 56% 46% 42%
N=14 54% 62% 56% 59%
N=15 65% 56% 58% 60%
sports
LSTM GRU RNN CNN
N=3 57% 54% 56% 54%
N=4 58% 60% 47% 56%
N=5 56% 67% 57% 51%
N=6 65% 60% 61% 64%
N=7 66% 69% 61% 62%
N=8 67% 65% 48% 59%
N=9 68% 71% 59% 69%
N=10 68% 68% 54% 60%
N=11 67% 73% 55% 66%
N=12 57% 75% 53% 68%
N=13 69% 67% 71% 73%
N=14 77% 65% 62% 79%
















































































































































































（笑）|.|#エキゾチックショートヘア #エキゾチック #エキゾ #exoticshorthair 









ヘッドが出ています．Grüße aus Fukushima | Trailer 1 | Deutsch HD 





ウ賞」を受賞!!! 第 66 回ベルリン国際映画祭|#桃井かおり #ニュースクリ
ップ #ベルリン国際映画祭| https:/… 
2016/07/02 
12:38 























RT @XXXX: 羊毛毡里的萌猫世界（羊毛フェルトでつくる ウチのコそっ
くりかわいい子猫）|中国語に翻訳された書籍が届きました＾＾中国ではす



























RT @XXXX: DJみそしるとMCごはんが食器洗いをラップ！ あのリアル
猫ヘッドも登場 #kai_you https://t.co/5cNPTQ1moi 
2016/10/07 
13:53 












てた．https://t.co/ZsoM0zvvCB @XXXXX さんから 
2016/12/01 
12:43 
RT @XXXX: ネコ ・ ・ ・ |이달의소녀탐구 #28 (LOOΠΔ  TV #28) 




























2018/05/24 11:13  今日のやっ P〜！ https://t.co/PlCSIY5my4 
2018/05/24 22:56 
 5月 26日（土）放送|21:00〜フジ TV||『さんま＆女芸人お泊り会
～初めて後輩に語る，62 年走り続けた男の人生哲学～』||おった
まげーな番組！！|しょう油顔とゲロマブ女芸人たちをお見逃し
な く ！ | あ た し も ち ょ っ と だ け 出 演 し て る ゾ ！ 
https://t.co/qsrKCl1TCY 
2018/05/25 15:00 
 今 日 の や っ P 〜 ！ |( ㊗️ ゆ り ヤ ン ま つ 毛 エ ク ス テ ) 
https://t.co/FmUasO3ZDR 
2018/05/30 09:24 
 RT @XXXX: 2017.12.31📺ミラモン〜✨  ⑩|平野ノラ💃の「ス





 RT @XXXX: 2017.12.31📺ミラモン〜✨  (11)|特訓終了‼️ノラ，
真佑ちゃんの凄さ認める ୧( " ̮ )୨✧︎ |#石川真佑 |#平野ノラ 
https://t.co/FRcdlx1Pv3 
2018/05/31 15:47 
 この後 25:49〜日テレ||「採用！フリップ NEWS」||観てね🌈😋 
https://t.co/T46CWBGGVs 
2018/06/01 11:08  今日のやっ P〜！ https://t.co/2PwxhpK0ZZ 
2018/06/02 00:34 













 今日のやっ P〜！ |(市川  右團次さんと歌舞伎ポーズ ) 
https://t.co/EOhcfm6mjm 
2018/06/05 11:33  今日のやっ P〜！ https://t.co/RFaUwPp5R9 
2018/06/09 14:30 



















🌐PUMA 新型 サッカースパイク 🌐|『プーマワン 1 IL レザー』&amp;|
『フューチャー2.1 NETFIT』|2018 ワールドカップモデル公開！|6 月 1 日
17時から発売開始|https://t.co/WlBDMstsOw https://t.co/oyqLLv7v7Q 
2018/06/02 11:24 





Winner Stays On) https://t.co/yvZIjwDSEd 
2018/06/05 08:35 
ニューバランス サッカースパイク|『MiUK ONE FG Paul Smith』|ポールスミ
スとの限定コラボモデル|MADE IN UK (イングランド製)|海外では 2018年
6月 5日発売… https://t.co/88djtO5dcx 
2018/06/05 11:54 












ミズノ サッカースパイク|『モレリア 2 &amp; モレリア IN』|『モレリア NEO2』
|レッド×ホワイト (赤×白 )カラーを考察！ |https://t.co/Bx9qwByKaq 
https://t.co/igKZUL6sGq 
2018/06/07 21:30 
NIKEiD サッカースパイク|『マーキュリアル スーパーフライ 6』|『マーキュ
リアルヴェイパー12』 |国旗追加  &amp; カラバリ UP して新登場！
|https://t.co/NNI3ZMZW1l https://t.co/BZfgxN6kqa 
2018/06/08 11:53 
ナイキ サッカースパイク|『ティエンポ レジェンド 7 エリート HG』|機能性・
素材・特長・考察記事|https://t.co/cUdfSK1txT https://t.co/GoSxhdKRdu 
2018/06/09 11:34 




ナイキ サッカースパイク|『ハイパーヴェノムファントム 3 HG』|サイズ感や新
HG ソ ー ル な ど を 考 察 ！ |https://t.co/CpGEVRqxD8 
https://t.co/nllLp6OMCH 
2018/06/11 09:38 
アルゼンチン代表 FW ディバラ|2018 ロシア W 杯での着用スパイクは|
『 ア デ ィ ダ ス  GLITCH 2.0 』 |https://t.co/70WkWxMlHU 
https://t.co/WwAsFn5wBB 
2018/06/12 12:08 
スイス代表 MF グラニト・ジャカ|2018W 杯での着用スパイクは|『アンダー
アーマー  マグネティコ  PRO』 |ジャカ専用  シグネチャーモデル！
|https://t.co/rXEnAhIbkk https://t.co/I51wG096vv 
2018/06/13 11:08 
ナイキ サッカースパイク|『マジスタ オーパス 2 エリート FG』|サイズ感や
FG ソールなどを考察！|https://t.co/rioIcUy5kA https://t.co/EYvApqyTka 
2018/06/14 09:40 
アディダス サッカースパイク|『プレデター18+ FG/AG GR』|2018 ロシアW





RT @XXXXX: 君はいくつ覚えている?スパイクマイスターKohei が選ぶ
歴代スパイク #マイベストイレブン  https://t.co/VdGcIGceQX #gekisaka 
https://t.co/AeaVqeqowJ 
2018/06/15 11:06 
ベルギー代表 ロメル・ルカク|PUMA と正式契約を締結！|『プーマワン 1 
IL レザー』を着用|https://t.co/Z4YI5tuLEA https://t.co/Yv3rHvuNiq 
2018/06/15 20:09 
ポルトガル代表 C・ロナウド|スペイン戦でハットトリック！|着用スパイクは 













RT @XXXX: 今アナログレコードの人気が注目されています．CD が人
間に聞える約 22ｋHzより高音をカットしているのに対し，ハイレゾ音源など
を超高音域まで再生できるため，脳が心地よさを感じます．なお昨年米国























ャ #ガムラン #合唱 #民族音楽 #芸能山城組||https://t.co/OU0o6NyJTY 
2018/05/15 
00:02 





は首都圏の書店 ， コ ン ビ… merged_timelines.txt:   3046669327      
996178850223505408      2018-05-15 00:02:00     RT 
@fashionpressnet: [明日開催] 渋谷パルコの工事仮囲いに『AKIRA』の









RT @XXXX: 【WEB掲載 INFO】|Time Out Tokyo さんに『芸能山城組ケ
















RT @XXXX: いま注目の『交響組曲 AKIRA』のハイレゾ版 LP！|芸能山
城組の説明会と体験稽古では，その驚異の音源が生まれた秘密の一端











































ジオ局 NTS  Radio の特番として大友克洋氏『AKIRA』の音楽に影響を
与えた曲の選曲を担当しました．|現在アーカイブとトラックリストが公開さ
れていますので，ぜひお聞きください．… 
 
 
