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The paper develops the continuous-time (infinite state space) counterpart of the discrete-
time general incomplete-market equilibrium model due to Dumas and Lyasoff [11]. It is
shown that the main conclusions from [11] carry over to the infinite dimensional case:
the requirements that all market participants can solve their investment-consumption
problems at the optimum, that their individual pricing measures produce identical spot
prices for all actively traded streams of stochastic payoffs, and the markets clear, generate
the same number of restrictions as there are degrees of freedom in fixing the equilibrium
(choice of asset prices, consumption plans, and investment strategies) – regardless of
the degree of market incompleteness. Since both “restrictions” and “degrees of free-
dom” are uncountably infinite in number, the identification of the equilibrium involves
a framework that is very different in nature from the one employed in the case of finite
economies.
Key words: Incomplete markets, investment-consumption choice, stochastic principle of
maximum.
1. The Role of Pontryagin’s Principle of Maximum
The connection between the state price densities and the auxiliary variables arising from
Pontryagin’s principle of maximum formulation of the individual consumption-investment
problems is well known. Given the role that this connection plays in the present paper, we
start with its brief overview. Generally, a dynamic optimization problem can be formulated
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either in terms of Bellman’s principle of dynamic programming (PDP), or in terms of Pon-
tryagin’s principle of maximum (PM). The advantage of the PDP is that it provides a recursive
program for computing the optimal control, whereas the advantage of the PM is that it is less
wasteful, in that it circumvents the computation of the value function and gives the value
of the optimal control solely along the realized path in the state space of the controlled sys-
tem. One major drawback from the PM is that it is intrinsically forward backward, which
has the effect that, one way or another, the control must be solved for only simultaneously for
all moments in time. Specifically, the PM relies on the computation of the auxiliary (dual)
variables (the Lagrange multipliers associated with the forward dynamics of the state vari-
ables), the natural dynamics of which is backward in time. If all that one is interested in
is the computation of the optimal control, then one can ignore the dual variables and rely
on the recursive program provided by the PDP. However, in the realm of asset pricing the
computation of the dual variables cannot be circumvented, since these variable give the in-
stantaneous change in the pricing kernels. Thus, in one way or another, all known methods
for computing general incomplete-market equilibria (GEI) essentially boil down to various
tricks (e.g., representative agent, martingale characterization, or entropy minimization) for
dealing with the backward nature of the dual variables – even if the dual variables and their
backward dynamics do not feature explicitly in the model. Typically, such methods employ
certain economic aspects of the pricing kernels, but, generally, these aspects are not equiv-
alent to the full characterization of the dual variables as Lagrange multipliers – whence the
ambiguities surrounding the incomplete markets. Another layer of ambiguity can be traced
to the fact that, partial equilibrium models aside, the Hamiltonians in the individual opti-
mization problems can only be determined endogenously, from solving all these problems
simultaneously for all agents.
2. Introduction
The main objective of the present paper is to develop a method for computing general incom-
plete market equilibria entirely in terms of the primitives in an endowment economy, i.e.,
without any reliance on the notion of arbitrage (which stipulates that trading has no effect on
the asset prices), or equivalent martingale measure, or representative agent, or replication –
or any other simular concept. In the case of a finite endowment economy such a method was
proposed by Dumas and Lyasoff [11], who showed that, generally, the first order conditions
from the individual investment-consumption problems, in conjunction with the market clear-
ing condition, generate the same number of equations in grand total (i.e., at all nodes on the
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event tree) as there are degrees of freedom in fixing all endogenous quantities in the economy:
(a) the spot prices of all dynamically traded securities, (b) the individual intertemporal con-
sumption levels, and (c) all individual investment choices throughout time. In addition, [11]
provides a concrete method for computing such equilibria by way of a special backward in-
duction algorithm that is structurally reminiscent to dynamic programming (DP). Essentially,
the work [11] develops a computational tool that transforms the forward-backward dynamics
of the PM formulation into a recursive backward induction program. This tool is not specific
to GEI and we stress that the equilibrium described in [11] does not depend on the degree of
market incompleteness, or the degree of heterogeneity in the cross-section of agents. More
important, it does not involve the notions of “spanning,” “replication,” “martingale represen-
tation,” or “absence of arbitrage” in any way: somehow, the first order conditions plus market
clearing are enough to fix the individual stochastic discount factors as a matter of algebra, not
spanning, or replication.1 We also stress that all endogenous quantities – see (a), (b), and (c)
above – can be computed only simultaneously. In other words, trading strategies, consump-
tion plans, and spot prices can only move, so to speak, in “an orchestra.” In such a setting the
existence or non-existence of arbitrage is no longer relevant, since the agents cannot select
their trading strategies without affecting the pricing system, and the only strategies that can
be selected are the ones that all agents agree on. To wit, in order to receive the proverbial free
lunch, it would not be enough to merely identify the lunch; one must also identify economic
agents for whom it would be optimal to pay for it. This observations points to yet another
important feature of the general incomplete-market equilibrium (GEI) paradigm: there is no
need to insist on “tame” (“admissible,” or “limited short-sales”) trading strategies, since an
agent can take arbitrarily large short positions only if other agents are willing to take arbi-
trarily large long positions, and somehow these choices must be optimal for all participating
traders, i.e., the admissibility restriction on the trading strategies is imposed endogenously
by the equilibrium structure in the model.
As the method developed in [11] explicitly relies on the finiteness of the aggregate num-
ber of constraints and unknowns throughout time and states of the economy (all modeled on
a finite event tree), it is not immediately obvious how such an equilibrium can be extended
to an infinite economy. To gain some insight into this matter, we note first that the main
steps in [11] are essentially a variation of the stochastic maximum principle (see below), and,
generally, the continuous-time interpretation of this approach to dynamic optimization prob-
lems is well known. The main difficulty stems from the fact that (see [11]) in the context of
1It was shown in [11] that multiple solutions may occur as a consequence of the non-linearity, but not as a
consequence of any excess degrees of freedom.
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GEI one must solve simultaneously finitely many optimal control problems (the individual
consumption-investment problems), the Hamiltonians of which can be defined only impli-
citly, from the steps in the stochastic maximum principle carried out simultaneously for all
optimization problems – this is what the endogeneity of the asset prices comes down to.
Although continuous time economic models are intrinsically infinite dimensional, if the in-
stantaneous innovation in the information structure (say, from the -field ℱt to the -field
ℱt+dt ⊇ ℱt) is generated by a finite number of Brownian motions – any finite number of
Brownian motions – then, generically, the instantaneous change in some adapted stochastic
variable from time t to time t+ dt can be expressed as a differential of the form a⊺t dWt + bt dt,
whereW is a d-dimensional Brownian motion (for arbitrary d that is larger than the number
of traded securities), at ∈ ℝd and bt ∈ ℝ are both measurable for ℱt, and the symbol dWt is
understood formally asWt+dt −Wt. Instead of working with a finite number of child nodes
on a classical finite event tree, in what follows we will work with a finite number of (time
discretized) stochastic differentials and will arrive at the same conclusion: all individual first
order conditions (written as identities between stochastic differentials) plus the market clear-
ing condition generate exactly as many constraints as there are degrees of freedom in fixing
the dynamics of the endogenous quantities in the economy (again, written in terms of stochas-
tic differentials). This will then give rise to the stochastic principle of maximum counterpart
of the classical HJB equation that captures the PDP. Somewhat surprisingly, the number of
Brownian motions that generate the information structure (the degree of market incomplete-
ness) has no effect on the coincidence between the number of constraints and the number of
degrees of freedom in fixing the economic equilibrium.
The main goal of the present paper is to characterize – and develop a relevant computa-
tional mechanism for – the agents’ individual pricing measures entirely in terms of the in-
dividual consumption-investment problems; specifically, in terms of the auxiliary variables
arising from the stochastic maximum principle interpretation of these problems – as opposed
to identifying those measures as martingale measures that are consistent with the absence of
arbitrage. In what follows we will refrain from calling the pricing measures “martingale mea-
sures,” since pricing measures and asset prices are intrinsically connected and what makes a
measure a pricing measure in equilibrium is much more than the martingale property alone.
In some sense the insights derived from models of complete markets are inadequate, in that
such models attach a unique pricing measure to a particular pricing system by exploiting the
predictable representation property (price replication), which conceals a more general (and
unrelated) pricing mechanism that transcends replication. Specifically, the auxiliary vari-
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ables from the individual investment-consumption problems can be connected with the indi-
vidual state price densities (and therefore with the individual stochastic discount factors and
marginal rates of substitution) – and somehow, in conjunction with the market clearing con-
dition, generally, these connections suffice for computing the asset prices and the individual
Market completeness merely means that all agents are forced to use the same pricingmeasure,
but this is a second order phenomenon, since in equilibrium all individual pricing measures –
whether different across the market agents or identical – produce the same spot prices for all
actively traded securities. Just as in [11], the method developed in the present paper does not
rely in any way on the notions of “spanning,” or “replication,” or “martingale representation,”
or “market price of risk,” or “arbitrage.” One consequence of this approach is that although
in the case of incomplete markets the available equivalent (local) martingale measures are
infinitely many, what makes those measures pricing measures is much more than the (local)
martingale feature, and if those additional connections are taken into account, the number of
available pricing measure becomes finite – generically, one per agent.
Before proceeding with the description of the model and the method, a brief summary
of the existing publications and the connections with other existing methods is in order. The
vastly oversimplified and abbreviated history of the subject as follows. In the beginning,
Merton [21, 22] connected the individual consumption-investment problem with the princi-
ples of dynamic programming and the HJB equation. Independently, Cox and Huang [4] and
Karatzas, Lehoczky, and Shreve [15] showed how the martingale representation can be used
instead of dynamic programming – and thus remove the need for Markovian structure – in
the case of complete markets. In the nutshell, the martingale approach seeks to interpret the
dynamic consumption-investment optimization problem as a static problem (all intertempo-
ral budget constraints are aggregated into a single constraint), solve the static problem for the
consumption process, and, finally, determine the portfolio policy that sustains the optimal
consumption plan by way of martingale representation. One important consequence from
this approach is the representative agent formulation, which can be traced back to Duffie and
Zame [8], Dumas [9], Karatzas, Lehoczky, and Shreve [16], and Karatzas, Lakner, Lehoczky,
and Shreve[14], who study equilibrium in the complete-market case. A few years earlier
Duffie and Huang [7] used martingale representation in the context of market equilibrium,
and developed the notion of dynamic completion (see also Huang [13]). The list of concrete
applications of the representative agent paradigm is very long: for example, Başak [1] studied
portfolio insurance, while Dumas and Luciano [10] addressed the issue of transaction costs.
Chapter 4 in [18] contains very detailed notes on how this approach progressed and provides
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a nearly complete bibliography.
There is a long strand of literature related to GEI models in finite economies (finitely
many time periods, finite event tree), which culminated with the monograph by Magill and
Quinzii [20] (see also Duffie [6]). Traditionally, GEI models of this type have been solved
only globally, i.e., simultaneously for all nodes and all periods in time, and this appears to be
practical only for event trees that have very few nodes. Nevertheless, the global method has
lead to some interesting and important insights – Başak and Cuoco [2] is one such example.
Still, the gap between finite incomplete-market models – that can be solved only globally –
and infinite (continuous time) incomplete-market models is wide open. The paper [11] was
motivated primarily by the need to develop an induction-based algorithm that can replace the
global method and, at least in principle, allow GEI to be solved on event trees of any size.
The present follow-up in continuous time setting is then quite natural and is an attempt to
close the gap just noted.
An incomplete-market model in continuous time was studied by Karatzas, Lehoczky,
Shreve, and Xu [17], who were concerned with the individual investment-consumption prob-
lem, and provide a solution by way of an artificial completion of an incomplete market. Their
method is based on a special type of duality, which was introduced by Xu [26]. There is
an important connection with the type of duality employed in the present paper, which we
now clarify. In both [17] and the present paper the duality involved can be traced back to
the stochastic maximum principle. The difference is that the dual (auxiliary) variables intro-
duced in [17] are associated only with the convex conjugates of the utility functions at various
moments in time, whereas in the present paper the auxiliary variables are introduced as dual
(shadow) variables in a problem that involves not only the utility from consumption at time t,
but also the value function at time t + dt. This is consistent with the original formulation of
the maximum principle due to Pontryagin [25], and is also consistent with its common BSDE
interpretation (see Peng [24], for example).2 In any case, there is an intrinsic connection be-
tween the auxiliary variables attached to times t and t + dt and this connection must show
up somewhere. In the martingale formulation (as in [17]) this connection hides behind the
martingale property of the pricing measure, whereas in the more orthodox interpretation of
Pontryagin’s maximum principle that was adopted in [11] – and also in the present paper –
it is being faced head on (whence the absence of any references to “martingale measures”).
2Pontryagin’s maximum principle is based on the idea that the actual dynamics of the system (resource)
variables (driven by the control variables) act as constraints. The auxiliary (dual) variables are in effect the
Lagrange multipliers associated with those dynamics, which act as constraints on how much wealth can be
transferred from one period to the next.
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The main benefit from this point of view is that one can locate the pricing measure more
precisely (in which case the martingale property comes as an aside), but the price to be paid
is that one must deal with the backward dynamics of the auxiliary variables, which must be
resolved simultaneously with the resolution of the forward dynamics of the control variables.
Moreover, as was noted earlier, in the context of incomplete-market equilibrium models, one
must also address the fact that the Hamiltonians of the individual control problems are only
defined implicitly from solving those problems simultaneously. The workaround is to treat
(and compute) the auxiliary variables associated with the next period as functions of the
auxiliary variables associated with the current period. This gives rise to a backward induc-
tion carried out in the space of the shadow (dual) variables – one may call such a procedure
“shadow dynamic programming.” In the present paper we are going to translate this idea into
the language of continuous-time models in much the same way in which the idea of dynamic
programming translates into the language of the HJB equation. In essence, we are going to
build the equilibrium with the same time-discretization technique with which numerical so-
lutions to SDEs are commonly constructed in terms of Euler’s approximation scheme. One
interesting consequence from the shadow dynamic programming approach is that it appears
to resolve the issues surrounding the non-Markovian nature of the price process in equilib-
rium: it becomesMarkov if the state space is amended with the auxiliary variables (provided,
of course, that all exogenous processes are Markovian).
Another landmark paper concerned with the study of optimal consumption and portfolio
policies in the context of continuous-time incomplete markets – published practically at the
same time as [17] – is He and Pearson [12]. Their approach is similar to that of Karatzas,
Lehoczky, Shreve and Xu, and is also based on the static formulation in conjunction with
the martingale representation technology. Instead of artificial completion, they introduce the
notion of “minimax local martingale measure.” In addition, they use duality technique that is
very close to that of [17]: their dual problem involves a system of state prices that minimizes
the maximum expected utility that can be attained with the same system in a complete market
(asset prices are exogenous in their setting). The connection between the duality technique
used in [11] and the present paper and the duality used in [12] is essentially the same as the
connection with [17], which was outlined above.
What most of these early papers have in common is the strategy to borrow tools, ideas,
and insights from the well understood complete market models for the purpose of studying
incomplete market models. By way of an example, Pagès [23] restricts the pricing kernels
to be measurable with respect to the information structure generated by the price process.
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The present paper and the work [11] are different in this regard, because the notion of market
completeness is not used in any way, and the complete market case is merely a special case
of the general incomplete-market model.
Incomplete-markets equilibrium models – not just partial equilibrium models – in con-
tinuous time appear to be less common. One of the first papers in this category is Cuoco and
He [5]. Their method still relies on the martingale representation of the individual optimal
policies and mimics the representative agent point of view by introducing stochastic weights
in the aggregation of individual utilities. They also impose an exogenously given volatility
matrix for the price process, which then restricts the class of equivalent measures. Recently,
Kardaras, Xing, and Žitković [19] studied Radner type equilibrium with no intermediate con-
sumption and with only one risky security. The nature of their model allows for exogenous
price structure: the endowment space is spanned by two Brownian motions and the agents are
prevented (exogenously) from trading one of them. In the outset, their BSDE characteriza-
tion of the equilibrium is similar in nature to that of [11] and the present paper, but their dual
problem is based on entropy minimization and is applicable to exponential utilities only. The
paper by Choi and Larsen [3] is also concerned with equilibria of Radner type in incomplete
market setting.
3. General Setup
The economy is finitely lived with time-horizon T ∈ ℝ++. As all continuous time models
arise – in one way or another – as limits of discrete time considerations, we suppose first
that any economic interactions – dividend distribution, trading, and consumption – can occur
only at times t ∈ T0 ≝
{
0, , 2,… , T
}, where  = T ∕N for some (presumably very large)
N ∈ ℕ++ and we set
Tt =
{
t, t + ,… , T
} for any t ∈ T0 .
The economy is populated with m ∈ ℕ++ agents, labeled by the symbol i ∈ {1,… , m}, and
the stochastic economic output is expressed in units of a single consumption good, which is
assumed to be “perishable” in the usual sense. Every agent is endowed with their own income
stream (eit)t∈T0 , expressed in units of the consumption good and is treated as a stochastic
process on a complete probability space (
, , P ). These endowments will be aggregated
into the vector process êt ≝ (e1t ,… , emt ), t ∈ T0.3 There is a spot market for n ∈ ℕ++
3Vectors expressed in the form (x1,… , xk) ∈ ℝk are understood to be vector-columns.
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securities in the economy. These securities are indexed by the symbol j ∈ {1,… , n}, and are
defined as entitlements to their respective streams of dividend payoffs (jt )t∈T0 , 1 ≤ j ≤ n.
The dividend payoffs are also expressed in units of the consumption good, and are also defined
as stochastic processes on the same probability space (
, , P ). We aggregate the dividends
into the vector4 process ̄t ≝ (1t ,… , nt ), t ∈ T0, and suppose that every security is in
aggregate net supply of 1 share.5 Some of the securities may be short-lived, while others
may be long-lived. In order to keep the number of securities constant – and this is needed
only for the sake of simplicity – we suppose that a short-lived security exists for only one
period, and is immediately re-issued as soon as it is closed (possibly with vanishing future
payoffs), unless the closing date is t = T .
Initially, i.e., before time t = 0, every agent is endowed with a portfolio of securities ̄i ∈
ℝn. These initial endowments are deterministic, and since all securities are in net supply of 1,
must satisfy the relation∑i ̄i = 1⃑. All agents are faced with the same information structure
ℱ = (ℱt)t∈T0 , defined as the smallest filtration to which the vector processes (̄t)t∈T0 and







jt ≡ êt ⋅ 1̂ + ̄t ⋅ 1̄ , t ∈ T0 ,
and this process must be strictly positive at all times. If the dividend payoffs come out of
the endowments, then one has ̄t ⋅ 1⃑ = 0 and Rt = êt ⋅ 1̂, i.e., the aggregate output can be
identified as the aggregate endowment. To complete our description of the givens in the
economy, we postulate that every agent has a time-separable utility from consumption, with
a given utility from intertemporal consumption U i∶ ℝ++ ↦ ℝ++, given utility from final
consumptionGi∶ ℝ++ ↦ ℝ++, and given impatiens parameter  i, 1 ≤ i ≤ m. In addition, we
suppose that all utility functions are twice continuously differentiable and that the derivatives
)U i and )Gi are one-to-one and invertible strictly decreasing functions from ℝ++ onto ℝ++.
Now we turn to the description of the endogenous quantities in the economy – the quan-
tities that must be determined dynamically from equilibrium considerations. We shall des-
ignate the symbols x, y, and z to denote exclusively unknown quantities that are computed
from the individual optimization problems and from the notion of equilibrium. The only
exception to this convention is the symbol  which will be used to denote security prices
(expressed in units of the consumption good) – and those quantities will also be determined
4Vector-columns of dimension m (the umber of agents) will be expressed as û = (u1,… , um) and vector-
columns of dimension n (the number of securities) will be expressed as v̄ = (v1,… , vn).
5Nothing will change if some securities are in net supply of 0, or in any other fixed positive amount.
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endogenously at the end. Specifically, given any j ∈ {1,… , n}, the ℱ -adapted stochastic
process ( jt )t∈T0 will represent the ex-dividend spot price at which the entitlement to the
payoff stream (js)s∈Tt is traded. Just as we did with the dividend payoffs, we aggregate the
spot prices into the vector process ̄t ≝ (1t ,… ,nt )⊺, t ∈ T0. Every agent must determine:
(a) their consumption plan, defined as a strictly positive and ℱ -adapted stochastic process
(xit)t∈T0 , and (b) their investment plan (portfolio choice), defined as an n-dimensional and
ℱ -adapted stochastic process (ȳit)t∈T0 . Any such choice automatically fixes the choice ofthe agents resource process (zit)t∈T0 which captures the wealth available for investment andconsumption throughout time, expressed in units of the consumption good. Following our
earlier convention, the consumption vector (x1t ,… , xmt ) we denote by x̂t.
4. The Individual Consumption-Investment Problems
Let us suppose that the agents have somehow settled on the price process ̄ . Our goal is
to derive conditions that determine the choice of ̄ . All agents are assumed to be rational
and therefore their consumption-investment decisions throughout time have the objective of
maximizing their expected utility from intertemporal and final consumption, subject to the
dynamic budget constraints and the inability to anticipate the flow of information ℱ .6 Our
objective in this section is to outline the main steps in this strategy from the individual agent’s
point of view.
The period t spot prices, dividend payoffs, and endowment payoffs become known at the
beginning of period t. As a result, agent i enters period t ∈ T0 with portfolio ȳit− ∈ ℝn,
which is just their initial endowment with securities ̄i if t = 0, and receives their period t
endowment income eit. The agent’s resource at the beginning of period t (expressed in units



























subject to: zis+ − es+ − ȳis ⋅ (s+ + s+) + ȳis ⋅s + xis = zis ,
and ȳis ⋅s + xis = zis ,
for all s ∈ Tt ,
(ℙit)
where Et stands for the conditional expectation with respect ℱt and we set formally eit = 0
and ̄t = 0̄ for t > T , and ̄t = 0̄ for t ≥ T . The control variables in (ℙit) are the agent’s
6We stress that the flow of information (the structure of “the event tree”) acts as a constraint.
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intermediate consumption level (xis)s∈Tt and trading strategy (ȳit)s∈Tt , both of which mustbe adapted to the information structure (ℱs)s∈Tt . The state (resource) process in (ℙit) is
(zis)s∈Tt . This process also must be adapted to (ℱs)s∈Tt , and the initial resource value zit =
eit + ȳ
i
t−1 ⋅ (̄t + ̄t) is understood to be a parameter for (ℙit). We stress that, from the point
of view of the information available at time s ∈ Tt, the first constraint in (ℙit) constitutes a
family of constraints – one constraint for every possible state of the economy during period
s +  – and that the resource process (zis)s∈Tt affects the objective function in (ℙit) onlyimplicitly through the second constraint. Let Vt(zit) denote the optimal value for (ℙit), treated
as a function of the parameter zit. By the argument of the PDP, the problem (ℙi0) can now be
re-stated as the following chain of local (one period) optimization problems:
Maximize: Gi(xiT ) subject to: xiT = ziT , (ℙiT )




























and ȳit ⋅̄t + xit = zit ,
(ℙit)
where t( d!) stands for the conditional distribution of the period t+ state of the economy,
given the realized history up until time t. The decision (control) variables in (ℙit) are: (a) the
period t consumption level xit ∈ ℝ++; (b) the period t portfolio choice ȳit ∈ ℝn; and (c) the
period t+ resource zit+(!) ∈ ℝ in every period t+ state of the economy. At the same time
the period t resource zit is considered to be a parameter in (ℙit), which is why the constraints
are arranged so that zit shows up in the right side. The Lagrange multipliers for the first set
of constraints in (ℙit) we write in the form e−iit+(!)( d!), ! ∈ 
, while the (only)
Lagrange multiplier for the second constraint we denote by 'it . The Lagrangian for (ℙit)


























































the first-order conditions come down to the following five equations:





















, ! ∈ 











We stress that the second equation is understood as an identity between two random vectors
with values in ℝn. If t = T there is no decision to be made in (ℙiT ) other than consuming
the entire resource. As a result, in the last period we have V iT (ziT ) ≡ Gi(ziT ), which makes the
value function V iT (⋅) known, and, in particular, iT (!) = ()Git+,!)(zit+(!)). In addition, a
straight-forward application of the envelope theorem gives the following relation, which will













In particular, if the agent uses the resource zit+(!) optimally when making their investment-
consumption choice during period t+ (in state!), then the last condition in (1) will show up
as a consequence from the condition ()U i)(xit+(!)) = it+(!), which is going to be imposed
during period t + . Since the first set of constraints in (ℙit) would not affect the optimal
solution during the last period t = T , we set formally iT+ ≡ 0.
Following the recipe of the stochastic maximum principle, the agent must construct the
ℝ++-valued stochastic process (xit)t∈T0 and the ℝn-valued stochastic process (ȳit)t∈T0 , both ofwhich are adapted to the information structure ℱ and give rise to the forward dynamics of









, t ∈ T0 , (2)
where, with t = 0, ȳi− is understood to be the initial endowment with securities ̄i ∈ ℝn.
In addition, the agent must construct two auxiliary (shadow) scalar-valued processes ('it)t∈T0















, t ∈ T0 , (3)
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where, with t = T , iT+ is understood to be 0. Furthermore, the decision (control) processes
(xit)t∈T0 and (ȳit)t∈T0 and the shadow (auxiliary) processes ('it)t∈T0 and (it)t∈T0 must beconnected through the following set of conditions for all t ∈ T0 ⧵ {T }:












, and ȳit ⋅̄t + xit = zit . (4)
For t = T the above conditions are replaced with
()Gi)(xiT ) = 
i
T , and xiT = ziT .
Since in our setting )U i()Gi)∶ ℝ++ ↦ ℝ++ is one-to-one and invertible, the auxiliary vari-
ables it can be eliminated from the relation it = ()U i)−1(xit), and, as a result, the backward
dynamics in the shadow space (the space of the auxiliary variables) can be cast as





()U i)−1(xit+) | ℱt
]
, t ∈ T0 ⧵ {T } , (5)
with the understanding that xiT = ziT , iT = ()Gi)−1(xiT ), and the expression inside the expec-
tation is ()Gi)−1(xiT )when t = T −. What is remarkable about this relation is that one of the
decision processes – namely, consumption – which, as a control variable, affects the forward
dynamics of the resource variable, also plays the role of an auxiliary (shadow) variable (by
way of a particular functional transformation), which is governed by the backward dynamics.
This link is very important, as it allows us to connect the control variables and the auxiliary
variables.
5. Consumption-Investment Choices in Equilibrium
Market equilibrium is understood to mean that the price process ̄ ≡ (̄t)t∈T0 is chosen in
such a way that all agents can simultaneously solve their individual optimization problems –
as described in the previous section – and the market clearing condition
∑
i
ȳit = 1̄ , t ∈ T0 , (6)
holds at all times and in all states of the economy. To be specific, the price process ̄ must
be chosen so that, in addition to (6), the relations (2), (3), and (4) must hold simultaneously












in conjunction with the market-clearing condition, summation over i above gives
Rt = 1̂ ⋅ êt + 1̄ ⋅ ̄t =
∑
i
xit , t ∈ T0 . (7)
Plainly, market clearing guarantees that the aggregate real output in the economy exactly
matches the aggregate consumption in all periods and all states of the economy (the perishable
good assumption).
The idea on which the construction of equilibrium is based mirrors the idea of dynamic
programming, but with a twist: instead of computing the period t value function as a function
of the period t state of the system, we are going to write the period t +  auxiliary variables
as functions of the period t auxiliary variables. In our setting this comes down to computing
the period t +  consumption levels xit+, 1 ≤ i ≤ m – in all period t +  states of the
economy – as functions of the period-t consumption vector x̂t = (x1t ,… , xmt )⊺. Clearly, this
would be possible to do if the period t +  states of the economy are finite in number, but it
is actually enough for those states to be generated by a finite number of random variables –
perhaps a number that is much bigger than the number of the traded securities. In fact, it
will be irrelevant for our method how many random variables are spanning the states of the
economy. Because of the good-clearing condition (7), given the aggregate output Rt, which
is an exogenous process, its distribution among the agents may be identified as an element
̂t ≡ (1t ,… , 
m
t ) of the (m − 1)-dimensional simplex
m−1 =
{
̂ ≡ (1,… , m)⊺ ∈ ℝm+ ∶ 
1 +⋯ + m = 1
}
,
so that one can write x̂t = ̂tRt, or xit = itRt, 1 ≤ i ≤ m, for some ̂t ∈ m−1.
Before we can outline the actual induction procedure, it is crucially important to recognize
that if the price process ̄ can accommodate all agents’ optimal consumption-investment
decisions, then all agents must agree on the spot prices of the securities. To be precise, from
















for all t ∈ T0 ⧵ {T } and all 1 ≤ i ≤ m − 1 ,
(8)
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, for all 1 ≤ i ≤ m − 1 .
In particular, if the above equations can be satisfied with some choice of the consumption
processes (xit)t∈T0 , 1 ≤ i ≤ m, then the right side of (8) will turn into a backward-inductionformula for the spot prices.
Next, suppose that the innovation in the information structure from ℱt to ℱt+ is finite
dimensional – without any limitation on the dimensionality, as long as it is finite. By way of
an example, this would be the case if the -algebraℱT has finite cardinality, i.e., everyℱt has
finite cardinality and is therefore generated by a finite partition of
 (and the partition gener-
ating ℱt+ is a refinement of the partition that generates ℱt). Another interesting case would
be the one with information structureℱ generated by a d-dimensional Brownian motionW ,
for arbitrary d ∈ ℕ++, provided that the time-step  is chosen to be sufficiently small. The
reason is that by the predictable representation property every  ∈ L2(
,ℱt+, P ) can be
expressed as a stochastic integral of the form




for some predictable d-dimensional process ℎ with ∫ t+0 E[|ℎs|2] ds < ∞. As a result, for a
sufficiently small time-step  one can write7










Plainly, a ℱt+-measurable r.v. can be expressed as a ℱt-measurable r.v. plus a linear combi-
nation (withℱt-measurable coefficients) of the components of the Gaussian vectorWt+−Wt.
This connection becomes even more transparent if the endowments (eit)t∈T0 and the dividendpayoffs (jt )t∈T0 are defined as Euler approximations of certain diffusion processes, in which
case the innovation in the information structure would literally be generated by linear com-
binations of the components ofWt+ −Wt.
In any case, let us suppose that it is indeed possible to describe any ℱt+-measurable r.v.
in terms of (d + 1) scalar values that are ℱt-measurable. For a given realization of (eis)0≤s≤t,
1 ≤ i ≤ m, and (js)0≤s≤t, 1 ≤ j ≤ n, consider a generic choice of ̂ ∈ m−1, which can
7A relation of the form A ≃ B is understood as A−B = ℴ()+ℴ(|Wt+−Wt|2), where ℴmeans ‘small o.’
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be interpreted as a distribution of the period t real output, Rt, among all agents, so that their
individual consumption levels are given by xit = iRt, 1 ≤ i ≤ m. Assuming that the vector
x̂ = (x1t ,… , x
m
t )
⊺ is fixed (and so is also the history of all individual endowments and all
divident payoffs), we shall now describe how the agents can determine their period-t choice
of portfolios ȳit ∈ ℝn, 1 ≤ i ≤ m, and their period t+ choice of consumptions xit+, 1 ≤ i ≤ n,
in all period t+ states that follow the realized history up until t. Given our assumption about
the innovation from ℱt to ℱt+, the choice of xit+ comes down to the choice of d + 1 scalar
values. Together with the choice of ȳit, this amounts to n + d + 1 unknowns per agent, for a
total of m(n+ d + 1) degrees of freedom to resolve. Now we have to come up with the same
number of equations. Suppose first that t = T − , in which case ̄t+ = 0̄ and no trading
takes place at time t + . As a result we can write
ȳit ⋅ ̄t+ = x
i
t+ ,
which actually represents (d +1) equations per agent for a total of m (d +1) equations. Since
the agents must make these choices in such a way that they must be in agreement about the
spot prices of the n securities at time t, conditions (8) with ̄t+ = 0̄ will provide (m − 1)n
equations. We are still short of n equations, but those are provided by the market clearing
condition ∑i ȳit = 1̄. Let us suppose that all m (n + d + 1) equations for the same number of
unknowns can somehow be solved. In particular, the right side of 8 (with ̄t+ = 0̄), which
represents the period-t asset prices, becomes a function of the vector ̂, or, which is the same,
a ‘radial’ function onℝm+.8 Of course, this function depends also on the history until t = T −.
Notice, however, that if the endowments and the dividend payoffs are Markov processes, then
the dependence on the history reduces to a dependence only on the realized dividends and
realized incomes in period t = T − . Since the portfolios ȳit, 1 ≤ i ≤ m, were on the list
of unknowns that were solved for at any given ̂ ∈ m−1, we now see that the entire period
t = T − price vector ̄t, all individual portfolios ȳit, and all associated portfolio costs ȳit ⋅̄t
can all be computed as radial functions on ℝm+. It is crucially important that the computation
of the spot prices jt , the portfolios yit, and the portfolio costs ȳit ⋅̄t, as functions on m−1 (or,
equivalently, as ‘radial’ functions on ℝm+) can be done without any knowledge of the resource
values zit, 1 ≤ i ≤ m; in particular, it can be done without any knowledge of the entering
8There is a one-to-one correspondence between the rays through the origin in ℝm+ and the points on the
simplex ̂ = m−1. Thus, functions defined on m−1 can be treated as functions on ℝm+ that are constants along
the rays through the origin 0̂. This interpretation is especially useful from computational point of view, if, for
example, the elements of ℝm+ are expressed in polar coordinate. Notice that the elements of the simplex m−1are in one-to-one correspondence with the elements of the unit sphere that are contained in ℝm+.
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portfolios ȳit−.
Nowwe can describe the backward induction over the consumption space in the remaining
steps t = t − 2, t − 3,… , 0. For a given realization of (eis)0≤s≤t, 1 ≤ i ≤ m, and (js)0≤s≤t,
1 ≤ j ≤ n, and for a generic choice of ̂ ∈ m−1, the agents again determine their period-t
choice of portfolios ȳit ∈ ℝn, 1 ≤ i ≤ m, and their period t +  choice of consumptions xit+,
1 ≤ i ≤ n. The choice of every individual period (t+) consumption plan again comes down
to the choice of d + 1 scalar values, as the space of all period t +  random outcomes, given
any realized history up until time t, is generated by d+1 quantities that depend on that history,
and we again emphasize that the number d + 1 could be much larger than the number, n, of
traded securities. There are again n + d + 1 unknowns per agent (period t portfolio choice
and period t +  consumption plan), and the following (random) equation must be satisfied:




t+ ⋅̄t+ . (9)
Conditioned to ℱt, the above relation again comes down to (d + 1) equations, and now we
suppose that in every one of those equations the quantities ̄t+ and ȳit+ ⋅̄t+ have already
been computed and recorded (during the previous step in the iteration process, associated
with period t + ) as radial functions on ℝm+, the arguments of which can now be filled with
the unknown vector x̂t+. Thus, (9) provides (d+1) equations per agent, for a total ofm (d+1)
equations. Just as before, condition (8), which requires all agents to agree on the prices of
all traded securities, yields (m − 1)n equations and the market clearing condition ∑i ȳit = 1̄
provides another n equations, for a total of m (d +1+ n) equations for the same exact number
of unknowns (period t +  individual consumption plans and period t individual portfolio
choices). Solving this system, in conjunction with the relation (8), then allows one to write
the period-t price vector ̄t, portfolio choices ȳit, and, consequently, portfolio costs ȳit ⋅̄t,
1 ≤ i ≤ m, as functions of ̂ ∈ m−1, or, equivalently as radial functions on ℝm+ – of course,
all these objects are also functions of the realized history up until time t.
Continuing with the backward induction described in the foregoing, one would arrive at
time t = 0 having at hand concrete functions of the period-0 consumption allocation x̂0, which
functions represent the spot prices ̄0, the portfolio choices ȳi0, and the portfolio expenses
ȳi0 ⋅̄0, 1 ≤ i ≤ m, across the agents. We emphasize yet again that these functions do not
depend on the entering portfolios. At time t = 0, however, the entering portfolios ȳi− = ̄i
are exogenously given and the actual consumption allocation will be determined from the
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(x̂0) + xi0 = ̄
i ⋅ [̄0](x̂0) + ̄i ⋅ ̄0 + ei0 , 1 ≤ i ≤ m ,
for the unknowns xi0, 1 ≤ i ≤ m. This system can be solved as soon as the time t = 0
dividends and individual incomes are realized. The portfolios ȳi0 are also (already computed
and recorded) functions of x̂0, and since the market clearing condition ∑i ȳi0 = 1̄ =
∑
i ̄i
has been imposed during the previous step – the last step in the backward induction – any
solution to the above system will automatically satisfy the aggregate resource constraint:
1̂ ⋅ x̂0 = 1̂ ⋅ ê0 + 1̄ ⋅ ̄0. To put it in another way, one of the equations in the above system is
redundant and so is also one of the unknowns. Once the time t = 0 consumption levels are
computed, the period t = 0 spot prices, individual portfolio choices, and portfolio costs are
determined as well, as those quantities have been computed as functions defined on the time
t = 0 consumption space during the last step in the backward induction (shadow dynamic
programming) procedure. This, in turn, determines the resources zi for time t = . By re-
peating the last step – now the algorithm moves forward – once the period t =  dividends
and endowments have been realized, one can determine the period t =  individual consump-
tion plans – and, consequently, the period t =  spot prices, individual portfolio choices, and
portfolio costs – simply by solving equation (9) with t = 0, in which the quantities ̄t+
and ȳit+ ⋅̄t+ are known functions of the unknown vector x̂t+, while ȳit ≡ ȳi0 has already
been computed. Notice that one again has to solve a system of m equations for m unknowns
x̂t+ = (x1t+,… , x
m
t+)




, any solution to
this system will automatically satisfy the aggregate resource constraint 1̂ ⋅ x̂ = 1̂ ⋅ ê + 1̄ ⋅ ̄.
This feature can again be rephrased by saying that one of the unknowns is redundant and so
is one of the equations. In any case, the computation of period t =  individual consumption
plans determines the period-(t + 2) individual resources in all period (t + 2) states of the
economy – and so on.
Before we continue further, we are going to illustrate briefly the idea that will allow us to
interpret (9) in continuous time setting. Just for the purpose of this illustration, suppose that
the uncertainty in the economy is generated by the 1-dimensional diffusion process Y with
(exogenously given) dynamics
dYt = at(Yt) ⋅ dWt + bt(Yt) dt ,
governed by the d-dimensional Brownian motion W (defined on (
, ,), with respect to
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the canonical filtration ℱ = (ℱ Wt )t∈[0,T ], which satisfies the usual conditions). We want to
construct another 1-dimensional diffusion process, X, with an yet to be determined diffu-
sion term t(Xt, Yt) ⋅ dWt and an yet to be determined drift term t(Xt, Yt) dt. With Euler’s
approximation scheme for SDEs in mind, the dynamics of the diffusions X and Y can be
expressed as
Yt+ ≃ Yt + at(Yt) ⋅Wt+ + bt(Yt) ,
Xt+ ≃ Xt + t(Xt, Yt) ⋅Wt+ + t(Xt, Yt) ,
where Wt+ ≝ Wt+−Wt and a relation of the formA ≃ B is understood asA−B = O(2),
i.e., as a an equation between Itô differentials. For a sufficiently smooth function ft+(⋅, ⋅)
consider the equation
ft+(Xt+, Yt+) = Xt+ ,
which mimics (9). The givens in this equation are Yt and Xt, the latter being treated as
a parameter, and the unknowns are Xt+(!), ! ∈ 
. However, for a ‘small’ , a unknown
ℱt+-measurable quantity givenℱt would be identical in≃-sense to an expression of the form
ut + vt ⋅Wt+, for a certain ut ∈ ℝ and vt ∈ ℝd . Thus, although Xt+ may take infinitely
many values, the actual unknowns are finitely many – to be precise, d+1 in number. In order
to interpret the above relation as an actual equation, we write it in the form
Xt + t ⋅Wt+ + t ≃
ft+(Xt, Yt) + ()Xft+)(Xt, Yt)t ⋅Wt+ + ()Y ft+)(Xt, Yt) at(Yt) ⋅Wt+








2ft+)(Xt, Yt) |at(Yt)|2 + ()X)Y ft+)(Xt, Yt)t ⋅at(Yt) .
In order for this identity to hold, the coefficients for each component of Wt+ must match.
Thus, the following linear system for the unknowns t ∈ ℝd must be satisfied:
t = ()Xft+)(Xt, Yt)t + ()Y ft+)(Xt, Yt) at(Yt) .
The condition ()Xft+)(Xt, Yt) ≠ 1 suffices for existence and uniqueness of the solution. The
only remaining unknown now is t ∈ ℝ, which value can be determined from equating the
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()Xft+)(Xt, Yt) − 1
)
t








2ft+)(Xt, Yt) |at(Yt)|2 + ()X)Y ft+)(Xt, Yt)t ⋅at(Yt) ,
which is again a linear equation for t. Thus, one can write t = t(Xt, Yt) and t =
t(Xt, Yt) – here Yt is given (observed) and Xt is treated as a parameter.
6. The Forward-Backward Equilibrium SDE
Our main objective now is to re-state the method outlined in the previous section in terms
of stochastic differentials and in terms of the continuous time version of the stochastic maxi-
mum principle. First, we are going to suppose that the dynamics of all exogenous processes
that drive the economy – dividends and individual incomes – are Markovian. In principle
this assumption is not really needed, but having the entire history encrypted into a finite
number of scalar values is an enormous simplification. To be precise, we suppose that the
dividends process (̄t)t∈[0,T ] is a n-dimensional diffusion process driven by a d-dimensional
(d ≥ n) Brownian motion (treated as a vector-column of dimension d) and a k-dimensional
observable Markov process ℎ, according to the following dynamics:
d̄t = At(̄t, ℎt) dWt + at(̄t, ℎt) dt and dℎt = t(ℎt) dWt + t(ℎt) dt
The diffusion coefficients At(⋅, ⋅) and t(⋅) are matrix-valued function of dimensions, respec-
tively (n, d) and (k, d), while at(⋅, ⋅) and t(⋅) are vector-column valued function of dimen-
sions, respectively, (n, 1) and (k, 1). We shall suppose that these coefficients have all the
properties that are needed in order to make the objects that we are about to construct mean-
ingful. If Ajt (⋅) stands for the j th row in the matrix At(⋅) and ajt (⋅) stands for the j th element
of the vector at(⋅), we can write the dynamics of the dividends security-by-security in the
obvious way (note that Ajt is a row and dWt is a column):
djt = A
j
t (̄t, ℎt) dWt + a
j
t (̄t, ℎt) dt , 1 ≤ j ≤ n .
Strictly speaking, the process ̄ gives the instantaneous rates of the continuously paid divi-
dends: asset j pays instantaneous dividend jt dt.
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We are going to impose now several simplifying assumptions – merely for the purpose of
shortening the notation and the equations involved. The first one is that all individual incomes
are 0, i.e., the entire economic output available for consumption comes from the dividends
of the tradeable assets. One may suppose instead that the endowments (êt)t∈[0,T ] follow an
exogenously specified m-dimensional diffusion process – just like the one above – driven by
the same d-dimensional Brownian motion W , and simply re-write the algebra that follows
below, by including the extra terms that represent the individual income streams (if treated
that way, the endowments process ê actually represents income rates, so that agent i collects
instantaneous income eit dt).9
Another – also non-essential in general – assumption that we are going to make is that all
agents have power utilities from instantaneous consumption given by Gi(x) ≡ U i(x) = x1−i
1−i
,
with fixed relative risk-aversion parameters i > 1, 1 ≤ i ≤ m. In addition, we are going to
suppose that all agents have the same impatience parameter i = .
Now we can turn to the description of the endogenous quantities that we are looking
for. We must construct the consumption process, which is tantamount to constructing the
auxiliary variables in the stochastic maximum principle. We are going to seek a consumption
process (x̂t)t∈[0,T ] of diffusion form, with dynamics10
dx̂t = x̂t × t(̄t, x̂t, ℎt) dWt + x̂t × t(̄t, x̂t, ℎt) dt ,
with yet to be determined diffusion and drift coefficients t(⋅, ⋅, ⋅) and t(⋅, ⋅, ⋅), which are,
respectively, a (m, d)-matrix and a (m, 1)-vector. If we let it(⋅, ⋅, ⋅) stand for the ith row in the
matrix t(⋅, ⋅, ⋅) and let it(⋅, ⋅, ⋅) stand for the ith element of the vector t(⋅, ⋅, ⋅), we can write
the dynamics of the individual consumptions in the obvious way (note that it is a row and









t(̄t, x̂t, ℎt) dt , 1 ≤ i ≤ m .
It is again the case that the process x̂ gives the instantaneous rates of individual consumptions
across the agents: agent i consumes instantaneously xit dt units of the consumption good.
In addition to the consumptions process, wemust construct also the prices process (̄t)t∈[0,T ]
and the portfolio costs processes (ȳit ⋅̄t)t∈[0,T ], 1 ≤ i ≤ m. We shall seek to obtain these pro-
9Since we place no restrictions whatsoever on the dimension of the Brownian motion W , the case where
the dividends and the endowments are driven by two independent Brownian motions – or by Brownian motions
correlated in any any other way – is simply a special case of the scenario just described.
10The product â × b̂ between the vectors â, b̂ ∈ ℝm is understood as the vector (a1b1,… , ambm)
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cesses in the form ̄t = S̄t(̄t, x̂t, ℎt) and ȳit ⋅̄t = K it (̄t, x̂t, ℎt), for some yet to be determined
family of functions Sjt (⋅, ⋅, ⋅) and K it (⋅, ⋅, ⋅), t ∈ [0, T ]. It should be clear from the analysis
developed in the previous section that these families are subject to a particular backward time-
dynamics structure, which dynamics are initiated with certain terminal values SjT (⋅, ⋅, ⋅) and
K iT (⋅, ⋅, ⋅), but it is also clear that these dynamics are encrypted in certain implicit connections
between the arguments involved. Just as the intuition suggests, the time dynamics of Sjt (⋅, ⋅, ⋅)
andK it (⋅, ⋅, ⋅) will turn out to be governed by a second order PDE (with first derivatives in the
time variable and second derivatives in the space variables), except that the (unfortunately,
nonlinear) coefficients will be determined as implicit functions from a particular set of re-
lations. What is perhaps more important is that in the process we are going to develop a
particular finite differencing scheme, which will be intimately connected with an Euler-type
approximation scheme for the consumption process x̂ and the observable Markov process ℎ.
To get started with this project, we first replace the dynamics of the dividends process ̂
with a discrete Euler-type dynamics of the form (just as before, we write Wt+ = Wt+−Wt,
and think of the time step  > 0 as being ‘sufficiently small’):
̄t+ ≃ ̄t+At(̄t, ℎt)Wt++at(̄t, ℎt) , or jt+ ≃ jt +Ajt (̄t, ℎt)Wt++ajt (̄t, ℎt) . (10)
Similarly, we write ℎt+ = ℎt + t(ℎt)Wt+ + t(ℎt), and
x̂t+ ≃ x̂t ×
(
1 + tWt+ + t
)
, or xit+ ≃ xit
(





The reason why we insist on a geometric structure for the dynamics of the individual con-
sumption levels is that such a structure makes the dividends automatically positive (i.e., non-















1 + itWt+ + 
i
t













Our next step is to introduce two differentiation operators that will facilitate the use of
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(t, t) ≝ At(̄, )⊺∇̄ + 
⊺





(t, t, t) ≝ at(̄, )⊺∇̄ + 
⊺




































Here we suppose that the gradient operators ∇̄, ∇̂, and∇ are understood to act, respectively, in
the variables ̄ ∈ ℝn, ̂ ∈ ℝm, and  ∈ ℝk, but only on function objects of the form f (̄, ̂, )
that immediately follow the symbolD 1
̄,̂,
(t, t) orD 2̄,̂,(t, t, t) – not on the function objects
within those symbols. We note that when acting on a scalar function of the form f (̄, ̂, ) the
operatorD 2
̄,̂,
(t, t, t) produces a scalar function, whereas the operatorD 1̄,̂,(t, t) produces
a vector-column function of length d (note that ∇̄, ∇̂, and ∇ are all treated as columns).
When acting on a row of functions the operator D 1
̄,̂,
(t, t) produces a row of columns, i.e.,
a matrix, in the obvious way. Similarly, when acting on a row (column) of functions the
operator D 2
̄,̂,
(t, t, t) produces a row (column) of functions in the obvious way as well. It
will be important to keep in mind that D 1 depends linearly on t, while D 2t is quadratic in
t and linear in t.
Now we turn to the derivation of the forward-backward equilibrium SDE by way of finite







e−sU i(xis) ds + e
−TU i(xiT )
]
, 1 ≤ i ≤ m .
The first step is to discretize the time-domain [0, T ], and suppose that the agents re-adjust –
so to speak, ‘in an orchestra’ – their consumption-investment choices only at times t =
0, , 2,… , N ≡ T , for some ‘sufficiently large’ positive integer N . Accordingly, the





e−lU i(xil) + e
−TU i(xiT )
]
, 1 ≤ i ≤ m ,
and the (exogenous) dynamics of the dividends process are to be replaced with (10), turn-
ing the sign “≃ ” into “= .” To put this in another way, we suppose that, for the purpose
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of calculating the equilibrium in the economy, over a short periods of time of length  the
agents ignore terms of order ℴ(|Wt+|2) and ℴ(). With this assumption in mind, we find
ourselves in the setting of the previous two sections, and are going to build a consumption
process with dynamics given by (11) – again, with ‘≃ ’ replaced by ‘= .’ We must therefore
solve simultaneously the problems (ℙit), 1 ≤ i ≤ m, in terms of the first order conditions (1),
by moving backward in time starting from t = T − , while maintaining the market clearing
condition (6) and the price agreement condition (8) at every step.
To initiate the backward induction, consider first the optimization project that the agents
are faced with in the final period t = T . As there are no investments to be made, the agents’
only choice is to consume their resources ziT . The individual value functions are therefore
V iT (z
i
T ) = U
i(ziT ) and we have )U i(xiT ) = 'T ≡ T . Balancing the economy in period t = T
simply means that xiT = ziT , 1 ≤ i ≤ m.
Consider now the previous rebalancing instance t = T −, and suppose that the dividend
payouts ̄T− – i.e., the entire history up until time t = T −  – have been realized. Let ̄
denote the realized dividend vector, which is now a known quantity. At that point all market
participants would be faced with the uncertainty in the final period T (and the provisions that
they must make for that uncertainty). Let ̂ ∈ ℝm+ denote a particular (generic) choice for
the consumption allocation x̂T−, i.e., a particular distribution of the aggregate output 1̄ ⋅ ̄
among the agents at time t = T −, such that 1̂ ⋅ ̂ = 1̄ ⋅ ̄. Given the payoffs ̄T− = ̄ and the
consumption allocation x̂T− = ̂, the agents must choose their portfolios ȳiT−, 1 ≤ i ≤ m,
and their consumption allocation for the final period, constructed as
x̂T = ̂ + ̂ × T−WT + ̂ × T− . (14)
Although the uncertain states on the future settlement date T are infinitely many (and identi-
fied as realizations of WT ), the list of choice variables for each agent is finite, and is given
by {ȳiT−, iT−, iT−}. Thus, given the realizations ̄T− = ̄ and ℎT− = , and given the
consumption allocation x̂T− = ̂, there are m (n+d+1) degrees of freedom in the economy.
These degrees of freedommust be resolved in such a way that during the final settlement date
T all budgets would clear (the fourth equation in (1) is satisfied with t = T ). This means that
xiT = ȳ
i
T− ⋅ ̄T , for all 1 ≤ i ≤ m .
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By way of (10) and (14), the last relation can be cast as




⊺AT−(̄, )WT + (ȳiT−)
⊺at−(̄, ) .
(15)
Notice that this relation represents a system of infinitely many equations – one equation for
every realization of WT . Nevertheless, matching the innovation terms involving WT and















, 1 ≤ i ≤ m . (16)
Here we remark that if the portfolios ȳiT−, 1 ≤ i ≤ m, are fixed, the first equation in (16) is
actually a linear system of d equations for the unknowns iT− (to be precise, an expression
for iT− as a linear function of ȳiT−), and the second equation is simply a linear equation
for the unknown iT−. Thus, there are mn unresolved degrees of freedom left, associated
with the portfolio choices ȳiT−, 1 ≤ i ≤ m. To solve for these portfolios, we turn to the
requirement that on date t = T −  all agents must agree on the spot prices ̄T−. This is


























1 ≤ j ≤ n , 1 ≤ i ≤ m − 1 .




j − iiT− ⋅A
j
T−(̄, ) = mR
m
T−
j − mmT− ⋅A
m
T−(̄, ) ,
1 ≤ j ≤ n , 1 ≤ i ≤ m − 1 .
(17)
which corresponds to a system of (m−1)n equations. Together with the n equations provided
by the market clearing condition
∑
i
ȳiT− = 1̄ , (18)
we have just as many equations as there are choice variables {ȳiT−, iT−, iT−}. Conse-
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quently, we can write the time t = T −  spot prices in the form




















≃ ̄ − ̄ +
(





The time t = T −  portfolio costs also can be expressed in the form
ȳiT− ⋅ ̄T− = K
i




























 , 1 ≤ i ≤ m .
In any case, we see from the above relations that
lim
→0
S̄T−(̄, ̂, ) = ̄ and lim→0 K̄
i
T−(̄, ̂, ) = 
i .
The computation of the limiting portfolio holdings
ȳiT = lim→0 ȳ
i
T− , 1 ≤ i ≤ m , (19)
is not as straightforward. In addition, there is an intrinsic multiplicity associated with the
fact that (17) is quadratic in the variables ȳiT− (recall that iT− is a linear function of ȳiT−).
In the limit, however, only one solution branch remains finite, as is illustrated by the following
example. If we multiply both sides of (17) by , then, due to (16), the relation (17) will turn
into a quadratic equation (for ȳiT−, 1 ≤ i ≤ m) in which all second order terms contain the
factor , all first order terms contain the factor (1 + ), and all constant terms are unaffected
by . The multivariate setting is, of course, much more complex, but, just to get some insight
into the situation, consider the quadratic equation
ay2 + (1 + )by + c = 0 ,
assuming, without a loss of generality, that b > 0. After a straightforward algebra one would
find that as  → 0 one of the two roots converges to −c∕b, while the other root converges to
either +∞ or −∞, depending on the sign of a.
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, 1 ≤ i ≤ m .
Indeed, multiplying the second equation in (16) by  and passing to the limit as  → 0 one

















⊺̄ = iiT − (ȳ
i
T )
⊺aT (̄, ) .
Assuming that ȳiT are already computed as functions of (̄, ̂, ), now one can write the fol-










⊺̄ = iiT − (ȳ
i
T )




j − iiT ⋅A
j
T (̄, ) = mR
m
T 
j − mmT ⋅A
m
T (̄, ) ,





T = 0̄ ,
(20)
and it again so happens that the number of equations in this system exactly matches the num-
ber of unknowns. We stress that from this system )T ȳiT and ȳiT , 1 ≤ i ≤ m, can be derived as
functions of (̄, ̂, ).
Now we describe the remaining steps in the backward induction procedure. For some
settlement date t ≤ T −  all agents are aware of the functions
Sjt (⋅, ⋅, ⋅) and K it (⋅, ⋅, ⋅) , 1 ≤ j ≤ n 1 ≤ i ≤ m ,
which give, respectively, the asset prices and the portfolio costs as functions of the realized
dividends vector ̄t, Markov state ℎt, and the consumption allocation x̂t. At time t −  the
agents observe the realized dividend payoffs ̄t− = ̄ and the Markov state ℎt− = , and
again choose a generic consumption allocation for time t−, namely, a vector ̂ ∈ ℝm++ with
1̂ ⋅ ̂ = 1̄ ⋅ ̄. Given the payoffs ̄, the consumption allocation x̂t− = ̂, and the Markov state
ℎt− = , they must again settle for their portfolios ȳit−, 1 ≤ i ≤ m, and for their consumption
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allocation for time t (i.e.,  units of time into the future), which is again sought in the form
x̂t = ̂ + ̂ × t−Wt + ̂ × t− . (21)
The uncertain states on the future settlement date t are again infinitely many (and identified
with the realizations of Wt), but the list of choice variables for each agent is finite, and
is given by {ȳit−, it−, it−} (recall that it− stands for the ith row in the matrix t− and
it− is the ith element of the vector-column t−). Thus, given the realization (̄, ) and the
consumption allocation x̂t− = ̂, there are again m (n + d + 1) degrees of freedom in the
economy. Since on the next settlement date t all budgets must clear, the following condition
must hold for any 1 ≤ i ≤ m:
ȳit− ⋅
(




t (̄t, x̂t, ℎt) . (22)
Our next step is to rewrite the above condition in terms of Itô differentials, which would have
the effect of replacing the relation = with ≃. To this end, notice first that ̄t ≃ ̄t− = ̄
and xit ≃ xit− = i. Furthermore, a direct application of Itô’s formula gives
K it (̄t, x̂t, ℎt) ≃ K
i











(t − ,t−, t−)K it (̄, ̂, )
)
and
ȳit− ⋅ S̄t(̄t, x̂t, ℎt) ≃ ȳ
i












(t − ,t−, t−)S̄t(̄, ̂, )⊺
)
ȳit− .
As a result, by comparing the innovation terms from time t− to time t on both sides of (22),










(t − ,t−)K it (̄, ̂, ) , 1 ≤ i ≤ m . (23)
Notice that the left side above is understood as the product between a matrix of size d-by-n
and a vector-column of length n, while K it (̄, ̂, ) is a scalar, so that the right side is also a
vector. If the portfolios ȳit−, 1 ≤ i ≤ m, were known, the above relations could be treated as
a linear system for the m-by-d matrix of unknowns t−. From comparing the predictable
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ȳit− ⋅ S̄t(̄, ̂, ) −K
i
t (̄, ̂, )
)
= i − ȳit− ⋅ ̄ +D
2
̄,̂,





(t − ,t−, t−)S̄t(̄, ̂, )⊺
)
ȳit− , 1 ≤ i ≤ m ,
(24)
which can again be treated as a linear system for the unknown vector t− ∈ ℝm (if the





ȳit− ⋅ S̄t(̄, ̂, ) −K
i









⋅ S̄t(̄, ̂, ) .
In any case, the only remaining degrees of freedom that must be resolved are the ones asso-





















1 ≤ j ≤ n , 1 ≤ i ≤ m − 1 .
(25)




≃ 1 − iit−Wt + iR
i
t− .
Combined with the Itô expansion of Sjt (̄t, x̂t, ℎt), (25) turns into the following system of

































Together with the market clearing condition
∑
i
ȳit− = 1̄ , (27)
equations (23), (24), and (26) provide a system ofm (n+d+1) equations for the same number
of unknowns {ȳit−, it−, it−}, 1 ≤ i ≤ m.
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Our next goal is to derive the limit of the system (23), (24), (26) and (27) as  → 0.
Instead of solving for the portfolios ȳit−, in the limit one must solve for the derivatives









assuming that ȳit ≡ ȳit(̄, ̂, ), 1 ≤ i ≤ m, are known vectors. Plainly, instead of solving
for the portfolios at time t −  one is to solve for the instantaneous changes in the portfolio
holdings at time from time t− to time t, and for the instantaneous changes in the individual
consumption levels encrypted in the triple {v̄i, it, it}. We merely repeat the steps that lead
us to (20) – i.e., take the limit as  → 0 in the above equations – and solve for the unknowns
{v̄i, it, 
i









(t, t)K it (̄, ̂, ) ,
−(v̄i) ⋅ S̄t(̄, ̂, ) = i − ȳit ⋅ ̄ +D
2
̄,̂,






































1 ≤ j ≤ n , 1 ≤ i ≤ m − 1 ,
∑
i
v̄i = 0̄ and )tȳit = v̄i , 1 ≤ i ≤ m . (28)
Remarkably, the above system is essentially linear: the first set of equations is an autonomous
linear system for it, 1 ≤ i ≤ m, and once these quantities are fixed, the remaining equations
turn into a linear system for the remaining unknowns, since the only quadratic terms in those
equations are terms involving it.
In any case, getting back at the time-discretized version of the model, once the time t−
endogenous quantities – the portfolios ȳit− plus the matrix t− ∈ ℝm⊗d and the vector
t−d ∈ ℝm, which govern the instantaneous dynamics of the consumption process (i.e., the
instantaneous dynamics of the auxiliary variables) – are solved for, all of the unknowns be-
come functions of (̄, ̂, ). As a result, the date t −  spot prices can also be expressed as
functions of (̄, ̂, ) due to (25):
 jt− = S
j










, 1 ≤ j ≤ n .
In fact, from the Itô expansion of the terms under the conditional expectation we have the
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following formula
Sjt−(̄, ̂, ) ≃ S
j




(t − ,t−, t−)S
j












t (̄, ̂, ) + 
j − Sjt (̄, ̂, ) ,
which we are going to replace with
−








(t − ,t−, t−)S
j












t (̄, ̂, ) + 
j
− Sjt (̄, ̂, ℎ) .
(29)
In much the same way one can develop an induction procedure for the investment costs,
namely
ȳit− ⋅̄t− = ȳ
i
























where the last relation follows from the balance equation











which merely says that in every trading instant the agents use their available resource only
for investment and consumption. By using Itô’s formula we can again write an equation for
K it (⋅, ⋅, ⋅) in terms of finite differences, which, in fact, would be exactly identical to the equa-
tion in (29), except that the dividend j is to be replaced with the consumption i. Specifically,
we have
−


















t (̄, ̂, ) + 
i




We stress that the iterative (backward induction) procedure for computing the asset prices
and the portfolio costs as functions of (̄, ̂, ) can be accomplished without computing (iter-
atively) the actual portfolio holdings of all agents.
∗ ∗ ∗
The finite differencing equations that we have developed give rise to the following two
PDEs for the security prices and the portfolio costs:
− )tS
j


















t (̄, ̂, ) + 
j − Sjt (̄, ̂, )
(31)
and














t (̄, ̂, ) + 
i − K it (̄, ̂, ) ,
(32)
in which t is a matrix of dimensions (m, d), t is a vector-column of length m, it stands for
the ith row in the matrix t, it stands for the ith element of t. What is unusual about these
PDEs is that the coefficients are defined as implicit functions. To be precise, the parameters
t and it, 1 ≤ i ≤ m, are determined from solving the (essentially linear) system (28), which
involves yet another set of auxiliary variables, namely ȳit and their derivatives. One must of
course prescribe the relevant terminal conditions for the final period t = T :
SjT (̄, ̂, ) = 
j , K iT (̄, ̂, ) = 
i , 1 ≤ i ≤ m , 1 ≤ j ≤ n ,
but in order to initiate the implicit scheme for computing the parameters t and it one must
also specify the initial values ȳiT = lim→0 ȳiT−, which are to be calculated as described
above.
Remark 1: Equations (31) and (32) derived above may be viewed as counterparts of the
HJB equation in the context of shadow dynamic programming, which is used here as a tool
for computing incomplete-market equilibria.
Remark 2: The question of existence and uniqueness of the equilibrium is obviously very
important. It is clear from the above construction that the resolution of this matter essentially
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comes down to existence and uniqueness of solutions to PDEs of a particular type. Unfortu-
nately, the coefficients of those PDEs are not just nonlinear, they are defined also as implicit
functions. Clearly, establishing existence and uniqueness of solutions for PDEs of this type
is not going to be straightforward. As a partial remedy, on our way to developing the PDEs
describing the equilibrium we also developed a backward induction algorithm based on finite
differencing, which is nothing but a numerical method for computing the solution. Thus, at
this point, one can establish “existence” and “uniqueness” only in numerical sense, in that the
numerical procedure does not fail. It is conceivable that, in conjunction with (28), equations
(31) and (32) may give rise to finite-differencing schemes that are more efficient than the one
from which the PDEs were initially obtained. One such approximation is outlined in the next
section.
7. A Streamlined Backward Induction Procedure
It is interesting that the system of equations (28), (31), and (32) gives rise to an inductive time-
discretized procedure, which is considerably simpler than the one from which the system was
originally obtained – see also [11]. This is due to the fact that the time-discretization needs to
be developed only modulo ℴ() +ℴ(|Wt −Wt−|2), and this leaves us with some freedom to
simplify the original induction process. The simplified procedure can be outlined as follows:
Step 0: Set the time-step to some sufficiently small  > 0. Let t = T and define the
functions
(̄, ̂, ) ↝ Sjt (̄, ̂, ) ≝ 
j , (̄, ̂, ) ↝ K it (̄, ̂, ) ≝ 
i , 1 ≤ i ≤ m , 1 ≤ j ≤ n .
In addition, compute the portfolios ȳit(̄, ̂, ), 1 ≤ i ≤ m, (with t = T ) as in (19).
Step 1: For every fixed (̄, ̂, ) with ̂ ⋅ 1̂ = ̄ ⋅ 1̄, solve for the variables v̄i ∈ ℝn,  ∈ ℝm,




(t, )S̄t(̄, ̂, )⊺
)
ȳit(̄, ̂, ) = D
1
̄,̂,
(t, )K it (̄, ̂, ) ,
−(v̄i) ⋅ S̄t(̄, ̂, ) = i − ȳit(̄, ̂, ) ⋅ ̄ +D
2
̄,̂,




(t, , )S̄t(̄, ̂, )⊺
)





t (̄, ̂, ) − 
i(D 1
̄,̂,







t (̄, ̂, ) − 
m(D 1
̄,̂,




1 ≤ j ≤ n , 1 ≤ i ≤ m − 1 ,
∑
i
v̄i = 0̄ ,
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where i stands for the ith row of the matrix  and
Ri ≝ 1
2
(i + 1)|i|2 − i , 1 ≤ i ≤ m .
While the above system is nonlinear (it is quadratic in i) it can still be resolved in terms
of linear operations only: the first set of equations is an autonomous linear system of md
equations for the matrix , the second set of equations is a linear system of m-equations
for the unknowns  ∈ ℝm, while the remaining equations constitute a linear system of mn
equations for the unknowns v̄i ∈ ℝn, 1 ≤ i ≤ m. Let t(̄, ̂, ) = , let t(̄, ̂, ) = , and
let v̄it(̄, ̂, ) = v̄i.
Step 2: Compute the functions
(̄, ̂, ) ↝ Sjt−(̄, ̂, ) and (̄, ̂, ) ↝ K it−(̄, ̂, ) , 1 ≤ i ≤ m , 1 ≤ j ≤ n ,
from the relations
−


















t (̄, ̂, ) + 
j − Sjt (̄, ̂, )
and
−


















t (̄, ̂, ) + 
i − K it (̄, ̂, ) .
Let
ȳit−(̄, ̂, ) = ȳ
i
t(̄, ̂, ) − v̄
i
t(̄, ̂, ) , 1 ≤ i ≤ m .
Expand the definitions of the above functions for all ̂ ∈ ℝm+ by declaring these functions to
be constants along every ray inside ℝm+ that starts from the origin 0̂.
Step 3: Let t = t − . If t > 0 go to Step 1; else: stop. Having t = 0, the initial dividend
payoffs ̄0 are known, and so are the functions
(̄, ̂, ) ↝ K i0(̄, ̂, ) ≡ K
i
t (̄, ̂, ) , (̄, ̂, ) ↝ S
j
0(̄, ̂, ) ≡ S
j
t (̄, ̂, ) ,
and (̄, ̂, ) ↝ ȳi0(̄, ̂, ) ≡ ȳit(̄, ̂, )
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for all 1 ≤ i ≤ m and 1 ≤ j ≤ n. The shadow dynamic programming backward induction
procedure is now complete.
Now one must carry out the real-time forward control. At time t = 0 compute the con-
sumption vector x̂0 = (x10,… , xm0 )⊺ from the equations
K i0(̄0, x̂0, ℎ0) + x
i
0 = ̄
i ⋅ S̄j0(̄0, x̂0, ℎ0) + ̄
i ⋅ ̄0 , 1 ≤ i ≤ m ,
where ̄i, 1 ≤ i ≤ m, are the agents’ initial endowments with securities. This system has as
many equations as there are unknowns, but we note that the equations are, generally, nonlin-
ear. Once the consumption vector x̂0 is determined, so are also the portfolios ȳi0(̄0, x̂0, ℎ0).
At time t =  everything is just as at time t = 0, except that the agents are endowed
with the portfolios ȳi0(̄0, x̂0, ℎ0), instead of their “pre-birth” endowments ̄i and the realized
payoffs are ̄ instead of ̄0. Once the time t =  payoffs ̄ and the Markov state ℎ are
realized, one can again solve for the consumption vector x̂ from the system




0(̄0, x̂0, ℎ0) ⋅ S̄
j
(̄D, x̂, ℎ) + ȳ
i
0(̄0, x̂0) ⋅ ̄ , 1 ≤ i ≤ m .
Fixing the consumption vector x̂ then fixes the portfolio choices ȳi(̄, x̂, ℎ). Now we can
again say that at time t = 2 everything is just as at time t = 0, except that the agents are
endowed with the portfolios ȳi(̄, x̂, ℎ), instead of their “pre-birth” endowments ̄i and
the realized payoffs are ̄2 instead of ̄0. And so on.
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