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ABSTRACT 
In recent papers, [l] and [S], “Mcomplementable” matrices were defined by T. 
Ando and “almost definite” matrices by Duffin and Morley. In this paper additional 
characterizations are given for these sets of matrices making use of the generalized 
inverse. Also rank properties and generalized inverses of these matrices are discussed. 
I. INTRODUCTION 
In a recent paper, T. Ando [l] defined a set of square matrices which are 
M-compkmentable with respect to a given subspace M of C”. Using his 
definitions, he gives some interesting generalizations of properties of what he 
calls the “classical Schur complement.” 
Since the Schur complement was first defined by the second author in 
1967 [6], the word “classical” may not apply. However, as R. Cottle points 
out in his excellent survey article [4], the matrix now called the “Schur 
complement” has been known and utilized for more than a century. 
*The work of this author was done in part under National Science Foundation grant #MCS 
7802338. 
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The 1967 definition of the Schur complement follows: If 
A-; E”, 
i 1 0.1) 
where A is square of order n, and B is nonsingular of order n,, then the Schur 
complement of, B in A, denoted by A/B, is the matrix of order n - n, given 
by 
A/B=E-DB-‘C. (1.2) 
Subsequently [2] this definition has been generalized to include the case 
where A and B are not necessarily square, and some generalized inverse of B 
is used to replace B - ’ in the above formula. 
We shall in Section 4 define and discuss complementability of an m X n 
matrix over an arbitrary field F with respect to a pair of projection matrices, 
one m x m and one n x n; these projection matrices determine a pair of 
complementary subspaces of F” and a pair of complementary subspaces of 
F”. We shall relate this concept to the Schur complement and its generaliza- 
tions. 
Duffin and Morley [5] have defined a square matrix to be uhwst definite 
if, for any vector X E C”, 
X*AX=O * AX=O. (1.3) 
Ando shows, in Theorem 1 of his paper, that a matrix A is almost definite if 
and only if A is Mcomplementable for every subspace M of C”. He also gives 
two other characterizations of almost definite matrices. In Theorem 5.1 three 
additional characterizations of almost definite matrices have been added. 
In Sections 6 and 7 rank properties and generalized inverses for comple 
mentable matrices are discussed. 
2. COMPLEMENTARILITY, SCHUR COMPLEMENTS, AND SCHUR 
COMPRESSIONS 
We first give Ando’s definitions of M-complementability, Schur comple- 
ment, and Schur compression. 
Suppose A is an n X n complex matrix and M is any subspace of the 
complex n-dimensional space C”. Let PM denote the orthoprojection on the 
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subspace M. The matrix A is said to be M-compZementiZe if there exist n X n 
matrices M, and M, such that 
and 
M,P, = M,, P,M,=M, (24 
M,AP, = AP,, PEAAM? = P,A. (2.2) 
If the equations (2.1) and (2.2) hold, it is easy to show that M,AM, = M,A = 
AM,, and the products are independent of the particular choices of Ml and M, 
which satisfy (2.1) and (2.2). Ando defines the S&W cornpre.&m and Schur 
compl.ement of A with respect to M as, respectively, 
AM = %‘W, A/M=A-M,AM,=(Z-M,)A(Z-M,). (2.3) 
Thus Ando’s Schur complement is a matrix of the same order as A. 
He gives as an example the case where the subspace M of C” is C”l@ {O}. 
In this case 
z 0 PM= n, 
i i 0 0’ 
where I,, is the identity matrix of order n,. If a matrix A, of order n, can be 
partitioned as 
(2.4) 
where B is nonsingular of order n,, then Ml and M, can be defined as 
Ml=iD;ll ;), M,=(kl B;'). (2.5) 
It is easy to calculate that the properties (2.1) and (2.2) hold for these 
matrices. In this case, 
and E - DB - 'C is the Schur complement, A/B, as defined in (1.2). 
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Ando points out that, for a given subspace M and a given matrix A, the 
matrices Ml and M, need not be unique. However, in the above example, with 
the submatrix B nonsingular, the matrices in (2.5) are the only ones satisfying 
(2.1) and (2.2). If B is singular, and the blocks C and D satisfy 
C = BbC, D = DbB, (2.6) 
where b is any (l)-inverse of B (i.e., B = BbB), then we can define 
M,= M,=(“o” “0”). (2.7) 
[These matrices are not unique. Also, there exist M,, M, which are not of the 
forms given in (2.7).] The conditions (2.6) are precisely those needed for the 
proofs of the results in [2]. We show in Theorem 4.1 that they are necessary 
and sufficient conditions for complementability in the more general context 
described below. 
Let F be an arbitrary field, and let Pl denote an m x m projection matrix 
over F, i.e., PI” = Pl. Let V, and W, denote respectively the range R(Z’,) and 
null-space N( Pl) of Pl, and let Ql = Z - Pl. Then F m = V,@ W,, and Pl and Q1 
are complementary projections into V, and W, respectively. SimiIarly, let P, 
denote an n X rt projection matrix over F, and define V,, W,, and Q,, so that 
F” = V,@ W,, and P, and Q? are complementary projections into V, and W,. 
Let A be an m X n matrix over F, and define 
B = P,AP,, C= P,AQ,, 
D = Q,AP,, E = Q4Qv 
(2.8) 
Then 
A=B+C+D+E. (2.9) 
We shall call this a projective decomposition of A with respect to the pair 
( Pl, P,) of projections. 
We shall say that A is complementable with respect to the pair (Pl, P,) of 
projections, or (Pl, P,)-complementable, if there exist matrices M, and M,, 
m x m and n x n respectively, such that 
M,p, = M,, p,M,=M,, (2.10) 
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and 
M, AP, = AP, , P,AM, = P,A. (2.11) 
We shall say that A is blockdiagonal with respect to (P,, P,), or (Pl, P,> 
blockdiagonal, if A is complementable with respect to ( Pl, P,), with M, = P,, 
M, = P,. 
We now define the Schur complement and Schur compression of A with 
respect to (P,, P,) as Ando does. As before, the Schur compression of A is 
A(r,,r,) = M,AM, = M,A = AM,, and the Schur complement of A is A/(r,,r,) 
= A - M,AM, = (I - M,)A(Z - M,). As in Ando’s setting, the Schur com- 
pression and Schur complement of A, if they exist, do not depend on the 
choice of Ml and M,, but only upon Pl and P,. 
As an example, if 
Pl=(‘L1 i) and P,.=(bl i), 
then V, = F”‘~cB{O}, W, = (O}$F m - “Q, V,, = F”‘@(O), and W, = {O}$F” - “1. 
If the m X n matrix A is partitioned as 
and (2.6) holds, then A is (Pl, P,)-complementable with Ml and M, given by 
(2.7). We shall see in Theorem 4.1 that (2.6) is also a necessary condition for 
(P,, P,)-complementability. Clearly, A is ( Pl, P,)blockdiagonal iff C = 0 and 
D = 0. 
3. SOME PROPERTIES OF GENERALIZED INVERSES 
The Moor&Penrose inuerse of an m X n matrix A over C, the complex 
field, is an n X m matrix X over C satisfying the following four properties: 
(1) AXA = A, 
(2) XAX = x, 
(3) (AX)* = AX, 
(4) (XA)* = XA. 
Using the notation adopted in [2], we denote by a any generalized inverse 
of A satisfying one or more of the four properties above, and call it an 
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(i)-inverse, an (i, j)-inverse, or an (i, j, k>inverse if it satisfies the correspond- 
ing subset of the properties (l), (Z), (3) (4). If it satisfies all four properties, 
we often call it the MP-inverse of A. 
It is we&known that the Moore-Penrose matrix of A exists and is unique 
for any matrix A; thus all complex matrices have generalized inverses of all 
types discussed. 
For matrices A over an arbitrary field F, we shall discuss (i) and 
(i, j>inverses only for i, jE (1,2}. It is well known that (1,2)-inverses exist for 
every matrix A over every field F. 
Lemma 3.1 is well known. Lemmas 3.1, 3.2, and 3.3 are all easily proved, 
so we omit their proofs. 
LEMMA~.~. IfBisanmXnmatrixandDandkXnnza~xoverF,the 
following are equiualfmt: 
(a) XB = D is solvable, 
(b) N(B) s N(D), 
(c) N(B) G NB + D), 
(d) D = DbB for some (l>inuerse b of B, 
(e) D = DbB for all (l)-inuerses b of B. 
LEMMA 3.2. Suppose A is an m X n matrix over F, and Pl and P, are 
m x m and n x n projecti0nmutrice.s respectively over F. Let B = P,AP,, and 
let b repr~ent a generalized inverse of B satisfying any of the properties (l), 
(2), and, if F = C, (3) and (4). Then 
6=p,bP, 
is also a generalized inverse of B, satisfying the same properties. 
We call a generalized inverse 6 of B a pjective inverse of B relative to 
the projections Pr and P, if 6 = P,&P,, and from now on we shall just denote it 
by b. It is clear that if F = C, the unique MP-inverse of B = P,AP, is a 
projective inverse. 
For example, if A is partitioned as in (2.4), where B is m, x n, and P* and 
P, are projections on the subspaces F” l@(O) of F” and F”l@{O} of F”, then 
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is a (l)-inverse of P,AP,, and 
LEMMA 3.3. Zf A is as in (2.9) and b is a projective (l)-inuerse of B with 
respect to the corresponding subspaces, then 
bD=O, bE=O, Cb=O, Eb=O, 
and, if S = E - DbC, we have Sb = 0 and bS = 0. 
LEMMA 3.4. Suppose B and C are m X n matrices of rank T over C. The 
following are equivalent: 
(a) N(B)= N(C) and N(B*)= N(C*). 
(b) There exist unitay matrices U and V such that 
where i3 and C are rwnsingul4zr r X r ma&ices. 
(c) Zf b and c are (1, S>inverses of B and C, then 
Bb = Cc. 
Zf b and c are (1,4)-inverses of B and C, then 
bB = CC. 
NOTE. This lemma may also be well known, but its proof is given for the 
sake of completeness. 
Proof. (a) * (b): Suppose N(B) = N(C) and N(B*) = N(C*). Let U, be 
an m x (m - r) matrix whose columns form an orthonormal basis for N( B*), 
and V, an n x (n - r) matrix whose columns form an orthogonal basis for 
N(B); and complete each to an orthonormal set. Then we have the unitary 
matrices 
U=(;,,“J,j. v=(;,,nV2j, 
164 
and 
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B*U, = c*us = 0, 
BV,=cV,=O. 
Thus 
U*BV = 
( 
Similarly 
and B and (? are clearly nonsingular. 
(b) - (c): Suppose 
where 8 and c are nonsingular of order r. Let a (l)-inverse of B be 
Then 
BbB-U(; ;)( E ;)(I ;)V* 
Similarly, any (l)-inverse of C is of the form 
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Then 
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cc = u 
cc=v 
’ 
So if b and c are (1,3>inverses of B and C, then Bb = Cc. If they are 
(1,4)-inverses of B and C, then bB = CC. 
(c) =. (a): There exist (1,3,4) inverses b of B and c of C. Then by (c), 
Bb=Cc and bB=cC. Then B=BbB=CcB=BcC and C=CbB=CcC= 
BbC, so that N(B) = N(C), N( B*) = N(C*). ??
4. PROPERTIES OF COMPLEMENTABLE MATRICES 
In this section we shalI assume that A is an m X n matrix over F, that P, 
and Z’, are projections on F” and F” respectively, that QI = Z - Pl and 
Qr = Z - P,, that B, C, D, and E are given by (2.8), and that A = B + C + D 
+ E as in (2.9). 
THEOREM 4.1. The following are equivalent: 
(a) A is (Pl, P,)-compZementabb, 
(b) N(B) 5 N(D), WB”) c N(D’), 
(c) N(B)=N(B+D),N(Bt)=N(B’+Ct). 
Zf these conditions hold, then for every (l>inverse b of B, 
C = BbC, D= DbB, 
we may choose M,, M, in (a) to be 
M, = (B + D)bZ’,, M,=P,b(B+C), 
and 
(4.1) 
(4.2) 
A,,,, P,j = E - DbC. 
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Zf b is a projective (l)-inverse of B, we may choose M,, M, to be 
M,=(B+ D)b=Ab, M,=b(B+C)=bA. (4.3) 
Proof. First, for any matrices B and D of the same size for which 
R(B)n R(D) = {0}, it is trivial to verify using Lemma 3.1 that (b) and (c) are 
equivalent. 
Suppose (a), that A is (PI, P,)-complementable. Then (2.10) and (2.11) 
imply that 
M,B = M&A<) = M,AP, = AZ?, = B + D. 
By Lemma 3.1, this equation has a solution Ml iff N(B) c N(B + D) iff 
N(B) c N(D). Similarly, BM, = B + C has a solution M, iff N(Bf) G N(Ct). 
Thus (b) holds. 
Now suppose that (b) holds, let b be a (1)inverse of B, and define Ml and 
M, by (4.2). Clearly M,P, = M, and P,M, = M,. Also, as (2.6) holds by Lemma 
3.1, 
MIAP,=(B+D)bP,AP,=(B+D)bB=B+D=AP,. 
Similarly, P&U, = P,A, so that A is (P,, P,)-complementable and (a) holds. 
Also, 
A (PI* Pr) = M,AM, = M,A = (B + D) bP,A 
=(B+D)b(B+C)=B+C+D+DbC, 
A API. P,) = A - A,,,,, = E - DbC. 
If b is a projective (lkinverse of B, the formulas of (4.2) simplify those of 
(4.3). 
We can now prove a generalization of Ando’s Theorem 2. 
COROLLARY 4.2. Zf A is (P,, P,)-comphentable, then it is (M,, M,> 
blockdiugonal for some project&m M,, M, satisfying (2.10), and 
A (PI.P,) =A (MI. M,)’ A API. P,) = A,& M,)’ (4.4) 
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Also, A is (I - M,, Z - M,)-complementabZe, and 
A (P,,P,)=AXI-M,,I-M,), A/qP,*P,)= A(&M,,Z-id,)’ (4.5) 
Proof First, by the theorem, we may choose any (Itinverse b of B and 
define M, and M, by (4.2). Now 
M,2 = (B + D)bP,(B + D)bP, = (B + D)bBbP, = (B + D)bP, = M, 
and M,” = M,. That A is (M,, M,kblockdiagonal and that (4.4) holds follow 
from M,AM, = M,A = AM,. That (4.5) holds then is clear. ??
5. ALMOST DEFINITE MATRICES 
Ando [l] proved the equivalence of statements (a) through (d) of the 
following theorem, characterizing almost definite matrices as defined by 
Duffin and Morley [5]. Statements (e), (f), and (g) have been added, and a 
complete proof is given. Cur proof of Ando’s part of the theorem is different 
from his, as we use the characterization of complementable matrices given in 
Theorem 4.1. 
THEOREM 5.1. Zf A is an n X n matrix over C, the following statements 
are equivalent: 
(a) A is M+xmplementable fm every subspace M of C”, 
(b) A is M-complementable for evey ldimensimul subs-pace M of C”, 
(c) for any vector X E C”, X*AX = 0 implies AX = 0, 
(d) the field of values of A, W(A), lies in a sector with vertex at the 
origin and angle less than n, 
(e) if A = ATA, is a rank fact&z&on of A, and 
S = (XJX*AX = 0} 
then iV( A2) = N( A,) = S, 
(f) there exists a unitary matrix U such that 
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where 0 4: W(a), the field of va1ue.s of a (we allow U*AU = A and 
U*AU = 0), 
(g) for any vector X E C”, X*AX = 0 imp&es AX = 0 and X*A = 0. 
Proof. As A = 0 iff W(A) = 0, (a)-(g) all hold for A = 0. We may 
assume for the rest of the proof that A * 0. 
(g) * (c): Trivial. 
(c) * (g): Ando pointed out that if (c) holds and S = (X: X*AX = 0}, 
then S = N(A). But ZV( A*) _C S and dim N(A) = dim ZV( A*), so that S = N(A) 
= N( A*). Thus if (c) holds, X*AX = 0 implies also that X*A = 0, and (c) =$ 
(g). 
(a) * (b): Trivial. 
(b) * (c): Now suppose (b) holds and X is a nonzero vector such that 
X*AX = 0. Without loss of generality we may assume that X*X = 1. Let M be 
the ldimensional subspace of C” determined by X. Then Pl = P, = XX*. 
Since A is M-complementable, there exist matrices Ml and M, satisfying (2.10) 
and (2.11). In order to satisfy (2.10), the matrix Ml must have the form 
M, = KX* for some vector K in C”. Then, from (2.11), 
AXX* = AP, = M,AP, = K( X*AX)X* = 0, 
which implies AX = 0. 
(c) - (a): Using the results of Theorem 4.1, it is sufficient to show that if 
(c) holds then N(B) G N(D), iV( B*) c N(C*) for the B, C, D determined using 
(2.8) and the orthoprojection PM = PI = P, onto any subspace M of C”. 
Suppose X EN(B). Let X=X,+X,, where X,=P,X, X,=Q,X. Then 
BX = 0 implies 
BX,=O 
and 
which implies 
XfAX, = X:BX, = 0, 
AX, = (B + D)X, = 0. 
Thus DX, = 0, which implies DX = 0, and 
N(B) c N(D). 
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Similarly, using (c) 0 (g), 
implying (a). 
(c) H (e): Suppose A = ATA, is a rank factorization of A. Then 
N(A,)=N(A)cS, N( A:) = N( A*) G S, 
and clearly (c) holds iff N(A) = N( A*) = S iff N( A,) = N( A,) = S. 
(c) * (f): If S=iV(A)={O}, then 04W(A). If N(A)*:(O), let U= 
(Vi, Us) be a unitary matrix for which the columns of Us are a basis of 
S= N(A). We have 
Let A = UfAU,. If Y*AY = 0 for some Y, Y*Y = 1, then for 
X*AX = Y*AY = 0; hence AX = 0, and X E S. But then 
x=u; , i 1 
implying Y = 0 and Z = 0, and 0 4 W(A), i.e., (f). 
(f) * (c): If 0 4 W(A), the conclusion follows trivially. Otherwise, 
suppose U*AU = A@ 0. If X *AX = 0, then 
and X*AX = Y*AY = 0, implying by (f) that Y = 0, and this implies that 
U*AX = 0, and hence AX = 0. 
(f) 7 (d): As the field_ of values is always a closed convex set in C, 
0 66 W(A) implies that W(A) lies in a sector with vertex at the origin and 
angle less than rr. If U*AU = A, the conclusion follows easily. If U*AU = A@ 
0, then W(A) is the convex hull of W(A)U{O}, and also satisfies (d). 
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(d) =+ (f): If 0 e W(A), take A = A. If 0 E W(A), let S be a maximal 
subspace of C” for which X*AX = 0 for all X E S. Define U as in the proof of 
(c) * (0. Now if 0 = Y*AY for some Y, we may proceed as in the proof of 
(c) 6 (f) to show that Y = 0, and 0 4 W(A). ??
6. RANK PROPERTIES FOR COMPLEMENTARLE MATRICES 
For the remainder of the paper we shall assume that A, P, P,, 
Q, Q,., B, C, D, E are as in Section 4. Also, instead of the statement “A is 
(P, P,)-complementable” we shalI say “the Schur complement A/B exists.” 
Similarly, A is (I - Pl, Z - P,)-complementable if and only if for some 
projective (l>inverse e of E, 
D=EeD and C=CeE. 
In this case the Schur complement with respect to (I - Pl, Z - P,) is 
A/E = B - CeD. 
We denote the Schur complements A/B and A/E (if they exist) by S = A/B, 
T = A/E. 
The following theorem is equivalent to a theorem from [2], for the case 
where A is partitioned as in (Ll), so we simply indicate the method of proof 
without doing all the computation. 
THEOREM 6.1. Zf the Schur complement S = A/B exists, then 
r(A)=r(B)+r(S). (6.1) 
Proof. Let b be a projective (Itinverse of B. The matrix I, - bC is 
nonsingular, with inverse Z,, + bC, since Cb = 0. Similarly I, - D, is nonsin- 
gular. 
It is easy to compute, using the identities in Lemma 3.3, that 
(I,,, - Db)A(Z, - bC) = B + S, 
and since the ranges of B and S (and of Bt and St) he in orthogonal subspaces, 
(6.1) holds. ??
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THEOREM 6.2. The Schur complements S and T both exist if and only if 
A = (Bb + Ee)A = A(bB + eE), (6.2) 
where b and e are projective (l)-inverses of B and E. 
Proof. 
(Bb+Ee)A=Bb(B+C)fEe(D+E)=B+BbC+EeD+E=A 
if and only if 
BbC+EeD=C+D. 
Multiplying on the left by PI and then by QI, it follows that this is true if and 
only if 
BbC=C and EeD=D, 
or 
N(B”) G N(C) and N(Ef) G N(W). 
Similarly 
A(bB+eE)=A 
if and only if 
N(B)cN(D) and N(E)cN(C). ??
COROLLARY 6.3. If S and T both exist, then 
r(A)<r(B)+r(E). 
Proof. Follows immediately from (6.2) ??
COROLLARY 6.4. If A is almost definite, r(A) is less than or equul to the 
number of nonzero aii. 
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THEOREM 6.5. Zf the Schur complements S = A/B and T = A/E both 
exist, then 
N(E) E N(S), N(B) c N(T), 
N(F) c N(Sf), N(Bf) c N(T’). 
Proof. Since A/E exists, we have D = EeD and C = CeE. Thus S = 
A/B = E - DbC = E - EeDbCeE, so N(E)c N(S) and N(F)2 N(!Y). Simi- 
larly,N(B)~N(T),andN(B’)cN(T~). ??
COROLLARY 6.6. Zf S = A/B and T = A/E both exist, and N(S) c N(E), 
then 
(a) N(S)= N(E) and N(Y)= N(E’), 
(b) N(T)= N(B) and N(T’)= N(B’), 
(c) r(A)= r(B)+r(E). 
DEFINITION. If A is an m X n matrix and r(A)= r(B)+r(E), where B 
and E are as defined in (2.13), then the decomposition (2.9) will be called a 
rank-prewuing decomposition of A. This is a special case of rank-preserving 
decompositions discussed much more generally by the first author in [3]. 
7. GENERALIZED INVERSES FOR COMPLEMENTABLE MATRICES 
THEOREM 7.1. Suppose A is &composed as in (2.9) and S = A/B exists. 
Let b and s be projectiue (1)4rwerses of B and S, with respect to the 
mnwqxmding ordered pairs of projections(Pl, P,) and (I - Pl, Z - P,). Let 
a=b+(bC-sS)s(Db-Ss). (7.1) 
Zf 
then 
N(S) c N(C), N(Y) c N(D’), (7.2) 
Aa=Bb+Ss, 
aA=bB+sS, 
(7.3) 
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and a is a generalized inverse of A satisfying the same properties as b and s. 
lf F = C, and b and s are M - P inverses of B and S, then a is the unique 
M - P inverse of A. 
This theorem also is equivalent to a theorem from [2], and as the proof is 
by direct computation using the identities from Lemma 3.3, it will be 
omitted. 
THEOREM 7.2. Suppose A is decomposed as in (2.9), and S and T both 
exist. Let s and t be projective (l)-inverses of S and T, with respect to the 
ordered pairs of projections (I - P,, I - P,) and (P,, Pl). Define 
a, = (21- M, - N,)(s + t) (7.4) 
and 
a, = (s + t)(2Z - M, - Nl) (7.5) 
where Nl and N, are the matrices satisfying (2.10) and (2.11) for the 
projections Z - Pl and I - P,. 
Then 
Aa, = Ss + Tt , 
(7.6) 
a,A = sS + tT. 
Zf s and t are (1,2>inverses of S and T, then a 1 and a I are both (1,2)-inverses 
of A. Zf F = C, and s and t are (1,2,3>invemes, a, is a (1,2,3>inverse; ifs 
and t are (1,2,4)-inverses, a, is a (1,2,4)-inverse; and if the decomposition 
(2.9) is a rank?reserving decomposition, al = a, is the MP-inverse of A. 
Proof. We first prove the identities in (7.6): 
Aa, = (2A- AM, - AN,)(s + t) 
=(S+T)(s+t)=Ss+Tt. 
Similarly 
a,A = sS + tT. 
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Then, if s and t are (Z>inverses of S and T, 
a,Aa, = (2Z- M, - N,)(s + t)(% + Tt) 
and similarly 
a,Aa, = al. 
From the identities in (7.6) it can be seen that properties (2) and (3) hold for 
a ,, and properties (2) and (4) for a,, if and only if the corresponding 
properties hold for s and t. 
Now 
Aa,A = (!Xs + Tt)(B -t C+ D + E) 
=ss(D+E)+Tt(B+C) 
=A 
iff 
and 
Similarly 
iff 
and 
N(Y) E N(E’) c N(W) 
N(Tt) G N(F) E N(Ct). 
Aa,A = A 
N(S) c N(E) G N(C) 
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and by Theorem 6.3, these properties determine a rank-preserving decomposi- 
tionof A. ??
EXAMPLE. Let F = C. Suppose 
is of order 2n, with B2 = B and cd * 1. Then 
), 
and 
r(A) = n + r( B - cdB) 
= n + r(B). 
Thus A satisfies all the hypotheses of Theorem 7.2. 
To simplify calculations, let cd = - 1 and 
Then 
M,=(; ;)y q=( _“B ;) 
s,(g iB), T=(l+gB 00) 
Since, in this case, A = M, + N,, 
a, = (2Z- A)@ + t) 
( 
Z -B 
)i 
Z-+B -4B 
= B 21-B ijB ;B 
=(s+t)(2Z-A)=q=A+, 
the MP-inverse of A. 
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We thank Chandler Davis for pointing out to us that in a general Hilbmt 
space setting for Theorem 4.1, (b) does not imply (a). Regarding this, see the 
discussion of the main theorem in [S]. 
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