Abstract. Traffic estimation and modeling has been a crucial issue in many research areas of communication networks. For example, intermediate routers in networks estimate the rate of packet flows via queue size information in order to maximize throughput and provide fairness between flows. Also, many senders in the end system such as multimedia applications estimate end-to-end delay between a sender and a receiver to reduce dropping probability of packet. In this position paper, we propose a robust adaptive estimation scheme for Internet multimedia applications. The proposed scheme adopts an autoregressive (AR) model for the process and identifies the parameters of the AR process via a robust identification algorithm. This robust identification algorithm usually leads to better performance when the noise is correlated and/or nonstationary, and it is also more robust to modeling uncertainties. Here, we consider the problem of end-to-end delay estimation for audio playout mechanisms. We rigorously formulate the proposed scheme in the realm of audio playout mechanisms and give some preliminary simulation result which shows effectiveness of the proposed scheme. Even though we apply the proposed scheme to the estimation of end-to-end delay in audio applications, the scheme itself is very general and we expect that it can be applied to many other estimation problems in Internet multimedia applications.
Introduction
Recently, there has been a significant increase of interest in Internet multimedia applications, i.e. video conferencing, Internet telephony, video-on-demand etc. This kind of applications require quality of service (QoS), such as throughput, packet loss, delay, and jitter. However, the current Internet multimedia applications commonly employ the UDP transport mechanism, which is not capable of congestion control. Consequently, QoS is usually provided by application-level end-user adaptation [1] , [2] , [3] .
In many applications, the problem of traffic modeling and estimation at the end users is a crucial issue for providing QoS [2] , [3] , [4] . One of the applications is the estimation of packet delay for audio playout mechanisms [5] . In Internet audio applications such as real-time voice communication and packet radio service, delay jitter are the most crucial factor for QoS. In order to alleviate the problem caused by unpredictability of delay and delay jitter in the Internet, the receiver usually needs to buffer some amount of packets before it actually plays them. Small buffering delay cannot tolerate severe delay jitter and also lead to significant packet loss, whereas large buffering delay causes large startup delay. Therefore, the amount of buffered packets and timing of playout are very important for the performance of audio applications. Figure 1 shows the sample sequence of operations on a sender and receiver of an audio application. Two solid lines represent the sequence number of audio packets sent and received respectively, and two dotted lines represent the sequence number of packets played by the receiver. Delay jitter during transmission causes the uneven arrivals of the packets at the receiver. In order to reduce such delay jitter, the receiver delays the initiation of playout of received packets. t 1 and t 2 represent two different playout times. In case of t 1 , some of packets are delivered to the receiver after their playout time, therefore they are dropped without playing. In case of t 2 , the receiver has larger delayed startup time, i.e. t 2 − t 0 than that in case of t 1 , which is t 1 − t 0 . Consequently, the main objective of playout algorithms is to choose a small startup time which can also keep acceptable packet loss rate.
The basic algorithm of delay estimation used in audio conferencing tools such as NeVot 1.4 [6] has been influenced by RFC 793 TCP RTT estimation [7] . The estimate of average packet delay d i is as follows:
where n i is the delay suffered by the i-th packet in the network, and α is a weighting factor which controls the rate of convergence of the algorithm. The variation in this delay, v i is estimated by
This is used to fix the end-to-end delay, ted for playing out the next packet as follows:
where β is called a safety factor used to guarantee that the estimated delay is larger than the actual delay with a high probability. The most significant shortcoming of this basic algorithm is that it does not adapt to network traffic efficiently. Once the value of α is given, the model is fixed and this can degrade estimation performance. We should not ignore that TCP can somehow adapt itself to networks, but it does not adapt itself efficiently, especially when there is an abrupt change of network condition. Many researchers have suggested modified algorithms for better performance [1] , [5] , [8] , [9] , [10] . However, most of the proposed schemes were not based on estimation theory, but some kind of heuristics. Recently, P. DeLeon and C. Sreenan [11] have proposed a scheme which used a simple normalized least-meansquare (NLMS) algorithm in adaptive filter theory [12] .
In this paper, we propose a robust adaptive estimation algorithm based on recent development in robust control [13] . The proposed scheme is not only adaptive in its nature, but also robust to non-stationary noise and modeling uncertainties. We will also explain that most of the existing schemes correspond to special cases of the proposed scheme. We further expect that the proposed scheme can be applied to many estimation problems in Internet multimedia applications. The rest of the paper is organized as follows: In Section II, we will formulate the delay process as an autoregressive (AR) model and give a design criterion which is of H ∞ type [14] . In Section III, we derive the update rules for the estimate of α and the estimate of the variance σ 2 . We give some preliminary simulation result in Section IV. Finally, conclusion and future work follows in Section V.
Problem Formulation
Here, we will closely follow the methodology introduced in [15] . This methodology is a discrete-time version of the original algorithm in [13] . The AR model we adopt is as follows:
where d i is the i-th packet delay, α i 's are parameters of the AR process to be identified, and φ n is an unknown noise sequence. Here, p is called the order of the AR process. Note that the complexity and the computational burden of the algorithm is determined by p. The AR model (4) is a generalization of (1) since the model (1) corresponds to the special case of p = 1 of (4). Furthermore, while the basic algorithm (1) uses a fixed weighting factor α, the proposed algorithm identifies the parameters α i 's via a robust identification method as in the next section.
We can express (4) with the following vector notation:
where
What we are going to do is to identify α α α based on the previous data, i.e. η n .
We wish to obtain a sequence of estimates for α α α, denotedα α α n at step n, so thatα α α n would depends on all the past and the present value of
. The criterion to be minimized is of the H ∞ type [14] , which is the gain from the energy of the unknowns to a weighted quadratic identification error:
where α α α 0 is some initial estimate for α α α, Q 0 > 0 is a fixed weighting matrix, and Q n ≥ 0, n = 0, 1, ... is a sequence of weighting matrices which will be specified later. Intuitively, the criterion J is an index that measures worst-case attenuation from additive disturbance and error in the initial estimate to the estimation error over an interval of interest. Consequently, our objective is to find a sequenceα α α
, with the properties that
and lim n→∞α α α * n = α α α.
Robust Identification Algorithm

Update Rule for Estimation of α
Now, from [15] , we derive update rules for estimate of α α α. First we introduce Σ n , which is a sequence of p × p-dimensional positive-definite matrices. Note that Σ n is necessary in the way of estimation of α α α and does not have significant physical meaning. The following is the update rule for Σ n :
Here, if we let Q 0 = Q 0 = I p , where I p is the p × p identity matrix, and (7), then we get the following update rule for Σ n :
Here γ is a parameter of the algorithm and should be larger than 1. Now, we have the following update rule forα α α n :
Hereα α α n denote the estimate of α α α for n-th iteration and α α α 0 an initial value. Note thatα α α n is a p-dimensional vector.
Remark 1:
The estimator (12) is a generalized LMS filter [13] . Hence, the NLMS estimator in [11] corresponds to a special case of the proposed algorithm. Furthermore, if we let γ ↑ ∞, the proposed algorithm will be precisely the least-squares (LS) estimator [13] , [15] . In general, the proposed estimator ranges from the LS estimator to the generalized LMS estimator for certain choices of γ.
Remark 2:
The proposed algorithm has been derived based on H ∞ optimal control theory [14] . Hence, it usually shows better performance when the noise is correlated and/or non-stationary, and it is also more robust to modeling uncertainties. Consequently, unlike the NLMS estimator, the proposed algorithm does not require pre-filtering methods such as Discrete Wavelet Transform (DWT) in [9] for decorrelation.
Update Rule for Estimation of the Variance
Here we obtain an estimate of the variance σ 2 of φ n . We need the variance σ 2 when we calculate the playout time as in (3). First we define the autocorrelation function estimator at step n as follows:
where k = 0, 1, ..., p. Then we have the following recursive relation:
Now we have the following equation for the estimate of variance σ 2 n :
Herel i n is the i-th element ofl n , wherel n is the LS estimate of α at time n. Note thatl n is a p-dimensional vector.l n can be obtained as follows:
Robust Playout Algorithm
Now, the overall playout algorithm for Internet multimedia applications can be summarized as follows: 
Simulation
In this section, we give some preliminary simulation result. We compare the proposed algorithm with the basic algorithm (1). In both cases, we used (2) for simple calculation of the variation. Here, we adopted the traces used in [5] . We only show simulation result for trace 2 in [5] for space limitations.
We used α = 0.99802 for the basic algorithm and β = 4.0 for the variation as in [5] and we set p = 2 for the AR model (4) . Here, we compare the estimation error, i.e. the error between the estimated delay and the actual delay for all packets at the receiver. As we can see from Figure 3 .3, the estimation error of the proposed scheme is kept smaller than that of the basic algorithm and also the variation of the proposed scheme is much smaller than that of the basic algorithm. Hence, we can verify the potential effectiveness of the proposed algorithm.
Conclusion and Future Work
We have proposed a robust adaptive estimation algorithm which adopt an AR model. The parameters of an AR model are identified by a robust identification algorithm which is based on recent development in robust control [13] . This identification algorithm is not only more effective when the noise is correlated and/or non-stationary, but is also more robust to model uncertainties than the usual estimation schemes. We have applied the proposed scheme to the problem of Internet audio playout mechanisms. Our preliminary simulation result shows the potential effectiveness of the method. We are currently working on performance comparison between the proposed algorithm and other adaptive schemes such as those in [5] , [8] , [9] , [11] . Since the most salient feature of the proposed scheme is its robustness, we are also working on extensive simulation to show the robustness of the proposed scheme over the existing algorithms. We expect that the proposed algorithm can be applied to many estimation problems in Internet multimedia applications.
