Abstract-In this paper, a multiagent-based distributed control algorithm has been proposed to achieve state of charge (SoC) balance of distributed energy storage (DES) units in an ac microgrid. The proposal uses frequency scheduling instead of adaptive droop gain to regulate the active power. Each DES unit is taken as an agent and it schedules its own frequency reference given of the real power droop controller according to the SoC values of all other DES units. Further, to obtain the average SoC value of DES, the dynamic average consensus algorithm is utilized by each agent. A generalized small-signal model of the proposed frequency scheduling for the proposed frequency scheduling is developed in order to verify the stability of the control system and to guide control parameters design. The convergence characteristics for the dynamic consensus adopted in the multiagent system are also analyzed to choose the proper control parameter. Experimental results verified the effectiveness, the robustness against communication topology changes, and capability of "plug & play" for the proposed multiagent system through different case studies.
I. INTRODUCTION

W
ITH INCREASING interests in grid modernization driven by continuing expansion of renewable generation, severer impacts of the outage caused by extreme weather, and awakening concern about the global warming, energy storage is experiencing rapid pace growth. This trend also goes along with continuous advances in related technology and incentive policy and regulation which provide lucrative business models that justify the application of it. Throughout the entire power system, the size and location can vary from megawatt bulk en-ergy which located in the high voltage transmission system, to few hundreds of kilowatt in the medium voltage substation, and to tens of kilowatt distributed along the low voltage distribution system, which can be illustrated in Fig. 1 . While centralized bulk energy storage will provide frequency regulation for the transmission system operator to participate in the market and integrate large renewable plants, the distributed energy storage (DES) which is closer to the load center can defer network upgrade and is more efficient and flexible, especially when this technology is combined with microgrid [1] .
Microgrid, as is defined by U.S. Department of Energy, is a group of interconnected load and distributed energy resource within clearly defined electrical boundaries that acts as a single controllable entity with respect to the grid. Fundamentally, DES is an important back up during islanded mode to provide grid forming generation and black start when the microgrid is reconnected with the external grid [2] , [3] . Moreover, DES provides the microgrid with several added values such as peak shaving or peak shifting, renewable smoothing, improved power quality, higher grid efficiency, and congestion relief [4] - [6] . At the same time, microgrid through sophisticated control and communication system can coordinate the DES to fulfill its potential in achieving aforementioned advanced functionality.
Due to the high price of the battery, DES is still among the most costly part in a microgrid. To ensure the possibly high cycle life, the application of it needs extra attention paid to the management of DES to make sure the battery life is not deteriorated during various operation modes. One of the main factors to look at is state of charge (SoC) in DES units. To ensure higher efficiency and state of health, DES units need to maintain their SoC within a certain range which depends on specific technology that different batteries are produced, e.g., between 20% and 80%. It is desired that for multiple DES units, the SoC of them stays equal throughout the operation. In this way, the power capacity of the DES is maximized all the time, since not a single unit tends to go out of allowable SoC band and to be forced offline consequentially, simply because no single unit is allowed to charge/discharge more than other units in the DES.
There are several previous works that made the effort to achieve the SoC balancing of the system. The works that made the effort to achieve SoC balancing can be roughly divided into three categories. One is based on the centralized controller [7] - [9] , another is based on decentralized way, and third is based on distributed approach. For the first category, either a special topology is necessary [9] , or a centralized controller is required as a master to delegate the specific amount of power that one DES unit should support to maintain SoC balance [7] , [8] . This class of the methods was mainly proposed to act as the battery manage system for controlling the units which are not far away in distance and thus can be easily implemented by standard field communication in industry.
The modern methods suitable for the microgrid application, as the energy storage system goes more into the structure of distributed system, are mainly based on the droop control which is the primary control in a hierarchical approach [3] . These methods can further be identified as decentralized and distributed ones. For the first subcategory, the control is fully decentralized without any aids from the communication [10] - [12] . Yet in the distributed method, all the controllers are local and the low-band communication is required [13] , [14] . In this way, it can improve the system's robustness under communication changes or failures compared with the methods using centralized controllers, and at the same time, endow more flexibility compared with the system fully decentralized. Therefore, this paper focuses on exploring a distributed method to achieve SoC balance.
In this paper, a multiagent system (MAS)-based distributed control algorithm has been proposed to achieve SoC balance of DES units in an ac microgrid. Taking each DES unit as an agent, frequency scheduling instead of adaptive droop gain is adopted to control its charging and discharging autonomously. The communication among the agents to obtain the global information necessary to make the local decision, i.e., the average SoC value of DES, is implemented through dynamic average consensus algorithm.
By extending [14] , in this work, the modeling of the control system is extended to multiple units. Experimental results verify the effectiveness of the proposed method, and the advanced features of the distributed control system are also tested by showing its robustness under communication topology changes and its capability of "plug & play."
The rest of this paper is organized as follows. The proposed SoC balancing solution based on multiagent is introduced in Section II. The system design approach is presented in Section III. In Section IV, the simulation results of several case studies are given to verify the proposed control strategy. Finally, Section V concludes this paper.
II. PROPOSED SOC BALANCING SOLUTION BASED ON MULTIAGENT
A. System Configuration Fig. 2 shows an example of ac microgrid configuration, which consists of renewable energy systems (RES) such as wind and solar generations, loads, and DES system controlled by an MAS. The striking difference between the DES system controlled by the MAS and the conventional DES system is that there is no centralized controller where agents control the local converters by themselves in an autonomous way through communicating with each other in a sparse communication network. As the grid forming component in the microgrid, DES is responsible for balancing the mismatch between the power produced by RES and that needed by the load. Normally, the load is fed by RES when there is enough amount of power available, and DES is working in charging mode. When the output power from the RES is insufficient and the microgrid is operating in the islanded mode, DES switches to the discharging mode. It is desired that during the discharging mode, the DES unit with higher SoC will provide more power than the others, and during the charging mode, the ones with lower SoC will absorb more power, so that the SoC balance among DES can be maintained. This will guarantee the maximum charging/discharging capacity of the system as mentioned before.
B. Frequency Scheduling for SoC Balancing
Before introducing frequency scheduling for SoC balance, the SoC estimation method is described first. Although many techniques have been proposed to measure or monitor the SoC of a cell or the battery, charge counting or current integration is the most commonly used technique [15] . Since this work focuses mainly on achieving SoC balance instead of any specific sophisticated SoC estimation methods, the charge counting method is chosen for simplicity. The basic of simplified SoC calculation can be written as follows:
where i b i , SoC * i , and C e i are the output current, initial value of SoC, and battery capacity for unit i, respectively.
If the power loss in the converter can be omitted and assuming the output voltages of the batteries are the same, there exists the following approximation for each DES unit:
where V in , P i , and P in i are the input voltage of the converter, output power of the converter, and input power of the converter, for unit i, respectively. Here, we assume that values of the input voltage of all the converters are the same. So, combining (1) and (2), the SoC calculation can be written as follows:
where
To make SoC of DES balance, the real power of each unit should be regulated according to the SoC of the DES. Droop control is one of the most popular methods for real and reactive power regulation [16] . Although the accuracy of reactive power droop is sensitive to the line impedance which leads to the sharing of the reactive power complies not strictly with the reactive droop equation, the active power follows the rule of droop very well. Thus, the active power can be regulated well by the frequency droop controller as follows:
There are two possibilities to change the way how real power is shared, which is illustrated in Fig. 3 . It can be seen that either changing the frequency droop gain [see Fig. 3(b) ] or changing frequency given can change the real power sharing. Previous work [3] has employed adaptive frequency droop gain to achieve SoC balance. Instead of adjusting the droop gain, the possibility of adaptive frequency given is investigated in this paper.
In order to take SoC of all DES units into consideration, the frequency given ω 0 of real power droop in (1) is modified by adding an item with respect to the values of SoC of all the units in the DES. The control diagram is shown in Fig. 4 , and the equation of this method can be written as follows: being SoC mean the average value of SoC of all DES units, K SoC a proportional coefficient, and ω * 0i the nominal individual frequency for agent i.
C. SoC Information Discovery Based on Dynamic Average Consensus
In order to get the value of SoC mean , instead of utilizing a supervisory note and making all the units communicate with this master and then the average value being passed down to each unit again after this supervisory node processes all the information it gets, a distributed fashion is adopted. Global information is discovered through a family of algorithms known as average consensus, where each agent only exchanges information with a subset peers (e.g., their direct neighborhood in the communication network). In this way, the heavy communication burden in the approach with a centralized controller can be avoided and it is less prone to the failure of the supervisory note.
Here, we model the multiagent network as an undirected and connected graph. This graph can be defined as a set of agents N and a set of edges E, where each edge {i, j} ∈ E represents a bidirectional communication link between two distinct agents. Each agent i stores a state with an initial value, which will be updated in each iteration with the iteration counter value k, and finally reach an agreement on the average of the state. Essentially, the consensus algorithm can be described in two steps.
1) Each agent i communicates with its immediate neighbors to exchange the value of the state. 2) All the agents update their state information through a protocol which is a linear combination of their own state information and the state information of their neighbors obtained from the last step. In this application, the state of interest is the SoC of DES unit. The consensus approach used here is based on dynamic average consensus algorithm [17] , which is the discrete-time algorithm of [18] . The information discovery process for agent i is represented as follows: where SoC mean i is the average SoC of DES calculated by agent i, SoC i is the measured SoC of DES unit i, and σ is a scaling factor, which is designed according to the tradeoff between convergence speed and stability [17] . After a limited number of iterations, the average SoC of DES calculated by each agent can converge by only communicating with their closest neighbor. At that point, each agent can make simultaneously their own decision in the same way. The control diagram of the proposed approach for each DES agent is shown in Fig. 5 . As can be seen in the bottom of the control diagram, each converter is controlled by droop controller which is imposed outside the current loop and voltage loop, as discussed in [3] . The detailed design of inter loop can be found in [19] . To make the SoC balanced, frequency given is modified according to SoC mean , i.e., the average value of SoC, based on the method proposed in Section IV-C. The information discovery of SoC mean is based on dynamic average consensus algorithm as just discussed. Each agent interacts with another only in terms of exchanging the updated SoC information.
III. SYSTEM DESIGN APPROACH
The following part is to investigate the impact of the control parameters in the system so as to choose them properly. The models for the frequency scheduling part and the communication part are investigated accordingly.
A. Design Guide for Frequency Scheduling
Since the frequency band of frequency scheduling part is not the same with that of upper lever communication, we build the small signal model of this part first based on [20] .
Considering the droop control of it, in addition to (4), the characteristics of reactive droop is defined as follows:
The local droop controller includes a low-pass filter, expressed as follows:
where p i , q i , and ω f are measured real power and reactive power of DES unit i and the cut-off frequency of the low-pass filter, respectively. According to (5) , the controller of the frequency scheduling can be written as follows:
where N is the number of total DES unit. Considering (3), (12) can be small-signal perturbed as follows:
Assuming that droop gains are the same in the system, by perturbing (4), it yields
Taking a common d-q reference frame for all the converters, the vector − → E can be represented as follows:
The angle and magnitude of the vector can be written as follows:
Considering Δω(s) = sΔδ(s), and combining (14), (15), (8), and (10), the state equation for each converter can be obtained as follows:
Δe di
, and the detailed expressions for matrix M i and C i can be obtained from aforementioned equations. Considering the expressions of active and reactive power supplied by each converter
Linearizing the equations above at the equilibrium point, we get the following expression in a symbolic form: Take an example of a system with two DES units supplying a common load with the topology as shown in Fig. 6 . According to the model as described in (25), with the system parameters shown in Table I , different control parameters are investigated based on the model built under the system of two units.
First, the most important parameter for frequency scheduling control K SoC is analyzed. The root locus plot is plotted for the system with K SoC changing from 0 to 1 as shown in Fig. 7(a) . Two eigenvalues appear in the origin because the system matrix is singular due to the redundant state in the model, and thus not influence the dynamics. As can be seen, when K SoC is increasing, λ 4 and λ 5 move away from the real axis which will make the system more oscillating, so that K SoC can be bounded.
Second, since the only P controller is used in the frequency scheduling, the constant in SoC estimation μ, also acting as a proportional gain in the control loop of frequency scheduling, and thus is also influential to the dynamics of the system. Fig. 7(b) plots the eigenvalue trace with increasing K SoC under different μ 1 . The different distribution of the eigenvalue verifies that this parameter would affect the dynamics of the system in a way that, when μ 1 is increasing, the system will respond faster but will become less damping and thus make the system more sensitive to the disturbance. Moreover, although K p is usually designed according to the capacity of the individual DES unit [3] , it will also influence the dynamic of the SoC balancing control, as it is controlling the active power of the unit, and hence, the eigenvalue under different K p is plotted to investigate its effects. It can be seen from Fig. 7 (c) that with larger K p , the system will become less damping as the complex conjugated poles moving away from the real axis and thus when designing this value, the tradeoff of stability and response speed should be considered.
B. Design Guide for Dynamic Average Consensus
Since the dynamic of the SoC is far slower than typical communication delay which is normally 0.1-1 s, the communication part which generates the SoC command can be analyzed separately. To choose the control parameter properly for the consensus algorithm, it means that the parameter should make the subsystem converge in an acceptable speed. Therefore, the analysis is given in this prospective.
According to the updating rules of (6) and (7), the process can be written in a continuous domain by combining (6) and (7)
wherex SoC i is the average SoC of the system discovered by unit i, and x S oC i denotes the SoC measured by unit i.
For all the agents, the dynamic of the communication algorithm can be written as follows: Since the Laplacian matrix of the graph is defined as L = D − A, by differentiating (27), there iṡ
In the frequency domain, (28) can be equalized as following by using the Laplace transforms of all the variables:
whereX SoC and X SoC are the Laplace transforms ofX SoC and X SoC , respectively. The relationship between discovered SoC and measured local value of the SoC can be derived as follows:
It can be proved that if L is the balanced, then the average system SoC discovered by each unit can converge to a common value [18] . That is to say, the topology needs to be connected to make the information discovery converged.
To analyze the influence of σ, we tested a system with three units with ring topology. Fig. 8 shows the convergence with different σ values.
It can be seen that σ determines the dynamic of the subsystem in a way that when the value of σ is getting larger, the consensus algorithm will converge fast. However, it will render system into instability when it is too large. 
IV. EXPERIMENTAL RESULTS
To the future test the effectiveness of the proposed strategy, experiment results from different case studies are obtained from one of the six setups in microgrid lab of Aalborg University. The setup is consisted of three paralleled 2.2 kW three-phase Danfoss converters with output filters, two resistive loads, a set of dSPACE 1006 system, and its Controldesk in the computer, as shown in Fig. 9 .
The inverters are taking as the interface converters for the DES unit to connect with common ac bus. The individual DES unit characteristic is modeled in the dSPACE through real-time simulation as in [14] . The control algorithm is developed and then compiled from Simulink to dSPACE to control each converter. The system configuration scheme of the experimental setup is shown in Fig. 10 . The maximum and minimum allowable SoC of each DES unit is assumed to be 1.0 and 0.1, respectively. All the other detailed power stage parameters and control parameters can be found in Table II .
A. Case Study 1: SoC Balancing Verification
First, to verify the effectiveness of proposed strategy for SoC balancing, the performance of the proposed strategy is compared with that using conventional droop control. Moreover, the dynamics of the system controlled by MAS is investigated under the load changes in this case study. Fig. 11 shows the SoC results during the whole process in this case study. As can be seen that the maximum deviation of the SoC to the average value is decreased during the process, and at the time of 80 s, the deviation becomes negligible. Fig. 12 shows the active power curve of each DES unit during this case study. Fig. 13 shows the according frequency given in the frequency scheduling loop during the control mode changes and load changes in this study.
At the beginning, all the three units with different initial SoC (which are 1.0, 0.9, and 0.8, respectively) are working in the conventional droop mode feeding a 230 Ω load before T1, i.e., the power sharing is determined by the droop coefficients. It can be seen in Fig. 11 that during this period, the discharging rates of these DES units are the same when conventional droop is adopted, which is represented as the equal changing rates of SoC. This is because the droop coefficients are set as the same as shown in Table II .
Accordingly, the power sharing and frequency given of each unit are the same as shown in Figs. 12 and 13 , respectively. The frequency given is actually the nominal frequency of the system. At the time of T1, the proposed algorithm is activated. As can be seen, the SoC of different units starts to converge as shown in Fig. 11 and the corresponding active power in Fig. 12 starts to diverge so that unit with higher SoC (unit 1) will share more power and the one with lower SoC (unit 3) will share less power. Accordingly, the frequency given starts to become different after activating the proposed control as in Fig. 13 , but has the trend to converge.
At the time of T2, an extra 230 Ω load is reconnected, and at the time of T3, this load is cut out. Despite the change of the load, the SoC of the system continues to converge to a common value during this process as shown in Fig. 11 . The detailed dynamics of the active power sharing of each unit during the changes can be observed in Fig. 12 , which demonstrates a great dynamic performance of the proposed method under step load changes. Due to the large time constant of frequency scheduling loop, there is almost no effect on the frequency given during the load changes, as can be seen in Fig. 13 .
B. Case Study 2: Communication Topology Change
In this case study, one of the most attractive advantages of the proposed control strategy by applying MAS, which can ride through certain topology changes/communication failure, is tested and verified. This desirable feature is demonstrated by comparing with the results from the system controlled by a centralized controller. During this process, the topology is changed due to the disconnection and reconnection of a communication link. It can be seen from Fig. 14 that despite the topology changes, it has no obvious effects on dynamics of the SoC balancing. One the contrary, loss of one communication link from the local controller to the centralized controller, the unit which losses the command from the centralized Fig. 15 . SoC of each DES unit in case study 3. control ceases to balance the SoC until the lost connection is reestablished.
C. Case Study 3: Plug & Play
In addition to the capability to ride through certain topology changes, the proposed control strategy with MAS can realize the "plug & play" of the DES unit in the system, which is the testing purpose in this case study. At the beginning, all the units with different initial SoC are working with the proposed SoC balancing strategy. At the time of T1, unit 3 is shut down to mimic the intentional/unintentional shutdown of the unit. At the time of T2, unit 3 is reconnected again. It can be seen from Fig. 15 , the values of SoC from different unit start to converge at the beginning. After unit 3 is cut off from T1, the left two units continue working properly toward a balanced SoC, while the offline unit shares no power. After unit 3 is reconnected again, unit 3 participates the load sharing again, while coordinating with another unit to achieve the balanced SoC. The power response can be seen in Fig. 16 . The response of the active power is smooth during unit 3 step in and step out, yet there is a minor disturbance of the active power when unit 3 is connected again. This is due to the fact that in order to make unit 3 connected again, it needs to be synchronous beforehand. Accordingly, the frequency given commands from each agent is illustrated in Fig. 17 . With smooth transient dynamic and proper SoC balancing, it verified that the MAS control system provides the DES with "plug & play" capability. This is a demonstration for the scalability of the proposed approach.
D. Case Study 4: Communication Latency Impacts
In this case study, the impact of communication latency is investigated to further test the performance of the proposed distributed control strategy in which the convergence of the control system relies on information exchange through the communication system. The system dynamics during the load change from 230 to 460 Ω under three scenarios with different time delays are compared in Fig. 18 , i.e., 10 ms, 0.1 s, and 1 s. As can be seen, the dynamics of SoC, frequency, and the active power are almost the same in Fig. 18(a) and (b) , which means that the time delay less than 0.1 s has negligible impacts on the response of the system. When the time delay is increased to 1 s, there is a visible delay in the frequency, since this follows directly the output of the consensus algorithm. However, the time constant of active power and SoC estimation is large due to the low-pass filter and the integrator and thus reasonable time delay which is common in reality will not influence the dynamics of balancing of the SoC.
V. CONCLUSION
This paper proposed a distributed control method to achieve SoC balance for DES based on MAS. Instead of using adaptive droop gain, the possibility of modifying the frequency given is explored. A simple method based on the dynamic consensus is implemented to discover the information of average SoC in DES. Frequency scheduling method is analyzed through small signal model to give the guidance for choosing the control parameters of it. The convergence characteristics of the dynamic consensus are also investigated to guide the control parameter choosing. The proposed distributed control algorithm is verified through experiments with different case studies. Promis-ing features of the proposed approach with robustness to communication failure, scalability, and "plug & play" are tested.
