1. Reducibility. The algorithm of reciprocal arrays, developed in a previous paper,* can be applied to obtain the complete solutions in integers of a larger class of diophantine equations. In this note the application to equations reducible to Type VI of the previous paper is described; the most general Type VII can be treated similarly. Details, particularly in the examples in §3, which follow immediately from the theory of reciprocal arrays, which was fully discussed, are omitted. By solution is meant all sets of rational integers satisfying a given diophantine system. A point which was inadvertently omitted from the paper on arrays must first be supplied. Let, for the moment, (2) is
We shall now define reducibility as applied to diophantine systems. Let The sets contributed when some of the X, F, • • • , W are zero are found by solving sets of linear homogeneous equations. Thus, for example, singling out the X's, if n = 1, then X\ -0, and at least one of each of the F's, • • • , W's must vanish, while the rest may take any arbitrary integer values. Suppose n> 1. Then, since A ^0, not all the X's can vanish. Suppose we require precisely n\ of the X's to vanish, 0<tii<n. Applying the classical theory of linear homogeneous equations, we can determine the integer solutions of the set obtained from the n\ vanishing X's. By (2), at least one of each of the F's, • • • , W's must now vanish, and these may be treated in the same way as the X's. The variables (3) being independent, any set obtained from the X's may be combined with any from each of the F's, • • • , W's, to give the total contribution to the solution.
2. Equivalence. A simple but powerful device applies the idea of reducibility to numerous interesting types of diophantine systems. Refer to (3). Let F, G, • • • , H be polynomials in the x's, y's, • • • , w's, respectively, with integer coefficients (there is no gain in generality with rational coefficients, and likewise for
where the capital letters denote the linear forms previously defined. Then we shall say that
is equivalent to (2), or to any system reducible to (2). The following theorem is an immeditate consequence of the definitions. THEOREM. The solution of any diophantine system equivalent to a reducible system is obtainable by the algorithm of reciprocal arrays, linear congruences, and the solution of linear equations.
3. Examples. Before attempting any application of the method, it is well to calculate, or at least estimate, the total number of parameters necessary and sufficient for the solution first. This number may be called the order of the system. It was calculated in each of the following examples. For certain quite general systems of the type (2), with the variables (1), the order has been determined by Ward in the paper cited.* The equation
illustrates §2 ; it is reducible, being equivalent to
The solution falls into two sets. (i) ƒ> &> ^> k are arbitrary integers. The first set is obtained by combining any one of the following sets of values for x, y, z with any one for u,v,w: Although the number of algebraically independent variables of the system is only 5, the order is 46217626. is laborious if w>4; Ward's additive dual of the multiplicative method of arrays enables us to write down the rest of the solution in addition to the trivial part 3> = 0, x= ±z, almost by inspection. Since the equation is reducible to y n = uv, with x = (u -v)/2, z = (u+v)/2, we find y = 0102 * * * 071+1, n w-1 n-2 2 2 n-2 n-1 n . X = (0102 03 * * ' 0n-10n -0203 * ' * 0n-10n 0 n +l)/A n n-1 n-2 2 2 n-~2 n-1 n . . Z = (0102 03 * * * 0n-10n +0203 * ' ' 0n~10n 0n+l)/*> where the 0's are parameters. The parity restrictions on the parameters are obvious. The additive method does not (as yet) provide G.C.D. conditions on the parameters. However, if only formulas giving the solution are required, without regard to possible avoidable duplications as the parameters independently range over all integers^ 0, the G.C.D. conditions can be ignored. Numerous interesting equations which in one respect generalize the preceding examples arise from Boutin's identity,*
where the sum refers to the 2 n possible combinations of signs within the parentheses, and the outer sign is the product of the inner. For example, taking w = 4, we write down the solution of -zi -u{) 4 + (x 2 -y 2 + z 2 + u 2 y = the like with the suffixes 1, 2 interchanged, from the equivalent x\y\Z\U\_ ~ x 2 y 2 u 2 z 2 .
Disregarding the trivial part in which at least one of (i= 1, 2), is zero, we get the rest of the solution immediately by writing down the pair of reciprocal arrays corresponding to the last equation. Thus For use with cubic equations the solution of x z -yzw is frequently required, so we state it, leaving the proof as an exercise in arrays. Neglecting the trivial part of the solution in which x = 0, we get for the rest, in which x^O, * Quoted by Dickson, History of the Theory of Numbers, vol. 2, p. 723. The identity, however, is due to Cauchy, who stated and proved it in a paper which has been overlooked by historians of Waring's problem. 1. Introduction. It has been pointed out by Menger that a metric space may be defined as a semi-metric space each three points of which is congruent to three points of a euclidean plane.
In a recent article, W. A. Wilson has considered a metric space that has the property that any n points of the space can be imbedded in a euclidean {n -1)-dimensional space.* Such a space is said to have the n-point property. An investigation of such spaces led Wilson to two important theorems. He shows (1) that if a convex, externally convex, and complete space has the four-point property, then the space has the n-point property for every integer n, and (2) that a convex, externally convex, complete, and separable space which has the four-point property is congruent with some euclidean space or with Hubert space. It follows from the first theorem that pseudo-euclidean sets do not exist in a space satisfying the hypotheses of the theorem. This fact is of importance in connection with the problem of determining surfaces in which pseudo-euclidean ^-tuples can be imbedded, for n greater than four. The second theorem, obtained by applying the first one to a well known theorem of
