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di essere pubblicate, vengono corrette per aumentare l’efficienza delle stime,
ridurneladistorsioneereplicarneivalorimancanti.Traleprincipalitecnichedi













L’ultimo capitolo della tesi sarà dedicato ad un’applicazione a dati reali
canadesi, sottoposti preliminarmente alla destagionalizzazione, per poi
considerarel’applicazionedelletecnichedibilanciamentodiseriestoriche.
Come detto, ora descriveremo per sommi capi alcune tecniche di
riconciliazione,perpoiapprofondireletecnichedibenchmarkingebilanciamento.

1.1 Possibili cause del problema: stagionalità e dati ad alta e bassa
frequenza
Nell’operare con serie storiche economiche, convenzionalmente, i dati
raccoltipossonoessereclassificati,inbaseallorotimingtemporale,indatiadalta
o bassa frequenza. Con riguardo a fenomeni macroeconomici, i primi hanno il
problemadiesseremenodettagliati,ilchesolitamentecomportal’usodirisorse
permigliorarelaloroqualità.




Avere la stessa serie, con timing differenti, spesso non permette che i








procedure di destagionalizzazione producono però una nuova forma didiscrepanza.Infatti,destagionalizzandolesingoleseriee,separatamente,laserie
aggregata,ottenutadallasommadelleseriecomponenti,sinotachelasommadi
tutte le serie destagionalizzate non coincide con la serie aggregata
destagionalizzata. Si comprende quindi che questo problema origina una
situazioneincuiivincolidisommaallostessoistantetemporale,eperquesto
chiamati contemporanei, non vengano rispettati, generando il problema del
bilanciamento.
Dopo questa breve descrizione del problema dei vincoli temporali e
contemporanei, risulta fondamentale dire che, nell’analisi di sistemi di serie
storiche, si hanno di fronte entrambi i problemi, dunque sia quello del
bilanciamentochequellodelbenchmarking.Leprocedureperovviareaquestidue













Il secondo capitolo descrive il problema della stagionalità, fornendone cause e
metodiperrisolverlo.Tragliarticolistudiatiperpoteraffrontarel’argomento,hotrovato
particolarmenteinteressantepersemplicitàechiarezza,illavorodiAstolfi,LadirayeMazzi,

































nell’applicazione del sesto capitolo. Come si vedrà anche in seguito, in fase di
raccoltadatiilvaloredeltotalenazionalerisultaugualeallasommaditutteleserie
che compongono il sistema. Il problema nasce quando si procede alla
destagionalizzazione delle serie componenti e di quella aggregata. Dopo aver
destagionalizzato la serie componenti e quella aggregata, ci si accorge che la
sommadelleprime,fattamesepermese,noncombaciaconilcorrispondente
mensile della seconda. Questo crea un problema di discrepanze e di mancato
rispettodeivincoli.Questapremessapermettedicomprenderemeglioperché,






























Ulteriore possibilità è l’utilizzo di un modello strutturale per serie storiche,
provvisto di procedure che permettano di trattare problemi di calendario e
considerare anche valori anomali e che includa anche un adeguato set di
diagnostiche.C’èdasottolinearechesiaXͲ12ͲARIMAcheTRAMOͲSEATShannogià
un’interfaccia sviluppata ed un buon set di diagnostiche, che permettono
un’analisicompletadeirisultatiottenuti.Bisognaperòstabilirequaledelledue
proceduresiamigliore.Inrealtà,vedremo,nonesisteunarispostaunivocache
permetta di scegliere o uno o l’altro metodo; la scelta può essere dettatadall’esperienza,damotivazionipersonalieinbaseallecaratteristichedelleserie
storiche. Secondo i suggerimenti di Eurostat, l’utilizzo di uno strumento tra
TRAMOͲSEATSedARIMAͲXͲ12èpreferibileaquellodiunmodellostrutturale.
Pensare che la stagionalità non produca effetti su tutta la  serie è
implausibile, soprattutto in modelli moltiplicativi applicati a serie in cui sono
presentivalorianomalioeffettidicalendario.Sipuòpensarediimporrechela
sommadeidatidestagionalizzatisiaparialvaloregrezzo,malgradoquestonon
abbia unavera giustificazione epossa produrredati distorti, specialmentese i
valorianomalioglieffettidicalendariorisultanoparticolarmenterilevanti,può
portare a dati non soddisfacenti e richiede l’utilizzo di ulteriori processi che
garantiscanol’uguaglianzatraivalori.Ilvantaggiodiimporrevincoliaidatisiha
nellaconsistenzatraleseriedidatidestagionalizzateequellegrezze.
Da questa breve introduzione si comprende come, davanti a questo
problema,l’analistadebbaoptarefratrepossibilità;puòinfattisceglieredinon
imporrevincoliedilavoraresudatigrezzi;sceglierediutilizzarevincolitradati






non imporre vincoli ai dati e considerare i dati grezzi. Questo permette di




Il primo metodo di aggiustamento stagionale è il Metodo Burman;
applicabilesiaalmodellomoltiplicativocheaquelloadditivo;questaprocedurasottraeunamediamobileatrediciterminidalleserie,eliminandoinquestomodo
iltrendeottenendounaseriechefornisceiprimifattoristagionali.Lecomunità
europee utilizzano l’EEC; conosciuto come SEABIRD, è stato implementato da
Bongard e Mesnage presso l’ufficio statistico europeo. I creatori del metodo







assume una decomposizione additiva tra le componenti delle serie storiche;
vengonoeliminatiprimaivaloriconsideratioutlierepoisistimano,mediantefiltri,
lecomponentiditrendestagionalità.
Descriviamo ora il processo che ha portato all’implementazione dei due
metodi principali, XͲ12ͲARIMA e TRAMOͲSEATS e vediamo in breve le loro
principalicaratteristiche.
XͲ11, sviluppato in seguito fino al più recente XͲ12ͲARIMA, è stato
introdottonel1965dalCensusBureau;èilrisultatodiunprocessodisviluppo




famiglia del metodo XͲ11 applica alle serie un approccio non parametrico. Il
dibattito tra i due metodi è, come detto, acceso. Come si vedrà nel prossimo
paragrafo,nonsipuòstabilirequalesiailmetodomigliore.Perquestomotivosi

























le provincie), tutte con lo stesso metodo e poi si ottiene l’indicatore cercato
mediantel’aggregazioneditutteleseriegiàdestagionalizzate;c’èpoiunterzo
modo, definito dagli studiosi come approccio spurio, in cui ogni serie vienedestagionalizzata, utilizzando strategie e metodi diversi e successivamente si
ottienel’indicatoreaggregandolevarieserie.Dalladescrizionediquest’ultimo,si
capisce che anche questo metodo può essere considerato come
destagionalizzazioneindiretta,maperlasuacostruzione,incuicomesidiceva
primasiutilizzanotecnichedifferentiperlevarieserie,vieneritenutounmetodo
poco preciso e quindi poco usato. Per questo motivo ci soffermeremo sul
confrontotraiprimiduemetodi.Sesiscegliedidestagionalizzareinmododiretto,
l’aggregato che ne risulta potrebbe non coincidere con la somma delle sue
componenti destagionalizzate singolarmente. La destagionalizzazione diretta si





e non si è ancora giunti ad una scelta definitiva riguardo quale sia il metodo
migliore.C’èanchedasottolinearechelasceltatraiduemetodinonpuòbasarsi
solosuconsiderazionistatistiche.Esistono,adesempio,casiincuigliufficistatistici













x Con l’ Approccio Indiretto, in cui ogni componente della serie
aggregatavieneprimadestagionalizzata,ricordiamo,conlostessometodoelo





















analisi basato sui modelliARIMA









Per questi motivi è difficile paragonare l’approccio spurio di

















siano outliers; questi infatti sono una componentemolto frequente delle serie




2Sivedailsitohttp://stampͲsoftware.com/destagionalizzazione rispecchia la realtà. Spesso, soprattutto nei metodi di









































risolvere alcuni problemi. Innanzitutto l’effetto della strategia di aggregazione
deveessereisolatodaaltremodificheapportateallaserie;inoltrecisonodei
piccoli problemi anche nella definizione stessa degli indicatori che vengono
utilizzati per giudicare la bontà della destagionalizzazione; infine c’è anche da
segnalare un problema puramente computazionale, visto che nessuno dei due
principali metodi, XͲ12ͲARIMA e TRAMOͲSEATS
3 fornisce un set comune di




















In letteratura ci sono molti test per valutare la qualità di una
destagionalizzazione,vistochenonesisteunmetodocheriescaaspiegarepiù
deglialtrilaqualitàdiunaggiustamentostagionale.C’ècomunquedadireche





































stagionalità e di calendario dovessero essere eliminati, si potrebbe comunque






stagionale o di forti movimenti nel trend della serie da destagionalizzare. Per
questoèfondamentaleriuscireamisurarelastabilitàdiunaserie.XͲ12ͲARIMAha
due diagnostiche per la stabilità: sliding spans e revisioni storiche (Findley,
Monsell,Bell,Otto,Chen,1998).Bisognainfinedirechelecomponentiirregolari
non dovrebbero mostrare alcun segno di stagionalità o di particolare struttura
residua. Sia in TRAMOͲSEATS che in XͲ12ͲARIMA
5 ci sono delle procedure
automatiche per il controllo della componente irregolare, per permettere











IL BILANCIAMENTO DI MATRICI 





stesse variabili, o, più in generale, la caduta di restrizioni lineari che in realtà
dovrebberoesseresoddisfatte.
Per i motivi descritti sopra, si rendono necessarie procedure di
riconciliazione per fare in modo che i vincoli vengano rispettati. All’inizio la















basandosisostanzialmentesudueapprocci(DiFonzo,Marini,2005):1) Soluzioni matematiche: il data set è bilanciato minimizzando un








Il problema del bilanciamento delle matrici, data la sua importanza, ha
attiratol’attenzioneinvariambiti,comel’economia,lastatistica,lademografia,
ma anche la pianificazione urbana  e la modellazione stocastica (Scheneider,
Zenios,1990).
Sintetizzando il problema, datauna matrice Y con m righe en colonne,
comedescrittoinprecedenza,sirendenecessarioilrispettodiduetipidivincoli,




















1 11 ... 
Questa matrice deve rispettare dei vincoli, quelli che prima sono stati
definiticontemporaneietemporali.Percapiremeglioilsignificatodiquestidue
vincoli,consideriamoprimaunvettore,u,taleche ;Consideriamo
oraunvettorev,taleche .Quellochesivuoleottenereèunanuovamatrice, chiamiamola , di dimensione , costruita in modo che
pert=1,…,neche perj=1,…,n.
C’è da dire che il problema potrebbe assumere caratteristiche diverse.
Considerandoinfattiilcaso ,l’obiettivodiventatrovareunamatrice ,di
dimensione ,taleche 
Sicuramente, per entrambi i problemi devono essere poste alcune
restrizionineiconfrontidegliaggiustamentichepossonoesserefattiriguardoalla
matrice ,cosìchelarichiestadiunamatricesimileaquelladipartenzasiaben
definita. Nell’ analisi inputͲoutput, per esempio, se una matrice di coefficienti




Diversi approcci algoritmici seguono naturalmente da diversi tipi di






x Gli algoritmi non proporzionali, che hanno come funzione il
minimizzare la distanza tra la matrice Y e tutti gli elementi di una matrice
candidata ad essere quella bilanciata. Detto in altri termini, questi algoritmi
minimizzanounafunzionediperdita,dovelecondizionidibilanciamentosono
vincolinelmodellodiottimizzazione;questofainmodochelasoluzioneottimale




modo iterattivo, per costanti positive, le righe e le colonne della matrice di
partenza.L’obiettivoèquellodiprocedereconquestiprodottifinoatrovarela
matricebilanciata.Conunadescrizioneunpo’piùastratta(Uribe,deLeeuw,Theil,







variabili e non loro combinazioni lineari, il non considerare alcuni valori più
affidabilideglialtrieilnonpoteresserapplicataavalorinegativi.
Perovviareaquestiproblemi,sisonoevoluteneltemponuovetecniche,
che riescono a fornire soluzioni più generali. Comedetto, queste si basano su
funzionidiperditadaminimizzare,garantendochelamatricebilanciatasiapiù
vicinapossibileaquelladipartenza.




 =a(1)dove èunamatrice ,conrk( )= < ,eaèunvettore di









= +  ’(  ’)
Ͳ1( Ͳ  )(4)






principio dei minimi quadrati e pertanto si appoggia su una lunga e solida
tradizionestatistica.ÈsicuramentepregevoleIlfattocheidatisianocorrettialla






matricedivarianzaecovarianzaVrisultadiagonale.Considerandoladefinizionediprobabilità come un  “grado di ragionevole convinzione”, Stone propone di
determinarelavarianzadiognisingola come ,per ,dove è
una valutazione determinata in modo soggettivo, che esprime il rapporto
percentualedellostandarderrorconilprecedentevaloremediodi .Ilprincipale
inconveniente da un punto di vista concettuale è che non garantisce il
mantenimentodelsegnodellevariabili,cheavoltepuòrisultareproblematico.






M vettori ignoti con n righe ed una colonna di dati ad alta frequenza, anche







Consideriamo il caso in cui la serie preliminare ad alta frequenza  (ad
esempio una serie trimestrale), , , sia disponibile, dove т 
e/o chenonsiattienea .


























precedente segue che, solo  osservazioni aggregate, con 
sono“libere”,mentre osservazionisonoridondanti,quindilamatrice harango
.
Senza perdita di generalità, si può considerare il vettore , cioè
semplicementeilvettoreaggregato ,privatodellesueultime righe.Confacili


















IL BENCHAMRKING DI SERIE STORICHE: 








una fonte e annuali da un’altra. Le serie con maggiore frequenza sono meno











I metodi più utilizzati tengono conto di questo problema, prevedendo
tecnichediaggiustamentoperl’annocorrentesenzaconsiderareunvalorecome
riferimento, assicurando continuità tra le stime dell’anno precedente e quelle
dell’annocorrente.
Dopoquestabreveintroduzione,passiamooraavedereiprincipalimetodi
di benchmarking, partendo da quello di Cholette e Dagum. Questo infatti può


















L’erroreèproporzionalea se ea se .Leautocorrelazioni
dell’errore standardizzato sono quelle di un ARMA o del primo o del secondo
ordine.







di riferimento, ma semplicemente misurazioni meno frequenti di una variabile
obiettivo.Quandoilbenchmarknonèvincolante,combinainmodoottimalele


























con ,  ,
dove , ,
 ecosìperaltrivettoriomatrici.
Lamatrice ,didimensione contienegli regressoridellamatrice
(8) e   gli  parametri di regressione. La matrice di varianza e









dove èunamatricediagonaledideviazionistandard, e contiene
le autocorrelazioni che solitamente corrispondono ad un modello ARMA con
errore.PerunmodelloAR(1),conparametro ,glielementidellamatrice 
sonodatida .PerunmodelloAR(2),glielementi sonodatiintermini
di ritardi , per ,  , per ,
, per , dove ,   e , per























I primi  elementi del vettore contengono le stime dei
parametri ; gli ultimi  elementi della matrice sono invece le stime di
.Inmodoanalogoleprime righeecolonnedellamatrice contiene
lamatricedivarianzaecovarianzadelvettore ;eleultime righeecolonne,lamatricedivarianzaecovarianzadelvettore .Danotarechelamatrice può
essereottenutasoloincasoincuilamatrice invertibile,condizionecherichiede
che siano invertibili sia  sia . Quest’ultima condizione implica che tutti gli




bisognerebbe stimarle, ottenendo prima i residui, calcolandone la varianza e
ristimandoilmodello,perottenereintervallidiconfidenzaperlestimevalidi.Di
sicuro,questononènecessarioseilmetodovieneusatoinmodonumerico.In
questo caso, in cui ogni varianza corrisponde alla varianza di un gruppo, si
considerala media delle varianze originali e la media dei residui al quadrato,
rispettivamente

Le deviazioni standard originali sono quindi moltiplicate per il rapporto
eilmodellovienepoiristimatosullabasedi .
Nonvengonoristimatelavarianzedelbenchmark,chesonodisolitonulleo















livello di significatività . il test assume quindi il benchmark, cioè   e la
normaledistribuzionedeglierrori.
Il modello di benchmarking additivo proposto da Cholette  e Dagum,
contienepochigradidilibertà:devonoinfattiesserestimati parametrida
osservazioni.Questovuoldirecheivaloririferitisarannomoltovicinialle






Il benchmarking, sia quello vincolante che il non vincolante, può essere
interpretatosoprattuttocomeunlisciamento,inmododaridurrelavarianzadelle




















stagionale senza produrre valori negativi per  malgrado  contenga valori
negativi.Laserie èquindiriferitausandoilmodellodibenchmarkadditivo
senza matrice di regressori . La matrice di covarianza usata nel modello è
,dove èpostougualead1.Lamatrice èdefinita ,dove 
è un costante coefficiente di variazione uguale a . la matrice di
autocorrelazione  è quella di un regolare processo auto regressivo del
prim’ordine. Se il parametro auto regressivo  è vicino ad 1, la serie riferita





4.2 Metodo di benchmarking di Cholette e Dagum: il modello
moltiplicativo






derivano tendono ad avere coefficienti di variazione costanti. Il modello
moltiplicativo preserva bene i tassi di crescita, solitamente utilizzati per
confrontareilcomportamentodivariindicatorisocioͲeconomici.
Ciòchedistingueiduemodellièilfattocheilmodellomoltiplicativopuò
includere nella regressione un termine deterministico moltiplicativo, mentre il
modello proporzionale ne può contenere solo uno additivo. Nel modello











Dove è la parte del regressore deterministico. L’errore  è
centratoadunoedèparia dove èunadeviazioneda1
moltovicinaazero.L’errorestandardizzato hamediazeroevarianzaunitariae
èladeviazionestandarddi ,con ,dove è
l’autocorrelazione dell’errore standardizzato. Applicando la trasformazione
logaritmicasiottiene:
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II modello moltiplicativo richiede che sia le osservazioni subͲannali che
quelle annuali siano positive. Inoltre la serie è contaminata dall’errore e dalla
presenzadiuneffettodeterministico. denotailverovalorechesoddisfaivincoliannuali. L’errore può essere espresso come il prodotto di un coefficiente di









deterministico nelle differenze proporzionali,  , o il regressore  potrebbe
essereassente.L’errore determinaladistribuzionedellediscrepanzeannuali
sulle osservazioni subͲannuali. L’errore è omoschedastico se ,
eteroschedastico altrimenti. Il parametro  assume valori 0, ½ o 1. Le





























dove  denota l’inversa generalizzata di Una soluzione
equivalenteechenoncoinvolgematricisingolaridainvertirepuòessereespressa
in termini di r vincoli “ liberi”. Infatti la matrice singolare   può essereriscrittacome dove èunamatricearangopieno
(rxr).Inoltre,sipuòfacilmentecontrollareche èunivocamentedatada:
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varianti, quella additiva e quella proporzionale, sia considerando il caso di















uno, del “movement preservation principle ” definito da Denton nel 1971, in
accordoalqualeledinamichetemporalidelleseriericonciliatedovrebberoessere













Chiamata differenze prime proporzionali (dall’inglese Proportional First
Differences,PFD).Usandolanotazionematriciale,consideriamolamatriceёAFDdidimensioni
paria
 e = [  ]








Dove  =  per varianti additive, o  =  per la formulazione
proporzionale.
In entrambi i casi la matrice  non ha rango pieno e l’analogia con la












Anche usando questa approssimazione, le dimensioni della matrice
coinvolta nel calcolo può essere  considerevole in situazioni pratiche,
possibilmente riducendo i carichi computazionali. Come sempre, una preziosa


















crossͲsection (Di Fonzo,1990), soprattutto devono sommare al valore del loro
benchmark annuale, rispettando quelli che in precedenza abbiamo chiamato
vincolidiaggregazionetemporale.Sipossonoaveresistemidiserieclassificatiinbaseadunavariabile,ad
esempio la Provincia, o sistemi classificati in base a due variabili, ad esempio
IndustrieeProvincie,econsideraredatimarginaliriguardoaduevariabili,che
includono i totali per Provincia, per industria e quello complessivo delle due
classificazioni.













































I vincoli di additività crossͲsection sono spesso implementati attraverso
l’approccio di adattamento proporzionale iterattivo (Iterattive Proportional
Fitting).Questosisvolgein5passi:
1) Le serie elementari delle righe n=1,…,N sono moltiplicate per le
corrispondentidiscrepanzeprovinciali;inquestomodoquestevengonoeliminate.
2) Le discrepanze relative all’industria sono ricalcolate visto che
l’applicareilprimopassaggiolealtera.








3) I totali marginali devono essere visti come endogeni, cioè stimati
dalleserieelementarinelprocessodiriconciliazione
4) Leseriepotrebberoaverevalorinegativi(peres.ilprofitto)











come queste possano essere ottenute attraverso una regressione ponderata
(Quenneville,Rancourt,2005).
Supponiamochecisiano3osservazioni ,talichelasommadi e 
siaugualea .Unmodoperriconciliareivaloriosservati e con èdato
semplicementedallastimadi e ,doveilvalorecorrettodi èpresougualea
,quellodi èpresougualea ,ecosì .
È facile costruire un modello di regressione per svolgere la procedura
computazionalenumericaperlastima.Sia , e ,, ,dove indicachel’errore hamedia0evarianza .Il
parametro  può essere eliminato per ottenere il modello semplificato





Questo modello di regressione è quindi un mezzo meccanico per
implementarelacomputazionenumericaperlastima.Vediamoneoraunasua
estensioneadattaatrattarecasipiùcomplessi.
Il modello generale di Dagum e Cholette (2006) usa i coefficienti di
alterabilitàpermodellarelavarianzadell’erroreassociatoadun’osservazione,o
per modificare una restrizione obbligatoria. In questo caso sia ,






















Dove   sono i valori osservati per la crossͲclassificazione
 sonolecolonnetotali,e èiltotalecomplessivodellatabella.











parametri  da stimare. Così come , , può essere
implementata una regressione non ristretta e i valori predetti sono le stime
bilanciateoriconciliate.
Se uno dei coefficienti di alterabilità è pari a zero, allora l’equazione
corrispondentedovrebbeesserescrittacomeunvincolo.


















Lo stimatore BLUE di , è quindi la media ponderata di , ,
































5.2IlmodelloA questo punto del discorso si cerca di dare una soluzione analitica al
modello di riconciliazione di un sistema di serie storiche classificate con una
variabile. Per un sistema contenente K=P provincie, il modello consiste di due
equazioni:
(19)
Dove èunamatriceidentitàdidimensione , èlaserietotale
originalee  ecovarianzetraglierroripariazero.Inoltre:

Doveil  e risultaesseredisolitopariazero.Le
























importanti all’interno di una fascia più corta, e quelle meno importanti in
“deadline”piùlunghe.

























































































Dopo aver visto in modo teorico i principali argomenti, vediamo ora
un’applicazionepraticaapplicandoiconcettivistiadatireali.Inquestocapitolo
conclusivo descriveremo l’applicazione delle tecniche di riconciliazione ai dati
mensilisulcommercioaldettaglioinCanada,considerandoidatidalgennaio1991























dati fino al dicembre 2003. Questo perché, come spiegato nelle tecniche di
benchmarking,vengonoimpostivincolitemporalivisticomesommeannualidelle
seriegrezze.Sicomprendequindicheneivincolinonsarebbecorrettoinserirela
































































































puòritenersisoddisfacente.Nel secondo capitolo abbiamo parlato dei due metodi principali per il










Questo problema è emerso anche nei dati analizzati in questa tesi. Nel
seguito sono riportati i valori di alcuni dei test descritti nel secondo capitolo.
Questipermettonodiconfrontarelevarieprocedureutilizzate:

Figura 22: batteria di test  per la valutazione dei metodi di
destagionalizzazione
Per comprendere meglio i valori riportati, vediamo per sommi capi gi
indicatori in figura 4, descrivendo successivamente le conclusioni a cui questi
permettonodigiungere.
ConAPDabbiamoindicatogliindicatoridideviazionepercentualeassoluta





Gli indicatori visti servono anche a comprendere quale metodo e quale













































Le procedure statistiche per ristabilire la consistenza tra le variabili ed
all’internodellevariabilisonomoltosimili,maidueproblemisonotrattati,alivello
pratico, con le stesse procedure, malgrado, in questa tesi e, in generale, in
letteraturavengonotrattatiinmodoseparato.Perquestomotivoricordiamocheil








le serie preliminari vengono sottoposte ad una procedura di benchmarking,
considerandocomeseriediriferimentogliaggregatitemporalinoti,inmodochei
illivellotemporalevengaalteratoilmenopossibilevengagarantitoilrispettodei
vincoli contemporanei per ogni periodo a bassa frequenza, anno per anno ad
esempio.
Questaproceduraaduestadihaduevantaggi:infattiutilizzandoquesto
metodo il problema viene ridotto, poiché si considerano due momenti di


























I vincoli temporali che collegano le seriecomponenti ad alta frequenza con le
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DoveTdenotachelaproceduravienefattaconsiderandoiperiodiseparatamente.
Restacomunqueovvioche,questaproceduraaduestadisiavalidaanchenelcaso








suo livello di aggiustamento sarà k






2.Chiaramente, anche  considerando modelli a più dimensioni, il problema resta
uguale,poichéledimensionimaggiorinonaumentanoillivellodiconoscenzacirca
l’aggiustamento.





2) Le serie riconciliate non abbiano grandi differenze nel passaggio da un
periodoaquellosuccessivo
3) Serie con grande volatilità siano corrette di più di quelle con volatilità
minore.
Seguendo sempre il lavoro di Di Fonzo e Marini, abbiamo considerato due
indicatori, per valutare la riconciliazione delle serie precedentemente
destagionalizzate sia per le serie riconciliate sia per i tassi di cambio
percentuali. Le due statistiche sono la radice quadrata dell’aggiustamento
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Spesso, infatti, le tavole di contabilitànazionale, ottenutedai produttori
statistici, non soddisfano i vincoli di aggregazione, sia temporali che









dal Census Bureau e TRAMOͲSEATS, creato da Maravallo e Caporello; la
componentestagionalepuòinoltreessereeliminatacontremetodi,cosìcome
descrivonoAstolfi,LadirayeMazzi:














storiche. All’ inizio abbiamo esposto il problema dei vincoli contemporanei e
temporali,seguendoladescrizionefattadaSchneidereZeniosprimaedaDiFonzo
e Marini poi; abbiamo suddiviso le tecniche di bilanciamento sulla base degli
algoritmiutilizzati;questisonodiduecategorie:quelliproporzionali,comeilRAS,





quello additivo, della quale se ne vede anche una variante con benchmarking
proporzionaleedunomoltiplicativo.InoltrevienedescrittoilmetododiDenton,







































Case Study of the Unemployment Rate”, Counting of the Labour  Force, National
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