Activity identification is an essential step to measure and monitor the performance of earthmoving operations. Many vision-based methods that automatically capture and explain activity information from image data have been developed with economic advantages and analysis efficiency. However, the previous methods failed to consider the interactive operations among equipment, and thus limited the applicability to the operation time estimation for productivity analysis. To address the drawback, this research developed a vision-based activity identification framework that incorporates interactive aspects of earthmoving equipment's operation. This framework included four main processes: equipment tracking, action recognition of individual equipment, interaction analysis, and post-processing. The interactions between excavators and dump trucks were examined due to its significant impacts on earthmoving operations. TLD (Tracking-Learning-Detection) was adapted to track the heavy equipment. Spatio-temporal reasoning and image differencing techniques were then implemented to categorize individual actions. Third, interactions were interpreted based on a knowledge-based system that evaluates equipment actions and proximity between operating equipment. Lastly, outliers or noisy results were filtered out considering work continuity. To validate the proposed framework, two experiments were performed: one with the interaction analysis and the other without the analysis. 11,513 image frames from actual earthmoving sites in total were tested. The consequent average precision of activity analysis was enhanced from 75.68% to 91.27% after the interaction analysis was applied. In conclusion, this research contributes to identifying critical elements that explain interactive operations, characterize the vision-based activity identification framework, and improve the applicability of the vision-based method for the automated equipment operations analysis.
Introduction
Activity identification classifies types of equipment operations such as working, traveling, and idling. It is vital to monitor the performance of on-site earthmoving operations, as sequential information of equipment's actions can serve as indicators to calculate direct work rates and cycle durations [1] [2] [3] [4] . Based on the information gained from activity identification, site managers can perform project-related decision makings (e.g., resource allocation, path planning, scheduling, and site layout analysis) to be more efficient and operative [5] [6] [7] [8] [9] . Such insight can also be utilized to assess productivity and reduce idling time of the earthmoving equipment; slight reduction of the operation cycle has significant impacts on the productivity as the operations are normally repetitive by nature [10] .
In the past, activity identification and analysis have commonly been performed manually. However, such human-dependent approach has several salient shortcomings; they are expensive and time-consuming, and thus prone to yield an inconsistent set of data [5] . To overcome such limitations, automated activity identification systems have been introduced [11] [12] . One of the most popular systems is a radio-based method that obtains on-site data using RFID (Radio Frequency Identification), GPS (Global Positioning System), UWB (Ultra-Wideband), and BLE (Bluetooth Low Energy) [13] [14] [15] . The radio-based method categorizes equipment activities based on equipment types, locations, and movements (i.e., acceleration, velocity, orientation). On the other hand, many researchers also pay attention to a vision-based method that capture and explain activity information from dataset in forms of images [16] [17] [18] [19] [20] [21] [22] . Image data contains detailed information about the equipment's action as well as types and locations [23] . The action information is a critical cue for classifying operation types. That is the T information that the radio signal is difficult to provide; the radio signal often has difficulty identifying activity types precisely when equipment is located on the same position but performs different operations such as waiting for soil loading in case of dump trucks or excavators' rotating without center of gravity changes. Furthermore, increased accessibility to image data, in the line with the installment of CCTVs on construction sites for monitoring purposes [9, 23] , makes vision based approaches more practical and feasible. For instance, it is legalized to install cameras on construction sites for on-site monitoring in Korea according to [24] . Due to such aforementioned increased attention and inherent advantages, a range of vision-based methods have been developed and they showed promising performance. However, the previous methods did not fully investigate interactive operations among equipment, which is crucial for real-world activity identification and productivity analysis. To address the drawbacks, this research developed a visionbased activity identification framework that considers interactive operations of earthmoving equipment. Fig. 1 illustrates the concept of interaction. An excavator and a dump truck on the right hand side of Fig. 1 work together by loading and unloading soils from each other, even though the dump truck 'stops'. If the other dump arrives at the working area as shown in the left hand side, its activity should be categorized as 'idling', according to their concurrent working status. It indicates that the activity states of equipment can influence and be influenced by other equipment.
Many researchers also perceived the importance of interactive operations and several studies made efforts to develop vision-based activity identification methods [10, 25] . However, previous studies focused on certain qualities of interactions (e.g., interactions based on the equipment's proximity) under controlled environments (e.g., the fixed number of equipment in the image frame). It limited their research findings from providing comprehensive explanation about the complex interactions between multiple equipment. The present study aims to fill these existing knowledge gaps. First, this study reviews and identifies critical elements for understanding interactive operations of excavators and dump trucks. Second, it proposes the vision-based framework for automated activity analysis of the heavy equipment through further considerations of identified elements. Third, this framework can provide continuous information for the types of equipment operations, which is fundamental data for calculating the cycle time and measuring the equipment productivity. Finally, these approaches are expected to improve the practicality of vision-based activity analysis on actual earthmoving sites.
Theoretical background and related works

Earthmoving operations
Earthmoving operations are fundamental construction processes to relocate soil from one site to the other [26] [27] . A single earthmoving event involves series of specific activities such as excavating, loading, hauling, and dumping the soil. In order to successfully perform such earthmoving operations, excavators and dump trucks are essential input resources.
Excavators are assigned to the construction site to cut soil and hand it over to dump trucks. During the operational process, excavators can carry out one out of three types of activities as illustrated in Fig. 2 ; they are 'working', 'traveling', and 'idling' [28-31] . Excavators are 'working' under the cycle of swinging, loading, hauling, and unloading; within this cycle, excavators go over specific individual actions, including 'scooping ', 'rotating', and 'dropping' [32] . These sets of individual actions mean that excavators can either work alone (e.g., soil preparation and excavation) or interact with dump trucks (i.e., soil-loading). 'Traveling' activity indicates that excavators are 'moving' to other positions, such as working areas or parking stations [33] . When excavators are neither 'working' nor 'traveling', it can be interpreted that they are 'idling' with 'stopping' actions [34] .
In the meantime, dump trucks mainly move to deliver soil from one site to the other [31] . 
