Abstract As the World Wide Web develops at an unprecedented pace, identifying web page genre has recently attracted increasing attention because of its importance in web search. A common approach for identifying genre is to use textual features that can be extracted directly from a web page, that is, On-Page features. The extracted features are subsequently inputted into a machine learning algorithm that will perform classification. However, these approaches may be ineffective when the web page contains limited textual information (e.g., the page is full of images). In this study, we address genre identification of web pages under the aforementioned situation. We propose a framework that uses On-Page features while simultaneously considering information in neighboring pages, that is, the pages that are connected to the original page by backward and forward links. We first introduce a graph-based model called GenreSim, which selects an appropriate set of neighboring pages. We then construct a multiple classifier combination module that utilizes information from the selected neighboring pages and On-Page features to improve performance in genre identification. Experiments are conducted on well-known corpora, and favorable results indicate that our proposed framework is effective, particularly in identifying web pages with limited textual information.
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Introduction
As the World Wide Web develops at an unprecedented pace, the importance of categorizing web pages to improve web search has increased substantially. Web page categorization can be divided into two main sub-problems: topic categorization and genre categorization. Our work will address the problems of genre categorization (also known as genre identification). Unlike topic categorization that identifies information in the detailed contents of web pages (Stein and zu Eissen 2006) , genre categorization focuses on the functional purposes of web pages and discovers groups of texts that share a general transmission form, purpose, or discourse properties. As such, genre can be defined as a term for the category or form of a set of web pages. For example, a website such as www.news.com.au has many pages about different topics, including sport news and finance news; however the genre of the pages in this website is news. Genre identification has recently attracted increasing attention because it can be used to significantly improve the quality of web and document search results (Abramson and Aha 2012; Bjroneborn 2011; Pritsos and Stamatatos 2013; Zu Eissen and Stein 2004) . Through genre identification, a search engine can label the genre of each retrieved result, which allows users to save time, as demonstrated in Fig. 1 using WEGA Firefox plugin. 1 The majority of existing approaches to genre identification are limited to using information on a page, namely, On-Page features. On-Page features include textual information, such as bag-of-words (BOW) and term frequency (Kessler et al. 1997; Stamatatos et al. 2000) , and structural information Boese and Howe 2005; Zu Eissen and Stein 2004) , such as HTML tags. Textual information represents web page content whereas structural information specifies how content is presented. In a particular web page, however, these features are sometimes missing or unrecognizable because of various reasons. For example, some web pages contain a large number of images or videos and few textual content as shown in Fig. 2 . In this case, a classifier that depends solely on On-Page textual features will find it difficult to correctly identify the genre of a web page.
Considering the aforementioned limitations, we propose a framework that uses additional information from the neighboring pages of a given web page to improve genre identification. Neighboring pages are web pages that are connected to a given web page by either forward or backward links. The main motivation for using additional information from such pages is that their genre is typically similar to that of the original page, and thus they contain discriminative textual information to recognize the genre of the given web page. Therefore, using linkage information to harvest additional textual features can provide additional references for classifiers to learn an improved classification model (Chen and Choi 2008; Mehler et al. 2007; Qi and Davison 2008) . One problem in using information from neighboring pages is that a given page may have numerous neighboring pages that likely belong to different web gen- res. However, we are only interested in neighboring pages that are in the same genre as the original page. Therefore, we propose a link-based graph model called GenreSim, which exploits a link structure to select relevant neighboring pages. Compared with existing methods, our model considers as many neighboring pages as possible while greatly reducing noisy information by selecting only an appropriate subset of relevant neighboring pages. To further improve classification performance, we then construct a multiple classifier combination (MCC) module to combine outputs from various classifiers that use different features. The proposed framework is evaluated using benchmark corpora for web page genre identification, and the favorable results indicate the effectiveness of our method.
In summary, our main contributions are threefold compared to a previous work (Zhu et al. 2011): 1. We propose a link-based graph model called GenreSim, which exploits link structure to select relevant neighboring pages. The selected pages are used to improve genre identification of the original web page. We improve the selection process by considering the probability that a page has a given number of backward links. 2. We propose an MCC model that combines outputs of multiple classifiers to improve genre identification. 3. Extensive experiments with statistical tests on standard benchmark corpora demonstrate the effectiveness of our method.
The rest of this paper is organized as follows. In Sect. 2, we discuss related works in web page genre identification. In Sect. 3, we describe the main challenges in genre identification and the details of our framework. In Sect. 4, we present our experiments, evaluation metrics, and the results of the experiments. We conclude the study in Sect. 5.
Related works
Previous studies on web page genre identification differ significantly with respect to two factors, namely: (1) the feature set used to represent the content and structure of web pages and (2) the method used to classify web pages based on the chosen feature set. The following review of previous important works is presented in chronological order.
Zu Eissen and Stein (2004) provided a corpus of eight genres following a user study on genre usefulness and built a genre classifier using discriminant analysis. They also examined various feature sets in an attempt to combine different kind of information, including word frequencies, text statistics, and parts of speech frequencies. All these information are textual information that are also used in our framework. Kennedy and Shepherd (2005) focused on a specific genre and its sub-genres. Using a neural network, they attempted to discriminate between home pages and non-home pages. Their feature set comprises features on content (e.g., common words and meta tags), form (e.g., number of images), and functionality (e.g., number of links and use of scripts). The best reported results are for personal home pages. Finn and Kushmerick (2006) investigated different feature sets for genre classification, including BOW, parts of speech frequencies, and text statistics. They studied how these features can be combined to maximize accuracy both for a single topic and across topics. Their model was generated by C4.5, and they evaluated how their classifier can perform well either in a single domain or in a domain transfer with ensemble and active learning. Santini (2006) studied web page genre classification based on three different feature sets, including frequencies of common words, parts-of-speech trigrams, HTML tags, punctuation marks, and so on. She built a corpus and evaluated her approach to predict the genre of unclassified web pages using SVM and naive Bayes classifiers. Afterward, the author further analyzed web page genre classification in terms of genre hybridism and individualization (Santini 2007) . Genre hybridism accounts for genre variation within web pages, whereas individualization refers to the absence of any recognized genre in a web page. The author claimed that web pages require a zero-to-multi-genre classification scheme aside from the traditional single-genre classification. We applied this concept in our approach, but select the genre with the highest score for a page rather than mark a page with multiple genres. Kanaris and Stamatatos (2007) proposed low-level feature sets of variable-length character n-grams and combined this representation with information on the most frequent HTML tags. Based on two benchmark corpora, they demonstrated that an SVM-based classification approach can improve the results in both cases compared with other machine learning approaches. Based on their research outcome, we selected SVM as the classification method for our proposed framework. Dong et al. (2008) examined the effects of various attributes on four web genres, namely, FAQ, news, e-shopping, and personal home pages, by using a naive Bayes classifier and the information gain measure for feature selection. The results indicated that few features produce high precision, but many features produce high recall. In addition, combined attributes will always perform better than single attributes. Chen and Choi (2008) defined five top-level genre categories and developed new methods to extract 31 features from web pages, which analyzed both contents and other features, such as HTML tags and Java scripts. Their evaluation results showed that additional features can help a classifier improves its learning of the classification model.
Jebari (2009) proposed a new centroid-based approach for web page genre categorization using a set of genre-labeled web pages. The obtained centroids from these pages are used to classify new web pages. Each web page is assigned to all predefined genres with confidence scores, and the centroids are refined after classification. The feature sets include URL addresses, logical structures, and hypertext structures. The experiments conducted on two known corpora showed that this approach is fast and outperforms other machine learning approaches that require data training. Mason et al. (2010) extended previous works that use n-gram representation of a web page to automatically classify web pages by genre given that these n-gram based methods have high precision and low recall rates. Their experiments showed that their approach can assign more labels than previous works while maintaining high accuracy. In line with most existing research, we only focus on the accuracy of singlelabel classification in this study, which indicates that each web page only belongs to one genre. Sharoff et al. (2010) investigated the performance of several types of features and found that one of the n-gram features performs best in their experiments. However, its performance may not be transferable to a wider web because of the lack of comparability among different annotation labels. Although their experiments are comprehensive, their approach cannot be applied when the amount of text in a web page is limited. Kim and Ross (2011) reported that term distribution pattern is a better indicator for determining genre class than term frequency. They worked with pdf documents rather than web pages, but some of their research outcomes, such as using the derived document structural information from a scientific article and locating target information to accurately extract text information, can also be used as references in web page genre identification. Kumari and Reddy (2012) recently proposed an approach called combined stemming. They focused on extracting genre-relevant words based on word level and linguistic features to improve classification accuracy using the techniques of com-bined stemming and stop-word elimination. Their experimental results showed the superior performance of their proposed method on the test data set. Pritsos and Stamatatos (2013) focused on using content information with different text representation methods. They also examined SVM-based learners and an ensemble of classifiers. The results demonstrated that their approach can achieve high precision while maintaining relatively high recall. However, their approach still cannot work well when the information in web pages is limited.
All of the aforementioned approaches focus only on On-Page information, which may be ineffective when textual information on the pages is sparse. Abramson and Aha (2012) presented a method that uses information from URLs for web page genre classification because some URLs may contain text that indicates the genre, such as a blog. This approach can partially solve the problem, but it is still not a general approach for all websites. For example, Facebook and Twitter are both social networking websites, yet determining if they should belong to the same genre based on their URLs is difficult.
Compared with the aforementioned works discussed above, our proposed framework does not only use textual and structural information, but also information from selected relevant neighboring pages. We improve classification accuracy by using combinations of multiple classifiers. The details of this framework are introduced in the next section.
Proposed framework
Our proposed framework identifies web page genre based on both On-Page features and features from relevant neighboring pages. Features are selected using the feature selection module and are used to train multiple classifiers. During testing phase, the prediction scores acquired from multiple classifiers are inputted into the MCC module to obtain a single prediction score. The proposed framework is illustrated in Fig. 3 . 
On-Page features
On-Page features capture textual and structural information in a given web page. Structural features mainly indicate the layout of a web page, whereas textual features represent the content of a web page. The textual information used in our method are page URL, title, keywords, headings, and anchors. Similar to many of the existing works discussed in Sect. 2, we do not use text in between body tags because the types of information we require are straightforward and rich resources for a classifier to perform genre identification compared with the text in the body. For example, if the URL contains specific words such as "faq,""cv," and "how," then the web genre can be easily recognized because these words provide clear information. Moreover, for those web pages with limited textual information, these words are the most easily accessible sources; thus, we select them as textual features. We apply Term FrequencyInverse Document Frequency (TF-IDF) to represent all the words we extracted as vectors. In our approach, a term is a synonym of a "word". TF-IDF is one of the most popular statistics used in text mining. The calculated term weight and inverse document frequency are used to score and rank the relevance of a document (Salton and McGill 1986) . The TF-IDF score for each word is calculated as follows:
where n i j is the number of occurrences of the word t i in document d j , the denominator is the sum of the occurrences of all words in document d j , |D| is the total number of documents in the corpus, and |{d : t i ∈ d}| is the number of documents where the word t i appears. In our case, each document is a web page. We eventually obtain a vector that is a list of TF-IDF-represented words that we have extracted from each web page. Structural features are utilized by our method by computing the frequency of different HTML tags. Following Dong et al. (2008) , Lee and Myaeng (2002), Zu Eissen and Stein (2004) , the HTML tags for which frequency is computed for images, links, emails, forms, tables, and div tags. However, according to existing works and our preliminary evaluations, structural information that is used independently cannot obtain sound results, particularly if the data set contains various genres of web pages. Therefore, we combine structural information with textual information to form On-Page features. The structural features we used are listed in Table 1 .
Neighboring pages selection module
On-Page features are insufficient for web page genre identification if the page has limited text information. Therefore, we propose to retrieve additional information from neighboring pages. Such additional information can provide further evidence for classifiers to perform reliable predictions. Some neighboring pages likely do not belong to the same genre as the original page. Therefore, selecting only relevant neighboring pages from a large pool of neighboring pages is crucial. In the next paragraphs, we detail how a set of neighboring pages is created for each web page, and then we will describe how our link-based similarity measure (GenreSim) selects appropriate neighboring pages. Neighboring pages are web pages connected to the original web page by forward or backward links (Qi and Davison 2008) . In particular, level-1 neighboring pages are the web pages that are immediately connected to a given web page by either forward or backward links. Level-2 neighboring pages are web pages that are two hyperlinks away from a given web page. For example, in Fig. 4 , P is the original page. B, D, and A, C, E, F are its level-1 and level-2 neighboring pages, respectively. The radius we considered in our model is up to two hops because it is the farthest hop from the backward and forward links of level-1 neighboring pages to the original page. Considering additional pages, for example, three hops, will not only significantly increase the amount of computation, but will also receive more noisy information that will decrease classification performance according to our past observations and experiments. For example, assume that a page has an average of 10 neighboring pages and 50 % of these pages are not of the same genre as the original page. This difference indicates that we need to filter out 10 × 10 × 10 × 0.5 = 500 useless pages in the case if we consider a case with three hops.
We propose a link-based similarity measure called GenreSim, which is derived from the PageSim similarity measure (Lin et al. 2006) , to select relevant neighboring web pages. Compared with other popular link-based similarity measures such as SimRank (Jeh and Widom 2002) and Co-citation (Salton and McGill 1986) , PageSim can measure the similarity between any two pages without requiring intermediate pages unlike in SimRank. PageSim can also consider neighboring pages in multiple hops in contrast to Co-citation, which only considers immediate neighboring pages.
We model all the neighboring pages and the original page as a directed graph G = (V, E), with vertices V representing web pages v i (i = 0, 1, 2, . . . , n) and directed edges E representing hyperlinks among the web pages. Page v 0 is the original page. Below is a list of definitions for our model. The original PageSim similarity measure only uses forward links, whereas in GenreSim, we use both forward and backward links because the number of backward links of a page can provide a general estimate of its prominence on the web graph (Kleinberg 1999) . In addition, we implement a weighted method to compute the page score and make it suitable for genre identification. A hyperlink from page u to v can be considered as the recommendation of page v by u, and thus, u and v should have some kind of similarity (Arasu et al. 2001) . Recommendation naturally decreases along with the links. We then define the recommendation score Score(u, v) of page u that propagates to v through P AT H (u, v) as shown in Eq. (2):
where d ∈ (0, 1] is a constant decay factor that makes the score decrease along with the path. Given that we do not concentrate on optimizing d in this work, we simply set the value of the decay factor to 0.5, which is a common setting used by many graph-based approaches. This setting indicates that the score is decreased by half for each hop in the path. Score(u) is the page score for page u, and u, v ∈ V . To compute Score(u) in Eq. (2), we extend the hypertext-induced topic selection (Kleinbery 1999) algorithm. In the previously defined web page graph G, web pages with many links that point to them are called authorities, whereas web pages with many outgoing links are called hubs. Authorities are improved by incoming edges from good hubs, and hubs are improved by outgoing edges from good authorities. Let H ( p) and A( p) be the hub and authority score of a page p, respectively. These scores are defined such that the following equations are satisfied for all pages p:
where H ( p) and A( p) are normalized for all web pages and calculated by the number of links. In our approach, we use the sum of authority and hub scores as the score of a page, that is, Score( p) = H ( p) + A( p), because pages with high authority scores are expected to have a relevant content, whereas pages with high hub scores are expected to contain links to a relevant content. However, high-scoring pages with a few backward links but a large number of forward links, which are highly likely to be spam pages because they point to many irrelevant pages but only a few pages refer to themselves. We use the number of backward links to measure similarity because our objective is to find neighboring pages that are similar to the original page. According to Kleinberg (1999) , two web pages are similar in terms of prominence if they have similar numbers of backward links, which indicates that similar numbers of web pages refer to them. Therefore, we modify the preceding equation as follows:
where ω( p) is the weighting parameter calculated by the relevance value of a neighboring page to the original page. ω( p) is defined as follows:
where N is the number of backward links of the original page, and N ( p) is the number of backward links of neighboring page p. In this manner, if the number of backward links for page p is similar to that for the original page, then a higher weight will be assigned to the page. However, this formula does not represent the probability for a page to have a given number of backward links. For example, if an original page has 100 backward links, then the difficulty of finding a neighboring page with a similar number of backward links is higher than that for an original page, which only has 5 backward links. Therefore, we extend Eq. (5) as follows:
which indicates that if the original page has a higher number of backward links, then its neighboring pages should also have higher weights to better match the calculation for page score.
We then obtain the similarity score Sim (u, v) , which denotes the similarity between u and v and represents their importance compared with other pages as well as the similar recommendation they propagate to other pages in the graph. The graph is built from neighboring pages; thus, most of the pages are from the same domain. Consequently, u and v likely belong to the same web genre. For example, the wiki page of Michael Jordan has numerous backward and forward links, most of which are related to the NBA, whereas its neighboring page, namely, the wiki page of Kobe Bryant, has recommendations similar to other pages in the web graph according to the linking information. The similarity score is defined in the following equation by adopting the Jaccard measure (Jain and Dubes 1988) , which is commonly used in information retrieval to measure similarity:
where u, v ∈ V . We then select the top K neighboring pages with the highest similarity scores to extract information and construct features similar to the On-Page features we discussed in Sect. 3.1. We use these features from neighboring pages with On-Page features to identify the genre of a web page. The details are provided in the next section.
MCC module
To achieve good performance in genre identification, we train multiple classifiers using the features acquired from the previous section and combine the classifiers to obtain a single prediction score. Most genre identification algorithms are based on machine learning techniques. SVM (Mitchell 1997 ) is a powerful learning method based on structural risk maximization theory, which aims to minimize generalization error instead of relying on the empirical error from training data alone. We use three classifiers in our approach, namely, SVM Contents, SVM On-Page Features, and SVM Neighboring Pages. SVM Contents is based on the textual information on the page as described in Sect. 3.1. SVM On-Page Features adds structural information in the feature set. SVMs based on textual and structural information have been used by various researchers in genre identification, such as in Kanaris and Stamatatos (2007) , Pritsos and Stamatatos (2013) , Santini (2006) , as discussed in Sect. 2. SVM Neighboring Pages is based on the textual and structural information in selected neighboring pages. We also design an MCC module to combine the three classifiers because the combination of homogeneous classifiers that use heterogeneous features can improve the final result (Orrite et al. 2008) .
Assume that each classifier based on SVM produces a unique decision when we define each web page p as belonging only to one genre. We compare the results among all three classifiers, and the final output depends on the reliability of the decision confidences provided by the participating classifiers. We apply the concept of Decision Template (DT) to avoid the case in which the classifiers make independent errors (Kuncheva et al. 2001) . DT uses the outputs from all classifiers to calculate the final support, which is also called the confidence score, based on a matrix for each class.
Assume that each classifier produces the output
is the membership degree given by the classifier E i in which a web page p belongs to the genre j, j = 1, . . . , |G|. The outputs of all classifiers can be represented by a decision matrix D P as follows:
The membership degree d i j ( p) is calculated using the training set T j , j ≤ |G|, where T j is the training set for each genre and |G| is the number of genres.
where I nd(T j , i) is an indicator function with a value of 1 only if the output from the classifier E i based on T is the same as the output based on training set T j and the classifier assigns the page to genre j. Otherwise, we assign 0 to the function. At this stage, we obtain the membership degree for each page p that belongs to a genre j and stored in a matrix D P( p). We then calculate the confidence score Con f idenceScore j ( p) of page p using various rules from the D P( p) for each genre j, and choose the genre with the highest confidence score. Assuming that N is the number of classifiers, we apply the minimum, maximum, and average rules for the preceding matrix to consider diversity among multiple classifiers as follows:
Average rule :
Evaluations
We discuss the evaluation results in this section. To investigate our approach in depth, we evaluated the performance of individual classifiers and the MCC algorithm, and compared them against existing works on different corpora.
Corpora and data preparation
In our experiment, we used the updated version from two popular corpora, KI-04 and 7-Web collections (Santini 2006) . We updated the web pages using a search engine to obtain the latest contents and their neighboring pages. These corpora are composed of English web pages. Each web page is associated with a specific source URL address and belongs to a single genre class. KI-04 corpus (Table 2) is composed of 1205 HTML web pages, which are divided into eight genres. 7-Web corpus (Table 2) contains 1400 HTML web pages from seven genres. To evaluate if our approach can perform well in case web pages do not have much textual information, we also manually and randomly collected 2000 such pages Table 3 IV-12 data set Genres #
Movie homepages 500
Photography websites 500
Video sharing websites 500
Music download websites 500 with four genres from the Internet, called the IV-12 data set as shown in Table 3 . The four genres are movie homepages, e.g., Transformers 4, 2 photography websites, e.g., Dreamstime, 3 video sharing websites, e.g., YouTube, 4 and music websites, e.g., Music.com. 5 We crawled neighboring pages for the web pages in the three corpora by using the " a href " tag for forward links and AHREFS, 6 which is an online tool to analyze websites, for backward links. The latest crawl was conducted in November 2012 with a total of 3,72,325 neighboring pages after removing broken links. We preprocessed all web pages, including neighboring pages, before using classifiers to train. We selected and tokenized text into words, as well as remove numbers, non-letter characters, common stop words, 7 and special characters. We then selected stem terms using the Lovins stemmer (Lovins 1968) 
Evaluation results
We evaluated our approach based on the metrics adopted in some previous works (Laender et al. 2008; Pereira 2009; Sebastiani 2002) .
Pairwise F1 is defined as the harmonic mean of pairwise precision and pairwise recall. Pairwise precision is the number of true positives divided by the total number of elements labeled that are belonging to the positive class. Recall in this context is defined as the number of true positives divided by the total number of elements that actually belong to the positive class. These variables are defined as Precision = Precision+Recall . T P stands for true positive, which is the number of items correctly labeled as belonging to the positive class; F P stands for false positive, which is the number of items incorrectly labeled as belonging to the class; and F N stands for false negative, which is the number of items that are not labeled as belonging to the positive class but that actually do.
Given that our data is multi-class, evaluation is conducted in two binary classifications: one-class-against-the-rest and pairwise (Bernhard et al. 1998 ). We used macro-averaging (Sebastiani 2002) to measure the classification accuracy of both methods. Hence, precision and recall are first evaluated "locally" for each class, and then "globally" by averaging the results of different classes. Then, the macro-averaging of precision Precision M and recall Recall M is represented as
, where |C| is the total number of classes.
Evaluations of neighboring pages selection
We first evaluated our neighboring pages selection model by applying different similarity measures in the KI-04, 7-Web, and IV-12 corpora. Given that different originating pages will have a varying number of linked pages, using a fixed number to neighboring pages for the evaluation appears to be a convincing approach. We selected the top K neighboring pages with the highest similarity scores generated by different similarity measures and manually checked the pages to determine selection accuracy. In our experiments, we evaluated two cases, K = 10 and K = 20. Selection accuracy is measured using M K , where M is the number of neighboring pages with the same genre as the original page. GenreSim achieves better results than the other models in all three corpora, as shown in Fig. 5 . In addition, it performs particularly well in the IV-12 corpus, which consists of web pages with insufficient textual information in both K = 10 and K = 20. Performance deteriorates for all similarity measures as K increases, but the margin of deterioration in GenreSim is smaller than those of Fig. 5 Performance of different similarity measures for neighboring pages selection the others. Given that performance is better when K = 10 than when K = 20, we decided to use only the top 10 neighboring pages to identify the genre of web pages.
Comparisons of individual classifiers
This section presents the comparisons between individual classifiers. As discussed earlier, we implemented SVM Contents and SVM On-Page Features classifiers, which represent existing works, to compare with our approach based on neighboring pages, namely, the SVM Neighboring Pages classifier. In addition, to evaluate the performance of our model in selecting the most relevant neighboring pages for genre identification, we also generated another classifier with neighboring pages by using the Google Similar Pages function 10 to return the first 10 neighboring pages. All classifiers were implemented by Weka API, 11 and we used RBFKernel Vapnik (1995) for SVM with default Weka' settings. In the learning phase, we adopt 10-fold cross validation to split the data sets for classifier training and testing. Figure 6 shows the macro-averaging of four classifiers for the pages in the test data sets KI-04, 7-Web, and IV-12 for pairwise classification, whereas Fig. 7 shows the macro-averaging of four classifiers for the pages in the test data sets KI-04, 7-Web, and IV-12 for one-class-against-the-rest classification. As shown in the results in both tables, no significant difference is observed between the SVM Contents classifier and the SVM On-Page Features classifier in the KI-04 and 7-Web data sets because the dimension of textual information feature is significantly higher than that of structural information feature and dominated by textual feature in the On-Page features classifier. The classifier based on the feature of neighboring pages generated from our algorithm outperforms other classifiers, except in the 7-Web data set in the case of pairwise classification, in which the SVM Contents classifier yields better precision result. This finding is attributed to the 7-Web data set consists of web pages with rich textual/structural information but with relatively insufficient or irrelevant textual/structural information in neighboring pages. In the case of IV-12, for the data set contains web pages without much textual information, SVM Contents and SVM OnPage Features achieve better results than the other two data sets. However, the three corpora are different from one another and should be treated independently because they have varying sizes and are different types of web page. The key finding in this test case is that the SVM Neighboring Pages classifier performs better than the other classifiers, exhibiting approximately 15 % improvement from the traditional On-Page method. Its superiority is beyond the cases in the other two corpora. This finding validates our conclusion that information in neighboring pages can significantly improve genre identification performance when textual information is limited and insufficient. In addition, the classifier based on neighboring pages generated by our model outperforms the one generated by the Google Similar Pages function in all cases, which also supports the favorable results of our neighboring pages selection approach. 
Performance of MCC
We evaluated MCC in both pairwise classification and one-class-against-the-rest classification. Figures 8 and 9 show the macro-averaging results of MCC by applying different rules to calculate the confidence score as described in Sect. 3. As shown in the tables, the maximum rule produces better results than the other two rules in all three data corpora. Based on the results, we discover that the identification results can be evidently increased by integrating all accessible information. In particular, for the 7-Web data set, the result of MCC outperforms those by SVM Contents and SVM On-Page Features, which indicates that the information extracted from neighboring pages can effectively enrich knowledge on target web pages and improve the final identification results. 
MCC vs. individual classifiers
We also compared the results between MCC and individual classifiers, as shown in Figs. 10 and 11. We selected the results of the maximum rule in MCC and the best results from the three features produced by SVM for comparison. The results show that MCC improves by approximately 20 % in KI-04 and 7-Web in pairwise classification and outperforms SVM in one-class-against-the-rest classification at an average of 4 %, which indicates that MCC can improve considerably in the case of multi-class classification.
MCC vs. other ensemble methods
To evaluate the performance of MCC, in addition to using the common majority voting (MV) Lam and Suen (1996) algorithm as the baseline method for comparison, we also implemented the random feature subspacing ensemble (RFSE) algorithm based on the (Pritsos and Stamatatos 2013) without considering the case of an unknown genre to suit our objective. We used the same features in all three methods. With respect to the parameters of RFSE, we applied the standard setting to the values of k1 and k2, which are 10 and 100, respectively. Figs. 12 and 13 show that all three methods achieve better results than the individual classifiers. The performance of MCC is only slightly better than those of MV and RFSE except in the IV-12 data set, which shows an average improvement with approximately 3 %. This result indicates that our proposed method is suitable for web pages without much textual and structural information.
Significance tests
We also designed two significance tests to compare the performance of two systems. The first is the s test designed for micro-level analysis (Yang and Liu 1999) and the second is the standard t test 12 designed for macro-level analysis. We used the following notations for the s test:
• N is the number of decisions by each system, • n is the number of times that the decision by two systems are different, and • k is the number of times that the decision by one system is correct and the decision of the other system is incorrect.
The P value (1-sided) is computed using the following binomial distribution:
where Tables 4, 5 , and 6 summarize the results of the statistical significance tests on the F1 score on the three corpora, where ">" or " " indicates a better classifier. We only performed significance tests on pairwise classification because its F1 value as is in apparent as in the case of the one-class-against-the-rest classification among classifiers. Not surprisingly, MCC dominates both micro and macro level significance tests. It is better than the other two ensemble methods and the individual classifiers.
With regard to the individual classifiers, we cannot say that the SVM Neighboring Pages classifier is significantly better than the others in the KI-04 and 7-Web corpora because their outcomes in the s test and t test disagree. However, based on the results in Table 6 , we found that the SVM Neighboring Pages classifier outperforms all individual classifiers, which proves our method can improve web page genre identification performance when the textual information of web pages is limited.
Comparisons using full text
To make our work more comprehensive, we also compared the SVM Neighboring Pages classifier, which is our main contribution to one of the representative existing works (Sharoff et al. 2010) using full text information of web pages. We used 4-grams in this experiment, which is the best feature found by the authors. The details are shown in Figs. 14 and 15 . From the results, we can see that the performance of both methods are in the same level in the KI-04 and 7-Web corpora but SVM Neighboring Pages is better in IV-12. For the KI-04 and 7-Web corpora, we noticed that the original web pages already contain sufficient textual feature; thus, the SVM 4-grams algorithm can work well. However, our SVM Neighboring Pages classifier can still achieve similar performance by applying information from neighboring pages. This result can evidently support the effect of the selected neighboring pages. Furthermore, for the IV-12 corpus that consists of web pages with limited textual information, our approach can outperform the method uses only textual features on the original pages, which is not surprising. This approach benefits from auxiliary information from neighboring pages.
Error analysis
Lastly, we analyzed the errors of the SVM Neighboring Pages classifier and the MCC method, and categorized these errors in Tables 7 and 8 . The figure presented in the tables is the average percentage of errors from pairwise classification and one-classagainst-the-rest classification. In this case, "error" is defined as the classifier or method that has not classified the web page in the right class. In Tables 7 and 8 , "Only Classifier" or "Only Method" means that the errors are only made by the SVM Neighboring Pages classifier or MCC but not the others. "Less Information" means the average percentage of errors in the case in which neighboring pages have less information or their genres are different from the original page should be classified. "All Classifiers" or "All Methods" means that errors are made by all approaches. From Table 7 , we learned that the SVM Neighboring Pages classifier heavily relies on information from selected pages. For example, in the 7-Web data set, 19.4 % of errors made by the SVM Neighboring Pages classifier do not occur with other classifiers. In other words, if we use information from the original page, then these mistakes can be avoided. The main reason that the classifier made these mistakes is, the insufficient of useful information in selected neighboring pages. For example, we found that for 78.5 % errors in the 7-Web data set, the neighboring pages have less information than the original page. For example, no backward and forward links is found for the "PHP_025.htm", and we obviously cannot get any information from neighboring pages. None of the classifiers can identify this kind of page because textual or structural information is limited in the page. Another error example is "PHP_028.htm", that is, although we can obtain a few neighboring pages, most are linked pages that are irrelevant to the page. We also found a pattern in which errors frequently happened in a personal homepage, which is one of the genres in the 7-Web data set. According to our observations, personal homepages generally contain a few external links or their linked pages belong to different genres, which is a limitation in using information from neighboring pages.
According to the results in Table 8 , given that MCC and the other two methods are combined by all classifiers, no obvious pattern is observed in all three corpora. In addition, the percentage of errors with less information is approximately 50 %, which indicates that the cause of errors does not depend on the amount of information we obtain.
Conclusions and future work
In this study, we addressed the challenge in the field of web page genre identification, which significantly benefits the improvement of web search. We focused on the situation wherein web pages only contain limited textual information, in which conventional approaches based on only On-Page features may not correctly identify the genre of these pages because of the insufficient available information. To address this problem, the idea of using neighboring web pages was proposed to potentially enrich useful feature information. For a web page to be identified, several of its neighboring pages are of the same genre as the original page. Therefore, we can select these pages and collect useful textual information from them, which can help identify the genre of the given web page. Such mechanism is particularly useful when the textual information of the given web page is insufficient. Based on these considerations, we designed our framework to select appropriate neighboring pages and effectively identify the genre of a given web page. To filter out the most appropriate neighboring pages, the GenreSim model was designed according to a graph-based similarity measure. To maximize the use of neighboring pages, we designed a MCC mechanism to integrate the information into neighboring pages with On-Page features. This framework successfully improved web page genre identification performance, particularly for cases in which the textual information is limited for the web pages to be identified. However, given that our solution heavily relies on information obtained from neighboring pages, if the neighboring pages of the given web page also contain minimal textual information, or if most of them are irrelevant to the original page, then our solution may not work as expected. Nevertheless, the proposed framework is an essential and valuable complement for the research on web page genre identification, and it provides an effective alternative solution to deal with extreme situations, such as insufficient textual information provided. The advantages of our proposed framework were proven and supported by extensive experimental evaluation on different well-known corpora with error analysis. In the future, we will focus on investigating dynamic weighting for individual classifiers to further improve the ensemble performance of multiple classifiers.
