Abstract. We present a compositional theory of system verification, where specifications assign real-numbered costs to systems. These costs can express a wide variety of quantitative system properties, such as resource consumption, price, or a measure of how well a system satisfies its specification. The theory supports the composition of systems and specifications, and the hiding of variables. Boolean refinement relations are replaced by real-numbered distances between descriptions of a system at different levels of detail. We show that the classical boolean rules for compositional reasoning have quantitative counterparts in our setting.
Introduction
In formal approaches to system design and verification, a specification prescribes a set of desirable behaviors; and a system implements the specification if all of its behaviors are among the desirable ones. Hence, the implementation question is phrased as a yes/no, or boolean, question. This setup contrasts with the quantitative point of view taken in other disciplines. For instance, in optimization theory (e.g., optimal control [8, 1] or linear programming [17] ), a specification not only describes the correct implementations (the feasible solutions), but also describes the quality of the implementations via rewards, costs, or objective functions.
Recently, much research has been devoted to developing a quantitative approach to formal design and verification. Quantitative temporal logics [6, 10, 4] and calculi [13, 7, 15, 6, 5, 14] have been suggested as specification formalisms, and directed and undirected metrics on states have been proposed as generalized notions of refinement and behavioral equivalence [9, 10, 2] . The proposal in this paper differs from the above quantitative approaches in two main respects. In [9, 10, 2, 6, 5] , the quantitative aspect aims * Supported in part by the NSF grants CCR-0234690, CCR-0208875, and CCR-0225610; by the NSF grant CCR-0132780 and ARP grant SC20051123.
at providing a measure of the similarity between systems. In our proposal, on the other hand, the quantitative aspect is used to define a cost that differentiates among more or less desirable implementations, in analogy with the setting common in optimization problems. Furthermore, the emphasis in previous work has been on systems that are modeled as indivisible units. The success of the boolean theory, however, crucially depends on its modularity: it supports component-based design and modular reasoning, whereby the properties of a complex system can be derived from the properties of its components [3, 12] . The basic operations of a modular theory of systems are composition and refinement [16] . Composition permits the construction of complex systems from simple building blocks; refinement permits a change in the level of detail when describing a system. In this paper, we study the interaction of composition and refinement in a quantitative setting, and we develop a modular theory of system verification for quantitative specifications. As in formal system design, the emphasis is on stepwise refinement and modular reasoning; as in optimization theory, the notions of specification and implementation are quantitative, rather than boolean. The proposal of this paper can thus be viewed both as a quantitative extension of the classical techniques for modular and hierarchical reasoning, and as an exploration of the issues of modularity and hierarchy in the context of optimization theory.
We develop our theory in both static (combinational) and dynamic (sequential) contexts. We distinguish between systems and specifications. A static system is a set of assignments of values to variables, and it describes a set of behaviors (e.g., input/output pairs) that may occur. A dynamic system is a set of infinite sequences of assignments to variables. A specification assigns a cost to each possible value assignment (in the static case), or to each possible infinite behavior (in the dynamic case).
The composition of two systems is defined as usual, by taking the intersection of the system behaviors. The composition of two specifications F and G combines the costs that are assigned by F and G to the implementations via a com-bination operator ⊕ : IR ≥0 × IR ≥0 → IR ≥0 , which is typically either + or max. Thus, the cost assigned by the composition F G to a variable assignment s corresponds to the sum (if ⊕ is +) or to the maximum (if ⊕ is max) of the costs assigned by F and G to s. For example, the cost of a variable assignment may express the amount of memory needed by a configuration. When composing two systems in parallel, it is reasonable to add their memory consumptions and choose ⊕ to be +; when composing the two systems sequentially, one can reuse the memory if it is shared, and may choose ⊕ to me max.
We introduce two notions of refinement: one between a system and a specification; the other between two specifications. Both notions are quantitative. The refinement distance d(I, F ) between a system I and a specification F corresponds to the maximum cost, according to F , of a behavior of I. The refinement distance r(F, F ) between a specification F and a more abstract specification F measures the maximum relative cost increase from F to F incurred by any behavior (in particular, r(F, F ) = 1). We focus on the relative distance between specifications, rather than on the absolute one, because it leads to a theory that is more robust to disturbances. For instance, if the cost assigned by F can grow unboundedly large for undesirable behaviors, then the absolute distance between F and 1.01 · F is infinite, while the relative distance is 1.01. Moreover, the relative distance is less sensitive to an increase in costs that affect already high costs, and that are thus less likely to be paid by actual implementations.
With these definitions, we are able to cast in a quantitative setting the classical theorems relating composition and refinement. In particular, the classical rule for compositionality of boolean refinement, that I F and J G implies I J F G (where I F means "I implements F "), corresponds in our quantitative setting to the two inequalities
where I and J are systems, and F and F are specifications. The classical rule allows the decomposition of a refinement problem into two simpler problems: in order to prove that a composite system I J implements F G, it suffices to prove independently that I implements F , and that J implements G. Similarly, the quantitative rules suggest a compositional approach to optimization problems: they provide bounds on the optimality of a global solution in terms of bounds on the optimality of partial solutions for the individual components. Moreover, the transitivity of boolean refinement, that I F and F F implies I F , corresponds in our setting to the two inequalities
where I is a system and F , F , and F are specifications. These rules allow the chaining of multiple refinement steps. In general, cost functions are infinite, semantic objects. In order to obtain a computational theory, we introduce symbolic cost algebras. These are a quantitative generalization of symbolic theories used in classical system verification to represent sets of states. A symbolic cost algebra consists of a set of cost functions that have finite representations, and that are effectively closed under composition, variable hiding, and refinement. Symbolic cost algebras furnish symbolic algorithms for computing refinement distances. To illustrate symbolic cost algebras, we introduce a specific example, the maxlin cost algebra, which enables the expression of piecewise-linear concave cost functions (which encode convex utility functions). We show that in this algebra, composition, hiding, and refinement distances can all be computed in polynomial time. As a result, we obtain a compositional and efficiently computable theory for quantitative reasoning about component-based systems. (3 and 4) shows that for every schedule I, we have
is, say, 1.05, then the factory is guaranteed that the costs realized by the subcontractors will be at most 5% more than the targeted costs.
The paper is organized as follows. In Section 2, we provide the basic definitions of system, specification, and composition, as well as variable hiding. In Section 3, we define our two notions of quantitative refinement, and we characterize the relationship between composition, hiding, and refinement, giving (among other results) precise statements of (1)- (4) . In Section 4, we introduce symbolic cost algebras, and as a particular example, the maxlin algebra. We show that the maxlin algebra allows polynomial-time computation of composition, hiding, and refinement distances. In Section 5, we extend our setting to dynamic systems. 
Systems and Specifications
d ∈ D x for x, we denote by (s • [x → d]) ∈ S[V ∪ {x}] the state de- fined by (s • [x → d])(y) = s(y) for y ∈ V \ {x}, and by (s • [x → d])(x) = d.
Systems.
A system I = V I , B I consists of a set V I of variables, 1 and of a subset B I ⊆ S[V I ] of states over V I . We omit the subscript I when clear from the context. We define system composition and hiding as follows.
• Composition. Given two systems I and J, their composition I J is defined by V I J = V I ∪ V J , and
• Hiding. Given a system I and a variable x ∈ Vars, we define the result Hide x (I) of hiding x in I by I itself if x ∈ V I , and otherwise by J = V J , B J , where
Specifications. Let IR ≥0 be the set of nonnegative real numbers together with ∞. A specification F = V F , c F consists of a set V F of variables, and a function c F :
The value c F (s) can be interpreted as the cost of realizing s. We require that the cost be bounded away from 0: for each specification F , there is a positive constant 1 Often, a system model distinguishes between input and output variables. However, no such distinction is necessary for the development of the theory presented in this paper. 2 One easily shows that Hidex 1 (Hidex 2 (I)) = Hidex 2 (Hidex 1 (I)). 
We omit the subscript F when clear from the context. To define the composition of two specifications, we need an operator to combine costs. A combination operator ⊕ : IR 2 ≥0 → IR ≥0 is a binary function that satisfies the following properties: (1) ⊕ is monotonic, commutative, and associative, and (2) ⊕ subdistributes over multiplication: for all
Common choices for ⊕ are + and max. For a fixed combination operator ⊕, we define hiding and composition of specifications as follows.
• Composition. Given two specifications F and G, we define their composition
• Hiding. Given a specification F and a variable x ∈ Vars, we define the result
. In other words, Hide x (F ) is equal to the minimum of F over all values of x. Once we hide a variable x in F , the specification F no longer cares about the variable x, and hence the cost is minimal over all values of x. Also note that by defining hiding as above, we obtain the boolean theory as a special case.
With abuse of notation, given a specification F , a state s ∈ S[V], and V F ⊆ V, we write c F (s) for c F (s| VF ). We illustrate these notions giving a simple example. Figure 1 
Example 2 The circuit in
The composition I 1 I 2 is {x, y, z, u}, B , where B contains all valuations over {x, y, z, u} satisfying u = x · y and z =ū. The composition 
Refinement
We introduce two notions of refinement: refinement between a system and a specification, and refinement between specifications. The refinement between a system and a specification measures the cost of a system according to a specification; the refinement between two specifications measures the relative cost difference between the specifications.
Refinement between systems and specifications. Given a system I = V I , B I and a specification F = V F , c F with V F ⊆ V I , we define the refinement distance d(I, F ) between I and F as follows:
Refinement between specifications. Given two specifications F and G with V G ⊆ V F , we define the relative refinement distance r(F, G) between F and G as follows:
Refinement hierarchies. The following theorem provides a form of triangular-inequality law formulated for relative distances. This law is the quantitative analogue of the transitivity of boolean refinement.
Theorem 1 Consider three specifications F , G, and H, and a system
The following two assertions hold:
Proof. We have d(I, G) .
Compositionality of refinement.
To prove the compositionality of refinement, we will need the following lemma.
Proof. Let a = α·c and b = β ·d. Without loss of generality let α ≥ β. Then we have
The second inequality follows from subdistributivity of ⊕ over multiplication. The next theorem states the compositionality of refinement.
Theorem 2 Consider four specifications F , F , G, and G with V F ⊆ V F and V G ⊆ V G , and two systems I and J with
Proof. The first assertion can be proved as follows:
The first inequality follows from Lemma 1.
For the second assertion, first note that d(I J, F ) ≤ d(I, F ) and d(I J, G) ≤ d(J, G). This is because
The first inequality follows from the monotonicity of ⊕.
We note that the theorem is not symmetric with respect to r and d: implementation refinements d are composed with ⊕, while specification refinements are composed with max. In particular, the theorem does not hold if in the second assertion we replace ⊕ with max. It may also be noted that given systems with boolean variables; specifications that assign cost 1 to states with desired values of variables and assign cost 2 otherwise; and with max as the combination operators we can obtain the boolean theory as a special case of the present quantitative theory. 
Hiding and refinement. The following theorem states that hiding variables of an implementation, or of a lower-level specification, does not change the distance with respect to a higher-level specification. 
Parts (1) and (2) of Theorem 3 are basic requirements of a compositional theory. These results require that hiding of a variable x for specifications is defined as the inf over the values of x; they do not hold if sup is used in place of inf.
The theorem leads to the following corollary, stating that hiding the same variable in a specification and a system, or in two specifications, yields a lesser or equal distance.
Corollary 1 Consider an implementation I and two specifications F, G with V G ⊆ V F , and V G ⊆ V I , and V G = ∅.
For all x ∈ Vars, the following two assertions hold:
d(Hide x (I), Hide x (G)) ≤ d(I, G), r(Hide x (F ), Hide x (G)) ≤ r(F, G).

Example 5 For Example 2, we have
From Corollary 1 it follows that, given a sequence of specifications G 0 , G 1 , . . . , G n , from the most concrete to the most abstract, when approximating the distance r(G 0 , G n ) via the product of the stepwise refinement distances, as in
, we obtain a tighter bound by first hiding from G 0 , . . . , G n−1 all the variables that do not appear in the most abstract specification G n . More precisely, for 1 ≤ i < n, let W i = V Gi \ V Gn be the variables present in G i but not in G n , and let
A similar result holds for refinement hierarchies in which the most concrete element is a system, rather than a specification. 
Example 6 To obtain an identity gate from the inverters in
Symbolic Cost Algebras
Static systems and specifications are infinite semantic objects: even when variables have finite domains, there is still an uncountable number of possible cost functions. In this section, we introduce symbolic cost algebras, which are symbolic representations for restricted classes of systems and cost functions that are closed under composition and hiding. We also present algorithms that operate on such symbolic representations, and compute refinement distances, compositions, and the result of hiding variables.
A 
Maximum of Linear Terms Algebra
Many interesting examples of static cost systems involve numerical variables representing physical measures, and convex utility functions encoded by piecewise linear concave cost functions that assign higher cost to systems whose behaviors are farther away from a set of desired values for the variables. As an example of a symbolic cost algebra which is geared towards such systems, we consider the maximum of linear terms algebra (maxlin algebra, in short).
In this cost algebra, we fix a countable set of real- it is easy to see that Max Ω is bounded away from 0. As a remark, notice that the factory example from the introduction, the time-to-settle example (Example 2), and the inverter example (Example 4) can be modeled in the maxlin algebra, as their cost functions only involve absolute value and linear functions.
Maxlin systems and specifications can be concretely represented by listing the coefficients of the linear terms that define them. For a maxlin system I and specification F , we write |I| and |F | for the length of such coefficient lists. We assume that arithmetic operations on rationals are performed in constant time, so that our complexity results essentially measure the number of arithmetic operations.
For the maxlin algebra, the combinator ⊕ can be either max or +. The algebra is obviously closed under composition when ⊕ is max. To see that it is also closed when ⊕ is +, it suffices to note that, for γ 1 , . . . , γ n , γ 1 , . . . , γ m ∈ Lin(V), we have
We next show that the maxlin algebra is also effectively closed under hiding.
Hiding in a maxlin system. To hide the variable x in a maxlin system I = V ∪ {x}, Φ , we proceed as follows [11] . For each φ ∈ Φ, we examine the constraint φ ≥ 0.
Let a x be the coefficient of x in φ. There are three possible cases. Let Φ 0 , Φ − , and Φ + be the least sets such that:
• If a x = 0, then Φ 0 contains φ.
• If a x > 0, then the constraint can be put in the form x ≥ δ, where δ = −b/a x − y∈V y · a y /a x . In this case, the set Φ − contains δ.
• If a x < 0, then the constraint can be put in the form x ≤ δ, where δ = −b/a x − y∈V y · a y /a x . In this case, the set Φ + contains δ.
Consider the set Φ = Φ 0 ∪ {δ + − δ − | δ − ∈ Φ − and δ + ∈ Φ + }. Then, we can show that
Moreover, computing Φ requires time quadratic in |I|.
Theorem 4 For every maxlin system I = V ∪ {x}, Φ , a maxlin system J such that [[J]] = Hide x ([[I]]) can be computed in time quadratic in |I|.
We write Hide x ( V ∪ {x}, Φ ) for the maxlin system V \ {x}, Φ .
Hiding in a maxlin specification. For the sake of simplicity, we restrict ourselves to maxlin specifications whose defining constraints have all nonzero coefficients. Let F = V ∪ {x}, Ω be such a specification, where x ∈ V and Ω = {γ 1 , γ 2 , . . . , γ n }. To show that the maxlin specifications are effectively closed under hiding, we need some preliminary definitions. Given a pair (i, j) ∈ {1, . . . , n} 2 of indices, we say that they form a counter-slope pair if the x coefficient is negative in γ i and positive in γ j . For a counter-slope pair (i, j),
Lemma 2 For every state s ∈ S[V], there is a counterslope pair
Intuitively, the lemma states that the point (x(s), y(s)) is always located at the intersection of two counter-slope lines. This can be shown by simple arguments regarding minimizing a linear function over a convex polyhedron.
Lemma 3 Let (i, j) and (i , j ) be two counter-slope pairs. For every state s
Intuitively, this lemma states that if the intersection point between two counter-slope lines is lower than the intersection point of another pair, the first point lies beneath one of the defining lines. This can be shown by a simple case analysis. j) is a counter-slope pair}. Lemma 2 shows that y(s) is one of the elements in the set on the right-hand side. It remains to be shown that it is the maximal element. Assume that y(s) = γ i (s, x i,j (s)) and x(s) = x i,j (s). For  all k = 1, . . . , n, we know that y(s) ≥ γ k (s, x(s) ). Now, if γ i (s, x i,j (s) ) is smaller than the maximum, by Lemma 3,  there is k ∈ {1, . . . , n} such that γ i (s, x i,j (s)) <  γ k (s, x i,j (s) ). We then obtain the contradiction: x(s) ). Intuitively, the contradiction is that the point (x(s), y(s) F = V, {γ 1 , . . . , γ n } , we check each pair of indices (i, j) ∈ {1, . . . , n} 2 . If (i, j) form a counterslope pair, we compute the coefficients of γ i (s, x i,j (s)), and we add the corresponding linear term to the result. This procedure terminates in time quadratic in |F |.
Theorem 5 For every maxlin specification
F = V ∪ {x}, Ω , a maxlin specification G such that [[G]] = Hide x ([[F ]]) can be computed in time quadratic in |F |.
Proof. We show that y(s)
= max{γ i (s, x i,j (s)) | (i,y(s) = γ i (s, x i,j (s)) < γ k (s, x i,j (s)) = γ k (s,
Computing Refinement Distances
Refinement between a maxlin system and a maxlin specification. Consider a maxlin system
For simplicity we present algorithms for the case when V = V ; they can be extended to the general case when
can be computed by solving the following n linear-programming problems. For all 1 ≤ i ≤ n, let m i = max γ i ; subject to the constraint set Φ.
Refinement between two maxlin specifications. Consider two maxlin specifications
As before, we can assume without loss of gener-
Intuitively, if the pair γ i ∈ Ω and γ j ∈ Ω maximizes the value of r(F, F ), then m ij calculates the corresponding value. Hence we have r(F, F ) = max{m ij | 1 ≤ i ≤ m and 1 ≤ j ≤ n}. In the optimization problems the objective function to maximize is a ratio of two linear functions.
Such objective functions can be easily reduced to linear objectives as follows. The optimization problem
can be reduced to an equivalent linear-programming problem described as:
The equivalence of the two optimization problems is easy to establish by letting y = . Since linear programming is solvable in polynomial time [17] we have proved the following result.
Theorem 6 For a maxlin system I and two maxlin specifications F and G, the refinement distances d([[I]], [[F ]]) and r([[F ]], [[G]]) can be computed in time polynomial in the size of the inputs.
Dynamic Systems and Specifications
So far, we have developed the theory for the static context, where a system is an assignment to variables. We now extend our theory to the dynamic context, where behaviors are infinite temporal sequences of valuations, and specifications assign costs to temporal sequences.
Dynamic systems.
] of states over V I , and a transition relation δ I ⊆ L × L. We omit the subscript I when clear from the context. We define composition and hiding for dynamic systems as follows.
• Composition. Given two dynamic systems I and J, their composition I J is defined by
• Hiding. Given a system I and a variable x ∈ Vars, we define the result Hide x (I) of hiding x in I by I itself if x ∈ V I , and otherwise by J = V J , B J , where 
The value c F (l)(s) can be interpreted as the cost of realizing s at location l. We require that the cost be bounded away from 0: for each specification F , there is a constant
and locations l ∈ L. We omit the subscript F when clear from the context. For a fixed combination operator ⊕, we define hiding and composition of specifications as follows.
• Composition. Given two specifications F and G, we define their composition F G by
where the location and transition relation is obtained as the usual synchronous product (as in the case of dynamic systems), and for all
• Hiding. Given a specification F and a variable x ∈ Vars, we define the result Hide x (F ) of hiding x in F by F itself if x ∈ V F , and otherwise by 
A trace τ F of a dynamic specification F is defined similarly. Given a dynamic system I and a dynamic specification F , we denote by T I and T F the set of all traces of I and F , respectively. Given a system I, and two specifications F and G with
. . be traces of I, F , and G, respectively. The trace distances are defined as follows:
Note that for each location l ∈ L I , the tuple I(l) defined by I(l) = V I , B I (l) is a static system. Similarly, for each location l ∈ L F , the tuple F (l) defined by F (l) = V F , c F (l) is a static specification, and we have
We illustrate the theory of dynamic systems and specifications with a simple, theoretical example. To make the cal- culations easier, we reuse some material from previous examples. Figure 2 displays the dynamic system I 1 = L 1 , {x, y, u}, B 1 , δ 1 , and the dynamic specification F 1 =  L 1 , {x, y, u}, c 1 , δ 1 , where
Example 7
c 1 (l 1 )(x, y, u) = 33 if u = 0, 35 if u = 1, c 1 (l 2 )(x, y, u) = 31 if u = 0, 34 if u = 1, c 1 (l 3 )(x, y, u) = 38.
From Example 4, we know that d(I
Similarly, the distance from τ to the trace
Refinement between dynamic systems and specifications. Given a dynamic system I and a dynamic specification F with V F ⊆ V I , we define the refinement distance d(I, F ) between I and F by
i.e., it is the Hausdorff distance between I and F .
Refinement between dynamic specifications. Given two dynamic specifications F and G with V G ⊆ V F , we define the relative refinement distance r(F, G) between F and G by
i.e., it is the Hausdorff distance between F and G. 
.
Compositionality of refinement.
We start with a technical lemma to generalize the results of compositional reasoning to dynamic systems and specifications. In the following, a and b represent sequences of real numbers, and a i and b i their i-th elements. A, A , B, and B be sets of sequences of real numbers bounded away from 0. Then:
Lemma 4 Let
The first part of Lemma 4 and arguments similar to the proof of Theorem 1 yield Theorem 7. This theorem provides a form of triangular-inequality law for relative distances for dynamic systems and specifications.
Theorem 7
Given three dynamic specifications F , G, and H, and a dynamic system I such that V H ⊆ V G ⊆ V F ⊆ V I and V H = ∅ and B I = ∅, the following assertions hold:
r(F, H) ≤ r(F, G) · r(G, H), d(I, G) ≤ d(I, F ) · r(F, G).
Part 2 of Lemma 4 and arguments similar to the proof of Theorem 2 yield Theorem 8, which states the compositionality of refinement for dynamic systems and specifications. 
r(F G, F G ) ≤ max{r(F, F ), r(G, G )}, d(I J, F G) ≤ d(I, F ) ⊕ d(J, G).
The analogue Theorem 3 and the corresponding corollary also generalize to dynamic systems and specifications in a straight-forward way. Furthermore, for cost functions specified in the maxlin algebra, refinement distances can be computed through quantifier elimination in the theory of reals with addition and multiplication [11] .
Example 9
Consider the second, dynamic specificatioñ F 1 = L 1 , {x, y, u},c 1 ,δ 1 from Figure 2 , wherẽ c 1 (l 1 )(x, y, u) = c 1 (l 1 )(x, y, u), c 1 (l 2 )(x, y, u) = 36.
For the static specifications F 1 (l 1 ), F 1 (l 2 ),F 1 (l 1 ),F 1 (l 2 ), andF 1 (l 3 ), we have r(F 1 (l 1 ),F 1 (l 1 )) = 1, r(F 1 (l 2 ),F 1 (l 2 )) = max{ 
Conclusion
We focused on the basic features of a modular approach to quantitative reasoning, and illustrated them with a simple concrete symbolic cost algebra. We studied both a static setting, where behaviors are sets of variable valuations, and a dynamic setting, where behaviors are sets of sequences of variable valuations. The definitions and results of this paper can be extended to more general settings. For example, we can restrict the domains of cost functions of specifications using constraints. For the maxlin cost algebra and linear constraints, our algorithms from Section 4 generalize in a straight-forward way. Also, while we have studied a relative notion of refinement, similar results may be obtained for an absolute notion, where the distance between two specifications is the difference rather than the ratio of costs. While we have not discussed symbolic cost algebras for the dynamic setting, we can extend the maxlin algebra to use automata labeled by linear constraints and linear cost functions.
In general, we expect that when the framework proposed in this paper is applied to concrete problems, the notion of state, the cost combinator ⊕, and the symbolic cost algebra need to be adapted according to the semantics of the given problem. Our purpose was to illustrate the existence of compositional frameworks for quantitative reasoning and optimization, rather than advocate one specific way of assigning, composing, and refining cost functions.
