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Let m and n be positive integers such that nm and let B be a
polynomial ring in m+n+ 1 variables over a ﬁeld k of characteris-
tic 0. We give a bijective correspondence between the equivalence
classes of embeddings Am → An and the equivalence classes of
sequences of mutually commuting locally nilpotent derivations δi
(1 i m) on B in some form, which are homogeneous with re-
spect to a Z-grading on B and have slices. The intersection A of
the kernels of δi for 1  i  m inherits the Z-grading on B . We
show that A is a polynomial ring with homogeneous coordinates if
and only if the corresponding embedding is rectiﬁable.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let k be a ﬁeld of characteristic 0, which is the ground ﬁeld. For two embeddings ϕ and ϕ′
of an aﬃne m-space Am into An , ϕ′ is called equivalent to ϕ if there is an automorphism γ of
A
n such that ϕ′ = γ ◦ ϕ . An embedding ϕ : Am → An is called rectiﬁable if ϕ is equivalent to a
standard embedding, i.e., there exists a system of coordinate functions f1, . . . , fn on An such that
the image ϕ(Am) is deﬁned by the ideal ( fm+1, . . . , fn). The Embedding Problem asks whether every
embedding Am ↪→ An is rectiﬁable or not. By the result of Abhyankar and Moh [1] and Suzuki [27],
every embedding of an aﬃne line A1 into an aﬃne plane A2 is rectiﬁable. Later, it was shown that
the Embedding Problem has the aﬃrmative answer for n > 2m+ 1 by Kaliman [12], Jelonek [11], Nori
(unpublished), Srinivas [25]. Hence every embedding of an aﬃne line A1 into An is rectiﬁable if n > 3.
It is known by Shastri [24] that there exist non-rectiﬁable embeddings A1
R
→ A3
R
of a real aﬃne line
into a real aﬃne 3-space. However, at present, it remains open whether every embedding A1
C
→ A3
C
is rectiﬁable or not.
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ϕ : Am → An , Asanuma [2] constructed algebraic actions of an r-dimensional torus Grm (1 r m+1)
on Am+n+1 so that ϕ is rectiﬁable if and only if the torus actions are linearizable, namely, conjugate to
linear actions. By the result of Shastri, it turns out that there exist non-linearizable algebraic actions
of real tori R∗ and (R∗)2 on A5
R
. In [8], van den Essen and van Rossum tried to translate Asanuma’s
construction into the terms of locally nilpotent derivations. In fact, to a given embedding ϕ : Am → An ,
they associated a sequence D = (D1, . . . , Dm) of mutually commuting locally nilpotent derivations,
and showed that the intersection of the kernels of Di for 1  i  m is a polynomial ring if ϕ is
rectiﬁable. We review their construction of Di ’s. Let Φ : k[x1, . . . , xn] → k[v1, . . . , vm] be the surjective
algebra homomorphism associated with the embedding ϕ , and let f j = Φ(x j) ∈ k[v1, . . . , vm] for 1
j  n. Let d be a positive integer. Deﬁne a locally nilpotent derivation Di (1 i m) on a polynomial
ring B = k[u, v1, . . . , vm, x1, . . . , xn] in m + n + 1 variables by
Di = ud∂vi + (∂vi f1)∂x1 + · · · + (∂vi fn)∂xn .
Then it is easily checked that DiDl = DlDi for every i and l. Further, it is shown that the sequence
D = (D1, . . . , Dm) has a slice system, i.e., each Di has a slice si ∈ B such that Di(sl) = 0 for i = l (cf.
the proof of Proposition 3.2). We give a Z-grading on B by
degu = −1, deg vi = 0, deg x j = d
for 1 i m and 1 j  n. A derivation δ on a Z-graded algebra B =⊕i∈Z Bi is called homogeneous
of degree ω if δ(Bi) ⊂ Bi+ω for every i. Each derivation Di is homogeneous of degree −d (the original
deﬁnition of Di in [8] is in the case d = 1). Note that the subalgebra B0 of B of homogeneous elements
of degree 0 is
B0 = k
[
v1, . . . , vm,u
dx1, . . . ,u
dxn
]
.
In this paper, we observe a sequence Δ = (δ1, . . . , δm) of mutually commuting homogeneous locally
nilpotent derivations on the Z-graded polynomial ring B of a form
δi = ud∂vi + f i1∂x1 + · · · + f in∂xn (∗)
where f i j ∈ B0. Each derivation δi is homogeneous of degree −d. We assume that the sequence Δ
has a slice system. Then to the sequence Δ, we can associate an embedding ϕΔ : Am → An , which
we call the embedding associated to Δ (see Section 3). For two sequences Δ1 = (δ(1)1 , . . . , δ(1)m ) and
Δ2 = (δ(2)1 , . . . , δ(2)m ) of mutually commuting homogeneous locally nilpotent derivations on B , we say
that Δ1 and Δ2 are equivalent if there is a k[v1, . . . , vm]-automorphism ψ of B which preserves
the Z-grading and satisﬁes δ(2)i ◦ ψ = ψ ◦ δ(1)i for every i. We show the following (Proposition 3.2,
Lemma 3.6).
Theorem 1.1. There is a bijective correspondence between the equivalence classes of embeddings Am → An
and the equivalence classes of sequencesΔ = (δ1, . . . , δm) of mutually commuting homogeneous locally nilpo-
tent derivations on B in a form (∗) with slice systems.
Let Δ = (δ1, . . . , δm) be a sequence of derivations as above having a slice system and let A =⋂m
i=1 Bδi where Bδi denotes the kernel of δi . Then A inherits the Z-grading on B . The following is
veriﬁed.
Theorem 1.2. Under the notation above, A is a polynomial ring with homogeneous coordinates if and only if
the associated embedding ϕΔ : Am → An is rectiﬁable. As a consequence, if n > 2m+1, then A is a polynomial
ring with homogeneous coordinates.
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isomorphic to a Gm-module if and only if A is a polynomial ring with homogeneous coordinates.
Since Δ = (δ1, . . . , δm) has a slice system, we can show that
X × m−d ∼= 1 ⊕ m0 ⊕ n−d
where i is a one-dimensional Gm-module of weight i and 
j
i denotes the direct sum of j copies
of i (see Section 4). Hence if X is isomorphic to a Gm-module, then it must be 1 ⊕ m0 ⊕ n−m−d
by comparing the tangent spaces at a Gm-ﬁxed point of both sides. Thus Theorem 1.2 is equivalent
to that X ∼= 1 ⊕ m0 ⊕ n−m−d holds if and only if ϕΔ is rectiﬁable (Theorem 5.1). The problem which
asks whether an N-dimensional aﬃne variety X satisfying X × Am ∼= Am+N is isomorphic to AN is
called the Cancellation Problem. Both of the Cancellation Problem and the Linearization Problem for
Gm-actions on AN+1 remain open for N  3. It follows from Theorem 1.2 that if n > 2m + 1, then
X = Spec A is isomorphic to the aﬃne space An+1 and the Gm-action on it is linearizable, i.e., the
cancellation holds equivariantly.
After reviewing some known facts on locally nilpotent derivations in Section 2, we prove Theo-
rem 1.1 in Section 3. In Sections 4 and 5, we prove Theorem 1.2 and observe the geometric structure
of X .
The author thanks the referee for the improvement of the original version, especially of the proof
of Lemma 3.5.
2. Preliminaries
We recall some known facts on locally nilpotent derivations on an aﬃne k-domain. As references
on locally nilpotent derivations, we refer Freudenburg’s book [9], van den Essen [6].
Lemma 2.1. Let δ be a locally nilpotent derivation on an aﬃne domain B. Suppose that δ has a slice s ∈ B, i.e.,
δ(s) = 1.
(1) The slice s is transcendental over Bδ and B is a polynomial ring Bδ[s] over Bδ .
(2) Let πs : B → B be the Dixmier map, which is the algebra homomorphism deﬁned by
πs(b) =
∑
i0
(−1)i
i! δ
i(b)si for b ∈ B.
Then Bδ = πs(B) and the kernel of πs is the ideal (s) ⊂ B.
Suppose that an aﬃne domain B is equipped with a Z-grading B =⊕i∈Z Bi . Recall that there is a
bijective correspondence between algebraic Gm-actions on Spec B and Z-graded k-algebra structures
on B . Hence there is an algebraic Gm-action on Spec B corresponding to the given Z-grading. Let δ
be a locally nilpotent derivation on B having a slice s. Then since B = Bδ[s], one can give B a new
Z-grading structure by deﬁning deg s = 1 and dega = 0 for a ∈ Bδ . Hence there is a Gm-action on
Spec B corresponding to the new Z-grading. The Gm-action on Spec B induced by δ and its slice s in
this way is given by the k-algebra homomorphism ρt : B → B[t, t−1] deﬁned by (cf. [9, 10.2])
ρt(b) =
∑
i0
(t − 1)i
i! δ
i(b)si for b ∈ B. (1)
The subalgebra of B of invariants under the Gm-action induced by δ and s is equal to Bδ ∼= B/(s).
Suppose that δ is homogeneous of degree −d and s is homogeneous of degree d with respect to
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with the Gm-action induced by δ and s.
Let Δ = (δ1, . . . , δm) be a sequence of mutually commuting locally nilpotent derivations on a Z-
graded aﬃne domain B = ⊕i∈Z Bi . Suppose that Δ has a slice system and si is a slice of δi for
1  i  m such that δl(si) = 0 for l = i. Note that δi restricts to a locally nilpotent derivation of⋂i−1
l=1 Bδl having a slice for i  2. By applying Lemma 2.1 succesively on i to the derivation δi of⋂i−1
l=1 Bδl , we obtain
B = A[s1, . . . , sm] for A =
m⋂
i=1
Bδi
and A = π(B) where π = πsm ◦ · · · ◦ πs1 and πsi is the Dixmier map induced by δi and si . For 1 
i  m, δi and its slice si induce a Gm-action on Spec B , which we call Gi-action where Gi = Gm .
The Gi-action on Spec B corresponds to the Z-grading on B such that deg si = 1 and dega = 0 for
a ∈ Bδi . The Gi-actions commute with each other and the subalgebra BGi of Gi-invariants is Bδi .
Hence an m-dimensional torus G ′ = G1 × · · · × Gm acts on Spec B and BG ′ = A. Suppose that every δi
is homogeneous of degree −d and its slice si is of degree d with respect to the original Z-grading.
Then the Gm-action corresponding to the original Z-grading commutes with every Gi-action, and an
(m + 1)-dimensional torus Gm × G ′ acts on Spec B . Note that A inherits the original Z-grading and
there is a Gm-action on Spec A.
Suppose that δ is a locally nilpotent B-derivation on a polynomial ring R = B[x1, . . . , xn] over
an aﬃne domain B . Let f i = δ(xi) for 1  i  n. If δ has a slice, then the sequence f1, . . . , fn is
a unimodular row over R , i.e., the ideal ( f1, . . . , fn) of R contains a unit. Suppose that f i ∈ B for
every i. Then δ has a slice if and only if the sequence f1, . . . , fn is a unimodular row over B . It is well
known that any unimodular row over an aﬃne domain B can be completed to an invertible matrix
by adding a suitable number of new rows if and only if any stably trivial algebraic vector bundle over
Spec B is trivial (cf. Lam [17]).
Lemma 2.2. (See van den Essen and Janssen [7].) Let δ be a non-zero locally nilpotent derivation on a
polynomial ring R = k[x1, . . . , xn] such that δ(xi) = 0 for 1  i  r and δ(xr+ j) ∈ k[x1, . . . , xr] =: B for
1  j  n − r. If the sequence δ(xr+1), . . . , δ(xn) is a unimodular row over R, then δ has a slice and Rδ is a
polynomial ring over B. Furthermore, when r  n − 2, there exists a system of coordinates ξ2, . . . , ξn−r of Rδ
over B such that each ξi is linear in xr+1, . . . , xn over B.
Proof. It suﬃces to show in the case r  n − 2. Let f j = δ(xr+ j) for 1 j  n − r. Then the sequence
f1, . . . , fn−r is a unimodular row over B as well as over R . Since any algebraic vector bundle over
A
r = Spec B is trivial by Quillen [21] and Suslin [26], the unimodular row f1, . . . , fn−r can be com-
pleted to an invertible matrix, namely, there exists an invertible matrix C = (ci j)1i, jn−r such that
ci j ∈ B and c1 j = f j . Let D = (dij)1i, jn−r be the inverse of C where dij ∈ B , and let
s = d11xr+1 + d21xr+2 + · · · + dn−r,1xn,
ξi = d1i xr+1 + d2i xr+2 + · · · + dn−r,i xn for 2 i  n − r.
Then R = B[s, ξ2, . . . , ξn−r]. Since CD is the unit matrix, it follows that s is a slice of δ and δ(ξi) = 0
for 2 i  n − r. Hence Rδ = B[ξ2, . . . , ξn−r] and the assertion follows. 
The following is easily proved.
Lemma 2.3. (Cf. [18, Lemma 3.3].) Let δ be a locally nilpotent B-derivation on a polynomial ring R =
B[x1, . . . , xn] over an aﬃne domain B. If δ(xi) belongs to the group B∗ of invertible elements of B for some xi ,
then Rδ is a polynomial ring over B.
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follows from Lemma 2.1 that
Rδ ∼= R/(xn) ∼= B[x1, . . . , xn−1]. 
3. Locally nilpotent derivations and embeddings
Let B be a polynomial ring k[u, v1, . . . , vm, x1, . . . , xn] with the Z-grading
degu = −1, deg vi = 0, deg x j = d
for 1  i  m and 1  j  n where d is a positive integer. There is a Gm-action on Spec B corre-
sponding to this grading. The invariant subring BGm is the subalgebra of B of elements of degree 0.
Hence
BGm = k[v1, . . . , vm,udx1, . . . ,udxn].
We shall observe a sequence Δ = (δ1, . . . , δm) of mutually commuting homogeneous locally nilpotent
derivations on B of a form
δi = ud∂vi + f i1∂x1 + · · · + f in∂xn
where f i j ∈ BGm for 1  j  n. Each δi is homogeneous of degree −d. In the following, a sequence
Δ = (δ1, . . . , δm) implies a sequence Δ = (δ1, . . . , δm) of mutually commuting homogeneous locally
nilpotent derivations on B of the above form unless otherwise stated. We denote the kernel of δi by
Ai and let
A =
m⋂
i=1
Ai .
Each derivation δi extends uniquely to a locally nilpotent derivation on the localization Bu at u. Note
that Bu is Z-graded. The sequence Δ = (δ1, . . . , δm) extends to a sequence of mutually commuting
homogeneous locally nilpotent derivations on Bu . The kernel (Bu)δi is the localization of Ai at u, and⋂m
i=1(Bu)δi = Au . Since δi has a slice vi/ud in Bu , the sequence Δ = (δ1, . . . , δm) of the derivations on
Bu has a slice system. Hence it follows from Lemma 2.1 that Bu = Au[v1, . . . , vm] and
Au = k
[
u,u−1, φ(x1), . . . , φ(xn)
]
where φ = φm ◦ · · · ◦ φ1 and φi is the Dixmier map deﬁned by
φi(b) = b +
∑
l1
(−1)l
l! δ
l
i(b)
(
vi
ud
)l
for b ∈ Bu .
Note that each φi preserves the grading since δi is homogeneous of degree −d and vi/ud is of de-
gree d. Since δli(x j) ∈ B is a multiple of ud(l−1) , it follows that φi(x j) = x j + u−dai j for aij ∈ BGm
and φi(b) ∈ BGm for b ∈ BGm . Hence udφ(x j) (1  j  n) is an element of AGm ⊂ BGm . Any element
b0 ∈ BGm is uniquely written as b0 = udχ + h for udχ ∈ BGm ∩ udB and h ∈ k[v1, . . . , vm]. Hence
udφ(x j) (1 j  n) is written as
udφ(x j) = udχ j + h j, (2)
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(Au)
Gm = Au ∩ (Bu)Gm = Au ∩ BGm = AGm .
Hence
AGm = (Au)Gm
= k[udφ(x1), . . . ,udφ(xn)]
= k[udχ1 + h1, . . . ,udχn + hn].
Note that AGm is a polynomial ring in n variables. In fact, it follows from Bu = Au[v1, . . . , vm] that
BGm = (Bu)Gm = AGm [v1, . . . , vm]. Hence dim AGm = n. Since AGm is generated by n elements, AGm is
a polynomial ring in n variables.
Let B¯ = B/(u) ∼= k[v1, . . . , vm, x1, . . . , xn]. Then B¯ inherits the grading and the surjection q : B → B¯
preserves the grading. The derivation δi induces a homogeneous locally nilpotent derivation δ¯i on B¯ .
Let A¯i be the kernel of δ¯i and let A¯ =⋂mi=1 A¯i . Since q◦δi = δ¯i ◦q, q induces an algebra homomorphism
Ai → A¯i for every i, and hence an algebra homomorphism q0 : A → A¯ which preserves the grading.
Lemma 3.1. The following are equivalent.
(1) Each δi has a slice si of degree d such that δi(sl) = 0 for i = l.
(2) Each δi has a slice si such that δi(sl) = 0 for i = l.
(3) The homomorphism q0 : A → A¯ is surjective.
Proof. It is obvious that (1) implies (2). We show that (2) implies (3). Suppose that each δi has a slice
si such that δi(sl) = 0 for i = l. Then the residue class s¯i ∈ B¯ of si is a slice of δ¯i such that δ¯i(s¯l) = 0
for i = l. By Lemma 2.1, it follows that B = A[s1, . . . , sm] and B¯ = A¯[s¯1, . . . , s¯m]. Then the surjectivity
of q0 : A → A¯ follows from the surjectivity of q : B → B¯ .
Suppose (3). Note that v¯ i ∈ A¯ for every i. Since q0 : A → A¯ is surjective and preserves the grading,
there exists an element αi ∈ AGm ⊂ BGm such that q0(αi) = v¯ i for every i. Then since vi −αi ∈ Kerq∩
BGm = BGm ∩ udB , αi is written as αi = vi − udsi for an element si ∈ B of degree d. Since δl(αi) =
δl(vi) − udδl(si) = 0 for any l, it follows that δi(si) = 1 and δl(si) = 0 for i = l. Hence (1) holds. 
Remark. When one of the conditions in Lemma 3.1 is satisﬁed, A¯ is a polynomial ring in n variables
(cf. Lemma 4.2).
Suppose that Δ = (δ1, . . . , δm) has a slice system and that si ∈ B is a slice of δi of degree d
such that δl(si) = 0 for i = l. Then vi − udsi ∈ AGm for every i. Hence there exists a polynomial
Fi ∈ k[X1, . . . , Xn] for 1 i m such that
vi − udsi = Fi
(
udχ1 + h1, . . . ,udχn + hn
)
.
Substituting u = 0 to the above equation, we obtain
vi = Fi(h1, . . . ,hn). (3)
Let R = k[X1, . . . , Xn] be a polynomial ring. We deﬁne an algebra homomorphism ΦΔ : R →
k[v1, . . . , vm] by
ΦΔ(X j) = h j .
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In particular, we have nm. We call ϕΔ (resp. ΦΔ) the embedding (resp. surjection) associated to Δ.
Proposition 3.2. (Cf. [8].) For any embedding ϕ : Am → An, there exists a sequence Δ = (δ1, . . . , δm) having
a slice system such that the associated embedding ϕΔ is equivalent to the given ϕ .
Proof. Let Φ : R → k[v1, . . . , vm] be the surjective algebra homomorphism associated with a given
embedding ϕ and let Φ(X j) = f j for 1  j  n. We deﬁne a homogeneous derivation δi on B for
1 i m by
δi = ud∂vi + (∂vi f1)∂x1 + · · · + (∂vi fn)∂xn .
Then δi is locally nilpotent and δiδl = δlδi . Furthermore, each δi has a slice. In fact, since Φ is a
surjection, there exists a polynomial Fl ∈ R such that
vl = Fl( f1, . . . , fn)
for 1 lm. Let sl ∈ B be an element satisfying
Fl
(
f1 − udx1, . . . , fn − udxn
)= vl − udsl.
Since δi( f j − udx j) = 0 for 1 j  n, it follows that δi(vl − udsl) = 0, i.e., δi(si) = 1 and δi(sl) = 0 for
i = l. Hence Δ = (δ1, . . . , δm) has a slice system.
The associated surjection ΦΔ : R → k[v1, . . . , vm] is deﬁned by ΦΔ(X j) = h j where h j ∈
k[v1, . . . , vm] is a polynomial satisfying udφ(x j) = udχi + h j for udχi ∈ BGm . We compute φ(x j) =
(φm ◦ · · · ◦ φ1)(x j) to obtain h j . By the deﬁnition of φi and δi , we have
φi(x j) = x j +
∑
l1
(−1)l
l! δ
l
i(x j)
(
vi
ud
)l
= x j +
∑
l1
(−1)l
l! u
d(l−1)(∂ lvi f j)
(
vi
ud
)l
= x j + u−d
∑
l1
(−1)l
l!
(
∂ lvi f j
)
vi
l
= x j + u−dh j,i,
where h j,i =∑l1 (−1)ll! (∂ lvi f j)vil ∈ k[v1, . . . , vm]. For h ∈ k[v1, . . . , vm],
φi(h) = h +
∑
l1
(−1)l
l! δ
l
i(h)
(
vi
ud
)l
= h +
∑
l1
(−1)l
l! u
dl(∂ lvi h)
(
vi
ud
)l
= h +
∑
l1
(−1)l
l!
(
∂ lvi h
)
vi
l
∈ k[v1, . . . , vm].
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φ(x j) = (φm ◦ · · · ◦ φ1)(x j)
= (φm ◦ · · · ◦ φ2)
(
x j + u−dh j,1
)
= (φm ◦ · · · ◦ φ3)
(
x j + u−d
(
h j,2 + φ2(h j,1)
))
.
.
.
= x j + u−d
(
h j,m + φm(h j,m−1) + · · · + (φm ◦ · · · ◦ φ2)(h j,1)
)
,
and we obtain
h j = h j,m + φm(h j,m−1) + · · · + (φm ◦ · · · ◦ φ2)(h j,1).
Write f j =∑Nσ=0 aσ vσi with aσ ∈ k[v1, . . . , vi−1, vi+1, . . . , vm]. Then
h j,i =
N∑
l=1
(−1)l
l!
(
∂ lvi f j
)
vi
l
=
N∑
l=1
(−1)l
l!
(
N∑
σ=l
σ !
(σ − l)!aσ v
σ−l
i
)
vi
l
=
N∑
σ=1
(
σ∑
l=1
(−1)l σ !
l!(σ − l)!
)
aσ v
σ
i
= −
N∑
σ=1
aσ v
σ
i
= − f j + ( f j |vi=0).
By a similar computation, we obtain for h =∑σ0 bσ vσi ∈ k[v1, . . . , vm] with bσ ∈ k[v1, . . . , vi−1,
vi+1, . . . , vm],
φi(h) = h +
∑
l1
(−1)l
l!
(
∂ lvi h
)
vi
l
= h −
∑
σ1
bσ v
σ
i
= h|vi=0.
Hence
(φm ◦ · · · ◦ φi+1)(h j,i) = (φm ◦ · · · ◦ φi+1)
(− f j + ( f j |vi=0))
= (φm ◦ · · · ◦ φi+2)
(−( f j |vi+1=0) + ( f j |vi=vi+1=0))
.
.
.
= −( f j |vi+1=···=vm=0) + ( f j |vi=···=vm=0).
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h j = h j,m + φm(h j,m−1) + · · · + (φm ◦ · · · ◦ φ2)(h j,1)
= (− f j + ( f j |vm=0))+ (−( f j |vm=0) + ( f j |vm−1=vm=0))+ · · · + (−( f j |v2=···=vm=0) + ( f j |v1=···=vm=0))
= − f j + ( f j |v1=···=vm=0).
Hence h j = − f j + c j for some c j ∈ k. By a linear automorphism γ of R , it follows that ΦΔ = Φ ◦ γ ,
i.e., ϕΔ is equivalent to ϕ . 
Suppose that Δ = (δ1, . . . , δm) has a slice system. Then the associated embedding ϕΔ , i.e.,
ΦΔ : R → k[v1, . . . , vm] can be deﬁned. Since ΦΔ is a surjection, there exists an Hi ∈ R such that
ΦΔ(Hi) = vi for 1  i  m. Let I be the kernel of ΦΔ . Then R = k[H1, . . . , Hm] ⊕ I as a k-vector
space. There is a set of generators Hm+1, . . . , Hr of I such that H1, . . . , Hm, Hm+1, . . . , Hr generate
R = k[X1, . . . , Xn] over k. In fact, since each X j is written as X j = r j + r′j for r j ∈ k[H1, . . . , Hm] and
r′j ∈ I , r′1, . . . , r′n ∈ I together with H1, . . . , Hm generate R . Hence we have R = k[H1, . . . , Hr] and
ΦΔ(Hi) = Hi(h1, . . . ,hn) =
{
vi for 1 i m,
0 for m + 1 i  r.
Note that r  n, and if ϕΔ is rectiﬁable, then we can take r = n and H1, . . . , Hn is a system of coordi-
nates of R .
Let
α : R → AGm = k[udχ1 + h1, . . . ,udχn + hn]
be the isomorphism deﬁned by Xi → udχi + hi . We deﬁne wi (1 i m) and y j (m + 1 j  r) by
α(Hi) = Hi
(
udχ1 + h1, . . . ,udχn + hn
)
=
{
vi − udwi for 1 i m,
ud yi for m + 1 i  r.
Since α(Hi) ∈ AGm , it follows that for every l
δl
(
vi − udwi
)= δl(ud y j)= 0.
Hence wi (1 i m) is a slice of δi of degree d such that δl(wi) = 0 for i = l and y j (m + 1 j  r)
is an element of A of degree d. Since H1, . . . , Hr generate R , it follows from AGm = α(R) that
AGm = k[v˜1, . . . , v˜m,ud ym+1, . . . ,ud yr]
where v˜ i := vi − udwi for 1 i m.
Lemma 3.3. (Cf. [8,9].) Suppose that Δ = (δ1, . . . , δm) has a slice system. Then under the notation above,
A = k[u, v˜1, . . . , v˜m, ym+1, . . . , yr].
In particular, if the associated embedding ϕΔ is rectiﬁable, then A is a polynomial ring with homogeneous
coordinates. As a consequence, A is a polynomial ring in one of the following cases
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(2) m = n,
(3) n 2m + 2.
Proof. As observed above, we have slices wi of δi of degree d for 1 i m such that δl(wi) = 0 for
i = l and y j ∈ A of degree d for m + 1  j  r. By Lemma 2.1, A is generated over k by u, πw(vi),
πw(x j) for 1 i m and 1 j  n where πw = πwm ◦ · · · ◦πw1 and πwi is the Dixmier map induced
by δi and its slice wi . The map πw preserves the grading since every δi is homogeneous of degree −d
and wi is of degree d. Note that πwi (vi) = v˜ i , and πwi (vl) = vl and πwi (wl) = wl for i = l. Hence it
follows that πw(vi) = v˜ i . Since udπw(x j) ∈ AGm , udπw(x j) is contained in an ideal AGm ∩ud A of AGm ,
which is generated by ud ym+1, . . . ,ud yr . Hence we obtain
πw(x j) ∈ k[u, v˜1, . . . , v˜m, ym+1, . . . , yr],
and A = k[u, v˜1, . . . , v˜m, ym+1, . . . , yr]. Note that dim A = n + 1 since B = A[w1, . . . ,wm]. Suppose
that ϕΔ is rectiﬁable. Then we can take r = n. Since A is generated over k by n + 1 elements, A is a
polynomial ring. 
Corollary 3.4. Let B = k[u, v, x1, . . . , xn] be a graded polynomial ring with degu = −1, deg v = 0, deg x j = d
for 1 j  n. Let δ be a homogeneous locally nilpotent derivation on B of a form
δ = ud∂v + f1∂x1 + · · · + fn∂xn
where f j ∈ B is of degree 0 for 1 j  n. If δ has a slice and n 4, then the kernel A of δ is a polynomial ring
with homogeneous coordinates.
By Lemma 3.3, it follows that
A = k[u, v˜1, . . . , v˜m, ym+1, . . . , yr]
= k[u,α(H1), . . . ,α(Hm),u−dα(Hm+1), . . . ,u−dα(Hr)]
= k[u,α(H1), . . . ,α(Hr),u−dα(Hm+1), . . . ,u−dα(Hr)]
= k[u,udχ1 + h1, . . . ,udχn + hn,u−dHm+1(udχ + h), . . . ,u−dHr(udχ + h)],
where
α(Hl) = Hl
(
udχ1 + h1, . . . ,udχn + hn
)=: Hl(udχ + h)
and we use the fact that R = k[H1, . . . , Hr] and
α(R) = AGm = k[udχ1 + h1, . . . ,udχn + hn].
Since I = (Hm+1, . . . , Hr), we obtain
A = k[u,udχ1 + h1, . . . ,udχn + hn,u−d I(udχ + h)] (4)
where I(udχ +h) is the ideal of AGm generated by h(udχ +h) for h ∈ I . Note that u is algebraically in-
dependent over k[udχ1+h1, . . . ,udχn+hn] since degu = −1 and deg(udχ j +h j) = 0 for 1 j  n. Let
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bra with degu = −1 and deg x = 0 for x ∈ R . Deﬁne a k[u]-algebra homomorphism α˜ : R[u,u−d I] → A
by X j → udχ j + h j for 1 j  n. Then by (4), α˜ is an isomorphism which preserves the grading and
restricts to the isomorphism α : R ∼−→ AGm of subalgebras of degree 0.
The following is veriﬁed.
Lemma 3.5. There is a k[u]-algebra isomorphism
α˜ : R[u,u−d I] ∼−→ A
which preserves the Z-grading and restricts to the isomorphism α : R ∼−→ AGm .
Now, we can show the following.
Lemma 3.6. Let Δ1 = (δ(1)1 , . . . , δ(1)m ) and Δ2 = (δ(2)1 , . . . , δ(2)m ) be two sequences having slice systems. Let ϕ1
and ϕ2 be the embeddings associated to Δ1 and Δ2 , respectively. Then ϕ1 and ϕ2 are equivalent if and only if
Δ1 and Δ2 are equivalent.
Proof. Suppose that Δ1 and Δ2 are equivalent. Then there is a k[v1, . . . , vm]-automorphism ψ of the
Z-graded algebra B such that δ(2)i ◦ψ = ψ ◦δ(1)i for every i. Let A(1) =
⋂m
i=1 Bδ
(1)
i and A(2) =⋂mi=1 Bδ(2)i .
Then ψ induces an isomorphism ψ |A(1) : A(1) ∼−→ A(2) which preserves the grading, and hence an iso-
morphism ψ |AGm
(1)
: AGm(1) ∼−→ AGm(2) . Let udχ(l)j + h(l)j (1  j  n) be the element of AGm(l) deﬁned by (2)
with respect to Δl for l = 1,2. Then udχ(l)1 + h(l)1 , . . . ,udχ(l)n + h(l)n is a system of coordinates of AGm(l)
and the isomorphism αl : R ∼−→ AGm(l) is deﬁned by αl(X j) = udχ(l)j + h(l)j for 1 j  n. Recall that ev-
ery element of AGm
(l) ⊂ BGm is of a form udχ + h where udχ ∈ udB ∩ BGm and h ∈ k[v1, . . . , vm]. For
udχ +h ∈ AGm
(l) , it follows that (Φl ◦α−1l )(udχ +h) = h since (Φl ◦α−1l )(udχ(l)j +h(l)j ) = h(l)j for every j,
where Φl : R → k[v1, . . . , vm] is the surjection associated to Δl . The isomorphism ψ |AGm
(1)
induces an
automorphism γ : R → R such that γ ◦ α−11 = α−12 ◦ ψ |AGm
(1)
. Note that ψ(u) = cu for c ∈ k∗ since ψ
preserves the grading. Since ψ is a k[v1, . . . , vm]-automorphism, it follows that for every j,
(
Φ2 ◦ γ ◦ α−11
)(
udχ(1)j + h(1)j
)= (Φ2 ◦ α−12 ◦ ψ∣∣AGm
(1)
)(
udχ(1)j + h(1)j
)
= (Φ2 ◦ α−12 )(cdudψ(χ(1)j )+ h(1)j )
= h(1)j
= (Φ1 ◦ α−11 )(udχ(1)j + h(1)j ).
Hence it follows that Φ1 = Φ2 ◦ γ , and ϕ1 and ϕ2 are equivalent.
Conversely, suppose that ϕ1 and ϕ2 are equivalent, i.e., Φ1 = Φ2 ◦ γ for an automorphism γ
of R . Then it follows that I2 = γ (I1) where Il ⊂ R is the kernel of Φl . Hence γ extends to a k[u]-
isomorphism γ˜ : R[u,u−d I1] ∼−→ R[u,u−d I2]. Note that γ˜ preserves the grading. By Lemma 3.5, γ˜ in-
duces a k[u]-isomorphism ψ : A(1) ∼−→ A(2) which preserves the grading and satisﬁes α2 ◦ γ = ψ ◦α1.
Let Hi (1 i m) be the element of R such that Φ1(Hi) = vi . Then the element w(1)i ∈ B (1 i m)
deﬁned by vi − udw(1)i = α1(Hi) is a slice of δ(1)i of degree d such that δ(1)l (w(1)i ) = 0 for i = l
(cf. Remark above Lemma 3.3). Hence it follows that B = A(1)[w(1)1 , . . . ,w(1)m ]. We extend the k[u]-
isomorphism ψ : A(1) → A(2) to an algebra homomorphism ψ : B → B by deﬁning ψ(w(1)i ) for
1 i m by
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(
w(1)i
)= vi − (ψ ◦ α1)(Hi).
Note that ψ(w(1)i ) ∈ B since vi − (ψ ◦ α1)(Hi) ∈ udB . In fact, since
(ψ ◦ α1)(Hi) = (α2 ◦ γ )(Hi)
= (γ (Hi))(udχ(2)1 + h(2)1 , . . . ,udχ(2)n + h(2)n )
and
(
γ (Hi)
)(
h(2)1 , . . . ,h
(2)
n
)= Φ2(γ (Hi))= Φ1(Hi) = vi,
it follows that vi − (ψ ◦ α1)(Hi) ∈ udB and ψ(w(1)i ) ∈ B is deﬁned. Let w(2)i = ψ(w(1)i ) for 1 i m.
Then by the deﬁning equation of ψ(w(1)i ), it is easily checked that w
(2)
i is a slice of δ
(2)
i of de-
gree d such that δ(2)l (w
(2)
i ) = 0 for i = l. Hence B = A(2)[w(2)1 , . . . ,w(2)m ]. It follows that ψ is a
k[u]-automorphism of B which preserves the grading and satisﬁes δ(2)i ◦ ψ = ψ ◦ δ(1)i for every i.
Furthermore, ψ is a k[v1, . . . , vm]-automorphism of B since it follows from vi = udw(1)i + α1(Hi) for
1 i m that
ψ(vi) = udψ
(
w(1)i
)+ (ψ ◦ α1)(Hi)
= vi − (ψ ◦ α1)(Hi) + (ψ ◦ α1)(Hi)
= vi . 
By Proposition 3.2 and Lemma 3.6, there is a bijective correspondence between the equivalence
classes of embeddings Am → An and the equivalence classes of sequences Δ = (δ1, . . . , δm) with slice
systems.
For two sequences Δ1 = (δ(1)1 , . . . , δ(1)m ) and Δ2 = (δ(2)1 , . . . , δ(2)m ), we deﬁne that Δ1 and Δ2 are w-
equivalent iff there is an automorphism ψ of the Z-graded algebra B , not necessarily a k[v1, . . . , vm]-
automorphism, such that δ(2)i ◦ ψ = ψ ◦ δ(1)i for every i. We deﬁne also that two embeddings ϕ1 and
ϕ2 of Am into An are w-equivalent iff there is an automorphism γ of R such that I2 = γ (I1) where
Il is the kernel of the surjection Φl : R → k[v1, . . . , vm] associated with ϕl for l = 1,2. Then there
is a bijective correspondence between the w-equivalence classes of embeddings Am → An and the
w-equivalence classes of sequences Δ = (δ1, . . . , δm) with slice systems. In fact, Lemma 3.6 holds true
when replacing “equivalent” by “w-equivalent.”
Lemma 3.7. Let Δl and ϕl be the same as in Lemma 3.6 for l = 1,2. Then ϕ1 and ϕ2 are w-equivalent if and
only if Δ1 and Δ2 are w-equivalent.
Proof. Suppose that Δ1 and Δ2 are w-equivalent. Let ψ be an automorphism of the Z-graded al-
gebra B such that δ(2)i ◦ ψ = ψ ◦ δ(1)i for every i. Then in the notation of the proof of Lemma 3.6,
ψ induces isomorphisms AGm(1)
∼= AGm(2) and A(1),d ∼= A(2),d where A(l),d is the submodule of A(l) of ho-
mogeneous elements of degree d. Since A(l),d is generated by u−d Il(udχ(l) + h(l)), this implies that
ψ |AGm
(1)
maps isomorphically the ideal I1(udχ(1) + h(1)) of AGm(1) onto the ideal I2(udχ(2) +h(2)) of AGm(2)
since ψ(u) = cu for c ∈ k∗ . Hence via αl : R ∼−→ AGm(l) , ψ |AGm
(1)
induces an automorphism γ of R such
that γ (I1) = I2. Conversely, suppose that ϕ1 and ϕ2 are w-equivalent. Then there is an automorphism
γ of R such that I2 = γ (I1). As in the proof of Lemma 3.6, γ induces an isomorphism ψ : A(1) ∼−→ A(2)
which preserves the grading and we obtain an automorphism ψ of the Z-graded algebra B such that
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(2)
i ◦ ψ = ψ ◦ δ(1)i for every i by extending ψ : A(1) ∼−→ A(2) . To show that ψ : A(1) ∼−→ A(2) can be
extended to a required automorphism of B , we have another simple proof as follows. Let w(1)i (resp.
w(2)i ) be any slice of δ
(1)
i (resp. δ
(2)
i ) of degree d such that δ
(1)
l (w
(1)
i ) = 0 (resp. δ(2)l (w(2)i ) = 0) for i = l.
Then B = A(1)[w(1)1 , . . . ,w(1)m ] = A(2)[w(2)1 , . . . ,w(2)m ]. Deﬁne an algebra homomorphism ψ : B → B by
extending ψ : A(1) → A(2) by ψ(w(1)i ) = w(2)i . Then ψ : B → B is the required automorphism and Δ1
and Δ2 are w-equivalent. 
The difference between “equivalent” and “w-equivalent” is whether one admits the exchange of a
system of coordinates of Am = Speck[v1, . . . , vm] or not.
4. The geometric structure of X
In this section, we assume that the ground ﬁeld k is algebraically closed. We use the notation in
the previous section and observe the geometry of the kernel A.
Let Y = Spec B . We call the action of Gm = k∗ on Y = A1+m+n , which corresponds to the given
Z-grading on B , G-action. As a G-variety, Y is a G-module
1 ⊕ m0 ⊕ n−d.
Let Δ = (δ1, . . . , δm) be a sequence with a slice system. Then as observed in the previous section,
it follows that m  n. Let si be a slice of δi of degree d such that δi(sl) = 0 for i = l. Then it follows
from Lemma 2.1 that
B = A[s1, . . . , sm]. (5)
As remarked in Section 2, there is the G ′-action on Y which commutes with the G-action, where
G ′ = G1 × · · ·× Gm with Gi = k∗ and the Gi-action on Y corresponds to the Z-grading on B such that
deg si = 1 and dega = 0 for a ∈ Bδi . Hence an (m + 1)-dimensional torus G × G ′ acts on Y . Note that
BGi = Bδi and BG ′ = A. The ﬁxed point set Y G ′ = Spec B/(s1, . . . , sm) is G-equivariantly isomorphic
to the algebraic quotient Y //G ′ = Spec BG ′ since it follows from Lemma 2.1 that A is G-equivariantly
isomorphic to B/(s1, . . . , sm). Let X = Spec A, i.e., X = Y //G ′ . By (5), the G × G ′-variety Y is a product
of a G-variety X and a G × G ′-module. As a G-variety, it holds that
X × m−d ∼= 1 ⊕ m0 ⊕ n−d. (6)
Note that X is smooth. When k = C, X is acyclic and topologically contractible (cf. [20]). Hence X
is an exotic aﬃne space when n  2 by the Dimca–Ramanujam theorem [4,13,22]. By (6), a tangent
space at a ﬁxed point of X is isomorphic to a G-module
W := 1 ⊕ m0 ⊕ n−m−d .
Lemma 4.1. The G × G ′-action on Y is linearizable if and only if X ∼= W .
Proof. If the G × G ′-action on Y is linearizable, then X ∼= Y G ′ is isomorphic to a G-module, which
must be W . Conversely, suppose that X ∼= W . Then since the G × G ′-variety Y is a product of a
G-variety X and a G × G ′-module, the G × G ′-action on Y is linearizable. 
Let p : X → L := Speck[u] be the morphism corresponding to the inclusion k[u] ↪→ A. Then p is
G-equivariant. Since δi has a slice vi/ud in Bu , it follows from Lemma 2.3 that p−1(U ) ∼= U × An
where U = Speck[u]u . Hence p−1(c) ∼= An for a closed point c ∈ U .
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Proof. Let p˜ : Y → L be the projection. Then the G ′-action on L is trivial and p˜ is G × G ′-equivariant.
It holds that p˜ = p ◦ π where π : Y → Y //G ′ = X is the quotient. For a closed point c ∈ L ∼= A1,
p˜−1(c) is G ′-stable and p−1(c) = π(p˜−1(c)) = p˜−1(c)//G ′ since π is surjective. We show that
p−1(0) ∼= An . The Gi-action on p˜−1(0) = Spec B¯ is induced by δ¯i and its slice s¯i where B¯ = B/(u),
δ¯i is the locally nilpotent derivation on B¯ induced by δi , and s¯i is the residue class of si in B¯ .
Since B¯ = A¯[s¯1, . . . , s¯m] where A¯ = ⋂mi=1 B¯ δ¯i , it follows that p−1(0) = p˜−1(0)//G ′ = Spec A¯. Each
derivation δ¯i on B¯ ∼= k[v1, . . . , vm, x1, . . . , xn] is a k[v1, . . . , vm]-derivation having a slice such that
δ¯i(x j) ∈ k[v1, . . . , vm] for 1 j  n. By Lemma 2.2, it follows that B¯ δ¯1 = k[v1, . . . , vm, ξ1,1, . . . , ξ1,n−1]
where ξ1, j is linear in x1, . . . , xn over k[v1, . . . , vm]. Note that the locally nilpotent derivation δ¯2 on
B¯ δ¯1 has a slice and δ¯2(ξ1, j) ∈ k[v1, . . . , vm] for 1  j  n − 1. By applying Lemma 2.2 to δ¯2 on B¯ δ¯1 ,
we have B¯ δ¯1 ∩ B¯ δ¯2 = k[v1, . . . , vm, ξ2,1, . . . , ξ2,n−2] where ξ2, j is linear in x1, . . . , xn over k[v1, . . . , vm].
Hence by applying Lemma 2.2 subsequently to δ¯i on
⋂i−1
l=1 B¯ δ¯l for 2  i m, we obtain that A¯ is a
polynomial ring in n variables, i.e., p−1(0) ∼= An . Since every closed ﬁber p−1(c) is isomorphic to An ,
it follows from [19, 6], [10] that p is ﬂat. 
The Dolgachev–Weisfeiler conjecture [5] says that a ﬂat morphism f : X → Y of smooth aﬃne
varieties with every closed ﬁber isomorphic to an aﬃne space An is locally trivial in Zariski topology.
The conjecture is true for n = 1 [15,16] and n = 2 and dim Y = 1 [14,23]. If the conjecture is true for
n, then by Bass, Connell and Wright [3, 4.4], f : X → Y is an algebraic vector bundle of rank n. By
Lemma 4.2, p : X → L satisﬁes the assumption of the conjecture. Hence if the conjecture is true for n,
i.e., there is a trivialization p−1(U0) ∼= U0 × An for a neighborhood U0 of 0 ∈ L ∼= A1, then p : X → L
is a vector bundle over L ∼= A1, which implies that X ∼= L × An ∼= An+1.
By Lemma 3.3, we have the following.
Lemma 4.3. Suppose that the associated embedding ϕΔ is rectiﬁable. Then
X = L × (m0 ⊕ n−m−d )∼= W .
In the next section, we show that the associated embedding ϕΔ is rectiﬁable if and only if X ∼= W .
5. Torus actions and embeddings
We use the notation in Sections 3 and 4. Let Δ = (δ1, . . . , δm) be the sequence with a slice sys-
tem. Let ϕΔ be the embedding associated to Δ and let I be the kernel of the surjection ΦΔ : R →
k[v1, . . . , vm] associated to Δ. Then by Lemma 3.5, A is isomorphic to R[u,u−d I] as a Z-graded alge-
bra. Recall that R[u,u−d I] is Z-graded by degu = −1 and deg x = 0 for x ∈ R and that the Gm-action
on X = Spec A corresponding to this Z-grading is called G-action. We show that X is isomorphic to a
G-module W = 1 ⊕ m0 ⊕ n−m−d if and only if ϕΔ is rectiﬁable.
Theorem 5.1. X is isomorphic to W if and only if ϕΔ is rectiﬁable.
Proof. By Lemma 4.3, if ϕΔ is rectiﬁable, then X ∼= W . Suppose that X ∼= W . Then AI := R[u,u−d I]
is isomorphic to a Z-graded polynomial ring k[ξ0, . . . , ξn] with deg ξ0 = −1, deg ξi = 0 for 1 i m,
deg ξm+l = d for 1  l  n − m. Let Φ : R → k[v1, . . . , vm] be the surjection associated with a stan-
dard embedding Am → An such that the kernel of Φ is J = (Xm+1, . . . , Xn). Let A J := R[u,u−d J ] =
k[u, X1, . . . , Xm,u−d Xm+1, . . . ,u−d Xn]. Then k[ξ0, . . . , ξn] is isomorphic to A J as a Z-graded algebra
by mapping ξ0 → u, ξi → Xi for 1 i m, ξm+l → u−d Xm+l for 1 l n−m. Hence we obtain an iso-
morphism ψ : AI ∼−→ A J which preserves the grading. Note that AGmI = AGmJ = R and AI,d (resp. A J ,d)
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mogeneous elements of degree d. Since ψ : AI ∼−→ A J preserves the grading, it follows that ψ(u) = cu
for c ∈ R∗ = k∗ and ψ induces isomorphisms γ : R = AGmI → AGmJ = R and AI,d ∼= A J ,d . This implies
that the automorphism γ of R maps isomorphically the ideal I onto the ideal J since ψ(u) = cu for
c ∈ k∗ (cf. the proof of Lemma 3.7). Let f j := γ−1(X j) for 1  j  n. Then f1, . . . , fn is a system of
coordinates of R and I = ( fm+1, . . . , fn). Hence ϕΔ is rectiﬁable. 
When d = 1, A is isomorphic to the Rees algebra RR(I) = R[u,u−1 I], and B ∼=RR(I)[s1, . . . , sm]
by (5) where si is of degree 1. Then our G × G ′-action on Y = Spec B ∼= A1+m+n corresponds to the
Z
1+m-grading on RR(I)[s1, . . . , sm] given by deg x = 0 for x ∈ R and
⎛
⎜⎜⎜⎜⎝
degu
deg s1
deg s2
.
.
.
deg sm
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎝
−1 0 0 · · · 0
1 1 0 · · · 0
1 0 1 0
.
.
.
.
.
.
. . .
1 0 0 1
⎞
⎟⎟⎟⎟⎠ .
It is shown in Asanuma [2, Proposition 5.1] that the above G × G ′-action on Y is linearizable if and
only if ϕΔ is rectiﬁable (cf. Lemma 4.1 and Theorem 5.1).
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