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Abstract 
Cloud Computing environment provisions the supply of computing resources on the basis of demand, as and 
when needed. It builds upon advances of virtualisation and distributed computing to support cost efficient usage of 
computing resources, emphasizing on resource scalability and on-demand services. It allows business outcomes to 
scale up and down their resources based on needs. Managing the customer demand creates the challenges of on-
demand resource allocation. Virtual Machine (VM) technology has been employed for resource provisioning. It is 
expected that using virtualized environment will reduce the average job response time as well as executes the task 
according to the availability of resources. Hence VMs are allocated to the user based on characteristics of the job. 
Effective and dynamic utilization of the resources in cloud can help to balance the load and avoid situations like slow 
run of systems. This paper mainly focuses on  allocation of  VM  to  the  user, based on analyzing the characteristics 
of  the  job. Main principle of this work is that low priority jobs (deadline of the job is high) should not delay the 
execution of high priority jobs (deadline of the job is low) and to dynamically allocate VM resources for a user job 
within deadline 
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1. Introduction  
A Cloud is a type of parallel and distributed system consisting of a collection of interconnected 
and virtualized computers that are dynamically provisioned and presented as one or more unified 
computing resource based on Service Level Agreements (SLA) established through negotiation between 
the service provider and consumers. Cloud computing is an internet-based computing in which large 
groups of remote servers are networked to allow sharing of data-processing tasks, centralized data storage, 
and an online access to computer services or resources. It relies on sharing of resources to achieve 
coherence and economies of scale, similar to a utility (like the electricity grid) over a network. Cloud 
computing also focuses on maximizing the effectiveness of the shared resources. Cloud resources are not 
only shared by multiple users but are also dynamically re-allocated on demand. The main enabling 
technology is virtualization. Virtualization software allows a physical computing device to be 
electronically separated into one or more "virtual" devices, each of which can be easily used and managed 
to compute tasks. Virtualization provides the agility required to speed up IT operations, and reduces cost 
by increasing infrastructure utilization. 
 
Scheduling is an important of any operating system. CPU scheduling deals with problem of 
deciding which of the processes in the ready queue is to be allocated CPU time. When a job is submitted 
to a resource manager, the job waits in a queue until it is scheduled and executed. The time spent in the 
queue, or wait time, depends on several factors including job priority, load on the system, and availability 
of requested resources. Turnaround time represents the elapsed time between when the job is submitted 
and when the job is completed. It includes the wait time as well as the jobs actual execution time. 
Response time represents how fast a user receives a response from the system after the job is submitted. 
Resource utilization during the lifetime of the job represents the actual useful work that has been 
performed. System throughput is defined as the number of jobs completed per unit time. Mean response 
time is an important performance metric for users, who expect minimal response time. 
 
In a typical production environment, many different jobs are submitted to cloud. So, the job 
scheduler software must have interfaces to define workflows and/or job dependencies, execute the 
submitted jobs automatically. The cloud broker has pre-configured and stored in the cloud all the 
necessary VM images to run users’ jobs. All the incoming jobs are enqueued into a queue. A system-level 
scheduler, running on a dedicated system, manages all the jobs and a pool of machines, and decides 
whether to provision new VM from clouds and/or to allocate jobs to VMs. The scheduler is executed 
periodically. At each moment, the scheduler performs five tasks: (1) Predicting future incoming work-
loads; (2) Provisioning necessary VMs in advance, from clouds; (3) Allocating jobs to VM; (4) Releasing 
idle VMs if its Billing Time Unit (BTU) is close to increase; (5) If the time of un-allocated jobs is high, 
starting the necessary number of VMs. 
 
Cloud computing builds upon advances of virtualisation and distributed computing to support cost 
efficient usage of computing resources, emphasizing on resource scalability and on-demand services. 
Cloud computing allows business outcomes to scale up and down their resources based on needs. 
Managing the needs of the customer creates the challenges of on-demand resource allocation. Virtual 
machine technology has been employed for resource provisioning. Hence VM are allocated to the user 
based on characteristics of the job. Low priority jobs should not delay the execution of high priority job. 
This scenario leads to resource contention between low and high priority jobs to access resources. The 
outcome of the paper is priority-based preemption policy that improves resource utilisation in a virtualised 
environment. 
 
The remainder of this paper has been organised as follows. Section 2 gives a brief review of 
related works regarding resource allocation in cloud environment. Section 3 presents a proposed algorithm 
for resource allocation and an overview of experimental environment. Section 4 shows the performance 
analysis of the proposed approach and finally Section 5 concludes the paper. 
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2. Related Work 
IaaS cloud allocates resources to competing requests based on pre-defined resource allocation 
policies. Presently, most of the cloud providers rely on simple resource allocation policies like immediate 
and best effort. Amazon EC2 is a public cloud which provides computing resources to general public on 
pay-per-use model. Eucalyptus and Open Nebula are cloud toolkits which can be used to setup a cloud on 
local infrastructure. 
 
Haizea is an open source resource lease manager that can be used as a scheduler for Open Nebula 
and Haizea provides the only Virtual Infrastructure (VI) management solution offering advance 
reservation of capacity and configurable VM placement policy. Sometimes it is not possible for cloud 
providers to satisfy all the requests which come to them on immediate basis due to lack of resources7.   
 
 Haizea tries to address this issue. User requests computational resources from Haizea in the form 
of lease. The lease is accepted by Haizea if and only if Haizea can assure the resource allocation policy 
requested by this lease. Assuring the resource allocation policy means providing requested resources for 
requested duration at requested start time. Haizea will then reserve the resources for this lease. Whenever 
start time of these reservation comes, Haizea allocates resources in the form of VMs. Haizea assumes the 
best-effort leases are preemptable and they do not have any time constraints. Immediate and advance 
reservation leases are non-preemptable and have time constraints. It will preempt best-effort leases 
whenever the resources are required for advance reservation or immediate leases. There is no guarantee 
that a submitted best-effort lease will get resources for completion within a certain time limit. If the 
system is flooded with lots of advances and immediate leases then best-effort leases will not have enough 
resources to run on. The consumers of best-effort lease may not like to wait as long to get resources. They 
will start submitting their requests as advance reservation leases rather than best-effort leases, to be 
assured that the submitted requests will be completed within a certain time limit. As there are very less 
best-effort leases, the system utilization will go down. To handle this situation, deadlines are associated 
with best-effort leases. These kinds of leases are called deadline sensitive leases. They are assumed to be 
preemptable. It is preemptable only if the scheduling algorithm of Haizea can assure that it can be 
completed before its deadline. Thus it will assure the consumers that their request will be completed 
within a certain time limit.  
 
VM-based resource reservation (i.e) the reservations of CPU, memory and network resources for 
individual VM instances, as well as for VM cluster. The fundamental goal is to enable an application to 
request the creation of virtual machines and clusters based on high-level specifications of both the VMs’ 
environments and its desired QoS1. A model for predicting various run-time overheads involved in using 
virtual machines, allowing us to efficiently support advance reservations2. An approach that uses leasing, 
as the fundamental resource provisioning abstraction for both best effort and advance reservation requests. 
The job abstraction used by batch scheduler ties together the provisioning of resources for the job and its 
execution, with resource provisioning typically happening as a side-effect of job submission3. The 
Software as a Service (SaaS) provider leases resources from cloud providers and also leases software as 
services to SaaS users. The SaaS providers aim at minimizing the payment of using VMs from cloud 
providers, and want to maximize the profit earned through serving the SaaS user’s requests4. To reduce 
the impact of  pre-empting VM, policies that determine the proper set of lease(s) for preemption are 
proposed5. 
 
Batch schedulers implement the backfilling algorithm but with different variants. A well-known 
variant is Conservative backfilling where a job enters the waiting queue with an associated start time when 
a job is submitted to the scheduler. Some jobs in the queue can then be reordered with an earlier start time 
if they do not delay the already allocated jobs. A variation of this backfilling is aggressive backfilling 
where the scheduler attributes a start time for the first job in the queue and all the other jobs in the queue 
can be reorganized at any time if they do not delay the start time of the first job. Haizea comes with 
backfilling as one of its default scheduling actions. Virtualization allows creating additional virtual 
processors on physical ones to reduce the problem of scheduling both sequential and parallel jobs. The 
researchers use virtualization of cloud nodes to manage the time spent by all running tasks on each 
processor and share them with other tasks. Time sharing between users is however not always realistic on 
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cloud as the applications are often tuned to get the best performance with the assumption that they run 
alone on one processor. 
3. Proposed Approach 
Cloud computing has taken the degree of efficiency and agility realized from virtualization. Virtualization 
helps efficient use of hardware resources. Hence Virtual Machines are allocated to the user based on their 
job in order to reduce the number of physical servers in the cloud environment. But most VM resources 
are not efficiently allocated based on the characteristics of the job to meet out Service Level Agreements 
(SLA). Hence, we propose a dynamic VM allocation model based on the characteristics of the job, which 
can dynamically reconfigure virtual resources and thereby increasing the resource utilization. 
 
When all existing resources (VMs) are allocated to low priority jobs and a high priority job comes 
in, the low priority job (deadline is high) has to be preempted its resources allowing a high priority job 
(deadline is low) to run in its resource. When a job arrives, availability of the VM is checked. If the VM is 
available then job is allowed to run on the VM. If the VM is not available then the algorithm find a low 
priority job taking into account the job’s lease type. The low priority job is paused its execution by 
preempting its resource. The high priority job is allowed to run on the resources preempted from the low 
priority. When any other job running on VMs are completed, the job which was paused early can be 
resumed if the lease type of the job is suspendable. If not the suspended job has to wait for the completion 
of high priority job running in its resources, so that it can be resumed. 
The lease types associated with the jobs are  
 
 Cancellable: These requests can be scheduled at any time after their arrival time. It need not be 
resumed later. Cancellable leases do not guarantee the deadline. 
 
 Suspendable: Leases of this type can be suspended at any time but should be resumed later. This 
type of lease guarantees the execution but not in a specific deadline. Suspendable leases are 
flexible in start time and can be scheduled at any time after their ready time. In the case of 
preemption, these leases should be rescheduled to find another free time-slot for the remainder of 
their execution.  
 
 Non-Preemptable: The leases associated with such requests cannot be preempted at all.  
 
If the algorithm finds two or more low priority jobs the lease type of the job should be considered. 
If the lease type is Non-preemptable then the job is ignored for the candidate set. Priority is given to 
cancellable lease type than suspendable lease type as the jobs with such lease type can be killed. The job 
with suspendable lease type should be suspended and resumed. If there are two or more low priority jobs 
with suspendable lease type then the level of completion of job is considered. The job which has finished 
only a minimum portion of job is chosen for preemption. 
 
Procedure 1: Selection of job for execution of high priority job 
Input:  Jobs in execution; New high priority job; Threshold 
Output:  Selected Job for execution of New high priority job 
1 Begin  
2 For each job in Jobs in execution 
3        if (lease = suspendable || cancellable) 
4 candidateSet.add(job) 
5       end if 
6  end for 
7  For each job in candidateSet 
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8      if (job.deadline <  New high priority job.deadline) 
9 candidateSet.remove(job) 
10      end if  
11  end for 
12  For each job in candidateSet 
13       if(job.execution > Threshold) 
14 candidateSet.remove(job) 
15       end if 
16  end for 
17  if (candidateSet.count > 1) 
18       Selected Job Å candidateSet.select(1) 
19  end if 
20  End 
Algorithm 1: Execution of High priority job when all existing resources are allocated 
Input: New job, all jobs running in host 
Output: Execution of all jobs submitted to the host 
1 Begin 
2 Arrival of New job 
3  if (New job.deadline< all jobs running in host) 
4       High priority job = New job 
5  if (VM is available) 
6       allocate High priority job to that VM 
7  else 
8       Suspend job Å Selection of  Job for execution of high priority job(); 
9       Suspend (Suspend job) 
10       allocate High priority job to VM from which a job was suspended 
11  end if 
12  Execution of all jobs running in the VM 
13  if (completion of a job which is running in VM) 
14       resume (Suspend job) 
15       allocate the resumed job to that VM  
16  end if 
17  Execution of resumed job 
18  End 
4. Results and Discussion 
In our paper using CloudSim, we have simulated a datacenter with two hosts each with two PEs. 
We have created two VMs which are in need of one PE each. These VMs are allocated as hosts based on 
no. of PEs available in the host and no. of PEs required by the VM. Jobs are given to the VMs for 
execution. The first two jobs are allocated to the VMs based on First Come First Serve basis. The deadline 
of the next job is checked. If it has low deadline than the first two jobs then it a high priority job. 
Otherwise, the job is low priority job. The low priority job has to be executed after any of the jobs 
complete their execution. For the execution of high priority job any of the jobs in execution should be 
suspended. The job for suspension is selected based on the lease type of the job. If two or more jobs are 
selected, then the length of remaining job is checked. Select the job for which the length of remaining job 
is maximum. The selected job is suspended. The high priority is executed in the VM from which job was 
suspended. Allocate VM for the suspended job if any of the jobs have completed execution. The same 
procedure is followed for all the incoming jobs. 
35 A.T. Saraswathi et al. /  Procedia Computer Science  47 ( 2015 )  30 – 36 
Fig. 1. Time comparison for various jobs 
 
 
 
 
 
 
 
 
Fig.1, depicts the time comparison of jobs.  
The graph shows four jobs with different expected time. The actual time is very less when 
compared to the expected time. This is because of the scheduling policies used in the proposed algorithm. 
The actual time increases with increase in expected time. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.Allocation of VMs on the hosts based on PEs 
Fig. 2, depicts the allocation of VMs on the hosts based on PEs. Creation of VMs on hosts depends 
on the number of PEs required by the VM and PEs available in the host. Here, two hosts with two PEs each 
are created in the datacenter. It depicts the creation of VMs 1, 2, 3 and 4 on the hosts and failure of creation 
of VMs 4 and 5. The failure is because of insufficient PEs in the hosts in the datacentre. This can be 
resolved by creating a new host on the datacenter with sufficient PEs. 
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Table 1. Execution status of various jobs 
Cloudlet ID 
 
Status Datacenter ID VM 
ID 
Time Start time  Finish Time 
0 SUCCESS     2 0 1200 0  1600 
1 FAILURE     2 1 2000 0.1  1400.1 
2 SUCCESS     2 0 400 200.1  600.1 
3 SUCCESS     2 0 1500 1600.1  3100.1 
4 SUCCESS     2 1 600 1400.1  2000.1 
         
Table.1, shows the execution status of 5 jobs running in 2 VMs. The first job and the second job 
are allowed to run in VMs 1 and 2 according to FCFS scheduling. The lease type of the jobs 1 and 2 are 
suspendable and cancellable respectively. The third job pre-empts the resources from job 1 as its lease 
type is suspendable and it is a low priority job. Job 4 is a low priority job it executes after the completion 
of job 1. Job 5 is a high priority job it suspends the execution of job running in VM 2.The job 1 is resumed 
after execution of job 3. 
 
5. Conclusion 
In this paper, a new method is proposed for execution of high priority job. This method avoids 
creation of new virtual machines for the execution of newly arrived job. The proposed algorithm suspends 
a low priority job and runs a high priority job in the VM from which low priority job was suspended. 
Resume the suspended job if any of the VM in which job have been completely executed. The method has 
less overhead in executing all jobs, when compared with creation of new VM. In future the work can be 
extended to implement the proposed approach in a real time cloud environment by considering economy-
based preemption policies. 
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