Facility location is a prominent optimization problem that has inspired a large quantity of both theoretical and practical studies in combinatorial optimization. Although the problem has been investigated under various settings reflecting typical structures within the optimization problems of practical interest, little is known on how the problem behaves in conjunction with parity constraints. This shortfall of understanding was rather disturbing when we consider the central role of parity in the field of combinatorics. In this paper, we present the first constant-factor approximation algorithm for the facility location problem with parity constraints. We are given as the input a metric on a set of facilities and clients, the opening cost of each facility, and the parity requirement-odd, even, or unconstrained-of every facility in this problem. The objective is to open a subset of facilities and assign every client to an open facility so as to minimize the sum of the total opening costs and the assignment distances, but subject to the condition that the number of clients assigned to each open facility must have the same parity as its requirement.
Introduction
Parity plays a central role in a myriad of topics in combinatorics. This is so natural that one would not need examples; yet, we remark that, as a short sample of previous works, Schrijver and Seymour [42] for example studied the packing of odd paths, Everett et al. [18] and Kamiński & Nishimura [28] considered induced path parities in connection with the theory of perfect graphs, and Kakimura et al. [27] studied the packing of parity-constrained cycles intersecting a given vertex set. Naturally, there also exists a large volume of previous research that incorporates parity constraints into different combinatorial optimization problems. Submodular function minimization [21, 22] , the minimum cut problem [39, 7] , the shortest path problem (cf. [23] ), and the connected subgraph problem [43, 10] are all examples of such problems. However, introducing parity constraints to combinatorial optimization problems usually results in a significant level of added complexity in their algorithms, and perhaps due to this difficulty, not all parity-constrained combinatorial optimization problems are as well studied as one would expect from the centrality of parity in this field.
The facility location problem is one of the prominent optimization problems that has guided a large volume of studies in both computer science and operations research (see, e.g., [5, 31, 36, 45] ). In this problem, we are given as the input a set of facilities and a set of clients, along with the opening cost of each facility and the metric distance between every pair of facility and client. The goal of the problem is to choose a subset of facilities to open and a clustering that assigns every client to an open facility, so as to minimize the sum of the facility opening costs and the distance between each client and the facility it is assigned to. While the facility location problem also served as a test bed on which a variety of algorithmic theories were developed, another primary reason the problem has attracted the interests of many researchers is that it closely reflects the structure of optimization problems witnessed in practice. Precisely for this reason, facility location problems are studied in a wide variety of settings that better reflect typical constraints imposed on the problem, including the capacitated version [31, 30, 40, 6, 4] that places an upper bound on the number of clients assigned to an open facility, online and/or dynamic variants [11, 20, 16, 32] , mobile facility location [2] , planar versions [37] , and the lower-bounded version that imposes a lower bound on the number of clients assigned to an open facility [35] . Unfortunately, in conjunction with parity constraints, it was not previously known how this well-understood problem behaves on the other hand.
This paper aims at filling this gap. In the O-facility location problem, a subset of facilities O is specified as part of the input, in addition to the usual input for the unconstrained facility location problem. The goal of the problem is still to find a minimum-cost subset of open facilities with a clustering of the clients, but now we also need to ensure an additional constraint that the number of clients assigned to each open facility i must be odd if i ∈ O, and even otherwise. It is particularly surprising that we do not have a proper understanding of this generalized version to this date, especially when we consider its practical relevance. In many problems that seek an optimal clustering, we sometimes have a strong preference for either parity of the cluster sizes. For example, Ahamad and Ammar [1] demonstrate that the performance of a distributed database system (DDBS), measured by success rates and mean response times, depends on the parity of the number of storage sites. In fact, this preferred parity is determined as a function of the server failure rates and the ratio between the number of read and write transactions. Thus, the task of clustering a given set of storage sites into multiple instances of distributed database systems, which host different applications whose parameters vary, can be formulated as an O-facility location problem. Preference on a particular parity can also be witnessed in other distributed system design settings (see, e.g., [46] ) or even outside the realm of computer science and operations research [19, 38] .
Another extensively studied clustering problem is the k-center problem, a bottleneck optimization vari-ant of facility location. Given an integer k and a metric on a set of nodes, the goal of this problem is to choose at most k nodes as centers and assign every node to one of these centers. In contrast to the (minsum) facility location problem, the objective here is to minimize the maximum assignment distance. In applications, depending on the nature of the assignment distances, one may be more interested in this bottleneck objective rather than min-sum: imagine for example that in the problem of clustering storage sites the assignment distances were given as the propagation delays of communication links, in which case the maximum propagation delay would have greater significance compared to the "total" delay. The k-center problem was studied in various settings as well, including capacitated versions [29, 12] , dynamic/online settings [33, 9] , planar graphs [15, 13] , and lower-bounded versions [17] . However, a similar lack of understanding again exists for parity constraints. In the parity-constrained k-center problem, each node is labeled with one of the following as part of the input: odd, even, or unconstrained. The objective of the problem is now to find an assignment where the number of nodes assigned to each center has the same parity as its label. Note that, unlike its min-sum counterpart, we allowed three types of parity constraints (or absence thereof). This is because, for the facility location problem, there is a very simple equivalence argument (see Section 4.4) between the O-facility location problem and the version that allows unconstrained facilities.
In this paper, we present the first O(1)-approximation algorithm for the parity-constrained facility location problem: first for the special case where O = ∅, and then for the general case. We also present the first O(1)-approximation algorithm for the parity-constrained k-center problem. Theorem 1.3. There exists an O(1)-approximation algorithm for the parity-constrained k-center problem.
The difficulty of the classic unconstrained facility location problem lies in the fact that it is a "joint optimization" problem: it is trivial to find an optimal assignment when the set of open facilities is given, but the simultaneous optimization of the choice of open facilities along with the assignment makes the problem difficult and, in fact, NP-hard. The O-facility location problem is a generalization of the unconstrained facility location problem and therefore inherits this difficulty. Moreover, even when the set of open facilities is given, it is not as easy to find an optimal assignment for this problem (although polynomial-time solvable).
In order to obtain good approximation algorithms for the unconstrained facility location problem, many algorithmic tools have been used. In particular, linear programming (LP) relaxations and methods based on them have been successful [44, 26, 25, 8, 34] . Unfortunately, however, the O-facility location problem does not appear amenable to LP-based techniques, and it is easy to show that the standard LP relaxation devised in the context of the unconstrained problem has an unbounded integrality gap, i.e., the LP optimum can be away from the true optimum by an arbitrarily large factor. In fact, even the integral optimum to the unconstrained instance obtained by dropping the parity constraints can be arbitrarily away from the true optimum. 1 Despite this gap, to our surprise, we will prove that the approximation algorithms for the unconstrained facility location problem can serve as a useful subroutine of an approximation algorithm for the parity-constrained generalization.
In Section 3 and Appendix A, we present our O(1)-approximation algorithm for the all-even case, i.e., O = ∅. The algorithm begins with finding a minimum perfect matching on the set of clients. Using the fact that every facility is assigned an even number of clients in an optimal solution, we can "shortcut" the optimal solution into a perfect matching, bounding the minimum cost of a perfect matching. We then reduce the given instance to an instance of the unconstrained facility location problem by designating one of the two matched clients as the representative, at the cost of a constant multiplicative factor in the approximation ratio.
This clean approach, however, crucially relies on the fact that every facility is even-constrained, and does not extend to the general case. This necessitates a totally different approach, which is presented in Section 4. The first step of our O(1)-approximation algorithm for the general case is to drop the parity constraints and solve this instance using an algorithm for the unconstrained problem. 2 The cost of the obtained approximate solution is a lower bound on the true optimum, but as was noted earlier, it may be arbitrarily smaller than the true optimum. However, we show that the parity violation of this initial solution can be repaired by performing a set of three types of operations: reassigning one client from an open facility to another, opening a new facility, and closing down an open facility after reassigning all its clients to another facility. We observe that, interestingly, it suffices to permit the third type of operation only when the facility is odd-constrained, which in turn allows such a set of operations to be encoded as a sparse T -join on an auxiliary graph. The auxiliary graph has three types of edges corresponding to the three types of operations. The key step of the analysis is to show that the minimum cost of a T -join of the auxiliary graph is bounded by a linear combination of the initial solution (despite the gap) and an optimal solution.
In contrast to the O-facility location problem, the parity-constrained k-center problem turns out to be quite amenable to existing techniques. In Appendix B, we show that the standard method to solve bottleneck optimization problems, namely guessing the optimum and considering an unweighted graph of "admissible" edges along which assignments can be made, remains useful for this problem. The algorithm considers each connected component of this graph to perform a long "chain" of reassignments, similar to other variants of the k-center problem [12, 3] . 3 Future directions. One of the interesting questions that follow this paper is whether we can write an algorithmically useful LP relaxation for the O-facility location problem. As we could use an LP-based approximation algorithm for the unconstrained facility location problem as a subroutine of our algorithm, one could say that our algorithm can technically be an LP-based algorithm; this, of course, is not a satisfactory answer. Rather than having to solve an LP relaxation which itself is parameterized by a rounded integral solution to another relaxation (which is the case for our algorithm), it would be interesting to have a single relaxation that can be separated in polynomial time and solved to obtain an O(1)-approximate lower bound on the optimum. Recall that, for the minimum-cost T -join problem, an exact and polynomial-time separable relaxation exists [14] .
Another intriguing future direction is in introducing parity constraints to further combinatorial optimization problems. As we noted earlier, to our surprise considering the prominence of parity in combinatorics, there remain many parity-constrained optimization problems yet to be studied. We envision that a further understanding of our algorithm, particularly if we can positively answer our first open question, may lead to extending our knowledge to other parity-constrained optimization problems.
Preliminaries
Problem definition. As the input of the O-facility location problem, we are given a set of facilities F , a set of clients D, opening costs f : F → Q ≥0 , assignment costs 4 c :
→ Q ≥0 satisfying the triangle inequality, and a set of facilities O ⊆ F that, if open, are required to be assigned odd number of clients.
A feasible solution to the problem is given by a set of open facilities S ⊆ F and an assignment of clients σ : D → S to the open facilities. In order for (S, σ) to be a feasible solution, it must satisfy the parity constraints: for all i ∈ S ∩ O, |σ −1 (i)| must be odd; for all i ∈ S ∩ O, |σ −1 (i)| must be even. The objective is to find a feasible solution that minimizes the total solution cost, defined as i∈S f (i) + j∈D c(σ(j), j).
An equivalent problem definition. Alternatively, we can define our problem as taking a parity constraint function π : F → {odd, even, unconstrained} instead of O. In this case, the parity constraint is redefined as follows: for each i ∈ F , |σ −1 (i)| must be odd if π(i) = odd and even if π(i) = even. (If π(i) = unconstrained, we do not impose any parity constraints on |σ −1 (i)|.) Observation 2.1. The two problem definitions are equivalent.
Its proof is deferred to Section 4.4. Note that this observation shows the NP-hardness of the O-facility location problem.
Notation. To simplify the presentation, we introduce the following shorthands: for any S ⊆ F , let f (S) := i∈S f (i), and for any σ : D → S, let c(σ) := j∈D c(σ(j), j). Using this notation, the objective function of the problem can be rewritten as
We will slightly abuse the notation by letting σ −1 (i) := ∅ for i ∈ F \ S.
Additional definitions. Let G = (V, E) be a graph. For T ⊆ V , we say J ⊆ E is a T -join if, for every vertex v ∈ V , the number of edges in J that are incident with v is odd if and only if v ∈ T . Given a weighted graph, the minimum-cost T -join can be found in polynomial time [14] (see also [41] ).
Given T ⊆ V , we say U ⊆ V is T -odd if |U ∩ T | is odd, and Y ⊆ E is a T -join dominator if, for every T -odd set U ⊆ V , there exists at least one edge in Y that has exactly one endpoint in U .
Lemma 2.2 ([14, 41])
. Given a weighted graph G = (V, E) with T ⊆ V and a T -join dominator Y , the minimum cost of a T -join on G is no greater than the cost of Y .
Given two sets P and Q, let P Q denote the symmetric difference of the sets, i.e., P Q := (P \ Q) ∪ (Q \ P ). Finally, let A FL denote a ρ FL -approximation algorithm for the unconstrained facility location problem.
O(1)-Approximation for the All-Even Case
In this section, we present a constant-factor approximation algorithm for a special case of the problem where the parity constraint of every facility is even, i.e., O = ∅.
Our algorithm. We first find a minimum-cost perfect matching M on D, using c as the cost function.
For each e ∈ M , we independently choose one of the two endpoints of e uniformly at random. Let j e be the chosen client and j e be the remaining one. Let D be the set of chosen clients, i.e., D = {j e | e ∈ M }. We now construct an unconstrained facility location instance where the client set is replaced with D . The rest of the input (F , c, and f ) remains the same. We execute A FL on this instance; let S I ⊆ F and σ I : D → S I denote the solution returned by A FL . We construct a solution S ALG and σ ALG : D → S ALG to our problem as follows: we choose S ALG simply as S I . For each remaining client j e ∈ D \ D , we assign j e to the same facility to which its pair is assigned, i.e.,
This algorithm is a randomized 2ρ FL -approximation algorithm for the problem. We present the full analysis in Appendix A.
General Case
In this section, we present an O(1)-approximation algorithm for the general O-facility location problem.
Our algorithm
Outline. We start with a brief outline of our algorithm. As the first step of the algorithm, we execute A FL for the unconstrained facility location problem on the given input, but with its parity constraints dropped. Let S I ⊆ F and σ I : D → S I be the algorithm's output. Note that (S I , σ I ) may be infeasible since we dropped the parity constraints; though, our algorithm will use it as the "initial" solution and correct the parities at small cost.
The second step of our algorithm is to construct an auxiliary weighted graph G and a set of vertices T ⊆ V (G). The construction is designed so that a T -join (almost) prescribes a way to correct the parities. Naturally, our algorithm will find a minimum-cost T -join.
Then the last step of our algorithm is to modify the initial solution as indicated by the minimum-cost T -join on the auxiliary graph. We first post-process the minimum-cost T -join we found to obtain a sparse T -join. We will show that this "sparsified" T -join specifies a modification to the initial solution that restores the parity constraints.
In what follows, we describe the last two steps in more detail.
Construction of the auxiliary graph. We say a facility i ∈ S I is invalid if its parity constraint is violated in the initial solution. Let S inv denote the set of invalid facilities, i.e., S inv := {i ∈ O | |σ
The vertex set of the auxiliary graph G is F ∪ {z} for an artificial vertex z / ∈ F . Let E be the edge set of the auxiliary graph and γ : E → Q ≥0 be the edge cost. The following are three types of edges that we create in G.
• (reassign edges) For each pair of distinct facilities i, i ∈ F , we create an edge (i, i ) in the auxiliary graph with cost γ(i, i ) := c(i, i ).
• (opening edges) For each odd-constrained, initially closed facility i ∈ O \ S I , we create an edge (z, i) with cost γ(z, i) := f (i).
• (closing edges) This last type of edges is created only if |S I | ≥ 2 or |O \ S I | ≥ 1. For each oddconstrained, initially open facility i ∈ O ∩ S I , we create an edge (z, i) with cost
where min ∅ := +∞. Note that γ(z, i) is finite since we have |S I | ≥ 2 or |O \ S I | ≥ 1.
Finally, we choose T = S inv if |S inv | is even; we choose T = S inv ∪ {z} otherwise. For notational convenience, for a set E ⊆ E, let γ(E ) := e∈E γ(e).
Intuitively speaking, if the T -join chooses a reassign edge (i, i ), it is instructing us to reassign a client between i and i ; an opening edge (z, i) corresponds to opening an initially closed facility i; finally, a closing edge (z, i) corresponds to closing down an initially open facility i. Although we will formally describe this correction procedure later, here we introduce one more definition: if we decide to close down a facility i, we will need to reassign all clients that were previously assigned to i to some other facility. This facility is called the substitute of i. The substitutes are selected as the facilities that attain the minimum in (1). That is, for each closing edge (z, i), the substitute of i, denoted by φ(i), is given as follows (ties are broken arbitrarily when the arg min has more than one element):
Sparsifying the T -join. Given a minimum T -join J, we examine whether any of the following operations can be performed; if so, we perform the operation and repeat. We terminate when none of the operations can be applied any more.
(ii) If (z, i) ∈ J for some open odd-constrained facility i and (z, φ(i)) ∈ J, remove (z, i) and (z, φ(i)) from J and add (i, φ(i)) instead. (Note that the condition implies that (z, i) is a closing edge and φ(i) is, therefore, well-defined.) (iii) If J contains a cycle, remove all edges on the cycle.
Parity correction. The final step of the algorithm is to modify the initial solution as prescribed by the sparsified T -join J. The parity correction is performed in the following three substeps:
1. Firstly, for each opening edge (z, i) ∈ J, open i and remove (z, i) from J.
2. Secondly, for each reassign edge (i 1 , i 2 ) ∈ J, reassign one arbitrary client from one of the two facilities to the other and remove (i 1 , i 2 ) from J as follows:
, reassign from i 1 to i 2 (or from i 2 to i 1 , respectively);
• otherwise, at least one of these facilities is guaranteed to be currently assigned at least one client; reassign from that facility to the other.
Analysis of the sparsification and parity correction
In this section, we show that a sparsified T -join prescribes a cheap modification for correcting the invalid facilities in the initial solution. We first prove that the sparsification does not increase the cost of a T -join. We will slightly abuse the notation and treat a T -join J interchangeably as a graph (F ∪ {z}, J). For x ∈ F ∪ {z}, let deg J (x) denote the degree of x in such a graph J.
Lemma 4.1. The given sparsification procedure yields a T -join of no greater cost.
Proof. It suffices to prove that each single operation produces a T -join of no greater cost, and the lemma follows from the induction on the number of operations. Observe that, for every vertex x ∈ F ∪ {z}, the parity of deg J (x) remains the same when we apply any of the three operations. It remains to show that all three operations never increase the cost of J. Consider Operation (i) that replaces (i, i 1 ) and (i, i 2 ) with (i 1 , i 2 ). The net increase in the cost is
where the inequality follows from the triangle inequality. Operation (iii) does not increase the cost of J since all costs are nonnegative. Now consider Operation (ii). We can assume without loss of generality that A FL returns a solution such that i ∈ S I implies σ −1
(Otherwise, we can simply exclude i from S I .) Since (z, i) is a closing edge, (1) and (2) imply that γ(z, i) ≥ σ
Following are the key sparsity observations we will use in the parity correction step. Let J denote the sparsified T -join on which no further operation was possible. Proof. Suppose towards contradiction that i 1 , i 2 ∈ F \ S I . Since i 1 / ∈ T , there exists some vertex x other than i 2 that is adjacent with i 1 ; we have x = z from Observation 4.2. Likewise, we have (z, i 2 ) ∈ J, leading to contradiction since {(i 1 , i 2 ), (z, i 1 ), (z, i 2 )} forms a cycle.
Proof. Since (z, i) ∈ J is a closing edge, we know i is an open odd-constrained facility. Suppose (z, φ(i)) ∈ J. Then (z, i) and (z, φ(i)) would have been replaced with (i, φ(i)), leading to contradiction.
We can now analyze the parity correction prescribed by J. Observations 4.2 and 4.3 show that, when we process a reassign edge, the facility that gives a client has at least one client assigned to it, and the facility that receives a client is open. Observation 4.4 proves that, when we process a closing edge (z, i), the substitute φ(i) is indeed open. These arguments are formalized by the following lemma.
Lemma 4.5. The corrected solution is a feasible solution. Moreover, the correction cost is bounded by γ(J) from above.
Its full proof is deferred to Section 4.4.
Bounding γ(J)
We show in this section that the cost of a minimum T -join in the auxiliary graph G is within a constant factor of the optimum. Here we fix an arbitrary optimal solution S O ⊆ F and σ O : D → S O ; let OPT := f (S O ) + c(σ O ) denote its value. In the rest of this section, we will exhibit a T -join dominator
We construct Y as the union of three edge sets Y 1 , Y 2 , and Y 3 , defined as follows. (See Figure 1 on the last page.)
• For each client j ∈ D, we add an edge to Y 1 between the facility j is assigned to in the initial solution and the facility j is assigned to in the fixed optimal solution. If both facilities are the same, we just ignore the client rather than creating a loop.
• Let Y 2 be the set of edges between z and each odd-constrained facility that is closed in the initial solution but open in the optimal solution.
• Let C be the set of connected components
, and |V (C) ∩ T | is odd}, where V (C) denotes the set of vertices in C. For each component C ∈ C, pick an arbitrary odd-constrained facility i C ∈ V (C) that is open in the initial solution but closed in the optimal solution. We thus have i C ∈ V (C) ∩ O ∩ S I \ S O . We now define Y 3 as the set of edges between z and i C for all C ∈ C.
The following observation holds since any two facilities that share a client have an edge in between in Y 1 .
Observation 4.6. For each C ∈ C, let n C I (and n C O ) be the number of clients assigned to a facility in V (C) by the initial solution (and by the optimal solution, respectively). We then have n C I = n C O .
In order to show that Y is a T -join dominator, it suffices to prove that i C can be chosen for every connected component C ∈ C. Suppose that i C is well-defined for each C ∈ C. Then, in the graph Proof. From construction, for any facility i that is closed in both solutions, i cannot be incident with any edges in Y 1 or Y 2 . Such facility i, therefore, forms a singleton connected component in (F ∪ {z}, Y 1 ∪ Y 2 ) and we have i / ∈ T . Thus, for the T -odd component C, we have that every facility in V (C) must be open in at least one of the two solutions.
Suppose towards contradiction that there does not exist an odd-constrained facility that is open in the initial solution but closed in the fixed optimal solution. That is, every facility i ∈ V (C) that is open only in the initial solution is even-constrained.
If some facility i ∈ V (C) is open only in the optimal solution, i cannot be odd-constrained: otherwise, the opening edge (z, i) would be in Y 2 , contradicting C ∈ C. So we now have that every facility i ∈ V (C) that is open only in one of the two solutions is even-constrained. In other words, every facility in V (C) is either even-constrained or open in both solutions. This, together with n C O = i∈V (C) |σ
O (i)| and the fact that the optimal solution satisfies all parity constraints, implies that the parity of n C O is the same as that of |V (C) ∩ O|.
On the other hand, since V (C) contains invalid facilities, we have that the parity of n C I is equal to that of |V (C) ∩ O| + |V (C) ∩ S inv |. From Observation 4.6, this implies that |V (C) ∩ S inv | is even, contradicting the fact that C is T -odd.
To argue that the closing edge (z, i C ) indeed exists in G, we need to verify that |S I | ≥ 2 or |O \S I | ≥ 1. Note that |S I | ≥ 1 as long as D = ∅. Proof. Suppose towards contradiction that |S I | = 1, O \ S I = ∅, and C ∈ C. Since |V (C) ∩ T | is odd, we can choose some i ∈ V (C) ∩ T . Moreover, we have i ∈ T \ {z} = S inv ⊆ S I since z / ∈ V (C). Now we claim that V (C) = {i}. (Proof. Let i be an arbitrary facility in V (C) \ {i}. Since S I = {i}, we have i / ∈ S I . This, together with O \ S I = ∅, yields i ∈ O. Since C does not contain z, we have
Recall from the proof of Lemma 4.7 that a facility in V (C) cannot be closed in both solutions.) Thus, i must be open in the optimal solution, too. Since V (C) does not contain any facility that is closed in the optimal solution, we cannot choose i C , contradicting Lemma 4.7. Now we bound the cost of Y . Proof. By the definition of Y 1 , for every edge (i, i ) ∈ Y 1 , there exists a client j such that σ I (j) = i and
Proof. Note that the cost of each edge (z, i) ∈ Y 2 is the opening cost of i and we add (z, i) to Y 2 only if i ∈ S O \ S I .
Lemma 4.11. We have γ(Y
Proof. Let C be an arbitrary connected component in C. By Lemma 4.7, i C is well-defined. Let B C ⊆ D be the set of the clients that are assigned to i C in the initial solution, i.e., B C := σ
We claim that B C can be partitioned into two sets B C open and B C ec where the former is a set of clients assigned in the optimal solution to a facility which is also open in the initial solution and the latter is to a facility which is even-constrained and closed in the initial solution. For each j ∈ B C , consider σ O (j) =: i ∈ S O . Note that i ∈ V (C) from the construction of Y 1 . If i is open in the initial solution, since i C is closed in the optimal solution, we have i ∈ S I \ {i C }. Otherwise, since i is open in the optimal solution but (z, i ) was not chosen in Y 2 , it must be the case that i is even-constrained. Thus, to reiterate,
Since B C open and B C ec forms a partition of B C , we have 0 ≤ λ ≤ 1 and B C ec / B C = 1 − λ. Now we bound γ(z, i C ) from above using the assignment costs (in both solutions) of the clients in B C , along with the opening costs of V (C) ∩ S O .
Assume for now that λ > 0. Then we have
where the first inequality holds due to the triangle inequality and the second inequality is from the fact that, for every j ∈ B C open , we have σ O (j) ∈ S I \ {i C }. Note that the above trivially holds if λ = 0. Now suppose for the moment that λ < 1. Let S C ec be the set of the facilities that are assigned a client from B C ec in the optimal solution, i.e., S C ec := σ O (j) | j ∈ B C ec . Let i ec be the closest facility from i C in S C ec . We then have the following:
Again, the above trivially holds when λ = 1. Combining (3) and (4) yields
It is noteworthy that B C 's for C ∈ C are mutually disjoint since a client can be assigned to exactly one facility. We can also observe that S C ec 's are mutually disjoint because each facility belongs to at most one connected component in C. We thus have
Lemma 4.12. There exists a T -join J in G whose cost is no more than 2 · (c(σ
Proof. Immediate from Lemmas 4.7 and 4.11, and Observations 4.9 and 4.10.
We can now prove our main theorem. Proof. Immediate from Lemmas 4.5 and 4.12. Note that the approximation ratio of our algorithm is 3ρ FL +2 since our algorithm returns a feasible solution of cost at most
It can be easily verified that the algorithm runs in polynomial time.
Deferred proofs
This section presents the deferred proofs.
Observation 2.1. The two problem definitions are equivalent.
Proof. Given an O-facility location problem instance, simply by defining π as
we arrive at an equivalent instance of the second form, i.e., the form where unconstrained facilities are allowed. Now suppose that we are given an instance of the second form. We create two copies of every facility i such that π(i) = unconstrained and put exactly one of these two copies into O, in addition to the facilities i with π(i) = odd. Since all opening costs are nonnegative, we can assume without loss of generality that an optimal solution to the new instance will open at most one copy of the duplicates. This shows the equivalence of the two problem definitions.
Proof. We say a facility i has the incorrect parity in a solution (S, σ) if the parity constraint of the facility is violated in the "current" solution. (This definition differs from the invalid facilities, which are fixed as the facilities with the incorrect parities in the initial solution.) We show the feasibility of the corrected solution by establishing invariants throughout the parity correction procedure. We modify the procedure so that it now modifies T in addition to J in each iteration. The invariants are the following:
• J is a T -join in the auxiliary graph, and
• T \ {z} is exactly the set of facilities having the incorrect parities.
Observe that |J| decreases by one in each iteration; the corrected solution is, therefore, feasible since the empty set of edges is an ∅-join. The correction cost will be bounded by showing that the cost incurred in each iteration can be covered by the cost of the corresponding edge removed from J. Recall that we start with the sparsified T -join J where T \ {z} = S inv ; it is clear that both invariants initially hold. Now we start erasing the edges from J. Here we remark that, given a T -join J and an edge (i 1 , i 2 ) ∈ J, J \ {(i 1 , i 2 )} is a T {i 1 , i 2 }-join since the degrees of i 1 and i 2 decrease by one.
Let us consider the first substep. For each opening edge (z, i) ∈ J, we open facility i in the solution, remove (z, i) from J, and update T ← T {z, i}. It can be easily seen that J is still a T -join. By the construction of the auxiliary graph, facility i is closed in the initial solution and hence i / ∈ T at the beginning of this iteration. Moreover, since i is odd-constrained at the same time, after opening i, this facility enters the set of facilities having the incorrect parities, establishing the second invariant. Observe that the cost for opening i can be covered by γ(z, i).
Next, for each reassign edge (i 1 , i 2 ) ∈ J, we transfer a client j from one of the two facilities to the other. We then remove (i 1 , i 2 ) ∈ J and update T ← T {i 1 , i 2 }. By Observation 4.3, at least one of i 1 and i 2 was open in S I . Recall that we can assume without loss of generality that A FL returns a solution such that i ∈ S I implies σ −1 I (i) = ∅. Thus, we can always choose a client j to be reassigned (see Observation 4.2). Since exactly one client is reassigned, the parities of i 1 and i 2 are flipped and the second invariant is maintained. Note that the cost of reassigning j from, say, i 1 to i 2 is −c(i 1 , j) + c(i 2 , j) ≤ c(i 1 , i 2 ) = γ(i 1 , i 2 ) from the triangle inequality. If the reassignment is from i 2 to i 1 , the symmetric argument holds.
Let us now consider the last substep where we handle closing edges. For each closing edge (z, i) ∈ J, we close i and reassign all the clients currently assigned to i to its substitute φ(i). We then remove (z, i) from J and update T ← T {z, i}.
Consider the time point right before closing i. We claim that the number of clients assigned to i is even. Due to the construction of the auxiliary graph, we have i ∈ O. Since we have already processed (and removed) all reassign edges, i is adjacent with only z at the moment and thus is in T . This, from the induction hypothesis, implies that i has the incorrect parity, i.e., i is assigned even number of clients. Therefore, reassigning all the clients assigned to i to φ(i) would not change the parity of φ(i). (Note that, if φ(i) was closed at the beginning, then φ(i) ∈ O \ S I ⊆ O.) With the fact that i becomes closed at this iteration, this shows that both invariants hold.
We finally verify that the correction cost here is no more than γ(z, i). Recall that we close facility i and reassign every client j assigned to i to φ(i). Thus, the change of the assignment cost for each j is exactly −c(i, j) + c(φ(i), j). As argued above, by the triangle inequality, we know that this value can be bounded by c(i, φ(i)) from above. We can thus see that the total assignment cost may increase by at most |σ
) since the number of clients assigned to i does not increase during the previous substeps. (During the second substep, when we process (i 1 , i 2 ) and find that one of the facilities, say i 1 , is adjacent with z in J, we reassigned a client from i 1 to i 2 .) If φ(i) was closed at the beginning of the correction, we may need to open φ(i), but γ(z, i) already pays for it. If φ(i) was open, by Observation 4.4, we know φ(i) will never be closed. These together imply that the correction cost is no greater than γ(z, i).
A Analysis for the All-Even Case
We present the full analysis of our algorithm described in Section 3. We assume that |D| is even; otherwise, the instance is infeasible. It is easy to see that our algorithm returns a feasible solution since every facility is assigned exactly twice the number of the clients it is assigned in σ I . Fix an arbitrary optimal solution to the original problem, and let S O ⊆ F and σ O : D → S O denote this solution.
Lemma A.1. There exists a matching M whose cost is no greater than c(σ O ).
Proof. Let i be a facility in S O . Observe that i is assigned an even number of clients in the optimal solution: |σ 
The lemma now follows from the fact that {σ
is a feasible solution to the unconstrained classic facility location instance. Let (S O , σ O ) be an optimal solution to this instance, and we have
Since we constructed a perfect matching and chose one of the two endpoints of each edge in the matching uniformly at random, the marginal probability that a client is in D is exactly 1 2 ; thus we have
where the first line follows from the linearity of expectation. The desired conclusion follows from the fact that A FL is a ρ FL -approximation algorithm for the unconstrained facility location problem.
Proof. Observe that we have c(σ ALG ( j e ), j e ) ≤ c(σ I (j e ), j e ) + c(j e , j e ) for every client j e ∈ D \ D from the triangle inequality, yielding
since M is a perfect matching. We thus have
where the last inequality follows from Lemmas A.1 and A.2.
Theorem A.4. There exists a randomized 2ρ FL -approximation algorithm for the ∅-facility location problem.
Proof. Immediate from Lemma A.3. It is easy to observe that the algorithm runs in polynomial time.
B Parity-Constrained k-Center
In this appendix, we present a 6-approximation algorithm for the parity-constrained k-center problem.
B.1 Preliminaries
Problem definition. In the parity-constrained k-center problem, we are given as the input a metric c on a set of nodes V , an integer k, and parity constraints π : V → {odd, even, unconstrained}. The objective is to find a subset S ⊆ V of size at most k and an assignment σ : V → S such that, for all u ∈ S, |σ −1 (u)| is odd if π(u) = odd and even if π(u) = even so as to minimize max v∈V c(σ(v), v).
To simplify the presentation, we will assume that π(u) = unconstrained for all u ∈ V in what follows. We will discuss how we can lift this assumption towards the end of this appendix.
Notation. For a given τ ∈ R, let G ≤τ be an unweighted graph on node set V , in which u and v are adjacent if and only if c(u, v) ≤ τ . Let S * ⊆ V and σ * : V → S * be an optimal solution of value τ * ; observe that, for all v ∈ V , either σ * (v) = v or (σ * (v), v) ∈ G ≤τ * . That is, G ≤τ * can be intuitively understood as a graph showing "admissible" assignments.
Given an unweighted graph G = (V, E) and two nodes u, v ∈ V , let d G (u, v) denote the shortest length of a path between u and v. For a positive integer ρ ∈ Z >0 , the ρ-th power graph of G, denoted by G ρ , is a graph on the same node set V where two nodes u and v are adjacent if and only if
Guessing the optimum. Using the above notation, we can describe the standard method to solve bottleneck optimization problems [24] : the algorithm guesses the optimal value τ and constructs G ≤τ . If we can find some S ⊆ V and σ : V → S such that |S| ≤ k and
≤ ρτ from the triangle inequality.) On the other hand, if the algorithm correctly concludes that there is no way to choose S ⊆ V with |S| ≤ k such that every node v ∈ V \ S is adjacent to a center in S, the guess is incorrect. This "guessing" can be done, for example, by performing binary search.
We note that we can assume that G ≤τ is connected in applying this method, as in [12, 3] : since no assignments can be made across different connected components in an optimal solution, we can separately consider each connected component and determine the smallest k for which we can find an assignment. If the total sum of these k s exceeds the given budget k, we conclude that the guess was incorrect; otherwise, we can output the union of the centers chosen in each connected component.
An algorithm for the unconstrained version. For the sake of completeness, we will first present a 2-approximation algorithm for the unconstrained k-center problem. This 2-approximation algorithm is slightly different from the original presentation of Hochbaum and Shmoys [24] , but is a mere combination of the ideas already existing in [24] and Khuller & Sussmann [29] . Note that the following lemma suffices to obtain a 2-approximation algorithm: the rest of the argument follows from the standard method of guessing the optimum. Although Conditions (iii) and (iv) are not necessary to prove the correctness of the algorithm, they will be useful in our algorithm for the parity-constrained problem.
Lemma B.1. Given an unweighted connected graph G = (V, E), we can find in polynomial time a set of centers S ⊆ V , an assignment σ : V → S, and a tree T on S satisfying the following conditions:
(i) there does not exist a set S ⊆ V with |S | < |S| such that every node v ∈ V \ S is adjacent to a center in S ;
(ii) for every node v ∈ V , we have
(iii) for every center u ∈ S, we have σ(u) = u;
Proof sketch [24, 29] . Consider the following algorithm that chooses S and constructs T at the same time.
Initially, we choose an arbitrary node v to form a singleton tree. At this point, v will be the only center in S. We then repeatedly select a node v ∈ V \ S that is at distance 3 from the centers chosen so far: i.e., min u∈S d G (u, v) = 3; this node v enters S and becomes the child of a node u in T such that d G (u, v) = 3. When we cannot admit any more node to the tree, every node v ∈ V \ S must be at distance at most two from S. We construct the assignment σ by assigning every center in S to itself and every other node to an arbitrary center in S that is at distance two or shorter. Note that Condition (i) follows from the observation that no two centers in S can be adjacent to a same node.
B.2 Our algorithm
Appendices B.2 and B.3 are dedicated to proving Lemma B.2. Recall that we assume π(v) ∈ {odd, even} for all v ∈ V . The algorithm will be presented in this section first and the analysis will follow in Appendix B.3.
Lemma B.2. Given an unweighted connected graph G = (V, E), we can in polynomial time either find a set of centers S ⊆ V and an assignment σ : V → S satisfying the following conditions, or correctly conclude that no such (S, σ) exists:
(ii) for every center u ∈ S, we have |σ −1 (u)| is odd if and only if π(u) = odd;
(iii) there does not exist a set S ⊆ V with |S | < |S| such that an assignment σ : V → S satisfying the following conditions exists:
• for every node u ∈ S , we have |σ −1 (u)| is odd if and only if π(u) = odd.
We reiterate that the entire algorithm first guesses the optimal value τ , constructs G ≤τ , and executes the algorithm of this section for each connected component of it. If the algorithm reports no (S, σ) exists for any one of the components, the guess is incorrect; if the union of obtained S's has more than k centers, the guess again is incorrect; otherwise, the union is the desired solution. This is a standard technique of bottleneck optimization [24, 29] and we omit the formal proof.
Phase 1: Infeasibility test and initialization. The first step of our algorithm is to check if |V | is odd but all nodes are even-constrained; in this case, the algorithm concludes that no (S, σ) exists. Otherwise, we execute the algorithm in the proof of Lemma B.1 to obtain an initial S ⊆ V and σ : V → S along with a tree T on S. The algorithm will modify this S and σ to satisfy the parity constraints.
We say a node is invalid if its parity constraint is not satisfied. Let S inv ⊆ S denote the set of invalid centers. We can assume that S inv = ∅ since otherwise, the initial S and σ can be immediately output by our algorithm. As the algorithm proceeds, S inv will change.
Small case (|S| = 1). We will separately handle the case where |S| = 1. In this case, if there exists a node v ∈ V whose parity constraint coincides with the parity of |V |, we close the center in S, open v instead, and reassign every node in V to v. Otherwise, it is guaranteed that there exists a closed odd-constrained node v. We open v in addition to the already open center in S and reassign v to itself.
Assume from now on that |S| ≥ 2.
Phase 2: Modifying and rooting T . We modify T and transform it into a rooted tree according to one of the following three cases:
(A) If |S inv | is even, we simply root T at an arbitrary open node.
(B) Otherwise, we find an open odd-constrained center and make it the root of T .
(C) If neither of the above applies, it is assured that there exists a closed odd-constrained node v. We open the node in addition to those in S, and add the node to T by attaching it as a child of σ(v). We root the tree at an arbitrary invalid center (except for v).
Phase 3: Opening and closing centers. Let r be the center selected as the root of T . In Cases (B) and (C), we close r, choose an arbitrary child c of r, and reassign to c every node r was assigned. Even after r is closed, it remains to be the root node of T . Note that the above procedure may change S inv : if r was in S inv , r leaves S inv as it gets closed. If r was originally assigned an odd number of nodes, the parity of the number of nodes assigned to c becomes flipped, so c leaves S inv if it already was there and enters S inv if it was not. (If r was originally assigned an even number of nodes, c will stay still.) In Case (C), v enters S inv .
Phase 4: Identifying reassignment paths. Once we obtained the modified and now-rooted tree T , we construct node-disjoint paths on T 2 between invalid nodes, called the reassignment paths. Let T u denote the subtree rooted at u ∈ T .
Given T u , the following recursive procedure finds a set of node-disjoint paths such that there is a oneto-one correspondence between the invalid nodes in T u and the endpoints of the paths, provided that T u contains an even number of invalid nodes. Obviously, this is impossible to achieve if the subtree contains an odd number of invalid nodes. In this case, every path will be between two invalid nodes, except for one that is between u and an invalid node. This last path, called the exposed path from T u , is allowed to be a trivial u − u path if u is invalid itself. Every invalid node still appears as an endpoint of exactly one path. The recursive procedure is indeed simple:
• For each child c of u, we recursively find the set of paths within T c . If T c contains an odd number of invalid nodes, one of the paths will be an exposed path.
• Collect these exposed paths, pair them arbitrarily, and concatenate each pair into a path between two invalid nodes. (Note that siblings are adjacent in T 2 .)
• This may leave at most one exposed path that was not paired with another. We extend the path to u by adding an edge. If u is invalid, this yields a path between two invalid nodes. Otherwise, this path becomes the exposed path from T u .
It is guaranteed that |S inv | is even at the beginning of this phase. Thus, when we run this recursive procedure on the entire tree T , we will obtain a set of paths between invalid nodes, without an exposed path from T r .
Phase 5: Reassignment. For each path P = u 1 , · · · , u we found above, we reassign u i to u i+1 for all i = 1, · · · , − 1. Each path can be "oriented" in an arbitrary direction with the only exception that, if T was modified according to Case C, the newly opened node v must be the last node of a path, i.e., the path containing v must be oriented towards v.
B.3 Analysis
There are a few places in the algorithm where certain assertions are made. We first need to verify these are indeed true.
Lemma B.3. The given algorithm is well-defined.
Proof. First, in the small case (|S| = 1), if we cannot find a node v whose parity constraint coincides with the parity of |V |, this must be because |V | is even but all nodes are odd-constrained. (Note that, if |V | is odd and all nodes are even-constrained, the algorithm would have already concluded that no (S, σ) exists in Phase 1.) Since |V | is even and |S| = 1, there must be some node in V \ S and it has to be odd-constrained. This verifies the guarantee in the algorithm description. Second, Case C of Phase 2 applies when |S inv | is odd and there does not exist an open odd-constrained center. Since every open center is even-constrained and |S inv | is odd, we have that |V | is odd. Given that the algorithm did not conclude that no (S, σ) exists, there must exist an odd-constrained node, verifying the guarantee.
Last, we verify the claim in the algorithm description that |S inv | becomes even after Phase 3. If Case A applied in Phase 2, S inv does not change during Phases 2 and 3 and there is nothing to prove.
Suppose that Case B applied. If the root r was valid, it was assigned an odd number of nodes; thus, the child c to which all the nodes assigned to r are reassigned gets its parity flipped. This flips the parity of S inv , making it even. On the other hand, if r was invalid, the parity of c is not flipped but r itself is removed from S inv . This makes |S inv | even again.
Finally, suppose that Case C applied. Closing the root r flips the parity of |S inv |. Since none of the open centers are odd-constrained, r must be even-constrained; therefore, the child c gets its parity flipped, too. The newly opened odd-constrained node v enters S inv . In total, the parity of |S inv | flips three times, making it even.
We are now ready to prove our main lemma.
Proof of Lemma B.2. When the algorithm concludes that no (S, σ) exists, this is because |V | is odd but all nodes are even-constrained. Hence, the algorithm's conclusion is correct.
Observe that S inv indeed is the set of invalid centers at the end of Phase 3. It is easy to show by induction that the set of paths we found in Phase 4 are node-disjoint and their endpoints have a one-to-one correspondence between S inv , in addition to the fact that the root node does not appear in any of these paths unless the root itself is invalid.
From the construction, the reassignment in Phase 5 assigns nodes only to open centers. Due to the node disjointness of the paths, it is also clear that the parity constraints are all satisfied by the end of the algorithm: when we perform a series of reassignments on u 1 , · · · , u , the number of nodes each u i is assigned remains the same, except for u 1 (which decreases by 1) and u (increases by 1). This verifies Condition (ii) of Lemma B.2.
In order to verify Condition (i), we consider each reassignment performed by the algorithm. In the small case, let s ∈ S be the initially chosen center; then, for every node v ∈ V , we have d G (s, v) ≤ 2. We thus have d G (u, v) ≤ 4 for all u, v ∈ V , showing that all reassignments are within the distance of four no matter what our eventual choice of centers is.
In Phase 2, no reassignments are made but T may be modified; note that, for every u and v that are adjacent in T , we have d G (u, v) ≤ 3. (The inequality may strictly hold when one of them is the newly added node in Case C.)
In Phase 3, when we close r, every node v such that σ(v) = r will be reassigned to c. Since c is a child of r, we have d G (c, v) ≤ d G (c, r) + d G (r, v) ≤ 3 + 2.
Finally in Phase 4, each u i is reassigned to u i+1 ; we have d G (u i+1 , u i ) ≤ 6 since u i and u i+1 are adjacent in T 2 . Now we verify Condition (iii). Our algorithm does not increase the cardinality of open centers, except when |S| = 1 and there does not exist a node whose constraint coincides with the parity of |V |. In that case, it is obvious that we have to open at least two centers. In the other cases, Condition (i) of Lemma B.1 gives the desired conclusion.
B.4 Final remarks
Allowing unconstrained nodes. It is easy to handle unconstrained nodes: for each connected graph G = (V, E), we treat every unconstrained node as if its parity constraint is the parity of |V |.
When we treat an unconstrained node as a node with a fixed parity constraint, we only need to verify that this does not lead the algorithm to incorrectly conclude that no (S, σ) exists or to unnecessarily open more centers than the unconstrained algorithm does. Observe that both can happen only in the small case of our algorithm. However, since we treat an unconstrained node as having the parity of |V |, the algorithm will always succeed in opening exactly one center in the small case.
This completes the proof of Theorem 1.3. 
