Note: This version (posted Jan. 97), corrects a typo in the published manuscript. In the description of step 1 and step 4 of the algorithm in section 4.1, one now correctly reads h n rather that h p as was rst erroneously written. Abstract
Introduction
This paper is devoted to an application of blind identi cation to beamforming in the context of narrow-band array processing. Let us rst recall the standard linear data model, where an array of m sensors receives waves emitted by n narrow-band sources. If s p (t) denotes the signal emitted by the p-th source, its contribution to the array output can be written s p (t)a p where a p is a xed m-vector acting, at the carrier frequency, as the spatial transfer function between the p-th emitting source and the array. Denoting n(t) a possible additive noise, the array output x(t) is given by y(t) = X p=1;n s p (t)a p = As(t) (1) x(t) = y(t) + n(t) (2) In (1), we also use the customary matrix-vector notation where the m n array matrix A has vector a p as its p-th column and where the n 1 vector s(t) has the signal s p (t) in p-th position. Each vector a p is called the directional vector associated to the the p-th source since it depends on the direction (or on any relevant location parameters) of the source.
In the narrow-band context, the signal emitted by a spatially coherent source may be estimated by forming the inner product between the array output and a m 1 vector acting as a spatial lter. The review paper 1] is a good introduction to various strategies for designing spatial lters or`beamformers'. Denote f p the spatial lter designed to extract s p (t), the signal of interest. The simplest approach to coherently combine sensor outputs is to take f p = a p . However, beamforming may take into account the other signals and the noise in order to design optimal lters. For instance, if s p (t) is independent from the other contributions, the highest SNR at the lter output is obtained by forming a MVDR (minimum variance distortionless response) lter which is proportional to f p = R ?1 x a p with R x def = Efx(t)x(t) g: (3) If the directional vectors associated to the other coherent sources are known, then one may also constrain the spatial lter to cancel these interfering signals, leading to a LCMV (linear constrained minimum variance) lter. In spatially white noise and for mutually independent source signals, the LCMV lter is easily found to be proportional to f p = R # y a p with R y def = Efy(t)y(t) g (4) where # denotes the pseudoinverse. Note that this lter can be computed without knowing the directional vectors but the one corresponding to the signal of interest.
These two standard approaches | MVDR and LCMV | are based on the knowledge of the directional vector associated to the desired signal and may be quite sensitive to errors in this vector. Such errors may be due to unknown deformation of the array, drift in the electronic hardware (calibration errors) or to multiple paths and/or wave re exions in the vicinity of the array (errors in modeling the propagation). Even if the array is perfectly known, pointing errors cause performance degradation. Finally, performance is limited by the use in (3) or (4) of sample statistics in place of the true covariances R x or R y which cannot be perfectly estimated with nite sample size.
We propose to consider the use of estimated directional vectors in beamforming. It is the purpose of this contribution to describe a blind identi cation technique allowing the directional vectors to be estimated without knowing the array manifold, i.e. without physical modeling of the propagation or array calibration. At rst sight, such an aproach may appear paradoxical since the array manifold is the link between the location of a source of interest and its associated directional vector. Relevance of the blind identi cation to beamforming must then be given some discussion.
If the eld contains only one coherent source, whose associated directional vector can be reliably estimated in the blind fashion, then implementation of the spatial lters (3) or (4) is straightforward. There is a clear bene t in processing without the knowledge of the array manifold, since `blind' beamforming is, by essence, insensitive to errors in the manifold model. In presence of several coherent sources though, the blind approach cannot stand by itself since it typically yields the directional vectors associated to all sources. Unless one is interested in all the received signals without discrimination, some additional processing is then necessary in order to select among the estimated directional vectors those associated to the sources of interest. One approach is to form beams corresponding to all the detected signals and select the signals of interest using`non-spatial' information (spectral content, modulation, ...). Another approach is to select among the blindly estimated directional vectors the closest to the directional vector predicted by physical modeling which is a good guess if the array manifold is not too severely distorted and if the source position is known in advance.
Blind identi cation techniques rely on the assumption of mutual independence of the source signals received at a given time. The question of mutual independence deserves a speci c discussion in the context of blind array processing. First note that the assumption of independence between sources is a statistically strong hypothesis but very plausible in practice for physically separated emitters. Wave re exions (or multiple paths) though, cause a single emitter to contribute by several correlated wave fronts to the eld impinging on the array. When these multiple paths correspond to similar propagation delays, these waves are fully coherent. We stress that this circumstance does not a ect blind array processing, while it severely does so for parametric array processing. This is because two fully coherent sources (say sources 1 and 2) correspond to proportional signals: s 1 (t) = s 2 (t) with some complex number. The combination of these signals at the array ouput is s 1 (t)a 1 +s 2 (t)a 2 = s 1 (t)(a 1 + a 2 ) which is seen as a single source with a composite`directional' vector a 1 + a 2 . This would be a problem for any method assuming that each independent component is associated to some direction. The blind approach does not make any such assumption since it does not deal with directions of arrival. In other words, through multiple propagation paths, an`informed array' sees several correlated sources, each with a directional vector corresponding to its location, while a`blind array' sees only one source (in the full coherence case) with a unique composite`directional' vector. Of course, the composite nature of this vector is irrelevant in the blind approach, where it makes no di erence. Hence, the term`directional vector' is misleading in the blind context and is not used in the following (except in the experimental section, where à fair' array is used).
We close these remarks by mentionning, anticipating a bit, that the columns of A are blindly estimated up to a scalar factor. This is irrelevant in many applications; in particular such a factor in a p does not change the SNR at the output of spatial lters like (3) or (4). This paper is organized as follows. In section 2, the problem of blind estimation of the array matrix A is stated together with the relevant statistical hypothesis. It is recalled that the array output covariance determines A up to a unitary factor whose identi cation using 4th-order cumulants is discussed in section 3. To this purpose, the notion of`joint diagonalization' is introduced. With this device, an e cient technique for blind identi cation is described in section 4, where related approaches are also reviewed (see also subsections 3.1 and 3.2). The last section 5 investigates performance in beamforming applications via numerical experiments.
2 Blind estimation of the array matrix 2.1 Blind identi ability Before proceeding, it is important to specify the notion of blind identi cation. Since each source contributes to the array output via the product s p (t)a p , the observed process is una ected by the exchange of a complex scalar factor between each source signal s p (t) and each vector a p . Also note that the numbering of the sources is a pure notational convention but is otherwise immaterial. These simple remarks show that, without additional a priori information, matrix A can be at best identi ed up to permutation and scaling of its columns. More general considerations on blind identi ability and indetermination can be found in 2].
Advantage can be taken of this indetermination to assume, without any loss of generality, that the source signals have unit variance: Efjs p (t)j 2 g = 1 for 1 p n so that the dynamic range of the sources is accounted for by the magnitude of the corresponding column of A. For independent sources, we then have R s def = Efs(t)s(t) g = I n so that R y = AA H : (5) This normalization still leaves undetermined the ordering and the phases of the columns of A. The following de nition is then in order: Two matrices M and N are said to be essentially equal if it exists a matrix P such that M = NP where P has exactly one non-zero entry in each row and column, these entries having unit modulus. In this paper, blind identi cation of A is understood as the determination of a matrix essentially equal to A, without A being parameterized.
Notations and assumptions
Our approach to blind identi cation exploits the fourth-order cumulants of the array output. 
For a complex stationary process v(t), we also denote Q v rather than Q v(t) since the latter does not depend on t. We assume H0 : The processes n(t), s 1 (t); ; s n (t) are jointly stationary.
The kurtosis of the p-th source is the real number k p def = Cum(s p (t); s p (t); s p (t); s p (t)):
A source is said to be kurtic if it has a non zero kurtosis. We restrict ourselves to the case where:
H1 : There is at most one non kurtic source.
The crucial assumptions blind identi cation relies on are related to independence, exploited in this paper by assuming non Gaussian signals. More speci cally, we assume:
H2 : The vectors a 1 ; ; a n are linearly independent but otherwise arbitrary. H3 : The variables s 1 (t); ; s n (t) are statistically independent for each t.
We will see that under H1-3, the array matrix A is essentially determined from R y and Q y .
For these quantities to be consistently estimated, it is further assumed that H4 : There exist consistent estimates for R x and Q x . H5 : The additive noise is normally distributed and independent from the sources. H6 : The additive noise is spatially white R n = I m with unknown variance and n < m. By H5, an estimate of Q x also is an estimate of Q y since cumulants are additive for independent variables and since higher-order cumulants are zero for normally distributed variables. By H6, an estimate of R y can be classically constructed from the eigendecomposition of an estimate of R x . We insist that assumptions H4-6 could be replaced by any other assumption set serving the same purpose: the existence of consistent estimates for R y and Q y .
Using second-order information
We consider exploiting second order information by whitening the signal part y(t) of the observation. This is done via a whitening matrix W, i.e. a n m matrix such that Wy(t) is spatially white. The whiteness condition is
where the last equality stems from (5) and I n denotes the n n identity matrix. Equation (8) implies that WA is a unitary matrix: for any whitening matrix W, it then exists a unitary matrix U such that WA = U. As a consequence, matrix A can be factored as A = W # U = W # u 1 ; ; u n ] (9) where U is unitary. The use of second-order information { in the form of an estimate of R y which is used to solve for W in (8) { reduces the determination of the m n mixing matrix A to the determination of a unitary n n matrix U. The whitened process z(t) = Wx(t) still obeys a linear model: z(t) def = Wx(t) = W(As(t) + n(t)) = Us(t) + Wn(t) (10) The signal part of the whitened process now is a unitary mixture of the source signals. Note that all the information contained in the covariance is`exhausted' after the whitening, in the sense that changing U in (10) to any other unitary matrix leaves unchanged the covariance of z(t).
3 Determining the unitary factor.
Two approaches for the determination of the unitary factor U in A = W # U have been reported. In the rst approach, U is computed as the diagonalizer of a n n cumulant matrix. These`eigenbased' techniques are computationally simple but, being based only on n 2 cumulant statistics, they may show poor statistical performance. Another approach obtains an estimate of U as the optimizer of some identi cation criterion which is a function of the whole cumulant set Q z : better performance is expected at the expense of solving an optimization problem. These approaches are reviewed in the next two subsections; we then describe our technique which combines advantages of both the eigen-based and the criterion-based approaches.
Approaches based on eigendecomposition
We consider cumulant matrices de ned as follows. To any n n matrix M, is associated a`cumulant matrix' denoted Q z (M), de ned entrywise by
The (k; l)-th parallel cumulant slice is de ned as the matrix whose (i; j)-th entry is Cum(z i ; z j ; z k ; z l ).
It is seen to be equal to Q 
Since z(t) obeys the linear model (10), the cumulant matrices take a simple form. Using the cumulant properties | Gaussian rejection, additivity, multilinearity | it is straightforward to establish that Q z (M) = X p=1;n k p u p Mu p u p u p 8M: (13) or equivalently
From equation (14) stems the basic idea for eigen-based blind identi cation : any cumulant matrix is diagonalized by U. Hence, the eigenvectors of a cumulant matrix, left multiplied by W # as in (9) give the columns of A. It is worth noticing that the fundamental indetermination of blind identi cation precisely corresponds to the indetermination of the eigendecomposition (provided the spectrum is not degenerate).
The simplest implementation of this idea is for circularly distributed signals where Q z (M) = Efz Mz zz g ? R z MR z ? R z Trace(MR z ) 8M (15) as can be seen by inserting in (11) the expression of cumulants in term of moments. Then, in the noiseless case R z = UR s U H = UU H = I n so that (15) is no guideline as how to choose a priori the linear combination of cumulant slices or equivalently as how to choose M before evaluating Q z (M). Second, such a technique uses only a fraction of the fourth-order information: if one computes several randomly chosen cumulant matrices and retains the one with the largest spectrum spread, the information contained in the other cumulant matrices is lost.
Approaches based on optimization of cumulant criteria
Let V denote a n n unitary matrix and further de ne e(t), as in gure 1, e(t) def = V H z(t) = V H Us(t) + V H Wn(t):
If V = U then V H U = I n and the coordinates of e(t) are the (noise corrupted) source signals. More generally, if V is essentially equal to U, the coordinates of e(t) are the phase-shifted source signals, possibly permuted and corrupted by additive Gaussian noise, so that their higher-order cross-cumulants are zero.
It has then been proposed to determine U as the unitary minimize of the sum of all the squared cross-cumulants in Q e . Since the sum of the squared cross-cumulants plus the sum of the squared auto-cumulants of Q e does not depend on V as long as V is kept unitary, this is equivalent to maximizing under unitary constraint the criterion 6]:
jCum(e i ; e i ; e i ; e i )j 2 :
This criterion rst appeared in 7] where it is obtained via a 4th-order Gram-Charlier expansion of the likelihood function. Very interestingly, Comon 6] arrives at the same criterion by a di erent approach based on contrast functions, which is reminiscent of 8]. Comon also describes an algorithm for maximizing (17) via products of Givens rotations. Unfortunately, the Givens angles at each step cannot be obtained in closed form in the complex case. We propose to determine U as the unitary maximizer of the criterion c(V ):
c(V ) def = X i;k;l=1;n jCum(e i ; e i ; e k ; e l )j 2 (18) which is equivalent to minimizing the sum of the squared cross-cumulants with distinct rst and second indices. The main reason for considering criterion (18) is its link to underlying eigenstructures which allows for an e cient optimization of it by the mean of`joint diagonalization'.
Joint diagonalization
Let N = fN r j1 r sg be a set of s matrices with common size n n. A joint diagonalizer of the set N is de ned as a unitary maximizer of the criterion
where jdiag(:)j is the norm of the vector build from the diagonal of the matrix argument. When the set N contains only one hermitian matrix, joint diagonalization is equivalent to usual unitary diagonalization. If the set N cannot be exactly jointly diagonalized (this is the case when sample cumulants are processed), the unitary maximization of (19) de nes a somewhat arbitrary but quite natural`joint approximate diagonalization'. The link between optimization-based and eigen-based blind identi cation techniques is established by considering the joint diagonalization of several cumulant matrices. In particular:
Proposition 1 For any unitary matrix V , c(V ) = C(V; N p ), which means that the unitary maximization of c(V ) is equivalent to the joint diagonalization of the parallel set. Blind identi ability via joint diagonalization is guaranteed by Proposition 2 Under H1-3, a joint diagonalizer of N p is essentially equal to U.
Proofs of these propositions are skecthed in appendix B.
Joint diagonalization corresponding to usual diagonalization when only one hermitian matrix is involved, it is no surprise that the Jacobi technique can be extended to the joint diagonalization of several matrices. This extension is described in appendix A and o ers a computation cost which is roughly s times the cost of diagonalizing a single matrix. In addition, for the particular problem at hand, this cost can be further reduced by initializing the joint diagonalizer with the unitary matrix returned by the (ordinary) diagonalization of a single cumulant matrix. A convenient choice is to diagonalize some Q z (M) where M is a random hermitian matrix, because then matrix Q z (M) also is hermitian.
Representation of the 4th-order cumulants by eigenmatrices
The computational e ciency of joint diagonalization can be further increased by downsizing N p to a smaller set made of the signi cant`eigenmatrices' of Q z . MatrixQ is easily checked to be hermitian. It then admits a set of d 2 real eigenvalues 1 ; ; d 2 and d 2 corresponding eigenvectors whose unstacking as in (21) yields the eigenmatrices. Eigenmatrices inherit the orthonormality property from the eigenvectors. The same results can be arrived at using a Kroneker product formulation as in 9].
The eigen-structure of Q z derives from (13) . It is readily checked that the set fu p u q j1 p; q ng veri es the properties of proposition 3. Orthonormality of the matrices in this set stems from U being unitary and by substitution into (13), one nds that Q z (u p u p ) = k p u p u p while Q z (u p u q ) = 0 for p 6 = q. Hence the spectrum of Q z is made of n(n ? 1) zero eigenvalues and n eigenvalues equal to the kurtosis of the sources, (a similar device has been proposed in 10] for detecting the number of kurtic sources). With the notations of proposition 3 and after ordering the eigenvalues by decreasing order of magnitude, we de ne the eigen-set of Q z as the matrix set :
N e def = f r M r j1 r ng (22) For our purpose, the eigen-set contains the relevant 4th-order information, since we have:
Proposition 4 Under H0-3, for any unitary matrix V , c(V ) = C(V; N e ). This reduced set of n matrices (rather than n 2 in N p ) together with the extended Jacobi technique makes the maximization of c(V ) computationally attractive.
Blind identi cation algorithms 4.1 The JADE algorithm
A blind identi cation algorithm by Joint Approximate Diagonalization of Eigen-matrices (JADE) 1 can now be described by the following steps.
Step 1. Form the sample covarianceR x and compute a whitening matrixŴ.
Step 2. Form the sample 4th-order cumulantsQ z of the whitened processẑ(t) =Ŵx(t); compute the n most signi cant eigenpairs f^ r ;M r j1 r ng.
Step 3. Jointly diagonalize the setN e = f^ rMr j1 r ng by a unitary matrixÛ.
Step 4. An estimate of A isÂ =Ŵ #Û .
Some comments are in order about these successive steps.
Step 1 is concerned with 2nd-order statistics and is standard under H5-6 ; it is implemented via eigendecomposition ofR x . Thanks to the white noise assumption, an estimate^ of the noise variance is the average of the m ? n smallest eigenvalues ofR x . Denote 1 ; ; n the n largest eigenvalues and h 1 ; ; h n the corresponding eigenvectors ofR x . A whitener isŴ = ( 1 ?
) ?1=2 h 1 ; ; ( n ?^ ) ?1=2 h n ] H . We do not address the important issue of detecting the number n of sources. In step 2, computation of the eigenmatrices amounts to diagonalizing a n 2 n 2 matrix made from the elements ofQ z . A standard algorithm for eigendecomposition of hermitian matrices will perfectly do, but more e cient implementations can also be devised, by taking into account additional cumulant symmetries or the fact that only the n most signi cant eigenpairs are needed 11]. Recall that computation of the eigenmatrices may be bypassed if, for simplicity, joint diagonalization is performed on the parallel set N p . An even simpler implementation is to form a set 1 A Matlab implementation of JADE is available upon request or by anonymous FTP at sig.enst.fr. N = fQ z (C r )j1 r sg (possibly using the sample counterpart of (15)), where the C r 's are s arbitrary matrices in arbitrary number. Of course, identi ability cannot be guaranteed a priori and performance may be signi cantly lower than when N e or N p are used.
Step 3 is implemented by extending the single-matrix Jacobi technique to several matrices as described in appendix A. Note that when n = 2, the Jacobi technique is not iterative: a unique Givens rotation achieves (joint) diagonalization. Also recall that joint diagonalization may be initialized with the (usual) diagonalizer of a single cumulant matrix.
In step 4, the pseudo-inverse ofŴ needs not be explicitly computed: the eigendecomposition ofR x may be recycled byŴ # = ( 1 ?^ ) 1=2 h 1 ; ; ( n ?^ ) 1=2 h n ].
Related approaches
Besides the papers 3, 4, 5, 6, 7, 8] already mentioned in section 3, other contributions are related to blind identi cation of the model (1,2). First note that this`instantaneous spatial mixture' may be seen as a special case of more general spatio-temporal mixtures; in particular, blind identi cation techniques designed in the framework of multichannel ARMA modeling could be applied, provided they are extended to the complex case. See for instance the cumulant-based approach in 12, 13] and 14] for an adaptive approach. At the other extreme, stand purely temporal mixtures and the blind deconvolution problem, showing a structure similar to the purely spatial problem. For instance, the blind deconvolution techniques in 15] closely parallels the unitary maximization of (17) Blind identi cation may be based on higher-order cumulants only (hence without second-order prewhitening), with the bene t that consistent estimation is possible without modeling the spatial structure of the noise as long as it is independent and normally distributed. The references 10, 13, 18, 19, 20] speci cally considers the spatial problem.
Blind identi cation of model (1,2) is closely related to the`source separation' problem since the latter consists in nding a`separating matrix' B such that the coordinates of Bx(t) are the source signals (up to the usual indeterminations), possibly corrupted by noise. Adaptive solutions may be based on cumulant criteria as in 21, 22, 14] . More generally, statistical independence at the output of a separating matrix (in the noiseless case) may be exploited by adapting B using nonlinear functions of its output. A seminal paper is 23], which deals with real signals; see also 24, 25] . For i.i.d. source signals with known, di erentiable probability densities, the maximum likelihood approach of 26] provides asymptotically optimal estimates in the noiseless case.
Finally, simple solutions can also be implemented if the model (1,2) holds with temporally correlated source signals, in which case non normality of sources is no longer necessary. The approach of section 3.1 may be followed, by diagonalizing a correlation matrix Efz(t + )z(t) g rather than a cumulant matrix. This was independently proposed in 24] and in 27]. As with cumulant matrices, indetermination problems may occur and several correlation matrices (i.e. for various ) may be jointly diagonalized for the sake of robustness as shown in 28]. A necessary identi ability condition is that the source signals have di erent spectra. A safe approach may consist in the joint diagonalization of a set made of cumulant matrices and of correlation matrices.
Application to beamforming

Performance index
Applicability of these results to beamforming is now investigated. Denotef p an estimate of a spatial lter computed from T data samples when p is the signal of interest. The estimated signal isŝ p (t) def =f p x(t) = X q=1;n s q (t)f p a q +f p n(t) (23) which contains the q-th signal with power jf p a q j 2 and the noise with power jf p j 2 (24) where the expectation is taken over realizations of T samples.
The rst index is a pairwise Interference to Signal Ratio (ISR) measuring the rejection of the qth source into the estimate of the p-th signal. It is actually a ratio since it is implicitely normalized by the convention (5) which implies that ISR pq = (p; q) iff p = f p = R # y a p . This index is used here to characterize the performance of LCMV lters since these are supposed to perfectly reject all the coherent jammers (i.e. the signals s q (t) for q 6 = p). The second index is the natural measure of performance for the MVDR beamformer.
We call`informed beamformers' the ltersf p computed according to (3) or (4) using the true value of the directional vector a p . We call`blind beamformers' the same lters computed using the blind estimate of a p given by JADE. We refer to these lters by the obvious acronyms IMVDR, ILCMV, BMVDR and BLCMV. In both cases, the sample statisticsR x orR y are used. To be speci c, the sample covariance is estimated byR x = P t=1;T x(t)x(t) . To estimate R # y , the sample covariance is eigendecomposed intoR x = P r=1;m r h r h r . An estimate^ of the noise variance is the average of the m?n smallest eigenvalues. Ofter ordering of the eigenpairs, we formR # y = P r=1;n ( r ?^ ) ?1 h r h r .
Numerical experiments
A rst series of experiments is intended to compare blind versus informed beamformimg, to determine to which extent our cumulant based approach can accommodate signi cant noise levels and to get some indications as how this depends on the relevant parameters. We consider a linear =2 equispaced array of m unit-gain omnidirectional sensors and assume plane wave fronts. For convenience, we maintain the convention that the actual amplitude of each source is included in the corresponding directional vector. Thus, vector a p takes the form a p = 1=2 p a( p ) where p is referred to as the power of the p-th source; p 2 ? 1 2 ; 1 2 ] is the`electric angle', it depends on the physical location of the p-th source; nally, the l-th coordinate of vector a( ) is exp(2j l ). The experiments are conducted with temporally white signals, with s p (t) uniformly distributed on the unit circle for all p and t; the sample size is T = 100 for an array of m = 10 sensors.
Figures 2 to 4 have been obtained by averaging over N = 500 Monte Carlo runs. They obey an identical format: each gure shows blind and informed performance variation with respect to two parameters; the horizontal axis corresponds to the variation of one parameter; the other parameter takes 3 di erent values. Thus, each panel shows 3 solid lines corresponding to a blind beamformer and 3 dashed lines corresponding to a informed beamformer. Dotted lines have also been added for ease of reference, as follows: the left panel displays empirical values of ISR 12 for BLCMV (solid) and ILCMV (dashed), and the dotted line is the reference level 1=T; the right panel displays empirical values of INSR 1 for the BMVDR (solid) and for the IMVDR (dashed) and the dotted lines give the best theoretical value, i.e. the value for the lter (3) with perfect knowledge of the directional vector and of the covariance R x . The curves need not be labelled: as expected performance decreases with increasing noise, decreasing source separation or source powers. Figure 2 shows the in uence of noise level in dB for 3 di erent source con gurations: 1 The main conclusion to be drawn from these gures is that blind beamforming performs better than informed beamforming as long as the situation is`not too hard' (poor conditioning of A). This is an instance of a more general statement that covariance based techniques better resist to signi cant noise levels (regardless of the noise distribution) than techniques involving higher order statistics. In the case of interest, the bene t of consistent blind estimation is traded for potential higher variance at poor SNRs. However it is a striking feature shown by these plots that, not only does the blind performer perform better than the informed one at high SNRs, but that it does so with a small T = 100 sample size even down to moderately low SNRs, depending on the parameters governing the`hardness' of the task, such as source closeness. In g. 2 for instance, blind advantage is maintained up to > 5 dB for 2 ? 1 = 0:1 (this is the easiest case, where the directional vectors are orthogonal). Another striking feature, seen in gure 2 for instance, is that the ISR level tends to the same limit as goes to zero for various values of 2 ? 1 . This limit, as given by gure 2, is 1=T for the informed beamformer and is 6 dB lower for the blind beamformer. Performance of blind beamforming should also be studied as a function of the distribution of the source signals. In this respect, the 6 dB advantage observed with constant modulus sources is not expected to hold for other distributions (see below an illustration in the real case).
We have no complete explanation to why blind beamforming may perform better than informed beamforming. We cannot but acknowledge that errors in the estimate of R y induce errors inâ p which appear to be`nicely' correlated and partially cancel when the BLCMV lterf p =R # yâ p is computed. No such thing happens when the true, xed directional vector a p is used together with an estimate of R # y to form the ILCMV lterf p =R # y a p .
Next, we illustrate the bene t of jointly diagonalizing several cumulant matrices by comparing the performance of the JADE technique with the simulation results published in 5], where the mixing matrix is estimated by diagonalizing an unspeci ed linear combination of cumulant slices. In this example, matrix A is a real 4 3 matrix, the i.i.d. sources follow a one-sided exponential distribution and the noise level is = 20 dB. Table 1 shows the JADE RMS error for each entry of A, evaluated over 100 realizations of T = 7000 samples. This table can be compared with table 1 of 5]. The extra bottom line is the column-wise RMS error (square root of the sum of the squared entries of the given column); it shows an even distribution of the errors through all columns. For ease of reference, we have computed the corresponding line from 5]; it is 0:0213 0:0650 0:1365] which has a smaller rst entry than in table 1 but larger next entries. The overall RMS (square root of the sum of the squared column-wise RMS errors) is computed to be 0:0654 through joint diagonalization and 0:1527 through ordinary diagonalization of 5]. Hence, in this example, joint diagonalization achieves a better overall performance and it does so with a ten times smaller sample size. Of course, this is only indicative since a better choice of the single cumulant matrix to be diagonalized may improve the performance reported in 5]. It is worth reporting that an exponential distribution does not seem to be very favorable to blind identi cation: in the same experiment conducted with binary sources, the JADE technique achieves an overall RMS value of 0:051 with T = 700 samples; entrywise RMS appears in table 2.
Conclusion
Joint diagonalization of cumulant matrices allows the whole 4th-order cumulant set to be processed with a computational e ciency similar to eigen-based techniques. The resulting blind identi cation scheme (JADE) has been applied to narrow band beamforming. In this application, directional vectors are blindly estimated rather than modeled via a (possibly problematic) array manifold, making the blind technique insensitive to array mismatch and pointing errors. Numerical simulations show that, in a signi cant range of parameters, blind beamforming may outperform informed beamformers (whose performance is limited by nite sample size) even when the latters use the true directional vector. This rather surprizing fact should be theoretically supported by asymptotic performance analysis of the JADE estimator. Table 2 : Entrywise and columnwise RMS error inÂ in a 4 3 example. JADE algorithm with T = 700 samples and binary sources. the s equations (28) may be written in the form u = Gv where G T def = g 1 ; ; g s ] so that Q also reads Q = u H u = v T G H Gv = v T Real(G H G) v (32) where we have used that, G H G being hermitian by construction, its imaginary part is antisymmetric, hence contributing nothing to the above quadratic form. The last step is to recognize that the particular parameterization (30) of v is equivalent to the condition v T v = 1. Thus the optimal v is the eigenvector of Re(G H G) associated to the largest eigenvalue, which is easily computed for a real 3 3 symmetric matrix. Further, the entries of the Givens rotation can computed from the coordinates of v without even using trigonometrics as in the standard Jacobi technique 29].
Appendix B : Proofs
In order to prove propositions 1 and 4, we establish a more general lemma.
Lemma. For any set fB r j1 r n 2 g of orthonormal n n matrices, the identity c(V ) = C(V; fQ z (B r )j1 r n 2 g) holds for any unitary matrix V = v 1 ; ; v n ]. Proof: by the following chain of identities. jCum(e k ; e l ; e i ; e i )j 2 6 = c(V ) Equality 1 is a rewriting of the joint diagonalization criterion. Equality 2 is an instance of the identity v Q z (B)v = Trace(BQ z (vv )) resulting, for any matrix B and vector v, from de nition (11). The matrix sets fB H r j1 r n 2 g and fv k v l j1 k; l ng are two orthonormal basis for the space of n n matrices; expressing the Frobenius norm of Q z (v i v i ) onto each of these two sets yields equalities 3 and 4 respectively. Equality 5 comes by the multilinearity of the cumulants using e i = v i z. Finally, 6 uses the cumulant symmetries. 2 Proof of proposition 1. Using the lemma, since f(b l b k )j1 k; l ng is an orthonormal set.2 Proof of proposition 2. We state without proof the following simple property. If N is a set of s matrices in the form N = fM r jM r = V r V H ; 1 r sg where each r is diagonal and V is unitary, and ifṼ is joint diagonalizer of N, then matrixṼ H M rṼ is diagonal for any M r in N. Thus, ifṼ is a joint diagonalizer of N p , each matrixṼ H Q z (b l b k )Ṽ is diagonal. By linearity of Q z , this is also true for any linear combination of the matrices b l b k and we conclude thatṼ H Q z (N)Ṽ is then diagonal for any matrix N. Of course this property holds forṼ = U; we have to establish that it holds only ifŨ is essentially equal to U.
Assume rst that all the sources are kurtic and set N = P p=1;n p k ?1 p u p u p . The eigenvalues of Q z (N), which are 1; ; n according to (13) , are distinct indeed so that the unitary diagonalizer of Q z (N) is essentially unique and then essentially equal to U. Second if one source has a zero kurtosis, we set its contribution in N to zero so that Q z (N) now has the rst n integers as eigenvalues but for one which is zero. These are distinct numbers and the conclusion still holds.2
Proof of proposition 4. In text. Proof of proposition 3. Apply the lemma with the orthonormal basis fM r j1 r n 2 g made of the eigenmatrices of Q z . These verify Q z (M r ) = r M r for 1 r n 2 but under H0-3, there are at most n non zero eigenvalues. Discarding n(n ? 1) matrices r M r with r = 0 does not a ect criterion (19) and yields the eigen-set.2
