In this study, we quantify the effect of uncertainties in climate projections on an impact model (IPS) that describes the temperature-dependent swarming and development of Ips typographus. Three forcing climate data sets (ensembles) were used: (1) E-Obs gridded observations, (2) ERA-40 reanalysis data downscaled by eight regional climate models (RCMs) and (3) regional scenarios from one RCM forced by seven GCM simulations representing SRES-A1B, for the period of 1961-2097. The IPS_RCM_ERA40 ensemble members, including IPS_RC3_ERA40, were generally within the IPS_E-Obs confidence limits. The IPS model is however sensitive to the warming during spring and cooling during autumn, and deviations in simulated swarming were related to known climate model biases. The variation between the IPS_RCA3_GCM ensemble members was particularly high in regions where warmer summers (temperature increase from +2 • C to +4 • C) will induce an additional generation per year, for example a shift from one to two generations per year in south Scandinavia, and an increased frequency of three generations per year in central Europe. Impact assessments based on an ensemble of climate data gives more robust decision support than a single climate model approach because it allows a probabilistic assessment of the geographical areas experiencing a transition in biological response.
Introduction

Climate model data ensembles
The use of regional climate models (RCMs) for dynamical downscaling of global climate scenarios, produced by general circulation models (GCMs), is often a necessary step for enabling analyses of climate change impacts. The higher spatial resolution allows RCMs to better represent climate extremes and spatial variations in regional climate (Kjellström et al., 2007; Nikulin et al., 2011) , and by design they maintain the physical consistency among the variables produced by the GCMs (Rummukainen, 2010) . With recent efforts to coordinate regional downscaling activities over Europe, comprehensive databases of RCM output now exist. In the ENSEMBLES project (van der Linden & Mitchell, 2009 ), the downscaling performance of an ensemble of RCMs was evaluated in a consistent and coordinated way (Christensen et al., 2009) , by using the ERA40 reanalysis data set based on weather observations (Uppala et al., 2005) as lateral boundary conditions for the period . Another undertaking of the ENSEMBLES project was to use the RCMs to create an ensemble of regional climate scenarios by forcing different RCMs with data from different GCMs as lateral boundary conditions. The design matrix (GCM × RCM) is however not complete, and in some sense sparse. Kjellström et al. (2011) therefore used the Rossby Centre RCM RCA3 (Kjellström et al., 2005; Samuelsson et al., 2011) to downscale a comparatively large set of GCM output. An advantage with this ensemble is that the same RCM is used to produce all downscaled scenarios. This limits the information regarding the performance of different RCMs in future climates but makes it easier to disentangle other aspects of the uncertainty, in particular what is introduced by different GCM model formulations, and initial conditions.
In this study, we take the approach of ensemble-based analysis of climate change projections one step further by addressing the chain GCM-RCM-ecological impact model. The strategy is to assess the impact model uncertainty by using the RCM_ERA40 ensemble, of which RCA3 is one ensemble member, in combination with the A1B scenario ensemble produced by RCA3.
Ecosystem impacts of climate change
Changes in timing of spring phenology, life cycle events and geographical distribution of plants and animals, among them several insect species, have been related to the changes in climate that have occurred during the last decades (Walther et al., 2002; Parmesan, 2006) . The increasing focus on climate change impacts on natural and managed ecosystems (Rosenzweig et al., 2007) includes both concerns about species conservation (Araujo and Rahbek, 2006) and insect outbreaks (Ayres and Lombardero, 2000) . This has created a need for impact modelling that can frame these concerns and convert the state-of-the art climate scenarios into information about vegetation dynamics and specific response of different key species.
Phenological modelling is a useful tool for simulating temperature impact on the life cycle of insects. Quantitative assessments of biological responses to climate change commonly include both response thresholds and cumulative effects, for example the developmental process from egg to mature insect is typically controlled by both temperature thresholds and temperature sums (Annila, 1969; Wermelinger and Seifert, 1998; Gray, 2004) . The impact assessment therefore crucially depends on the climate scenario data that are used for driving biological impact models. As with climate change analyses in general, uncertainties associated with climate modelling have to be considered when interpreting the results of biological impact modelling (Déqué et al., 2007; Olesen et al., 2007) .
Impact of spruce bark beetles (Ips typographus)
Extreme weather events such as windstorms, dry spells and flooding are driving factors in forest disturbance dynamics (Oliver and Larson, 1996; Franklin et al., 2002; Hanewinkel et al., 2008) . Insects and pathogens may utilize trees killed or weakened by disturbances as breeding material and several herbivorous insect species, bark beetles in particular, have the potential to aggravate the damage caused by disturbances (Schelhaas et al., 2003; Rouault et al., 2006; Fettig et al., 2007) . The spruce bark beetle (I. typographus L. Coleoptera, Scolytidae) can attack mature and economically important stands of Norway spruce (Picea abies). Norway spruce, one of the dominating tree species in Northern and Central Europe, is highly vulnerable to windthrow (Nilsson et al., 2004; Nilsson, 2008) . A secondary consequence of recent severe windstorms is that millions of standing spruce trees were killed in large-scale bark beetle outbreaks. Such large outbreaks can develop when there is a large volume of wind thrown trees that provide ample breeding material supporting a large increase in population size (Christiansen and Bakke, 1988; Schelhaas et al., 2003; Økland and Berryman, 2004; Økland and Bjørnstad, 2006) . Tree mortality generally peaks a few years after the storm disturbance (Schroeder, 2003) , although summer drought reducing host tree resistance can result in prolonged mortality periods (Økland and Bjørnstad, 2003; Rouault et al., 2006; Faccoli, 2009 ). To sustain a bark beetle population, the climate of a region must at least allow one generation to complete its development in 1 year as the winter mortality of immature stages is very high (Faccoli, 2002) .
Climate change is expected to influence the damaging potential of I. typographus via effects on tree defence capacity and temperature influence on insect flight activity and developmental rate, leading to a gradually increased frequency of an additional generation per year (Lange et al., 2006; Jönsson et al., 2007) . In south Scandinavia, I. typographus may thus shift from primarily producing one generation to regularly producing two generations per year (Jönsson et al., 2009 ). Due to the potentially serious consequences for forest protection and production economy there is need for analysing the consequences of projected climate change to support the development of adaptation strategies, including forest management actions (Seidl et al., 2009 ).
Effect of uncertainties in climate projections on impact model performance
Previous studies of climate change impact on the number of I. typographus generations per year (voltinism) have used driving data from a combination of one regional and one global climate model (Lange et al., 2006; Jönsson et al., 2007) , and extending the analyses to several emission scenarios (Jönsson et al., 2009) . The climate data sets used in earlier studies did however not allow any assessment of the sensitivity of the impact model to variations in dynamical downscaling or lateral forcing of the RCM. In this study we will make use of two newly produced climate data ensembles (Christensen et al., 2009; Kjellström et al., 2011) for extending previous studies by analysing how the bark beetle model (Jönsson et al., 2007) responds to uncertainties inherent in the regional and global climate simulations. As reference we use a gridded observational data set that is independent of RCM downscaled data. In this way we are able to carry out an initial probabilistic assessment of climate change impact on voltinism of I. typographus.
Material and Methods
IPS model
In this study we used the model developed by Jönsson et al., (2007) , hereafter denoted the IPS model, to analyse the climate change impact on bark beetle activity. Model calculations were based on a daily timestep. A maximum temperature, T2max, threshold controls reproductive flight activity, and accumulation of daily mean temperature, T2mean, controls the timing of completed maturation of the new generation (Fig. 1) . Thermal sums were expressed as degree-days (dd) above a developmental threshold, which was set to +5
• C for all stages according to (Annila, 1969) . The emergence of the parental generation after winter hibernation was set to 120 dd (Annila, 1969) . Flight activity was set to occur when the daily maximum temperature exceeded 16
• C, based on temperature threshold calibration and validation using pheromone trap monitoring data (Jönsson et al., 2009 (Jönsson et al., , 2010 . Egg development was modelled to start 7 days later, accounting for a pre-oviposition period with mating (Wermelinger and Seifert, 1999) , and time to lay half of the egg clutch (Anderbrant, 1990) . In this study, the developmental time from egg to mature bark beetle was calculated for development in sun-exposed brood trees, corresponding to 625 dd (Jönsson et al., 2007) , as this is preferred over shaded conditions by I. typographus (Christiansen and Bakke, 1988) . The model calculations account for up to three generations per year. Reproductive diapause is the adaptive response to cues from day length and temperature to avoid unsuccessful reproduction at a time when a new generation is unlikely to reach maturity before winter (Dolezal and Sehnal, 2007) . Diapause reduces the probability that a large proportion of the population will not be able to survive winter due to incomplete development, although this may still occur during cold autumns. Without reproductive diapause, however, initiations of a second and a third generation would have been much more common than observed. Model representation of reproductive diapause is therefore required. The reproductive diapause was modelled to occur after fulfilment of a day length requirement and subsequent temperature requirement, T2mean <15
• C, when day length is shorter than a local threshold value (Jönsson et al., 2010) . The day length setting corresponds to the natural selection during years with cold autumn temperatures. The gridcell-specific threshold was parameterized as the day length of the earliest date during a 30-year period when the bark beetles were not able to reach the maturity state required for surviving winter. This parameterization, which has been evaluated against independent field monitoring data (Jönsson et al., 2010) , approximately follows a latitudinal gradient from 15-16 h in the south of the study area to 20-22 h in the north.
The day length requirements of insect species may rapidly adjust to changes in climate (van Asch et al., 2007) . In this study, the parameterization was based on the assumption that I. typographus has the potential for fast adaptation to new climate conditions by migration and natural selection. The local day length threshold was therefore recalculated for each 30-year period. This implies an increase in length of summer flight periods by up to 1 week by the end of this century in comparison to simulations where adaptation is not accounted for (Jönsson et al., 2010) . Fig. 2 illustrates the different modelling steps for one grid cell, including the interannual variation, during the first and last simulated 30-year periods.
Climate data sets
Three different climate data sets covering Europe were used in this study, all having a spatial resolution of approximately 50 × 50 km: (1) The E-Obs gridded European weather data set covering the period 1961 -1990 (Haylock et al., 2008 available through the URL http://eca.knmi.nl/ensembles. This data set is based on a large number of daily observations from a network of meteorological stations. For each day the available observations were gridded by means of statistical interpolation techniques to produce both a best estimate and an upper and lower 95% confidence bound for each gridcell and day. Consequently, this data set provides information on the uncertainty range inherent in observations of the climatic conditions. It was used for evaluation purposes, as it is fully independent of climate models. (2) An ensemble of data from eight different RCMs (Christensen et al., 2009;  Table 1 ) forced by the ERA40 reanalysis data (Uppala et al., 2005) for the period . This data set, herein denoted as RCM_ERA40, was developed within the ENSEMBLES project (van der Linden & Mitchell, 2009) and is available through the ENSEMBLES data archive (URL: http://ensemblesrt3.dmi.dk). RCA3 (Kjellström et al., 2005; Samuelsson et al., 2011 ) is one of the RCMs in this ensemble, and this specific run is denoted RCA3_ERA40 in the following. (3) Out of an ensemble of 16 regional climate scenarios experiments produced by RCA3 seven runs were selected for this study. All selected runs represent the SRES A1B climate change scenario (Nakićenović and Swart, 2000) for the period of 1961-2097. Lateral boundaries were taken from seven different GCM formulations (Table 1) . There are five different GCMs of which one, HadCM3, were run with three different climate sensitivity settings (Collins et al., 2010) . For the purpose of this paper, this ensemble is denoted RCA3_GCM.
In our analyses, the scenarios were divided into three periods: 1961-1990, 2011-2040 and 2070-2097 . The latter period only comprise 28 years because for some model runs data were not available up to including year 2100. The summer mean temperature change of individual ensemble members ranges from 2 to 4
• C . In the study area RCA3_HadCM3ref shows the strongest warming signal (about 3-4 • C) and RCA3_BCM exhibits a more modest warming of about 2-3 • C over of the whole study area. The other ensemble members show trends that fall in between these two runs, and the general pattern of warming in the study region is broadly similar: strongest warming in the south (Mediterranean) and east (continental), as well as in the far north (Arctic). And the Baltic Sea region (air temperature) is projected to warm more than the surrounding land areas.
Overview of the IPS simulation and evaluation strategy
The IPS model was run for all data series/ensemble members listed in Table 1 , thus generating output for (i) the IPS E-Obs data set (three series), (ii) the IPS RCM_ERA40 ensemble (eight series) and (iii) the IPS RCA3_GCM ensemble (seven series).
The reference period 1961-1990 is common to all data series. The data sets were evaluated in four steps: First, we analyse how the observational uncertainty (quantified by the E-Obs lower and upper 95% confidence limits) is carried over to the IPS model output, and how this uncertainty compares to the variation in the IPS RCM_ERA40 ensemble, which represents the downscaling uncertainty. Secondly, by comparing the IPS RCA3_ERA40 run with the other members of the IPS RCM_ERA40 ensemble, we establish a basis for putting the IPS RCA3_GCM climate change simulations into the context of uncertainties related to the different RCMs. Thirdly, for the IPS RCA3_GCM ensemble we follow the standard procedure of using the RCA3_ERA40 run as the reference climate data set. Thus, the RCA3-ERA40 run is used for linking the two ensembles in the reference period . Finally, to assess the projected climate change impact the three periods available in the IPS RCA3_GCM ensemble were compared. We focus our analyses on the timing of four key events: (a) day number when the first generation of I. typographus is initiated, that is date when the blue lines of Fig. 2 begin, (b) day number when the development of the first generation is completed (blue lines end), (c) day number when the second generation is initiated (green lines begin) and, finally, (d) day number when the third generation is initiated (red lines begin). In this study, we assessed climate impact on the initiation of a second and a third generation. The population dynamics during outbreaks, with a potentially large population growth from one generation to the next, implies that both these generations can kill standing trees regardless of whether the new generation will reach maturity or not. The completed development from egg to mature bark beetle is, however, of importance for survival during the winter season, and thus the potential damage during the next year. However, the reproductive success, and the population dynamics from 1 year to the next, is not yet included in the model.
The entire study area was selected to cover the main distribution area of Picea abies, which includes several bioclimatic . Panels A-C show the result of using climate forcing from RCA3_ECHAM5_A1B reference period , and panels D-F show the corresponding results for the future scenario period 2070-2097. Panels A and D show the annual cycle of daily mean temperature (T2mean) for the individual years. Panels B and E show the accumulation of degree-days for the different simulation steps. Cyan: accumulation up to 120 dd, accounting for the recovery of the parental generation from winter hibernation. Blue: reproductive flight initiates the development of the first generation, which reaches maturation at 625 dd. The future warmer climate (panel E) allows a second generation (green) to reach maturity in 23 out of the 29 years. For 1 year, the temperature did not allow completed development of the second generation, which is marked by a black cross. For another future year, the temperature allowed for initiation of a third generation (red), although it did not reach maturity. The dashed lines marked 'DL' refers the timing when initial cues from day length may initiate diapause if T2mean drops below the 15 • C threshold (see Section 2.1 for details). Panels C and F show for each year (horizontal) the duration of each successive step and the varying time between completed development and swarming conditions. zones (Ahti et al., 1968) . Six regions were selected to provide detailed analysis of the variability within and between the different IPS model runs (Fig. 3) . Region 1 (40 gridcells) represents the sub-artic and boreo-montane biotic zone of northernmost Sweden and Finland. Region 2 (43 gridcells) represents the boreal zone of southern Finland. The boreo-nemoral zone is covered by region 3 (42 gridcells in Sweden) and region 4 (42 gridcells in the Baltic states and Belarus). The nemoral zone of Table 1 . List of the gridded climate time-series, that is ensemble members, included in the three data sets used in this study: (1) E-Obs, (2) the RCM_ERA40 ensemble and (3) the RCA3_GCM ensemble, where the shorthand model name used in the text is underlined. (Haylock et al., 2008) RCM_ERA40 ensemble RCA3_GCM ensemble Nikulin et al., 2011) Lower 95% confidence bound DMI-HIRHAM (Christensen et al., 1996) HADCM3-Q0 (ref) (Gordon et al., (Christensen et al., 1996; Haugen and Haakenstad, 2006) ECHAM5/MPI-OM (Jungclaus et al., 2006; Roeckner et al., 2006) HadRM3.0 (Buonomo et al., 2007) BCCR-BCM2.0 (Bleck et al., 1992; Déqué et al., 1994 ) REMO (Jacob, 2001; Jacob et al., 2001) CCSM3 (Collins et al., 2006 ) RCA3 (Kjellström et al., 2005; Samuelsson et al., 2011) CNRM-CM3 (Déqué et al., 1994; Royer et al., 2002) GKSS-CLM (Böhm et al., 2006) Note: All data sets use the same spatial resolution and grid specifications. Denmark, northern Germany and Poland is represented by region 5 (36 gridcells) and region 6 (39 gridcells), having a costal climate and a continental climate, respectively. The regions covers different aspects of climate change impacts on bark beetle activity, representing areas changing from zero to one generation per year (region 1), from one to two (region 2 and 3) and from two to three generations per year (regions 4-6). The regions were selected so that the gridcells had reasonably homogeneous IPS modelling results. This enabled us to focus on the gradual increase of an additional generation per year, and reduce the effect of small-scale variability (spatial noise) that can be pronounced in a single-gridcell analysis. In particular, we did not carry out any detailed regional analysis in mountainous regions, as the altitudinal impact on climate would have created a mixed signal.
E-Obs
The impact of climate variability within the IPS RCA3_GCM ensemble was further analysed by calculating percentiles for timing of completed development on the full data set (all years in each period, and all gridcells in each region). For each gridcell, years when the last produced generation was calculated to not reach maturity were assigned an artificially high day number (i.e. above 365). This gives percentiles that are directly comparable in temporal profiles and across regions and models, producing a truncated cumulative frequency distribution where missing percentiles represents missing data.
To capture the large-scale geographical pattern of I. typographus voltinism across the whole study area, timing and frequency of bark beetle activity were calculated for the IPS RCA3_GCM ensemble for the climate periods of 1961-1990, 2011-2040 and 2070-2097 . Standard deviation was used as a measure of variability between RCA3_GCM members.
Results
Variability and uncertainty during the reference period 1961-1990
Figure 4 provides an overview of the climate-induced variability in initiation and completion of the first generation of I. typographus within all the IPS model runs for the reference period. For both development stages there is a substantial range in timing (as indicated by the plotted 'whiskers') between the coldest data value (late timing) and the warmest observation (early timing). However, for the middle 50% of the data (i.e. data falling between the 25th and 75th percentile, as indicated by the 'boxes') the variability is substantially reduced, typically in the range 10-20 days. The averages of the three data sets (IPS E-Obs, the IPS RCM_ERA40 ensemble and the IPS RCA3_GCM ensemble) are relatively close in all regions, whereas the individual ensemble members display a considerable variation. However, it is not only the variability in timing, as depicted by the boxplots that is of interest, but also how often this stage is reached. The frequency of initiation and completion of the first generation are shown as percentages at the top of each panel of Fig. 4 . A local population of I. typographus can exist in all regions with the exception of the northernmost region 1. In this region, the calculated frequency of years warm enough to allow for completed development one bark beetle generation differs largely between IPS model runs: The IPS E-Obs data set varies between 27% and 57%, the IPS RCM_ERA40 ensemble between 13% and 43%, and the IPS RCA3_RCM between ∼0% and 34%. The low frequency of completed development of the first generation results in decreased span between the earliest and latest timing due to smaller sample size. In particular, for some of the IPS RCA3_GCM ensemble members the span is very narrow. Fig. 5 shows similar boxplots for the initiation of the second and third generations. The climatic limitation of bark beetle development, and thus the variation between IPS model runs, becomes more obvious as the second (third) generation is only initiated if the first (second) generation reaches maturity and initiates a new generation before reproductive diapause. The frequency of more than one generation per year decreases towards the north. A second generation is frequently initiated in regions 4-6, rarely in regions 2 and 3. A third generation sometimes follows in region 6, seldom in regions 4 and 5, and is not seen in regions 1-3.
The regional frequency of occurrence and mean timing of the four key events according to the two RCM ensembles and their corresponding reference data set are shown in Table 2 . In all regions, the IPS E-Obs best estimate and the corresponding IPS RCM_ERA40 ensemble average differs by less than a week, except for the initiation of a third generation where the regional differences are 7-12 days. This deviation causes the IPS RCM_ERA40 ensemble to overestimate the occurrence of a third generation. The regional mean of the IPS RCA3_ERA40 follows the same pattern as the IPS RCM_ERA40 ensemble average, although the mean date for initiation of a second and third generations is somewhat closer to the IPS E-Obs best estimate. The IPS RCA3_GCM ensemble means for the reference period are a few days later than the IPS RCA3_ERA40 for regions 1-3, but a few days earlier for regions 4-6, thereby overestimating the occurrence of a third generation (Table 2 ).
In Fig. 6A (upper panel), the regional mean biases are illustrated by comparing the average timing of completed development of the first generation for the different ensemble members. The error bars for the individual ensemble members are narrow compared to the difference between the ensemble members, hence indicating significant differences between the IPS RCM_ERA40 ensemble members. It is however worth noting that the combined effect of sub-gridcell variability and statistical interpolation uncertainty, represented by the IPS E-Obs 95% confidence interval, is much larger than the combined interannual and spatial variability within the regions (the individual error bars). In regions 4-6, most IPS RCM_ERA40 ensemble members provide an earlier date for completed development of the first generation than the IPS E-Obs best estimate. Specifically, the IPS RCA3_ERA40 underestimates the timing by 3 days. It also overestimates the timing in the north (regions 1-3) by 3-5 days. The pattern for the IPS RCA3_GCM reference period ensemble is somewhat different (Fig. 6B, lower panel) . Here, the individual ensemble members tend have a consistent bias across the different regions Only three members change sign of bias, from a later timing in north to an earlier timing in the south. according to the different IPS RCA3_GCM members. The south/north gradient in timing is clearly evident in all seven IPS RCA3_GCM ensemble members. For regions 1-3, the high percentiles (late timing, corresponding to low temperatures) change more than the low percentiles. This suggests that the frequency distributions become less skewed. The implication of this is that the interannual variability in timing of maturation will decrease. From Fig. 7 it is also evident that there are systematic differences between the individual members. Although results from IPS RCA3_HadCM3ref and IPS RCA3_HadCM3high are similar, the low climate sensitivity version, IPS RCA3_HadCM3low, together with IPS RCA3_CCSM3 consistently exhibit later timing compared to the other ensemble members. With only few exceptions, the results suggest that the change accelerates towards the latter half of the century. Nevertheless, all ensemble members except IPS RCA3_HadCM3high indicate that the climate in region 1 will be to harsh even by the end of the century for completed development of one generation during all years, thereby not sustaining a persistent bark beetle population.
Future projections-trends, variability and uncertainty
Climate gradients within the distribution area of I. typographus
Now we turn the focus from the regional to the European scale. The climate of the reference period, 1961-1990, allowed for spring flight in late April to early May in lowland parts north of the Alps, shifting to early June in mountainous regions and in the north. The second generation was initiated during June and July, and the third generation during July and August (Fig. 8A) . The IPS RCA3_GCM ensemble mean indicate that during the period of 2011-2040 (Fig. 8B ) spring flight will on average take place less than one week earlier in the entire distribution area. For the period of 2070-2097 the projected changes in timing of spring flight are larger, 10-25 days, in central Europe compared to less than 1 week in northern Europe (Fig. 8C) . For the period of 1961-1990 and 2011-2040 , the standard deviation of calculated spring flight timing varies between 0 and 10 days of the IPS RCA3_GCM ensemble members ( Figs 8D and E) . The standard deviation is above 10 days for the entire region for the period of 2070-2097 (Fig. 8F) . The E-Obs best estimate indicates a high frequency of a second generation and a lower frequency of a third generation south of 55
• N for the reference period (Fig. 9A) . The IPS RCA3_GCM ensemble average is within IPS_E-Obs confidence limits for the second generation, whereas the third generation exceeds the upper confidence limit by 5-20 years in south Germany (approximately region 6), parts of Poland and Lithuania (region 4) (Fig. 9B) . The second and third generations are projected to become more frequent and also advance further north in response to warming (Figs 9C and D) . The range in frequency estimates Fig. 3 is shown in a separate panel, having day number of completed development as y-axis and the driving GCM indicated in separate sections along the x-axis. Nine percentiles were calculated [from bottom to top: 1%, 5%, 10%, 25%, 50% (thick line), 75%, 90%, 95% and 99%] based on data for all gridcells in the region and all years in the period. If the development stage was not reached in some years the corresponding percentiles were set to missing value. In essence, in cool climatic conditions only the lowest percentiles (corresponding to the warmest years) could be calculated. If a percentile value could be calculated for one period only it is shown as a cross. Note that while the y-axis scale is different for each panel, the width of the interval is the same (i.e. the scale of change is constant).
between the IPS RCA3_GCM ensemble members is particularly high in areas undergoing a shift in dominating voltinism, that is having one to two, or two to three generations per year (Fig. 9E ).
Discussion
In this study, we have analysed how the IPS model responds to variation and uncertainties inherent in two ensembles of regional climate simulations. We first look at how the bias pattern seen in Figs 4-6 compares to the corresponding bias pattern in the forcing climate data sets. From Kjellström et al. (2011) , we extract key information regarding biases in the RCA3_ERA40 experiment mean summer and winter temperature during the reference period . Compared to the E-Obs reference data set there is a weak negative bias (about −1
summer mean temperature over the north Swedish inland and some patches north of the Alps. This bias is carried over to the IPS simulation results in region 1 (Figs 4 and 6A) . Otherwise, there is no substantial bias in the RCA3_ERA40 summer mean temperature over the study region, which is mirrored (Fig. 6A ) in that the timing of the first generation maturity estimated by IPS RCA3_ERA40 stays within the 95% confidence of the IPS E-Obs estimates in regions 2 to 6. In Fig. 6A , we further note that several model runs, most notably IPS GKSS_CLM_ERA40 and IPS REMO_ERA40 show a similar bias pattern; overestimation of the timing in the north and underestimation in the south. In Fig. 6B , the bias in the different IPS RCA3_GCM ensemble members are shown. Again, these biases follow to the corresponding temperature biases as presented in Kjellström et al. (2011, their and third generations, as well as the corresponding frequency differed largely within the two ensemble data sets and the IPS E-Obs best estimate. More importantly, however, the interannual variability of the different ensembles members overlapped to a large extent (Figs 4 and 5 ). There are two reasons for this, the performance of the IPS RCA3_ERA40 was relatively close to the IPS RCM_ERA40 ensemble average in most areas and the variation in mean monthly temperature during the reference period was between 4 and 5
• C for both the RCM_ERA40 and the RCA3_GCM ensemble during April to August, which is the main period of I. typographus activity in Europe. The variability between ensemble members was more pronounced in the IPS RCA3_GCM ensemble compared to the IPS RCM_ERA40 ensemble. This is due to the variability in the different GCM's representations of the present-day large-scale circulation . It has previously been concluded that the choice of GCM in general, although no always, introduces larger uncertainty than the choice of RCM (Déqué et al., 2007; Olesen et al., 2007; Kjellström et al., 2011) . For weather extremes, the choice of RCM is relatively more important compared to the GCM (Déqué et al., 2007; Kjellström et al., 2007) . This has two implications in terms of the IPS modelling. First, the thresholds of T2mean = 15
• C and T2max = 16 • C are sufficiently far away from being an extreme summer temperature except for in the north of Scandinavia, for the choice of RCM to be less significant compared to the choice of GCM. And in terms of accumulated degree-days above 5
• C the additional temperature sum contributed by a presently infrequent extremely warm day does not change this conclusion. However, the warming trend will produce more extreme events in the future Fischer and Schär, 2010) leading to a growing influence from the choice of RCM. Focussing on the future as shown in Fig. 7 , there are clear and consistent trends towards earlier maturation of the first generation in all seven ensemble members and in all (available) percentiles. The general level and spread varies between the individual members as a combined effect of GCM bias, initial conditions (i.e. natural variability) and uncertainties associated with modelling of future climate. Nevertheless, the climate change signal is obvious. The downward trend is not linear over the three periods 1961-1990, 2011-2040 and 2070-2097 . In general, the trend is stronger in the latter part of this century. Also from 1961-1990 to 2011-2040 the large majority of profiles show a downward trend, with IPS RCA3_BCM in regions 4 and 6 as the only exception of showing some consistency between the different percentile profiles. The overwhelming consistency in the downward trend between the two early periods is particularly interesting because of the relatively large influence from natural variability (initial conditions) in comparison to the climate change signal.
The IPS model is particularly sensitive to the climate data description of seasonal warming during spring (affecting the timing for crossing of the swarming temperature threshold) and seasonal cooling during autumn (affecting the timing for onset of diapause). Due to thresholds, the uncertainties within the IPS RCA3_GCM ensemble differs geographically from the uncertainties associated within the driving climate data set . In this study we showed that the frequency in initiation of an additional generation provides a more sensitive measure for quantifying climate variability and model uncertainty than the shift towards earlier dates. That is, the occurrence of summer flight is restricted to the time between completed development of the previous generation and onset of reproductive diapause, and the difference between climate data sets is mainly expressed by the modelled frequency of a second and third generation. The variation between IPS model runs is therefore high in regions where the interannual variations in temperature allows for one or two, respectively two or three generations. Outside these transient zones, the variation between model runs is low.
Field observations indicate that mass flight occur at daily maximum temperature above 20
• C (Annila, 1969; Wermelinger, 2004) . For modelling purposes, a threshold of 16 • C has been selected to account for the differences between point measurements and grid cell averages (Jönsson et al., 2009 ). The flight temperature threshold of 16 • C was a reasonable approximation for the IPS RCM_ERA40 ensemble, as the timings of initiation of the first and second generations were predominantly within IPS E-Obs 95% confidence intervals. It is also in accordance with the fact that the RCA3 T2max has a negative bias of approximately −4
• C in comparison with station observations during the bark beetle activity period (Kjellström et al., 2005) . However, the simulated frequency of a third generation was outside the upper confidence limit in continental areas of central Europe. This pattern can be related to the fact that RCMs in general simulate conditions that are too warm during summer in the southeastern part of Europe, including the continental parts of central Europe Kjellström et al., 2007) . These results illustrate the need for improving RCM skills rather than a need for developing elaborated methods for correction of biases that may not hold true for extrapolation to future climate conditions. It is methodologically difficult to adjust biases that differ in magnitude between seasons and geographical regions, also accounting for natural variations between years. Related issues are whether the contribution of individual ensemble members should be weighted based on their performance, and if the criterion best suited for weighting purpose should be based on meteorological aspects or being related to the specific requirements of the impact model. A warmer climate will lead to an earlier initiation of the first generation, accelerated development from egg to mature bark beetle, and thereby increased probability of a second (third) generation per year. There are uncertainties associated with the selected diapause model parameterization, due to lack of experimental knowledge. Without reproductive diapause, however, initiations of a second and third generations would have been more common than observed, resulting in a high frequency of incomplete development before winter. Model analyses have shown that reproductive diapause will not restrict the initiation of an additional beetle generation per year (Jönsson et al., 2010) , due to earlier maturation of the first generation. The warming trend can therefore result in increased frequency of late summer swarming events, and we conclude that geographical areas undergoing a transition in dominating number of generations per year showed the largest variation in future projections among RCM3_GCM ensemble members. The large variation in the transition zones is explained by the fact that comparatively small differences in the climate can have a large impact on I. typographus. This implies that biological impact assessment can be sensitive to aspects and properties of climate scenario data used, and that uncertainties associated with climate modelling has to be considered. One additional concern is, however, that bark beetles developed on sites with a favourable local climate may induce an additional generation more frequently than suggested by the average gridcell climate.
Conclusions
1. This study indicate a shift from one to two generations of I. typographus per year in south Scandinavia, and an increased frequency of three generations per year in central Europe in response to a warmer climate. 2. Biological processes described by accumulation of temperature sums and responses induced after crossing of discrete temperature thresholds increase the risk for amplification of otherwise modest bias in climate data. As shown in this study, uncertainties in climate change scenarios can be particularly amplified in regions on the margin of climate change induced impact on organism performance, that is shifts in dominating voltinism of I. typographus caused by a temperature increase.
3. Impact assessments using an ensemble of climate change scenarios provide better support for development of adaptation and risk management strategies compared to if only one scenario is used because a scenario ensemble allows quantification of several sources of methodological uncertainties. A particular advantage is the possibility to identify regions and change signals that are robust across all, or at least a majority of the ensemble members and, likewise, to find out what is less robust. This is of particular importance in regions facing a transition in biological response.
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