Abstract. We introduce the concept of a geometric categorical sl 2 action and relate it to that of a strong categorical sl 2 action. The latter is a special kind of 2-representation in the sense of Rouquier. The main result is that a geometric categorical sl 2 action induces a strong categorical sl 2 action. This allows one to apply the theory of strong sl 2 actions to various geometric situations. Our main example is the construction of a geometric categorical sl 2 action on the derived category of coherent sheaves on cotangent bundles of Grassmannians.
1. Introduction 1.1. Actions of sl 2 on categories. An action of sl 2 on a finite-dimensional vector space V consists of a direct sum decomposition V = ⊕V (λ) into weight spaces and linear maps E(λ) : V (λ− 1) → V (λ+ 1) and F (λ) : V (λ + 1) → V (λ − 1). These maps satisfy the condition (1) E(λ − 1)F (λ − 1) − F (λ + 1)E(λ + 1) = λid V (λ) .
Such an action automatically integrates to the group SL 2 . In particular, the reflection element t = between them. These functors should satisfy a categorical version of (1) above,
• E(λ + 1), for λ ≥ 0 and an analogous condition when λ ≤ 0. This is just a naïve notion of categorical sl 2 action, since ideally there should be morphisms between the functors which induce the isomorphisms (2).
The purpose of this paper and the accompaning papers [CKL1] , [CKL2] , is to apply categorical sl 2 actions to the geometric situation where D(λ) is the derived category of coherent sheaves of a variety. The main example discussed in this paper is the case of cotangent bundles to Grassmannians of planes in a fixed N dimensional vector space. Thus we fix N and as k varies we let D(N − 2k) := DCoh(T ⋆ (G(k, N )).
1.2. Strong categorical sl 2 actions and geometric categorical sl 2 actions. In this paper we have two main definitions. First we define the notion of a strong categorical action of sl 2 (section 2.1), a modification of definitions due to Chuang-Rouquier [CR] , Lauda [L] , and Rouquier [R] . These axioms include the additional data of morphisms of functors X : E → E and T : E 2 → E 2 which rigidify the isomorphisms (2). In a companion paper, [CKL2] , where we prove (using ideas from [CR] ) that whenever there is a strong categorical action of sl 2 whose weight spaces are triangulated categories, then we can construct a triangulated equivalence between D(λ) and D(−λ).
The second notion introduced in this paper is that of a geometric categorical sl 2 action (section 2.2). This means that we have a sequence of varieties Y (λ) and Fourier-Mukai kernels E(λ), F (λ), which are objects in the derived categories of the products Y (λ − 1) × Y (λ + 1). These kernels are required to satisfy the commutation relation (2), but only at the level of cohomology. We also demand that there exist certain deformationsỸ (λ) → A 1 of Y (λ) with some special properties. The idea to impose the existence of deformations was inspired by the work of Huybrechts-Thomas [HT] (see Remark 2.4).
The main theorem of this paper (Theorem 2.5) is that a geometric categorical sl 2 action gives rise to a strong categorical sl 2 action when the categories involved are the derived categories of coherent sheaves D(Y (λ)) and where the functors E(λ), F(λ) are induced by the kernels E(λ), F (λ). Roughly speaking, the morphism X : E(λ) → E(λ) [2] is the obstruction to deforming E(λ) in the familyỸ (λ − 1) × A 1Ỹ (λ + 1). Sections 4 and 5 are devoted to the proof of this theorem. In practice it is much easier to check that certain geometric constructions give rise to a geometric categorical sl 2 action rather than a strong categorical sl 2 action. So Theorem 2.5 provides a bridge between geometry (and the results in [CKL1] ) and more formal algebraic/categorical constructions provided by a strong sl 2 action (such as the equivalences constructed in [CKL2] ).
1.3. Relation to 2-categories of Rouquier and Lauda. In [R] , Rouquier defined a 2-categorical version of quantum sl 2 (based on work in [CR] ). This is closely related (not coincidentally) to our definition of strong categorical sl 2 action. A strong categorical sl 2 action immediately gives rise to a 2-functor from Rouquier's 2-category into the 2-category of triangulated categories. Thus another We expect that these "functors" (if they are made precise as functors) will intertwine the three sl 2 actions.
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Main definitions and results
First, a bit of notational discussion. We will denote composition of functors by juxtaposition and reserve the symbol • to denote composition of morphisms. Also we will denote the identity morphism by I and the identity functor by id. We denote by G(k, n) the Grassmannian parametrizing k-planes in C n . We denote by H ⋆ (G(k, n)) the usual cohomology of G(k, n) but shifted so that it is symmetric with respect to degree zero (equivalently, it is the intersection cohomology). For the purposes of the definition of strong sl 2 categorification, we will use · for the grading, whereas later in the paper we will use replace k by [k]{−k}. For example,
By convention H ⋆ (P −1 ) is zero.
2.1. Strong sl 2 categorification. Let k be a field. A strong categorical sl 2 action consists of the following data.
(i) A sequence of k-linear, Z-graded, additive categories D(−N ), . . . , D(N ) which are idempotent complete. We say that a category is graded it it has a shift functor · which is an equivalence. (ii) Functors
for r ≥ 0 and λ ∈ Z. We assume these functors are additive and commute with shift. We will usually write E(λ) for E (1) (λ) and F(λ) for F (1) (λ). It is convenient to set E (0) (λ) and F (0) (λ) to be the identity functor id on Y (λ).
On this data we impose the following additional conditions. (i) Each (graded piece of the) Hom space between two objects in D(λ) is finite dimensional.
(ii) The morphism η and ε are units and counits of adjunctions
In general we do not impose that this isomorphism is induced by a particular natural transformation. However, in the case r 1 = r and r 2 = 1 we do require that the maps
are isomorphisms. We also have the analogous condition when r 1 = 1 and r 2 = r.
Remark 2.1. Intuitively, ι maps into the "bottom" factor of
while π maps out of the "top" factor.
(iv) If λ ≤ 0 then
The isomorphism is induced by
where σ is the composition of maps
Similarly, if λ ≥ 0 then
with the isomorphism induced in the same way as above. (v) The Xs and T s satisfy the nil affine Hecke relations:
Note that all functors appearing in the definition above can be obtained from the functors E(λ) by composition, taking direct summands and by taking (left or right) adjoints.
Although we have categories D(λ) corresponding to weights −N ≤ λ ≤ N the Es and Fs jump by an even amount from an odd weight to odd weight or from an even weight to an even weight. So we can separate our analysis into studying the odd and even weights. It will therefore often be convenient to assume that D(−N + 1), D(−N + 3), . . . , D(N − 3), D(N − 1) are empty. Remark 2.2. A strong categorical sl 2 action is the same thing as an integrable, graded representation of Rouquier's 2-category in the 2-category of k-linear categories [R] , along with the above extra condition on End(E (r) ). This follows immediately if one compares his definition to ours.
2.2. Geometric categorical sl 2 action.
2.2.1. A few preliminaries. If X is a variety we denote by D(X) the bounded derived category of coherent sheaves on X. An object P ∈ D(X × Y ) whose support is proper over Y induces a Fourier-
(where every operation is derived). One says that P is the FM kernel which induces Φ P . The right and left adjoints Φ R P and Φ L P are induced by
where Q * P = π 13 * (π * 12 P ⊗ π * 23 Q) is the convolution product (see also [CK1] section 3.1).
If X carries a k × action then we can also consider the bounded derived category of k × -equivariant coherent sheaves on X. On X the sheaf O X {i} denotes the structure sheaf shifted with respect to the
We will denote by {i} the operation of tensoring with O X {i}. In this paper we assume that any variety X carries a k × action and we will denote by D(X) the bounded derived category of k × -equivariant coherent sheaves on X.
2.2.2.
Definition. Once again we fix a base field k. A geometric categorical sl 2 action consists of the following data.
(i) A sequence of smooth varieties
(which are k × -equivariant). We will usually write E(λ) for E (1) (λ) and F (λ) for F (1) (λ) while one should think of E (0) (λ) and
× -action which maps fibres to fibres and acts on the base via x → t 2 x (where t ∈ k × ). We call this a compatible k × -action.
Remark 2.3. Strictly speaking we only need a first order deformationỸ (λ) → Spec(k[x]/x 2 ) but in all our examples we obtain such a first order deformation from a natural deformation over A 1 k . However, we could replace
2 ) in the rest of paper and very little would change.
On this data we impose the following additional conditions. We always work k × equivariantly.
(i) Each (graded piece of the) Hom space between two objects in D(Y (λ)) is finite dimensional. In particular, this means that
(r) (λ) and F (r) (λ) are left and right adjoints of each other up to shift. More precisely
At the level of cohomology of complexes we have
where the i 12 and i 23 are the closed immersions
(vi) If λ ≤ 0 and k ≥ 1 then the image of supp(E (r) (λ − r)) under the projection to Y (λ) is not contained in the image of supp(E (r+k) (λ − r − k)) also under the projection to Y (λ). Similarly, if λ ≥ 0 and k ≥ 1 then the image of supp(E (r) (λ + r)) in Y (λ) is not contained in the image of supp(E (r+k) (λ + r + k)). (vii) All E (r) s and F (r) s are sheaves (i.e. complexes supported in degree zero).
Remark 2.4. Having the conditions at the level of cohomology may seem strange but it is often much easier to prove that the cohomologies of two objects are the same than to prove that the objects are isomorphic. Moreover, there are natural examples where isomorphisms hold only at the level of cohomology. The moral is that also having deformations (with the properties described above) allows one to lift isomorphisms from the level of cohomology of objects to isomorphisms of objects. The idea of imposing the existence of a deformation was inspired by the work of Huybrechts-Thomas on P n objects. In particular, in Proposition 1.4 of [HT] , they show that under certain conditions, the deformation of a P n object is spherical. When λ = −N + 1, E(λ) is a relative P n object and we see (Proposition 4.5) that on the deformed varieties i * E(λ) satisfies a spherical-type condition.
2.3. The main result. If we compare the definitions of strong categorical sl 2 action and geometric categorical sl 2 action, we find the same functors (once we pass from E (r) (λ) to Φ E (r) (λ) ) which satisfy the same isomorphisms (compare points (iii), (iv) in the definitions above). There are two main differences between the two definitions. First, in the geometric version, the functors satisfy the isomorphisms only on the level of cohomology (an a priori weaker statement). Second, in the geometric version, the isomorphisms are just abstract ismorphisms. In the strong version, these isomorphisms come from specified morphisms, which themselves must satisfy nil affine Hecke relations. However, despite these differences, the main result of this paper is that a geometric categorical sl 2 gives a strong categorical sl 2 action. Theorem 2.5. Given a geometric categorical sl 2 action set
where the shift in D(λ) is given by r = [r]{−r}. Then there exist morphisms ι, π, ε, η, X, T giving a strong categorical sl 2 action. Moreover, the choice of the X and T is parametrized by
denotes the linear subspace of transient maps defined in section 5.2. The choices of ι, π, ε and η are unique up to scaling by k × .
Remark 2.6. One may very well choose to ignore the k × -action and nothing in the statement or proof of Theorem 2.5 would change (except that we would have no {·} shift and · = [·]). One reason to include the k × is because it occurs naturally in many of the examples we know and provides another grading which will be useful in future work. Also, there are examples (such as the one below) where the condition that End(O ∆ (λ)) be finite dimensional fails if one doesn't work k × -equivariantly.
The main example
Before proceeding with the proof of main Theorem 2.5 we give an example of a geometric categorical sl 2 action. We work over the base field k = C. The spaces involved will be cotangent bundles to Grassmannians. In [CKL1] we gave an example of a geometric categorical sl 2 action which is essentially a natural compactification of the one here. However, we prefer the one given here since in some ways it is simpler and more fundamental.
3.1. Spaces and functors. Fix N > 0. For our spaces Y (λ) we will take the total cotangent bundle to the Grassmannian T ⋆ G(k, N ) where k = (N − λ)/2. The C × will act naturally on the fibres of the bundle. These spaces have a particularly nice geometric description as
where End(C N ) denotes the space of complex N × N matrices (the notation
we have the tautological vector bundle V as well as the quotient C N /V . To describe the kernels E and F we will need the correspondences
(here as before λ and k are related by the equation k = (N − λ)/2). There are two natural projections
and Y (λ + r) respectively. Together they give us an embedding
Notice that we also have a natural C × action on W r (λ) given by X → t 2 X so that both π 1 and π 2 are C × -equivariant. On W r (λ) we have two natural tautological bundles, namely V := π * 1 (V ) and V ′ := π * 2 (V ) where the prime on the V ′ indicates that the vector bundle is the pullback of the tautological bundle by the second projection. We also have natural inclusions
Similarly, the kernel
Notice that here V ′ = π * 2 (V ) is the pullback from the projection onto Y (λ − r) since we now view Y (λ − r) as being the second factor rather than the first.
Remark 3.1. Although W r (λ) is not proper the projections onto Y (λ − r) and Y (λ + r) are proper since the fibres are subvarieties of Grassmannians. Hence E (r) (λ) and
has a natural 2-parameter deformation over A 2 C , whose fibre at the point (x, y) is given by
Notice that the fibre over (x, y) = (0, 0) recovers T ⋆ G(k, N ). This deformation restricted to the diagonal x = y is actually trivial but if we take any other ray in A 2 C through the origin we get a non-trivial deformation of T ⋆ G(k, N ). Which ray we choose is not that important -we choose the axis y = 0 to obtain the deformatioñ
where λ = N − 2k. The C × -action here acts, like before, by X → t 2 X and by x → t 2 x. Thus we have a compatible C × -action.
3.3. A geometric categorical sl 2 action.
Recall that in [CKL1] we constructed a geometric categorical sl 2 action on certain spaces Y (k, l). These varieties are compactifications of T * G(k, N ) when k + l = N . One way to prove Theorem 3.2 is to repeat the proof in [CKL1] word by word replacing Y (k, l) by T * G(k, N ) at each step. The geometry is the same since we just restrict to open subsets.
Alternatively, one can show that the geometric categorical sl 2 action from [CKL1] formally implies Theorem 3.2. We choose this approach because repeating the argument in [CKL1] is a bit tedious and repetitive. We think it is more instructive to spell out the relationship between these two categorical sl 2 actions and see how the one here follows directly from [CKL1] .
3.4. Relation to categorification of skew Howe duality. In [CKL1] we constructed a geometric categorical sl 2 action on varieties which compactified the above cotangent bundles. We now explain how that categorification is related to the one above.
In [CKL1] we fixed integers m, N and defined varieties Y (k, l) and functors E (r) (k, l) where k+l = N . However, only the case when m = N is related to the example above. We now recall these varieties and functors when m = N .
We define
and
where (abusing notation a little)
The following result is due to [MVy, Theorem 5.3] and [Ng, Lemma 2.3 .1]
Moreover, this isomorphism is C × -equivariant with respect to the
The fact that this isomorphism is C × -equivariant follows since the C × -actions are given by X → t 2 X and z → t 2 z.
Now in [CKL1] we also had deformations
These were also equipped with C × -actions induced by t · z k = t 2k z k and t · x = t 2 x. From [MVy, Theorem 5 .3], we obtain the following result:
which is compatible with the projections to A 1 C and the C × -actions given above.
3.5. Proof of Theorem 3.2. The idea is to show that the categorical sl 2 relations for the Y (k, l) varieties induce the same relations for our open subvarieties T ⋆ G(k, N ). To do this we begin with the following observation. Denote by j :
where λ = N − 2k − r. Even better, we have
and that
We can now make use of the following lemma.
Lemma 3.5. Suppose that Y 1 , Y 2 , Y 3 are smooth varieties and U 1 , U 2 , U 3 are open subvarieties. Let
denote objects on the products and let
Suppose moreover that
Proof. This follows by a direct calculation. We have
where p ab is the projection from U 1 × Y 2 × U 3 onto the a, b factor and π ′ ab is the projection from U 1 × U 2 × U 3 onto the a, b factor. To get the 2nd and 6th isomorphisms we used commutativity of pushing and pulling in a flat base change. To get the 7th isomorphism we used that 1 × j 2 × 1 is an open immersion so tensoring commutes with pushforward. Now we can finish the proof of Theorem 3.2. We need to check that the E(λ)'s and F (λ)'s satisfy conditions (i) -(vii) for having a geometric categorical sl 2 action. Conditions (ii) and (iii) follow immediately since we are just restricting to open subsets. Condition (vii) can be checked quite easily just like in [CKL1] by noting that (if λ ≤ 0 and k ≥ 1) then the image of supp(E (r) (λ − r)) contains points where the kernel of X has dimension r + (N + λ)/2 while the image of supp(E (r) (λ − r − k)) is contained in the locus where the kernel of X has dimension ≥ r + k + (N + λ)/2) -so the former cannot be contained in the latter.
Next we check condition (iv). We apply Lemma 3.5 with
The main hypothesis of Lemma 3.5 follows from (3). From the conclusion of Lemma 3.5, we deduce that
Applying H * to both sides, and using the fact that the underived pullback (j 1 × j 3 ) * is exact, we obtain
Thus the first part of relation (iv) follows from the corresponding relation (iv) for the composition of the E(k, l)'s.
To prove condition (v) we apply the Lemma with Y 1 , Y 3 , U 1 , U 3 as above but with Y 2 =Ỹ (k, l) and U 2 =Ỹ (λ). The relation then follows as above. Condition (v) also follows by a similar argument.
The final thing to check is condition (i): namely that Hom
is finite dimensinoal for any A. By considering the corresponding spectral sequence we can even assume A is a sheaf. Now let π be the projection
there is no higher cohomology). Now the C × action acts naturally on the fibres.
Notice that (i) would not hold if we were to ignore the C × -action.
Remark 3.6. It follows immediately from Theorem 3.2 that U q (sl 2 ) acts on the Grothendieck group
where
by the argument in Proposition 7.2 of [CK2] . Hence as a U q (sl 2 ) representation, K(N ) is isomorphic to the N th tensor power of the irreducible 2-dimensional representation.
Obtaining formality from deformationsỸ (λ)
The rest of the paper is devoted to the proof of Theorem 2.5. We will assume throughout that we have a fixed geometric categorical k × -equivariant sl 2 action. The most difficult part of the proof (by far) is to construct the X(λ)'s and T (λ)'s so that they satisfy the nil affine Hecke relations. So we first check all the other properties and leave the nil affine Hecke relations until the end.
4.1. Some deformation theory. We begin with some general deformation theory. Our deformations will be over A 
is the Kodaira-Spencer class (see the Appendix of [HT] for a proof of the equivalence of these two definitions). From either definition it is apparent that i : Y →Ỹ only defines the map α up to a non-zero multiple because, though N Y /Ỹ ∼ = O Y {2}, this isomorphism is not canonical. Nevertheless, regardless of the value of this non-zero multiple we will always have
where we use the commuting squares
The projection formula gives
where the second line follows from flat base change on the commuting square
This proves the first isomorphism in the Lemma. The second isomorphism follows similarly. If we also have a compatible k × -action nothing changes in the proof since all the maps are naturally k × -equivariant.
Formality of E
Proposition 4.2. We have the direct sum decomposition
In the deformed setup, at the level of cohomology, we have
where i 12 and i 23 are the inclusions
We also get for free the same relations if we replace all the Es above by F s.
Proof. By Lemma 4.1 we have
Using the standard exact triangle E[1]{−2} → i * 23 i 23 * E → E we find that
where γ is the connecting map in the standard triangle above. Basically, we need to understand the map induced by γI at the level of cohomology.
When r = 1 we know (by assumption) that the left side of equation (4) is isomorphic (at the level of cohomology) to 2) [2]{−3} so that γI must induce an isomorphism (at the level of cohomology) on one summand E (2) (keep in mind that all E (r) are sheaves). Now consider the map
where ι is the inclusion of E (2) [1]{−1} into the lowest degree cohomology of E * E. Note that we do not need to know E * E is formal in order to define ι (in general, if you have a complex C · bounded from below then you can include its lowest non-zero cohomology into it H l (C · ) → C · ). By the fact above (about γI) this map induces an isomorphism at the level of cohomology and so is an isomorphism E * E ∼ = E (2) ⊗ k H * (P 1 ) (quasi-isomorphisms are by definition isomorphisms in the derived category). This completes the base case r = 1. We now proceed by induction on r. First we need to understand the map
at the level of cohomology. We know
and we need to show γI induces an isomorphism between all but a pair of summands E (r+1) (the one in highest cohomological degree on the left side and lowest cohomological degree on the right side).
Suppose this were not the case. Then H * (i * 23 i 23 * E * E (r) ) ∼ = Cone(γI) would contain at least four summands E (r+1) . By induction we know E (r−1) * E ∼ = E (r) ⊗ k H * (P r−1 ) so this would mean that
contains at least 4r summands E (r+1) . On the other hand, also by induction we know that H * (i *
[r]{−r − 1} which means we have an exact triangle
So H * (i * 23 i 23 * E * E (r−1) * E) contains at most 2(r + 1) summands E (r+1) . Since 4r > 2(r + 1) if r > 1 this is a contradiction.
Finally, as in the case r = 1, we have a map
where ι is the inclusion of E (r+1) [r]{−r} into the lowest cohomological degree of E * E (r) (note that, as before, we do not need to know that E * E (r) is formal in order to define ι). This induces an isomorphism on cohomology (and hence must be an isomorphism
in the derived category).
Remark 4.3. The fact that Ext
i (E (r+1) (λ), E (r+1) (λ){j}) = 0 for i < 0 (and any j ∈ Z) while End(E (r+1) (λ)) ∼ = k · I (see Lemma 4.9) means that ι is actually unique (up to a non-zero multiple). Similarly we can define
as the natural projection out of the top (π is likewise unique, up to non-zero multiple).
Formality of F
The proof of formality here is analogous to the one in the last section. Recall that if λ ≤ 0 then F (λ + 1) * E(λ + 1) ∼ = E(λ − 1) * F (λ − 1) ⊕ P. Lemma 4.4 below implies that given a map F (λ + 1) * E(λ + 1) → F (λ + 1) * E(λ + 1)[i]{j} there is an induced map P → P[i]{j} well defined up to a non-zero multiple.
Lemma 4.4. If λ ≤ 0 we have Hom(P, E(λ − 1) * F (λ − 1)) = 0 and Hom(E(λ − 1) * F (λ − 1), P) = 0
Proof. We have
which is zero if n > λ − 1. Since
this means Hom(P, E(λ − 1) * F (λ − 1)) = 0. Similarly, we have
which is zero if n < −λ + 1. This means Hom(E(λ − 1) * F (λ − 1), P) = 0.
Proposition 4.5. If λ ≤ 0 we have
while if λ ≥ 0 we have
In the deformed setup, if λ ≤ −1 and we restrict away from supp(E(λ − 1) * F (λ − 1)), we have
(and similarly if λ ≥ 1).
Proof. We suppose λ ≤ 0 (the other case is proved in the same way). We assume λ ≤ −2 (if λ = 0, −1 there is nothing really to prove). The proof is similar to that of Proposition 4.2. Instead of studying equation (4) we look at
Now we know F (λ + 1) * E(λ + 1) ∼ = E(λ − 1) * F (λ − 1) ⊕ P and we want to show that the induced map
is an isomorphism on all but one pair of summands O ∆ (the highest degree summand on the left side and lowest degree summand on the right side).
Suppose this is not the case. Then H * (F (λ + 1) * i * 12 i 12 * E(λ + 1)) would contain at least four summands O ∆ . Now consider
On the one hand the map IIγ can be rewritten as
at the level of cohomology is zero. So when we take the cone we obtain 2(−λ − 2) summands E. Meanwhile, by the assumption above,
contains at least 4 summands E. So in total we have at least −2λ summands E.
On the other hand,
]{−1} and by Proposition 4.2 the induced map
induces an isomorphism between the summands F * E (2) on either side. But
This means that in total we have at most 2(−λ − 1) summands E (contradiction). Here we used that H * (E (2) * F ) contains no copies E which follows by Lemma 4.6 since supp E ⊂ supp(E (2) * F ). This proves the deformed claim.
Finally, we have the map
where ι : O ∆ [−λ − 1]{λ + 1} → P is the inclusion into the lowest cohomological degree. By the result above this map is an isomophism at the level of cohomology (so it must be an isomorphism in the derived category).
Lemma 4.6. If λ ≤ 0 and r ≥ 1 we have
and similarly if λ ≥ 0.
Proof. We have that supp(E
where the right hand side is the set-theoretic convolution of varieties. Also we have
where π Y (λ) is the projection onto Y (λ). By condition (vii) of having a geometric categorical sl 2 action we have that (r+k) ) and the result follows.
4.4. Idempotent completeness. Let C be a graded additive category over k which is idempotent complete (meaning that every idempotent splits). Notice that the (derived) category of coherent sheaves on any variety is idempotent complete. Suppose that (each graded piece of) the space of homs between two objects is finite dimensional. Then every object in C has a unique, up to isomorphism, direct sum decomposition into indecomposables (see section 2.2 of [Ri] ). In particular, this means that if A, B, C ∈ C then we have the following cancellation laws:
Corollary 4.7. We have
This relation also holds if we replace E by F .
Proof. Applying the isomorphism from Proposition 4.2 repeatedly we find that
where Fl r1+r2 denotes the complete flag of C r1+r2 . Similarly, one finds that
) is idempotent complete so we can cancel to get our result. The analogous claim for F 's follows by taking adjoints.
Corollary 4.8. If −λ − a + b ≥ 0 we have
where on the right-hand side End(
Proof. We only state this result for completeness since we will not really use it. It follows formally from Proposition 4.5 (see Lemma 4.2 of [CKL2] for a sketch of the proof).
We end with the following Lemma which proves the last condition for having a strong categorical sl 2 action.
Lemma 4.9. Ext i (E (r) , E (r) {j}) = 0 for i < 0 (and any j ∈ Z) while End(E (r) ) ∼ = k · I. The same holds with F 's instead of E's.
Proof. Notice that the vanishing for i < 0 is immediate since every E (r) is a sheaf. However, we can avoid using this fact and proceed by induction, reducing everything to the case when r = 0 (i.e. to the fact that End(O ∆ )) ∼ = k · I).
Suppose that λ ≤ 0 (λ ≥ 0 is done similarly). We will ignore the {·} shifts for notational simplicity. Then
where we used Corollary 4.8 to obtain the second isomorphism. Using that 0 ≤ j ≤ r one can show that the right hand side lies in negative degrees unless j = r in which case we get one term in degree zero. So, by induction, if i < 0 this vanishes and if i = 0 we get Hom(O ∆ , O ∆ ) which is one-dimensional. Since F 's are adjoint to E's (up to a shift) the same holds if we replace all the E's by F 's.
Proof of nil affine Hecke relations
In this section we prove the following result which, together with the results in section 4, prove the main Theorem 2.5.
Theorem 5.1. Given a geometric categorical sl 2 action there exist morphisms
as morphisms E(λ + 1) * E(λ − 1) → E(λ + 1) * E(λ − 1). The freedom in choosing such Xs and T s is parametrized by
denotes the linear subspace of transient maps defined below.
In this section, we use the notation k for [k]{−k}.
Definition of θ(λ).
If we have a geometric categorical k × -equivariant sl 2 action thenỸ (λ) induces two deformations
The connecting morphism for
Notice that we could just as well have used α 2 instead of α 1 . An analogous argument shows that
. Combining these two results we can define θ(λ):
Definition 5.2. For each λ let θ(λ) := α 1 . Then we find that
where i :
Remark 5.3. Proposition 4.2 implies that the map
induces an isomorphism on all but two summands E (r+1) (one on each side). Similarly, Proposition 4.5 implies that the map
induces an isomorphism on all but two summands O ∆ (one on each side). We will use these facts in the future. 
Here i is the inclusion Y × Y ′ →Ỹ × Y ′ and α 1 , α 2 are the connecting maps for O ∆ associated to the two deformationsỸ × Y and Y ×Ỹ of Y × Y .
Proof. First let us consider α 2 . We will be working on
The case of α 1 follows similarly. Let i
where the last isomorphism follows as above.
Construction and proof of Relation (iii).
We first construct Xs and T s satisfying nil affine Hecke relation (iii).
5.2.1. θ(λ) and Transient Maps. The first step is to better understand maps E(λ) −1 → E(λ) 1 . We will write ∆(λ) for the diagonal inside Y (λ) × Y (λ) when we want to emphasize where the diagonal lives. For convenience we will assume from now on that Y (λ) = ∅ either for all λ odd or all λ even.
Without loss of generality we can assume λ ≤ 0. Then
and we have that
is zero if λ ≤ −1. So if λ ≤ −1 we get
Meanwhile, if λ = 0 we get
In both cases we have the maps indexed by Hom(O ∆ , O ∆ 2 ). If we examine the adjunction calculation above it is easy to see that these maps correspond to those of the form
On the other hand, there is also the map
This map cannot be of the form above because if it were then
induces the zero map on the cohomology E (2) (λ + 1) −1 ⊕ E (2) (λ + 1) 1 of E(λ + 2) * E(λ) (note that the map itself is not zero). This contradicts Proposition 4.2 in the case r = 1.
We conclude that any map E(λ) −1 → E(λ) 1 is of the form aθ(λ+1)+φ where φ : O ∆(λ−1) −1 → O ∆(λ−1) 1 is arbitrary. Notationally we will write this map as (aθ(λ + 1), φ) to remind ourselves that θ(λ + 1) acts on the left of E(λ) while φ acts on the right.
There is one last piece of nice structure here worth exploiting. Take any
Then by the argument above
1 . This means that there exists a distinguished linear subspace
consisting of those φ which induce a ′ = 0. We will call such an element φ ∈ V (λ − 1) tr a t ransient map.
We can define transient maps
There is a small conflict when λ = 0 since there are two ways of defining transient maps in that case. Fortunately the two definitions agree (see Proposition 5.6 below).
Notice that
is a codimension one linear subspace (the only exception is at the extremes where λ = ±N in which case every map is transient). If φ is transient then we can "slide" it from the Y (λ) slot to the Y (λ − 2) slot if λ ≤ 0 (Y (λ + 2) slot if λ ≥ 0) to obtain some new φ ′ . As Proposition 5.6 below shows φ ′ will again be transient and so we can repeat the process. This is why we call them transient maps. To summarize:
Proposition 5.5. Every map E(λ) −1 → E(λ) 1 is of the form (aθ(λ + 1), bθ(λ − 1) + φ) if λ ≤ 0 and (aθ(λ + 1) + φ, bθ(λ − 1)) if λ ≥ 0 where a, b ∈ k and φ is transient. Taking adjoints we obtain the analogous claim for maps F (λ) −1 → F(λ) 1 . Proposition 5.6. Transient maps are well defined and come equipped with natural maps
tr , which is onedimensional, is spanned by [θ(λ)]. If λ = ±N this quotient is zero.
Proof. To obtain the natural maps note that if φ ∈ V (λ) tr (where λ ≤ 0) then by definition (φ, 0) :
. What we need to check is that φ ′ is transient. To this this we consider
We can do this unless λ − 2 = −N in which case φ ′ is automatically transient since all such maps are transient.
We need to show that a = 0. To do this we consider the cone
If a = 0 then the induced map on cohomology is an isomorphism in homological degree zero and so the cone has non-zero cohomology only in degrees −2 and 1. But this cone is the same Cone(φ, 0, 0) which does not induce an isomorphism in degree zero and hence has non-zero cohomology in homological degrees −2, −1, 0, 1. Thus a = 0 and φ ′ is transient. The case of λ ≥ 0 follows similarly. That V (−1) tr ∼ = V (1) tr follows from the fact that we have natural maps V (−1)
tr whose composition is the identity. To see that the composition is the identity observe that a map E(0) −1 → E(0) 1 is of the form (aθ(1), bθ(−1) + φ) for a unique transient φ.
The isomorphism V (−2) tr ∼ = V (2) tr follows similarly by looking at maps E (2) (0) −1 → E (2) (0) 1 and using Proposition 5.10 which states that any such map is of the form (aθ(2), bθ(−2) + φ) for a unique transient φ.
Defining the T s and Xs modulo transient maps.
As a first step we will define the X(λ)s up to transients. Working modulo transients is more convenient since (for λ = ±N )
Hom(E(λ), E(λ) 2 ) modulo transients ∼ = {(aθ(λ + 1), bθ(λ − 1)) : a, b ∈ k} is two-dimensional spanned by (0, θ(λ−1)) and (θ(λ+1), 0). Thus to determine X(λ) modulo transients we only need to choose a(λ), b(λ) ∈ k 2 and define X(λ) := (a(λ)θ(λ + 1), b(λ)θ(λ − 1)). We begin by fixing an isomorphism
This isomorphism is not unique since we can compose it with elements of
(here we use that Ext i (E (k) (λ), E (k) (λ){j}) = 0 for i < 0 and any j ∈ Z while End(E (k) (λ)) ∼ = k · I). Using this isomorphism we can write
where A, D ∈ Hom(E (2) (λ), E (2) (λ) 2 ), B ∈ End(E (2) (λ)) and C ∈ Hom(E (2) (λ), E (2) (λ) 4 ). Similarly, we have
Note that although these two matrices are defined only up to conjugation their traces A + D and A ′ + D ′ as well as B and B ′ are invariant under conjugation.
Lemma 5.7. If a(λ − 1) = 0 then B is a non-zero multiple of I. Similarly, if b(λ + 1) = 0 then B ′ is a non-zero multiple of I.
Proof. Since I * X(λ − 1) = (0, a(λ − 1)θ(λ), b(λ − 1)θ(λ − 2)) we know that (at the level of cohomology)
since a(λ − 1) = 0. But the long exact sequence in cohomology induced by I * X(λ − 1) looks like
so that B has to be an isomorphism. Since End(E (2) (λ)) = k · I the result follows. The result for B ′ follows similarly.
At this point we define
Notice that this map is invariant under conjugation and hence does not depend on our choice of isomorphism (8). In this notation it is now easy to check that nil affine Hecke relation (iii) is equivalent to the conditions
Remark 5.8. A second way to characterize nil affine Hecke relation (iii) is by the conditions that I * X(λ − 1) + X(λ + 1) * I is a multiple of the identity and
This second condition can also be replaced by asking that
We will now recursively define the Xs. As a first step we let b(λ + 1) = −a(λ − 1). Then we begin with the smallest weight by first defining
Notice that on Y (−N ) all maps O ∆ −1 → O ∆ 1 are transient so the only choice we have is which (non-zero) multiple of θ(−N + 2) we should take. Clearly the space of such choices is parametrized by k × .
Now suppose by induction that we have defined X(−N + 1), . . . , X(λ − 1), X(λ + 1) = (a(λ + 1)θ(λ + 2), −a(λ − 1)θ(λ)) such that nil affine Hecke relation (iii) holds for every pair up to E(λ + 1) * E(λ − 1) and such that all the a's are non-zero. This means X(λ + 3) := (a(λ + 3)θ(λ + 4), −a(λ + 1)θ(λ + 2)) : E(λ + 3) −1 → E(λ + 3) 1 where a(λ + 3) remains to be determined.
So if λ ≤ 0 the space of maps Hom(E (2) (λ), E (2) (λ) 2 ) is spanned by maps of the form (0, bθ(λ − 2) + φ) (corresponding to the factor Hom(O ∆ , O ∆ 2 ) in the calculation above) and one more map (corresponding to the factor Hom(O ∆ , O ∆ ) ∼ = k). Since (θ(λ + 2), 0) is linearly independent to the maps above (as a corollary of Proposition 4.2) we can use it as the extra map.
The proof for λ ≥ 0 is analogous.
Proposition 5.11. There exists a unique a(λ + 3) = 0 so thatÂ =D ′ andÂ ′ =D in the notation above.
Proof. Choose a(λ + 3) arbitrarily and consider the map
at the level of cohomology. Recall that
since by induction we have nil affine Hecke relation (iii) and so B + B ′ = 0 = C + C ′ and A = D ′ and A ′ = D. This means that
) such a map is automatically zero at the level of cohomology (regardless of our choice of X(λ + 3)). Thus X(λ + 3) * X(λ + 1) * X(λ − 1) induces zero at the level of cohomology.
On the other hand we can consider
where we use thatB +B ′ = 0. Each entry marked * (whose precise value we do not care about) has homological degree four or six. So by degree considerations each entry * induces zero on the cohomology of 
induce an isomorphism on the two copies of E (3) (λ + 1) in homological degrees −1 and 1. Consequently, the composition
would induce an isomorphism on one copy of E (3) (λ + 1). But we showed above this is not the case so v = 0. Now notice that the map (θ(λ + 4), 0, 0) : E(λ + 3) * E(λ + 1) −1 → E(λ + 3) * E(λ + 1) 1 corresponds to θ(λ + 4) 0 0 θ(λ + 4) under the isomorphism (10). Thus for c ∈ k we get (X(λ + 3) + (cθ(λ + 4), 0)) * X(λ + 1) = * B(uθ(λ + 4), 0) * * + * Bcθ(λ + 4) * * .
So if we take c = −u and replace X(λ + 3) by X(λ + 3) + (cθ(λ + 4), 0) then we get thatÂ ′ =D. SinceÂ +Â ′ =Â +D ′ we also getÂ =D ′ and hence there exists a unique a(λ + 3) as required. The only thing left is to prove that a(λ + 3) = 0. To do this consider E(λ + 5) * E(λ + 3) * E(λ + 1).
Note that if E(λ + 5) = 0 (i.e. λ + 5 ≥ N so we are past the highest weight) then Y (λ + 4) = Y (N ) and hence θ(λ + 4) = 0 so there is nothing to prove.
By construction we know that X(λ + 3) * X(λ + 1) is diagonal. From the argument above we know this means that Thus repeatedly using Proposition 5.11 we find that:
Corollary 5.12. There exist non-zero as such that the Xs defined by
together with the T s defined by equation (9) satisfy nil affine Hecke relation (iii) (modulo transients).
5.2.3.
Defining the Xs on the nose. At this point we can choose our Xs and T s so that they satisfy nil affine Hecke relation (iii) modulo transients. We will now readjust these Xs by appropriate transients so that relation (iii) holds on the nose. If N is odd we start with X(0) which we keep unchanged. Now any map then we get nil affine Hecke relation (iii) on the nose. Notice that the φ by which we had to change X(−2) is completely determined. Now we can repeat with X(−4), X(−6), . . . X(−N ) and then similarly with X(2), X(4), . . . , X(N ). The overall freedom we had in redefining the Xs comes from being able to choose X(0) arbitrarily. This choice is parametrized by V (1) tr ∼ = V (−1) tr . If N is even we do the same thing except starting with X(−1). We then recursively redefine X(−3), . . . , X(−N ) as above followed by X(1), . . . , X(N ). This time the freedom we have in redefining the Xs comes from being able to choose X(−1) arbitrarily. This choice is parametrized by V (−2) tr . Notice that by symmetry we could have started with X(1) and then the freedom would have been parametrized by V (2) tr but by Proposition 5.6 V (−2) tr ∼ = V (2) tr . This completes the proof of nil affine Hecke relation (iii) in Theorem 5.1 as well as the proof regarding the freedom we have in choosing the Xs and T s.
Proof of nil affine Hecke Relations (i) and (ii). Nil Hecke relations (i) and (ii) now follow fairly easily from relation (iii).
Relation (i) is immediate. Notice that
and there are no negative homological degree endomorphisms of E (2) (since it is a sheaf) so T (λ) 2 = 0. To prove relation (ii) note that E(λ + 2) * E(λ) * E(λ − 2) ∼ = E (3) (λ) ⊗ k −3 ⊕ k −1 ⊕2 ⊕ k 1 ⊕2 ⊕ k 3 .
Since End(E (3) (λ)) ∼ = k · I this means
Hom(E(λ + 2) * E(λ) * E(λ − 2) 3 , E(λ + 2) * E(λ) * E(λ − 2) −3 ) ∼ = k.
Thus (I * T (λ − 1)) • (T (λ + 1) * I) • (I * T (λ − 1)) and (T (λ + 1) * I) • (I * T (λ − 1)) • (T (λ + 1) * I) must be non-zero multiples of each other or one of them is zero. The rest of the argument below follows formally from relations (iii). Note that we will not use relation (ii) in the proof of (iii). where we use that X(λ − 1) = I * I * X(λ − 1) and T (λ + 1) = T (λ + 1) * I commute to get the first equality. So if T (λ + 1) • T (λ − 1) = 0 then T (λ + 1) = 0 (contradiction).
Similar to above we obtain (12) and (13) we obtain that µ(T (λ+1)•T (λ−1)) = T (λ+1)•T (λ−1) = 0 so µ = 1 and we are done.
5.4. Some final isomorphisms. Having proved Theorem 5.1 we need to finish the proof of the main Theorem 2.5 by checking that certain maps induce isomorphisms.
The first of these is that which on P is an isomorphism (at the level of cohomology) between all but two copies of O ∆ . Since I * (0, θ(λ)) induces zero at the level of cohomology the map I * X(λ + 1) = I * (aθ(λ + 2), bθ(λ))
induces the same map as (15) at the level of cohomology. Thus, as j varies, (I * X(λ + 1) j ) • η maps O ∆ onto every copy of O ∆ in H * (P). Thus, summing over all j we get a quasi-isomorphism, which is isomorphism (14) in the derived category.
It remains to show that σ : E(λ − 1) * F (λ − 1) → F (λ + 1) * E(λ + 1) ∼ = E(λ − 1) * F (λ − 1) ⊕ P induces the zero map E(λ − 1) * F (λ − 1) → P and an isomorphism on E(λ − 1) * F (λ − 1). The first claim follows from Lemma 4.4.
