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La presente tesis se centra en  la problemática existente a  la hora de  implementar un 
sistema de detección cuando es necesario combinar, integrar o fusionar diversas fuentes 





de  pre‐detección  encontramos  los  niveles  de  fusión  de  sensores  y  de  características, 
donde se combinan varios flujos de muestras proporcionados por una serie de sensores o 
diferentes características obtenidas del procesado estos; en la etapa de post‐detección, se 
realiza  la  combinación  de  diferentes  detectores  a  través  de  la  fusión  de  valoraciones 
continuas o de decisiones  individuales aportadas por cada uno de ellos. Según el tipo de 
datos  a  combinar  diferenciamos  dos  grupos:  fusión  soft,  donde  se  combinan  variables 
aleatorias (v.a) continuas, caracterizadas mediante funciones de densidad de probabilidad 
(PDFs),  o  fusión  hard,  asociada  a  la  combinación  de  las  decisiones  individuales 
proporcionadas  por  diversos  detectores,  donde  se  combinan  datos  binarios modelados 
mediante v.a discretas, caracterizadas por funciones de masa de probabilidad (PMFs). Se 
destaca la fusión de scores como un caso particular de fusión soft asociada a la fusión de 
detectores,  en  donde  los  datos  a  combinar  presentan  buenas  propiedades 
discriminatorias y se encuentran definidos en un mismo rango normalizado  0,1 .  















correcto  funcionamiento  de  las  técnicas  de  fusión  propuestas  en  problemas  de 
autentificación  multibiométrica.  También  se  han  aplicado  algunas  de  las  técnicas  de 
fusión en la mejora de un sistema de detección de eventos acústicos. Se ha propuesto un 
nuevo tipo de detector basado en la teoría de cópulas denominado COCD para lidiar con 
el  problema  de  la  detección  de  señal  desconocida  en  presencia  de  ruido  aleatorio 





































La present  tesi  se  centra  en  la problemàtica  existent  a  l'hora d'implementar un 
sistema  de  detecció  o  classificació  binària  quan  és  necessari  combinar,  integrar  o 
fusionar diverses  fonts d'informació que poden ser dependents  i heterogènies entre 
si. Les tècniques de fusió de dades tracten de combinar múltiples fonts d'informació 
per a aconseguir  l'exactitud  i precisió en  la presa de decisions que no seria possible 
aconseguir  amb  l'ús  d'una  sola  font  d'informació  de  forma  aïllada.  En  el  present 
treball s'ha realitzat una completa revisió de l'estat de l'art quant a tècniques de fusió 
i  combinació de dades aplicades en problemes de detecció on  les dades poden  ser 
heterogenis i dependents entre si. 
Atenent  al  tipus  de  dades  a  combinar  trobem  dos  grups:  fusió  soft,  on  es 












de  forma  aïllada  les  funcions marginals  de  les  dades  i  l'estructura  de  dependència 
present  entre  ells,  simplificant  el  problema  de  modelatge  de  PDFs  de  dades 
heterogènies i dependents. 








el  funcionament  correcte  de  les  tècniques  de  fusió  proposades  en  problemes 








































Fusing  information  from  heterogeneous  and  dependent  sources  for  binary 
hypotheses  testing  problems  is  a  challenge.  Data  fusion  techniques  are  used  to 

















functions  that  couple multivariate  joint  distributions  to  their  component marginal 
distribution  functions.  It  allows one  to  construct  a  statistical model by  considering, 




As  far  as  the  score  fusion  is  concerned,  a  new  technique  based  on  α‐mean 
function  is presented. We have called  it α‐integration. This  technique overperforms 
other commonly used methods due to its higher grade of adaptation. A new training 
method based on the partial area under ROC curve optimization is proposed.  




This work also  focuses on  the  improvement of a novelties detection system  in a 
monitored  acoustic  environment  by  using  data  fusion  methods.  A  new  detector, 
named  as  copula  one‐class  detector  COCD,  has  been  proposed  to  deal  with  the 
problem  of  unknown  signal  detection  in  presence  of  random  non‐Gaussian  noise. 



















































































































































“Todo  lo  que  nace  proviene  necesariamente  de  una 
causa; pues sin causa nada puede tener origen.” 
‐ Platón ‐ 
La  presente  tesis  se  centra  en  la problemática  existente a  la hora de  implementar  un 
sistema  de  detección  o  clasificación  binaria  cuando  es  necesario  combinar,  integrar  o 
fusionar diversas fuentes de información que pueden ser dependientes y heterogéneas entre 
sí.  
En este capítulo se  introduce  inicialmente  la teoría general de  la detección. Se define el 
concepto de fusión o integración de información y se destaca su utilización en el desarrollo de 
un sistema de detección. Se muestra como la integración de la información puede realizarse 
a diferentes niveles y con diferentes  tipos de datos a  lo  largo del proceso seguido hasta  la 
toma de una decisión final. Se remarca la posible heterogeneidad y dependencia estadística 
entre  las  distintas  fuentes  de  información  como  principal  peculiaridad  y  problemática 
encontrada  a  la  hora  de  fusionar  información  en  un  sistema  de  detección.  Se  destaca  la 
importancia  que  posee  la  correcta  caracterización  de  la  dependencia  estadística  para  la 
obtención de buenas prestaciones en detección mediante un pequeño ejemplo.  
Una  vez presentado el marco de aplicación  y  la problemática  existente,  se definen  los 
objetivos  que  se  han  planteado  conseguir  y  se  introducen  las  diferentes  aplicaciones 




La  teoría de  la detección estudia  la manera óptima de  tomar una decisión entre 
dos posibles, basándose en el estudio de  los datos proporcionados por una o varias 
fuentes  de  información  (también  llamados  mediciones  u  observaciones)  o 
características derivadas del procesado de  éstos, para  intentar discernir  cuándo un 
determinado evento ha sucedido o no [1].  
 
Figura 1.1 – Esquema de un problema de test de hipótesis 
La detección pertenece a un tipo de problemas estadísticos tratados como “test de 
Hipótesis”.  En  la  implementación  de  un  detector  se  formula  un  test  de  hipótesis 




detectar, y  la hipótesis    representa  la presencia de dicho evento. Asumimos que 
disponemos  de  un  vector  de  observaciones  ≜ , , … ,   en  un  espacio  d‐
dimensional  llamado espacio de observación ( ). El detector, mediante una regla de 
decisión basada en la umbralización de una función o estadístico  , decidirá si se 
ha  producido  evento  o  no.  Esta  función  : →   transforma  el  espacio  de 
observaciones, mapeándolo en una única dimensión, de  forma que  las  funciones de 
densidad de probabilidad  (PDFs) bajo cada hipótesis en el nuevo espacio queden  lo 
más separadas posibles, minimizando el solapamiento entre ellas. Así,  la decisión se 
tomará  en  función  de  un  valor  umbral  ,  lo  que  equivale  a  dividir  el  espacio  de 
observación en dos regiones   y  . Se decidirá  la hipótesis   si  las observaciones 




El  funcionamiento  de  un  detector  se  puede  caracterizar  mediante  dos 
probabilidades  (1.1),  la  probabilidad  de  falsa  alarma  ( )  y  la  probabilidad  de 
detección  ( ).  Interesa que un detector  tenga una  alta probabilidad de detección, 
manteniendo una probabilidad de falsa alarma lo menor posible. 
Se  puede  estudiar  las  prestaciones  de  un  detector  por medio  de  su  curva  ROC 
(“Receiver Operating  Characteristic”),  la  cual  representa  la    en  función  de  la   
obtenidas  en  todo  el  rango  de  umbrales    posibles.  Las  curvas  ROC  pueden 
considerarse  como  indicativos  de  la  calidad  de  un  detector,  posibilitándonos  una 
comparación  visual  entre  varios  detectores.  En  términos  generales,  un  detector  se 
considera  con  mejores  prestaciones  que  otros  si  su  curva  ROC  se  encuentra  por 
encima del resto en un determinado rango de trabajo; significa que el detector posee 
la mayor   para una determinada   o  la menor   para una determinada  .  La 
curva  limitante en que   en todo el rango de umbrales   corresponde al caso 
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un  cierto  punto  o  rango  de  falsa  alarma  restringido.  Por  ejemplo,  en  ciertas 
aplicaciones clínicas como la descrita en [3]; ésta se basa en la detección automática 
de cáncer de pecho en mamografías, donde los radiologistas han limitado el rango de 
falsas  alarmas  aceptables  entre  0.2  y  0.3,  obtenido  como  compromiso  entre  la 
maximización en la detección de casos y una minimización  en la carga de trabajo. En 
aplicaciones de autentificación biométrica  [4],  los  falsos positivos son prácticamente 
intolerables,  limitando el uso de detectores bajo probabilidades de  falsa alarma por 
debajo  de  10 .  En  una  aplicación  de  detección  de  fraudes  con  operaciones  de 




En  casos  como  los  mencionados,  donde  se  hace  conveniente  optimizar  el 
rendimiento del detector en una determinada zona de falsa alarma limitada, el índice 
que  mejor  caracteriza  las  prestaciones  es  el  área  bajo  una  determinada  porción 
 de la curva ROC ( , “partial Area Under ROC Curve”): 
Es  fácil ver que 0 , ya que  limitamos el  cálculo del área en  la 
zona    .  Con  objeto  de  definir  el  índice  en  un  rango  de  valores 
independientes del  tamaño de  la  zona de  falsa  alarma escogida  se  suele presentar 
esta medida normalizada ( ): 
Diseño	e	implementación	de	un	detector	





Ambos  métodos  se  basan  en  la  utilización  de  la  relación  de  verosimilitud 
  (LR,  “Likelihood  Ratio”)  o  una  derivación  de  ella,  definida  como  el 








las  observaciones  tomadas.  En muchos  casos,  el  estadístico  obtenido mediante  la 
relación  de  verosimilitud  se  puede  simplificar  aplicando  una  función  monótona 
creciente a ambos  lados de  la  inecuación, dando  lugar a  lo que se conoce como un 
estadístico  suficiente.  Por  ejemplo,  una  función  muy  utilizada  para  simplificar  la 
relación  de  verosimilitud  cuando  ambos  lados  de  la  inecuación  son  positivos  es  el 
logaritmo neperiano:  




las  situaciones  de  correcto  funcionamiento:    y  .  La  función 
riesgo	 , en términos de las probabilidades de transición y las regiones de decisión, se 
define como: 
Mediante  la minimización de  la  función de  coste,  se puede  llegar  a  la  siguiente 
regla de decisión: 
Bajo la filosofía de Neyman‐Pearson, el umbral   se escoge fijando una restricción 
en  la probabilidad de  falsa alarma y utilizando un  test que maximice  la   bajo esa 
restricción. Se usan para ello multiplicadores de Lagrange; minimizando la función F se 
maximiza la  : 
Del  análisis  anterior  obtenemos  el  siguiente  resultado  para  el  test  de Neyman‐
Pearson, donde el umbral λ se obtiene de fijar la  : 
En teoría de clasificación es común que se seleccione la clase  	cuya probabilidad a 
posteriori  |   es máxima,  lo  que  se  conoce  con  el  criterio MAP  (“Maximum  a 
Posteriori”). En algunos estudios, el problema de  la detección es entendido como un 
	 ≶   (1.5) 
| d 	 | d | d 	  





≶ ≜   (1.7) 










La probabilidad a posteriori de cada hipótesis  , 0,1 ,   puede  relacionarse 
con su PDF fácilmente a través del teorema de Bayes: 
Se  puede  comprobar  que  la  probabilidad  a  posteriori  es  el  resultado  de  una 
transformación monótona creciente de la relación de verosimilitud, por lo tanto actúa 
como  un  estadístico  suficiente  válido  para  la  implementación  de  un  detector 




La  integración  de  información  hace  referencia  a  la  unificación  de  datos  con 
diferente representación contextual y/o conceptual proveniente de distintas fuentes 
[7]. Dentro  del  contexto  de  integración  de  información,  encontramos  el  campo  de 
fusión de datos, definido de  forma  general  como el uso de  técnicas que  combinan 
datos  de múltiples  fuentes  de  forma  que,  usando  la  congregación  de  los  datos  se 
puedan  alcanzar  inferencias,  deducciones  o  conclusiones  de  forma más  efectiva  y 
adaptada  a  la  realidad  de  lo  que  se  puede  conseguir  usando  los  datos  de  las 
diferentes fuentes de forma aislada [8].  
La  fusión  de  datos  en  problemas  de  detección  se  centra  en  la  adquisición, 
procesado  y  combinación  sinérgica  de  varias  fuentes  de  información  recogidas  por 




La  fusión  de  múltiples  fuentes  de  información,  además  de  añadir  una  cierta 
redundancia  que  aporte  fiabilidad  y  robustez,  puede  proporcionar  información 
complementaria con la que incrementar las prestaciones y precisión en el proceso de 
toma de decisiones. En  la  figura 1.2 se muestra un esquema del proceso de  fusión, 
donde se representa como diversas fuentes de información se fusionan en una única, 
mejorando las características de separabilidad entre hipótesis. 
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Figura 1.2 – Mejora de las prestaciones de detección mediante la fusión de 
información 
Podemos  encontrar  áreas  o  aplicaciones  donde  es  común  trabajar  con  diversas 
fuentes de información y es necesaria una combinación de información. Por ejemplo, 
en  problemas  de  detección  distribuida  [10]  se  utiliza  un  sistema  multisensor 
compuesto  por  un  conjunto  de  sensores  iguales  colocados  con  una  determinada 
distribución  espacial.  Sistemas  multimodales  [11],  donde  se  utilizan  fuentes  de 
información de diversa naturaleza procedente de diferentes sensores y/o fuentes de 
información no sensada (tales como recursos web, bases de datos, metadatos…) son 
comunes  en  sistemas  biométricos  o  problemas  de  análisis  multimedia.    Existen 
también  técnicas  de  detección,  como  por  ejemplo  sucede  en  la  combinación  de 
expertos  [12],  donde  se  intentan  combinar  una  serie  de  detectores  simples  para 
conseguir resultados que serían muy difíciles de alcanzar mediante un único detector 




provenientes  de  diversos  tipos  de  sensores  que  captan  distintos  fenómenos 
producidos por el mismo evento, o de sensores del mismo  tipo, pero cuya posición 
relativa a la fuente que produce el evento se traduce en diferente distribución de sus 
observaciones.  Muy  común  es  utilizar  datos  que  provienen  de  la  extracción  de 
múltiples  características  relacionadas  con  diversos  aspectos  físicos  o  de  diferente 
naturaleza de un único  flujo de  información proporcionado por un  sólo  sensor.  En 
otros  casos,  se  pretenden  combinar  diferentes  algoritmos  o  técnicas  de  procesado 
con información de salida muy dispar.   
El uso de múltiples  fuentes,  además de  información  redundante, puede  aportar 
información  complementaria,  y, mediante  la  combinación  de  todas  las  fuentes  se 
puede incrementar la información discriminatoria sobre la ocurrencia o no del evento 
a  detectar,  y  así,  mejorar  tanto  las  prestaciones  globales  de  detección,  como  la 
robustez  y  la  fiabilidad.  Todas  las  posibles  fuentes  de  información  generalmente 
suelen compartir un origen común en el cuál se origina el evento a detectar, por  lo 
que  es  común  encontrar  la  existencia  de  dependencia  estadística  entre  ellas.  La 












ser  el mismo.  En  el proceso de  fusión,  se  tienen que  tener  en  cuenta  todas 
estas posibles asincronías e intentar solventarlas. 















 Fusión  unimodal:  todos  los  datos  que  se  combinan,  o  bien  comparten  una 
única  fuente  común,  o  bien  diferentes  fuentes,  pero  todas  de  la  misma 
naturaleza.  Un  caso  de  fusión  unimodal  es  aquel  en  el  que  se  combinan 
diferentes  tipos  de  características,  algoritmos  de  procesado  o  técnicas  de 
detección extraídas o aplicadas a una única  fuente de datos. Otra posibilidad 
puede  ser  que  los  datos  sean  extraídos  de  múltiples  sensores  iguales.  Se 














detectores  o  algoritmos  de  clasificación  binaria  extraerán  la  información  necesaria 
para poder emitir unas valoraciones  ( ), normalmente  relativas a  la probabilidad de 
que se haya producido el evento a detectar, que, tras ser umbralizadas dan lugar a un 
conjunto de decisiones binarias ( ) sobre la ocurrencia o no del evento.  
Así,  se  puede  hablar  de  nivel  de  fusión  de  sensores  cuando  se  combinan  los 
diferentes flujos de muestras proporcionados por estos  → , de nivel de fusión 
de  características  → ,  de  nivel  de  fusión  de  valoraciones  →   y  de 
nivel  de  fusión  de  decisiones  → .  Los  niveles  de  fusión  de  sensores  y 
características también se agrupan en  lo que se conoce como  fusión temprana o de 
pre‐detección.  Los  niveles  de  fusión  de  valoraciones  y  de  decisiones  suelen 
denominarse  también de  fusión  tardía o de  fusión de detectores  [7],  [13],  [14]. Los 
diferentes niveles de  fusión no  son excluyentes, de manera que  se pueden diseñar 
sistemas  que  combinen  la  fusión  a  diferentes  niveles  a  partir  de  la  información 
proporcionada por diferentes fuentes a lo largo de todas las etapas. 
 




 La fusión soft hace referencia a  la combinación de datos continuos,  los cuales 
se  pueden  modelar  mediante  variables  aleatorias  continuas,  caracterizadas 
generalmente mediante  las  PDFs  bajo  cada  una  de  las  hipótesis. Dentro  del 
proceso de detección, generalmente podemos encontrarnos  información  soft 






  La  fusión  hard  combina  datos  discretos,  los  cuales  se  modelan  mediante 
variables aleatorias (v.a) discretas caracterizadas por las funciones de masa de 
probabilidad  (PMFs,  “Probability  Mass  Functions”)  bajo  cada  una  de  las 
hipótesis.  La  fusión de  información hard es  común asociarla únicamente a  la 
etapa de fusión de detectores, donde se utilizan v.a y PMFs binarias.  
Es muy  común que  ciertos  tipos de detectores o  clasificadores binarios  aporten 
probabilidades  a  posteriori  como  valoraciones    (salida  soft).  Muchos  estudios 
consideran que la fusión soft de detectores se basa únicamente en la combinación de 
probabilidades a posteriori. La denominan de forma genérica como fusión de scores, 
denotando  como  score   a  la  valoración  soft dada por  la probabilidad a posteriori 
| ∈ 0,1  reportada el detector “i”.  
Existen  detectores  que  no  necesariamente  aportan  probabilidades  a  posteriori 
como salida soft; por ejemplo pueden aportar como valoración cualquier estadístico 
x   continuo;  por  ejemplo  la  ∈ 0, ∞   o  algún  estadístico  suficiente 
derivado de ella, como por ejemplo la  ∈ ∞, ∞ .  
Otros  detectores  aportan  otro  tipo  de  información  no  estadística,  como  por 
ejemplo  los  basados  en máquinas  de  soporte  de  vectores  (SVM,  “Support  Vector 
Machine”), que proporcionan  como valoración  la distancia de  la observación   a  la 
hipersuperficie que definen como frontera de separación entre hipótesis. En sistemas 
biométricos de reconocimiento de personas es común la comparación de la medición 




Figura 1.4 – Valoraciones basadas en medidas de distancias a la izquierda. 
Medida de similitud como valoración en un sistema biométrico a la derecha.  
En  ciertas  técnicas  de  fusión  de  datos  soft  es  conveniente  que  los  datos  se 
encuentren  definidos  en  un mismo  rango  común  para  su  integración.  En muchos 
casos,  debido  a  la  heterogeneidad  de  los  datos  esto  no  se  cumple  y  se  utilizan 
diferentes  técnicas  de  normalización  y/o  calibración,  generalmente mapeando  los 




consideraremos  que  la  fusión  de  scores  es  un  caso  particular  de  fusión  soft  de 
diferentes  detectores,  en  donde  todos  los  datos  a  fusionar  se  encuentran 
normalizados  en  un  mismo  rango  0,1 ,  sean  o  no  probabilidades  a  posteriori 
reportadas por los diversos detectores.  
Fusión	optima		
Sea  , … ,  un vector de v.a continuas, el cuál agrupa un conjunto de   
fuentes  de  información.  La  fusión  óptima  en  el  contexto  de  la  detección  pasa  por 
obtener  el  estadístico  basado  en  la  relación  de  verosimilitud.  El  estadístico  Λ  
realiza la fusión  de los datos  → , garantizando que las prestaciones en detección 
son las óptimas:   




En  el  caso  de  datos  hard  (los  asociamos  directamente  con  las  decisiones 
individuales  de  un  grupo  de  detectores,  y  por  lo  tanto  son  considerados  datos 
binarios) el  vector de  las  v.a binarias  viene dado por  , … , .  La  regla de 
fusión hard óptima  : 0,1 → : 0,1  pasa por la umbralización de la relación de 
verosimilitud (LR) del vector de decisiones binarias  . En este caso, donde los datos a 
combinar  son  hard,  se  define  como  el  cociente  entre  las  funciones  de  masa  de 
probabilidad (PMF, “Probability Mass Function”) condicionadas las hipótesis   y  : 




la  fusión  óptima  de  los  datos  (tanto  soft  como  hard)  y  se  deben  acudir  a  otras 
técnicas,  generalmente  subóptimas  para  la  combinación  de  los  datos. Muchas  de 
estas  técnicas se basan en  la asunción de  independencia estadística entre  los datos 
para simplificar  la expresión de  la LR   y obtener reglas de fusión más simples. Como 
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1.3.	 –	 Importancia	 de	 la	 dependencia	 estadística	 en	
problemas	de	detección	
A  continuación mostramos  un  sencillo  ejemplo  para  ilustrar  la  importancia  que 
conlleva  considerar  la dependencia  estadística que  existente  entre  los datos  en un 
problema de fusión [15]. 
 
Figura 1.5 – PDFs de los datos soft a fusionar 
Consideremos  un  caso  en  que  disponemos  de  dos  fuentes  de  información  soft, 





Pretendemos  combinar  de  forma  óptima  ambas  fuentes  de  información  para 
mejorar las prestaciones de los detectores individuales que se obtienen con los datos 
por  separado.  Para  ello  las  fusionaremos  obteniendo  la  LR  del  vector  de  datos 
conjunto  	 . 
Primero consideramos que ambas variables aleatorias son  independientes, por  lo 
que las PDFs conjuntas  | , 0,1 pueden expresarse como el producto de las 
marginales. Trabajando con la expresión de la LR se deriva un estadístico   que 
fusiona de forma óptima ambas v.a bajo la asunción de independencia: 
donde  , , ,  son constantes. 
Consideramos  ahora  que  existe  dependencia  lineal  entre  ambas  variables 
aleatorias,  por  lo  tanto,  el  vector    sigue  una  distribución  conjunta  Gaussiana 
multivariante  bajo  cada  una  de  sus  hipótesis    ,  parametrizada  por  la matriz  de 
covarianza   y el vector de medias  : 
| 0, 	 1 | 1.5, 1  











Si  obtenemos  el  logaritmo  de  la  relación  de  verosimilitud  y  despreciamos  los 
valores constantes obtenemos en este caso un estadístico  : 
Ahora  aparece  un  nuevo  término    dependiente  de  ambas  variables. 
Observamos  cómo,  según  exista  dependencia  o  no  entre  las  variables  aleatorias 
implicadas, obtenemos reglas de fusión distintas (1.16) y (1.19) respectivamente.  
Consideramos ahora el caso de la fusión de decisiones o fusión hard. Aplicando la 




decisiones hard  	 .  Implementamos  la regla de fusión óptima Λ ,  la cual 
considera  la dependencia en  las decisiones  individuales. En este caso, al  tratarse de 




que    mediante  la  fusión  o  integración  de  dos  fuentes  de  información  se  puede 



























Figura 1.6 – Fusión de dos variables aleatorias Gaussianas independientes 
Comenzamos con el caso en el que ambas variables aleatorias son independientes 
bajo ambas hipótesis ( 0		 0). Representamos en la figura 1.6, a la izquierda 
las  fronteras  de  separación  óptima  en  zonas  pertenecientes  a    o    según  el 
umbral  fijado, y a  la derecha  la curva ROC que  representa el  funcionamiento de  los 
detectores individuales, así como las posibilidades de fusión consideradas. En la figura 
1.7 se representa la división en zonas que realiza cada técnica de detección, fijando en 
todas  ellas  los  umbrales  correspondientes  para  obtener  una  0.1. Observamos 
como en este caso, las fronteras de separación óptimas equivalen a rectas que dividen 
el espacio de  las variables aleatorias en dos  zonas. Ambos estadísticos  (1.16)  (1.19) 
derivan en  la misma expresión.   Observamos en  la  curva ROC  como  tanto  la  fusión 
soft,  como  la  fusión  hard mejoran  las  prestaciones  de  los  detectores  individuales, 
obteniendo mejores resultados con la fusión soft.   
 
Figura 1.7 – Regiones de decisión para 0.1	 Fusión de dos v.a  
Gaussianas independientes 
Consideramos ahora el caso  0.3	 0, en que existe cierta dependencia 
bajo  la hipótesis  . Se  representa este  caso en  la  figura 1.8. Observamos  como  la 
separación óptima entre zonas pertenecientes a distintas hipótesis varía. Pese a esto, 
comprobamos  como  las prestaciones obtenidas  con  la  regla de  fusión  teniendo  en 
cuenta  la dependencia no difieren mucho del caso en que asumimos  independencia. 







Figura 1.8 – Fusión de dos variables aleatorias Gaussianas dependientes 
con dependencia caracterizada por los coeficientes de correlación 
0.3   0 
Analizamos ahora los supuestos en los que existe dependencia parametrizada por 
los  coeficientes  de  correlación  0.8		 0  (figura  1.9)  y  0.3	 0.8 
(figura  1.10).  En  estos  casos,  la  separación  óptima  entre  zonas  pertenecientes  a 
distintas hipótesis varía de forma considerable al caso en el que exista independencia. 
Observamos incluso, como la fusión hard incorporando dependencia estadística entre 
las  decisiones  es  mejor  que  la  fusión  soft  sin  incorporar  la  información  de 
dependencia.  
 
Figura 1.9- Fusión de dos variables aleatorias Gaussianas dependientes con 
dependencia caracterizada por los coeficientes de correlación 
0.8		 0 
 
Figura 1.10 - Fusión de dos variables aleatorias Gaussianas dependientes 
con dependencia caracterizada por los coeficientes de correlación 
0.3		 0.8 
Mediante este  sencillo ejemplo  se ha puesto de manifiesto que  la existencia de 
dependencia entre datos en un problema de detección y su correcta caracterización 
juega un rol muy importante en cuanto a las prestaciones que se pueden obtener. Se 








Esta  tesis  se  enmarca  dentro  del  proyecto:  “Tratamiento  integrado  de  señales 
multimedia”  2010‐13,  del  programa  PROMETEO  para  grupos  de  excelencia  de  la 
Comunidad Valenciana. En él se contempla el estudio de algoritmos de  fusión como 
vía  de  mejora  de  algoritmos  clásicos  de  tratamiento  estadístico  de  señales.  En 
particular la tesis se centra en el área de la detección.  
El  objeto  de  la  tesis  es  el  estudio  y  uso  de  técnicas de  fusión  de  datos  para  la 




datos  recogidos  por  un  único  sensor,  nos  podemos  encontrar  con  la  existencia  de 
dependencia en los datos a fusionar. La naturaleza de esta dependencia puede ser no 
lineal y muy compleja [2].  
El  problema  de  fusionar  de  forma  óptima  según  el  criterio  Bayesiano  o  de 
Neyman‐Pearson estos datos dependientes no es sencillo y muchas de las soluciones 
adoptadas  son  específicas  para  un  problema  en  concreto  o  se  usan  métodos 
subóptimos [6] [10].  Por ejemplo, se suelen usar técnicas que obvian la dependencia 
entre  los  datos  y  los  consideran  independientes  entre  sí  [17],  o  se  hace  uso  de 
modelos simples de dependencia, como por ejemplo puede ser el considerar modelos 
multivariantes  Gaussianos,  donde  la  dependencia  modelada  es  lineal  y  limitan  la 
caracterización de las distribuciones marginales como distribuciones Gaussianas [18].   
Así,  se  ha  abordado  un  estudio  sobre  la  naturaleza  y  características  de  los 
diferentes datos que se pueden combinar,  los distintos niveles en  los que se puede 
realizar  la  integración  de  información  y  los  métodos  o  técnicas  que  pueden  ser 
utilizadas  para  la  fusión  de  diversos  canales  de  datos.  Se  introducen  los métodos 
óptimos de fusión de datos y las diferentes técnicas que pueden ser utilizadas para su 
implementación.  Se  argumenta  cómo  en  algunas  situaciones  no  será  posible  la 
implementación  o  utilización  de  estas  técnicas  óptimas  y  deberán  utilizarse  ciertas 
técnicas subóptimas, donde, algunas de ellas se obtienen o derivan desde la asunción 
de  independencia  estadística  de  los  datos.  Se  mostrará  como  la  asunción  de 
independencia  puede  conducir  a  una  severa  reducción  de  las  prestaciones  de 






 Revisión  del  estado  del  arte  en  cuanto  a  técnicas  (tanto  óptimas  como 









una  correcta  consideración  de  las  características  de  dependencia  entre  ellos, 
pueden  ayudar  a mejorar  el  rendimiento  y  precisión  obtenidas  a  la  hora  de 
diseñar un sistema de detección. 
 Proponer modificaciones o variantes de  las técnicas y algoritmos existentes, de 
forma  que  se  mejore  su  rendimiento  incorporando  información  sobre  la 
dependencia existente o proporcionando una mejor caracterización de ella. 





nos  centramos  en  el  estudio  y  análisis  de  las  diferentes  técnicas  que  pueden  ser 
usadas para  la  fusión de  información en problemas de detección. Discriminando  las 
técnicas según las características de los datos que se pretenden integrar o fusionar se 
ha dividido esta primera parte en tres capítulos: 
 Fusión  de  datos  soft:  aglutina  el  conjunto  de  técnicas  para  combinar  datos 
continuos.	
	
 Fusión  de  scores:  en  este  capítulo  destacamos,  como  un  caso    particular  de 
fusión soft,  las  técnicas de combinación de datos continuos que se encuentran 
definidos  en  un mismo  rango  normalizado  0,1 .  En muchas  aplicaciones  este 
tipo de datos consisten en valoraciones aportadas por un conjunto de detectores 










diferentes  técnicas  de  fusión,  se  entremezcla  tanto  el  estado  del  arte  como  las 




de  señal,    argumentando  la  idoneidad  de  su  utilización  como  método  de 
estimación de  funciones de densidad multivariante en problemas de  fusión en 
detección  y destacando  las  ventajas que  supone  su utilización  con  respecto  al 
resto de técnicas que se pueden encontrar en la literatura.  
 











Así,  se  aplican  técnicas  de  fusión  soft  en  problemas  de  detección  de  señales 
contaminadas  con  ruido de  fondo, más  concretamente  en  la detección de  eventos 
acústicos. El GTS ha venido proponiendo nuevas extensiones de detectores conocidos, 
tales  como  el detector de  energía  [19]  y  el detector  adaptado  en  subespacio  [20], 
apropiados  para  el  caso  de  que  la  señal  o  evento  a  detectar  sean  totalmente 
desconocidos. Dentro del GTS la detección de eventos acústicos se aplica en sistemas 
de  vigilancia/monitorización basados  en  sonido.  Proyectos  recientes  y  significativos 
del  GTS  relacionados  con  este  ámbito  son:    Tecnologías  para  los  sistemas  de 
seguridad,  video‐vigilancia  y monitorización  remota  del  futuro  (HESPERIA),  2006‐08 
(programa  CENIT), Monitoring  environments  from  acoustic  scene  analysis,  2009‐10 
(Acción  Integrada  en  colaboración  con  el  Instituto  de Automática  y  Robótica  de  la 
Universidad  de  Karlsruhe),  ARtSENSE  Augmented  RealiTy  Supported  adaptive  and 











de  fusión de datos en  sistemas de autentificación multibiométrica. En el GTS  se ha 
trabajado  con  este  tipo  de  técnicas  en  la  implementación  de  un  sistema  de 
autentificación biométrica basado en electroencefalogramas  [21]. En este  caso,  con 











































fusión  o  combinación  de  información  soft  aplicados  en  la  resolución  de  un  problema  de 
detección.  Se han dividido estas  técnicas en  tres  categorías:  fusión mediante  combinación 






procesado  de  señal  es  novedoso  e  incipiente,  y  segundo,  el  uso  de  esta  técnica  permite 
separar el modelado de las funciones de densidad marginales de cada v.a de la estructura de 
dependencia estadística existente entre ellas. De esta forma nos permite lidiar de forma más 
sencilla  y  con  mayor  precisión  con  el  modelado  de  datos  heterogéneos  y  dependientes 
existentes en una aplicación de detección.         
2.1.	–	Introducción	
Supongamos  que  disponemos  de  un  conjunto  compuesto  por  “d”  fuentes  de 
información  soft  que  se  desean  integrar  en  la  resolución  de  un  problema  de 
detección.  Cada  una  de  ellas  puede  ser  caracterizada  por  una  variable  aleatoria 




Definimos  el  vector  aleatorio  , … ,   que  aúna  todas  las  fuentes  de 
información.   Muy comúnmente en problemas de detección, se tratará de un vector 
heterogéneo,  es  decir,  las  variables  aleatorias marginales    que  lo  componen  no 
estarán  igualmente  distribuidas.  También  es  probable  que  exista  dependencia 
estadística entre las variables aleatorias. Tal y como se comentó en el apartado 1.2, el 
problema de  fusión óptimo de estas  las  fuentes de  información pasa por obtener el 
estadístico basado en la relación de verosimilitud. El estadístico Λ  realiza la fusión  
de los datos  → , garantizando que las prestaciones en detección son óptimas:   




Para  la  implementación de este estadístico óptimo que  integra  todas  las  fuentes 
de  información  necesitamos  conocer  las  funciones  de  densidad  de  probabilidad 
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(PDFs)  conjunta   bajo  cada una de  las hipótesis  , 0,1. Generalmente 
estas  funciones de densidad no son conocidas y se debe  realizar una estimación de 
ellas.  Para  la  estimación  de  las  PDFs  nos  valemos  de  un  conjunto  de muestras  de 
entrenamiento  como  representación  particular  de  las  variables  aleatorias  cuya 
función densidad pretendemos estimar. 
 La  posible  heterogeneidad  y  dependencia  estadística  de  los  datos  pueden 
complicar el proceso de estimación de las PDFs, necesitando usar técnicas complejas 
para  obtener  estimaciones  precisas.  Generalmente  estas  técnicas  poseen  altos 
requisitos  computacionales  (almacenamiento  de  datos  y/o  capacidad  de  cálculo 
elevadas) y requieren de un tiempo elevado para su entrenamiento. En muchos casos 






: → ⇒ (2.2)
Otras  alternativas  usadas  en  la  literatura  pasan  por  enfocar  el  problema  de  la 
fusión  de  datos  desde  el  punto  de  vista  del  aprendizaje  automático  (“Machine 




etapa  de  entrenamiento  compleja,  involucrando  altos  costes  temporales  y 




simples de  implementación consiste,  inherentemente, en una combinación  lineal de 
los datos; el uso de la técnica general, mediante la utilización de diferentes funciones 
de kernel, proporciona modelos de combinación más complejos. Al  igual ocurre con 
las  redes neuronales, donde  la  red neuronal denominada  como perceptron  simple, 
actúa de  igual forma, realizando una combinación  lineal de  los datos; una mejora de 
esta  red neuronal  es  la  conocida  como  perceptron multicapa, donde  la  función de 
combinación es más compleja, pudiendo ser no  lineal. Así, cuando se habla de usar 
una SVM o una red neuronal es porque puede precisarse de un tipo de combinación 






su  simpleza.  Se  basa  en  combinar  de  forma  lineal  el  conjunto  de  datos  soft 
…	 ∈ ,  mediante  la  suma  o  producto  de  sus  elementos.  La 
combinación mediante el producto estrictamente es una combinación no  lineal, que 







En este  tipo de  técnicas de  fusión  lineal  se  considera que  los datos bajo ambas 
hipótesis son separables mediante el hiperplano  ⋯ 0 en el 
caso  de  combinación  mediante  suma  o,  en  el  caso  de  combinación  producto,  la 
hipersuperficie  … 0,  donde    es  una  constante  arbitraria  (ver 
ejemplos en la figura 2.1).   
Figura 2.1 – Ejemplos de fronteras de separación entre hipótesis logradas en 
un espacio de observaciones  mediante una fusión basada en una suma 
ponderada (fila superior) y en un producto ponderado (fila inferior) 
En el caso genérico de heterogeneidad y dependencia entre  los diferentes datos, 
este tipo de técnicas suelen ser subóptimas. Las prestaciones obtenidas dependen del 






Podemos  observarlo  de  forma  clara  si  retomamos  el  ejemplo  presentado  en  el 




donde  ,	 ,	  y   son constantes. Pese a que esta regla de fusión óptima sea no lineal, 
se puede demostrar  (gráficamente  se observa de  forma muy  clara en  la  figura 2.2) 
que es equivalente a una combinación  lineal dada por  la expresión 2.6. Mediante  la 
umbralización  de    las  diferentes  regiones  de  separación  entre  hipótesis  en  el 
espacio de  las observaciones vienen determinadas, al  igual que con  la expresión 2.5, 
mediante rectas: 
′ ′   (2.6)
Como  ya  se  comprobó,  en  el  caso  que  exista  dependencia  las  regiones  de 
separación pueden dejan de ser lineales, por lo que la fusión utilizando una técnica de 
combinación lineal en esos casos deja de ser óptima.  
Figura 2.2 – Zonas de separación óptimas en el caso de independencia bajo 
ambas hipótesis 
Normalización	de	los	datos	
Debido  a  la  heterogeneidad  de  los  datos  usados  en  problemas  de  detección, 
puede  ocurrir  que  los  canales  de  datos  estén  definidos  en  diferentes  rangos  o 
dominios:  ∈ , ⊆ . Es habitual el normalizar  los datos  (ver apéndice A), de 
forma que todos ellos queden definidos en un mismo rango común, habitualmente en 
el  rango  0,1 , de  forma que,  restringiendo  las ponderaciones,  los datos  fusionados 




ó , ∈ 0,1  
1 , 0 1 
(2.7) 
Este caso especial de combinación, en el que  los datos están normalizados en el 
rango  0,1 ,  se  asemeja  a  lo  que  cierta  corriente  de  investigación  denomina  como 
fusión  de  scores,    entendida  como  la  fusión  de  información  soft  a  la  salida  de  un 
conjunto  de  detectores,  consistente  en  las  probabilidades  de  la  clase   
condicionadas  al  vector  muestras  de  entrada  de  cada  uno  de  los  detectores 
(probabilidades a posteriori). En el capítulo siguiente consideramos este tipo de fusión 
o combinación  soft  como  un  caso  especial,  y  comentaremos  con más  detalle  las
técnicas  utilizadas,  entre  las  cuales  también  se  encuentran  este  tipo  de 
combinaciones lineales.  









usadas en ramas como  la  inteligencia artificial, el aprendizaje automático  (“machine 
learning”) o el reconocimiento de patrones (“pattern recognition”). 
 Así, utilizando técnicas de clasificación binaria también se puede llevar a cabo una 
fusión  o  combinación  de  información  soft  en  detección.  Los métodos más  usuales 
usados  en  esta  categoría  son  las  técnicas  de  análisis  discriminante  (“Discriminant 
Analysis”,  bien  sea  discriminación  lineal  “LDA”,  cuadrática  “QDA”  o  la  denominada 
generalizada, usando diferentes funciones de kernel “KDA”), las máquinas de soporte 
de  vectores  (SVM,  “Support  Vector Machine”),  redes  Bayesianas  dinámicas,  redes 
neuronales, basados en la teoría de Dempster‐Shafer y modelos de máxima entropía.  
En  [11]  se  puede  encontrar  una  completa  descripción  de  cada  uno  de  estos 
métodos, así como una extensa colección de referencias a investigaciones en las que 
se  utilizan  estas  técnicas  de  fusión  de  información  en  aplicaciones  de  análisis 
multimedia.  En  [22],  [26]  también  se  recogen  una  serie  de  trabajos  donde  estas 
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técnicas  son  usadas  para  la  combinación  de  información  soft  en  problemas  de 
autenticación biométrica.  
Muchas  de  estas  técnicas  precisan  de  una  gran  carga  de  trabajo  empírico, 
debiendo  probar  diversos métodos  de  entrenamiento,  parámetros,  configuraciones 
y/o diferentes kernels para poder obtener  la configuración que proporcione mejores 
resultados.  Es  complicado  generalizar,  tanto  sobre  las  prestaciones,  como  sobre  la 
complejidad que  involucra el uso de estas técnicas de fusión de datos en problemas 
en  detección.  Por  ejemplo,  una  red  neuronal  puede  ser  muy  sencilla,  como  la 
denominada perceptron simple, por  lo que es probable que no se obtengan buenos 
resultados en casos complejos; por el contrario se pueden encontrar redes neuronales 




falta  de  generalidad,  donde  su  uso  implica  una  gran  carga  de  trabajo  empírico  en 
escenarios  donde  los  datos  pueden  ser  heterogéneos  y  presentar  complejas 
características de dependencia. Con ellas es posible obtener  reglas de combinación, 
sino  completamente  óptimas,  sí  con  muy  buenas  prestaciones,  aunque  pueden 
acarrear una elevada complejidad. Por lo tanto, tanto la complejidad que involucra su 
uso,  como  las  prestaciones  obtenidas  van  a  ser  muy  dependientes  de  las 
características  del  problema  concreto  en  el  que  se  pretenden  utilizar  y  de  las 
configuraciones que de estas técnicas se escojan y prueben.  
2.4.	 –	 Fusión	 basada	 en	 la	 estimación	 de	 densidades	 de	
probabilidad	
La  relación  de  verosimilitud  Λ   realiza  una  fusión  de  los  datos  →  
garantizando que las prestaciones en detección son óptimas. Para poder obtener esta 
relación de verosimilitud necesitamos conocer las PDFs conjuntas bajo cada una de las 
hipótesis de  las v.a que caracterizan  los diferentes datos. En  la mayoría de casos no 
serán  conocidas  de  antemano,  por  lo  que  necesitaremos  utilizar  alguna  técnica  de 
estimación para obtenerlas.  
Consideramos que disponemos de un conjunto de entrenamiento  , compuesto 
por    vectores de muestras de dimensión  , obtenidos bajo  la hipótesis  conocida 
, 0,1:  
, … , , 	 , … , , 1, … , (2.8)
Se pueden utilizar dos tipos de técnicas para obtener una estimación de  las PDFs 
utilizando  estos  datos  de  entrenamiento:  paramétricas  o  no  paramétricas.  Las 





Estas  técnicas  tratan  de  estimar  el  valor  de  los  parámetros    de  forma  que  el 
modelo estadístico se ajuste lo máximo posible al comportamiento que presentan los 
datos de entrenamiento.  
El  objetivo  de  la  estimación  no  paramétrica  es,  utilizando  únicamente  la 




Es muy  común  la  asunción de  independencia  entre  las  variables  aleatorias para 
simplificar la estimación de las PDFs, pero como ya se argumentó y demostró con un 
sencillo  ejemplo  en  el  capítulo  anterior,  no  contemplar  la  dependencia  estadística 
presente  entre  las  variables  aleatorias  puede  conllevar  una  degradación  en  las 
prestaciones de detección. Otra posibilidad empleada es la utilización de técnicas ICA 




importantes:  la  asunción  de  normalidad  conjunta  limita  a  las marginales  a  seguir 
distribuciones Gaussianas y la matriz de covarianza usada en este modelo sólo puede 
caracterizar relaciones  lineares entre variables. La utilización de este modelo para  la 




marginales  de  cada  variable  por  separado,  como  a  la  estructura  de  dependencia 
presente entre ellas. Es habitual en casos complejos el utilizar técnicas de estimación 
de  densidades  multivariantes  no  paramétricas,  como  son  los  histogramas 
multidimensionales,  la estimación mediante vecinos próximos o  las técnicas basadas 
en  funciones  núcleo  o  kernels.  En  cuanto  a  técnicas  paramétricas  no  existen 
demasiadas en la literatura, siendo la mezcla de densidades gaussianas la más popular 
y ampliamente utilizada.  
Recientemente  se  ha  empezado  a  usar  la  teoría  de  cópulas,  la  cuál  ha  sido 
ampliamente utilizada en el campo de  las finanzas y  la econometría, pero su uso en 




estimación de densidades que  se derivan de  la  teoría de  cópulas  son  idóneos para 
utilizarlos en problemas de detección, en  los que se requiere de una fusión de datos 
dependientes y heterogéneos, ya que permiten aislar  la  información marginal de  la 
estructura  de  dependencia,  proporcionando  una  mayor  flexibilidad,  sencillez  y 
precisión a la hora de modelar las PDFs conjuntas.     
2.4.1.	–	Asunción	de	independencia	
En  el  caso  de  vectores  heterogéneos,  donde  se  dispone  de  un  conjunto  de 
funciones marginales arbitrarias, es muy habitual el asumir  independencia entre  las 




Como  es  evidente,  este modelo  nos  permite  incluir  diferentes  tipos  de  funciones 
marginales,  pero  no  tiene  en  cuenta  ningún  comportamiento  estadístico  de 
dependencia entre las variables aleatorias implicadas.  
Mediante  este  modelo  se  pueden  estimar  las  funciones  marginales  de  forma 
aislada  usando  las  técnicas  paramétricas  o  no  paramétricas  unidimensionales 
tradicionales, ampliamente conocidas y estudiadas en  la  literatura. En [27] se puede 
encontrar un amplio resumen de estas técnicas.  
Así,  estimando mediante  este modelo  las  PDFs  conjuntas  bajo  cada  una  de  las 










Λ Λ ≶ (2.13)








o ambas  hipótesis,  la  utilización  del  modelo  del  producto  puede  conducir  a  una
degradación en  las prestaciones  globales de detección que  se podrían obtener  con 
una  fusión óptima. Se podría obtener una mejora mediante  la  trasformación de  los 
datos,  de  forma  que  se  trasladen  a  un  nuevo  espacio  donde  sí  se  cumpla  la 
independencia entre variables.  
El  análisis  de  componentes  independientes  (ICA,  “Independent  Component 
Analysis”) es un método de procesado cuyo objetivo es encontrar una representación 
linear de datos multivariantes no Gaussianos, de  forma que  se puedan expresar en 
función  de  unas  componentes  que  sean  independientes  (o  lo más  independientes 
posible).  
Se  considera  que  cada  una  de  las  variables  aleatorias  que modelan  a  los  datos 
, … ,  es el resultado de una mezcla  lineal de n componentes, representadas por 
las  variables  aleatorias    , … , .  Se  conoce  como modelo  estadístico  de  variables 
latentes, y está representado por: 
⋯   (2.14)
Se  suele  asumir  que  tanto  los  datos  de  entrada  como  las  componentes 
independientes  poseen  media  cero.  Si  no  es  así,  siempre  se  puede  centrar  las 
variables    restándoles  su  media.  Es  conveniente  usar  una  notación  vectorial  o 
matricial  (2.15)  en  vez  de  las  sumas  de  la  ecuación  (2.14).  Denotamos  como    al 
vector aleatorio d x 1 cuyos elementos son las variables mezclas   y como   al vector 




El  modelo  ICA  representado  en  (2.15)  es  un  modelo  generativo,  describiendo 
cómo  los datos de  las observaciones son generados por un proceso de mezclado de 
componentes  independientes  .  Se  dice  que  las  componentes    son  variables 






Consideramos  que  disponemos  de  un  par  de  conjuntos  de  entrenamiento 
, 0,1, compuestos por   vectores de muestras de dimensión  , habiendo sido 
obtenido cada uno bajo una de las diferentes hipótesis  , 0,1: 
, … , , 		 , … , , 1, … , 0,1  (2.16)
Así,  podemos  entrenar  dos  modelos  ICA  para  obtener  dos  vectores  de 
componentes independientes   y  , cada uno asociado a una de las hipótesis.  
	 	 → 	 :	 →









2.4.3.	 –	 Estimación	 no	 paramétrica	 mediante	 histogramas	
multidimensionales	
Asumiendo que   es continua y que consideramos una región espacial   con 
volumen    lo  suficientemente  pequeño  de  manera  que    no  varía 








Por  lo  tanto,  un  método  muy  simple  de  estimación  consiste  en  realizar  un 
histograma multidimensional,  dividiendo  el  espacio  de  observaciones  en  pequeñas 
regiones, generalmente dividiendo cada dimensión   en segmentos de  igual  longitud 
  (formando  zonas  hipercúbicas  si  en  todas  las  dimensiones  se  utiliza  la  misma 
longitud   o prismas multidimensionales  si en  cada dimensión esta  longitud es 
diferente)    y  estimando  la  densidad mediante  la  expresión  (2.19).  En  la  figura  2.3 




Figura 2.3 –Estimación de densidades de probabilidad mediantes 
histogramas multidimensionales 
Aunque  esta  técnica  de  estimación  es muy  fácil  de  implementar,  no  suele  ser 
práctica cuando disponemos de espacios de grandes dimensiones, ya que el número 
de regiones crece exponencialmente.  
El  tamaño  de  las  celdas  o  regiones  juega  un  papel  muy  importante  en  la 
estimación que  se  logra. Un  tamaño de  regiones muy pequeño puede  conllevar un 
sobreajuste, tendiendo a proporcionar una estimación de la densidad muy escarpada, 
con  picos  centrados  en  cada  una  de  las  muestras  del  set  de  entrenamiento.  Un 
tamaño  de  regiones muy  grande  produce  un  excesivo  suavizado  de  la  estimación. 
Existen técnicas de clasificación, como por ejemplo los árboles de decisión, que tratan 
de  lograr una división del espacio en  regiones de diferente  tamaño, para  lograr un 
histograma  que  se  adapte  mejor  a  las  zonas  de  diferente  densidad,  pero  suelen 






que,  de  forma  general,  se  usa  con  la  estimación  mediante  histograma.  Otra 
posibilidad  consiste  en  fijar  el  número  de  puntos    y  determinar  los  volúmenes 



























Figura 2.5 – Estimación de densidad multivariante mediante k-NN 
En  general,  el  método  k‐NN  no  obtiene  muy  buenas  estimaciones  de  las 
densidades. Es propenso a la inclusión de ruido local produciendo una estimación muy 








aprecia  claramente  como  la  estimación  es  muy  escarpada  con  grandes  colas  (se 
observan con gran claridad en las curvas de contorno). 
Suele  ser más habitual utilizar  este método para  implementar de  forma directa 
una  aproximación del detector,  sin  estimar de  forma  separada  las densidades bajo 
cada hipótesis (figura 2.6).   
Asumiendo un  conjunto de entrenamiento  compuesto por   puntos, 
de  los cuales   pertenecen a  la clase   y   pertenecen a  la clase   y queriendo 
determinar  la hipótesis real bajo  la cual se generó una nueva muestra  , se  fija un 
volumen   alrededor de esta muestra y se contabilizan cuantos de  los   puntos del 
set  de  entrenamiento  que  contiene  el  volumen  pertenecen  a  cada  clase  	 ∈





donde  es  la estimación  incondicional de  la densidad,  |  es 
la  estimación  de  la  densidad  condicionada  a  la  hipótesis    y  es  la 
estimación de probabilidad a priori de la hipótesis  . 
Figura 2.6 – Detección mediante k-NN 
El método  k‐NN,  tanto  usado  para  la  estimación  de  densidades,  como  para  la 
implementación directa de un detector que aproxima el test de verosimilitud óptimo, 
es un método fácilmente tratable analíticamente y que, al usar información local para 
la  estimación,  posee  un  comportamiento  altamente  adaptativo.  Permite  una 
separación  entre  hipótesis  muy  flexible,  pudiendo  ajustarse  a  zonas  complejas. 





gran  capacidad  de  cálculo.  También  es  necesaria  una  gran  capacidad  de 
almacenamiento  de  información  para  poder  obtener  la  estima  de  la  densidad  o 
generar un score ante una nueva muestra, ya que requiere del almacenaje de todos 
los datos de entrenamiento y debe realizar la búsqueda de los puntos más cercanos. 
Es  un  método  bastante  susceptible  a  la  ‘maldición  de  la  dimensión’  (“curse  of 
dimensionality”),  también  conocida  como  efecto  Hughes,  por  lo  que  su  uso  en 
espacios de altas dimensiones no es muy recomendable. Además, es muy sensible a 
datos ruidosos o atípicos (“outliers”).  















, , 	 (2.24)
donde   es una matriz simétrica y definida positiva de orden dxd siendo denominada 
como matriz  de  ancho  de  banda.  Esta matriz  controla  tanto  la  extensión  como  la 
orientación de  la  función núcleo, y por consiguiente del “suavizado” obtenido en  la 




| 1, | 0 (2.25)
Mediante el uso de  la matriz de ancho de banda se puede caracterizar dos casos 
especiales más simples del estimador KDE. Un primer caso más simple es el uso del 
mismo  ancho  de  banda    para  todas  las  componentes;  así  la matriz  de  ancho  de 
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banda  se  puede  expresar  como  ,  siendo  la  matriz  identidad  dxd.  Otra 
posibilidad  es  la  de  usar  un  ancho  de  banda  , 1, …   diferente  para  cada 
componente, definiéndose la matriz de ancho de banda como  , … , : 
	→ 	 |
1 1
, ,   (2.26)
, … , 	→ 	 |
1 1
…
,… , , 	 ,  
(2.27)
Otra  posibilidad  que  se  puede  encontrar  es  la  utilización  de  un  kernel 




, ,   (2.28)
Uno  de  los  kernel  más  utilizado  es  el  kernel  multivariante  Gaussiano 










matriz  de  covarianza    tomada    (el  primer  caso  con  una  matriz  identidad 
multiplicada  por  un  escalar  positivo,  el  segundo  con  una matriz  diagonal  con  los 
elementos  de  la  diagonal  principal  positivos  y  el  tercero  con  una matriz  simétrica 
definida  positiva).  A  la  derecha  podemos  observar  el  proceso  de  estimación  de  la 
densidad. 









componente  (sean  [32]–[36]  una  pequeña  muestra  de  todos  los  que  podemos 
encontrar). 
El criterio óptimo más usado en muchos estudios para la elección de una matriz de 





de  esta  función  (AMISE),  categorizada  como  una  buena  aproximación  cuando  se 









siendo    la matriz  identidad dxd,   es  la matriz Hessiana dxd de  las derivadas 




Así, muchos de  los estudios para  la estimación de  la matriz de anchos de banda 
parten de la expresión general del AMISE como selector óptimo, la cual no puede ser 












relacionada  con  el  número  de  componentes,  se  incrementa  de  forma  lineal  con  el 
número de observaciones de las que se dispone. Para mitigar este incremento se han 
propuesto algunos métodos para comprimir o reducir el número de componentes, ya 











Para un conjunto de   variables aleatorias continuas  , … ,  modelamos 
su  función  de  densidad  de  probabilidad  conjunta  mediante  un  GMM  con   
componentes como: 
, … , 	~ | … , | | ,   (2.34)
donde  ,  corresponden  a  los  pesos  de  la  mezcla,  los  cuales  cumplen  con  la 




2 / | | /
(2.35)
El modelo GMM es parametrizado completamente por el conjunto de parámetros 
, , , 1, … , . Así, definimos el modelo GMM como: 
, … , ~ |   (2.36)
Se pueden utilizar diferentes variantes de este modelo. Las matrices de covarianza, 
en  vez  de  utilizarlas  completas  (full  rank)  se  pueden  restringir  a  ser  diagonales. 
Pueden  predefinirse  algunos  parámetros,  como  por  ejemplo  utilizar  la  misma 




objeto  de  estas  simplificaciones  en  el  modelo  suele  ser  el  aliviar  la  carga 
computacional requerida para estimar sus parámetros.  
Es importante resaltar que, dado que las componentes Gaussianas están actuando 
de  forma conjunta para modelar  la densidad de probabilidad global,  las matrices de 
covarianza  completas  pueden  no  ser  necesarias  aunque  no  exista  independencia 
entre  los  distintos  elementos  de  las  observaciones,  ya  que,  al  combinar  de  forma 
lineal componentes Gaussianas con matrices de covarianza diagonales, se es capaz de 
modelar  correlaciones  arbitrarias  entre  los  diferentes  elementos  del  vector  de 
observaciones. En el apéndice D  se habla del método usado por excelencia para  la 
estimación de  los parámetros del modelo GMM, el cual está basado en el algoritmo 
EM.  También  se  habla  del  método  más  popular  de  selección  del  número  de 
componentes  Gaussianas  basado  en  criterios  de  mínima  longitud.  En  [43] 







debe  a que  las  cópulas  se pueden  entender  como  funciones que  unen o  conectan 
funciones de probabilidad multidimensionales con sus funciones marginales de menor 
orden. Las cópulas, en términos probabilísticos, representan funciones de distribución 
de  probabilidad  (CDF) multivariantes,  cuyas  funciones  univariantes marginales  son 
uniformes en el intervalo  0,1 .  
Las  funciones de  cópula pueden  ser usadas para describir  la dependencia  entre 
variables aleatorias. La función de distribución de probabilidad de un vector aleatorio 
puede  ser  escrita  en  términos de  las  funciones de distribución marginales de  cada 
componente  y  una  función  de  cópula.  Las  funciones  de  distribución  marginales 




entre  diferentes  variables  aleatorias.  Nos  permitirán modelar  y  estimar  de  forma 
simple  la  distribución  de  probabilidad  de  un  vector  de  variables  aleatorias 
heterogéneas y dependientes.  
Existen diversos tipos y familias de cópulas parametrizables en la literatura, donde 




Las  cópulas  han  sido  usadas  de  forma  extensiva  dentro  del  ámbito  de  la 
econometría  y  las  finanzas  [46]–[49],  sin embargo el uso de estas herramientas en 
aplicaciones y problemas  relacionadas con el  tratamiento de señal es  incipiente  [2], 
[18], [50]. 
Teorema	de	Sklar:	Función	de	cópula	
La  función de distribución de probabilidad conjunta  , , … ,  de una serie 
de variables aleatorias continuas  (v.a)  , , … ,  puede  ser expresada en  función 
de las distribuciones de probabilidad marginales asociadas a cada una de las variables 
aleatorias  , 1, … ,  según, 
, , … , , , … ,   (2.37)
La  variable  aleatoria    definida  como  ,  siendo    la  función  de 
distribución  de  probabilidad  de  otra  variable  aleatoria  arbitraria      posee  una 
distribución uniforme. 
La  función    es  la  llamada  como  función de  cópula,  la  cual no  es más que una 
función  de  distribución  de  probabilidad  conjunta  de  variables  aleatorias 
uniformemente distribuidas en el  intervalo  0,1 . Por  lo tanto  la función de cópula   
se define en un hipercubo unitario, 
: 0 1 → 0 1 (2.38)




diferenciables,  entonces  la  función  de  densidad  de  probabilidad  (PDF)  conjunta  se 
puede  obtener  como  el  producto  de  las  funciones  de  densidad marginales    y  la 
función densidad de cópula     derivada de  función de cópula  . Para distribuciones 
continuas,  la función de densidad de probabilidad conjunta se obtiene diferenciando 
ambos factores de la ecuación (2.37): 
, , … , … , , … ,   (2.39)
donde, 
, , … ,
, … ,
, (2.40)
La  función cópula de densidad  , en este caso, es una  función de densidad de 
probabilidad de variables aleatorias uniformemente distribuidas. Podemos expresar la 
función  de  densidad  de  probabilidad  multivariante  separando  la  información  que 
aporta cada una de  las distribuciones marginales de  la  información de dependencia 
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existente  entre  ellas.  A  la  distribución  de  densidad  de  probabilidad  obtenida 
considerando independencia, o lo que es lo mismo, la obtenida mediante el producto 
de  las  distribuciones  marginales,  se  le  incorpora  la  información  de  dependencia 
mediante la multiplicación por la función de cópula.  
(2.41)
Si  las  variables  aleatorias  fueran  independientes,  la  funcion  densidad  de 
probabilidad conjunta sería un producto de las funciones de densidad marginales: 
, … ,   (2.42)
A  la  hora  de  parametrizar  una  distribución  de  densidad  conjunta  podemos 
encontrar dos conjuntos de parámetros, los asociados a las distribuciones marginales 
y  los  asociados  a  la  función  de  cópula,  o  lo  que  es  lo mismo,  los  parámetros  que 
modelan la dependencia:  
, , … , ; Φ ; ; , … , ; ;  
Parámetros de la distribución Φ : , :  
(2.43)
Función	densidad	de	cópula	asociada	a	una	determinada	distribución	
Figura 2.8 – Uso de la función densidad de cópula derivada de una PDF 
conocida para modelar otra  desconocida 
Sea  , … , ;  una expresión conocida de una determinada distribución 




, … , ; ; ; , … , ; ;  
Parámetros del modelo   : , :
(2.44)
La función de probabilidad multivariante queda parametrizada por el conjunto de 
parámetros  ,  los  cuales podemos dividir  en dos  subconjuntos, uno  asociado  a  las 
funciones marginales   y otro asociado a los parámetros de la cópula, y por tanto, los 
que modelan  la estructura de dependencia  . Podemos encontrar  la expresión de  la 
función de cópula asociada al modelo fácilmente sabiendo que:  
; (2.45)
Obtenemos  la  siguiente  expresión  para  la  función  de  cópula  derivada  de  la 
distribución multivariante  , … , ; : 
, … , ;
; , … , ; ;
∏ ; ;
(2.46)
Consideremos  ahora   un  conjunto de  variables  aleatorias  , , … , ,  con  PDF 
conjunta  , , … ,  desconocida.   Se pretende obtener una estimación de esta 
PDF conjunta usando la teoría de cópulas para ello. Asumimos conocidas las funciones 
de  probabilidad marginales  asociadas  a  cada  una  de  las  variables  aleatorias,  y  que 
posee  las mismas  propiedades  de  dependencia  que  el modelo  , … , ;  
cuya función densidad de cópula es conocida  , … , ; . Llamamos  ; Φ  a la
expresión de   estimada usando  la  función densidad de cópula   asociada a 
otro modelo  ; , el cuál comparte  las mismas características de dependencia 
(figura 2.8):  
; Φ ∽ ;Φ ; ; , … , ; ;






  obtenida  no  se  adecua    a  la  realidad.  Utilizando  una  distribución  Gaussiana 
bivariante, donde  las variables poseen  la misma estructura de dependencia  lineal o 




Figura 2.9 – Ejemplo de modelado del  usando una función densidad de 
cópula derivada de un modelo multivariante conocido. 
2.5.2.	–	Uso	de	las	funciones	de	cópula	en	teoría	de	detección	
La  regla  de  decisión  óptima  cuando  tenemos  “ ”  fuentes  de  información 




Tomando  el  logaritmo  del  test  de  verosimilitud  podemos  dividir  el  test  en  dos 




nos  reportan  las  variables  aleatorias  , , … ,   en  detección.  Al  no  conocer  la 





, … , |
, … , |
≶   (2.48)
Λ z ,… ,
| | , … , | |




| , … , |
| , … , |
≶ 	   (2.50)
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Por  lo  tanto,  la  resolución  de  un  problema  de  detección  usando  la  teoría  de 
cópulas implica, por una parte, la selección u obtención de las PDF marginales de cada 
variable aleatoria bajo  cada hipótesis, y por otra parte,  la  selección de una  función 
densidad de  cópula  ̂  para  cada hipótesis  y  su  correctamente parametrizada, de 





estadísticos multivariantes,  no  todos  los métodos  clásicos  de  inferencia  estadística 
pueden  ser  aplicados.  La  técnica  que  más  ha  sido  utilizada  es  la  estimación  por 
máxima verosimilitud (MLE, “Máximum Likelihood Estimation”). Existen otras técnicas 
de  estimación  basadas  en  una  mezcla  de  conceptos  de  inferencia  estadística  no 










, … , ; Φ ; ; , … , ; ;  
; , … , ;
; , … , ;
, ;
(2.51)
















densidades  marginales.  Bajo  estas  condiciones  de  regularidad,  el  estimador  de 
máxima verosimilitud existe y es consistente y asintóticamente eficiente. También se 
puede demostrar que cumple la propiedad de ser asintóticamente normal [53] :    





ya que es necesario estimar de  forma conjunta  los parámetros de  las distribuciones 
marginales  y  los  parámetros  de  la  estructura  de  dependencia  representada  por  la 
función densidad de cópula. 
Observamos que la función de verosimilitud logarítmica se puede descomponer en 
dos  términos  positivos,  uno  involucrando  a  la  función  densidad  de  cópula  y  sus 
parámetros,  y  otro  involucrando  a  las  densidades  marginales  con  sus  propios 
parámetros.  Por  esta  razón,  Joe  y  Hu  [54]  propusieron  que  estos  conjuntos  de 
parámetros podían ser estimados en dos pasos: 
1. Se estiman  los conjuntos de parámetros de cada una de  las funciones
marginales por separado:
; Φ 1 1 ; 1 ,… , ; ;
;
(2.52)
Φ argmax ;Φ   (2.53)
√ Φ Φ → 0, Φ (2.54) 
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2. Se realiza  la estimación de  los parámetros de  la cópula θ, previo paso
de  uniformizar  cada  una  de  las  componentes  usando  el  conjunto
estimado λ:
Este método  es  el  llamado  inferencia por  funciones marginales  (IFM,  “Inference 
Functions for Margins”). El estimador IFM se define como: 
Sea    la  ecuación  de  la  verosimilitud  logarítmica  global,    la  verosimilitud 




El  estimador  IFM  es mucho más  eficiente  en  lo  que  a  tiempo  de  cómputo  se 
refiere, pero por  lo general es una estimación subóptima. Puede ser utilizado como 
método  para  encontrar  un  buen  punto  de  comienzo  para  obtener  el  estimador 
óptimo MLE.  
 Máxima	verosimilitud	canónica
Dado  que  los  parámetros  de  la  cópula  pueden  ser  estimados  sin  necesidad  de 
especificar las funciones marginales, otro método de estimación que podemos utilizar 
se  basa  en  utilizar  una  estimación  no  paramétrica  de  las  funciones  de  distribución 
marginales  	
 con  las  que  poder  uniformizar  las  variables  aleatorias.  Este método  se  denomina 
como máxima verosimilitud canónica (CML, “Canonical Maximum Likelihood”): 
, … , , argmax ;
1
, 1, . .   (2.55) 
; , 1, … , , 1, … ,





, … , ,   (2.58) 
, … , ,   (2.59) 
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La definición de  la  función de densidad de  cópula más  apropiada puede no  ser 






Uno de  los  criterios de  selección de modelo óptimo muy utilizado  en  teoría de 
información y teoría del aprendizaje es el criterio basado en la longitud de descripción 
mínima  [55]  (MDL  ,  “Minimum  Description  Length”).  Las  técnicas  de  selección  de 
modelo MDL se basan en el principio que argumenta que, de entre todos los modelos 
que  tenemos  como alternativas, el que alcanza  la mayor  compresión, es el modelo 
que mejor describe  las observaciones.  
Sean  N  vectores  de muestras  , … . , ,  con  , … , ,
1… .  Cada  uno  de  estos  vectores  es  considerado  como  una  realización  de  un 
conjunto de d variables aleatorias. Sea  1 , … , , 1, … ,  el conjunto 
de  funciones  densidad  de  cópula,  del  cual  deseamos  escoger  el  modelo  más 
adecuado. Definimos  ; Φ  como  la  función de verosimilitud evaluada utilizando 
el estimador de máxima verosimilitud de  los parámetros de  la  función densidad de 
cópula  : 
Los  criterios  de  selección  basados  en  MDL  calculan  un  índice  relativo  a  las 
prestaciones del modelo en contraposición al incremento de complejidad que supone 
su  uso.  En  la  expresión  (2.63),    hace  referencia  a  un  término  de  penalización 
:		 → : (2.60) 
argmax ,… , ;
1
  (2.61) 








como  pueden  ser  AIC  “Akaike  Information  Criterion”,  BIC  “Bayesian  Information 
Criterion”,  SIC  “Stochastic  Information  Complexity”  o  NML  “Normalized Maximum 
Likelihood”. 
Donde   hace  referencia al número de parámetros dentro del  conjunto Φ que 
son necesarios optimizar para encontrar el máximo de  la función de verosimilitud,   
es el número de vectores de observación utilizados en el entrenamiento del modelo, 
 denota el determinante de  la matriz Hessiana de  	 ; Φ  y  | | es el 
determinante  de  la  matriz  de  información  de  Fisher  evaluada  sobre 
1 1 ; 1 , … , ; ; .  
 Selección	mediante	criterios	de	rendimiento	en	detección









de  cópulas  basadas  en  escoger  aquellas  con  las  que  mejores  prestaciones  de 
detección se alcancen.  
Por ejemplo, podemos utilizar el criterio de rendimiento del área bajo la curva ROC 
,    o  bajo  una  determinada  porción  de  esta  ,  ya  introducidos  en  el
apartado 1.1: 












probabilidad del  test de hipótesis   bajo  cada una de  las hipótesis    y  .  Se 
puede demostrar que [2] Escogiendo  las dos funciones densidad de cópula   y   
que nos proporcionen mayor  , nos proporcionaran un valor más elevado de AUC: 
En el caso en que no se cumpla  la asunción de Gaussianidad del test de hipótesis 
  bajo  alguna,  o  ambas  hipótesis,  se  puede  usar  el  estimador Wilcoxon‐Mann‐
Whitney  (WMW),  una  forma  no  paramétrica  de  estimar  el  AUC.  Sean  y 
los  valores  del  LR  dado  por  (2.62)  bajo    y    respectivamente.  La 
expresión del estadístico WMW: 
donde    hace referencia a una función lógica que devuelve 1 cuando se cumple la 












de  nivel  de  las  variables  aleatorias  con  este  tipo  de  cópulas  forman  elipses.  Las 
  (2.65) 









cópulas Gaussianas  y  de  Studen‐T  son  cópulas  elípticas,  simétricas  y  de  utilización 
relativamente simple, ya que se conocen bien las distribuciones que están asociadas. 
 Cópula	Gaussiana









que  mide  la  relación  lineal  entre  dos  variables  aleatorias  cuantitativas,  donde  a 
diferencia de la covarianza, es independiente de la escala de medida de las variables. 
Tanto  la  covarianza  como  el  coeficiente  de  correlación  son  índices  que  indican  la 



















0, 1 ∶ 			 → → Φ   (2.69) 
… ,
1
2 / | | /
 






La  función  densidad  de  cópula  gaussiana  modela  dependencia  lineal  de  las 
variables aleatorias parametrizada a través de los coeficientes de correlación    : 
La función cópula gaussiana se define como:  
En  la  figura  2.10  podemos  observar  la  función  densidad  de  cópula  gaussiana 
bivariante para varios valores del parámetro de correlación y  la   del modelo del 
cuál se deriva:  
Figura 2.10 – Varios ejemplos de una densidad de cópula Gaussiana para 










	,			 , 1, … , , 1, … ,   (2.74) 








La  distribución  Student‐T  es  una  distribución  de  probabilidad  que  surge  del 
problema de estimar  la media de una población normalmente distribuida cuando el 





de  las  componentes  poseen  un  valor  unidad,  es  decir  definida  por  la  matriz  de 






















| | / Γ 2
(2.78) 




















En  las  figura 2.11 y 2.12 podemos observar ejemplos de  la  función densidad de 
cópula  Student‐T  bivariante  para  diversos  valores  de  sus  parámetros.  Cuando  el 
parámetro que  representa  los grados de  libertad   de  la  cópula Student‐T  tiene un 
valor  muy  elevado,  la  cópula  tiende  a  ser  una  cópula  Gaussiana.  Lo  podemos 
comprobar en  la  figura 2.11, donde  la densidad de  cópula posee un  coeficiente de 
correlación nulo, y pese a ello, para un valor bajo del parámetro   todavía existe una 
estructura  de  dependencia  entre  ambas  variables  aleatorias.  Cuando    es  muy 
elevado,  la  densidad  de  cópula  tiende  a  ser  gaussiana  y  por  lo  tanto  las  variables 
aleatorias tienden a ser independientes  0 . 
Figura 2.11 –Ejemplos de densidades de cópula Student-t bivariante 
con 0 
Figura 2.12 – Varios ejemplos de una densidad de cópula Student-T 








| | | , , , … ,   (2.81) 
donde  | ,  es una PDF Gaussiana multivariante. 
La  función  es  parametrizada  por  el  conjunto	Θ,  el  cuál  contiene  el  vector  de 
medias y matriz de covarianza, así como el peso con que se pondera cada una de las 
componentes Gaussianas multivariantes. 
… , … , 0 1 , ,   (2.82) 
La proyección de  la mezcla de  componentes Gaussianas multivariantes  sobre  la 
dimensión  ,  es  decir,  la    marginal  asociada  a  ,  es  una  mezcla  de 
distribuciones gaussianas univariantes dada por la   marginal: 
; | , , , (2.83) 
Conocida la expresión de la PDF marginal no es difícil obtener las funciones CDF y 
CDF inversas de forma empírica:   
	; → 	 ; ;   (2.84) 
La  función  de  densidad  de  cópula  derivada  del  modelo  de  mezclas  de 
componentes  Gaussianas  se  obtendrá,  como  ya  se  comentó  en  el  punto  5.5.2,  
mediante la expresión: 
, … , ;






permiten  modelar  de  una  forma  mucho  más  flexible  cualquier  estructura  de 
dependencia que puedan tener las variables aleatorias.  
En  la  figura 2.13 se muestra un ejemplo de dos cópulas bivariantes derivadas de 






Parametrización	1:				Θ θ 	, 	θ 	, θ , 	ω 0.6, 	ω 0.2, 	ω 0.2 	
θ μ 	 0, 2 , Σ 3 0.8
0.8 3
	θ μ 	 1,1 , Σ 1 0.5
0.5 1
θ μ 	 2,1 , Σ 1 0
0 1
	
ó 	 :				Θ θ1	, 	θ2	, θ3, 	ω1 0.3, 	ω2 0.4, 	ω3 0.3 	
θ μ 	 0, 2 , 	 3 0.6
0.6 2
		θ μ 	 1,1 , 	 2 0.5
0.5 1
	
θ μ 	 2, 3 , 	 3 0.6
0.6 1.5
	
Figura 2.13 –Ejemplos de una PDF basada en una mezcla de tres 
componentes Gaussianas para distintos. A la izquierda se muestran las PDFs 





Para  la  estimación  de  los  parámetros  de  la  función  de  cópula,  Tewari  y 
Raghunathan  [56] han propuesto  la aplicación de dos  algoritmos  concatenados. Un 
primer algoritmo es una versión del algoritmo Expectation‐Maximization usado para 
la  estimación  de  los  parámetros  de  un modelo  de   multivariante  basada  en 
mezcla de componentes Gaussianas, modificado convenientemente para adaptarse a 
la peculiaridad de que los datos con los que se estima el modelo no son fijos, sino que 
también  varían  según  el  valor  de  los  parámetros  a  estimar. Dado  que  este  primer 
algoritmo no  garantiza un  valor óptimo de  los parámetros obtenidos,  ya que  en  la 
etapa de maximización no garantiza que  se alcanza un máximo  local,  sí que aporta 
una excelente estimación inicial con la que partir desde un segundo algoritmo basado 
en  optimización  por  gradiente,  con  el  que  poder  garantizar  la  convergencia  a  un 
máximo local.  
Algoritmo	“Expectation‐Maximization”	
Sean N  vectores de muestras  , … . , ,  con  , … , ,
1…  correspondientes al espacio hipercúbico con marginales uniformes, al cual  se 
deben  trasladar  las  muestras  cuya  función  densidad  conjunta  de  probabilidad 
pretendemos  modelar  mediante  el  uso  de  la  densidad  de  cópula  GMCM.  Los 
parámetros Θ de esta función de densidad de cópula serán aquellos que maximicen la 
función de verosimilitud logarítmica  ; : 
max ; , … , ;   (2.86) 
Observamos  que  el  conjunto  de  parámetros  a  optimizar  de  la  cópula  ( ),  es  el 
mismo  que  el  del  modelo  de  mezcla  Gaussiana  (GMM)  del  cual  se  deriva  (ver 
apéndice D): 
; , … , ; ; (2.87) 
A la hora de aplicar el algoritmo EM para estimar los parámetros de una GMM, las 
entradas  del modelo,  llamémosles  , … ,     son  fijas, mientras  que  en  nuestro 
caso,  las  entradas  del  modelo  GMM  varían  en  función  de  los  parámetros 










puede aplicar  la  factorización de Cholesky sobre  la matriz de covarianzas  , ya que 
en una distribución normal multivariante es una matriz real simétrica: 
,    :   (2.88) 
Si  restringimos  que  los  elementos  de  la  diagonal  de  las  matrices  triangulares 













, 0	, 0 , 1 , 1, … ,   (2.92) 
Cópulas	Arquimedianas	
Es  una  de  las  familias más  representativas  y  estudiadas  en  el  ámbito  teórico  y 







familia.  Una  función  de  cópula  se  define  como  Arquimediana  si  admite  la 
representación [58]: 




0,1 , es monotónicamente decreciente y  0 ∞			 1 0. 
 La condición necesaria y suficiente para que la función generadora constituya una 
cópula d‐dimensional  válida  es que  la  función  generadora  inversa   debe  ser d‐






dimensiones.  Tres  tipos  de  cópulas  Arquimedianas  son  usadas  con  asiduidad  para 
modelar  distribuciones  de  densidad  de  probabilidad multivariantes:  las  cópulas  de 
Clayton, Frank y de Gumbel.    
Tabla 2.1 –Funciones de cópula Arquimedianas bivariantes recogida por 
Nelsen en [51]. 
1 0, 0 0,1, … , (2.94) 




Este  tipo  de  cópula  Arquimediana  fue  definida  por  Clayton  [59]  y  también  fue 




La  función  densidad  de  cópula  es  fácil  de  obtener  aplicándola  expresión  2.40, 
donde  la  sucesiva  derivación  ofrece  una  fórmula  recursiva  [61],  con  una  expresión 
cerrada simple de expresar: 
En  la  figura 2.14 se muestra  la  función densidad de cópula para distintos valores 
del  parámetro  .  Para  ~0  se  tiene  el  caso  de  independencia  de  las  variables 
aleatorias,  y  conforme  aumenta  el  valor  del  parámetro    aumenta  la  fuerza  de  la 
dependencia que modela esta cópula.  
Figura 2.14 – Ejemplos bivariantes de la densidad de cópula de Clayton 




, … , ; 	 1
/
, 0  (2.98) 














obtener  mediante  la  derivación  de  la  función  de  cópula  según  (2.40).  La  hemos 
obtenido analíticamente hasta cuatro variables: 
Para más de cuatro variables la derivación es muy tediosa. Se recomienda utilizar 
algún  programa  de  cálculo  simbólico.  En  el  apéndice  E  incluimos  una  función  de 
MATLAB  en  la  que  usamos  el  cálculo  simbólico  para  obtener  la  expresión  de  la 
densidad de cópula para más de cuatro variables.  
En  la  figura 2.15 se muestra  la  función densidad de cópula para distintos valores 
del  parámetro  .  Para  ~0  se  tiene  el  caso  de  independencia  de  las  variables 






1 1   (2.101) 





Si  2 → ∈ \ 0 .  En el caso 3 → 0 
(2.102) 
, 1 1   1 
, , 1 1 1   1 (2.103) 




Figura 2.15 – Ejemplos bivariantes de la densidad de cópula de Frank para 
diferentes valores del parámetro  
Cópula	de	Gumbel	







Figura 2.16 – Ejemplos bivariantes de la densidad de cópula de Gumbel 
para diferentes valores del parámetro  
/ (2.104) 
















Para más  de  dos  variables  se  puede  obtener  fácilmente  aplicando  la  expresión 
2.40,  pero  la  expresión  resultante  es muy  engorrosa,  siendo  no  cerrada  para  un 
número arbitrario de   dimensiones. Al  igual que en el caso de  la cópula de Frank, 
puede obtenerse mediante algún programa de cálculo simbólico. 
En  la  figura 2.16 se muestra  la  función densidad de cópula para distintos valores 
del  parámetro  .  Para  ~1  se  tiene  el  caso  de  independencia  de  las  variables 
aleatorias,  y  conforme  aumenta  el  valor  del  parámetro    aumenta  la  fuerza  de  la 
dependencia que modela esta cópula.  
Cópula	de	Farlie‐Gumbel‐Morgenstern	(FGM)	
La  familia  de  cópulas  de  Farlie‐Gumbel‐Morgenstern  (donde Morgenstern  [66], 
Farlie  [67]  y Gumbel  [64] discutieron  sobre  los  principios  que  definen  esta  cópula, 
pero no es hasta el trabajo de H. Eyraud [68] donde se encuentra una referencia clara 
a la cópula FGM como distribución de marginales uniformes), al igual que las cópulas 
Arquimedianas modelan  un  cierto  tipo  de  estructura  fija  de  dependencia,  pero  a 
diferencia de las Arquimedianas la estructura de dependencia se codifica con más de 
un parámetro. En  las cópulas Arquimedianas, donde sólo se utiliza un parámetro,    la 
estructura de correlación es  igual para  todas  las parejas de variables aleatorias que 
forman  la  distribución.  Las  cópulas  FGM,  en  este  sentido,  proporcionan  mayor 
versatilidad a  la hora de modelar una estructura de dependencia, ya que asignan un 
parámetro de dependencia distinto, no solo a cada pareja, sino también a cada grupo 
de variables aleatorias que  forman  la distribución  [69].   La  función de Cópula viene 
dada por: 
Viene parametrizada por el conjunto de parámetros  : 
Los  parámetros  ,…, deben  cumplir  las  siguientes  condiciones  (para  una 
demostración en profundidad de las restricciones de los parámetros ver [45]):  
donde   puede tomar el valor +1 o ‐1, sucesivamente para  2,… , . 
Una  representación  interesante  de  la  función  de  cópula  puede  realizarse 
definiendo el término polinomial: 
, … , ; 	 1 ,…, 1
⋯
  (2.107) 













En  la  figura 2.17  se muestra  la  función densidad de cópula FGM bivariante para 
distintos valores del unico parámetro  . Para el caso bivariante,  las ecuaciones que 
restringen el valor del parámetro son 1 0 y 1 0, de lo que se deriva que 
∈ 1,1 . Para  0 se tiene el caso de independencia de las variables aleatorias, y 





, … , ;   (2.111) 
, … , ; 1 ,…, 1 2
⋯
2   (2.112) 
, , ; 	 1 1 1
1 1 1 1
1 1 1  
(2.113) 
1 0
1 0, 1 ó 1, 1,2,3 
(2.114) 
, , ; 	 1 1 2 1 2 1 2 1 2
1 2 1 2 1 2 1 2 1 2   (2.115) 
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Figura 2.17 – Ejemplos bivariantes de la densidad de cópula FGM para 
diferentes valores del parámetro  
Árboles	de	pares	de	cópulas	(Vines)	
Si  repasamos  la  literatura  veremos que  existen muchísimas  cópulas únicamente 
definidas para el caso bivariante. En cuanto a cópulas para modelos multivariantes, 
existe un menor conjunto con el que poder trabajar. 
Hemos  hablado  de  las  cópulas  elípticas  multivariantes,  las  cuales  son  poco 
generalistas, ya que sólo modelan estructuras de dependencia lineal con la restricción 
de  simetría.  Las  cópulas  Arquimedianas  multivariantes,  al  igual  que  las  elípticas, 
modelan estructuras con unas características de dependencia muy concretas. Con  la 
cópula  FGM  multivariante,  se  gana  en  generalidad  a  la  hora  de  modelar  una 
distribución,  puesto  que  posee más  grados  de  parametrización  que  las  anteriores, 
pero sigue sin poder adaptarse a cualquier estructura de dependencia arbitraria.  
La  cópula  derivada  de  una  distribución  basada  en mezcla  de  Gaussianas  es  de 
carácter mucho más generalista, capaz de modelar correctamente muchas estructuras 
de  dependencia  arbitrarias,  que  no  cumplen  una  serie  de  características 
prestablecidas.  




llamaban  “pair‐cópulae”.  Mediante  esta  técnica  se  pueden  construir  modelos 
multivariantes con dependencia compleja.  
El  esquema  de  modelado  se  basa  en  una  descomposición  de  una  densidad 
multivariante  en  un  árbol  de  cópulas  dos  a  dos,  aplicadas  sobre  las  variables 







Consideremos el  conjunto de  variables aleatorias dado por  , … , ,  con 
función  de  densidad  conjunta  , … , .  La  función  de  densidad  puede  ser 
factorizada como: 




así  como una descripción  sobre  la estructura de dependencia existente entre ellas. 
Mediante el uso de  las cópulas podemos separar o aislar cada una de  las fuentes de 
información  marginal  de  la  información  sobre  la  estructura  de  dependencia.  Por 
ejemplo, en el caso bivariante:  
, ,   (2.117) 
donde    es la cópula asociada al par de variables transformadas   y  . 
La  función  de  densidad  condicionada  |   la  podemos  expresar  por  tanto 
como: 
| ,   (2.118) 
Para  una  densidad  condicional  de  tres  variables  podemos  encontrar  varias 
descomposiciones:  
| | | | , | | |  
(2.119) 
| | | | , | | |   (2.120) 
donde las cópulas  |  y  |  son diferentes. Podemos seguir descomponiendo 




cópula  bivariantes.    La  fórmula  general  usada  en  la  descomposición  puede  ser 
expresada como: 
| | | | , | | ,   (2.121) 
| | | , | |   (2.122) 
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bajo  determinadas  condiciones  de  regularidad,  puede  ser  expresada  como  un 
producto  de  cópulas  bivariantes  [71],  cada  una  de  ellas  actuando  sobre  diferentes 




Definimos la función  , ; θ  como la función de distribución condicional  |  
cuando las v.a    y   son uniformes, es decir,  1 y  		 .  
	Vines	
Para distribuciones de grandes dimensiones, existen un número muy elevado de 
posibles  descomposiciones  en  productos  de  cópulas  bivariantes.  Para  ayudar  a 
organizar  las  posibles  descomposiciones,  Bedford  and  Cooke  [73]  introdujeron  un 
modelo  gráfico  de  construcción  de  densidades  de  cópula  usando  “vines”  (más 
concretamente vines regulares).  
Un vine es un conjunto de árboles anidados, donde  los extremos de un árbol k‐
ésimo son  los nodos del árbol (k+1)‐ésimo, estando cada uno de  los árboles  limitado 
por un número máximo de nodos.    es un vine de   elementos si [18]: 
1. , … ,
2.  es un árbol que conecta  los nodos  1,… ,  con  los extremos  ;
para  2,… , 1,  es un árbol que conecta   y  .
 es un vine regular de   elementos si además cumple que para  2,… , 1 
si  ,  y  ,  son nodos conectados en el árbol  , donde  ,  
y  ,   también  pertenecen  al  árbol  ,  entonces  uno  de  los  elementos 
	 	  es el mismo que uno de los elementos  	 	 .  
|











Figura 2.18 –Representación gráfica de un vine regular 













 Los  D‐vines  son  más  flexibles  que  los  C‐vines.  En  la  estructura  C‐vines,  las 
relaciones de dependencia se  realizan entre una variable de  referencia o piloto y el 
resto,  así  como  las  relaciones  de  dependencia  condicionadas  siempre  incluyen  esa 
variable  de  referencia.  Los  C‐vines  suelen  ser  utilizados  cuando  se  sabe  que  un 
determinado  detector  juega  un  papel  principal  gobernando  la  dependencia  con  el 
resto.  
Por  ejemplo,  la  descomposición  de  una  función  de  densidad  de  cuatro 
dimensiones usando una cópula basada en un árbol con estructura:  
, | ,…, | , … , , | , … ,   (2.126) 














las que  se  trabaja en  los árboles de  la  factorización,  se garantiza que el modelo de 
densidad de cópula obtenido se adapta también perfectamente a  las condiciones de 
dependencia conjunta entre todas las variables. 
Figura 2.19 –Esquema de descomposición de PDF de cuatro dimensiones 
usando cópulas en arboles basadas en D-vines a la izquierda y C-vines a la 
derecha 
, , ,  
	 		 , , ,  
		 | | , | | | , |  
	 		 | | , , | ,  
(2.128) 
f z , z , z , z f z f z f z f z
	 		c F z , F z c F z , F z c F z , F z 	
	 		c | F z |z , F z |z c | F z |z , F z |z





El  problema  de  fusión  soft  óptima  en  detección  se  plantea  como  un  test  de 
hipótesis basado en la relación de verosimilitud, por lo tanto,  involucra la estimación 
de las funciones de densidad de probabilidad multivariante de las variables a fusionar.  
La  heterogeneidad  y  la  dependencia  estadística  de  los  datos  a  fusionar  pueden 
resultar en funciones de densidad de probabilidad multivariantes muy complejas,  las 
cuales  no  pueden  ser modeladas  de  una  forma  precisa mediante  la  asunción  de 
independencia,  la  cual deriva en un  sencillo modelo basado en un producto de  las 
funciones de probabilidad marginales.    
Para una  correcta  caracterización del  comportamiento  conjunto de  los datos  se 
deberá hacer uso de técnicas de estimación más complejas. Por ello hemos revisado 
los principales métodos paramétricos y no paramétricos existentes. Técnicas como el 
análisis  de  componentes  independientes  para  transformar  los  datos  a  un  dominio 
donde sean  independientes o  la estimación directa mediante  funciones de núcleo o 
mediante mezclas  de  Gaussianas  se  han  presentado  como  diferentes  alternativas 





como  una  función  de  densidad  de  probabilidad  puede  ser  factorizada  utilizando  el 
modelo de independencia multiplicado por una función densidad de cópula, la cual se 
encarga de modelar la información de dependencia. Así, mediante la utilización de la 
teoría  de  cópulas  puede  simplificarse  el  proceso  de  estimación  de  PDFs 






cabo  la  fusión  de  datos,  tales  como  las  combinaciones  lineales  y  los  clasificadores 
binarios. 
Algunos  de  estos  métodos  serán  aplicados  en  los  sucesivos  capítulos 
pertenecientes  a  la  segunda  parte  de  la  presente  tesis  doctoral  para  la  fusión  en 







es  el  deber  de  los  reformistas  iniciar  la  época  de  la 
asociación” 
‐ Giuseppe Mazzini ‐ 
Este  capítulo  se  centra  en  la  fusión  de  información  soft  proporcionada  por  diversos 
detectores, donde todos los datos que se pretenden combinar se encuentran definidos en un 
mismo  rango  normalizado  0,1   y  se  presupone  que  poseen  buenas  propiedades 
discriminatorias de forma aislada. Así, denominamos scores a los datos que cumplen con este 
supuesto. Usualmente en la literatura se liga la fusión de scores a la combinación de diversos 
detectores  a  través  de  la  fusión  de  las  probabilidades  a  posteriori  que  proporcionan  a  su 
salida;  las  técnicas  usadas  en  este  escenario  también  son  válidas  para  el  caso  en  que  se 








la  información  soft  sea  considerada  conceptualmente  como  probabilidades  a  posteriori 
conduce a un  tipo  especial de  regla de  fusión.  En  cualquier otro  caso,  las  técnicas que  se 




en  la  relación  de  verosimilitud	 .  Existen  casos  en  los  que  la  implementación 
directa  de  este  detector  óptimo  no  será  posible.  En  la  implementación  de  ciertos 
sistemas, puede ser difícil el tener acceso a todas  las componentes de este vector  ; 
por  ejemplo,  imaginemos  un  sistema  de  detección  distribuida  donde  los  sensores 
están separados espacialmente y donde aglutinar toda la información recogida por los 
sensores  en  un único  centro de procesado puede  ser  inviable.  En otros  casos  será 





bajo un mismo  soporte, una  tasa de datos  común y  correctamente  sincronizada, el 
detector óptimo puede resultar muy complejo de implementar o su utilización no ser 














Figura 3.1 – Fusión de detectores subóptimos como forma de aproximarse a 
las prestaciones del  detector óptimo 
Dentro de  los campos de  la  inteligencia artificial, el análisis y  reconocimiento de 
patrones, y el aprendizaje automático, existe una corriente de investigación centrada 
en  la combinación de diferentes clasificadores  [74],  [17],  [75],  [76]. El estudio de  la 
fusión de detectores, entendido como un caso de clasificador binaria podría encajarse 
dentro de estos campos.  
Un  clasificador,  dado  un  patrón  de  datos  ,  trata  de  discernir  a  qué  clase 
pertenece de entre   posibles  , … , . Para  la  implementación de un clasificador, 
desde el punto de  vista de  la  teoría de probabilidad  (de una u otra  forma,  la  gran 
mayoría  de  clasificadores  poseen  una  naturaleza  derivada  de  esta  teoría  o  puede 
relacionarse de alguna forma con ella), cada clase   se debe modelar en el espacio de 
las  observaciones    mediante  la  función  densidad  de  probabilidad  |   y  su 
probabilidad a priori de ocurrencia  . Se selecciona la clase que, ante un patrón  , 
proporciona  la  máxima  probabilidad  a  posteriori  (criterio  MAP,  “Maximum  A 
Posteriori”): 
∈ ⇔ max |
|




Así,  es  común  que  los  clasificadores  aporten  como  salida  soft  algún  tipo  de 
estimación  de  estas  probabilidades  a  posteriori  | ∈ 0,1   (incluso  aquellos 
basados  en  conceptos  no  puramente  estadísticos,  como  puede  ser  medidas  de 




Figura 3.2 –Fusión de detectores, o bien todos los detectores trabajando con 
la misma entrada (izquierda), o cada detector trabajando con diferentes 
entradas (derecha). 
Por  lo  tanto,  cuando  se  habla  de  fusión  de  scores  en  estos  campos,  se  están 




donde  |  hace referencia a  la estimación de  la probabilidad a posteriori de  la 
clase   aportada como información soft a la salida del clasificado k‐ésimo, en base a 
los datos de entrada  con  los que  trabaja  . Mediante  la  fusión de estos  scores  se 
pretende  obtener  una  estimación  de  la  probabilidad  de  la  clase    condicionada  al 
conjunto  global  de  entradas  … 	.  También  puede  ocurrir  que  todos  los 





que utilizan más de un  canal de  información para  la  identificación de personas. En 
estos  sistemas  es  habitual  hablar  de  “matchers”  para  referirse  a  los  diferentes 
algoritmos  de  detección  usados,  denominando  como  score  a  cualquier  tipo  de 
valoración soft aportada por éstos. Los scores de salida de los algoritmos de detección 
en estas  aplicaciones pueden  ser de diversa naturaleza  y estar definidos en  rangos 
| 		… | ∈ 0,1 → | ∈ 0,1 , … 	  (3.2) 




muy diversos. Por  lo  tanto, cuando  se habla de  fusión de  scores en este campo,  se 
habla  de  combinación  de  información  soft  genérica  aportada  por  diferentes 
algoritmos de detección, sin asociarla a una probabilidad a posteriori. Es muy común 
el uso de técnicas de normalización previas a ciertas técnicas de fusión para conseguir 
que  todas  las valoraciones aportadas por  los matchers estén definidas en el mismo 
rango.  
Por  lo  tanto, para aunar  todos estos  los campos, podríamos asociar  la  fusión de 
scores a  la  fusión de cualquier  tipo de valoración soft aportada por un conjunto de 
detectores, bien sea en forma de probabilidades a posteriori o cualquier otro tipo de 
información continua. Pero como estamos realizando una división de  las técnicas de 
fusión  según  las  características  de  los  propios  datos  a  combinar,  sin  atender  a  su 
origen  o  nivel  de  integración,  consideramos  la  fusión  de  scores  como  un  caso 
particular  de  técnicas  de  fusión  soft,  en  el  que  todos  los  datos  a  fusionar  se 




incluimos en el apéndice A se podrá  transformar cualquier  tipo de  información soft 
con  objeto  de  representarla  en  el  rango  0,1 ,  y mediante  técnicas  de  calibración 
(apéndice  B)  se  le  podrá  dar  un  sentido  de  probabilidad  a  posteriori,  y  así,  poder 
aplicar cualquiera de las técnicas de fusión que en este capítulo se incluyen.    
Inicialmente  nos  centramos  en  el  caso  particular  de  la  fusión  de  detectores  a 
través  de  probabilidades  a  posteriori,  para  comprobar  que,  en  el  caso  de  utilizar 
diferentes entradas, y que éstas sean  independientes, podemos encontrar una regla 
óptima  de  fusión  a  través  de  los  scores.  Se muestra  cómo  esta  regla  deja  de  ser 
óptima  en  el  caso  de  que  exista  dependencia  estadística  entre  las  entradas,  y  se 
deben usar otras técnicas de combinación. A continuación introducimos las diferentes 
técnicas que pueden  ser usadas para  combinar  scores, pudiendo usarse  tanto para 
combinación de detectores que  comparten  la misma  entrada,  como para  cualquier 
tipo de información soft normalizada en el rango  0,1 . 
3.2.	 –	 Fusión	 de	 detectores	 a	 través	 de	 probabilidades	 a	
posteriori		
En diversas  investigaciones, al hablar de  fusión de scores se están refiriendo a  la 
fusión  de  probabilidades  a  posteriori  aportadas  como  salida  soft  por  varios 























estructura  fija pueden  tener diferentes  conjuntos de pesos  según el método usado 
para su entrenamiento [77]).  
En este caso, se considera que cada uno de los detectores  1,… ,  produce una 
salida soft dada por una estimación diferente de  la misma probabilidad a posteriori 




media  aritmética,  geométrica  o  harmónica  como  función  de  combinación  de  los 
scores  |  [76]. Con el uso de estas medias como funciones para conseguir 
un consenso,  se valora de  igual  forma  los scores de cada uno de  los detectores. Se 




cada  componente  es  fijo,  es  la  que  se  propone  en  la  arquitectura  de mezcla  de 
expertos, donde  los pesos   dependen del valor de  las entradas  :  ; no 
sólo se tiene en cuenta que un detector es más fiable que otro, sino que también se 








proporcionando  una  salida  soft  dada  por  una  estimación  de  la  probabilidad  a 
posteriori  | . 
 Bajo este escenario, en  [17]  se  realiza un estudio de  la  combinación óptima de 
clasificadores  considerando  que  los  vectores  de  observación  de  entrada    son 
independientes.  Denominan  como  regla  del  producto  a  la  regla  de  combinación 
optima  obtenida.  Mediante  una  serie  de  estrictas  asunciones  y  aproximaciones 
derivan o  justifican  el uso  de otras  reglas de  combinación  como  son  la  regla de  la 
media,  las  reglas del máximo o del mínimo,  la mediana o una  regla de  fusión hard 
como  es  la  regla  de  la  votación  por  mayoría.  En  [75]  se  continúa  el  estudio, 
justificando  el  uso  de  una  regla  de  fusión  dada  por  una  suma  ponderada  en  este 
escenario.  
A continuación particularizaremos el estudio  realizado en  [17] para el caso de  la 
detección, el cual se puede considerar como un problema de clasificación en el que se 
disponen de dos clases, cada una asociada a cada una de  las dos posibles hipótesis, 
	o  .  Posteriormente  analizaremos  el  caso  en  el  que  las  entradas  	no  sean 
independientes entre sí y observaremos  la  influencia que tiene  la dependencia en  la 
combinación de  los scores. Se mostrará cómo, a causa de  la dependencia estadística 
entre las entradas, reglas de fusión como la media pueden llegar a ser mejores que la 
regla del producto. Así,  rebatimos  los enrevesados  razonamientos que  se hacen en 
[17] para justificar este hecho, a causa de asumir la regla de la media como una regla 
derivada de la del producto bajo estrictas condiciones. Dependiendo de las PDFs y la 
dependencia  estadística  que  presenten  los  datos,  las  zonas  óptimas  de  separación 
entre hipótesis,  tanto en el espacio de  las observaciones  como en el de  los  scores, 
pueden  ser  muy  variadas;  así,  cualquier  tipo  de  función  que  proporcione  una 
separación  próxima  a  la  óptima  puede  ser  una  regla  de  fusión  valida,  sin  intentar 
buscarle  un  sentido  de  combinación  estrictamente  probabilístico  a  la  función.  La 




un  vector de observaciones   diferente  e  independiente bajo  ambas hipótesis del 
resto. El score óptimo que combina todos  los vectores de observaciones viene dado 
por  la probabilidad a posteriori del vector de observaciones conjunto  …	  
















Los  scores  individuales  	de  cada  uno  de  los  detectores  también  pueden 
relacionarse de igual forma con su relación de verosimilitud  : 
Dado  que  existe  independencia  entre  los  vectores    bajo  ambas  hipótesis  se 
puede expresar de forma fácil  la relación de verosimilitud de  la fusión óptima de  los 
vectores de muestras   en base a  las  relaciones de verosimilitud  individuales de 
los detectores  :  
Mediante  3.4  y  3.6  podemos  encontrar  la  expresión  que  relaciona  el  score  de 
fusión óptimo bajo la asunción de independencia de los vectores de muestras   con 
los scores individuales   que aportan los detectores individuales: 
Consideremos  el  caso  de  dos  detectores  y  obtengamos  la  región  de  separación 
entre hipótesis en el espacio de los scores. Para ello, fijamos el valor del umbral  : 
Representamos en  la figura 3.3  las fronteras de separación para distintos valores 
del  umbral    (en  este  caso    =  0.99,  0.95,  0.9,  0.8,  0.6,  0.4  y  0.3),  con  hipótesis 
equiprobables  ( 0.5). Se observa  como  las  regiones de  separación 
entre  hipótesis  siguen  el  razonamiento  lógico  que  a  priori  podríamos  tener  si 
pensamos  en  detectores  independientes:  se  escoge  como  hipótesis  verdadera 
regiones  donde  ambos  detectores  aportan  scores  elevados,  donde  si  uno  de  ellos 
aporta valores cada vez menores  (esta menos seguro), el otro debe aportarlos cada 
vez mayores (compensar la incerteza del otro detector teniendo más seguridad en su 
decisión).  En  la  figura  3.4  podemos  ver  como  varían  las  regiones  de  separación 
asociadas a un valor en concreto del umbral   conforme las probabilidades a priori de 























Figura 3.3 – Regiones de separación en el espacio de los scores mediante la 
combinación de dos scores dados por la probabilidad a posteriori de 2 
vectores de observación diferentes considerados independientes  
 
 
Figura 3.4 – Modificación de las regiones de decisión asociadas a cada 
valor del umbral  con respecto a los priors 	y  
 
 
Figura 3.5 – Ejemplo de combinación de scores provenientes de 
distribuciones Gaussianas independientes bajo ambas hipótesis 
En la figura 3.5 se muestra el mismo ejemplo que se presentó en el apartado 1.3, 
en  el  que  tenemos  un  vector  de  observaciones    bivariante,  con  distribuciones 
marginales  Gaussianas  independientes  entre  sí  bajo  cada  una  de  las  hipótesis. 
Observamos el proceso de transformación de  la región de separación que  impone  la 









expresar  las  PDFs  conjuntas  |   como  el  producto  de  la  distribución 
considerando independencia por una función de densidad de copula  | ; así: 
Si obtenemos el score óptimo observamos como ahora ya no sólo depende de los 




en este  caso mostramos dos  casos  con diferente dependencia bajo  la hipótesis  , 
caracterizada  por  el  factor  de  correlacion  .  En  cada  uno  de  los  ejemplos 
representamos,  a  la  izquierda  la  región de  separación óptima entre hipótesis en  el 
espacio de observaciones y su equivalente en el espacio de scores.  
 
Figura 3.6 – Diferentes zonas de separación óptima entre hipótesis en el 




















Observamos  como  al modificarse  el  comportamiento  que  tienen  los  detectores 












Figura 3.7 –Comparación entre zonas de separación óptima (negro) y 








cada  uno  de  ellos  aporta  una  estimación  diferente  de  una misma  probabilidad  a 















ortogonal en el que se pueden situar  los scores  …  a 450. En  la  figura 3.8 
podemos ver la separación entre hipótesis lograda en el caso bidimensional: 
 
Figura 3.8 – Regiones de separación entre hipótesis en el espacio de los 
scores obtenidas mediante la media aritmética, geométrica y harmónica de 
izquierda a derecha respectivamente 
3.3.2.	–	Reglas	de	combinación:	Mínimo,	máximo	
Otro  tipo  de  reglas  de  combinación  de  scores  son  las  reglas  del mínimo  y  del 
máximo,  aunque  realmente  poseen  una  esencia  hard,  pues  podemos  ver  que  se 
tratan de reglas AND  (se considera que se ha producido el evento cuando todos  los 
detectores deciden  ) y OR  (se considera que se ha producido el evento cuando al 
menos un detector decide  )  tras umbralizar cada uno de  los  scores utilizando un 
mismo valor umbral:  




Figura 3.9 – Regiones de separación entre hipótesis en el espacio de los 













, 	 , ∈ 0,1 			⇔ 1 , 0 1 
(3.14) 
Se  justifica  la  utilización  de  una  serie  de  pesos    que  ponderan  los  datos  a 
integrar,  cuando  se  considera  que  existen  canales  de  datos  que  aportan  mayor 
información para discriminar el evento a detectar que otros.   
Dependiendo de las ponderaciones la forma de las regiones de separación que se 
consiguen  mediante  la  fusión  de  datos  variarán,  por  lo  tanto  las  ponderaciones 
aportan  un  grado  de  libertad,  pudiendo  ajustarse  a  diferentes  problemas  para 
mejorar  las  prestaciones  obtenidas.  Por  lo  tanto  se  necesitará  una  etapa  de 
entrenamiento  para  fijar  el  valor  de  las  ponderaciones.  En muchas  aplicaciones  se 
escoge  el  valor de  las ponderaciones de  forma  empírica, mediante  ensayo  y  error. 
También  podemos  encontrar  trabajos  en  los  que  se  utilizan  ciertas  técnicas  para 
poder fijar de forma automática el valor de estos parámetros.  
Lo más extendido es el uso de la suma ponderada, por ello nos centraremos en ella 








Para  la  obtención  de  las  ponderaciones    nos  valdremos  de  un  conjunto 
etiquetado de   vectores de scores de entrenamiento  , , donde   
es la etiqueta asignada a cada muestra en el instante  , siendo  1 si la muestra 








mínimos cuadrados (LSE, “Least Mean Squares”) [78]. Un score  ∈ 0,1  con buena 





suma  ponderada.  Así,  bajo  la  hipótesis  ,  1  y  el  error  introducido  por 
 será menor cuando más cercano esté del valor unidad. Bajo  ,  0 
y error será mayor cuanto más alejado de cero se encuentre  : 
donde  el  término  ‖ ‖   se  introduce para  regularizar  la  expresión  y  estabilizar  la 
solución cerrada que se obtiene del problema de minimización del error min  
(observamos  como  conduce a  la adición de un pequeño valor   a  la diagonal de  la 
matriz  , la cual debe invertirse): 
Así,  utilizando  el  conjunto  de  pesos    que minimiza  el  error  cuadrático  se 
intenta  que  el  score  fusionado  mediante  la  suma  ponderada  presente  unas 
distribuciones  bajo  cada  hipótesis  lo  más  separadas  posibles.  El  principal 



















Figura 3.10 – Ejemplo ilustrativo de que el criterio de minimizar el error 
cuadrático no siempre tiende a obtener las mejores prestaciones en detección 
 Entrenamiento mediante la maximización del área bajo la curva ROC 
Otro  criterio  usado  para  el  entrenamiento  del modelo  de  suma  ponderada  de 
scores es el de maximización del área bajo  la curva ROC (AUC) [25]. El AUC suele ser 
una  figura  de  mérito  muy  utilizada  para  evaluar  y  comparar  el  rendimiento  de 
clasificadores  binarios.  Para  obtener  la  AUC  es  necesaria  la  computación  de  una 
integral, pero se puede utilizar el estadístico Wilcoxon‐Mann‐Whitney (WMW) como 
forma  no  paramétrica  de  estimar  el  AUC.    Dividimos  el  conjunto  de  scores  de 




















función  escalón   no  es diferenciable,  se utilizan  funciones  continuas   para 
aproximarla. En [25] se propone el uso de una función cuadrática: 
Su  inclusión  en  la  estimación  del  AUC  deriva  en  una  solución  para  las 
ponderaciones  con una expresión cerrada: 
En una gran cantidad de aplicaciones se debe diseñar el detector para trabajar en 
un  cierto  punto  o  rango  de  falsa  alarma  limitado  o  restringido.  Por  ejemplo,  en 





lo  que  existe  un  límite  en  el  número  de  operaciones  que  por  día  pueden  ser 
procesadas;  esto  se  traduce  en  que  se  debe  trabajar  en  un  rango  de  falsa  alarma 
controlado.  En  estos  casos  una  ponderación    que  maximice  la  curva  ROC 
completa  puede  que  no  se  traduzca  en  la  obtención  de  los  mejores  resultados 
posibles en la zona de interés (figura 3.11). 
 
Figura 3.11 – Ejemplo donde, pese que la curva ROC A posea un AUC 
mayor que la curva ROC B, no se traduce en unas mejores prestaciones en 










Todas  las  técnicas  de  fusión  vistas  hasta  ahora  consideran  que  los  datos  son 
separables mediante  un  tipo  predefinido  de  hipersuperficie  continua.  Las  zonas  de 
separación  entre  hipótesis  son  fijas,  tanto  en  el  caso  de  las  medias  aritmética, 
geométrica  y  armónica,    como  en  el  caso  de  las  reglas  del mínimo  y  del máximo. 
Usando  las  técnicas  de  suma  ponderada  y  el  producto  ponderado  existe  un  cierto 
grado de libertad mediante la variación de los pesos de las ponderaciones.  
Consideramos todas estas técnicas de forma general como subóptimas, ya que sus 
prestaciones  dependen  de  la  “geometría  de  los  datos”,  es  decir,  de  cómo  se 
distribuyan  los datos en el espacio de  los scores (por  lo tanto, dependen de  las PDFs 
marginales y de la dependencia estadística que presenten los datos). En el caso de la 
suma y el producto ponderado, al poder parametrizar la fusión mediante los pesos de 
la  ponderación,  podremos  entrenar  la  fusión  para  que  se  adapte  mejor  a  las 
características de  los datos y así obtener mejores prestaciones. Aun así,  las regiones 




Otro  inconveniente  es  el  componente  empírico  que  supone  su  utilización,  ya  que 
debemos implementar y testear cada una de estas técnicas para poder escoger, ante 
un determinado problema, la que mejores resultados nos aporte.   
En el presente  trabajo  introducimos una novedosa  técnica de  fusión que hemos 
denominado  integración‐α,  la  cual  aporta  un  mayor  grado  de  flexibilidad  y  de 
adaptación,  siendo  capaz  de mejorar  las  prestaciones  que  se  pueden  obtener  con 
respecto al resto de técnicas de las que hemos hablado.  
Todas  las  técnicas  anteriormente mencionadas  pueden  ser  consideradas  como 
casos particulares de la integración‐α, por lo tanto nos permite salvar el problema de 
tener que testear todas ellas en busca de  la que mejor prestaciones proporcione. Se 
definirá  inicialmente  la  técnica  de  fusión  de  scores  mediante  la  integración  . 
Después  introduciremos  dos  posibles métodos  para  su  entrenamiento.  La  primera 
está  basada  en  el  criterio  de    minimización  del  error  cuadrático.    Como  otra 
alternativa proponemos un novedoso método de entrenamiento basado en el criterio 
de  maximización  parcial  del  área  bajo  la  curva  ROC.  Este  nuevo  criterio  de 
entrenamiento  es  idóneo  en  el  contexto  del  diseño  de  aplicaciones  de  detección 






La  integración o fusión   se basa en combinar   fuentes de  información   para 
obtener un único valor   utilizando  la denominada media‐	   [79].  La media‐	  es 
una función capaz de recoger toda una familia de diferentes medias según el valor un 
parámetro  	 	 ∞, ∞ . Así, con ponderaciones fijas  1/ , podemos ver como 
la media‐	   recoge  las  funciones y  reglas mencionadas  como  casos especiales: para 
1, 1, 3, ∞	ó ∞  la media‐	   se  convierte  en  la media  aritmética,  la media 
geométrica,  la  media  harmónica,  la  regla  del  mínimo  o  la  regla  del  máximo 
respectivamente. Observamos  como  la  suma y el producto ponderado  también  son 
casos particulares de la media‐	 : 
donde   es el resultado de la integración de   fuentes de información  , cada una 
de ellas ponderadas por un coeficiente  , que cumple: 
Se ha demostrado en [79] que si asociamos   y   respectivamente con las PDFs 
 y   de una determinada variable aleatoria x, entonces   es  la PDF 
que minimiza la función de coste  :  
donde  |  es la divergencia α [80] entre ambas PDFs. 
En  nuestro  caso  pretendemos  utilizar  la  integración  α  para  la  fusión  de  scores 
0 1, i 1,… ,  y así obtener un único score al que denotamos por  :  
Entrenamiento	de	integración	 	para	fusión	de	scores	
Para  la obtención de  las ponderaciones   y el parámetro α nos valdremos de un 













donde   es la etiqueta asignada a cada muestra en el instante  , siendo  1 si 






Observamos que bajo  la hipótesis    interesará un score  lo más próximo a cero 
posible y bajo la hipótesis   un score lo más cercano a uno. Así, podemos ver que la 
función  objetivo  introduce  una medida  del  error    que  aporta  cada  score  con 
respecto a la hipótesis correspondiente. El máximo error que introduce cada muestra 
es de 1, que se corresponde con el caso de que, o bajo   ( 0) proporcionemos 
un score  1, o bajo   ( 1) proporcionemos un score  0. 
En muchos  escenarios  podemos  encontrar  un  desbalance  significativo  entre  el 
tamaño de los subconjuntos de entrenamiento pertenecientes a una u otra hipótesis 
( 	ó  ).  Para normalizar  la  contribución de  cada hipótesis  a  la  función de  coste, 
independientemente  del  tamaño  de  los  subconjuntos  de  entrenamiento,  
proponemos la siguiente modificación:  
donde   y   hacen referencia al tamaño de los subconjuntos correspondientes a   
y    respectivamente  .  Así,  se  obtienen  los  errores  cuadráticos  de 
cada hipótesis por separado, minimizándose su media. Podemos considerar también 
la posibilidad de dar más o menos importancia a cada tipo de error: decidir   cuando 




Observamos  como  para  un  valor  de  0.5  ambos  tipos  de  errores  serán 
igualmente  ponderados.  Para  valores  0.5  se  pondera  con mayor  peso  el  error 
,
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cometido  cuando  la  hipótesis  verdadera  es  ,  mientras  que  para  0.5 
ponderamos más el error bajo la hipótesis verdadera  . 
En este  caso, es  complicado encontrar una expresión  cerrada para  la obtención 
directa de  los parámetros, tal y como pasaba en el caso de entrenamiento de suma 
ponderada mediante  el mismo  criterio.  Se  plantea  en  este  caso  un  problema  de 
optimización para minimizar el LSE mediante un algoritmo de descenso por gradiente. 
Para  ello,  una  vez  definido  unos  valores  iniciales  de  los  parámetros  0  
y	 0 ,  se  redefinen  de  forma  iterativa    con objeto  de  alcanzar  el  punto  que 
minimiza el criterio LSE:  
donde   hace  referencia a  la  iteración del algoritmo en que nos encontramos  y  los 
valores    y    al  salto  que  se  realiza  en  la  dirección  del  gradiente  en  cada 
parámetro.  
Las  componentes  del  gradiente    1   y    1   se  obtienen  de  las 
expresiones 3.30  y 3.31,  sustituyendo   por  1   y   por  1  donde  sea 
necesario: 

































hora de diseñar el  sistema. En muchas aplicaciones existen  ciertas  limitaciones que 
obligan a  trabajar en un  cierto punto o  rango de  falsa alarma  restringido. También 
podemos encontrar con una gran descompensación en  las probabilidades a priori de 
aparición  cada  una  de  las  hipótesis,  y  por  tanto  del  número  de  datos  de 
entrenamiento disponibles para cada una de las hipótesis.   
El  entrenamiento  bajo  el  criterio  LSE  propuesto  las  contempla  mediante  la 
normalización y la posibilidad de ponderación del error introducido entre clases. Aun 
con  las modificaciones  introducidas,  como  ya  se  comentó  en  el  apartado  3.3.3,  el 
principal  inconveniente es que  la minimización del error cuadrático no garantiza que 
el  resultado  obtenido  sea  el  óptimo  en  lo  referente  a  las  prestaciones  que  puede 
proporcionar  la  técnica  de  integración.  Proponemos  un  novedoso  método  de 
entrenamiento  que,  teniendo  en  cuenta  todas  las  peculiaridades  del  diseño  del 
sistema de detección, tienda a encontrar el mejor resultado posible que la técnica de 
integración‐α  proporciona  (y  por  ende,  todas  las  técnicas  anteriores,  ya  que  ésta 
engloba a todas). 
 
Figura 3.12 – AUC parcial en el rango de tasa de falsa alarma dado por 
 
Se pretende encontrar el conjunto de parámetros  ∗ , …  que 

























donde se define el valor  j  como el entero  inmediatamente superior al valor  :  
.  Se define el valor  j  como el entero inferior a  :   . 
0	 	w 1 , w 1  (3.34) 
→ ∈ , 1, . . ,  
→ ∈ , 1, . . ,  
(3.35) 
∗ ∗ ∗ ∈ , 1, . . ,   (3.36) 
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En  las  expresiones  3.37  y  3.38        hace  referencia  a  una  función  lógica  que 
devuelve 1 cuando se cumple la relación y 0 cuando no. Se puede utilizar en su lugar 
una función escalón  , definiendo para ello la variable 
∗	 ∈ 0,1 : 
Para  poder  formular  un  problema  de  optimización,  necesitamos  utilizar  una 
función continua y derivable que aproxime  la  función escalón. Una de  las  funciones 
más empleadas en  cualquier  tipo de algoritmos para  la aproximación de  la  función 




Figura 3.13 – Aproximación de la función escalón mediante una función 
sigmoidea con diferentes parámetros  





Utilizando  la  función  sigmoide  3.40  para  aproximar  la  función  escalón, 
sustituyéndola  en  las  expresiones  3.37  y  3.38  y  derivando  las  expresiones  nAUC  
obtenidas con respecto al parámetro genérico  : 
















Continuando  con  la  cadena  de  derivación,  obtenemos  la  derivada  parcial  de  la 
función aproximación de escalón con respecto al parámetro genérico  : 
Seguimos  con  la derivada de  la diferencia de  scores  fusionados  . Observamos 
que  depende  de  la  derivada  parcial  del  score  fusionado,  la  cual  ya  obtuvimos 
(expresiones 3.31 y 3.32):  
Por  lo  tanto,  se puede mejorar  las prestaciones del  algoritmo de punto  interior 
usado,  ya  que  el  gradiente  ∆ , , , ,   es  conocido.  Tan 























función de cada uno de  los parámetros que caracterizan  la  integración   realizamos 
inicialmente una serie de simulaciones utilizando como método de entrenamiento  la 
minimización del error cuadrático, fijando alguno de  los parámetros. Posteriormente 






cada  hipótesis  de  ambos  de  igual  forma:  bajo    siguen  distribuciones  uniformes 
entre  los valores 0 y 0.8 y bajo   entre  los valores 0.2 y 1. Como ambos detectores 
poseen las mismas prestaciones fijamos de antemano las ponderaciones, w w
0.5.  Consideramos  que  ambas  hipótesis  son  equiprobables  0.5  y 
ponderamos  el  error  de  cada  una  de  ellas  de  igual  forma  0.5. Mostramos  el 
resultado de  las simulaciones mediante 6 gráficas  (figura 3.14): en  la primera  fila se 
muestran  un  scatterplot  de  los  datos,  el  valor  de  parámetro  α  con  respecto  a  las 
iteraciones  del  algoritmo  de  descenso  de  gradiente  y  las  curvas  ROC  de  los  scores 
individuales, y en  la  segunda  fila ve observan  las diferentes  regiones de  separación 
entre hipótesis  logradas con  la  fusión,  las distribuciones marginales de cada uno de 
los scores y la distribución final del score fusionado. 
	
Figura	3.14	–	Resultado	de	la	simulación:	Ambos detectores iguales, con 
0.5	, 0.5		 		 0.5 
Observamos en  la figura 3.14 como en este caso minimizando el error cuadrático 











Figura	3.15	–	Resultado	de	la	simulación:	Ambos detectores iguales, con 
0.5	, 0.9		 		 0.5.  
 
Figura	3.16	–	Resultado	de	la	simulación:	Ambos detectores iguales, con 







scores bajos que pueden caer en  la zona de escoger  ;  intentamos minimizar así el 
error  de  pérdida  de  detección.  Después  lo  ajustamos  a  β 0.1  (figura  3.16),  con 
objeto de ver el caso opuesto, en el que  le damos más  importancia al caso de error 
por falsa alarma.  
Observamos  como  el  parámetro    controla  la  “forma”  de  las  superficies  de 
separación  entre  hipótesis.  Según  el  valor  del  parámetro  β  que  controla  la 
ponderación de cada tipo de error, el parámetro   varía  la forma de  las regiones de 
separación, pudiendo obtener así mejoras en ciertas partes de la curva ROC.  
 
Figura	3.17	–	Resultado	de	la	simulaciones:	Ambos detectores iguales, con  
0.5	, 0.5. A la izquierda simulación con 1 (media 
ponderada) y a la derecha simulación con 1 (producto ponderado) 
Ahora con objeto de ver el efecto de las ponderaciones,  fijamos el parámetro   al 
los  valor  ‐1  para  obtener  una  suma  ponderada  y  a  1  para  obtener  un  producto 
ponderado.  Consideramos  que  ambas  hipótesis  son  equiprobables  P P 0.5  y 
ponderamos  el  error de  cada una de  ellas de  igual  forma β 0.5. Observamos  en 
figura 3.17 como  las ponderaciones convergen hacia un mismo valor w w 0.5 
en ambos casos, ya que los detectores poseen las mismas prestaciones. 
 
Figura	3.18	–	Resultado	de	la	simulaciones:	 0.5	, 0.5. A la 
izquierda simulación con 1 (media ponderada) donde el detector 1 es 
mejor que el 2. A la derecha simulación con 1 (producto ponderado) 





los detectores para mejorar sus prestaciones con  respecto al otro. En  la  figura 3.18 
podemos  ver  como  en  el  caso  de  la media  ponderada  (izquierda)  se mejoran  las 
prestaciones  del  detector  1,  y  por  lo  tanto  se  tiende  a  obtener  una  ponderación 
w w   .  En  el  caso  del  producto  ponderado    (derecha)  se  han  mejorado  las 
prestaciones del detector 2, por lo que se obtiene una ponderación donde  w w .  
Entrenamiento mediante la maximización del AUC parcial 
En  este  caso  utilizaremos  el  nuevo método  de  entrenamiento  que  planteamos. 
Empezamos  igual que en el  caso anterior,  con detectores de  iguales prestaciones y 
pretendemos optimizar los parámetros de la integración   de forma que se maximice 
el  área  bajo  toda  la  curva  ROC  ∈ 0,1 .  En  la  figura  3.19  podemos  ver  que  el 
resultado  muy  parecido  al  que  se  obtiene  mediante  la  minimización  del  error 
cuadrático; observar como  las distribuciones bajo   y   que hemos escogido  son 
simétricas, por  lo que  la minimización del error cuadrático desplaza por  igual ambas 
PDFs  y  logra  una  mejora  global.  En  el  caso  de  que  las  distribuciones  no  sean 
simétricas,  como  ya  comentamos  en  el  apartado  3.3.3  la  minimización  del  error 
cuadrático puede conducir incluso a empeorar las prestaciones.  
 
Figura	3.19	–	Resultado	de	la	simulaciones: Detectores iguales y 	
0.5. Entrenamos los parámetros maximizando el área bajo la 
curva ROC completa 
Ahora realizamos una simulación  intentando mejorar  los resultados obtenidos en 





Figura	3.20	–	Resultado	de	la	simulaciones: Detectores iguales y	
0.5. Entrenamos los parámetros maximizando el área bajo la 
curva ROC parcial en los rangos ∈ 0,0.3  (izquierda) y ∈ 0.6,1  
(derecha) 
Si  intentamos maximizar  el  área  bajo  la  curva  ROC  en  una  zona  en  la  que  los 
detectores  individuales ya son óptimos, como es el caso de  la zona con  ∈ 0.8,1 , 




Figura	3.21	–	Resultado	de	la	simulaciones: Detectores iguales y	 0.5. 
Entrenamos los parámetros maximizando el área bajo la curva ROC parcial en el 
rango ∈ 0.8,1  
Por último obtenemos en  la figura 3.22  los resultados del caso en que uno de  los 
dos detectores es mejor que el otro, entrenado para todo el rango completo de ROC  





Figura	3.22	–	Resultado	de	la	simulaciones: Detector 1 mejor y	
0.5. Entrenamos los parámetros maximizando el área bajo la curva ROC 
completa (izquierda) y en el rango ∈ 0,0.3  (derecha) 
Con  este  sencillo  ejemplo  se  comprueba  la  flexibilidad  que  proporciona  la 
integración   en  la fusión de scores, permitiendo adaptarse a  la diferente geometría 
que  puedan  presentar  los  datos.  Así  mismo,  hemos  visto  como  el  método  de 








estudio  en  el  que  se  recopilan  veinte  años  de  investigación  relacionada  con  esta 
técnica.  El  modelo  original  de mezcla  de  expertos  fue  introducido  por  Robert  A. 
Jacobs en [89]:  
donde    es  el  número  de  expertos,  , Θ | , Θ   representa  la 
probabilidad  de  que  la  opinión  del  experto	 ,  dada  por  la  probabilidad  a  posteriori 
| , , Θ , sea correcta.   
El modelo de mezcla   de expertos  (3.46) posee una arquitectura compuesta por 
tres elementos (figura 3.23):  





Figura 3.23. – Modelo de mezcla de expertos 
 Una  serie de   expertos: en el  caso que nos ocupa,  los expertos  serán diversos 
detectores.  
 Una  red de ponderación  (“Gating network”) compuesta por puertas    (“gates”): 
cada una de estas puertas realiza una partición soft del espacio de observaciones, 
de  forma  que  se  definen  diferentes  regiones  en  base  a  la  fiabilidad  de  las 
opiniones de cada uno de los expertos.  
 Función  de  combinación: modelo  probabilístico  que  combina  los  expertos  y  las 
puertas  de  ponderación,  en  este  caso,  una  suma  ponderada  de  los  expertos, 
donde los pesos dependen de las entradas y están determinados por las puertas. 
 
Figura 3.24. – Estructura de una mezcla de expertos jerárquica de dos 
niveles 
La  arquitectura  de mezcla  de  expertos  puede  ser  extendida  de  forma modular, 
dando  lugar  a  lo  que  se  conoce  como  mezcla  de  expertos  jerárquica  (HME, 
“Hierarchical Mixture of Experts”)  [90],  [91]. Para el caso de dos niveles  jerárquicos 
mostrado en la figura 3.24, el modelo de mezcla de expertos es: 





donde,  2 es el número de nodos  conectados a  la  red de ponderación de nivel 
uno, y  2 es el número de nodos conectados en las redes de ponderación de nivel 






para los expertos  ,  donde   y   son los conjuntos de parámetros asociados 
a la componente k‐ésima de la mezcla, por lo tanto Θ  y Θ .  Así: 







ponderación,  como  para  la  fusión  de  scores  (figura  3.25),  en  donde  solamente  se 
deben entrenar las redes de ponderación. Observamos cómo es un caso muy parecido 
al del modelo GMM, pero más complejo, añadiendo las redes de puertas. 







pondera  cada  detector  no  sólo  por  sus  prestaciones  globales,  sino  por  sus 
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Figura 3.25 – Esquema de uso de la técnica de mezcla de expertos para la 




representa  la  arquitectura  del modelo  de mezcla  de  expertos  en  un  problema  de 
clasificación con   clases. La salida deseada es un vector  … …  con valor 
1  cuando el  vector de entrada   pertenezca a  la  clase   y el  resto de valores 
nulos.  En  el  caso  de  un  problema  de  detección  tendremos  únicamente  dos  clases, 
cada  una  asociada  a  una  de  las  hipótesis    o    .  En  el  apéndice  E  podemos 
encontrar  el  método  de  entrenamiento  de  este  modelo  basado  en  el  algoritmo 
“Expectation‐Maximization”. 
 
Figura 3.26. – Mezcla de expertos en clasificación 
⇒   (3.51) 
| , Θ , Θ | , , Θ , Θ  





En  los casos prácticos de clasificación se escoge  la clase  max 	 	 . En 
detección podemos combinar ambos resultados: 
Ejemplo	
Proponemos  ahora  un  sencillo  ejemplo  para  ilustrar  el  funcionamiento  de  la 
técnica  de  fusión  mediante  una  arquitectura  de  mezcla  de  expertos,  con  el  que 
además se demuestra el correcto funcionamiento de nuestra implementación de esta 
técnica. Consideremos dos  variables  aleatorias  , ,  cuya  función densidad  
conjunta (figura 3.27) bajo cada una de las hipótesis   y   se corresponde con una 
mezcla de dos componentes Gaussianas bivariantes   y  : 
donde  0 es  la ponderación de  la componente Gaussiana   bajo  la hipótesis 
 (cumplen ∑ 1);  		  denota el vector de medias y 
 la matriz de covarianza de la componente Gaussiana   bajo la hipótesis  . En 
el  caso  presentado  en  este  ejemplo,  las  matrices  de  covarianza  son  matrices 
diagonales, cuya diagonal principal está dada por el vector  		 .  
 
Figura 3.27.- Distribución conjunta (izquierda) y scatterplot (derecha) de los 
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Figura 3.28.- PDFs marginales de cada variable aleatoria (arriba) y scores 
asignados dependiendo del valor de esta (abajo). 
En  la  figura  3.28  se muestran  estas  PDFs marginales,  obtenidas  tanto de  forma 




Como conocemos  la  función de densidad conjunta  |  bajo cada una de  las 
hipótesis podemos obtener también el score que se obtendría con la fusión óptima:  
 
Figura 3.29 - Representación de los scores óptimos y aportados por cada 
detector con respecto a las muestras soft de entrada 
| , ,   (3.56) 
| P







  asociadas,  tanto  su  score  óptimo,  como  los  asignados  por  cada  uno  de  los 




Figura 3.30 – Red de ponderación bajo cada una de las hipótesis de la fusión 
de scores utilizando una arquitectura de mezcla de expertos 
Utilizamos una fusión de los scores  	y   basada en la mezcla de expertos. En la 
figura  3.30  se  pueden  observar  las  redes  de  ponderación  para  cada  una  de  las 




Figura 3.31 – Representación de los scores del caso óptimo y del obtenido 
tras la fusión de los dos detectores individuales en el espacio de las 
características 
En la figura 3.31 podemos ver, tanto el score obtenido tras la fusión de los scores 
	y  ,  como  el  score  óptimo  que  se  obtendría  con  la  fusión  soft  óptima  de  las 




prestaciones  obtenidas.  En  la  figura  3.32  se  muestra  una  curva  ROC  con  el 
funcionamiento  de  ambos  detectores  individuales,  la  fusión  óptima  y  la  fusión 
utilizando ME.  
 
Figura 3.32 – Curvas ROC con las prestaciones de los detectores 
individuales, de la fusión óptima y de la fusión mediante ME 
3.5.1.	 –	 Mezcla	 de	 expertos	 con	 integración	 	 como	 función	 de	
combinación		
En  el modelo  de mezcla  de  expertos  para  la  fusión  de  scores  de  detectores,  la 





a  todo  el  sumatorio  ,  podemos  observar  que  nos  volvemos  a  encontrar  un 
problema similar al del caso de  la mezcla de expertos con  integración probabilística 
mediante la función suma, pero ahora con los scores individuales   modificados: 
, Θ   (3.58) 
, Θ   (3.59) 




Podemos  observar  cómo,  según  el  valor  del  parámetro    la  relación    es 
monótona  creciente  1   o  decreciente  1 .  Para  1  nos  encontramos 
con el caso particular del modelo de  integración mediante el producto. Definimos el 
nuevo  score  ′ de  forma  que  la  relación  con  el  score  fusionado  sea  siempre 
monótona creciente: 
Observamos  que  podemos  obtener  el  score  fusionado  mediante  la  mezcla  de 
expertos  con  función	   como  modelo  de  integración  probabilística,    realizando 
primero  una  transformación  en  los  scores  individuales,  entrenando  la  mezcla  de 
expertos  tal  y  como  se  define  para  la  integración mediante  la  función  suma  para 
obtener  unos  scores  modificados  ′ 	para,  posteriormente  realizar  la 
transformación inversa (3.62): 
 
Figura 3.33 – Mezcla de expertos con función  como modelo probabilístico 
de integración de información 
Mediante  esta  modificación  del  modelo  de  mezcla  de  expertos,  basada  en  la 














mezcla  de  expertos  con  integración  α  propuesto,  dado  por  la  expresión  3.57,  será 
objeto de futuros estudios.  
3.6.	–	Conclusiones	
Se  ha  planteado  el  problema  de  la  fusión  de  scores  como  un  caso  especial  de 
fusión  soft  en  el  que  todos  los  datos  a  combinar  se  definen  en  un mismo  rango 
normalizado  0,1 .  Bajo  este  supuesto  se  ha  realizado  una  presentación  de  las 
principales técnicas que pueden ser aplicadas. 
Inicialmente  se  ha  revisado  la  teoría  de  fusión  de  detectores  a  través  de 
probabilidades  a  posteriori  como  salida  soft,  para  observar  que,  únicamente  en  el 
caso en que los detectores trabajen con diferentes entradas independientes, el hecho 
de que  la  información soft sea considerada conceptualmente como probabilidades a 
posteriori conduce a un  tipo especial de  regla de  fusión. En cualquier otro caso,  las 
técnicas  generales  descritas  en  este  capítulo  se  pueden  aplicar  en  la  fusión  de 
detectores a través de sus probabilidades a posteriori. 
Se ha realizado una revisión del estado del arte de las técnicas de combinación de 
scores,  resaltando  sus  pros  y  contras  a  la  hora  de  utilizarse  en  un  problema  de 
detección,  en  donde,  debido  a  que  los  datos  pueden  ser  heterogéneos  y 
dependientes,  pueden  presentar  geometrías  complejas  en  cuanto  a  zonas  de 





prestaciones que se pueden obtener con  respecto al  resto de  técnicas  introducidas. 
Se  ha  derivado  un  novedoso método  de  entrenamiento  basado  en  el  criterio  de 
maximización parcial del área bajo la curva ROC. Este nuevo criterio de entrenamiento 
es idóneo en el contexto del diseño de aplicaciones de detección como las tratadas en 
la  presente  tesis  doctoral,  donde  el  rango  de  trabajo  está  limitado  entre  ciertos 
valores de falsa alarma. 
También se ha propuesto un modelo basado en  la popular  técnica de mezcla de 
expertos para realizar  la  fusión de scores en detección. Se ha  introducido el modelo 
general de mezcla de expertos para posteriormente particularizarlo y adaptarlo en el 
caso particular de combinación de  scores. Se ha propuesto como objeto de  futuros 












las  decisiones  individuales  ∈ 0,1   tomadas  por  un  conjunto  de  detectores.  Así,  el 
comportamiento  estadístico  de  los  datos  se  puede modelar mediante  variables  aleatorias 
binarias, completamente caracterizadas por sus funciones de masa de probabilidad.   
Inicialmente se presenta  la regla de  fusión óptima en el caso de  independencia,  la cual 
deriva  en  una  sencilla  regla  de  combinación  lineal  de  las  decisiones.  Posteriormente  se 
estudia el caso en el que existe dependencia estadística entre las observaciones; se muestra 
como la regla de decisión óptima se torna más compleja, requiriendo, de una u otra forma, la 
caracterización  de  la  correlación  existente  entre  todos  los  posibles  conjuntos  de  distinto 
tamaño (parejas, ternas, cuartetos…) que se pueden formar con  las decisiones individuales.   
Así,  la  implementación de  la  regla de  fusión hard óptima puede  ser  inviable en ciertas 
aplicaciones;  por  ejemplo,  puede  requerir  una  cantidad  de memoria  de  almacenamiento 
inadmisible. Presentamos diversas  técnicas  y  reglas de  fusión  subóptimas que, aunque no 





detección  puede  realizarse  en  diferentes  niveles.  Es  preferible  en  el  diseño  de  un 
sistema de detección realizar  la  integración de  información en  la etapa denominada 
como  fusión temprana, ya que a este nivel  los datos presentan  la mayor riqueza en 
cuanto información estadística sobre el evento a detectar. Así, es preferible combinar 




de  la capacidad de cómputo necesaria para  la  implementación de una fusión óptima 
de  este  tipo  de  datos  soft.  Por  ejemplo,  en  el  caso  de  las  redes  distribuidas  de 
sensores,  donde  se  debe  ahorrar  en  potencia,  ancho  de  banda  de  transmisión  y 
requerimientos de procesado, puede ser  inviable el transmitir toda  la  información a 
un único centro de procesado, el cuál suele poseer severas  limitaciones en cuanto a 
capacidad de cómputo.   
Mediante  la  fusión  de  las  decisiones  aportadas  por  diferentes  detectores 




computacionales  que  implica  la  fusión  temprana.  Así,  la  fusión  de  decisiones  hard 
puede convertirse en la elección ideal en el caso en el que no se pueda tener acceso a 
toda  la  información soft del sistema o cuando es  inviable  la  implementación de una 
fusión soft por  los diferentes requisitos computacionales y temporales que  involucra 
su entrenamiento e implementación.  
La  regla de  fusión hard óptima  : 0,1 → : 0,1  pasa por  la umbralización 
de  la relación de verosimilitud (LR) del vector de decisiones binarias  . En este caso, 
donde los datos a combinar son hard, se define como el cociente entre las funciones 
de masa  de  probabilidad  (PMF,  “Probability Mass  Function”)  condicionadas  a  cada 
una de las hipótesis   y  : 
Al  ser    un  vector  de  variables  aleatorias  binarias,  existirán  2   posibles 
realizaciones  de  él,  por  lo  tanto  la  LR  en  este  caso  se  define  en  un  subconjunto 
discreto de 2  posibles valores reales. 
Obtendremos ahora  las  reglas de  fusión óptimas que  se derivan partiendo de  la 
expresión 4.1 para el caso de datos  independientes y dependientes. Posteriormente 
introducimos una serie de reglas subóptimas, más sencillas de obtener e implementar 
que  las  reglas  óptimas.  Con  estas  reglas  subóptimas  se  pueden  obtener  buenas 




En  el  caso  de  considerar  independencia  estadística  entre  las  decisiones 
individuales  ,  las  PMFs  bajo  cada  una  de  las  hipótesis  ,    | ,  pueden  ser 
expresadas de forma simple como el producto de las PMFs marginales  | : 
Observamos que  la probabilidad  1|  corresponde a  la probabilidad de 
detección    que  posee  cada  canal  1,… ,   (dedicir    cuando  la  hipótesis 
verdadera  es  .    Así  mismo,  la  probabilidad  1|   corresponde  a  la 
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: 0,1 → Λ : , … , ⊂ 	
(4.1)










































Puesto  que  la  PMF  del  vector  aleatorio  , … ,   se  compone  de  2  
probabilidades  asociadas  a  cada  una  de  las  posibles  realizaciones  de  este  vector  
(desde  0,… , 0 ≡   hasta  1,… , 1 ≡ ),  podemos 
estimarlas de forma empírica mediante el conteo del número de apariciones de cada 
una de estas realizaciones:  




En  [93]  se  obtiene  una  expresión  para  obtener  las  PMFs  cuando  las  decisiones 
locales no son independientes:  
Por  lo  tanto,  observamos  como  existe  un  conjunto  de  coeficientes    que 
contienen  toda  la  información  tanto  de  las  PMFs  marginales  como  de  las 
características de dependencia estadística: 
Dado que cada decisión individual   es binaria, podemos desarrollar la expresión 
(4.6) para cada subconjunto  , … , ⊆ 	 1, … , : 
Como observamos en la expresión (4.8) necesitamos conocer, además de las PMF 





| , … , 1 | |
∈ ∪⊆
 
∶          1 ,     0,1.    ∏ ∈ 1 	
(4.6)
∶ ⊆ 1,… , , 	 (4.7)




combinaciones  de  2  hasta    decisiones  individuales  escogiendo  la  hipótesis  , 
cuando la hipótesis real es  , 0,1.  
Al  igual que en el  caso anterior, el número  total de parámetros a estimar es de 
2 1 por cada una de las hipótesis.   
Estimación	de	PMFs		mediante	expansión	de	Bahadur‐Lazarsfeld	
Otro  desarrollo  diferente  de  la  expresión  de  la  PMF  es  llevado  a  cabo  en  [94], 
donde se utiliza la denominada expansión de Bahadur‐Lazarsfeld. Se introducen unas 




dónde    hace  referencia  a  la  PMF  obtenida  considerando  independencia 
(4.3). 




de correlación   , 		 , … , 		 …  ), obtenidos tras “uniformizar los datos”.  
Nótese    la similitud existente entre  la técnica de estimación de PDFs mediante  la 
teoría de las cópulas expuesta en el capítulo anterior, y esta técnica de estimación de 
PMFs.  Aquí,  la  PMF  considerando  independencia  se  ve  multiplicada  por  lo  que 
podríamos  denominar  función  de  masa  de  cópula,  la  cual  contiene  toda  la 
información de dependencia estadística entre los datos.   
Podemos  concluir  que  la  PMF  conjunta  de  las  decisiones  individuales  bajo  la 
hipótesis  , en el caso en el que no son independientes entre sí, depende, además de 
las  d  probabilidades  marginales  asociadas  a  cada  uno  de  los  detectores  bajo  la 
hipótesis  , de   2 1   coeficientes asociados a  la estructura de dependencia 
existente entre los datos. 
1
		 1,2, … , donde 1 	 (4.9)
| 1 … … … 	 	







recogidos en el vector  	 	 . Los canales presentan dependencia estadística 
bajo  ambas  hipótesis.  Si  obtenemos  la  matriz  de  correlación  de  las  decisiones 
individuales  bajo  ambas  hipótesis,  podemos    comprobar  que  existe  dependencia 
entre las decisiones de los detectores: 
 
ρ Hipótesis  ρ Hipótesis   
Detector 1  Detector 2  Detector 3  Detector 1  Detector 2  Detector 3 
Detector 1  1  0.1227 0.5646 1 0.4681  0.1968 
Detector 2    1 ‐0.0621 1 0.1094 
Detector 3      1 1 





Podemos  estimar  de  forma  sencilla  la  PMF  obviando  el  hecho  de  que  existe 
dependencia  entre  las  decisiones  y  las  consideramos  independientes  entre  sí, 
utilizando  la  expresión  4.2.  Representamos  en  la  figura  4.2  las  PMF  bajo  cada 
hipótesis,  tanto  en  el  caso  en  el  que  hemos  tenido  en  cuenta  la  dependencia 
existente,  como  en  el  caso  en  el  que  hemos  considerando  independencia. 
Representamos  también  la  relación  de  verosimilitud  de  ambos  casos. Observamos 
0,1,0 1 1, 1 1, 1 1, 1, 1 	
0,1,1 1, 1 1, 1, 1 	
1,0,0 1 1, 1 1, 1 1, 1, 1 	
1,0,1 1, 1 1, 1, 1 	
1,1,0 1, 1 1, 1, 1
1,1,1 1, 1, 1  
 	P 0,0,0 1 P u 1 P u 1 P u 1 P u 1, u 1 P u 1, u 1 	
	P u 1, u 1 P u 1, u 1, u 1 		
  0,0,1 1 1, 1 1, 1 1, 1, 1 	
(4.11)










I i , … , i   P u 1,… , u 1   γ …   P u 1,… , u 1    γ …  
{1}  0.2215    0.8133   
{2}  0.2694    0.7932   
{3}  0.1887    0.7846   
{1, 2}  0.0823  0.1227  0.7190  0.4681 
{1, 3}  0.1335  0.5646  0.6697  0.1968 
{2, 3}  0.0401  ‐0.0621  0.6405  0.1094 
{1, 2, 3}  0.0367  ‐0.0157  0.5961  ‐0.1207 
Tabla 4.2 – Parámetros en los que se descomponen las PMFs 
 
 
Figura 4.2 – PMFs estimadas en el caso óptimo de considerar la 
dependencia y en el caso de despreciarla a la izquierda. Relación de 
verosimilitud obtenida con cada una de las estimaciones a la derecha 
Una vez  conocida  la  relación de verosimilitud podemos  implementar  la  regla de 
fusión óptima dada por (4.1). Realizando un barrido del parámetro   y obteniendo las 
prestaciones  en  cuanto  a  probabilidad  de  falsa  alarma  y  de  detección  podemos 
representar  la  curva ROC del proceso de  fusión  (figura 4.3). Obtenemos  también  la 






Figura 4.3 – Curva ROC donde se representa las prestaciones de los canales 
individuales y las obtenidas mediante su fusión basada en la LR 
considerando la dependencia estadística de los datos y despreciándola 
4.4.	 –	 Técnicas	 de	 fusión	 hard	 subóptimas	 para	 datos	
dependientes	
La presencia de dependencia estadística entre los datos hard puede implicar unos 
elevados costes de entrenamiento e  implementación cuando  se desea  implementar 
una regla de  fusión óptima basada en  la LR. Como ya hemos visto, utilicemos uno u 
otro método para estimar la PMF se necesitan conocer 2 1 valores. En el caso de 
un número elevado de detectores en  ciertas aplicaciones puede  resultar  inviable  la 
utilización de estas  técnicas de estimación,  sobre  todo por  la  cantidad de memoria 
que implica almacenar la gran cantidad de valores que precisa la PMF. 
Se  pueden  utilizar  una  serie  de  técnicas,  a  priori  subóptimas,  para  aliviar  estos 








Como  ya  hemos  comentado,  podemos  despreciar  la  posible  dependencia 
estadística  entre  los  datos  y  utilizar  una  fusión  basada  en  la  expresión  (4.4).  Así, 
utilizamos  únicamente  la  información marginal  que  proporciona  cada  canal  de  los 








Consiste  en  considerar  nulos  ciertos  factores    de  la  expansión  de  Bahadur‐








La  teoría  de  la  probabilidad  nos  proporciona  una  regla  de  cadena  básica  para 
descomponer una distribución conjunta de probabilidad: 
La permutación elegida para ordenar las variables en la cadena no es importante, 
cualquiera  da  lugar  a  una  descomposición  válida. Aunque  si  puede  ser  interesante 
ordenar  las  variables    bajo  una  forma  determinada  para  obtener  provecho  de 
determinadas  independencias  condicionales  si estas  existen.  La expresión  (4.13) no 
proporciona una reducción en los costes de implementación, pero a raíz de este tipo 
de  representación,  mediante  ciertas  asunciones,  se  pueden  obtener  buenas 
aproximaciones reduciendo la cantidad de información necesaria.  
Así,  podemos  encontrar  una  amplia  colección  de  trabajos  donde  se  proponen 
aproximaciones  para  estimar  una  PMF    reduciendo  la  cantidad  de  información 
necesaria  para  su  modelado.  Lewis  y  Brown  [96],  [97]  propusieron  un  tipo  de 




Existen multitud  de  generalizaciones  de  estos  trabajos,  donde  se  buscan  “árboles” 
modelados  con  componentes  de  orden mayor,  sin  restringirse  a  componentes  con 
dependencias de primer orden, por ejemplo como  los  incluidos en  [99]–[101] entre 
otros.  
, … , | , … ,  







conteo.  También  es  conocida  por  el  nombre  de  votación  por  mayoría  (“majority 
voting”).   Ésta  se basa  simplemente en una umbralización del conteo de decisiones 
individuales a favor de la hipótesis  : 
Esta  regla del  conteo ha  sido estudiada aplicada en diferentes escenarios  [102], 
[103]. Destacar entre estos estudios el desarrollado en el GTS [104]. Se puede concluir 
que  es  una  regla  de  fusión  óptima  en  el  caso  de  que  los  diferentes  datos  sean 
independientes  y  posean  las  mismas  características  marginales;  es  una  regla 
subóptima  en  el  caso  de  datos  dependientes  y/o  distintos  puntos  de  trabajo 
(diferentes características marginales). 
4.4.4.	–	Reglas	AND,	OR	y	XOR	
En  diversos  trabajos  [102],  [105]  podemos  encontrar  otro  tipo  de  reglas 
subóptimas  de  fusión  de  decisiones  muy  básicas  como  lo  son  la  regla  AND, 
consistente  en  decidir  globalmente  la  hipótesis  1 ,  únicamente  cuando 
todas  las decisiones  individuales  la escogen de  forma conjunta  1	∀	 ,  la regla 
OR  basada  en  decidir    cuando  al  menos  una  de  las  decisiones  individuales  la 
reporte  1 y  la  regla XOR en  la que  se escoge   únicamente  cuando  sólo una 
decisión individual está a favor de ella.  
4.5.	 –	 Análisis	 de	 la	 fusión	 hard	 de	 dos	 detectores	
dependientes	
Con objeto de  ilustrar el proceso de  la obtención de  la  regla de  fusión óptima y 
comprobar  cómo  la  dependencia  estadística  juega  un  papel  fundamental  en  ella, 
proponemos  un  sencillo  ejemplo  en  el  que  se  pretende  fusionar  dos  detectores  a 
través  de  las  decisiones  hard  que  aportan  a  su  salida	 , .  Utilizando  el 




0,0 | 1	 	 1 1 1  
1,0 | 1  









detectores.  Estos  parámetros  nos  permiten  simplificar  las  expresiones  obtenidas  y 
cuantificar la dependencia en relación a las probabilidades de detección y falsa alarma 
de ambos detectores: 
Podemos evaluar  la relación de verosimilitud Λ  para cada uno de  los casos de 
fusión  en  función  de  las  probabilidades  de  falsa  alarma  y  detección  individuales 
(asociadas  al  comportamiento marginal  individual)  y  los  parámetros  que miden  el 
grado de correlación. Se observa claramente como en  la relación de verosimilitud, y 
por tanto la regla de fusión óptima, la dependencia estadística posee un gran peso: 
Sean X e Y dos variables aleatorias binarias,  las cuales cumplen    1  y 
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	 	 	 	 1	 	 , 1	 	 	  
0 0, 0 1 1, 1 1  


















Se  pueden  relacionar  los  parámetros    con  los  coeficientes  de  correlación. 
Observamos como un valor  1 denota independencia, mientras que  1 implica 
correlación negativa  y  1 correlación positiva: 




realiza  un  profundo  estudio  teórico  del  comportamiento  de  la  regla  óptima  4.17, 
partiendo  del  caso  de  independencia  y  estudiando  su  variación  con  respecto  a  las 
características de dependencia. Mostramos en  las siguientes figuras extraídas de ese 
trabajo  un  ejemplo  del  mejor  caso,  un  caso  intermedio  y  el  peor  caso  según  la 
dependencia existente en reglas subóptimas como son la AND, OR y XOR. Se muestran 
tanto el punto de operación de  los dos detectores (círculos) como el resultado de  la 
detección  (estrella)  en  diversos  escenarios  con  diferentes  características  de 
dependencia. Mostramos  con este  sencillo ejemplo  como  la  regla óptima de  fusión 
debe  tener  en  cuenta  siempre  las  características  de  dependencia  entre  los  datos. 
Observamos  como  la  idoneidad  en  el  uso  de  diferentes  técnicas  subóptimas 
dependerá de  las características de  los datos,  tanto en sus prestaciones marginales, 
como en  la dependencia estadística que presenten. Podemos  ver  como en  caso de 

























4‐ 1,1 ,		 1,0 	












6‐ 0,1 , 1,0
7‐ 0,0 ,	 1,1 	
8‐ 0,1 , 1,1 ,	 1,0 	
9‐ 0,0 ,	 0,1 ,	 1,1 	






Figura 4.4 – Gráficas ROC de fusión de regla AND  
 
Figura 4.5 – Gráficas ROC de fusión de regla OR  
 
Figura 4.6 – Gráficas ROC de fusión de regla XOR  
4.6.	–	Conclusiones	
En este capítulo se ha  realizado un  repaso del estado del arte de  las  técnicas de 




hipótesis   y  . Se ha obtenido  la regla de fusión óptima bajo  los casos en el que 
exista  independencia  estadística  o  no  entre  los  datos.  Posteriormente  se  han 






las  características  de  dependencia,  puede  conllevar  a  una  degradación  en  las 










tenga  en  cuenta  cierto  grado  de  dependencia  estadística  existente  entre  las 
decisiones individuales, con respecto al caso que se implemente una fusión soft de los 











































En  la era de  la  tecnología de  la  información en  la que  vivimos, existe  la necesidad de 
implementar  técnicas  de  autenticación  para  mantener  la  seguridad  en  el  acceso  a 
determinados  recursos.  Las  técnicas  biométricas  se  basan  en  los  rasgos  fisiológicos  y/o 














Se  han  probado  y  testeado  los  diferentes métodos  de  fusión mediante  estimación  de 
PDFs utilizando  la  teoría de  cópulas,  cuya aplicación,  como  ya hemos  comentado,  supone 


























(denominado  como  usuario  genuino)  o  no  autenticado  (denominado  como  usuario 
impostor).  Dependiendo  del  número  de  rasgos  usados  para  la  autenticación  o 
autorización los sistemas biométricos se dividen en dos tipos de sistemas, los sistemas 
uni‐biométricos y los sistemas multi‐biométricos.  







diferentes  formas  [26]:  los  sistemas multi‐algoritmo  utilizan  el mismo  tipo  de  dato 
biométrico,  pero  procesado  con  diferentes  algoritmos;  los  sistemas multi‐muestra 






Además,  en  el  diseño  de  un  sistema  de  autenticación,  estamos  sujetos  a 
probabilidades  de  falsa  alarma  muy  bajas  ( 10 );  en  este  área  es  usual 
denominar  a  la    como  tasa  de  falsa  aceptación  (FAR,  “False  Acceptance  Rate”), 
mientras  que  la  probabilidad  de  detección    suele  ser  denominada  como 
probabilidad de aceptación genuina (GAR, “Genuine Acceptance Rate”).  
Realizamos  inicialmente  un  estudio  sobre  el  estado  del  arte  de  las  diferentes 
técnicas de fusión aplicadas en problemas de detección multi‐biométrica. Con objeto 
de poder  testear  y  comparar  el  correcto  funcionamiento de  las diferentes  técnicas 
consideradas novedosas, se ha decidido  incluir en esta sección aplicaciones basadas 
en una  serie de bases de datos públicas,  las cuales han  sido usadas en multitud de 






comentado,  supone una novedad  en  el  campo del procesado de  señal. Así mismo, 
también  se  ha  utilizado  el  novedoso  método  de  fusión  mediante  integración  α, 
entrenado con la técnica que se ha propuesto  en el presente trabajo consistente en 





En  este  tipo  de  sistemas multibiométricos  se  debe  llevar  a  cabo  una  fusión  de 
información  (figura 5.1). La  fusión de  información en un sistema multibiométrico se 
puede encontrar en dos etapas diferenciadas, antes de  la verificación,  fusionando  la 
información de los sensores o de las características extraídas de éstos, o después de la 
etapa  verificación,  fusionando  las  valoraciones  o  decisiones  tomadas  por  los 
detectores, algoritmos o técnicas de verificación que componen el sistema [109].  
En  los sistemas multibiométricos se suele preferir realizar  la fusión después de  la 










Figura 5.1 – Esquema general de un sistema de detección multi-biométrico 
Los métodos de fusión de  las valoraciones aportadas por  los distintos “matchers” 
pueden  dividirse  en  dos  categorías.  En  la  primera  de  ellas,  las  valoraciones  son 
inicialmente normalizadas hacia un dominio común, donde son fusionadas mediante 
una determinada  función de combinación. En  la segunda categoría encontramos  las 
técnicas que consideran las distintas valoraciones como características de entrada de 




basado en  la  relación de verosimilitud  (se debe  realizar una estimación de  las PDFs 
conjuntas  de  las  valoraciones,  pudiendo  utilizar  cualquier  técnica  de  estimación 
incluidas  en  el  capítulo  2),  o  bien mediante  alguna  técnica  de  clasificación  binaria 
como  puede  ser  una máquina  de  soporte  de  vectores,  una  red  neuronal,  una  red 
Bayesiana..    
 
Figura 5.2 – Fusión de valoraciones mediante normalización a un espacio 
común y combinándolas mediante alguna función o regla. 
Fusión de datos mediante combinación de scores normalizados 
Técnica de combinación  Modalidades  Trabajo 
Normalización  (Min‐Max,  decimal  scaling, 
z‐score,  mediana,  MAD,  doble  sigmoide, 





Normalizaciónes  (Min‐Max,    Tangente 
inversa + Min‐Max) + suma. 




‐ Mínimos cuadrados (LSE). 
‐ Maximizando área bajo la curva 
ROC  











Normalización  (min‐max,  z‐score,  tanh, 
median‐MAD,  double‐sigmoid,  and 
piecewise‐linear). 
 1  facial  y  1  geometría 
palmar. 





Normalización  +  suma  y  producto 
ponderado. 
1 huella dactilar y 1 facial.  Roli y Marcialis [23]. 
Tabla 5.1- Estado del arte en fusión biométrica mediante normalización y 
combinación de las valoraciones 
En  los últimos años  se han  llevado a  cabo multitud de  trabajos de  investigación 
dedicados al estudio de  la  fusión o  integración de diversos matchers biométricos. A 





fusión  está  basada  en  la  normalización  de  las  diferentes  valoraciones  y  su 
combinación para obtener un solo valor escalar (figura 5.2), el cual será umbralizado 





























































 Sistema  adaptativo  Neuro  Fuzzy 
(ANFIS). 
 Algoritmo genético (GA).  























































Dentro  del  criterio  de  utilización  de  un  nuevo  detector  para  fusionar  los  datos, 
encontramos  los  trabajos  en  los  que  se  ha  tratado  de  implementar  un  detector 
óptimo basado en  la relación de verosimilitud (figura 5.4) mediante  la estimación de 
las densidades de probabilidad multivariantes de  los  sujetos genuinos e  impostores 
(tabla 5.3). 
5.3.	–	Experimentos	y	pruebas	prácticas	
En este  apartado  realizamos  inicialmente una descripción de  las bases de datos 
multi‐biométricas utilizadas. Una vez presentadas las bases de datos, destacando sus 
características y peculiaridades, pasamos a realizar diferentes pruebas con las técnicas 





La base de datos Biometric DS2  [120]  se  compone de un  conjunto de muestras 
tomadas  a  333  personas  utilizando  8 medidas  biométricas:  una  imagen  facial,  una 
imagen del  iris y 6 huellas dactilares de diferentes dedos. Se  realizan 4 medidas de 




156  valoraciones  de  usuarios  genuinos  y  129368  scores  de  usuarios  impostores,  lo 
que supone una probabilidad a priori entre clases muy desbalanceada  1.2
10 . En  la  figura 5.5 podemos encontrar  la  representación de  las valoraciones de 
los  usuarios  genuinos  e  impostores  en  un  espacio  ortogonal  de  tres  dimensiones 
formado por los tres matchers.  
 
Figura 5.5 – Scatterplot de las valoraciones aportadas por los matchers 






valoraciones  de  similitud  aportados  por  diferentes  matchers  en  tres  sistemas  de 
reconocimiento multibiométrico: un  sistema de  reconocimiento  facial, otro  sistema 
de  reconocimiento mediante  huella  dactilar  y  un  sistema multimodal  que  combina 
ambos tipos de reconocimiento.  
 Sistema de reconocimiento facial 
En este  sistema  se emplean dos  algoritmos  (matchers) de  reconocimiento  facial 
diferentes.  La  base  de  datos  consta  de  3000  sujetos,  donde  se  han  tomado  2 
mediciones por cada sujeto. Así, el número total de valoraciones total de  la base de 
datos  será de 2 matchers, por 3000  sujetos, por 3000 valoraciones de  similitud por 
cada  usuario  (cada  usuario  genera  una  valoración  por  sí  mismo  y  otra  por  la 
comparación con cada uno de  los demás) y por 2 mediciones por usuario: 2 3000
3000 2 2 18000000. Tendremos 18 millones de valoraciones por cada matcher, 
de  los  cuales  6000  corresponderán  a  usuarios  genuinos  ( )  y  el  resto  a  usuarios 
impostores  ( ).  Existen  valoraciones  con  valor  ‐1,  indicando  que  el  matcher  ha 
tenido  un  error  intentando  procesar  la  imagen.  Despreciamos  estos  scores 
considerando que, ante una situación de error, el sistema pedirá al usuario una nueva 
toma  de  datos  biométricos  [119].  En  la  figura  5.6  podemos  encontrar  una 
representación de las diferentes valoraciones aportadas por cada uno de los matchers 
para usuarios genuinos e impostores.  En este caso tenemos un problema de fusión de 




las huellas dactilares de  los dedos  índices de ambas manos para  la autenticación de 
los  individuos.  Existen  un  total  de  6000  individuos  en  el  sistema,  donde  se  han 
tomado  1  muestras  por  cada  uno  de  los  dedos  índices.  Así,  el  número  total  de 
valoraciones por cada uno de los matchers 6000*6000 = 36000000 de los cuales 6000 
corresponderán  a  usuarios  genuinos  ( )  y  el  resto  a  usuarios  impostores  ( ). 
Tenemos un problema de fusión de datos desbalanceado, donde las probabilidades a 







Figura 5.6 – Scatterplot de las valoraciones de los dos matchers faciales 
 
Figura 5.7 – Scatterplot de los scores de los 2 matchers de huella dactilar, 
donde en la figura de la derecha representa un zoom del scatterplot de la 
izquierda 
 
Figura 5.8 – Scatterplot de los scores del sistema de reconocimiento 












genuinos  ( )  y  el  resto  a usuarios  impostores  ( ). Así,  tenemos un problema de 
fusión de datos desbalanceado, donde las probabilidades a priori de la hipótesis   es 




En este apartado se  realizarán diferentes pruebas  intentando  realizar una  fusión 
soft óptima,  la cual, como ya se  introdujo en el capítulo 2, viene determinada por  la 
relación de verosimilitud. Se utiliza la teoría de cópulas para la estimación de las PDFs, 
probando  diferentes  densidades  de  cópula  con  objeto  de  seleccionar  la  que mejor 
caracterice el modelo de dependencia que siguen los datos:  
Prueba	1	–	Criterios	de	selección	de	cópulas	
En  esta  primera  prueba  hemos  utilizado  la  base  de  datos  Biometric DS2.  Se  ha 
considerado para modelar cada una de las distribuciones conjuntas   y  , 
o  bien  asumiendo  independencia  entre  los  scores  de  los matchers  y  utilizando  el 
producto de funciones marginales, o bien considerando que existe dependencia y que 








descripción  BIC,  por  lo  tanto,  se  obtendrán  7  parámetros  por  cada  una  de  las 
hipótesis. Las otras técnicas se basan en la medida de las prestaciones de detección a 
través de la curva ROC: se  escoge la pareja que obtenga la máxima área bajo la curva 
ROC  (AUC),  o  bien  mediante  la  integración  de  la  curva  ROC  completa,  o  bien 







y 0.2 % de  FAR.    En  cualquiera de  los  tres  casos  se debe  escoger  los modelos por 
parejas, por lo que tendremos 7 x 7 = 49 parámetros de selección.  
 




datos  de  evaluación  para  obtener  los  diferentes  parámetros.  En  el  apéndice  G  se 
recogen  las  tablas  con  todos  los  parámetros  obtenidos.  En  la  figura  5.9  se  puede 
observar un diagrama de flujo del proceso seguido. 
 
Figura 5.10 – PDFs marginales de los matchers facial, huella dactilar e iris 
respectivamente de izquierda a derecha 
Tanto mediante la integración de la curva ROC, como usando el estimador WMW, 
la  pareja  que maximiza  el  AUC  es  la  compuesta  por  el modelo  basado  en  cópula 
Gaussiana para    (genuino) y en el modelo del producto para    (impostor). En el 
caso de selección maximizando el AUC restringida al rango de trabajo de entre 0.009 
%  y  0.2  %  de  FAR,  la  pareja  escogida  se  basa  en  una  cópula  Gaussiana  para   




(genuino)  según  el  criterio  BIC  es  el modelo  del  producto, mientras  que  para   
(impostor) es el basado en cópula cGMM.  
En la figura 5.10 se pueden observar las distribuciones marginales de cada una de 
las  valoraciones  proporcionadas  por  los  diferentes matchers.  En  la  figura  5.11  se 
muestran las curvas ROC donde se representan tanto los matchers individuales, como 
los diferentes resultados de la fusión. Se puede apreciar como mediante la fusión de 
los  tres  sistemas  de  detección  se  incrementa  notablemente  las  prestaciones 
obtenidas  en  detección.  También  podemos  comprobar  cómo,  con  la  técnica  de 
selección basada en una maximización del área parcial bajo la curva ROC, obtenemos 
mejores  resultados  que  en  el  caso  de maximizarla  en  todo  el  rango.  En  este  caso, 
mediante el criterio de selección BIC también se obtienen muy buenos resultados. En 
la  tabla 5.4  se  recogen  los  resultados en  forma de  la GAR media obtenida para  los 
valores de FAR de 0.01 % y 0.1 %. 
 






























Se utiliza  la base de datos NIST‐BSSR1 de  verificación de  caras.  En  este  caso  se 
realiza  el mismo  estudio  que  Iyengar  et  al.  [119].  En  este  estudio  se  utilizan  las 
cópulas  Gaussiana,  Clayton,  Frank  y  Gumbel,  así  como  el  modelo  basado  en  la 
asunción de  independencia. Una de  las extensiones que proponen para mejorar  las 
prestaciones  en  este  trabajo  es  la  utilización  de  algún  modelo  de  cópulas  más 
potente,  capaz  de mejorar  la  caracterización  de  la  dependencia  presente.  Hemos 
incorporado  la cópula basada en  la mezcla de densidades Gaussianas como modelo 
más complejo y potente para caracterizar complejas estructuras de dependencia.  
En  la  figura  5.12  se muestra  un  diagrama  de  flujo  de  los  pasos  seguidos  para 
realizar  las pruebas.  En  este  caso  se ha  utilizado  el mismo modelo  de  cópula para 
estimar las PDFs bajo cada una de las hipótesis. La base de datos de las valoraciones 
de  los matchers  es  dividida  en  cada  iteración  en  dos  partes,  una  para  realizar  el 
entrenamiento de las PDFs marginales y los parámetros de las densidades de cópula, y 
otra  parte  para  evaluar  los  resultados  de  la  fusión.  En  este  caso  obtenemos  los 
resultados medios obtenidos durante 30 iteraciones.  
 
Figura 5.12 – Diagrama de flujo de las pruebas realizadas 
Para el entrenamiento de los parámetros de las cópulas se ha utilizado el método 




Para  la  estimación  de  las  funciones  marginales  se  ha  utilizado  un  método  de 









Figura 5.13 – Distribuciones de densidad de probabilidad marginales de los 
2 matchers faciales 
Dadas las valoraciones   y   de ambos matchers, la regla de fusión considerando 
independencia entre ellas bajo ambas hipótesis consiste en: 







hipótesis  la  cópula  basada  en  una  mezcla  de  Gaussianas  sería  seleccionada  para 
modelar ambas hipótesis. Además es la que mejores resultados aporta.  
Se comprueba cómo esta cópula es muy flexible, capaz de caracterizar complejas 






















Matcher 1 72.02 81.73 ‐ ‐ 
Matcher 2 64.98 77.91 ‐ ‐ 
Independencia  77.73 86.21 ‐1.205 2.71 
Cópula GMM 78.01 86.69 ‐0.733 8.17 
Cópula Gaussiana  77.68 85.95 ‐0.777 7.20 
Cópula Student‐T  77.68 86.06 ‐0.752 7.22 
Cópula Clayton  77.56 85.53 ‐0.891 4.57 
Cópula Frank 77.57 85.76 ‐0.742 6.59 
Cópula Gumbel  75.01 85.55 ‐0.783 7.78 





ha buscado maximizar el AUC parcial en el rango de FAR ∈ 0, 10 . 










Una  vez normalizadas  las  valoraciones  se han  fusionado,  aparte de mediante  la 




 Sistema  de  reconocimiento  multimodal  mediante  imagen  facial  y  huella 
dactilar.  
 
Figura 5.15 – PDFs marginales del sistema de reconocimiento multimodal 
compuesto por dos matcher faciales y dos mediante huella dactilar 
 
Figura 5.16 – Curvas ROC completas en la fila superior y zoom de la zona de interés 
en la fila inferior, para diferentes normalizaciones (Probabilidad posteriori a la izquierda, 
Min-Max en el medio y sigmoide doble a la derecha) 
En la figura 5.15 se pueden ver las PDFs marginales de cada uno de los diferentes 






dados por  la GAR media obtenida a diferentes  valores de  FAR. En  la  figura 5.16  se 
muestran  las curvas ROC obtenidas por  los diferentes métodos de  fusión para cada 
una de las normalizaciones aplicadas. 
Tabla 5.6 – Valores de GAR para diferentes puntos concretos de FAR y normalizaciones 
Podemos observar como para todos los tipos de normalización la fusión mediante 
la  integración  α obtiene  las mejores prestaciones. Como  ya  comentamos,  tanto  las 
funciones de media y producto, como las reglas del mínimo y del máximo, pueden ser 
obtenidas  como  caso  particulares  de  la  integración  α;  mediante  el  método  de 
entrenamiento  que  se  ha  propuesto  para  la  integración  α,  se  pueden  buscar  el 
conjunto de parámetros que optimice  las prestaciones de detección en el  rango de 
trabajo deseado, sea cual sea el tipo de normalización utilizada. Observamos como la 
integración  α proporciona una gran  flexibilidad a  la hora de adaptarse a diferentes 
datos,  sea  cual  sean  sus  características marginales  y  de  dependencia. Mediante  el 
método de entrenamiento propuesto podemos optimizar  las prestaciones obtenidas 
en el rango de trabajo deseado.  
Realizamos  ahora un  entrenamiento de  la  integración  α mediante  el  criterio de 
minimización de error cuadrático  (3.28) para  ilustrar como este criterio no garantiza 
que  la  integración  α  proporcione  las mejores  prestaciones  posibles  en  problemas 
donde  el  rango  de  trabajo  está  limitado.  Utilizando  la  normalización mediante  la 
obtención de probabilidades  a posteriori  y utilizando una misma ponderación  para 
ambos  tipos de  errores  en  el  entrenamiento de  la  integración  α  0.5 , hemos 
obtenido los valores del error LSE que proporcionan cada una de las técnicas de fusión 
(tabla 5.7). Se puede comprobar como la integración α posee el error cuadrático más 
pequeño.  Como  ya  se  comentó, minimizar  el  error  cuadrático  no  siempre  implica 
























Media  97.859  96.768  96.622  98.823  97.883  99.013  99.510  99.378  99.611 
Producto  96.229  92.479  92.897  98.691  94.591  95.947  99.609  96.699  98.256 
Min  72.305  74.282  76.342  79.816  83.343  80.768  85.724  86.379  85.264 
Max  97.424  63.030  90.071  98.622  70.371  98.252  99.426  79.996  99.019 
Integración 
α 




  Media  Producto  Mínimo  Máximo  Integración α 
Error cuadrático 
medio 
31.533  145.407  140.670  37.019  21.633 
Tabla 5.7 – Valores del error cuadrático medio tras la aplicación de cada 
una de las técnicas de fusión 
 
Figura 5.17 – Curvas ROC con normalización mediante la obtención de probabilidades 
a posteriori; integración α entrenada con criterio LSE 
En  la  tabla 5.8 podemos  comprobar  como  los  resultados obtenidos utilizando el 
entrenamiento  desarrollado  en  el  presente  trabajo  son  mucho  mejores  que  los 
obtenidos por el criterio de minimización del error cuadrático. 
Tabla 5.8 – Resultados obtenidos con las diferentes técnicas de 
entrenamiento de la integración α 
En  la  figura  5.18  mostramos  las  PDFs  de  los  scores  fusionados  mediante  el 
producto y mediante la integración α con ambos tipos de entrenamiento, además de 
una representación de los datos alineados temporalmente con respecto a la hipótesis 
correcta  para  ver mejor  el  comportamiento  de  los  datos  fusionados.  Observamos 
como mediante la fusión producto, la gran mayoría de scores de usuarios impostores 
se distribuyen  con  valores muy  cercanos  a  cero,  al  igual que una  gran  cantidad de 
genuinos,  lo  cual  implica  que  el  error  cuadrático  de  este  tipo  de  distribución  será 
elevado; aun así en el entorno de  scores  tan cercanos a cero  se discriminan ambas 
clases  con  facilidad.  Mediante  la  integración  α  minimizando  el  error  cuadrático 














cero,  los  cuales  suponen un porcentaje de  FAR mayor  al permitido.   Por último  se 
muestra el caso de  la  integración α entrenada con el criterio de maximización de  la 





Figura 5.18 – Curvas ROC con normalización mediante la obtención de probabilidades 
a posteriori; integración α entrenada con criterio LSE 
Mediante el entrenamiento minimizando el error cuadrático se limita el uso de  la 





dominio,  los  resultados  obtenidos  mediante  las  técnicas  simples  empeoran. 







Tabla 5.9 – Valores de GAR para diferentes puntos concretos de FAR sin 
normalizar  







Figura 5.19 – Curvas ROC completas en la fila superior y zoom de la zona de interés 











Media  92.990    93.901    96.172 
Producto  90.799     92.864     95.404 
Min  57.969     73.896     84.135 
Max  87.161     90.223     93.436 




Tabla 5.10 – Valores de GAR para diferentes puntos concretos de FAR y 
normalizaciones.  
Tabla 5.11 – Valores de GAR para diferentes puntos concretos de FAR sin normalizar 
 Sistema de reconocimiento facial 
 
Figura 5.20 – Curvas ROC completas en la fila superior y zoom de la zona de interés 




















Media  86.836  88.400  88.045  90.402  91.140  91.158  93.413  93.883  93.931 
Producto  83.772  84.856  83.131  90.287  88.288  88.394  93.775  91.583  93.097 
Min  75.667  75.595  75.816  79.916  79.627  79.862  84.581  84.414  84.653 
Max  86.629  86.601  86.500  90.216  90.314  90.018  93.355  93.323  93.324 
Integración  
α 
88.590  88.581  88.603  91.497  91.377  91.460  93.942  93.978  93.924 
GAR media(%) en 0.001 % FAR GAR media(%) en 0.01 % FAR GAR media(%) en 0.1 % FAR 
Sin normalizar  Sin normalizar Sin normalizar 
Media  88.393     91.170     93.895 
Producto  85.410     89.007     92.304 
Min  75.546     79.740     84.425 







Tabla 5.12 – Valores de GAR para diferentes puntos concretos de FAR y 
normalizaciones 




las  diferentes  técnicas  de  fusión  aplicadas  en  problemas  de  detección  multi‐
biométrica. El GTS ha trabajado con este tipo de técnicas en la implementación de un 
sistema  de  autentificación  biométrica  basado  en  electrocardiogramas  [21].  En  este 





Así,  se  han  probado  y  testeado  los  diferentes  métodos  de  fusión  mediante 
estimación de PDFs utilizando  la  teoría de cópulas, cuya aplicación, como ya hemos 





















Media  63.942  65.598  64.805  74.336  75.565  74.423  84.597  84.534  83.620 
Producto  65.551  64.981  64.892  75.618  74.874  74.389  85.112  83.768  83.230 
Min  62.988  59.452  63.907  72.742  71.248  73.340  82.086  81.419  81.288 
Max  60.974  49.004  59.914  73.415  63.964  73.612  83.839  76.501  82.210 
Integración 
α 
66.035  66.599  64.538  76.134  75.921  75.992  86.023  84.898  85.774 
GAR media(%) en 0.001 % FAR GAR media(%) en 0.01 % FAR GAR media(%) en 0.1 % FAR 
Sin normalizar  Sin normalizar Sin normalizar 
Media  50.752  65.018  77.320 
Producto  65.135  74.904  83.998 
Min  59.807  71.365  81.538 








de  PDFs  multivariantes,  al  permitirnos  separar  el  modelado  de  la  información 
marginal  del  modelado  de  la  estructura  de  dependencia  que  poseen  los  datos, 
simplifica  el  proceso  de  caracterización  de  los  datos,  proporcionándonos  una 





Se  ha  aplicado  la  fusión mediante  la  integración    en  diferentes  sistemas,  con 
diversos  escenarios  de  normalización  de  datos,  contrastando  sus  prestaciones  con 
respecto  a  las  técnicas  simples  de  fusión.    Se  ha  comprobado  cómo,  utilizando    el 
método de entrenamiento propuesto, esta  técnica permite adaptarse a  las distintas 
características que posean los datos y proporcionar una mejora en las prestaciones de 
detección  mediante  la  fusión  de  datos.  Se  han  comparado  los  métodos  de 
entrenamiento basados en el criterio de la minimización del error cuadrático medio y 
en el  criterio de maximización de  la AUC parcial, demostrando  como este  segundo 
método proporciona mejores resultados.  
Así,  se  ha  demostrado  que  tanto  la  técnica  de  fusión  soft  basada  en  la  LR, 
utilizando funciones de cópula en la estimación de las PDFs, como la técnica de fusión 
soft basada en la integración α (pudiendo utilizarse tanto para realizar una fusión soft 
genérica, como para  la  fusión de scores) pueden mejorar  las prestaciones obtenidas 
en  un  sistema  de  detección  con  diversas  fuentes  de  información,  mediante  una 


























de  ruidos aleatorios perfectamente conocidos y caracterizados por  su PDF. En este  tipo de 
situación se centra el presente estudio.  
Inicialmente  se  realiza  una  revisión  del  estado  del  arte  de  las  técnicas  de  detección 
comúnmente  usadas  en  estos  escenarios.  Posteriormente  se  plantea  el  problema  de  la 
detección  de  señal  desconocida  en  presencia  de  ruido  conocido  como  un  problema  de 
detección One‐Class  y  se deriva una nueva  técnica de detección, donde  se hace uso de  la 










entre dos posibles utilizando  información extraída de un  conjunto de medidas.   En 
este  caso,  los  algoritmos de detección  tratan de discernir  cuando  existe  solamente 
“ruido”  o  cuando  existe  una  “señal  (evento)  enmascarada  con  ruido”.  En muchos 
sistemas,  a  la  hora  de  tomar  determinadas  decisiones  o  para  la  extracción  de 
determinada  información, nos encontramos con este tipo de problema. Ejemplos de 
estos  sistemas  pueden  ser  sistemas  de  comunicación,  radar,  biomedicina, 
procesamiento  de  imagen,  etc.    En  todos  ellos  se  precisa  la  capacidad  de  poder 
discernir  cuando un determinado  evento  considerado de  interés ocurre,  existiendo 
siempre un ruido de fondo contaminando las medidas [123].  
Para  poder  llevar  a  cabo  esta  tarea de una  forma óptima  es necesario  conocer 







se  recoge  en  términos  del  correcto  modelado  de  las  funciones  de  densidad  de 
probabilidad  (PDF)  involucradas.  El  caso  ideal  ocurre  cuando  conocemos  las  PDFs 
correspondientes a las variables aleatorias asociadas a los eventos y al ruido, situación 
que nos permite  la obtención del detector óptimo  [5]. Cuando no  se  tiene un  total 
conocimiento sobre dichas PDFs, otras posibles soluciones de detección pueden ser 
adoptadas,  y  aunque  probablemente  no  sean  óptimas,  pueden  ser  usadas    para 
implementar un detector adecuado para la resolución del problema. Muchas de estas 
soluciones  se  basan  en  la  presunción  de  una  determinada  PDF  de  forma  que  se 
caractericen los eventos y/o el ruido de una forma más o menos correcta aunque no 
se ajuste fielmente a la realidad. 
Muy  común en este  tipo de problemas es encontrarse  con el  caso en el que  se 
deben detectar eventos asociados a señales totalmente desconocidas, produciéndose 






















Δ ≷   (6.1) 






El  detector  de  energía  se  ha  aplicado  en  el  caso  de  que  el  ruido  de  fondo  es 
Gaussiano, pero no independiente (coloreado), utilizando una transformación de pre‐
blanqueado  [128].  A  esta  extensión  se  le  ha  denominado  detector  de  energía  con 
preprocesado (“Preprocessed‐Energy Detector, PED”):  
El  filtro adaptado al subespacio  [129]  también es óptimo en el caso en el que el 
ruido  sea Gaussiano  e  independiente,  pero  en  este  caso  se  supone  que  la  señal  a 
detectar recae en un determinado subespacio modelado por una matriz  .  
Un  gran  esfuerzo  en  la  investigación  en  este  campo  ha  estado  enfocado  en 
obtener  generalizaciones  del  detector  de  energía  cuando  el  ruido  de  fondo  es  no 
Gaussiano  y/o  no  independiente. Muchas  de  las  soluciones  obtenidas  se  basan  en 
blanquear el ruido primero, seguido de una función no lineal escalar aplicada a todos 
los  componentes  del  vector  de  observación.  Diversas  alternativas  en  funciones  no 





detector  de  energía  es  al menos  un  test  GLRT.  Utiliza  una  función  no  lineal   
encargada  de  convertir  la  variable  aleatoria  que  caracteriza  al  ruido    con 
distribución  de  probabilidad  arbitraria  ,  en  una  variable  aleatoria  Gaussiana 
estándar (media nula y varianza unidad).  
El  test  de  Rao  [5]  también  hace  uso  de  una  función  no  lineal  ′ 	para 






























La  dependencia  estadística  presente  en  el  caso  de  ruido  no  Gaussiano  ha  sido 
problemática a  la hora de derivar detectores que  lidien con ella de forma eficaz. Así, 
en  la  literatura  encontramos  una  escasez  de  esfuerzos  directamente  enfocados  a 
resolver este problema.   En contraste, ha  tenido una gran atención  la  investigación 
centrada  en  encontrar  transformaciones  lineales  que  a  partir  de  vectores  cuyas 
componentes son dependientes, obtienen vectores con componentes independientes 
[132],  [133].    De  hecho,  el  análisis  de  componentes  independientes  se  utiliza 





vector  de  observaciones  .  Una  vez  independizadas  las  muestras,  se  utiliza  una 
transformación no lineal   para Gaussianizarlas: 
El  mismo  proceso  de    independizar  primero  las  muestras  mediante  una 
transformación  lineal,  y  después  utilizar  una  transformación  no  lineal  para 










































las  características  de  dependencia  como  posible  solución  al  problema.  Se  ha 
pretendido obtener una alternativa a  las extensiones del detector de energía clásico 
en el contexto de ruido de fondo no Gaussiano y no  independiente, donde se tenga 









un  problema  de  detección  One‐Class  y  se  deriva  una  nueva  técnica  de  detección, 
donde  se hace uso de  la  teoría de  cópulas para  incorporar  información  estadística 
sobre dependencia  entre  las muestras.  Posteriormente  se demuestra que,  tanto  el 
detector de energía, como alguna de sus extensiones son casos particulares de esta 
nueva técnica de detección.  
En  un  segundo  apartado  se  introduce  la  detección  de  eventos  sonoros  como 
ejemplo  de  área  donde  nos  encontramos  con  el  problema  de  detección  de  señal 
desconocida  en  presencia  de  ruido  aleatorio.    Así  mismo,  se  comentan  distintos 
sistemas y aplicaciones en las que se trabaja en el GTS y en las que es necesaria una 
detección  de  eventos  acústicos.  Se  define  el marco  experimental  de  detección  de 
eventos sonoros para  testear  las prestaciones del detector propuesto, contrastando 
su bondad con respecto a los detectores de energía clásicos. Se argumenta el uso de 
los  detectores  en  un  sistema  multicanal,  comprobado  que  combinando  toda  la 
información  que  aportan  todos  los  canales  se  puede  obtener  una  mejora  en  las 









Un  enfoque  diferente  al  seguido  por  los  detectores  de  energía  consiste  en 
reconocer que el problema de detección de señal desconocida en ruido conocido es, 
conceptualmente,  un  problema  de  clasificación  One‐Class  [134],  donde  la  clase 
“ruido” puede ser aprendida o entrenada (tanto en el escenario donde el ruido sea o 
no  Gaussiano,  o  bien  exista  independencia  o  dependencia  entre  las  muestras), 
mientras  que  no  existe  ninguna  opción  de  aprender  la  clase  “señal”.  Este  tipo  de 
enfoque  también  puede  considerarse  dentro  del  problema  denominado  como 
detección de novedades  [125]. Ambos enfoques pueden  relacionarse partiendo del 
marco en el que se utiliza un test óptimo basado en la relación de verosimilitud [124]: 
Sin  embargo,  al  considerar  la  señal  totalmente  desconocida,  una  opción  para 








6.2.2.	 –	Uso	 de	 funciones	 de	 cópula	 en	 el	 detector	One‐Class:	 detector	
COCD.	
Centrándonos  en  implementar  un  detector  basado  en  el  enfoque One‐Class,  el 
principal problema pasa a  ser  la estimación de  la PDF multidimensional de  la  clase 
“ruido”  .  Si  asumiéramos  independencia  entre  las  muestras  del  vector  de 
observación  ,    se obtendría simplemente como el producto de la PDF marginal 
del ruido   aplicada a todas sus muestras. Multitud de métodos unidimensionales, 
tanto  paramétricos  como  no  paramétricos,  existen  para  la  estimación  de  esta  PDF 
marginal. Sin embargo, la inclusión de la posible dependencia que pueda existir entre 
las muestras  supone un problema. Existen  algunos métodos multidimensionales no 
paramétricos  para  la  estimación  de  la  función    [135],  pero  no  es  tan  obvio 
encontrar extensiones paramétricas. Una posibilidad muy usada es la utilización de un 















Una posibilidad más  flexible es el uso de  las  funciones de cópula para modelar y 
parametrizar  la  dependencia. Hemos  denominado  a  este  tipo  de  detectores  como 
“Cópula‐Based  One  Class  Detectors,  COCD”.  Así,  podemos  utilizar  técnicas 
paramétricas  o  no  paramétricas  para  estimar  la  PDF marginal  del  ruido  de  forma 
aislada,  y  combinarla  con  una  función  de  densidad  de  cópula  que  parametriza  la 
dependencia entre muestras, para obtener un modelo estadístico para  | : 
De  entre  todas  las  posibles  funciones  de  densidad  de  cópula  paramétricas  que 
podemos utilizar (capitulo 2), nos centraremos en la cópula Gaussiana (2.73), debido a 
su  simpleza  y  su  conexión  directa  con  los  detectores  de  energía  clásicos.  Así,  la 
función   se puede expresar como: 
donde,  …  y  Φ . Φ  es  la CDF de una 
variable  aleatoria Gaussiana  estándar.   Así pues,    es una  función no  lineal que 
transforma las componentes originales en variables aleatorias Gaussianas estándar. La 
información  de  dependencia  queda  parametrizada  en  la  matriz  de  correlación 
estándar: 
Aplicando  6.12  en  6.10,  derivamos  el  nuevo  detector  propuesto,  el  cual  hemos 
denominado como “Gaussian Copula‐based One‐Class Detector (Gaussian COCD)”:   
Se puede observar como el detector COCD propuesto, separa de una forma clara la 
información  marginal  de  la  información  de  dependencia  estadística  que  posee  el 
ruido.  Notar  que  en  el  caso  en  el  que  exista  independencia  ,  y  sólo  estará 
presente el segundo término, el cual equivale al producto de las marginales. El primer 
término  captura  la posible dependencia  lineal entre  las muestras de  ruido  y estará 
presente sólo si   . 


























Empecemos  considerando  que  el  ruido  es  Gaussiano  y  no  independiente,  con 
matriz  de  covarianza  ,  la  cual  está  relacionada  con  la  matriz  de  correlación 
anteriormente definida  a  través de:  . Caracterizamos  la  PDF del  vector de 
observaciones  del  ruido  	  por  una  distribución  Gaussiana  multivariante,  con 
marginales  	idénticamente  distribuidas, Gaussianas  de media  nula  y  varianza 
: 
En  este  caso  la  función  para  transformar  las  muestras  de  ruido  en  variables 
aleatorias  Gaussianas  estándar  viene  dada  por  un  simple  escalado  de  la  varianza 
.  
Si  sustituimos  6.15  en  6.14  para  obtener  el  detector  COCD  propuesto, 
considerando un vector de observación  , llegamos a la siguiente expresión:  
la cual se comprueba que es equivalente al test de hipótesis utilizado por el detector 
PED  (6.3),  extensión  del  detector  de  energía  clásico.  En  el  caso  de  que  el  ruido 




Existen  multitud  de  áreas  donde  la  detección  de  eventos  desconocidos  es 
necesaria. Uno de los campos de investigación más interesantes es el del análisis de la 
escena  acústica,  donde  las  señales  captadas  por  un  grupo  de  micrófonos  son 
procesadas  para  extraer  tanta  información  sobre  el  entorno  como  sea  posible.  En 
estas  aplicaciones  de  detección  acústica,  las  fuentes  de  sonido  suelen  ser  muy 



















El  análisis  acústico de un determinado  escenario  se ha  considerado durante  los 
últimos años como una fuente de información muy valiosa en diferentes sistemas de 
vigilancia o monitorización. Los sistemas de vigilancia que incorporan análisis de audio 
se  están  incrementando,  ya  que  el  sonido  ofrece  capacidades  de  vigilancia 
alternativas  en  el  caso  donde  las  cámaras  de  video  son  ciegas  (gente  escondida, 




un  sistema  automático  de  ayuda  en  el  hogar  para  gente  anciana  y  en  [138]  el 
problema  radica  en  la  detección  de  sonidos  anormales,  tales  como  lloros  o 
explosiones, en espacios públicos. Otra importante área donde se requiere el análisis 
de  la escena acústica es en  la  interacción entre hombre y máquina, como en el caso 
de [139], donde un humano colabora con un robot y/o es asistido por uno. 
Dentro  del  “Grupo  de  Tratamiento  de  Señal  (GTS)”  la  detección  de  eventos 
acústicos  se  aplica  en  sistemas  de  vigilancia/monitorización  basados  en  sonido. 
Proyectos  recientes  y  significativos  del  GTS  relacionados  con  este  ámbito  son:  
Tecnologías para  los sistemas de seguridad, video‐vigilancia y monitorización remota 
del  futuro  (HESPERIA),  2006‐08  (programa  CENIT),   Monitoring  environments  from 
acoustic scene analysis, 2009‐10 (Acción Integrada en colaboración con el Instituto de 
Automática y Robótica de la Universidad de Karlsruhe), ARtSENSE Augmented RealiTy 
Supported  adaptive  and  personalized  Experience  in  a museum  based  oN  procesing 
real‐time Sensor Events, 2011‐14, (proyecto STREP del Séptimo Programa Marco de la 
UE). 
El  proyecto  Hesperia  busca  como  objetivo  el  desarrollo  de  tecnologías  que 
permitan la creación de sistemas de seguridad innovadores, video vigilancia y control 
de operaciones en edificios privados y lugares públicos. El GTS se encargó de la parte 
de monitorización  acústica  con  el  objetivo  de  prevenir  situaciones  potencialmente 
peligrosas mediante  la detección, clasificación y  localización de eventos sospechosos 
que pueden estar enmascarados por ruido de fondo.  
El  GTS,  colaborando  con  el  grupo  de  análisis  de  la  escena  acústica  de  la 
“Universität  Karlsruhe”,  participó  en  el  trabajo  llevado  a  cabo  en  [140]  para  el 
desarrollo de un  robot humanoide,  el  cual precisaba de un  análisis  completo de  la 
escena  acústica  para  localizar  y  detectar  todos  los  tipos  de  eventos  sonoros  que 
pudieran ocurrir en sus proximidades.  
Actualmente  se  está  trabajando  en  un  proyecto  de  investigación  europeo 
denominado ARtSENSE, que  involucra a nueve  instituciones europeas, desde centros 





para todos  los visitantes en un museo, adaptando  la  información proporcionada por 
un  sistema  de  realidad  aumentada  tomando  en  cuenta  el  estado  psicológico  del 
visitante. El  rol del GTS dentro del proyecto es el desarrollo del  sistema de análisis 




el  problema  de  detección  de  señal  desconocida  en  presencia  de  ruido  de  fondo 
conocido  se  han  grabado  una  serie  de  diferentes  eventos  acústicos  reales  de 
diferentes características y se han combinado con diferentes tipos de ruido de fondo, 
tanto reales como sintéticos. De esta forma, se realiza una verificación híbrida entre 







Figura 6.1- Descripción de la sala e instrumentos empleados en la campaña 








ellos,  en  tres  posiciones  distintas  del  laboratorio  donde  se  trabaja,  con  objeto  de 




eventos  (veinte  por  cada  posición)  se  han  agrupado  de  forma  conjunta,  formando 
cuatro secuencias de 1.455x107 muestras (~330 segundos), una por cada canal.    
 
Figura 6.2. Secuencia de eventos acústicos reales generados en cada una de 
las diferentes posiciones. 
Se ha captado, de forma aislada a  los eventos acústicos, el sonido del sistema de 
aire  acondicionado  del  laboratorio  como  ruido  de  fondo,  el  cual  posee  una 
distribución Gaussiana.  Se  ha  comprobado  que  existe  dependencia  tanto  temporal 
entre muestras  consecutivas  del mismo  canal,  como  espacial  entre  los  diferentes 
4    canales  (figura  6.3).    En  este  caso  la  dependencia  es  lineal  y  puede  ser 
recogida en la matriz de correlación de las muestras. 
 
Figura 6.3- Dependencia espacial entre canales (izquierda) y entre diferentes 
muestras temporales a la (derecha). 
Para generar los distintos ruidos no Gaussianos manteniendo las características de 
dependencia,  tanto  temporal  como  espacial,  nos  hemos  basado  en  la  teoría  de 
cópulas.  Partiendo  de  un  cierto  modelo  multivariante  con  unas  determinadas 
funciones marginales y características de dependencia, podemos, mediante una serie 






Figura 6.4 -  Síntesis de una determinada distribución multivariante de 
probabilidad con diferentes funciones marginales y mismas características 
de dependencia que una distribución multivariante conocida 
 
Figura 6.5 - Síntesis de ruidos no gaussianos dependientes: funciones 
marginales  
Figura 6.6 - Síntesis de ruidos no gaussianos dependientes: a la izquierda ruido Gamma, a la 









segundo  de  ellos,  con  una  distribución  uniforme  como  ejemplo  de  un 
comportamiento altamente no Gaussiano (figura 6.5 y 6.6).  
Una  ventana  deslizante  de  256  muestras  ha  sido  utilizada  en  todas  las 
pruebas  para  ir  definiendo  de  forma  secuencial  el  vector  de  observaciones  (y), 
compuesto por  la sobreimposición de  las secuencias de eventos acústicos (s) con  los 
diferentes  ruidos  (w). Utilizando como  referencia  la varianza de  la señal obtenida al 
agrupar  todos  los  eventos  acústicos  de  forma  consecutiva  ( ),  se  ha  ecualizado 













 Se  han  considerado  las  mediciones  acústicas  de  ruidos  y  eventos  sonoros 
recogidos  por  un  solo    micrófono.  Comenzamos  con  ruido  de  fondo  Gaussiano, 
analizando  tanto  el  caso  en  el  que  es  independiente  como  el  caso  en  que  no. 
Posteriormente  pasamos  a  analizar  los  dos  ruidos  no  Gaussianos  propuestos, 
distinguiendo también el caso en el que existe independencia y el caso en que no.  










que existe dependencia  temporal entre  las muestra de  ruido.  Se observa  como  los 
detectores PED y COCD son equivalentes, y muestran unas mejores prestaciones que 
el detector de energía  clásico,  ya que  son  capaces de  incorporar  la  información de 
dependencia. 
 
        Figura 6.8 - Curvas ROC: Ruido uniforme (izquierda) y Gamma 





Figura 6.9 - Curvas ROC: Ruido uniforme (izquierda) y Gamma (derecha) 
independientes temporalmente.       
En  la  figura  6.8,  mostramos  el  caso  de  los  dos  ruidos  no  Gaussianos  e 












información  del  cuál  obtener  las  observaciones  para  resolver  el  problema  de 
detección.  En  la  aplicación propuesta  se  refleja  en  el uso de más de un micrófono 
captando señal sonora. 
Así, se pretende mejorar  las prestaciones de un sistema de detección de eventos 








Figura 6.10 – Conjunto de muestras con las que implementar un detector 
multicanal 
En  el  caso  de  la  detección  multicanal  dispondremos  de    canales  con  las 
muestras  de  audio  capturadas  por  diferentes  micrófonos  para  la  resolución  del 
problema  de  señal  desconocida  en  presencia  de  ruido  conocido.  Así,  en  un 
determinado  intervalo  temporal	  dispondremos de una matriz de muestras     de 
tamaño  ,  donde    hace  referencia  al  tamaño  de  muestras  temporales 
capturadas en dicho intervalo (figura 6.10): 
 
Definimos como   al vector espacial con   muestras pertenecientes al  instante 
temporal ‘i’. Definimos como   al vector con   muestras temporales pertenecientes 
al  canal  ‘j’. Denotamos  como      a  cualquier  representación  vectorial de  todos  los 
elementos de la matriz  . 
El problema de detección en este escenario  se basa en discernir  cuando, en un 
determinado  intervalo temporal  , el conjunto de muestras capturadas   pertenece 
















utilizamos, al  igual que  se hizo en el  caso monocanal, una  técnica  “one‐class” para 
obtener el detector basado en la relación de verosimilitud: 
Observamos  como  en  este  caso  la  fusión  de  información  entre  canales  se  está 
realizando  siguiendo  un  método  basado  en  la  estimación  de  densidades  de 
probabilidad,  ya  que  consideramos  el modelado  estadístico  conjunto  de  todos  los 
datos presentes, siendo realizada la integración a nivel de fusión de muestras.  
Implementación	de	un	detector	multicanal	
Todos  los  canales  estarán  contaminados  con  el mismo  tipo  de  ruido  de  fondo, 
existiendo como única diferencia un posible desbalance en  las ganancias con  las que 
se  capta  este  en  cada  canal.  Con  objeto  de  considerar  las  muestras  de  ruido 
idénticamente distribuidas, independientemente del canal en que se capten, se puede 
aplicar  un  preprocesado  para  ecualizar  los  canales.  Sea    la  varianza  del  ruido 
captado  por  cada  canal  ‘j’,  se  aplica  un  pre‐procesado  a  los  canales  de  forma  que 
todos posean la misma varianza de ruido  : 
Considerando ya todas las muestras de ruido captadas idénticamente distribuidas, 
podemos  implementar  un  único  detector  COCD  (6.14)  que  trabaje  con  toda  la 
información multicanal disponible. Así, en la implementación del detector se utilizará 
un vector de observaciones   que aúne o combine las  	x	  muestras de la matriz 
de observación (figura 6.11): 
 








, 1 …   (6.22) 






En  este  esquema  de  detección  multicanal,  además  de  existir  una  posible 
dependencia  temporal  entre  muestras  consecutivas  en  cada  canal,  se  puede 
encontrar una dependencia espacial entre muestras de distintos canales en el mismo 
instante  de  tiempo  y/o  espacio‐temporal,  entre  muestras  de  distintos  canales  e 
instantes de tiempo.  
Así,  utilizando  más  de  un  micrófono    para  la  detección  de  eventos  acústicos, 
además de conseguir más muestras de señal en un mismo periodo de observación, lo 
cual puede mejorar las características del detector, posibilita la incorporación de más 
información de dependencia  con  la que  caracterizar el  ruido de  fondo. En  la  figura 
6.12  se  puede  observar  una  representación  de  la  matriz  de  correlación  	del 
conjunto  de  	x	 1024  muestras  del  ruido  del  aire  acondicionado.  Se  ha 
conformado concatenando  los vectores de observaciones   de  los  4 canales, 
con  256 muestras  cada  vector.  Se  puede  observar  como  existe  dependencia 




Figura 6.12. – Dependencia espacio-temporal en el ruido de aire 
acondicionado captado por cuatro micrófonos recogida en la matriz de 
correlación 
Fusión	de	detectores	
En  un  contexto  práctico,  podemos  encontrarnos  que  no  siempre  se  podrá 
implementar un único detector que tenga acceso a todas  las muestras captadas por 
los distintos canales para realizar su fusión. Por ejemplo, podemos encontrarnos con 
un  esquema  en  el  que  los  micrófonos  se  encuentren  separados  del  sistema  de 
procesado y, con objeto de reducir la cantidad de información que deben enviar, sea 
conveniente implementar un detector local más simple por cada canal que fusione en 




procesado,  donde  se  combine  con  la  del  resto  de  canales  en  un  segundo  nivel  de 
fusión.  
El principal problema que plantea el uso del detector que  implementa  la  fusión 
óptima de canales es que  incrementa considerablemente el  tamaño de  la matriz de 
correlación  que  caracteriza  al  ruido:    :	 ,			 	 	 	   
:	 ,			 .  Esto  puede  plantear  problemas  en  la  etapa 
de entrenamiento del ruido, puesto que para una correcta estimación de esta nueva 
matriz, además del coste computacional que añade, también se requiere de un mayor 
periodo  temporal  de  muestras.  Por  ejemplo,  en  un  sistema  en  el  que  las 
características del ruido de fondo no sean continuas a  lo  largo del tiempo puede ser 
necesario  una monitorización,  calibración  y  estimación  en  tiempo  real  de  este.  La 
incorporación de matrices de correlación de  tan elevada dimensionalidad puede ser 
incompatible con el requerimiento de procesado en tiempo real.  
Una posibilidad para  solventar este problema en el  caso que  la aplicación de  la 
fusión  de  todas  las muestras  sea  inviable,  pasa  por  considerar  que  los  canales  de 
datos son independientes entre sí, con lo que la expresión de la densidad del ruido se 
simplifica:  
Podemos  obtener  una  simplificación  del  detector  ‘one‐class’  COCD  asumiendo 
independencia entre canales,  lo cual nos conduce a un detector cuyo estadístico es 
equivalente a  la suma de  los estadísticos de  los detectores COCD  implementados en 
cada uno de los canales individuales.  
Si lo particularizamos para el caso Gaussiano, es fácil ver que esta regla de fusión 
equivale  a  una  suma  de  las  energías  de  los  detectores  individuales  en  cada  canal 
(figura 6.13).  
En  el  caso del detector  ED  la  fusión mediante un único detector que  considere 
todas las muestras  , o considerar detectores ED individuales por cada canal y luego 
sumar sus energías es equivalente: 
| …   (6.24) 
∆ ∆ 2 ln 	   (6.25) 







Figura 6.13. – Esquema de fusión de diversos canales a través de la suma de 
las energías normalizadas de detectores individuales por cada canal 





a  nivel  de  valoraciones  de  diversos  detectores mediante  una  combinación  lineal 
ponderada (en este caso utilizando pesos unidad para todos los canales). 
Pruebas	multicanal	
Como  se  comentó  se  utilizaron  cuatro micrófonos  para  la  captación  tanto  del 
ruido, como de  los eventos acústicos. Presentamos ahora  las pruebas realizadas con 
los  cuatro  canales,  implementando  tanto  el  detector  one‐class  que  fusiona  las 
muestras de  todos  los  canales,  como mediante  la  fusión de detectores  individuales 
por cada canal (figura 6.14). 
 
Figura 6.14. – Esquema de posibles fusiones planteadas para combinar 





Figura 6.15 – Detección multicanal con ruido Gaussiano independiente 
(izquierda) y dependiente (derecha) temporal y espacialmente. Comparación 
con el caso monocanal 
 
Figura 6.16 –Comparación la detección multicanal (combinando todas las 
muestras o fusionando detectores individuales en cada canal) con la 
detección monocanal. Ruido Gamma (izquierda) y uniforme (derecha) 
dependiente temporal y espacialmente 
En  la  figura  6.15  se  obtienen  los  resultados  con  ruido  Gaussiano,  tanto 
independiente  espacial  y  temporalmente,  como  dependiente.  En  el  caso  de  ruido 
Gaussiano  independiente  (izquierda),  como ya  se demostró,  los  tres detectores  son 




mejora  las  prestaciones  en  detección  de  los  eventos  acústicos  en  ambos  casos.  Se 
comprueba  que  cuando  existe  dependencia,  lo  mejor  es  la  fusión  de  todas  las 
muestras, puesto que como ya hemos comentado, es donde se encuentra  la riqueza 
de  información estadística. Observamos  como mediante  la  fusión de  los detectores 













la  información  marginal  como  la  información  de  dependencia,  obtiene  mejores 
prestaciones también en este caso multicanal.     
 
Figura 6.17– Comparación de detección multicanal PED y COCD 
combinando todas las muestras. Ruido Gamma (izquierda) y uniforme 












en  ciertas  aplicaciones  musicales  o  de  sonido,  en  dispositivos  ópticos,  datos 




Hemos  propuesto  un  nuevo  tipo  de  detector  denominado  COCD  basado  en  la 
teoría de cópulas para lidiar con este problema. Se obtiene el detector utilizando una 
técnica  de  detección  One‐Class,  caracterizando  la  PDF  multivariante  de  un  cierto 
intervalo  de  ruido  usando  una  función  de  densidad  de  cópula  para  caracterizar  la 
dependencia y  la PDF marginal.   Partiendo de una cópula Gaussiana,  la cual modela 
dependencia  lineal  entre  variables  aleatorias,  se ha derivado un detector  capaz de 
modelar  ruido  no Gaussiano  coloreado  (con  dependencia  lineal modelada  por  una 
matriz de covarianza) sin añadir mucha complejidad, ni poseer altos  requerimientos 
temporales  y/o  computacionales  para  su  entrenamiento  y  evaluación,  como  las 
alternativas  existentes  a  los  detectores  de  energía.  Se  ha  demostrado  que  los 
detectores de energía pueden ser obtenidos como caso particular del Gaussian‐COCD 
propuesto. 
Se ha  comprobado  sus prestaciones  en una  aplicación de detección de  eventos 




se han generado dos  ruidos  sintéticos  con diferentes distribuciones, pero el mismo 
tipo de dependencia.  Se ha demostrado como el detector Gaussian‐COCD mejora las 
prestaciones obtenidas por  los detectores de energía clásicos en el caso de ruido de 
fondo  no  Gaussiano,  debido  a  la  capacidad  para  caracterizar  tanto  la  información 
marginal, como la información de dependencia del ruido.  
También se ha realizado un estudio sobre la detección multicanal, añadiendo más 
micrófonos  y  por  lo  tanto  canales  de  datos  para  mejorar  las  prestaciones  de 
detección.  Ante  este  escenario,  se  ha  planteado  la  combinación  óptima  de  los 
diferentes canales mediante la fusión del conjunto de muestras llevada a cabo por un 
único detector. En este caso, aparte de la introducción de más muestras en un mismo 
intervalo  temporal,  se  incluye  la posibilidad de caracterizar el  ruido  también por  su 
dependencia espacial. Así, teniendo en cuenta toda  la  información espacio‐temporal 






combinar  diferentes  detectores  individuales  por  cada  canal.  Se  ha  demostrado 
mediante  unos  casos  prácticos  como, mediante  el  uso  de más  de  un micrófono  y 
aplicando  técnicas  de  fusión  de  datos,  se  pueden  mejorar  las  prestaciones  de 
detección.  También  se  ha  comprobado  como  el  no  considerar  la  dependencia 







































La  presente  tesis  se  ha  centrado  en  la  problemática  existente  a  la  hora  de 
implementar  un  sistema  de  detección  o  clasificación  binaria  cuando  es  necesario 
combinar, integrar o fusionar diversas fuentes de información. Se ha discurrido sobre 
la naturaleza  y  características de  los diferentes datos que  se pueden  combinar,  los 
distintos  niveles  en  los  que  se  puede  realizar  la  integración  de  información  y  los 
métodos o  técnicas que pueden ser utilizadas para  la  fusión de diversos canales de 
datos.  
Se ha observado como el principal problema que se plantea en la fusión de datos 
en un  sistema de detección es  lidiar  con  la posible heterogeneidad y dependencia 
estadística entre los diferentes datos. Así, a lo largo del presente estudio se ha podido 
comprobar,  mediante  diversos  ejemplos  y  demostraciones,  como  la  dependencia 
estadística  entre  los  datos  juega  un  papel  muy  importante  en  cuanto  a  las 
prestaciones  que  se  pueden  obtener  en  un  sistema  de  detección.  La  asunción  de 
independencia  o  una mala  caracterización  de  la  dependencia  estadística  entre  los 
datos  puede  acarrear  una  severa  reducción  o  degradación  de  las  prestaciones  de 
detección, pudiendo  incluso  llevar a  la obtención de peores resultados tras  la fusión 
de  varias  fuentes  de  información,  que  si  se  consideraran  estas  de  forma  aislada. 
Incluso  se  ha  podido  demostrar  que  en  ciertos  casos  es  posible  obtener mejores 
prestaciones con una  fusión hard de decisiones  individuales,  incluso subóptima, que 
tenga  en  cuenta  cierto  grado  de  dependencia  estadística  existente  entre  las 
diferentes decisiones, con respecto al caso que se implemente una fusión soft de los 





















presente  entre  ellos,  simplificando  el  problema  de  modelado  de  PDFs  de  datos 
heterogéneos y dependientes. 
El problema de fusión hard óptima en detección se ha planteado como el consiste 
en  la  fusión de diversas decisiones  individuales proporcionadas por un  conjunto de 
diferentes  detectores.  Así,  la  regla  de  fusión  óptima  es  obtenida  mediante  la 
derivación de  la  relación de  verosimilitud dada por el  cociente de  las  funciones de 
masa de probabilidad de los datos binarios bajo las hipótesis   y  .  
Se  ha  argumentado  cómo  en  algunas  situaciones  no  será  posible  la 
implementación  o  utilización  de  estas  técnicas  óptimas  y  deberán  utilizarse  ciertas 
técnicas  subóptimas  de  fusión.  Se  han  presentado  otra  serie  de  reglas  de  fusión 
subóptimas,  normalmente  más  simples  y  con  menores  requerimientos.  Se  ha 
mostrado  como  algunas  otras  técnicas  de  fusión  subóptimas  pueden  aprovechar 
cierta  información  de  dependencia,  y  en  determinados  escenarios  y  bajo 
determinadas condiciones pueden conseguir buenas prestaciones.  
Con  objeto  de  poder  testear  y  comparar  el  correcto  funcionamiento  de  las 
diferentes  técnicas  consideradas  novedosas,  se  ha  decidido  incluir  un  conjunto  de 
aplicaciones  de  autentificación multibiométrica  basadas  en  una  serie  de  bases  de 





utilizado  el  novedoso  método  de  fusión  mediante  integración    propuesto  en  el 











Se ha  aplicado  la  fusión mediante  la  integración    en diferentes  sistemas,  con 







una mejora  en  las  prestaciones  de  detección mediante  la  fusión  de  datos.  Se  han 
comparado  los métodos de entrenamiento basados en el criterio de  la minimización 
del  error  cuadrático  medio  y  en  el  criterio  de  maximización  de  la  AUC  parcial, 
demostrando como este segundo método proporciona mejores resultados.  
Así, se ha demostrado que tanto la técnica de fusión soft basada en la relación de 
verosimilitud, utilizando  funciones de  cópula en  la estimación de  las PDFs,  como  la 
técnica  de  fusión  soft  basada  en  la  integración  α  (pudiendo  utilizarse  tanto  para 
realizar una fusión soft genérica, como para  la fusión de scores) pueden mejorar  las 
prestaciones  obtenidas  en  un  sistema  de  detección  con  diversas  fuentes  de 
información mediante una correcta caracterización y adaptación a  los diversos datos  
heterogéneos y dependientes. 
También  se  han  aplicado  algunas  de  las  técnicas  de  fusión  en  la mejora  de  un 
sistema de detección de eventos acústicos. Se ha realizado una revisión del estado del 
arte de las técnicas o detectores usados comúnmente en problemas de detección de 
señal desconocida  en presencia de  ruido  aleatorio, problema donde  se  enmarca  la 
detección  de  eventos  acústicos.  Así  hemos  comprobado  como  los  detectores más 
usados en estos problemas  son  los detectores de energía,  tanto el detector  clásico 
denominado  ED  que  asume  ruido  Gaussiano  independiente,  como  su  variante 
denominada  PED,  el  cual  asume  que  el  ruido Gaussiano  puede  estar  correlado  de 
forma  lineal.  En  muchas  áreas  o  aplicaciones  el  ruido  de  fondo  que  se  puede 






técnica  de  detección  One‐Class,  caracterizando  la  PDF  multivariante  de  un  cierto 
intervalo  de  ruido  usando  una  función  de  densidad  de  cópula  para  caracterizar  la 
dependencia y  la PDF marginal.   Partiendo de una cópula Gaussiana,  la cual modela 
dependencia  lineal  entre  variables  aleatorias,  se ha derivado un detector  capaz de 
modelar  ruido  no Gaussiano  coloreado  (con  dependencia  lineal modelada  por  una 
matriz de covarianza) sin añadir mucha complejidad, ni poseer altos  requerimientos 
temporales  y/o  computacionales  para  su  entrenamiento  y  evaluación,  como  las 
alternativas  existentes  a  los  detectores  de  energía.  Se  ha  demostrado  que  los 
detectores de energía pueden ser obtenidos como caso particular del Gaussian‐COCD 
propuesto.  
Se ha  comprobado  sus prestaciones  en una  aplicación de detección de  eventos 
sonoros  en  presencia  de  ruido  de  fondo.  Se  ha  demostrado  como  el  detector 




clásicos  en  el  caso  de  ruido  de  fondo  no  Gaussiano,  debido  a  la  capacidad  para 
caracterizar tanto  la  información marginal, como  la  información de dependencia del 
ruido.  
También se ha realizado un estudio sobre la detección multicanal, añadiendo más 
micrófonos  y  por  lo  tanto  canales  de  datos  para  mejorar  las  prestaciones  de 
detección.  Ante  este  escenario,  se  ha  planteado  la  combinación  óptima  de  los 
diferentes canales mediante la fusión del conjunto de muestras llevada a cabo por un 
único detector. En este caso, aparte de la introducción de más muestras en un mismo 
intervalo  temporal,  se  incluye  la posibilidad de caracterizar el  ruido  también por  su 
dependencia espacial. Así, teniendo en cuenta toda  la  información espacio‐temporal 
de  dependencia  se  consigue  modelar  mejor  el  ruido  de  fondo  y  se  consigue 
discriminar  mejor  cualquier  tipo  de  evento  acústico.  Se  ha  planteado  un  caso 
subóptimo en el que se desprecia la dependencia estadística entre canales para poder 
combinar  diferentes  detectores  individuales  por  cada  canal.  Se  ha  demostrado 
mediante  unos  casos  prácticos  como, mediante  el  uso  de más  de  un micrófono  y 
aplicando  técnicas  de  fusión  de  datos,  se  pueden  mejorar  las  prestaciones  de 
detección.  También  se  ha  comprobado  como  el  no  considerar  la  dependencia 




 Se  ha  realizado  una  revisión  del  estado  del  arte  en  cuanto  a  técnicas  (tanto 
óptimas  como  subóptimas)  de  fusión  y  combinación  de  datos  aplicadas  en 
problemas  de  detección,  en  donde  los  datos  pueden  ser  heterogéneos  y 
dependientes entre sí.   
 Se  ha  llevado  a  cabo  un  completo  estudio  de  la  técnica  de  estimación  de 
funciones de densidades de probabilidad multivariantes basada en  la  teoría de 




 Se  ha  demostrado  que,  tanto  el  uso  de  más  de  un  sensor  o  fuente  de 
información,  como  una  correcta  consideración  de  las  características  de 
dependencia  entre  los  datos,  pueden  ayudar  a  mejorar  el  rendimiento  y 
precisión obtenidos a la hora de diseñar un sistema de detección. 
 Se  han  propuesto  modificaciones  o  variantes  de  las  técnicas  y  algoritmos 









En  las  tablas  7.1,  7.2  y  7.3  se  recogen  una  comparativas  entre  las  diferentes 
técnicas de fusión incluidas en el presente documento.  
Con respecto al trabajo futuro que se pretende realizar, se puede dividir en varias 









apartado 3.5.1, es en  la utilización de  la  función de media‐α  (como alternativa a  la 
suma ponderada) como forma de  integración probabilística en un modelo de mezcla 
de expertos.  
También  se pretende  seguir  investigando  en  el  campo de  la detección de  señal 
desconocida  en  presencia  de  ruido  conocido.  Se  seguirá  utilizando  la  estructura 
propuesta en el detector COCD, incorporando diferentes tipos de cópulas diferentes a 





de  señales  biomédicas  (EEGs,  ECGs  y  fMRI)  para  el  análisis  de  patologías  como 
arritmias  cardiacas,  desordenes  del  sueño  y  epilepsia,  en  una  aplicación  de 
identificación biométrica basada en EEGs y en aplicaciones de detección de eventos 
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Apéndice	A:	 	 	 	 	 															
Normalización	de	datos	soft	
Cuando se pretenden combinar distintas fluentes de datos soft, con objeto de usar 
un único dominio común, se suelen utilizar  funciones de normalización  : →  
para  transformar  las  valoraciones  	 	 , 0,1   y  ubicarlas  en  el  rango 
normalizado  0,1 .  Denominamos  de  forma  general  como  ‘score’,  denotado  por 
	 	 0,1 , a cualquier información normalizada entre cero y uno. 
En  [22]  se  recopilan,  explican  y  analizan  varias  técnicas  y  funciones  de 
normalización.  Realizamos un breve resumen de ellas: 
 Obtención de la probabilidad a posteriori de la valoración:  
Se deben estimar  tanto  las probabilidades a priori de  cada una de  las hipótesis, 
como  las  PDFs  de  la  valoración    bajo  cada  una  de  ellas.  Así,  obtenemos  la 
probabilidad a posteriori como: 
Un detector se dice bien calibrado si  la probabilidad a posteriori de su score a  la 
salida  	 	 0,1  tiende a ser  igual a  :  | . Si se cumple  | |  
entonces  el  score  es  óptimo.  En  el  apéndice  B  se  incluyen  técnicas  para  calibrar 
scores. 
 Técnica Min‐Max: 
Se  necesita  conocer  los  valores  máximo  y  mínimo  que  toma  la  valoración 
	 	 , : 
 Función sigmoide doble: 
Mediante esta normalización se  trata de  realizar una  transformación  lineal en  la 
región  de  solape  entre  hipótesis, mientras  que  los  valores  fuera  de  esta  región  se 
transforman  de  forma  no  lineal.  Se  necesitan  fijar  los  parámetros  , 	y  .  El 
















asociada  a  ,  usualmente  obtenidas mediante  una  estimación  robusta  que  evite 

























Apéndice	B:			 	 	 	 	 	 	 						
Calibración	de	scores:	transformación	en	estimadores	de	probabilidad	
Denotemos mediante  :	 → ∈ 0,1  a la función o proceso seguido por un 
determinado detector para aportar un score	 		 ∈ 	 0,1  a su salida. Cualquier 
detector busca obtener una  salida en  la que, dadas dos observaciones   e   en  las 





si  la probabilidad a posteriori de su score a  la salida  	 	 0,1   tiende a ser  igual a  : 
| .  En  el  caso  de  un  detector  bien  calibrado,  su  score  de  salida  puede 
interpretarse  como  una  estimación  de  la  probabilidad  a  posteriori  |
| . Es decir, si un detector nos proporciona un score de 0.8, debe significar, que 
el 80 % de las veces que proporciona ese valor se corresponde con la hipótesis  . Si 
se cumple  | | , entonces el score es óptimo. 
Mediante un diagrama de fiabilidad (figura B.1) se puede visualizar si un detector 
está bien o mal calibrado, el cual se representa la probabilidad  |  con respecto 
al  score  . Cuando  el detector  está bien  calibrado  la  representación deber  ser una 
recta  .  
 
Figura B.1 – Diagrama de fiabilidad de un detector 
Si  conocemos  la  función	 : 0,1 → 0,1   que  mapea  un  score    hacia  la 





(basándose en  la  suposición de que esta  función es monótona  creciente)  calculada 
mediante una técnica PAV (del inglés, “Pair‐Adjacent Violators”). El uso de la función 
sigmoide  está  motivado  por  el  hecho  empírico  de  que  en  muchos  estudios  con 
máquinas de soporte de vectores (SVM, del inglés “Support Vector Machines”) parece 








Se basa en calcular  la probabilidad empírica  |  en un conjunto de regiones 
determinadas  por  un  troceado  del  rango  de  los  scores  en  bines  de  igual  tamaño. 
Considerando  un  bin  |	 	 ,  calculamos  la  probabilidad  empírica 
mediante el  conteo del número de muestras    con  scores pertenecientes a  , 
dividido entre el número total de muestras   con scores que recaen en el bin  .  
Los principales problemas del uso de este método son, primero, que para escoger 
un número de bines óptimo debe  realizarse mediante  validación  cruzada  (dividir el 
conjunto de entrenamiento en dos partes, una para obtener la estimación del mapeo 
mediante diferentes números de bines y la otra para evaluar cuál de las estimaciones 




Motivados  por  el  hecho  de  que  si  un  detector  es  capaz  de  asignar  scores	  
proporcionales a  la probabilidad a posteriori óptima  | , es fácil deducir que el 
mapeo del diagrama de fiabilidad es no decreciente y por lo tanto se puede usar una 
regresión  isotónica  para  entrenar  el  mapeo.  Así,  en  [145]  proponen  el  uso  del 




diagrama  de  fiabilidad  de  la  izquierda  se  observa  que  el  score  no  se  encuentra 
calibrado.  Una  vez  calibrado mediante  ambas  técnicas  se muestra  el  diagrama  de 
fiabilidad a la derecha. 
 




Apéndice	C:		 	 	 	 	 	 	 	 									
Principios	de	la	estimación	de	componentes	 	independientes	
en	ICA	
El  análisis  de  componentes  independientes  (ICA,  “Independent  Component 
Analysis”) es un método de procesado cuyo objetivo es encontrar una representación 
linear de datos multivariantes no Gaussianos, de  forma que  se puedan expresar en 
función  de  unas  componentes  que  sean  independientes  (o  lo más  independientes 
posible).  Se  considera  que  cada  una  de  las  variables  aleatorias  que modelan  a  los 
datos  , … ,  es el resultado de una mezcla lineal de n componentes, representadas 





ICA  es  la  asunción  de  independencia  entre  las  componentes  .  Sabiendo  que  la 
independencia implica incorrelación, muchos algoritmos de ICA restringen el proceso 
de estimación, forzando también la incorrelación de las componentes independientes, 
reduciendo  de  esta  forma  el  número  de  grados  de  libertad  en  la  estimación  y 
simplificando el problema.  
Otra de las asunciones que debe asumirse es que las componentes independientes 
deben  de  poseer  distribuciones  no  Gaussianas,  ya  que  la matriz  de mezclas    no 
puede  ser  identificable  en  el  caso  de  que  todas  las  componentes  sean Gaussianas 
independientes.  Esta  conclusión  se  deriva  del  hecho  de  que  aplicando  cualquier 
transformación ortogonal a una función Gaussiana multivariante se obtiene la misma 
distribución  en  la  que  sus  componentes  son  independientes  (ver  demostración  en 
[147]). 
En  el modelo  general de  ICA  se  suponen  las distribuciones de  las  componentes 
desconocidas  (otras  variantes  las  suponen  conocidas, de  forma que el problema  se 
simplifica  de manera  considerable).  Se  estima  inicialmente  la matriz  de mezclas  , 









definir esta  independencia,  las cuales gobiernan el  funcionamiento de  los diferentes 
algoritmos  ICA  que  podemos  encontrar  en  la  literatura.  Las más  populares  son  la 
maximización  de  la  no  gaussianidad,  la minimización  de  la  información mutua  y  la 
estimación por máxima verosimilitud: 
 Maximización de la no gaussianidad 





Los  algoritmos  basados  en  esta  técnica,  tratan  de  maximizar  una  medida 










La entropía es un concepto básico en  la  teoría de  la  información. La entropía de 
una variable aleatoria se puede  interpretar como   el grado de  información que una 
observación  de  la  variable  nos  proporciona.  Cuanto más  aleatoria,  impredecible  y 
desestructurada  sea una  variable, más  grande  será  su  entropía.  La  expresión de  la 
entropía   de un vector de variables aleatorias    con PDF  	es: 
  (C.4) 
Un  resultado  fundamental  de  la  teoría  de  la  información  es  que  una  variable 
gaussiana  posee  la  mayor  entropía  de  entre  todas  las  variables  a  igualdad  de 
varianzas.  Por  lo  tanto  la medida  de  la  entropía  puede  ser  usada  para medir  no 
gaussianidad.  Para  obtener  una  medida  de  no  gaussianidad  que  sea  cero  para 











la minimización de  la  información mutua. Se define  la  información mutua   entre 
un conjunto de m variables aleatorias   como: 
, … ,   (C.6) 
La  información mutua es una medida natural de  la dependencia entre  variables 
aleatorias.  Es  equivalente  a  la  divergencia  de  Kullback‐Leibler  entre  la  densidad 
conjunta    y  el  producto  de  sus  densidades  marginales,  una  medida  de 
independencia muy utilizada en la literatura. Es siempre positiva, y cero si y sólo si las 




Una  de  las  técnicas  más  populares  en  la  estimación  del  modelo  ICA  es  la 
estimación  por  máxima  verosimilitud.  Se  puede  demostrar  que  esencialmente  es 
equivalente a la minimización de la información mutua [147]. El modelo de estimación 
trata de maximizar la función de verosimilitud   dada por la expresión:  
| |   (C.7) 




Antes de aplicar cualquier algoritmo  ICA suele  ser habitual y muy  recomendable 
realizar un pequeño preprocesado de los datos, para que la estimación mediante ICA 
sea más  simple  y  esté mejor  condicionada.  Dos  tipos  de  preprocesado  suelen  ser 
habituales, primero un centrado de los datos y a continuación un blanqueo de éstos. 










para  incorrelar  sus  componentes  y  normalizar  sus  varianzas  a  la  unidad,  lo  que 
equivale  a decir que  la matriz de  covarianza de  los nuevos datos   es  la  identidad  
. La operación de blanqueo es siempre posible. Un método muy popular 
para  llevarla  a  cabo  es  usando  la  descomposición  en  valores  singulares  (EVD,  del 
inglés  “Eigen‐Value  Decomposition”)  de  la  matriz  de  covarianza  ′ ′
,  donde    es  la  matriz  ortogonal  de  vectores  singulares  de    y 
, . . ,  es  la matriz diagonal de sus valores singulares. Así, mediante el pre‐
blanqueo se obtiene una matriz de mezclas   que es ortogonal: 
/ / →   (C.10) 
Puede ser también recomendable en algunas aplicaciones reducir la dimensión de 
los  datos  a  la  misma  vez  que  se  aplica  el  blanqueo.  Así,  se  buscan  los  valores 
singulares de  la matriz de covarianza de menor valor y se descartan  (al  igual que se 




















Apéndice	D:	 	 	 	 	 	 	 	 	 								
Estimación	de	parámetros	y	selección	del	número	de	componentes	




componentes  con  densidades  de  probabilidad  Gaussianas  multivariantes.  Para  un 
conjunto de   variables aleatorias continuas  , … ,  modelamos su  función 
de densidad de probabilidad conjunta mediante un GMM con   componentes como: 
, … , 	~ | … , | | ,   (D.1) 
donde  ,  corresponden  a  los  pesos  de  la  mezcla,  los  cuales  cumplen  con  la 




2 / | | /
  (D.2) 
El modelo GMM es parametrizado completamente por el conjunto de parámetros 
, , , 1, … , . Existen diferentes técnicas para estimar  los parámetros 
de un modelo GMM, pero el más consolidado y utilizado es el método de estimación 
de  máxima  verosimilitud  (MLE,  “Maximum  Likelihood  Estimator”).    Dada  una 
secuencia de T vectores de entrenamiento independientes entre sí  , … , , 
con  , … , , el entrenamiento de GMM se basa en encontrar el conjunto 
de parámetros  ∗ que maximiza la función de verosimilitud: 
∗ argmax ; | |   (D.3) 




esta  función,  el método más  popular  y  usado  por  su  rapidez,  relativa  sencillez  y 
resultados es el algoritmo  llamado “Expectation Maximization” (EM). A diferencia de 











de  los  parámetros,  y  un  segundo  paso  llamado  “Maximization”  (M),  donde  se 
recalcula  la  estimación  de  los  parámetros  maximizando  la  esperanza  de  la 
verosimilitud encontrada en el paso E. 
Se  introduce  una  serie  de  variables  ocultas  de  tal  forma  que  su  conocimiento 
pueda simplificar la maximización de la verosimilitud  | . En el paso E, se estima 
la distribución de  las variables ocultas dadas  las observaciones y el valor que toman 
en ese paso  los parámetros, y en el paso M  se modifica el valor de  los parámetros 
para maximizar la distribución conjunta de las observaciones y las variables ocultas.  
Dado un modelo estadístico consistente en un conjunto    de observaciones, un 
conjunto de datos ocultos  , … ,  (donde    , … , 	, 1. .  es 
una realización de  las variables aleatorias ocultas  , … ,  en el  instante  ), y 
un  conjunto de parámetros desconocidos  ,  con una  función de verosimilitud dada 
por    ; , , | , el estimador de máxima verosimilitud del conjunto 
de parámetros desconocidos   es determinado por  la verosimilitud marginal de  las 
observaciones: 
; | , |   (D.4) 
El  algoritmo  EM  trata  de  buscar  el MLE  de  la  verosimilitud marginal  aplicando 
iterativamente los siguientes dos pasos: 
 Paso  1:  Expectation  (E)  ‐  Se  calcula  la  esperanza  de  la  función  de 
verosimilitud logarítmica, con respecto a la distribución de   dado   bajo 
la estimación en esta iteración de los parámetros  :  







En  la  aplicación  del  algoritmo  EM  en  la  estimación  de  los  parámetros  de  un 
modelo  GMM,  sólo  encontramos  una  variable  aleatoria  oculta,	 1 → 	 , 
que describe qué  componente Gaussiana ha generado  cada uno de  los vectores de 
observación,  por  lo  tanto    será  una  v.a  discreta  que  podrá  tomar  valores  del 
conjunto  1,2, … , . La función de verosimilitud, será por tanto: 
; | ,  
				 ; | | ,  
(D.7) 
Aplicando  el  algoritmo  EM  se  obtienen  las  siguientes  expresiones  para  la 
actualización iterativa de los parámetros: 

















Se  garantiza  que  el  algoritmo  converge  a  una  solución  local  óptima,  es  decir, 
siempre  convergerá hacia un máximo de  la  función de  verosimilitud, aunque no  se 
puede garantizar que  sea el máximo global.  Las  características de  convergencia del 
algoritmo,  así  como  la  solución  obtenida  dependen  del  valor  de  los  parámetros 
usados en la inicialización del algoritmo. 
Selección	del	número	de	componentes	Gaussianas	
Otro  de  los  parámetros  del  modelo  GMM  es  el  número  de  componentes 
Gaussianas utilizadas  ( ). Para  la  estimación de  este parámetro podemos  entrenar 
distintos modelos GMM  de  la  densidad  de  probabilidad  con  diferentes  valores  del 
número de componentes Gaussianas y nos apoyamos en un método de selección de 




Description  Length”).  Se  incluye una  revisión de estas  técnicas el apartado 2.5.3, al 
utilizarse también la estimación mediante teoría de cópulas. 
El  número  de  parámetros  a  estimar  para  un  modelo  con    componentes 
Gaussianas y con   modalidades en  los vectores de observaciones, con matrices de 















Uso	 de	 cálculo	 simbólico	 para	 derivar	 la	 expresión	 de	 la	
copula	de	Frank	
Derivar  la  función  de  cópula  de  Frank  para  obtener  la  función  de  densidad  de 
cópula  a  través de  la  expresión 2.40 para un número de más de 4  variables  es un 





Función E.1 – Obtención de la densidad de cópula de Frank para 5 variables 




Función E.2 – Función de cálculo de la densidad de cópula de Frank para 5 
variables 
 
% 5 variables   % Expresión simbolica 
    % Hacemos un cambio de variables 
       syms w1 w2 w3 w4 w5 alpha 
       a = (exp(-alpha)-1).^4 ;          
       CDF = -(1/alpha).*log( 1 + w1*w2*w3*w4*w5/a ) ;                 
       PDF = diff(diff( diff( diff( diff( CDF,w1 ),w2 ),w3 ),w4 ),w5) ; 
    %  Añadimos la parte que falta de derivar de la regla de cadena tras 
elcambio de variables 
PDF = (-alpha.*( w1 + 1 ))*(-alpha.*( w2 + 1 ))*(-alpha.*( w3 + 1 ))*… 
…(-alpha.*( w4 + 1 )) *(-alpha.*( w5 + 1 ))  *PDF  ;    
    % La expresamos como handle de matlab 
        pdf = matlabFunction(PDF,'file','frankpdf_5v'); 
function PDF = frankpdf_5v(alpha,w1,w2,w3,w4,w5) 
%    This function was generated by the Symbolic Math Toolbox version 5.6. 
t29 = alpha.^2;    t30 = t29.^2; 
t31 = exp(-alpha);   t32 = t31-1.0; 
t33 = 1.0./t32.^4;   t34 = 1.0./alpha; 
t35 = t33.*w1.*w2.*w3.*w4.*w5; t36 = t35+1.0; 
t37 = w1.^2;    t38 = w2.^2; 
t39 = w3.^2;    t40 = w4.^2; 












Apéndice	F:					 	 	 	 	 	 	 													
Entrenamiento	 de	mezcla	 de	 expertos	mediante	 Algoritmo	
EM		









de  la verosimilitud  logarítmica de  las observaciones  Θ ; ; ,  lo que  resulta 
en: 
donde el superíndice   indica la iteración en la que se encuentra el algoritmo. 








, , ,  
(F.1) 
Θ ; ; , | , ,   (F.2) 
Θ , Θ , | , ,  
| 			 , | , ,  
(F.3) 




Para obtener  los argumentos argmax  y argmax , se puede resolver 
/   y/o  /   en  el  caso  que  las  expresiones  de  las  puertas  y  de  los 
expertos permitan resolverlo analíticamente.  
Sin  embargo,  a  veces  es  muy  difícil  obtener  una  solución  analítica  por  este 
método, como ocurre, por ejemplo, con  la función soft‐max debido a su carácter no 
lineal. Para obtener  los argumentos en estos casos se propuso  la técnica  iterativa de 
mínimos cuadrados recursivos (IRLS, del inglés ‘Iterative Recursive Least Squares’) [90] 
para modelos  lineales de puertas  y  expertos,  y una  versión  extendida de  este  [91] 
algoritmo para expertos y puertas no lineales. Cuando se utilizan cualquiera de estas 
dos  técnicas  se  le  suele  denominar  como  técnica  EM  de  doble  bucle  (en  inglés 
‘double‐loop EM’). Otra posibilidad es la de usar lo que se conoce como algoritmo EM 
generalizado  (GEM,  del  inglés  ‘Generalized  Expectation‐Maximization’)  [149]. 
Simplemente  se  trata  de  buscar  una  nueva  estimación  de  los  parámetros  en  cada 
iteración   que conduzca a: 
 Algoritmo EM single‐Loop: Nuevo modelo para la red de puertas 
Para  evitar  la  utilización  del  ‘double‐loop  EM’  en  [149]  se  propone  un modelo 
alternativo  para  la mezcla  de  expertos,  donde  el modelo  de  puertas  utilizado  está 
basado en una mezcla de densidades Gaussianas: 













, 1, 0  (F.6) 
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		Observamos  como  la  maximización  de  la  red  de  expertos  no  se  modifica, 
mientras que  ahora  la maximización de  la  red de ponderación puede  realizarse de 
forma analítica: 
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Genuinos  ‐524.47  ‐539.78  ‐525.88 ‐528.64 ‐525.27 ‐524.56  ‐524.76 
Impostores 
( 10 ) 



















Independencia  99,7227  99,7119 99,7140 99,7140 99,7221 99,7226  99,7224
Copula GMM  99,6680  99,6544 99,6603 99,6603 99,6675 99,6680  99,6672
Cop. Gaussiana  99,7396  99,7278 99,7378 99,7378 99,7394 99,7396  99,7392
Copula Student‐T  99,7315  99,7196 99,7219 99,7219 99,7309 99,7315  99,7309
Copula Clayton  99,7223  99,7111 99,7137 99,7137 99,7214 99,7220  99,7213
Copula Frank  99,7228  99,7119 99,7139 99,7139 99,7220 99,7226  99,7223


















Independencia  99,7247  99,7123 99,7157 99,7157 99,7247 99,7247  99,7243
Copula GMM  99,6691  99,6548 99,6602 99,6602 99,6687 99,6690  99,6685
Cop. Gaussiana  99,7419  99,7305 99,7337 99,7337 99,7418 99,7418  99,7414
Copula Student‐T  99,7309  99,7171 99,7210 99,7210 99,7309 99,7309  99,7306
Copula Clayton  99,7233  99,7106 99,7140 99,7140 99,7233 99,7232  99,7228
Copula Frank  99,7246  99,7122 99,7156 99,7156 99,7246 99,7246  99,7242


















Independencia  1,7573  1,7793 1,7570 1,7435 1,7628 1,7617  1,7411
Copula GMM  1,7310  1,7617 1,7636 1,7755 1,7519 1,7292  1,7455
Cop. Gaussiana  1,7689  1,7870 1,7448 1,7433 1,7779 1,7689  1,7497
Copula Student‐T  1,7548  1,7788 1,7584 1,7570 1,7320 1,7564  1,7351
Copula Clayton  1,7481  1,7641 1,7462 1,7432 1,7705 1,7617  1,7562
Copula Frank  1,7573  1,7793 1,7569 1,7420 1,7508 1,7601  1,7291
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