The classical uncertainty principle of harmonic analysis states that a nontrivial function and its Fourier transform cannot both be sharply localized. It plays an important role in signal processing and physics. This paper generalizes the uncertainty principle for measurable sets from complex domain to hypercomplex domain using quaternion algebras, associated with the Quaternion Fourier transform. The performance is then evaluated in signal recovery problems where there is an interplay of missing and timelimiting data.
Introduction
The classical uncertainty principle (the continuous-time uncertainty principle) states that if a function f (t) is essentially zero outside an interval of length ∆ t and its Fourier transformf (ω) (defined by (f (ω) = ∞ −∞ f (t)e −2πitω dt) is essentially zero outside an interval of length ∆ ω , then
That means a function and its Fourier transform cannot both be higher concentrated. It was recently generalized from intervals to measurable sets [10] . If f (t) is practically zero outside a measurable set T andf (ω) is practically zero outside a measurable set W, then
where |t| and |W| denote the measures of the sets T and W, and δ is a small number bound.
The quaternion Fourier transform (QFT) plays a vital role in the representation of (hypercomplex) signals. It transforms a real (or quaternionic) 2D signal into a quaternion-valued frequency domain signal. The four components of the QFT separate four cases of symmetry into real signals instead of only two as in the complex FT.
In [5, 35] the authors used the QFT to process color image analysis. The paper [4] implemented the QFT to design a color image digital watermarking scheme. The authors in [3] applied the QFT to image pre-processing and neural computing techniques for speech recognition. Recently, certain asymptotic properties of the QFT were analyzed and a straightforward generalization of the classical Bochner-Minlos theorem to the framework of quaternion analysis was derived [12] . In this paper, we study the uncertainty principle of measurable sets (2) associated with QFT, the generalization of the 2D Fourier transform (FT) in the Hamiltonian quaternion algebra. The main motivation of the present study is to develop further iterative methods for signal recovery problems and to investigate the corresponding problems in quaternion analysis setting.
Further investigations and extensions of this topic will be reported in a forthcoming paper.
The article is organized as follows. Section 2 gives a brief introduction to some general definitions and basic properties of quaternion analysis. The uncertainty principle for measurable sets is generalized for the right-sided Quaternion Fourier transform of quaternion-valued signals in Section 3. In Section 4, applications to signal recovery problems were studied, which can be used to recover a bandlimited hypercomplex signal with missing data. The proposed algorithm for hypercomplex signal recovery problem are given. We test the performance of the proposed algorithm on two dif-ferent size of Lena and Chillies images. Moreover we compare their performances.
Experimental results demonstrate the advantages of the proposed algorithm in Section 5. Some conclusions are drawn in Section 6.
Preliminaries
The quaternion algebra H was first invented by W. R. Hamilton in 1843 for extending complex numbers to a 4D algebra [34] . A quaternion q ∈ H can be written in this
where i, j, k satisfy Hamilton's multiplication rules
Using the Hamilton's multiplication rules, the multiplication of two quaternions p = p 0 + p and q = q 0 + q can be expressed as
We define the conjugation of q ∈ H by q = q 0 − iq 1 − jq 2 − kq 3 . Clearly,=
. So the modulus of a quaternion q defined by
In this paper, we study the quaternion-valued signal f : R 2 → H that can be expressed as
, where x = x 1 i + x 2 j ∈ R 2 and f k , k = 0, 1, 2, 3 are real-valued functions.
and if in addition,
, function f can be recovered by its QFT as
In this paper, we consider unit energy signal for simplification. That is, f L 2 = 1. By Parseval's identity,
we have F { f } L 2 = 1 as well. It means that the QFT preserves the energy of the quaternion-valued signal.
Uncertainty Principles
The uncertainty principle of harmonic analysis states that a non-trivial function and its FT cannot both be sharply localized. The uncertainty principle plays an important role in signal processing [22, 9, 27, 19, 36, 29, 21, 32, 8, 20, 39, 37, 6, 24, 23, 41, 42] , and physics [28, 16, 30, 17, 18, 33, 1, 7, 40, 38] . In quantum mechanics an uncertainty principle asserts that one cannot be certain of the position and of the velocity of an electron (or any particle) at the same time. That is, increasing the knowledge of the position decreases the knowledge of the velocity or momentum of an electron. In quaternion analysis some researches combined the uncertainty relations and the QFT [2, 15, 31, 42] . In this section we generalize the uncertainty principle for measurable sets associated with QFT. To process, we first define the ε−concentrated on a measurable set in the space and frequency domains.
there is a function g :
Similarly,
Now we state the main result.
Theorem 3.1 Let T and W be measurable sets on R 2 and suppose there is a Quater-
, with f and F { f } of unit norm, such that f is ε T −concentrated on T and F { f } is ε W −concentrated on W. Then we have
Here |T | and |W| are the measures of the sets T and W.
From Theorem 3.1, we can immediately obtain the following corollary. 
where
0, x T, and the frequency-limiting operator
Clearly, we have
For all f ∈ L 2 (R 2 , H), given the kernel k : R 2 × R 2 → H which satisfies the following two conditions:
Then we define the norm of Q to be
for any unit energy f and the Hilbert-Schmidt norm of Q to be
Using Cauchy-Schwarz inequality, we can easily obtain the following lemma.
To begin the proof of Theorem 3.1, we digress briefly to make the following observation.
Lemma 3.2 S T F W HS = F W S T HS .
Proof. Using the definition of Quaternion Fourier transform (3), we have
While
From (4) and (6), we have
and
.
From (5), we know that k(t, x) = k(x, t). Therefore, we have |k(t, x)| 2 = |k(x, t)| 2 . This completes the proof.
Remark 3.1 From (4) and (6), we found that the product of two operators S T and F W are not commute. Fortunately, we can prove that the HS-norms of these operators S T and F W are commute, although Quaternion algebra is a non-commutative algebra.
From another application of Eq. (4), we have the following lemma.
Proof. Applying (4), we have
Let g t (x) := k(t, x), where k(t, x) is given by (5) . Note that F {g t }(ω) = χ W (ω)e −it 1 ω 1 e −jt 2 ω 2 .
By Parseval's identity, we have
Therefore, we have F W S T 2 HS = |T ||W|. This completes the proof. Now, we proceed the proof of Theorem 3.1.
Proof. (Proof of Theorem 3.1) Consider the operator F W S T , by Parseval's equality and the triangle inequality, applying the assumptions of f is ε T -concentrated on T and
The last step of equation (7) use the fact that F W = 1. For
we have
Therefore,
Here f = 1 is used. By Lemma 3.1 and Lemma 3.3, we complete the proof.
Signal Recovery Problem
Donoho and Stark [10] studied some examples which applied the generalized uncertainty principle (2) to show something unexpected is possible. The recovery of a signal despite significant amounts of missing information. One example is: A signal f ∈ L 2 (R 2 , H) is transmitted to a receiver who knows that f is bandlimited, meaning that f was synthesized using only frequencies in a set W ∈ R 2 . Now suppose that the receiver is unable to observe all the data of f , a certain subset T of x-values is unobserved. Moreover, the observed signal f ∈ L 2 (R 2 , H) is contaminated by observational noise n ∈ L 2 (R 2 , H). Thus the received signal r(x) satisfies
where suppF ( f ) ∈ W.
The receiver's aim is to reconstruct the transmitted signal f from the noisy received signal r. Although it may seem that information of f about x ∈ T is unavailable, the uncertainty principles says that the recovery is possible provided that |T ||W| < 1.
Donoho and Stark [10] proved this result in the one dimensional case. We may derive the analogue result to quaternion-valued signals.
Theorem 4.1 If W and T ∈ R 2 satisfy the condition |T ||W| < 1, then f can be uniquely reconstructed from r. That is, there exists a linear operator Q and a constant C with
for all f, r, and the noise n obeying (8).
Proof.
Step 1. We first prove that f (x) is the unique signal which can be recovered from the observed signal r. Suppose that f 1 can be recovered from r. Let h(
must be zero function on R 2 , otherwise it would be contradiction with Theorem 3.1 (since the condition |T ||W| < 1). Thus f (x) = f 1 (x) is unique.
Step 2. Let Q = (I − S T F W ) −1 . Form Lemma 3.3, we have F W S T HS = √ |T ||W|.
Using Lemma 3.1, Lemma 3.2 and the condition |T ||W| < 1, we have S T F W ≤ S T F W HS = F W S T HS < 1. Then Q exists because the well-known argument that the linear operator I − L is invertible if L < 1. We also have
Since (I − S T ) f (x) = (I − S T F W ) f (x) for every bandlimited f (x) and
Eq. (9) is used in the last step. This complete the proof.
The operator
suggests an algorithm for computing Qr. = r + S T F W s (1) · · · and so on, where S T F W are given in equation (6), provided that |T ||W| < 1. Then
with the observational noise n ∈ L 2 (R 2 , H) then, for 0 < r < 
· · · and so on, where B(0, r) is the circle with center 0 ∈ R 2 and radius r > 0 and S T F W on s ∈ L 2 (R 2 , H) are given by
−it 1 r cos θ e j(x 2 −t 2 )r sin θ e ix 1 r cos θ rdrdθ, t ∈ T and x ∈ R 2 , 0, otherwise.
Then s (n) → f as n → ∞.
Here, the number 1 in the inequality |T ||W| < 1 of Theorem 4.1 is corresponding to the normalized signals. In real world, most of signals are not unit energy signals.
In Fig. 1 , we construct a simulation signal with the sustained domain [−20, 20] . The original signal is generated by the inverse Fourier transform of a rectangular function with band [−10, 10] (radius r = 10 √ 2) and the W = 10 in Fig. 1(a) . For this signal, we consider the inequality T W < 20 and W = 10. That is to say, the condition of the limit of T equals to 2, i.e., the information missing in the time domain is no more Fig. 1(b) . The signal f (t) is recovered by the proposed algorithm in Fig. 1(c) . In order to get this recovered signal, we iterate 10000 times and show the different from the recovered signal to original signal in Fig. 1(d) . We can find that the information is filled in the missing parts of the signal and most of the information for the recovered signal is still the same as the original signal. Hence, this method is effective on this example. 
, Ω], and we would like to recover it from observed data r, then by applying the proposed algorithm,
In fact, from (5), we have
Using (6), we obtain
Experiments
In this section, two experiments are carried out to test the performance of the pro- and W = 40, which are the original images and shown in Fig. 2(a) and Fig. 3(a) .
Here, the condition of |T ||W| < 1 in Theorem 4.1 becomes T W < 400, since the whole domain is 400 × 400. That means for Lena and Chillies with bandwidth W = 80, T cannot exceed 5, i.e., the information missing block in this image is less than 5 × 5.
As for the Lena and Chillies with bandwidth W = 40, this missing region must be less than 10 × 10. In Fig. 2(b) and Fig. 3(b) , the two missing information Lena and Chillies are shown, where the two black rectangular block are the regions we generated with no information. In Fig. 2(c) and Fig. 3(c) , the two recovered images are shown. And the errors between the recovered images and the original Lena and Chillies images are shown in Fig. 2(d) and Fig. 3(d) . The error for the Lena and Chillies with bandwidth W = 80 is smaller than the Lena and Chillies with bandwidth W = 40. From the two error images we can found that, except the center of image, the difference for original images and recovered images is black. That is to say, for these regions with no information missing, there is little changes. For the regions with information missing, there is some information be filled. This makes sense of the proposed method.
Conclusions and Discussions
In this paper, we have proposed the Quaternion Fourier transform (QFT) for signal recovery problems. The mathematical definitions of QFT for measurable sets are first presented. Then two crucial operators namely space-limiting and frequency-limiting operators are discussed. Applying their properties, the uncertainty principle for measurable sets associated with QFT are given. Finally, the image representation capabilities are discussed by experiments on real images. Experimental results have demonstrated that the proposed algorithms have achieved promising results. As future works, we will apply the proposed QFT in a variety of applications, such as color image retrieval and color image watermarking. The generalized integral transformations namely Quaternion fractional Fourier transform and Quaternion linear canonical transform will also be considered in the upcoming paper.
By the non-commutation for quaternions, there are various kinds of quaternion Fourier transforms (QFTs). For example, the left-sided, the right-sided (this case in our paper) and two-sided QFTs. The theory about the left-sided case is parallel to the right-sided. For the two-sided quaternion Fourier transform, the present methods in the cannot be used. The reason is as follows.
We first recall the definition of two-sided quaternion Fourier transform as:
, function f can be recovered by its QFT [14, 13] as
Therefore equation (4) By the non-commutative of quaternions, if f (t) is quaternion valued, we cannot take f (t) out, so we cannot define the Hilbert-Schmidt norm of F W S T . Alternative method will be considered in future studies.
