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R-analytic functions
Tobias Kaiser
Abstract.We introduce the notion ofR-analytic functions. These are definable in an o-minimal expansion
of a real closed field R and are locally the restriction of a K-differentiable function (defined by Peterzil
and Starchenko) where K = R[
√−1] is the algebraic closure of R. The class of these functions in this
general setting exhibits the nice properties of real analytic functions. We also define strongly R-analytic
functions. These are globally the restriction of a K-differentiable function. We show that in arbitrary
models of important o-minimal theories strongly R-analytic functions abound and that the concept of
analytic cell decomposition can be transferred to non-standard models.
Introduction
The goal of this paper is to extend the notion of real analyticity beyond the case of the
real field.
Recall that given an open set U ⊂ Rn a function f : U → R is real analytic in U if
for every a ∈ U there is a convergent real power series ∑α∈Nn
0
aαx
α ∈ R{x1, . . . , xn} such
that
f(x+ a) =
∑
α∈Nn0
aαx
α
for all x with |x| sufficiently small (see for example Krantz and Parks [14] for generalities
on real analytic functions).
The concept of convergent power series is not suitable for arbitrary ordered or real closed
fields since, for example, in real closed fields of uncountable cofinality only constant se-
quences do converge. So real analyticity cannot be directly transferred to a non-standard
setting.
Let us have a look to the complex case: A function defined on an open subset of Cn
is complex analytic if and only if it is continuous and complex differentiable in every
variable (see for example Gunning and Rossi [9, p. 2]; note that one actually does not
need continuity by the famous theorem of Hartogs, see [9, p. 3]). The second condition is
obviously of first order. Peterzil and Starchenko have used it to define K-differentiability
for functions f : U ⊂ Kn → K that are definable in an o-minimal expansion of a real
closed field R where K = R[
√−1] is the algebraic closure of R which is identified to R2. In
their papers [16, 17] they have developed the basic complex analysis in the non-standard
setting.
Note that by power series expansion a real analytic function is locally the restriction of
a complex analytic function to the reals. In view of the work of Peterzil and Starchenko
we develop from this our definition of R-analyticity: Let M be an o-minimal expansion
of a real closed field R with algebraic closure K = R[
√−1]. Given an open set U ⊂ Rn,
a definable function f : U → R is called R-analytic if for every a ∈ U there is a K-
differentiable function defined on an open neighbourhood of a such that its restriction to
Rn coincides with f around a (compare with [17, Remark 2.26]).
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Moreover, the definable function f : U → R is called strongly R-analytic if it has a
global complexification; i.e. if there is a K-differentiable function defined on an open
neighbourhood of U such that its restriction to Rn coincides with f . As usually Kn is
identified with (R2)n and Rn is viewed as the subset (R× {0})n of Kn.
In Section 1 we give the definitions and prove basic results as Weierstraß preparation
or Weierstraß division for the ring of germs of R-analytic functions. They are mostly
immediate consequences of the results of Peterzil and Starchenko [17]. In Section 2 we
deal with the case where the o-minimal structure expands the real field R. It is obvious
that every R-analytic function is definable and real analytic. The converse does not hold
in general and depends on the structure. For example, the global exponential function
is R-analytic in the o-minimal structure Ran,exp but not in Rexp. It will get also clear
that the category of R-analytic functions behaves in general better than the category of
definable and real analytic functions. A structure over the reals has complexification if
both categories coincide; i.e. if every definable real analytic function is R-analytic. It has
global complexification if every definable real analytic functions is strongly R-analytic.
By Shiota [20, I.6.7], R with its pure field structure has global complexification. Another
example has been established in [11] where it has been shown that the o-minimal structure
Ran of globally subanalytic sets and functions allows parametric global complexification.
The main goal of the present paper is to show that in arbitrary models of important o-
minimal theories, strongly R-analytic functions abound and that the concept of analytic
cell decomposition can be transferred to non-standard models. In Section 3 we introduce
the setting. Section 4 is then devoted to the main results. The first concerns the theory
Tan of the structure Ran (in its natural language).
Theorem A
Let M be a model of the o-minimal theory Tan with universe R. Let f : U → R be a
function on an open subset of Rn that is definable in M (with parameters). Then f is
C∞ if and only if f is strongly R-analytic.
The proof relies on the parametric global complexification of Ran from [11]. We are also
able to show the same result for the theory Trc of real closed fields. The functions that are
semialgebraic on some open semialgebraic set U ⊂ Rn and infinitely often differentiable
are called Nash functions. If R = R then the Nash functions are exactly the functions
that are semialgebraic and real analytic (see Bochnak et al. [3, Chapter 8]). Using the
Artin-Mazur description of Nash functions we obtain the following result.
Theorem B
Let R be a real closed field. Let f : U → R be a semialgebraic function on an open subset
of Rn. Then f is Nash if and only if f is strongly R-analytic.
Notations
We denote by N the set {1, 2, . . .} of natural numbers and set N0 := {0, 1, 2, . . .}. The
graph of a function f : X → Y is denoted by graph(f).
Let U ⊂ Rn be an open set. The R-algebra of real valued functions k-times continuously
differentiable on U where k ∈ N0 ∪ {∞} is denoted by Ck(U). The R-algebra of real
valued functions real analytic on U is denoted by Cω(U). Let V ⊂ Cn be an open set.
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The C-algebra of complex valued functions holomorphic on V is denoted by O(V ).
LetM be an o-minimal structure expanding a real closed field R. Let U ⊂ Rn be an open
set that is definable in M. By DM(U) we denote the R-algebra of R-valued functions
definable inM. Given k ∈ N0∪{∞} the R-algebra of R-valued and k-times differentiable
functions on U is denoted by CkM(U). Let K := R[
√−1] be the algebraic closure of R.
The set K is canonically identified with R2. Let V ⊂ Kn be an open set that is definable
in M. The K-algebra of K-valued functions that are K-differentiable in V in the sense
of Peterzil and Starchenko [16, 17] is denoted by OM(V ).
We denote by R>0 the set {x ∈ R : x > 0}. As usually we write i for the square root of −1
in K identified to (0, 1) in R2. We call Re z := x the real part and Im z := y the imaginary
part of z. Let a ∈ R and let r > 0. We set BR(a, r) := {x ∈ R : |x−a| < r}. Let a ∈ K and
let r > 0. We define the disc BK(a, r) := {x ∈ K : |z−a| < r}. Here given w = x+iy ∈ K
we denote by |w| :=
√
x2 + y2 the euclidean norm of w. Let a = (a1, . . . , an) ∈ Rn resp.
Kn and let r = (r1, . . . , rn) ∈ Rn>0. We define DR(a, r) = DnR(a, r) :=
∏n
j=1BR(aj, rj)
and the polydisc DK(a, r) = D
n
K(a, r) :=
∏n
j=1BK(aj , rj). Given z = x+ iy ∈ K we call
z = x− iy the K-conjugate of z and given z = (z1, . . . , zn) ∈ Kn we call z = (z1, . . . , zn)
the K-conjugate of z.
By Lor = {+,−, ·, 0, 1,≤} we denote the language of ordered rings. The Lor-theory of real
closed field is denoted by Trc. Let Lan be the language Lor augmented by functions symbols
for all restricted analytic functions. The theory of the Lan-structure Ran is denoted by Tan
(see Van den Dries et al. [6]). Note that the sets and functions definable in the o-minimal
structure Ran are the globally subanalytic sets and functions (see Van den Dries and Miller
[8]).
1 Definitions and basic properties
In this section, M denotes a fixed o-minimal structure expanding a real closed field R.
“Definable” means “definable inM with parameters in R”. The algebraic closure R[√−1]
of R is denoted by K.
1.1 R-analytic functions
We introduce R-analytic functions and establish in this setting classical analytic results
(see for example [14] and Ruiz [19]).
1.1 Definition
(a) Let U ⊂ Rn be open and let f : U → R be definable.
Let a ∈ U . We say that f is R-analytic at a if there is an open neighbourhood Ua
of a in U , an open set Va ⊂ Kn with Ua ⊂ Va and a definable function F : Va → K
that is K-differentiable such that F |Ua = f |Ua.
We say that f is R-analytic if f is R-analytic at every a ∈ U .
(b) We set
CωM(U) := {f : U → R : f is definable and R-analytic}.
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1.2 Remark
Note that the function F in the above definition is unique in the following sense. Let
(Ua, F : Va → K) and (U˜a, F˜ : V˜a → K) be two tuples fulfilling part (a) of the above
definition. Then there is an open definable set W ⊂ Kn contained in Va ∩ V˜a such that
W ∩Rn is an open neighbourhood of a and such that F |W = F˜ |W .
Proof:
To see this, let W be the definably connected component of Va ∩ V˜a containing a. Let
z ∈ W ∩ Rn. By the Cauchy-Riemann equations [17, Fact 2.10], we get that all partial
derivatives of G := F − F˜ vanish at z. So G vanishes on W by [17, Theorem 2.13(2)].
1.3 Proposition
Let U ⊂ Rn be open and definable. The following hold:
(1) CωM(U) is an R-algebra. Its set of units is given by
(CωM(U))
∗ = {f ∈ CωM(U) : f(x) 6= 0 for all x ∈ U}.
(2) R[x1, . . . , xn] ⊂ CωM(U) ⊂ C∞M(U).
(3) If f ∈ CωM(U) then ∂f/∂xj ∈ CωM(U) for all j ∈ {1, . . . , n}.
(4) Let f ∈ CωM(U) and let x0 ∈ U . If all partial derivatives of f at x0 vanish, then f
vanishes on a neighbourhood of a in U .
Proof:
This follows immediately from the definition ofR-analyticity and the corresponding results
for K-differentiable functions found in [17, Section 2.2]. 
1.4 Proposition
Let U ⊂ Rm be open and let f ∈ CωM(U). Let W ⊂ Rn be open and let g ∈ (CωM(W ))m
with g(W ) ⊂ U . Then f ◦ g ∈ CωM(W ).
Proof:
Let a ∈ W and let b := g(a) ∈ U . There is an open neighbourhood Wa of a in W , an open
set Va ⊂ Kn with Wa ⊂ Va and G = (G1, . . . , Gn) ∈ (OM(Va))m such that G|Wa = g|Wa.
There is an open neighbourhood Ub of b in U , an open set V˜b ⊂ Km with Ub ⊂ V˜b and
F ∈ OM(V˜b) such that F |Ua = f |Ua. By continuity, we may assume that G(Va) ⊂ V˜b. By
the chain rule, the function H := F ◦G : Va → K is K-differentiable and H|Va = (f ◦g)|Va.
Hence f ◦ g is R-analytic at a.
1.5 Remark
Let U ⊂ Rn be open and f ∈ CωM(U). Let a ∈ U . Then there exist r ∈ Rn>0 and
F ∈ OM(DK(a, r)) such that F |DR(a,r) = f |DR(a,r). The K-differentiable function F is
invariant under K-conjugation; i.e. F (z) = F (z) for all z ∈ D(a, r).
1.6 Lemma
Let V ⊂ Kn be open and let f ∈ OM(V ). Let U := V ∩Rn. Then Re f |U , Im f |U ∈ CωM(U).
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Proof:
We show the case n = 1; the general case is treated completely similarly. Let a ∈ U
and r ∈ R>0 be such that W := DK(a, r) ⊂ V . We set f˜ : W → K, z 7→ f(z). Then
f, f˜ ∈ OM(W ), so g := 12(f + f˜) ∈ OM(W ). Since g|W∩Rn = Ref |W∩Rn, we get that Re f
is R-analytic at a. Using h := 1
2i
(f − f˜) we get that Im f is R-analytic at a. 
1.7 Theorem
Let V ⊂ Kn = R2n be open and f ∈ OM(V ). Then Re f, Im f ∈ CωM(V ).
Proof:
We again consider the case n = 1. Consider ϕ : K2 → K, (z, w) 7→ z + iw, and let
W := ϕ−1(V ) ⊂ K2. Then W is open and V × {0} ⊂ W . Let F := f ◦ ϕ : W → K.
Then clearly F ∈ OM(W ). We have W ∩ R2 = V and, for (x, y) ∈ W ∩ R2, we get
F (x, y) = f(x+ iy). Hence the theorem follows from Lemma 1.6. 
1.8 Definition
Let n ∈ N. By CωM,n we denote the set of germs of functions that are R-analytic in a
neighbourhood of 0 in Rn.
By OM,n we denote the set of germs of functions that are K-differentiable in a neighbour-
hood of 0 in Kn (compare with [17, Section 2.4]).
1.9 Proposition
The following hold:
(1) CωM,n is an integral domain. Its set of units is given by
(CωM,n)
∗ = {f ∈ CωM,n : f(0) 6= 0}.
(2) CωM,n is a local ring. Its unique maximal ideal is
m
ω
M,n := {f ∈ CωM,n : f(a) = 0}.
(3) The map
CωM,n → R[[x1, . . . , xn]], f 7→
∑
α∈Nn0
Dαf
α!
(0)xα,
induced by Taylor expansion is an embedding of R-algebras.
Proof:
This follows immediately from [17, Proposition 2.18]. 
For x = (x1, . . . , xn), we set x
′ := (x1, . . . , xn−1).
1.10 Definition
(a) A germ f(x′, xn) ∈ CωM,n is regular in xn of order d ∈ N0 if
f(0, 0) =
∂f
∂xn
(0, 0) = . . . =
∂d−1f
∂xd−1n
(0, 0) = 0 and
∂df
∂xdn
(0, 0) 6= 0.
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(b) An R-analytic Weierstraß polynomial of degree d ∈ N0 in xn is a function of
the form
h(x′, xn) = a0(x
′) + a1(x
′)xn + . . .+ ad−1(x
′)xd−1n + x
d
n
where a0, . . . , ad−1 ∈ CωM,n−1 with a0(0) = . . . = ad−1(0) = 0.
We obtain the important Weierstraß theorems (compare with [17, Remark 2.26]).
1.11 Theorem (Weierstraß preparation theorem)
Let f(x′, xn) ∈ CωM,n be regular of order d in xn. Then there are a unique R-analytic
Weierstraß polynomial h ∈ CωM,n−1[xn] of degree d and a unique unit u ∈ (CωM,n)∗ such
that f = uh.
Proof:
There is F (z′, zn) ∈ OM,n such that F |Rn = f .
Existence: By [17, Theorem 2.20], there is a definable Weierstraß polynomialH ∈ OM,n−1[zn]
and a unit U ∈ (OM,n)∗ such that F = UH . Define F˜ (z) := F (z). In the same way we de-
fine H˜ and U˜ . Then F = F˜ and hence F = H˜U˜ . By the uniqueness in [17, Theorem 2.20],
we see that H = H˜ and U = U˜ . So h := H|Rn ∈ CωM,n−1[xn] and u := U |Rn ∈ (CωM,n)∗.
The functions h and u clearly do the job.
Uniqueness: Let h, u and hˆ, uˆ be as in the theorem. Let H,U ∈ OM,n such that H|Rn = h
and U |Rn = u. In the same way we define Hˆ and Uˆ . Then H and Hˆ are Weierstraß
polynomials of order d in zn and U and Uˆ are units. We have F = HU = HˆUˆ . By the
uniqueness in [17, Theorem 2.20] we get H = Hˆ and U = Uˆ . Hence h = hˆ and u = uˆ. 
1.12 Theorem (Weierstraß division theorem)
Let f(x′, xn) ∈ CωM,n be regular of order d in xn. Then, for any g ∈ CωM,n, there are unique
q ∈ CωM,n and r ∈ CωM,n−1[xn] with deg(r) < d such that g = qf + r.
Proof:
This follows from [17, Theorem 2.23] with the same arguments as used in the previous
proof. 
We formulate the usual algebraic consequences of the Weierstraß theorems.
1.13 Corollary
Let n ∈ N. The local ring CωM,n is regular of dimension n; in particular, it is noetherian
and factorial. Its maximal ideal is (x1, . . . , xn) and its completion is R[[x1, . . . , xn]].
Proof:
See for example [9, p. 72] and [3, Proposition 8.2.13]. See also [17, Theorem 2.27]. 
The division theorem implies the implicit function theorem.
1.14 Theorem (Implicit function theorem)
Let U ⊂ Rm × Rn be open and let f = f(x, y) ∈ (CωM(U))n. Let (a, b) ∈ U such that
f(a, b) = 0 and
(
(∂fj/∂yk)(a, b)
)
1≤j,k≤n
∈ GL(n,R). Then there are definable neighbour-
hoods V of a and W of b with V × W ⊂ U and a map ϕ = ϕ(x) ∈ (CωM(V ))n with
ϕ(V ) ⊂W such that, for (x, y) ∈ V ×W , f(x, y) = 0 if and only if y = ϕ(x).
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Proof:
We see by Van den Dries [5, p. 113] that we find V,W and a definable continuous function
ϕ : V → W such that, for (x, y) ∈ V ×W , f(x, y) = 0 if and only if y = ϕ(x). Without loss
of generality, we may assume that
(
(∂fj/∂yk)(x, ϕ(x))
)
1≤j,k≤n
∈ GL(n,R) for all x ∈ V .
We show that ϕ ∈ (CωM(V ))n and are done. Let x0 ∈ V . Without loss of generality, we
may assume that x0 = 0 and that ϕ(x0) = 0. Considering germs, it is enough to show the
following.
Claim: Let f ∈ (CωM,m+n)n with f(0, 0) = 0 and
(
(∂fj/∂yk)(0, 0)
)
1≤j,k≤n
∈ GL(n,R).
Then there is ϕ ∈ (CωM,m)n with ϕ(0) = 0 such that f(x, ϕ(x)) = 0.
The arguments for the proof of this claim can be for example found in Denef and Lipshitz
[4, Remarks 1.3 4)]. Doing also induction on n, we present a slightly shorter proof:
n = 1: We have f ∈ CωM,m+1. By assumption f(0, 0) = 0 and (∂f/∂y)(0, 0) 6= 0. So f is
regular of order 1 in y. Using the Weierstraß preparation theorem we find a ∈ CωM,m with
a(0) = 0 and u ∈ (CωW ,m+1)∗ such that
f(x, y) = (y − a(x))u(x, y).
So ϕ := a does the job.
n− 1→ n: Let A := ((∂fj/∂yk)(0, 0))1≤j,k≤n ∈ GL(n,R) and let B := A−1. Let g := Bf .
Then g ∈ (CωM,m+n)n with g(0, 0) = 0 and
(
(∂gj/∂yk)(0, 0)
)
1≤j,k≤n
= In, where In ∈
GL(n,R) denotes the unit matrix. Let h := (g2, . . . , gn) ∈ (CωM,m+1+n−1)n−1. We have
h(0, 0) = 0 and
(
(∂gj/∂yk)((0, 0)
)
2≤j,k≤n
= In−1. By the inductive hypothesis, we find
ψ = (ψ2, . . . , ψn) ∈ (CωM,m+1)n−1 with ψ(0) = 0 and h(x, y1, ψ(x, y1)) = 0. We define
hˆ ∈ CωM,m+1 by hˆ(x, y1) = g1(x, y1, ψ(x, y1)). Since
(
(∂gj/∂yk)(0, 0)
)
1≤j,k≤n
= In, we
obtain
(∂hˆ/∂y1)(0, 0) = (∂g1/∂y1)(0, 0) = 1.
By the base case, we find χ ∈ CωM,m with χ(0) = 0 and hˆ(x, χ(x)) = 0. Define ϕ =
(ϕ1, . . . , ϕn) ∈ (CωM,m)n by
ϕj(x) =
{
χ(x), j = 1,
ψj(x, χ(x)), j > 1.
By construction ϕ(0) = 0 and g(x, ϕ(x)) = 0. Since g = Bf and B ∈ GL(n,R), we get
that f(x, ϕ(x)) = 0 and are done. 
1.2 Strongly R-analytic functions
1.15 Definition
(a) Let U ⊂ Rn be open and let f : U → R be definable. We call f strongly R-
analytic if there is an open set V ⊂ Kn and F ∈ OM(V ) such that U ⊂ V and
F |U = f . We call F : V → K a definable global complexification of f .
(b) We set
Cω∗M(U) := {f : U → R : f is definable and strongly R-analytic}.
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Our use of the word “global” should not be confused with related ones as for example in
the notion of globally subanalytic functions (see [8]) or of global Nash functions (see [3,
Chapter 8]).
1.16 Remark
Let U ⊂ Rn be open and definable. Then Cω∗M(U) ⊂ CωM(U).
The global theory of Section 1.1 can be literally translated to the setting of strongly
R-analytic functions. We mention the following two results.
1.17 Proposition
Let U ⊂ Rn be open and definable. The following hold:
(1) Cω∗M(U) is an R-algebra. Its set of units is given by
(Cω∗M(U))
∗ = {f ∈ Cω∗M(U) : f(x) 6= 0 for all x ∈ U}.
(2) R[x1, . . . , xn] ⊂ Cω∗M(U) ⊂ CωM(U) ⊂ C∞M(U).
(3) If f ∈ Cω∗M(U) then ∂f/∂xj ∈ Cω∗M(U) for all j ∈ {1, . . . , n}.
(4) Let f ∈ Cω∗M(U) and let x0 ∈ U . If all partial derivatives of f at x0 vanish, then f
vanishes on a neighbourhood of a in U .
1.18 Proposition
Let U ⊂ Rm be open and let f ∈ Cω∗M(U). Let W ⊂ Rn be open and let g ∈ (Cω∗M(W ))m
with g(W ) ⊂ U . Then f ◦ g ∈ Cω∗M(W ).
Since CωM,n is also the set of germs of functions that are strongly R-analytic in a neigh-
bourhood of 0 in Rn, we obtain the same local theory as in Section 1.1.
We show additionally a global version of the implicit function theorem.
1.19 Theorem
Let U ⊂ Rm×Rn be open and let f = f(x, y) ∈ (Cω∗M(U))n. Assume that
(
(∂fj/∂yk)(x, y)
)
1≤j,k≤n
∈
GL(n,R) for all (x, y) ∈ U and that there is an open subset V of Rm and a map
ϕ : V → Rn such that
{
(x, y) ∈ U : f(x, y) = 0} = graph(ϕ).
Then ϕ ∈ (Cω∗M(U))n.
Proof:
Note that ϕ is definable since its graph is a definable set by assumption. Let F : W → Kn
be a definable global complexification of f : U → Rn where W is an open subset of
Km×Kn containing U . We get that ((∂Fj/∂wk)(x, y))1≤j,k≤n = ((∂fj/∂yk)(x, y))1≤j,k≤n ∈
GL(n,K) for all (x, y) ∈ U . By shrinkingW we may assume that ((∂Fj/∂wk)(z, w))1≤j,k≤n ∈
GL(n,K) for all (z, w) ∈ W . Applying the implicit function theorem for K-differentiable
functions (which follows from the Weierstraß division theorem [17, Theorem 2.23] in com-
bination with the proof of Theorem 1.14) and the assumptions we find an open definable
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neighbourhood W˜ of U in W , an open subset V˜ of Km and a function Φ : V˜ → Kn such
that {
(z, w) ∈ W˜ : F (z, w) = 0} = graph(Φ).
Again by the implicit function theorem for K-differentiable functions, we obtain that Φ
is K-differentiable. Hence Φ is a definable global complexification of ϕ and we are done.

1.3 R-analytic and strongly R-analytic cell decomposition
It is well-known that cell decomposition holds inM. We use the notation of Van den Dries
[5, Chapter 3 §2]. Let C ⊂ Rn be an (i1, . . . , in)-cell of dimension k. The base of the cell is
the set pi(C) where pi : Rn → Rn−1 denotes the projection on the first n− 1 coordinates.
Note that pi(C) is an (i1, . . . , in−1)-cell. Let l1 < l2 < . . . < lk be such that il1 = . . . =
ilk = 1 and ij = 0 otherwise. We define ρC : R
n → Rk, (x1, . . . , xn) 7→ (xl1 , . . . , xlk). (Note
that R0 = {0}.) We have that ρC(C) is an open set in Rk and that ρC : C → ρC(C) is a
definable homeomorphism.
1.20 Definition
By induction on n we define when a definable cell C ⊂ Rn is R-analytic (resp. strongly
R-analytic).
n = 1: Any cell in R is R-analytic (resp. strongly R-analytic).
n− 1→ n: Let B be the base of C.
Case 1: The cell is of type ”graph”. There is f : B → R continuous and definable
such that
C = graph(f) := {(x′, f(x′)) : x′ ∈ B}.
Then C is R-analytic (resp. strongly R-analytic) if B is R-analytic (resp. strongly R-
analytic) and f ◦ (ρB)−1 : ρB(B)→ R is R-analytic (resp. strongly R-analytic). Note that
ρC(C) = ρB(B) and
(ρC)
−1(a) = ((ρB)
−1(a), (f ◦ (ρB)−1)(a))
for all a ∈ ρC(C).
Case 2: The cell is of type ”band”.
Case 2.1: There are f : B → R and g : B → R continuous and definable with f < g
such that
C = (f, g)B := {(x′, xn) ∈ Rn : x′ ∈ B and f(x′) < xn < g(x′)}.
Then C is R-analytic (resp. strongly R-analytic) if B is R-analytic (resp. strongly R-
analytic) and f ◦ (ρB)−1 : ρB(B) → R and g ◦ (ρB)−1 : ρB(B) → R are R-analytic (resp.
strongly R-analytic). Note that
ρC(C) = (f ◦ (ρB)−1, g ◦ (ρB)−1)ρB(B)
and that (ρC)
−1(a) = ((ρB)
−1(a′), ak) for all a = (a
′, ak) ∈ ρC(C) where k is the dimension
of C.
Case 2.2: There is f : B → R continuous and definable such that
C = (f,+∞)B := {(x′, xn) ∈ Rn : x′ ∈ B and f(x′) < xn}.
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Then C is R-analytic (resp. strongly R-analytic) if B is R-analytic (resp. strongly R-
analytic) and f ◦ (ρB)−1 : ρB(B)→ R is R-analytic (resp. strongly R-analytic). Note that
ρC(C) = (f ◦ (ρB)−1,+∞)ρB(B) and that (ρC)−1(a) = ((ρB)−1(a′), ak) for all a = (a′, ak) ∈
ρC(C) where k is the dimension of C.
Case 2.3: There is g : B → R continuous and definable such that
C = (−∞, g)B := {(x′, xn) ∈ Rn : x′ ∈ B and xn < g(x′)}.
Then C is R-analytic (resp. strongly R-analytic) if B is R-analytic (resp. strongly R-
analytic) and g ◦ (ρB)−1 : ρB(B)→ R is R-analytic (resp. strongly R-analytic). Note that
ρC(C) = (−∞, g ◦ (ρB)−1)ρB(B) and that (ρC)−1(a) = ((ρB)−1(a′), ak) for all a = (a′, ak) ∈
ρC(C) where k is the dimension of C.
Case 2.4: We have
C = (−∞,+∞)B := B × R.
Then C is R-analytic (resp. strongly R-analytic) if B is R-analytic (resp. strongly R-
analytic). Note that ρC(C) = (−∞,+∞)ρB(B) and that (ρC)−1(a) = ((ρB)−1(a′), ak) for
all a = (a′, ak) ∈ ρC(C) where k is the dimension of C.
1.21 Remark
A strongly R-analytic cell is an R-analytic cell.
Assume that M expands the real field. Recall that one defines inductively when a cell is
called analytic: In the case n = 1, every cell is analytic. A cell C ⊂ Rn is analytic if its
base B is an analytic cell and the defining functions are real analytic functions on the real
analytic manifold B. The structure M has analytic cell decomposition if every definable
set can be partitioned into finitely many analytic cells.
1.22 Remark
An R-analytic (resp. strongly R-analytic) cell is an analytic cell.
1.23 Definition
We say that M has R-analytic cell decomposition (resp. strong R-analytic cell
decomposition) if every definable set can be partitioned into finitely many R-analytic
cells (resp. strongly R-analytic cells).
1.24 Remark
Assume thatM expands the real field. IfM has R-analytic (resp. strong R-analytic) cell
decomposition, then it has analytic cell decomposition.
2 Complexification and global complexification
In this section, M denotes a fixed o-minimal structure expanding the field of reals. “De-
finable” means “definable in M with real parameters”.
2.1 Complexification
We want to sort out the o-minimal structures expanding the real field R for which
definable and real analytic = R-analytic.
10
In the complex case the situation is obvious. There we have
definable and holomorphic = C-differentiable,
i.e. (DM(V ))
2 ∩ O(V ) = OM(V ) for all V ⊂ Cn open and definable. In the real analytic
case, the situation is more complicated. Clearly a function that is R-analytic is definable
and real analytic. Hence DM(U)∩Cω(U) ⊃ CωM(U) for all U ⊂ Rn open and definable in
M. In general equality does not hold.
2.1 Example
Let Rexp be the expansion of the real field by the global exponential function exp : R→ R.
Then exp is definable in Rexp and real analytic, but it is not R-analytic. This follows from
the complex exponential function exp, which is given by exp(x+iy) = expx(cosx+i sin x),
and the fact that, by Bianconi [1], no restriction of the sine function to any open and
nonempty interval is definable in R(exp). Actually, by Bianconi [2], every function that
is definable in Rexp and holomorphic, is semialgebraic.
The following definition covers the o-minimal structures for which R-analyticity is the
same as real analyticity and definability.
2.2 Definition
We say thatM has complexification, if for all n ∈ N and all U ⊂ Rn open and definable
in M, every f : U → R definable in M that is real analytic, is R-analytic.
We introduce some notation:
Let f be a germ of a real analytic function at 0 ∈ Rn. Then f can be viewed as a real
convergent power series and hence as a complex convergent power series. So f can be
extended uniquely to the germ fC of a holomorphic function at 0 ∈ Cn.
A function germ is definable in a given o-minimal structure if this holds for one of its
representatives.
2.3 Remark
The structure M has complexification if and only if the following holds:
Let f be a definable function germ that is real analytic. Then the corresponding complex
function germ fC is definable in M.
We denote by Cωn the ring of germs of functions that are real analytic on a neighbourhood
of 0 ∈ Rn, and by DM,n the ring of germs of functions on a neighbourhood of 0 ∈ Rn that
are definable in M.
2.4 Theorem
The following are equivalent:
(i) M has complexification.
(ii) DM,n ∩ Cωn = CωM,n for all n ∈ N.
(iii) Weierstraß division holds for the system (DM,n ∩ Cωn )n∈N.
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Proof:
(i) ⇔ (ii): This is trivial.
(ii) ⇒ (iii): This follows from Theorem 1.12.
(iii) ⇒ (i): The argument goes back to Van den Dries and can be found for example in
D. Miller [15, Proposition 9.1(i)].
Let f ∈ DM,n∩Cωn . We have to show that Re fC, Im fC ∈ DM,2n. We consider the variables
x = (x1, . . . , xn), y = (y1, . . . , yn) and s and t. Then f(x + ty) ∈ DM,2n+1 ∩ Cω2n+1. The
polynomial s2 + t2 is obviously regular of order 2 in t. Dividing f by this polynomial, we
find q(x, y, s, t) ∈ DM,2n+2 ∩Cω2n+2 and r0(x, y, s), r1(x, y, s) ∈ DM,2n+1 ∩Cω2n+1 such that
f(x+ ty) = (s2 + t2)q(x, y, s, t) + r0(x, y, s) + r1(x, y, s)t.
Passing to the complex germs and applying the substitution (x, y, s, t) 7→ (x, y/ε, ε, iε),
for sufficiently small ε > 0, we obtain
fC(x+ iy) = r0(x, y/ε, ε) + iεr1(x, y/ε, ε).
Hence we see that
Re fC(x, y) = r0(x, y/ε, ε) and Im fC(x, y) = εr1(x, y/ε, ε).
So Re fC, Im fC ∈ DM,2n. We are done by Remark 2.3. 
2.5 Example
(1) The o-minimal structure Rexp does not have complexification. Weierstraß division
does not hold for the system (DRexp,n ∩ Cωn )n∈N.
(2) Let M be an o-minimal expansion of Ran. Then M has complexification.
Proof:
(1) follows from Theorem 2.3 and Example 2.1. (2) follows from the fact that every real
analytic function germ is definable in Ran. 
2.6 Remark
Assume that M has complexification. Then an analytic cell is an R-analytic cell.
Proof:
This is proven by induction on n. The base case n = 1 is clear. For the inductive step we
give the proof in the case that the cell is a graph over its base (Case 1 of Definition 1.20);
the other cases are left to the reader. So assume that C = graph(f) ⊂ Rn for a continuous
and definable function f : D → R, where D is the base of C. By the inductive hypothesis
D is an R-analytic cell. The function f ◦ (ρD)−1 : ρD(D)→ R is clearly definable and real
analytic. Since M has complexification, we get that f ◦ (ρD)−1 is R-analytic. Hence by
Definition 3.1 C is an R-analytic cell. 
2.7 Remark
Assume that M has complexification. The following are equivalent.
(i) M has analytic cell decomposition.
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(ii) M has R-analytic cell decomposition.
Proof:
The direction (i) ⇒ (ii) follows from Remark 1.21. The direction (ii) ⇒ (i) follows from
Remark 2.6. 
2.2 Global complexification
2.8 Definition
We say that M has global complexification, if for all n ∈ N and all U ⊂ Rn open
and definable in M, every f : U → R definable in M that is real analytic, is strongly
R-analytic.
The following is obvious.
2.9 Remark
Global complexification implies complexification.
It is not known to us whether there is a structure having complexification but not global
complexification.
2.10 Remark
Assume thatM has global complexification. Then an analytic cell is a strongly R-analytic
cell.
Proof:
Compare the proof of Remark 2.6. 
2.11 Remark
Assume that M has global complexification. The following are equivalent:
(i) M has analytic cell decomposition.
(ii) M has strongly R-analytic cell decomposition.
Proof:
Compare the proof of Remark 2.7. 
2.3 Parametric global complexification
2.12 Definition
Let X ⊂ Rp × Rn and let f : X → R be a function. Given t ∈ Rp we set
Xt := {x ∈ Rn : (t, x) ∈ X}
and
ft : Xt → R, ft(x) = f(t, x).
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2.13 Definition
We say thatM has n-ary parametric global complexification if the following holds
for all n ∈ N. Let p ∈ N0 and let X ⊂ Rp × Rn be a definable set and f : X → R a
definable function such that Xt is open in R
n and ft : Xt → R is real analytic for all
t ∈ Rp. Then there is a definable set Z ⊂ Rp ×Cn containing X and a definable function
F : Z → C such that Zt is open in Cn and Ft : Zt → C is a global complexification of ft
for all t ∈ Rp. We call F : Z → C a definable global complexification of f .
2.14 Remark
If M has parametric global complexification then it has global complexification.
In [11] the following has been shown.
2.15 Theorem
The structure Ran has parametric global complexification.
3 O-minimal theories with complexification and glo-
bal complexification
LetM be an o-minimal structure expanding a real closed field R that is not the reals. Then
one could define R-analytic functions without the necessity to refer to real analyticity.
But often such structures are models of the theory of a structure expanding the real field.
So our goal is to define complexification and global complexification for an o-minimal
theory.
We introduce the notion. Let L be a language extending the language Lor of ordered rings
and let T be an o-minimal L-theory extending the theory of real closed fields.
3.1 Remark
Let M,M′ be models of T expanding the real field. Then M =M′.
Proof:
For example by Pillay and Steinhorn [18, Theorem 3.4], there is an L-isomorphism between
M and M′. Since by Staudt the only ring endomorphism of the real field is the identity
(see Knebusch and Scheiderer [13, Korollar 2 on p. 53]) we see that the isomorphism is
the identity. 
3.2 Definition
If T has a model expanding the field of reals we denote this unique model by RT .
3.3 Definition
(a) We say that the o-minimal theory T has complexification if the following holds:
If T has a model expanding the real field, then his unique model RT has complexi-
fication.
(b) We say that the o-minimal theory T has global complexification if it has com-
plexification and the following holds:
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Let M be a model of T expanding the real closed field R. Then every R-analytic
function is strongly R-analytic.
We are not aware of a theory that has complexification but not global complexification.
3.4 Definition
(a) We say that the o-minimal theory T has universe-analytic cell decomposition
if every model M of T has R-analytic cell decomposition where R is the universe
of M.
(b) We say that the o-minimal theory T has strong universe-analytic cell decom-
position if every model M of T has strong R-analytic cell decomposition where R
is the universe of M.
4 Main Theorems
We show Theorems A and B.
4.1 The theory Tan
4.1 Theorem
Let M be a model of Tan with universe R. Let n ∈ N, let U ⊂ Rn be open and let
f : U → R be a function that is definable in M (with parameters). The following are
equivalent:
(i) The function f is C∞.
(ii) The function f is R-analytic.
(iii) The function f is strongly R-analytic.
Proof:
(iii) ⇒ (ii) follows from Remark 1.16 and (ii) ⇒ (i) follows from Proposition 1.3(2).
(i) ⇒ (iii): We find k ∈ N0, an Lan-formula ψ(y, x) in k + n-variables, an Lan-formula
ϕ(y, x, t) in k + n + 1 variables (where y = (y1, . . . , yk) and x = (x1, . . . , xn)) and some
a ∈ Rk such that, for all x ∈ Rn, M |= ψ(a, x) if and only if x ∈ U and, for all x ∈ U
and t ∈ R, M |= ϕ(a, x, t) if and only if f(x) = t. Let α(y) be an Lan-formula such that,
for all y ∈ Rk, Ran |= α(y) if and only if ψ(y,Rn) is an open subset of Rn. Let β(y) be
an Lan-formula such that, for all y ∈ Rk, Ran |= β(y) if and only if for every x ∈ ψ(y,Rn)
there is exactly one t ∈ R such that Ran |= ϕ(y, x, t). Let A˜ := α(Rk) ∩ β(Rk) and
X˜ := {(y, x) ∈ Rk × Rn : y ∈ A˜ and x ∈ ψ(y,Rn)}.
By construction, we obtain a globally subanalytic function g˜ : X˜ → R where (y, x) ∈ X˜
is mapped to the unique t ∈ R such that Ran |= ϕ(y, x, t). By the parametric version
of Tamm’s theorem (see Van den Dries and Miller [7]) there is some N ∈ N such that
g˜y : X˜y → R is analytic if it is CN . Let γ(y) be an Lan-formula such that, for all y ∈ A˜,
g˜y : Xx → R is CN if and only if Ran |= γ(y). Let A := A˜ ∩ γ(Rk), X := X˜ ∩ (A × Rn)
and g := g˜|X . By construction, g : X → R is a globally subanalytic function such that
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Xy is open in R
n and gy : Xy → R is real analytic for all y ∈ Rk. Since the o-minimal
structure Ran has global complexification by [11] (see Theorem 2.15) we find a definable
global complexification G : Z → C of g. Let ∆(y) be an Lan-formula such that, for all
y ∈ Rk, Ran |= ∆(y) if and only if Zy is open in Cn = R2n and contains Xy, Gy : Zy → C is
a continuous and partially complex differentiable function and Gy|Xy extends gy. Setting
δ := α ∧ β ∧ γ we have that
Ran |= ∀y
(
δ(y)→ ∆(y)).
Since M is a model of Tan we obtain that
M |= ∀y(δ(y)→ ∆(y)).
Since M |= δ(a) by construction and assumption (i) we obtain that M |= ∆(a). This
shows, in view of [17, Definition 2.8], that Ga : Za → K (where K = R[
√−1]) is a
definable global complexification of f . 
4.2 Corollary
The theory Tan has global complexification.
Proof:
That Tan has complexification follows for instance by Example 2.5(2) (note that RTan =
Ran). We obtain the statement of the corollary by Theorem 4.1 (ii)⇒(iii). 
4.3 Corollary
The theory Tan has universe-analytic cell decomposition.
Proof:
The structure Ran has analytic and hence C
∞-cell decomposition (see for example [8]). It
follows that every model of Tan has C
∞-cell decomposition. Theorem 4.1 (i)⇒(iii) gives
the statement of the corollary. 
4.2 The theory Trc
We show the statement of Theorem 4.1 for the theory of real closed fields. Since a real
closed field does not contain necessarily the reals (consider for example the field Ralg of
real algebraic numbers) we have to use an approach different from the proof of Theorem
4.1.
Let R be a real closed field. Recall that functions which are semialgebraic and C∞ are
called Nash functions (see [3, Definition 2.9.3]).
4.4 Theorem
Let R be a real closed field. Let n ∈ N, let U ⊂ Rn be open and let f : U → R be a
semialgebraic function. The following are equivalent:
(i) The function f is Nash.
(ii) The function f is R-analytic.
(iii) The function f is strongly R-analytic.
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Proof:
As in the proof of Theorem 4.1 it suffices to show (i)⇒(iii). Our reasoning is similar to
Shiota [20, I.6.7] where the case of reals has been handled. So let U ⊂ Rn be open and
let f : U → R be a Nash function. By the Artin-Mazur Theorem (see [3, Theorem 8.4.4])
there are q ∈ N0, a nonsingular irreducible algebraic set X ⊂ Rn+q of dimension n, an
open semialgebraic subset V of Rp+q, a Nash diffeomorphism σ : U → X ∩ V and a
polynomial map g : X → R, such that g ◦ σ = f and σ−1 = pi|X∩V where pi : Rn+q → Rn
is the projection on the first n coordinates. Let a ∈ X . Then by [3, Proposition 3.3.8]
there are ha,1, . . . , ha,q ∈ R[x, y] where x = (x1, . . . , xn) and y = (y1, . . . , yq) and a Zariski
open neighbourhood Wa of a in R
n+q such that
X ∩Wa = Z(ha,1, . . . , ha,q) ∩Wa
where Z(ha,1, . . . , ha,q) denotes the zero set of the polynomials ha,1, . . . , ha,q and that the
Jacobian matrix of ha = (ha,1, . . . , ha,q) has constant rank q on Wa. Since, by noether-
anity, X is quasi-compact in the Zariski topology we can cover X by finitely many
sets Wa1 , . . . ,Was . Since pi|X∩V : X ∩ V → U is a Nash diffeomorphism we see that(
(∂har ,j/∂yk)(x, y)
)
1≤j,k≤q
∈ GL(q, R) for all (x, y) ∈ (X∩V )∩War and all r ∈ {1, . . . , s}.
Hence we find for r ∈ {1, . . . , s} an open semialgebraic set Vr ⊂ V ∩ War such that(
(∂hr,j/∂yk)(x, y)
)
1≤j,k≤q
∈ GL(q, R) for all (x, y) ∈ Vr where hr := har |Vr and that
V ⊂ V1∪ . . .∪Vs. For r ∈ {1, . . . , s} let Ur := pi(Vr). Then Ur is open in Rn and contained
in U . We have that
{
(x, y) ∈ Vr : hr(x, y) = 0
}
= graph(σ|Ur).
By Theorem 1.19 we obtain that σ|Ur ∈
(
Cω∗(pi(Uaj )
)m
. Since r ∈ {1, . . . , s} is arbitrary
we get that σ ∈ (Cω∗(U))m. By Proposition 1.17(2) and Proposition 1.18 we get that
f = g ◦ σ is strongly R-analytic. 
4.5 Corollary
The theory Trc has global complexification.
Proof:
That R has global complexification has been shown in [20, I.6.7]. It would follow also from
Theorem 4.1 (i)⇒(iii) (note that the Nash functions in the case R = R are the analytic
semialgebraic functions, see [3, Proposition 8.1.8]). That Trc has global complexification
follows now from Theorem 4.4 (ii)⇒(iii). 
4.6 Corollary
The theory Trc has universe-analytic cell decomposition.
Proof:
Every real closed field allows Nash cell decomposition (see [3, 9.1]). Theorem 4.4 (i)⇒(iii)
gives the claim. 
4.7 Corollary
The field of reals has parametric global complexification.
Proof:
The statement can be obtained by extending the proof of [20, I.6.7]. We show it by a
model-theoretic argument, using Theorem 4.4.
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Assume that R does not have parametric global complexification. Then there are n ∈
N, p ∈ N0, X ⊂ Rp × Rn and a semialgebraic function f : X → R such that Xt is open
and ft : Xt → R is real analytic for every t ∈ Rp and f does not have a definable
global complexification. Let Σ be the collection of all F : Z → C semialgebraic where
Z ⊂ Rp×Cn such that Zt is open in Cn and Ft : Zt → C is holomorphic for every t ∈ Rp.
For F ∈ Σ let ϕF (t) be an Lor(R)-formula expressing that Xt ⊂ Zt and that F |Xt = ft.
Since f does not have a definable global complexification we get that the set
Ξ(t) :=
{¬ϕF (t) : F ∈ Σ}
of Lor(R)-formulas is finitely realizable. By the compactness theorem, we find a real closed
field R containing R and some a ∈ Rp such that R |= ¬ϕF (a) for all F ∈ Σ. Since, by
quantifier elimination, R is an elementary extension of R, the set Xa is an open subset
of Rn and the function fa : Xa → R is Nash. Hence by Theorem 4.4 (i)⇒(iii) we have
that fa has a definable global complexification. So we find some F ∈ Σ such that Fa is a
complexification of fa and hence R |= ϕF (a), contradiction. 
We want to end our paper with the following observation. Huber and Knebusch [10,12] had
the same motivation as Peterzil and Starchenko to generalize the notion of holomorphy to
arbitrary algebraically closed fields of characteristic 0. For this purpose, the former two
have complexified the Artin-Mazur description of Nash functions (which we have used in
the proof of Theorem 4.4) and have introduced the notion of isoalgebraic functions (they
have formulated it in the more general setting of varieties and schemes). We show that
the concept of Peterzil and Starchenko in the semialgebraic setting coincides with the one
of Huber and Knebusch (compare with [17, p. 34]).
4.8 Remark
Let n ∈ N,let V ⊂ Kn be open and let f : V → K be semialgebraic. The following are
equivalent:
(i) The function f is K-differentiable.
(ii) The function f is isoalgebraic.
Proof:
(i) ⇒ (ii): This follows from [12, Theorem 3.3]
(ii) ⇒ (i): This follows from [12, Theorem 4.1] and the fact that the real and imaginary
part of a K-differentiable are C∞ and hence Nash in the semialgebraic setting. 
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