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Abstrat
This paper establishes neessary and suient onditions for the
produts of freely independent unitary operators to onverge in dis-
tribution to the uniform law on the unit irle.
AMS Subjet Classiation: 46L53, 46L54, 60F05
Keywords: Free Probability, Free Multipliative Convolution, Unitary Op-
erators, Limit Theorem
1 Introdution
Suppose X is a unitary n-by-n matrix. Then X has n eigenvalues, whih are
all loated on the unit irle. If we give eah eigenvalue a weight of n−1, then
we an think about the distribution of these eigenvalues as a probability dis-
tribution supported on n points of the unit irle. More generally, if X is a
unitary operator in a nite von Neumann algebra, then we an dene a spetral
probability distribution of X, whih is supported on the unit irle (see, e.g.,
Setion 1.1 in Hiai and Petz [2000℄).
If we have several unitary operators X1, . . . , Xn, then it is natural to ask
about the spetral distribution of their produt. In general, we annot deter-
mine this distribution without more information about relations among oper-
ators X1, . . . , Xn. However, if X1, . . . , Xn are innite-dimensional and, in a
ertain sense, in a general position relative to eah other, then the spetral dis-
tribution of their produt is omputable. The idea of a general position was
∗
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formalized by Voiulesu in his onept of freeness of operators (see Voiulesu
[1983℄,Voiulesu [1986℄, and a textbook by Hiai and Petz [2000℄). If operators
X1, . . . , Xn are free and unitary and their spetral probability distributions
are µ1, . . . , µn, respetively, then the distribution of their produt is deter-
mined uniquely. This distribution is alled the free multipliative onvolution
of measures µ1, . . . , µn and denoted as µ1 ⊠ . . .⊠ µn.
What an we say about the asymptoti behavior of µ(n) =: µ1⊠. . .⊠µn, as n
inreases to innity? In partiular, what are neessary and suient onditions
on µi that ensure that µ
(n)
onverges to the uniform distribution on the unit
irle?
To answer this question, let us dene the expetation with respet to the
measure µi. This is a funtional that maps funtions analyti in a neighborhood
of the unit irle to omplex numbers:
Eµif =:
∫
|ξ|=1
f (ξ) dµi (ξ) .
If unitary operator Xi has the spetral probability distribution µi, then we will
also write:
Ef (Xi) =: Eµif.
In partiular, EXi denotes
∫
|ξ|=1
ξdµi (ξ) . Then the answer is given by the
following theorem:
Theorem 1 Suppose {Xi}
∞
i=1 are free unitary operators with spetral measures
µi. The measures µ
(n)
of the produts Πn =: X1 . . . Xn onverge to the uniform
measure on the unit irle if and only if at least one of the following situations
holds:
(i) There exist two indies i 6= j suh that EXi = EXj = 0;
(ii) There exists exatly one index i suh that EXi = 0, and
∏n
k=i+1 EXk → 0
as n→∞;
(iii) There exists exatly one index i suh that Xi has the uniform distribution;
(iv) EXk 6= 0 for all k, and
∏n
k=1 EXk → 0 as n→∞.
In other words, onvergene of µ(n) to the uniform law implies that
∏n
k=1 EXk →
0, and the only ase when the reverse impliation fails is when EXi = 0 for ex-
atly one Xi, the measure µi is not uniform, and
∏n
k=i+1 EXk 9 0 as n→∞.
Note that ases (ii) and (iii) above are not exlusive. It may happen that both
µi is uniform and
∏n
k=i+1 EXk → 0 as n → ∞. In this ase, both (ii) and (iii)
hold, and µ(n) onverges to the uniform law.
This theorem an be thought of as a limit theorem about free multiplia-
tive onvolutions of measures on the unit irle. There is some literature about
traditional multipliative onvolutions of measures on the unit irle, or more
generally, about onvolutions of measures on ompat groups. For the unit
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irle, this investigation was started by Levy [1939℄. Then it was ontinued by
Kawada and It [1940℄, who studied ompat groups, and Dvoretzky and Wolfowitz
[1951℄ and Vorobev [1954℄, who both onsidered the ase of ommutative nite
groups. These researhers found an important neessary ondition for onver-
gene of onvolutions to the uniform law. This ondition requires that there
should be no normal subgroup suh that the onvolved measures are supported
entirely in an equivalene lass relative to this subgroup. This ondition is
suient if summands are identially distributed. If they are not, then there
are some suient and neessary onditions, whih are espeially useful if the
group is yli. A textbook presentation with further referenes an be found
in Grenander [1963℄.
Reent investigations of onvolutions on groups are mostly onerned with
the speed of onvergene of onvolved measures to the uniform law. For a de-
sription of progress in this diretion, the reader an onsult surveys in Diaonis
[1988℄ and Salo-Coste [2004℄.
It turns out that free onvolutions onverge to the uniform law under muh
weaker onditions than usual onvolutions. As an example, onsider the distri-
butions that are onentrated on −1 and +1. Let measure µk put the weight
pk on +1. Then usual onvolutions remain onentrated on −1 and +1, and
therefore they have no hane to onverge to the uniform distribution on the
unit irle. In ontrast, we will show that free onvolutions do onverge to the
uniform law, provided that either
∏n
k=k0
(2pk − 1)→ 0 for arbitrarily large k0,
or there exist two indies i and j suh that pi = pj = 1/2.
The rest of the paper is organized as follows. Setion 2 provides the nees-
sary bakground. In Setion 3 we outline the proof. Setion 4 derives some
auxiliary results that will be used in the proof. Setion 5 proves the main result
(Theorem 1). Setion 6 derives the key estimate used in the proof. And Setion
7 onludes.
2 Denitions and Bakground
Denition 2 A non-ommutative probability spae is a pair (A, E) , where A
is a unital C∗-algebra of bounded linear operators ating on a omplex separable
Hilbert spae and E is a linear funtional from A to omplex numbers. The op-
erators from algebra A are alled non-ommutative random variables, or simply
random variables, and the funtional E is alled the expetation.
The linear funtional E is assumed to satisfy the following properties (in
addition to linearity): i) E(I) = 1; ii) E(A∗) = E(A); iii) E(AA∗) ≥ 0; iv)
E(AA∗) = 0 implies A = 0; and v) if An → A then E (An) → E (A), where
onvergene of operators is in norm.
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If P (dλ) is the spetral resolution assoiated with a unitary operator A,
then we an dene a measure µ (dλ) = E (P (dλ)) . It is easy to hek that µ
is a probability measure supported on the unit irle. We all this measure, µ,
the spetral probability measure assoiated with operator A and expetation E.
The most important onept in free probability theory is that of free inde-
pendene of non-ommuting random variables. Let a set of r.v. A1, . . . , An be
given. With eah of them we an assoiate an algebra Ai, whih is generated
by Ai; that is, it is the losure of all polynomials in variables Ai and A
∗
i . Let Ai
denote an arbitrary element of algebra Ai.
Denition 3 The algebras A1, . . . ,An (and variables A1, . . . , An that generate
them) are said to be freely independent or free, if the following ondition holds:
ϕ
(
Ai(1)...Ai(m)
)
= 0,
provided that ϕ
(
Ai(s)
)
= 0 and i(s+ 1) 6= i(s).
For more information about non-ommutative probability spaes and free
operators we refer the reader to Setions 2.2 - 2.5 in the book by Voiulesu et al.
[1992℄.
We will use two results regarding the free operators, whih we ite without
proofs. The rst one is formula (2.2.3) on page 44 in Hiai and Petz [2000℄.
Proposition 4 Let A1, . . . ,Am be free sub-algebras of A, and let A1, . . . , An be
a sequene of random variables, Ak ∈ Ai(k) suh that i(k) 6= i(k + 1). Then
E (A1...An) =
n∑
r=1
∑
1≤k1<...<kr≤n
(−1)
r−1
E (Ak1 ) . . . E (Akr )E
(
A1 . . . Âk1 . . . Âkr . . . An
)
,
(1)
where ˆ denotes terms that are omitted.
Remark: Note that on the right-hand side the expetations are taken of the
produts that have no more than n− 1 terms. So a reursive appliation of this
formula redues omputation of E (X1 . . . Xn) to a polynomial in the moments
of the individual variables.
The seond result is the Voiulesu multipliation theorem. To formulate it
we need some additional denitions.
Dene the ψ-funtion of a bounded random variable X as
ψX (z) =:
∞∑
k=1
E
(
Xk
)
zk. (2)
If X is unitary operator with the spetral measure µ, then we an write:
4
ψµ (z) =
∫
|ξ|=1
1
1− ξz
dµ (ξ)− 1.
It is very useful to note that the ψ-funtion is related to the Poisson trans-
form of the measure µ. Indeed, sine
Re
1
1− ξz
=
1− r cos (ω − θ)
1− 2r cos (ω − θ) + r2
,
where ξ = e−iθ and z = reiω , therefore,
Re
1
1− ξz
=
1
2
+ piP (r, ω − θ)
where P (r, θ) is the Poisson kernel :
P (r, θ) =
1
2pi
1− r2
1− 2r cos θ + r2
.
Reall that the Poisson transform of a measure µ supported on the unit
irle is dened as
Uµ (z) =:
∫ pi
−pi
P (r, ω − θ) dµ (θ) ,
where z = reiω . (Here we have identied measures on the unit irle and on the
interval [−pi, pi): µ (dθ) = µ {ξ : |ξ| = 1 and arg ξ ∈ dθ}). Hene,
Uµ (z) =
1
pi
Re ψ (z) +
1
2pi
. (3)
Let ψ−1X (u) denote the funtional inverse of ψX (z) in a neighborhood of
z = 0, where ψX (z) is as dened in (2). (This inversion is possible provided
that E (X) 6= 0.) Dene also
SX (u) =
u+ 1
u
ψ−1X (u) .
Theorem 5 [Voiulesu℄ Suppose X and Y are bounded free random variables.
Suppose also that E (X) 6= 0 and E (Y ) 6= 0. Then
SXY (z) = SX (z)SY (z) .
The original proof an be found in Voiulesu [1987℄. A simpler proof was
given by Haagerup [1997℄. Using this theorem, it is possible to ompute the
free onvolution of two measures, µ1 and µ2. First, we an ompute their ψ-
funtions, ψµ
1
and ψµ
2
. Then we invert them and obtain the S-funtions, Sµ
1
and Sµ
2
. Their produt is the S-funtion of the free onvolution, Sµ
1
⊠µ
2
, and
we an ompute ψµ
1
⊠µ
2
by inversion. This determines the Poisson transform of
µ1 ⊠ µ2, from whih we an determine the measure itself. (For the one-to-one
relation of Poisson transforms and orresponding measures, see Theorem I.3.1
on page 15 and a omment on page 20 in Garnett [1981℄.)
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3 Outline of the Proof
Let Πn denote the partial produts: Πn = X1 . . . Xn. We denote E (Xi) as ai,
and E (Πn) as a(n). First, note that it is enough to onsider the ase when all ai
are real and non-negative. Indeed, for an arbitrary sequene of real onstants
θn, the sequene of operators e
iθnΠn onverges in distribution to the uniform
law if and only if the sequene Πn onverges in distribution to the uniform law.
(Indeed, if, say, Πn does not onverge in distribution to the uniform law, then
we an nd an integer k suh that
∣∣∣∫ 2pi0 eikθµ(n) (dθ)∣∣∣ 9 0, where µ(n) denotes
the measure of Πn.But then
∣∣∣∫ 2pi0 eikθeiθnµ(n) (dθ)∣∣∣ = ∣∣∣∫ 2pi0 eikθµ(n) (dθ)∣∣∣ 9 0,
and this implies eiθnΠn does not onverge in distribution to the uniform law.)
Therefore if ai = E (Xi) is not real and positive, then we an replae Xi with
e−i arg aiXi without aeting the onvergene of Πn.
We divide the analysis into the following ases:
Case I a(n) 9 0.
Case II a(n) → 0, and there are at least two indies, i and j, suh that
ai = aj = 0.
Case III a(n) → 0, and for all i, ai > 0.
Subase III.1 lim inf ai = 0.
Subase III.2 lim inf ai = a > 0.
Case IV a(n) → 0, and there exists exatly one index i, suh that ai = 0.
We will show that without loss of generality we an assume in this ase that
a1 = 0, and ak > 0 for all k > 1.
Subase IV.1 X1 has the uniform distribution.
Subase IV.2 X1 does not have the uniform distribution, and
∏n
k=2 an →
0 as n→∞.
Subase IV.3 X1 does not have the uniform distribution, and
∏n
k=2 an 9
0 as n→∞.
We will show that Πn does not onverge to the uniform law if and only if
either Case I or Case IV.3 holds.
4 Auxiliary Lemmas
We will need to perform funtional inversions. A useful tool for doing this is
Lagrange's formula.
Lemma 6 [Lagrange's inversion formula℄ Suppose that (i) f is a funtion of a
omplex variable z, whih is analyti in a neighborhood of z = 0, (ii) f (0) = 0,
and (iii) f ′ (0) = a 6= 0. Then the funtional inverse of f (z) is well dened in a
neighborhood of 0, and the Taylor series of the inverse is given by the following
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formula:
f−1 (u) =
u
a
+
∞∑
k=2
[
1
k
resz=0
1
f(z)k
]
uk,
where resz=0 denotes the Cauhy residue at 0. In addition,
f−1 (u) =
u
a
+
∞∑
k=2
[
1
2piik
∮
γ
dz
f(z)k
]
uk,
where γ is a irle around 0, inside whih f has only one zero.
For a proof see Setion 7.32 in Whittaker and Watson [1927℄.
We will also use the lemmas below:
Lemma 7 Suppose A and B are free unitary operators, |E (A)| ≤ a and |E (B)| ≤
b. Then for all integer k ≥ 1,∣∣∣E [(AB)k]∣∣∣ ≤Mkmax (a, b)
for ertain onstants Mk, whih depend only on k.
Proof : If we expand E
[
(AB)k
]
using Proposition 4, then we an observe
that eah term in the expansion ontains either E (A) or E (B) as a separate
multiple. The remaining multiples in this term are ≤ 1 in absolute value; there-
fore, we an bound eah term by max (a, b) . The number of terms in this ex-
pansion is bounded by a onstant, Mk. Therefore,
∣∣∣E [(AB)k]∣∣∣ is bounded by
Mkmax (a, b) . QED.
In the following lemmas we use the fat that the sequene of probability mea-
sures µi, supported on the unit irle, onverges to the uniform law if and only
if all their moments onverge to 0, that is, i for eah k ≥ 1,
∫
|ξ|=1
ξkdµi (ξ)→ 0
as i→∞. For ompleteness we give a proof of this result.
Let us dene c
(i)
k =:
∫
|ξ|=1
ξkdµi (ξ) . Note that for a xed i, c
(i)
k are oe-
ients in the Taylor series of ψi (z), i.e., the ψ-funtion of the measure µi.
Lemma 8 Let µi be a sequene of measures supported on the unit irle. If for
eah k the oeients c
(i)
k → 0 as i→∞, then ψi (z)→ 0 uniformly on ompat
subsets of the open unit dis.
Proof : Let Ω be a ompat subset of the open unit dis, and let Ω ⊂ Dr,
where Dr denotes a losed dis with the radius r < 1. Fix an ε ∈ (0, 1) . Then
we an nd suh a k0 that ∣∣∣∣∣
∞∑
k=k0
c
(j)
k z
k
∣∣∣∣∣ < ε/2
7
for all z ∈ Dr and all j. Indeed,
∣∣∣c(j)k ∣∣∣ ≤ 1, and therefore,∣∣∣∣∣
∞∑
k=k0
c
(j)
k z
k
∣∣∣∣∣ ≤ rk01− r ,
so we an take k0 to be any integer greater than or equal to log(ε (1− r) /2)/ log r.
Given k0, we hoose a j0 so large that for all j > j0 and all k < k0, we have∣∣∣c(j)k ∣∣∣ < ε/ (2k0) . This is possible beause by assumption for eah k oeients
c
(j)
k onverge to zero as j → ∞, and we onsider only a xed nite number of
possible k.
Consequently, ∣∣∣∣∣
k0−1∑
k=1
c
(j)
k z
k
∣∣∣∣∣ ≤
k0−1∑
k=1
∣∣∣c(j)k ∣∣∣ < ε/2
for every j > j0 and all z ∈ Dr. Therefore,∣∣∣∣∣
∞∑
k=1
c
(j)
k z
k
∣∣∣∣∣ < ε
for every j > j0 and all z ∈ Dr. Therefore, ψj (z) → 0 uniformly on Dr, and
therefore on Ω. Sine Ω was arbitrary, we have proved that ψj (z)→ 0 uniformly
on ompat subsets of the unit dis. QED.
The fat that ψj (z)→ 0 implies that the Poisson transforms of measures µj
onverge to
1
2pi , and therefore µj → ν, where ν is the uniform measure on the
unit dis. Indeed, we only need to invoke the following result:
Proposition 9 If Poisson transforms Uµj (z)→ 1/ (2pi) uniformly on ompat
subsets of the unit dis, then µj weakly onverges to ν, where ν is the uniform
probability measure on the unit irle.
Proof: This proposition diretly follows from Theorem I.3.1 on page 15 in
Garnett [1981℄, adapted to the ase of measures on the unit dis. QED.
Lemma 10 Suppose {An}
∞
n=1 is a sequene of unitary operators that onverges
in distribution to the uniform law. Let {Bn}
∞
n=1 be another sequene of unitary
operators, and let the operator Bn be free of the operator An for every n. Then
the sequene of produts BnAn onverges in distribution to the uniform law.
Also, the sequene AnBn onverges to the uniform law.
Proof: Let a
(n)
k =: E
(
(An)
k
)
. By assumption, for eah xed k, the moment
a
(n)
k → 0 as n→∞. If we represent E
(
(BnAn)
k
)
as a polynomial in individual
moments of Bn and An, then all terms of this polynomial ontain at least one of
8
the moments a
(n)
i , i ≤ k, whih are perhaps multiplied by some other moments.
All of these other moments are less than 1 in absolute value. Therefore, we an
write the following estimate:∣∣∣E ((BnAn)k)∣∣∣ ≤M ′kmax
i≤k
{
a
(n)
i
}
,
where M ′k is the number of terms in the polynomial. If k is xed and n is
growing, then the assumption that An onverges in distribution to the uniform
law implies that maxi≤k
{
a
(n)
i
}
onverges to zero. Therefore, all moments of
BnAn onverge to zero as n→∞, and therefore, by Lemma 8 and Proposition
9, the sequene BnAn onverges in distribution to the uniform law. A similar
argument proves that AnBn onverges in distribution to the uniform law. QED.
Lemma 11 Suppose that B is a unitary operator, {An} is a sequene of unitary
operators, B is free from eah of An, E (B) 6= 0, and the sequene An does not
onverge to uniform law. Then the sequene of produts BAn does not onverge
to the uniform law.
Proof: The ondition that the sequene An does not onverge to the uniform
law means that for some xed k the sequene of k-th moments of An does
not onverge to zero as n → ∞. Let k be the smallest of these indies. By
seleting a subsequene we an assume that
∣∣E (Akn)∣∣ > α > 0 for all n. Consider
E
(
(BAn)
k
)
:
E
(
(BAn)
k
)
= [E (B)]k E
(
Akn
)
+ . . . ,
The number of the terms aptured by . . . is nite and depends only on k. Eah
of these terms inludes at least one of E
(
Ain
)
where i < k, and other multipliers
in this term are less than 1 in absolute value. Therefore, eah of these terms
onverges to zero. Hene, for any ε > 0, there exist suh N that for all n > N,
the sum of the terms aptured by . . . is less than ε in absolute value. Take
ε = |E (B)|
k
α/2. Then for n > N, we have:∣∣∣E ((BAn)k)∣∣∣ ≥ |E (B)|k α/2.
Therefore, the sequene of produts BAn does not onverge to the uniform law.
QED.
Lemma 12 Suppose that B is a unitary random variable, {An} is a sequene of
unitary random variables, B is free from eah of An, B is not uniform, and the
sequene of expetations E (An) does not onverge to zero. Then the sequene
of produts BAn does not onverge to the uniform law.
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Proof: By seleting a subsequene we an assume that |E (An)| > α > 0
for all n. The assumption that B is not uniform means that for some k ≥ 1,
E
(
Bk
)
6= 0. Let k be the smallest of suh k. Consider E
(
(BAn)
k
)
:
E
(
(BAn)
k
)
= [E (An)]
k
E
(
Bk
)
+ . . . ,
Eah of the terms in . . . inludes one of E
(
Bi
)
where i < k. Therefore, all
terms in . . . are zero. Hene,∣∣∣E ((BAn)k)∣∣∣ = ∣∣∣[E (An)]k E (Bk)∣∣∣ > αk ∣∣E (Bk)∣∣ .
Therefore, the sequene of produts BAn does not onverge to the uniform law.
QED.
5 Analysis
We use the following notation: ψi and Si denote ψ- and S-funtions for variables
Xi (and measures µi), and ψ(n) and S(n) denote these funtions for variables
Πn (and measures µ
(n)
).
Case I: a(n) 9 0.
Sine E (Πn) = a(n), therefore, if a(n) 9 0, then E (Πn) 9 0. Hene, Πn
annot onverge to the uniform measure on the unit irle.
Case II a(n) → 0, and there are at least two indies i and j suh
that ai = aj = 0.
Assume without loss of generality that j > i. Consider Πn with n ≥ j and
dene X =: X1 . . . Xi and Y =: Xi+1 . . .Xn. Then Πn = XY, and E (Y ) =
E (X) = 0. Using Lemma 7, we obtain that
∣∣∣E [(Πn)k]∣∣∣ = 0 for every k > 0.
Therefore, the ψ-funtion of Πn is zero, and Πn has the uniform distribution on
the unit irle.
Case III a(n) → 0, and for all i, ai > 0.
Subase III.1 lim inf ai = 0.
In this ase we an nd a subsequene ani that monotonially onverges to
zero.
Now, onsider Πj , where j ∈ [ni, ni+1) . Then we an write Πj = XY, where
X = X1 . . .Xni−1, and Y = Xni . . . Xj. Then EX ≤ ani−1 and EY ≤ ani ≤
ani−1 .
Applying Lemma 7 we get∣∣E (Πkj )∣∣ ≤Mkani−1 .
This implies that for a xed k,
∣∣E (Πkj )∣∣ approahes zero as j →∞. By Lemma
8 and Proposition 9, this establishes that Πj onverges to the uniform law.
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Case III a(n) → 0, and for all i, ai > 0
Subase III.2 lim inf ai = a > 0.
Let us hoose suh an a that 0 < a < a. Starting from some j0, aj ∈ (a, 1) .
Let Π˜n = Xj0 . . .Xn+j0−1. Then, by Lemmas 10 and 11, Π˜n onverges to the
uniform law if and only if Πn onverges to the uniform law Hene, without loss
of generality we an restrit our attention to the ase when ak ∈ (a, 1) for all k.
Lemma 13 Suppose 1 ≥ ak > 0 for all k, and let αi =: 1−ai. Then
∏n
i=1 ai →
0 if and only if
∑n
i=1 αi →∞.
This is a standard result. For a proof see Setion 2.7 inWhittaker and Watson
[1927℄.
Sine log (1− αi) ≤ −αi, we also have the following estimate, whih we will
nd useful later.
n∏
i=1
ai ≤ exp
(
−
n∑
i=1
αi
)
. (4)
To prove onvergene to the uniform law, we have to establish that for every
k > 0 the oeient c
(n)
k in the Taylor expansion of funtion ψ(n) (z) approahes
zero as n→∞. We know from Lemma 6 that
kc
(n)
k = resz=0
1[
ψ−1(n) (z)
]k ;
therefore, our main task is to estimate this residual. This is the same as esti-
mating the oeient before the term zk−1 in the Taylor expansion of
f (z) =
[
z
ψ−1(n) (z)
]k
.
We will approah this problem by using the Cauhy inequality (see Setion 5.23
in Whittaker and Watson [1927℄). Applied to the oeient before zk−1 in the
Taylor expansion of f (z) , this inequality says that∣∣∣kc(n)k ∣∣∣ ≤ M (r)rk−1 , (5)
where r > 0 is suh that f (z) is analyti inside |z| = r, and
M (r) =: max
|z|=r
|f (z)| .
It is easy to hek that the onstant in the Taylor expansion of z/ψ−1(n) (z) is
a(n). So M (0) = a(n), whih approahes zero as n→ ∞. The main question is
how large we an take r, so thatM (r) remains relatively small. In other words,
we want to minimize the right-hand side of (5) by a suitable hoie of r.
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Proposition 14 Suppose that EXi = ai > a for eah i and that a(n) =:∏n
i=1 ai → 0. Let αi = 1 − ai. Then for all suiently large n, the follow-
ing inequality holds:
∣∣∣c(n)k ∣∣∣ ≤ ( Ca2
)k [( n∑
i=1
αi
)
exp
(
−
n∑
i=1
αi
)]k
,
where C = 217.
Proof: The main tool in the proof is the following proposition:
Proposition 15 Suppose that αi =: 1 − ai < 1 − a for eah i, and that z and
n are suh that
|z| ≤
a2
6684
min
1,
(
n∑
i=1
αi
)−1 .
Then, ∣∣∣∣∣ zψ−1(n) (z)
∣∣∣∣∣
k
≤
(
2e2
)k (∏n
i=1
ai
)k
.
We will prove this proposition in the next setion and assume for now that
it holds.
Let n0 be so large that
∑n0
i=1 αi > 1. (We an nd suh n0 beause by Lemma
13,
∑n
i=1 αi → ∞ as n → ∞.) In partiular, this implies that
∑n
i=1 αi > 1 for
every n ≥ n0. Dene rn =: a
2 (
∑n
i=1 αi)
−1
/6684. Then, using Proposition 15
and formulas (5) and (4), we get:∣∣∣kc(n)k ∣∣∣ ≤ (2e2)k (∏ni=1 ai)k
(
6684
a2
∑n
i=1
αi
)k−1
≤
[
217
a2
(∑n
i=1
αi
)
exp
(
−
∑n
i=1
αi
)]k
,
provided that n ≥ n0. QED.
Using Lemma 13, we get the following Corollary:
Corollary 16 If the assumptions of Proposition 14 hold, then for eah k, the
oeient c
(n)
k → 0 as n→∞.
This Corollary shows that in Case III.2 the produt Πn onverges to the
uniform law.
Case IV a(n) → 0, and there exists exatly one index i, suh that
ai = 0.
First, we want to show that without loss of generality we an assume in this
ase that a1 = 0, and ak > 0 for all k > 1. Indeed, suppose ai = 0 for i > 1,
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and aj > 0 for j < i. Let X = X1 . . . Xi−1 and let Π˜n = Xi . . .Xi+n−1. Then
E (X) 6= 0, and using Lemmas 10 and 11, we onlude that Πn onverges to the
uniform law if and only if Π˜n onverges to the uniform law.
Subase IV.1 X1 has the uniform distribution.
In this ase all moments of X1 are zero, i.e., E
(
Xk1
)
= 0 for all k > 0, and
Proposition 4 implies that all moments of Πn are zero. Therefore, Πn is uniform
for all n.
Subase IV.2X1 does not have the uniform distribution, and
∏n
k=2 an →
0 as n→∞.
By Case III, the produt X2 . . . Xn onverges to the uniform law, and using
Lemma 10, we onlude that Πn also onverges to the uniform law.
Subase IV.3X1 does not have the uniform distribution and
∏n
k=2 an 9
0 as n→∞.
Applying Lemma 12 to B = X1 and A = X2 . . .Xn, we onlude that Πn
does not onverge to the uniform law.
6 Proof of Proposition 15
Let
f(z) =:
(
z
ψ−1(n) (z)
)k
.
Using Theorem 5, we an write this funtion as follows:
f(z) =
(
zn
(1 + z)
n−1
n∏
i=1
1
ψ−1i (z)
)k
. (6)
We want to estimate |f (z)| for all suiently small z. We start with some
auxiliary estimates, whih will later allow us to estimate ψi (z) , and then ψ
−1
i (z)
for small z.
Lemma 17 Suppose µ is a probability measure on [−pi, pi) suh that∣∣∣∣∫ pi
−pi
(
eiθ − 1
)
dµ (θ)
∣∣∣∣ ≤ α. (7)
Then, i) ∫ pi
−pi
θ2dµ (θ) ≤
pi2
2
α < 5α;
ii) ∣∣∣∣∫ pi
−pi
θdµ (θ)
∣∣∣∣ ≤ (1 + pi312
)
α < 4α, and
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iii) if k > 2, then ∫ pi
−pi
|θ|
k
dµ (θ) ≤
pik
2
α.
Proof: Condition (7) implies that∫ pi
−pi
(1− cos (θ)) dµ (θ) ≤ α
and that ∣∣∣∣∫ pi
−pi
sin (θ) dµ (θ)
∣∣∣∣ ≤ α.
Sine 1− cos θ ≥
(
2/pi2
)
θ2, from the rst of these inequalities we infer that:∫ pi
−pi
θ2dµ (θ) ≤
(
pi2/2
)
α,
whih proves laim i) of the lemma.
Next, note that |sin θ − θ| ≤ |θ|
3
/6, and that
1
6
∫ pi
−pi
|θ|
3
dµ (θ) ≤
pi
6
∫ pi
−pi
θ2dµ (θ) ≤
pi3
12
α.
Therefore,∣∣∣∣∫ pi
−pi
θdµ (θ)
∣∣∣∣ ≤ ∣∣∣∣∫ pi
−pi
sin (θ) dµ (θ)
∣∣∣∣ + ∣∣∣∣∫ pi
−pi
(θ − sin (θ)) dµ (θ)
∣∣∣∣
≤ α+
pi3
12
α.
This proves laim ii) of the lemma.
For laim iii), note that∫ pi
−pi
|θ|
k
dµ (θ) ≤ pik−2
∫ pi
−pi
|θ|
2
dµ (θ) ≤
pik
2
α.
QED.
Lemma 18 Suppose Condition (7) holds, and k is a positive integer. Then∣∣∣∣∫ pi
−pi
(
eikθ − 1
)
dµ (θ)
∣∣∣∣ ≤ 7k3α.
Proof: First, remark that 1− cos (kθ) ≤ (kθ)
2
/2 and therefore∣∣∣∣∫ pi
−pi
(cos kθ − 1) dµ (θ)
∣∣∣∣ ≤ k22
∫ pi
−pi
θ2dµ (θ)
≤
pi2k2
4
α.
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Next, we will use |sin (kθ)− kθ| ≤ (k |θ|)
3
/6 and write∣∣∣∣∫ pi
−pi
sin (kθ) dµ (θ)
∣∣∣∣ ≤ ∣∣∣∣∫ pi
−pi
kθdµ (θ)
∣∣∣∣+ ∣∣∣∣16
∫ pi
−pi
(k |θ|)
3
dµ (θ)
∣∣∣∣
≤ k
(
1 +
pi3
12
)
α+
1
6
k3
pi3
2
α
≤ k3
(
1 +
pi3
6
)
α.
Consequently,∣∣∣∣∫ pi
−pi
(
eikθ − 1
)
dµ (θ)
∣∣∣∣ ≤ α
√
pi4k4
16
+ k6
(
1 +
pi3
6
)2
≤ 7k3α.
QED.
Lemma 19 Let X be unitary and EX = a > 0. If |z| ≤ 1/2 and 1 − a ≤ α,
then ∣∣∣∣ψX (z)− az1− z
∣∣∣∣ ≤ 716α |z|2 .
Proof: We an write:
ψX (z)−
az
1− z
=
∞∑
k=2
(
E
(
Xk
)
− a
)
zk.
Therefore, using Lemma 18, we estimate:∣∣∣∣ψX (z)− az1− z
∣∣∣∣ ≤ ∞∑
k=2
(∣∣E (Xk)− 1∣∣+ |1− a|) zk
≤ 7α |z|
2
∞∑
k=0
[
(k + 2)3 + 1/7
]
|z|
k
≤ 716α |z|
2
.
(Note that 716 is the exat value of the sum 7
∑∞
k=0
[
(k + 2)3 + 1/7
]
2−k.) QED.
To derive a similar estimate for ψ−1X (z), we need a ouple of preliminary
lemmas.
Lemma 20 Suppose X is unitary and EX = a > 0. Then the funtion ψX (z)
has only one zero (z = 0) in the area |z| < a/3 . If |z| = a/3, then |ψX (z)| ≥
a2/6.
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Proof : Write the following estimate:
|ψX (z)− az| =
∣∣∣∣∣
∞∑
k=2
E
(
Xk
)
zk
∣∣∣∣∣
≤ |z|
∞∑
k=1
|z|
k
=
|z|
1− |z|
|z| <
a
2
|z| ,
if |z| < a/3. By Rouhe´'s theorem, ψX (z) has only one zero in |z| < a/3. The
seond laim also follows immediately from this estimate. QED.
Lemma 21 Suppose X is unitary and EX = a > 0. Then the funtion ψ−1X (z)
is analytial for |z| < a2/6. If |z| ≤ a2/12, then∣∣ψ−1X (z)∣∣ ≤ 2a |z| .
Proof: Using Lagrange's formula, we an write
ψ−1X (z) =
z
a
+
∞∑
k=2
ckz
k,
where
ck =
1
2pii
1
k
∮
γ
du
[ψX (u)]
k
.
By the previous lemma, we an use the irle with the enter at 0 and radius
a/3 as γ, and then we an estimate ck as follows:
|ck| ≤
a/3
k (a2/6)
k
=
2
ka
(
6
a2
)k−1
. (8)
It follows that the power series for ψ−1X (z) onverges in |z| < a
2/6. If |z| < a2/12,
then we an estimate ψ−1X (z):∣∣ψ−1X (z)∣∣ ≤ |z|a
(
1 + a
∞∑
k=2
|ck| |z|
k−1
)
≤
|z|
a
(
1 +
∞∑
k=2
(
6
a2
)k−1
|z|
k−1
)
≤
|z|
a
1
1− 6
a2
|z|
≤
2
a
|z| ,
where in the seond line we used inequality (8). QED.
Lemma 22 Let X be unitary and EX = a > 0. If |z| ≤ a2/12, and α ≥ 1− a,
then ∣∣∣∣ ψ−1X (z)z/ (a+ z) − 1
∣∣∣∣ ≤ 3342a2 α |z| .
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Proof: First of all, by Lemma 21∣∣ψ−1X (z)∣∣ ≤ 2a |z|
for |z| ≤ a2/12.
Now we use the funtional equation for ψ−1X (z):
ψX
(
ψ−1X (z)
)
= z.
If |z| ≤ a2/12, then
∣∣ψ−1X (z)∣∣ ≤ 2 |z| /a ≤ a/6 < 1/2 and we an apply Lemma
19 to get: ∣∣∣∣z − aψ−1X (z)1− ψ−1X (z)
∣∣∣∣ ≤ 716α ∣∣ψ−1X (z)∣∣2
≤ 716α
4
a2
|z|
2
=
2864α
a2
|z|
2
.
Next, we write this as∣∣z − (a+ z)ψ−1X (z)∣∣ ≤ ∣∣1− ψ−1X (z)∣∣ 2864αa2 |z|2
≤
7
6
2864α
a2
|z|
2
<
3342α
a2
|z|
2
.
(In the seond inequality we used the fat that
∣∣ψ−1X (z)∣∣ ≤ 1/6 if |z| ≤ a2/12.)
It follows that ∣∣∣∣ ψ−1X (z)z/ (a+ z) − 1
∣∣∣∣ ≤ 3342a2 α |z| .
QED.
Lemma 23 Let EXi = ai and assume that for eah i, it is true that ai ≥ a.
Assume also that |z| ≤ a2/3342 and let αi =: 1− ai. Then∣∣∣∣∣
n∏
i=1
1
ψ−1i (z)
∣∣∣∣∣ ≤
∏n
i=1 ai
|z|
n
n∏
i=1
1
1− ci |z|
∣∣∣∣∣
n∏
i=1
(
1 +
z
ai
)∣∣∣∣∣ ,
where ci = 3342αi/a
2
i .
Proof: From Lemma 22 we infer that∣∣ψ−1i (z)∣∣ ≥ ∣∣∣∣ zai 11 + z/ai
∣∣∣∣ (1− 3342αia2i |z|
)
.
Multiplying these inequalities together and inverting both sides, we get the
desired result. QED.
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Lemma 24 Under the assumptions of the previous lemma, the following in-
equality holds:
|f (z)| ≤
(
|1 + z|
∏n
i=1
ai
n∏
i=1
1
1− ci |z|
∣∣∣∣∣
n∏
i=1
1 + z/ai
1 + z
∣∣∣∣∣
)k
, (9)
where ci = 3342αi/a
2
i .
Proof: The laim of this lemma is a diret onsequene of Lemma 23 and
equality (6). QED.
We will estimate terms in the produt on the right-hand side of (9) one by
one.
Lemma 25 Suppose that αi =: 1− ai < 1− a for eah i, and that
|z| ≤
a2
6684
min
1,
(
n∑
i=1
αi
)−1 .
Then ∣∣∣∣∣
n∏
i=1
1 + z/ai
1 + z
∣∣∣∣∣ ≤ e.
Proof: We write:∣∣∣∣∣
n∏
i=1
1 + z/ai
1 + z
∣∣∣∣∣ = exp
(
Re
n∑
i=1
log
(
1 +
αi
ai
z
1 + z
))
.
Reall that Re log (1 + u) ≤ |u| if |u| < 1. Under our assumption about |z| , it is
true that ∣∣∣∣αiai z1 + z
∣∣∣∣ < 1.
Therefore we an write:∣∣∣∣∣
n∏
i=1
1 + z/ai
1 + z
∣∣∣∣∣ ≤ exp
(∣∣∣∣ z1 + z
∣∣∣∣ n∑
i=1
αi
ai
)
≤ exp
(
2
a
|z|
∑
αi
)
≤ e.
QED.
Lemma 26 Suppose that αi =: 1− ai < 1− a for eah i, and that
|z| ≤
a2
6684
min
1,
(
n∑
i=1
αi
)−1 .
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Then,
n∏
i=1
1
1− ci |z|
≤ e,
where ci = 3342αi/a
2
i .
Proof: We use the inequality log (1− u) ≥ −2u, whih is valid for u ∈
(0, 1/2) , and write:
n∏
i=1
1
1− ci |z|
= exp
(
−
n∑
i=1
log (1− ci |z|)
)
≤ exp
(
2 |z|
n∑
i=1
ci
)
≤ exp
[
6684
a2
(
n∑
i=1
αi
)
|z|
]
≤ e.
QED.
Finally, note that if |z| ≤ a2/6684, then |1 + z| ≤ 2. Colleting all the piees,
we obtain that if
|z| ≤
a2
6684
min
1,
(
n∑
i=1
αi
)−1
then:
|f (z)| ≤
(
2e2
)k (∏n
i=1
ai
)k
.
This ompletes the proof of Proposition 15.
7 Conlusion
We have derived suient and neessary onditions for the produt of free uni-
tary operators to onverge in distribution to the uniform law. If essential on-
vergene denotes the situation when the partial produts ontinue to onverge
even after an arbitrary nite number of terms are removed, then the neessary
and suient ondition for essential onvergene is that the produts
∏n
i=k0
EXi
onverges to zero for all k0, that is, that the produts of expetations essentially
onverge to zero. Essential onvergene implies onvergene. In addition, non-
essential onvergene an our when there is either a term that has the uniform
distribution, or there are two terms that have zero expetation. In the latter
ase onvergene ours beause the produt of these two terms has the uniform
distribution.
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