Abstract. Given an algebra A, and terms s(x 1 , x 2 , . . . x k ) and t(x 1 , x 2 , . . . x k ) of the language of A, we say that s and t are separated in A iff for all a 1 , a 2 . . . a k ∈ A, s(a 1 , a 2 , . . . a k ) and t(a 1 , a 2 , . . . a k ) are never equal. We prove that given two terms that are separated in any algebra, there exists a finite algebra in which they are separated. As a corollary, we obtain that whenever the sentence σ is a universally quantified conjunction of negated atomic formulas, σ is consistent iff it has a finite model.
Introduction
Around fifteen years ago, the author was involved with D. Silberger in an investigation of finite groupoids which we called antiassociative. Instead of obeying the associative law that (x 1 x 2 ) x 3 and x 1 (x 2 x 3 ) were always equal, a groupoid was antiassociative iff (x 1 x 2 ) x 3 and x 1 (x 2 x 3 ) were never equal. We viewed this as a natural change to make to the associative law.
Working with M. Braitt, we generalized this to the problem of finding finite groupoids that were k-antiassociative, meaning that all of the distinct terms made by inserting parentheses in the string x 1 x 2 x 3 . . . x k were never equal. This reduces to the problem of constructing a finite algebra that separates two distinct terms, where we say that the algebra A, separates the terms s(x 1 , x 2 , x 3 , . . . x k ) and t(x 1 , x 2 , x 3 , . . . x k ) iff for all a 1 , a 2 . . . a k ∈ A, s(a 1 , a 2 , . . . a k ) and t(a 1 , a 2 , . . . a k ) are never equal. This is because a product of algebras separates all of the pairs of terms separated in any of its factors.
Once we were looking at separating pairs of terms, it was natural to generalize this to groupoid terms s and t which had their variables appearing arbitrarily often in arbitrary orders. We solved the problem for many pairs of groupoid terms s and t in [2] , showing that if s and t were ever separated in any groupoid, they were separated in a finite one.
Our terminology is standard for modern universal algebra. The reader is referred to [3] by Burris and Sankappanavar for undefined terms and notation. Our algebras will have possibly infinitely many basic operations, all of finite arity. Constants are allowed, and are 0-ary operations. The language of an algebra has symbols for all of its basic operations. Terms are built up by applying basic operations to variable symbols. We will use the same notation a unifier and the corresponding substitution is a unification. In other words, the terms s and t can be unified iff they can not be separated in a free algebra.
While much work on unification is concerned with algorithms, we will follow the more abstract approach in [1] , which was first presented by G.P. Huet in [6] . As in its Definition 2.11, we consider equivalence relations on groupoid terms, which we call term relations. A term relation is said to be homogeneous if no terms of the form f (. . . ) and g(. . . ) are ever equivalent for distinct operation symbols f and g.
Given a term relation ≡, we let ≺ be the "is equivalent to a subterm of" relation. That is, p ≺ q iff there is some subterm r of q with p ≡ r. We say that a sequence p 0 ≺ p 1 ≺ . . . p m is a ≺-cycle iff p m = p 0 and at least one of the subterm relationships is proper. Then the term relation ≡ is acyclic iff it has no ≺-cycles. (This follows the definition of 'acyclic' used in papers such as [4] . The definition in [1] merely says that a term relation is 'acyclic' if no term is equivalent to one of its proper subterms, which is incorrect.)
This leads to the following definition. Definition 1.1. A term relation ≡ is a unification relation iff it is homogeneous, acyclic, and satisfies the following unification axiom: Whenever s ≡ t where s is f (p 1 , p 2 , . . . p n ) and t is f (q 1 , q 2 , . . . q n ) for the same n-ary basic operation f , then
Referring again to [1] for the details, we have that terms s and t can be unified iff there is a unification relation ≡ with s ≡ t. If there is such a unification relation, then there is a unique minimal one, the unification closure of s and t. If s and t can be unified, they also have a most general unifier or mgu, where any unifier of s and t can be obtained from their mgu by uniformly substituting terms for its variables. This most general unifier is unique up to renaming its variables, and can be easily constructed from the unification closure of s and t.
For example, let be an infix binary operation, and consider s = (x y) (z y) and t = z ((x y) (x x)). We will attempt to construct their unification closure ≡ and the corresponding mgu. We must have s ≡ t, and start with this. Using the unification axiom, we obtain x y ≡ z and z y ≡ (x y) (x x). Applying the unification axiom again to the last equivalence, we get z ≡ x y (a duplicate) and y ≡ x x. The non-singleton classes of ≡ that contain variables are now {y, x x} and {z, x y} , where x is in a class by itself.
To construct the mgu, we pick a representative of each class, where we must pick a non-variable term if there is one in the class. Letting u, v and w be arbitrary terms, we let ς(w) be the representative of the class of w. In our example, this gives ς(y) = x x, ς(z) = x y, and ς(x) = x. Now we recursively define the function σ from terms to terms by letting σ(w) be ς(w) if ς(w) is a variable, and letting σ(w) be σ(u) σ(v) if ς(w) is u v. In our example, this gives σ(s) = σ(x y) σ(z y)
where the last term is the mgu of s and t. The reader may check that applying σ to t yields the same result.
Here is an example where terms can not be unified because there is a ≺ cycle. Let f be a ternary operation, and let g be binary. Let s = f (x, g(u, v), y) and t = f (g(y, w), g(x, z), g(u, v)). We start with s ≡ t, and get x ≡ g(y, w), g(u, v) ≡ g(x, z) and y ≡ g(u, v) by the unification axiom. Since ≡ is transitive, we get y ≡ g(x, z), which makes g(x, z) equivalent to y, which is a subterm of g(y, w), yielding g(x, z) ≺ g(y, w). Similarly, g(y, w) ≡ x and x is a subterm of g(x, z), so g(y, w) ≺ g(x, z). The ≺ cycle g(x, z) ≺ g(y, w) ≺ g(x, z) means that there is no unification relation for s and t, showing they can not be unified. (However, ≡ does not have to be a congruence, so no term is equivalent to one of its proper subterms.) Now for our deduction system. These rules generate lists of statements, D, where each statement comes from some previous statements in the list. We will use ≡ instead of = in our statements, and start D with the single statement s ≡ t, where s and t are terms to be unified. (We will view s ≡ t and t ≡ s as the same statement, building in that the relation ≡ is symmetric.)
In each rule, a, a 1 , a 2 , a 3 . . . , and b 1 , b 2 , b 3 . . . , and so on are terms, x and y are variables, and f and g are function symbols. (Function symbols may also denote constants, and will not be listed with extra arguments that do not appear.) We will never need to deduce statements of the form a ≡ a, so to use that ≡ is an equivalence relation on terms, it is enough to require that it be transitive. We will also treat nested applications of the unification axiom as a single step which deduces that subterms in corresponding locations are equivalent.
To make the location of a subterm more explicit, we give the following definition. Note that a term t mave have the same term u occur as a subterm in different locations, so we should really refer to occurrences of subterms. If p is any term and q is an occurrence of a subterm of p , then we define the path of q in p, path(q), to be a string of subscripted operation names which we define recursively as follows. If p is a constant or a single variable x i , then that constant or x i is the only subterm of p and its path is the empty string Λ. If p is f (q 1 , q 2 , . . . q n ) where f is an n-ary operation and the q i are occurrences of terms, and r is an occurrence of a subterm of q i with path ρ, then that occurrence of r is a subterm of p with path f i ρ, where f i ρ is the concatenation of f i and ρ. We let P be the set of all possible paths for the particular set of basic operations we are using. Thus occurrences of subterms of two terms are in corresponding locations iff they have the same path in their respective terms. For simplicity, we will henceforth refer to occurrences of subterms as just subterms.
There are two ways that an attempt at unification can fail, which we will denote by False. So we will have rules to deduce False from a failure of ≡ to be homogeneous, and also from a failure to be acyclic. This gives us the following four rules.
(1) (Transitive) For any n > 2, from a 1 ≡ a 2 , a 2 ≡ a 3 , . . . a n−1 ≡ a n , deduce a 1 ≡ a n . (2) (Decompose) From a ≡ b, deduce c ≡ d whenever c is a subterm of a with path ρ, and d is a subterm of b with the same path ρ.
. . p n ≡ q n , where q 1 is a subterm of p 2 , q 2 is a subterm of p 3 , and so on up to q n being a subterm of p n+1 = p 1 , forming a ≺-cycle, deduce False.
One may simply apply all the rules repeatedly, until no more statements are deduced. If False is ever deduced, the original terms s and t can not be unified. Otherwise, a unifying set of substitutions will be deduced.
Our goal is to show that whenever False can be deduced from s ≡ t, that s and t can be separated in a finite algebra. In the next section, we will develop general tools for constructing these algebras.
Let a deduction be a list of statements starting with s ≡ t, where each statement can be obtained from the set of previous statements by a single application of one of the rules Transitive, Decompose, Conflict or Cycle. We will sometimes add parenthetical explanations when writing inductions.
Call a deduction ending in a statement σ minimal iff no statement in the deduction can be removed to yield a shorter deduction of σ.
For example, consider s = f (g(y, z), g(y, x), x) and t = f (x, g(x, z), g(y, z)). We have g(y, z) ≡ x, g(y, x) ≡ g(x, z) and x ≡ g(y, z) by Decompose. We view g(y, z) ≡ x and x ≡ g(y, z) as identical, so one of them is redundant. From g(y, x) ≡ g(x, z), we get y ≡ x and x ≡ z by Decompose, either of which can be used with g(y, z) ≡ x and Transitive to allow Cycle to deduce False.
The deduction s ≡ t, g(y, z) ≡ x, g(y, x) ≡ g(x, z), x ≡ g(y, z), y ≡ x, x ≡ z, g(y, z) ≡ y, False is not minimal, but it can be reduced to minimal deductions of False such as s ≡ t, g(y, z) ≡ x, x ≡ y(on the path f 2 g 1 ), g(y, z) ≡ y, False or s ≡ t, x ≡ z(on the path f 2 g 2 ), x ≡ g(y, z), g(y, z) ≡ z, False , both of which are minimal.
Tools for constructing algebras
We will use a somewhat involved construction, and will require some preliminary definitions. Recall that the path of a subterm was defined in the previous section.
To help visualize terms, we can represent them as rooted trees where interior nodes are labeled with operations and leaves are labeled with variables or constants. For example, suppose f is a ternary operation, g is binary, c is a constant, and u, v, w, x, y and z are variables. We let s = f (g(u, v), f (w, x, f (u, v, w)), c) and let t = f (g(v, v), f (w, w, g(y, z)), c) . Then the subterm of s with path f 1 g 1 is u, and the subterm of t with path f 1 g 1 is v. 
Figure 1. Trees for two terms
Note that the subterms of s and t with path f 2 f 3 are f (u, v, w) and g(y, z) respectively. Since these subterms have different principal operation symbols, the terms s and t can not be unified. Applying Decompose to s = t with path f 2 f 3 gives f (u, v, w) ≡ g(y, z), after which Conflict gives False.
Our long-term goal is to form an algebra that separates any two nonunifiable terms s and t, such as those in our example. We will need some preliminary ideas in order to do this. Our algebras will have elements which are vectors over the 2-element field Z 2 . We take the index set of the components of these vectors to be the set of natural numbers N = {0, 1, 2, . . . }. All of our vectors will be zero in all but finitely many components. Given any finite set of such vectors, we let M be the set of all indices where any of the vectors is nonzero. Then all these vectors lie in the finite subspace consisting of vectors with all their components outside of M equal to 0. We will usually leave this final reduction to a finite algebra to the reader.
We will actually be only using the additive structure of the field Z 2 , and viewing it as an abelian group. The operations of our algebras will be sums of linear transformations of the input vectors, sometimes with constant elements added. Since we are working over Z 2 , all additions of values will be done modulo 2. We will periodically note this fact, but not always. We will simply write x i for a vector variable instead of x i , and write x i [a] for the a-th component of the vector x i . We will define operations by their actions on components, and can treat any term t as a vector which denotes the value of t(x 1 , x 2 , . . . , x n ). To specify the operation f (x 1, x 2 , . . . x n ), it then suffices to say what f [i] is for all i. We will do this by giving a sequence of equations for the f [i]. To emphasize that values are being assigned to the components f [i], we will use := instead of the normal equality symbol. One further convention is that each f [i] will be zero, unless it is explicitly assigned a value. With this convention, each equation corresponds to a linear transformation from the direct product of the input vector spaces to the output vector space, where f [i] := x j [k] corresponds to the transformation that takes the n-tuple of vectors x 1 , x 2 , . . . x n to the vector with all components 0 except that the i-th component is equal to the k-th component of the vector x j .
As an example, we will now construct an algebra that separates our terms s = f (g(u, v), f (w, x, f (u, v, w) ), c) and t = f (g(v, v), f (w, w, g(y, z) [1] , and our notation for this linear transformation is 1, f 2 , 0 . Adding together the pieces we have produced, we have that f = 0, 0, 0, . . . + 2, f 3 , 1 + 1, f 2 , 0 , while g is just 1, 0, 0, 0, . . . .
To produce a finite algebra that separates s and t , we note that only components 0, 1 and 2 are used, so the universe of our algebra can be Z gets its value from f , actually from 1, f 2 , 0 , which is the only piece of f that assigns a value to the 0-th component. Thus s[0] is f (w, x, f (u, v, w)) [1] . To find the value of this, we use that the only piece of f assigning a value to the 1st component is 2, f 3 , 1 , and get f (w, x, f (u, v, w))[1] = f (u, v, w) [2] . No piece of f assigns a value to the 2nd component, so f (u, v, w)[2] = 0, the default value. Thus
Note that we can treat the sum 2, f 3 , 1 + 1, f 2 , 0 in f as a single transformation, that takes the 2nd component of the subterm with path f 2 f 3 to the 0-th component of the main term. We write this as 2, f 2 f 3 , 0 , which does not mention the use of the 1st component in an intermediate step. Since all we needed was that the component not be used elsewhere, this is reasonable. So we will assume that indices such as a, b and so on are always chosen to minimize collisions. This means that no indices will be equal unless they are explicitly represented with equivalent expressions. This can be easily achieved by appropriate choices of values for the indices, and will not jeopardize the
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finiteness of any algebras we produce. As long as there are no collisions, algebras obtained for different values of a will be isomorphic. Accordingly, we will speak of the algebra operation 2, f 2 f 3 , 0 , etc. Extending this idea, we can define the transformation j, ρ, k that takes the j-th component to the k-th component along path ρ, where ρ is any non-empty string.
Definition 2.1. If ρ is f i for some operation symbol f = f (x 1 , . . . , x i , . . . , x n ), we define j, f i , k by the equation f [k] := x i [j]. If ρ is f i σ where σ = Λ, we define j, ρ, k to be j, σ, m + m, f i , k , where m is understood to be an index not used elsewhere.
This definition produces a sum of transformations for possibly many different operations, which is not a problem. To recover the actual operations from a sum of transformations, Σ, we merely let each operation be the sum of the transformations and constant vectors that reference that operation, where operations that are not referenced have constant value 0, 0, 0, . . . . We denote the algebra with operations defined this way by Alg(Σ). Our understanding is that only indices with non-zero components are used in Alg(Σ), so it is finite and unique up to isomorphism.
The idea is that m, ρ, n transfers the value of the m-th component of the vector with path ρ in the term s to the n-th component of the result of s, with as few side effects as possible. We are assuming that none of the indices used to define m, ρ, n is equal to any of the others, except that possibly m = n. In other words, the operation m, ρ, n is duplicate free. If m 1 is distinct from both m 2 and m 0 , and µ and ν are strings in P , then the operation m 2 , ν, m 1 + m 1 , µ, m 0 is duplicate free by our convention that indices are chosen to minimize collisions. In isolation, the sum m 2 , ν, m 1 + m 1 , µ, m 0 is equivalent to m 2 , µν, m 0 . The one difference is that the former explicitly mentions the index m 1 . Lemma 2.2. Let the algebra operation m, ρ, n be duplicate free where ρ ∈ P . Suppose that t is a term, and let s be a subterm of t with path ρ. Then
Proof. We let ρ = ρ 0 ρ 1 ρ 2 · · · ρ j , where each of the ρ i is a subscripted basic operation symbol. We will prove the lemma by induction on j. Our basis is when j = 0, making the operation m, ρ 0 , n . Assume that ρ 0 is f i and f is k-ary, so s is f (u 1 , . . . u i−1 , t, u i+1 , . . . u k ), where the u j are terms. The only assignment to t[n] is then made by
, as desired. For the induction step, assume the statement is true for j − 1, and that we want to show it for the path ρ = ρ 0 ρ 1 ρ 2 · · · ρ j . We write m, ρ, n as m, ρ j , b + b, ρ 0 ρ 1 ρ 2 · · · ρ j−1 , n for some new index b, and let ψ be ρ 0 ρ 1 · · · ρ j−1 , so ρ = ψρ j . By the statement for j − 1,
, where u is the subterm of s with path ψ. We assume ρ j is f i , and Given the algebra operation m, ρ, n , we define the tweaked operation m, ρ, n to be identical to m, ρ, n except for one assignment. Writing ρ as ψρ j , we assume that ρ j is f i , for some basic operation f and some i less than or equal to the arity of f . Then m, ρ, n has an assignment of the form f Lemma 2.3. Let the tweaked algebra operation m, ρ, n be duplicate free, and let t be an algebra term and let s be a subterm of t, where ρ is the path of
3. Algebras separating terms Lemma 3.1. If the equivalence class of s and t under ≡ is larger than {s, t}, then s and t are separated in a finite algebra. Proof. Let s and t be given, and let ≡ be the relation on terms generated from s ≡ t. Note that only terms that are subterms of s or t are equivalent to terms they are not equal to. (This is easily proved by induction on the length of deductions.)
If s is a proper subterm of t or t is a proper subterm of s, then we can separate s and t in a finite algebra as follows. Without loss of generality, assume s is a proper subterm of t, and let ρ be the path of s in t. Then in Alg( 0, ρ, 0 ), we have t[0] = s[0] + 1 by 2.3, showing that s and t are separated. If s = t, then all the ≡ classes are singletons, and the lemma also holds.
So assume neither s nor t is a subterm of the other, and let E be the equivalence class of s and t under ≡. Suppose E is larger than {s, t}, so there is some r ∈ E with r = s and r = t, where we assume that the deduction D of r ≡ s or r ≡ t that shows this is of minimal length for all deductions giving r ≡ s or r ≡ t for some term r in E other than s or t. Now D can not be the deduction s ≡ t , so the deduction must end with s ≡ r or t ≡ r, which is obtained by applying a deduction rule. This rule must be Transitive or Decompose, since the other two rules only produce False.
If r ∈ E is obtained by an application of Transitive, we assume without loss of generality that s ≡ r is deduced, and that the chain of equivalences used is as short as possible. Then for some n ≥ 3 there are p 1 , . . . p n with s = p 1 , r = p n , and where the statements p 1 ≡ p 2 , p 2 ≡ p 3 , and so on are already deduced, where none of these statements is trivial. If p 2 is t, then the chain p 2 ≡ p 3 ≡ . . . p n = r is shorter than the original one, contradicting our assumption. Thus p 2 must not be in {s, t}, contradicting our assumption that the deduction was of minimal length.
In the case where r ∈ E is obtained by an application of Decompose, we assume without loss of generality that s ≡ r is deduced from some earlier statement p ≡ q, where s is a proper subterm of p and r is a proper subterm of q. Now p can not be a subterm of s, for then s would be a proper subterm of itself. Thus p must be a subterm of t, making s a subterm of t, which is also a contradiction.
In view of this lemma, we will henceforth assume that the only statement involving s or t that can be deduced is s ≡ t itself.
Another special case is dealt with by the following lemma.
Lemma 3.2. If s or t is a variable and s and t can not be unified, then s and t are separated in a finite algebra.
Proof. Without loss of generality, assume that t is the variable x. If x does not appear in s, then s and t can be unified by substituting s for x. So assume that x occurs in s, and let ρ be the path of this occurrence. Then s and t are separated in Alg( 0, ρ, 0 ), for
We will henceforth assume that neither s nor t is a variable. This is important, because components of non-variable subterms are 0 everywhere in Alg(L), except where values are explicitly assigned to them by summands of L.
Lemma 3.3. If p ≡ q can be deduced from s ≡ t, then there is an index k such that there is a finite sum of transformations L so that
in Alg(L). If p ≡ q is s ≡ t, then k must be 0, and if p ≡ q is not s ≡ t, then k can have any nonzero value.
Proof. We prove this by induction on the minimal length of a deduction of p ≡ q. Our basis is where p ≡ q is s ≡ t. In this case we let L be the zero vector and take k = 0.
For the induction step, let p ≡ q be different from s ≡ t, and let D be a minimal deduction of p ≡ q. Then p ≡ q must be deduced in the last step of D by using either Decompose or Transitive, giving us two cases.
Assume p ≡ q is deduced by Decompose from the statement u(. . . , p, . . . ) ≡ u(. . . , q, . . . ), where u is some term such that p and q have the same path ρ in u. If u(. . . , p, . . . ) ≡ u(. . . , q, . . . ) is s ≡ t, we let k = 0 be given and take L to be k, ρ, 0 . Then
So assume u(. . . , p, . . . ) ≡ u(. . . , q, . . . ) is not s ≡ t, and let any nonzero index k be given. By our induction hypothesis, there is a nonzero index m = k and a sum of transformations L with u(. . . , p, . . .
. We now let L be L + k, ρ, m , and consider the value of
there, since this is true in Alg( k, ρ, m ) and summands of L make no assignments to k-th or m-th components. We also have u(. . . , p, . . .
in Alg(L), since this is true in Alg(L ) and because k, ρ, m makes no assignments to 0-th components.
by Transitive, where p 1 is p, p m+1 is q, and p i ≡ p i+1 is in D for all i. By our assumption after Lemma 3.1, we have that none of the statements p i ≡ p i+1 is s ≡ t. Thus given any nonzero index k, we have the following sums of terms for 1 ≤ i ≤ m. We let L i be such that
As usual, we assume when i = j that L i and L j have no indices other than 0 and k that they both reference.
. This is because none of the L i assigns values to k-th components, so the only interaction between terms in the various L i will be at 0-th components, where they assign values to s[0] and t[0]. We are working modulo 2, so all of the middle terms cancel, giving
Theorem 3.4. Let s and t be terms which can not be unified. Then s and t are separated in a finite algebra.
Proof. Suppose that s and t can not be unified, and let ≡ be the closure of s ≡ t under the unification axiom and transitivity. The relation ≡ must either fail to be homogeneous or fail to be acyclic.
Case 1: Suppose ≡ is not homogeneous. Then there is a minimal deduction D of f (. . . ) ≡ g(. . . ), where f and g are different operation symbols. By Lemma 3.3, we have a sum of transformations L and an index k so that f (. . .
. Now consider the transformation we will call f, k , which sets the k-th component of its output equal to 1 if the basic operation is f , and otherwise sets it to the default value of 0. Thus adding the transformation f, k to L adds 1 to the k-th component of the output of f , and has no other effect. We let L be L + f, k , and claim that Case 2: Suppose that ≡ is not acyclic.
by Transitive. Now r is a subterm of q i and hence a subterm of p i+1 , so we have the chain p 1 ≡ q 1 . . . p i−1 ≡ r p i+1 . . . q m p m+1 = p 1 . If m is greater than 1, this is a shorter chain, which contradicts our assumption. So assume m = 1, which makes p i = p 1 and q i = q 1 for all i. Then our original chain was p 1 ≡ q 1 p 1 , but we also have the chain p 1 ≡ r p 1 where r is a proper subterm of q 1 , contradicting our assumption that the sum of the lengths of the paths to the q i is as large as possible. As a corollary, we have the following.
Corollary 3.5. Whenever the first order sentence σ is a universally quantified conjunction of negated atomic formulas, σ is consistent iff it has a finite model.
Proof.
If σ has a model, it is consistent. So assume σ is consistent. We have that σ is of the form (∀v 1 ) . . . (∀v k )(¬(θ 1 ) ∧ . . . ¬(θ n )), where each of the θ i is an atomic formula. If θ i is of the form R(. . . ) where R is a relation symbol, we will just interpret R as always false in our finite model. This leaves us with the case where θ i is s i (v 1 , . . . v k ) = t i (v 1 , . . . v k ) for terms s i and t i . If s i and t i can be unified, then ¬(θ i ) is not always true and hence σ has no models, and σ is not consistent. So s i and t i can not be unified, and the theorem gives a finite model A i where ¬(θ i ) is always true. Now we take the product of all these A i , and interpret all relations in the language as False in the product, giving a finite model of σ.
