Abstract. Measures of divergence between two points play a key role in many engineering problems. One such measure is a distance function, but there are many important measures which do not satisfy the properties of the distance. The Bregman divergence, KullbackLeibler divergence and f -divergence are such measures. In the present article, we study the differential-geometrical structure of a manifold induced by a divergence function. It consists of a Riemannian metric, and a pair of dually coupled affine connections, which are studied in information geometry. The class of Bregman divergences are characterized by a dually flat structure, which is originated from the Legendre duality. A dually flat space admits a generalized Pythagorean theorem. The class of f -divergences, defined on a manifold of probability distributions, is characterized by information monotonicity, and the Kullback-Leibler divergence belongs to the intersection of both classes. The f -divergence always gives the α-geometry, which consists of the Fisher information metric and a dual pair of ±α-connections. The α-divergence is a special class of f -divergences. This is unique, sitting at the intersection of the f -divergence and Bregman divergence classes in a manifold of positive measures. The geometry derived from the Tsallis q-entropy and related divergences are also addressed.
Introduction
Given two points P and Q in a space S, we may define a divergence D[P : Q] which measures their discrepancy. The standard distance is indeed such a measure. However, there are many other measures frequently used in many areas of applications (see, e.g., [1, 2] ). In particular, for two probability distributions p(x) and q(x), one can define various measures D[p(x) : q(x)] such as the Kullback-Leibler divergence and the Hellinger distance. A divergence is not necessarily symmetric, that is, the relation D[P : Q] = D[Q : P ] does not generally hold, nor does it satisfy the triangular inequality. It usually has the dimension of squared distance, and a Pythagorean-like relation holds in some cases.
The present paper aims at elucidating the differentialgeometrical structure of a manifold equipped with a divergence function. We study the geometry induced by a divergence function, and demonstrate that it endows a Riemannian metric and a pair of dually coupled affine connections [1] . One of the original contribution of the present paper is to give a unified geometrical framework to various divergence functions, which have a lot of applications [2, 3] . We use modern differential geometry, but do not follow the rigorous mathematical formalism, and instead try to give intuitive explanations to be understandable to those who are not familiar with modern differential geometry.
We begin with two typical classes of divergences: One is the class of Bregman divergences [4] , introduced through a convex function (see, e.g., [5] ). The other is the class of invariant divergences, called f -divergences, where f is a convex function [6] [7] [8] [9] . Both are frequently used in engineering applications. Csiszár [10] gives an axiomatic characterization of these divergences. The geometrical structures of these classes are explained intuitively. Most properties are already known, but here we give their new geometrical explanations.
Bregman divergences are derived from convex functions. The Bregman divergence induces a dual structure through the Legendré transformation. It gives a geometrical structure consisting of a Riemannian metric and dually flat affine connections, called the dually flat Riemannian structure [1] . A dually flat Riemannian manifold is a generalization of the Euclidean space, in which the generalized Pythagorean theorem and projection theorem hold. These two theorems provide powerful tools for solving problems in optimization, statistical inference and signal processing. We show that the Bregman type divergence is automatically induced from the dual flatness of a Riemannian manifold.
Then we study the class of invariant divergences [1, 11] . The invariance requirement comes from information monotonicity, which states that a divergence measure does not increase by coarse graining of information [12] . This leads to the class of f -divergences. The α-divergences are typical examples belonging to this class, which also includes the Kullback-Leibler divergence as a special case. This class of divergences induces an invariant Riemannian metric given by the Fisher information matrix and a pair of invariant dual affine connections, the ±α-connections, which are not necessarily flat. See [13] for more delicate problems occurring in the function space.
When a family of unnormalized probability distributions, that is, a family of positive measures or arrays, is considered, we show that the α-divergence is the only class that is both invariant and dually flat at the same time [14] .
We further study the geometry derived from a general divergence in detail. This part is the original contribution of the present paper. A divergence endows a geometrical struc-ture to the underlying space. We discuss the inverse problem of constructing a divergence function from the geometrical structure of a manifold. The study also comprises various examples of divergence functions, and provides an insight into the geometry derived from the Tsallis q-entropy [15, [17] [18] [19] . This extends our views to study how the geometry changes by modifying a divergence function.
Convex function, Bregman divergence
and dual geometry 2.1. Bregman divergence and Riemannian metric. Let k(z) be a strictly convex differentiable function defined in a space S with a local coordinate system z. Then, for two points z and y in S, we can define the following function
where, Grad k is the gradient vector
and the operator '·' denotes the inner product,
The function D[z : y] satisfies the following condition for divergences:
y] = 0, when and only when z = y, 3) For small dz, Taylor expansion
gives a positive-definite quadratic form.
We call D[z : y] the Bregman divergence between two points z and y. In general, the divergence is not symmetric with respect to z and y so that
When z is infinitesimally close to y, y = z + dz, we have
by Taylor expansion. This is regarded as a half of the squared distance between z and z + dz, defined in the following. We can use the Hessian of k,
to define the squared local distance as
A space S is called a Riemannian manifold, when a positivedefinite matrix g(z) = (g ij (z)) is defined at each point z ∈ S such that (8) is the squared local distance. When S is a Riemannian manifold, we can define a Riemannian geodesic z(t) parameterized by t. A length of a curve z(t) connecting two points z 1 = z(t 1 ) and z 2 = z(t 2 ) is defined by the integral
. This is the Riemannian distance along the curve between the two points. A Riemannian geodesic z(t) is the curve that minimizes the above distance. We next introduce a dual structure in S, defined by the Legendre transformation (see, e.g., [1, 20] . The gradient vector
of a convex function k(z) is in one-to-one correspondence with z. This is the Legendre transformation, and z * can be regarded as another coordinate system of S different from z. We can calculate the dual function of k, defined by
which is a convex function of z * . Hence we can describe the geometry of S by using the dual convex function k * and the dual coordinates z * . Obviously, z and z * are dual, since we have
The Riemannian metric is given in the dual coordinates by
Theorem 1. The Riemannian metrics g ij and g * ij in their matrix form are mutually inverse. They are the same tensor represented in different coordinate systems z and z * , giving the same local distance.
Proof. From z * = Grad k(z), we have
In a similar way, we have
By using the vector-matrix notation, they are rewritten as
where g = (g ij ) and g * = (g * ij ). This shows
The local distances of dz and dz * are given by the quadratic form
where dz T is the transpose of dz. Hence, from (16) and (17), we have
In other words, g and g * are the same Riemannian metric represented in two different coordinate systems.
Information geometry of divergence functions
The dual function k * (z * ) also induces a divergence,
The two divergences D and D * are mutually reciprocal, in the sense of
The divergence between two points z and y is written in the dual form
Proof. The right-hand side of (11) is maximized when z and z * correspond to each other, that is,
Hence, we have the identity from (11),
By using this relation for y, we have
Analogously, we have for k(z),
The theorem shows that it suffices to consider only one divergence function.
2.2.
Dual affine structure and Pythagorean theorem. We now introduce an affine structure in S [20] , which is different from the Riemannian structure defined by g. We simply assume that the coordinate system z is affine. Hence, a curve represented in the form
is a geodesic in this sense, where t is the parameter along the curve and a and b are constant vectors. This geodesic is not a Riemannian geodesic that minimizes the length of a curve. Further we define a dual affine structure. A dual geodesic z * (t) is defined by a linear curve
for constant vectors a * and b * , regarding z * as another affine coordinate system of S. This defines a dual affine structure of S, which is different from the primal affine structure. However, we will later show their differential-geometrical formalism and prove that the two affine structures are dually coupled with respect to the Riemannian metric.
We have shown that space S equipped with a Bregman divergence is Riemannian, but has two dually flat affine structures. This gives rise to the following generalized Pythagorean theorem [1, 20] . As a preliminary, we mention the orthogonality of two curves in S. This is defined by using the Riemannian metric. Let z 1 (t) and z 2 (t) be two curves intersecting at t = 0, z 1 (0) = z 2 (0), where t is a parameter along the curves. Then, the two curves intersect orthogonally at t = 0, when their tangent vectors
satisfy the Riemannian orthogonality condition,
where t 1 , t 2 is the inner product with respect to the Riemannian metric g. When the dual coordinate system is used for one curve, say, z * 2 (t), the orthogonality condition is simplified to
Pythagorean Theorem. Let P , Q, R be three points in S whose coordinates (and dual coordinates) are represented by z P , z Q , z R (z * P , z * Q , z * R ), respectively. When the dual geodesic connecting P and Q is orthogonal at Q to the geodesic connecting Q and R, then
Dually, when the geodesic connecting P and Q is orthogonal at Q to the dual geodesic connecting Q and R, we have
Proof. By using (23), we have
The tangent vector of the geodesic connecting Q and R is z Q − z R , and the tangent vector of the dual geodesic connecting Q and P is z * Q − z * P in the dual coordinate system. Hence, the second term of the right-hand side of the above equation vanishes, because the primal and dual geodesics connecting Q and R, and Q and P are orthogonal.
The following projection theorem is a consequence of the generalized Pythagorean theorem. Let M be a smooth submanifold of S. Given a point P outside M , we connect it to a point Q in M by geodesic (dual geodesic). When the geodesic (dual geodesic) connecting P and Q is orthogonal to M (that is, orthogonal to any tangent vectors of M ), Q is said to be the geodesic projection (dual geodesic projection) of P to M .
Projection Theorem.
Given P and M , the point Q(Q * ) that minimizes divergence D(P : R), R ∈ Q (D(R : P ), R ∈ M ) is the projection (dual projection) of P to Q.
S. Amari and A. Cichocki This theorem is useful, when we search for the point belonging to M that minimizes the divergence D(P : Q) or D(Q : P ) for preassigned P . In many engineering problems, P is given from observed data, and M is a model to describe the underlying structure.
Examples of dually flat geometry.
The following examples illustrate our approach:
1) Euclidean geometry:
When k(z) has a quadratic form,
the induced Riemannian metric g is the identity matrix. Hence the space is Euclidean. The primal and dual coordinates are the same, z * = z, so that the space is self-dual. The divergence is then a half of the square of Euclidean distance,
The Pythagorean theorem and the projection theorem are exactly the same as the well-known counterparts in a Euclidean space.
2) Entropy geometry on discrete probability distributions:
Consider the set S n of all discrete probability distributions over n+1 elements X = {x 0 , x 1 , · · · , x n }. A probability distribution is given by
where
Obviously,
We can use a coordinate system z = (p 1 , · · · , p n ) for the set S n of all such distributions, where z 0 = p 0 is regarded as a function of the other coordinates,
The Shannon entropy,
is concave, so that k(z) = −H(z) is a convex function of z. The Riemannian metric induced from k(z) is calculated as
which is the Fisher information matrix. The divergence function is given by
which is known as the Kullback-Leibler divergence. It is written in general as
The dual coordinates are given by
and are are known as the natural parameters of an exponential family, where the probability distribution is rewritten in the form
An exponential family of probability distributions is usually represented as
In our case, θ i = z * i , and ψ(θ) = k * (z * ) is the cumulant generating function. This is the dual potential,
The induced geometrical structure is studied in detail in information geometry [1] , where the Pythagorean theorem and Projection theorem hold.
It should be mentioned that the usual definition begins with the exponential form (52), where ψ is the convex function to define the geometry and θ = z * is the primal affine coordinates. Therefore, z = p is the dual affine coordinates. Hence, the definition of the primal and dual coordinates are reversed.
3) Positive-definite matrices:
Let P be the set of n × n positive-definite matrices. It is an n(n + 1)/2-dimensional manifold, since P ∈ P is a symmetric matrix. When |P | is the determinant of P ,
is a convex function of P . Its gradient is
Hence, the induced divergence is
where the operator tr is the trace of a matrix. The dual affine coordinates are
and the dual potential is
Consider a family of probability distributions of x,
This is a multi-variate Gaussian distribution with mean 0 and covariance matrix P . The geometrical structure introduced here is the same as that derived from the exponential family of distributions [1] .
Information geometry of divergence functions
Quantum information geometry [1, [21] [22] [23] uses the convex function k(P ) = tr(P log P − P ).
Its gradient is
and hence the dual affine coordinates are log P . The divergence is
which is the von Neumann divergence. We further define the following function by using a convex function f ,
where λ i are the eigenvalues of P . Then, k f is a convex function of P , from which we derive a dual geometrical structure depending on f [24] . For f (λ) = (1/2)λ 2 , we have
and the derived divergence is
The dual is P * = P , so that the geometry is self-dual and Euclidean.
The statistical case of (54) is derived from
gives the quantum-information structure (60). More generally, by putting [22] 
we have the α-divergence,
This is a generalization of the α-divergence defined in the space of positive measures defined later.
4) Linear programming:
Let us consider the following LP (linear programming) problem.
Problem. Minimize the cost function
under the constraints on x ∈ R n given by
Let S = {x} be the open region satisfying the constraints
Then,
is a convex function. Hence, we can introduce a dually flat Riemannian structure to S. The inner method of LP makes use of this structure [25] . The primal and dual curvatures play an important role in evaluating the efficiency of algorithms [26] . This can be generalized to the cone programming and semi-definite programming problems [27] .
5) Other divergences:
There are many other divergences in S n derived from a convex function f (z) in the form of k(z) = f (z i ). We show some of them. An extensive list of divergences is given in [2] . i) For f (z) = − log z, we have the Itakua-Saito divergence
which is useful for spectral analysis of speech signals.
we have the Fermi-Dirac divergence
The β-divergence is a family divergences derived from the following β-functions,
(78) Hence, the family includes the KL-divergence and ItakuraSaito divergence. It is used in machine learning [28] and robust estimation [29] [30] [31] .
3. Invariant divergence in manifolds of probability and positive measures 3.1. Information monotonicity. Let us consider again the space S n of all probability distributions over n+1 atoms X = {x 0 , x 1 , · · · , x n }. The probability distributions are given by
We try to define a new divergence measure D[p : q] between two distributions p and q. To this end, we introduce the concept of information monotonicity [12, 14] , of which original idea was proposed by Chentsov in 1972 [11] .
Let us divide X into m groups,
This is a partition of X,
Assume that we do not know the outcome x i directly, but can observe which group G j it belongs to. This is called coarsegraining of X.
The coarse-graining generates a new probability distribu-
Let D[p : q] be an induced divergence between p and q.
Since coarse-graining summarizes some of elements into one group, detailed information of the outcome in each group is lost. Therefore, it is natural to require
When does the equality hold? For two distributions p and q, assume that the outcome x i is known to belong to G j . Then, we require more information to distinguish the two probability distributions p and q by knowing further detail inside group G j . Since x i belongs to group G j , we consider the conditional probability distributions
inside group G j . If they are equal, we cannot obtain further information to distinguish p from q by observing elements inside G j . Hence,
holds, when and only when
for all G j and all x i ∈ G j , or
for all x i ∈ G j for some constant λ j . A divergence satisfying the above requirements is called an invariant divergence, and such a property is termed as information monotonicity.
3.2.
f -divergence and information monotonicity. The fdivergence was introduced by Csiszár [7] and also by Ali and Silvey [6] . It is defined by
where f is a convex function satisfying
For f = cf for a constant c, we have
Hence, f and cf give the same divergence except for the scale factor. In order to standardize the scale of divergence, we may assume that
provided f is differentiable. Further, for f c (u) = f (u)−c(u− 1) where c is constant, we have
Hence, we may use such an f that satisfies
without loss of generality. A convex function satisfying the above three conditions (89), (91), (93) is called a standard f function. The f -divergence (88) is written as a sum of functions of two variables p i and q i . Such a divergence is said to be decomposable.
Csiszár found that an f -divergence satisfies information monotonicity. Moreover, the class of f -divergences is unique in the sense that any decomposable divergence satisfying information monotonicity is an f -divergence.
Theorem 3.
The f -divergence satisfies the information monotonicity. Conversely, any decomposable information monotonic divergence is written in the form of f -divergence.
The proof is found, e.g., in [14] . The Riemannian metric and affine connections derived from the f -divergence has a common invariant structure. They are given by the Fisher information Riemannian metric and ±α-connections, which are shown in a later section.
Examples of f -divergence in S
n . An extensive list of f -divergences is given in [2] . Some of them are listed below. 1) Total variation: f (u) = |u − 1|.
The total variation distance is defined by
Note that it is not differentiable, and no Riemannian metric is derived. However, this gives a Minkovskian metric. 2) Squared Hellinger distance:
Information geometry of divergence functions
3) Pearson and Neyman Chi-square divergence: f (u) = (1/2)(u − 1) 2 and f (u) = (1/2)(u − 1) 2 /u, for which
4) The KL-divergence: f (u) = u − 1 − log u, and
5) The α-divergence:
The α-divergence was introduced by Havdra and Charvát in 1967 [32] , and has been studied extensively by Amari and Nagaoka [1] . Its applications were described earlier by Chernoff in 1952 [33] , and later in [34, 35] etc. to mention a few. It is the squared Hellinger distance for α = 0, and the KL-divergence and its reciprocal are obtained in the limit of α → ±1.
f -divergence in the space of positive measures.
We have studied both invariant and flat geometrical structures in the manifold S n of probability distributions. Here, we study a similar structure in the space of positive measures M n over X = {x 1 , · · · , x n }, whose points are denoted by
Here z i is the mass (measure) of x i , where the total mass z i is arbitrary. In many applications, z is a non-negative array, and we can extend it to a non-negative double array z = (z ij ) etc., that is, matrices and tensors. We first derive an f -divergence in M n : for two positive measures z and y, an f -divergence is given by
where f is a standard convex function. It should be noted that an f -divergence is no more invariant under the transformation from f (u) to
Hence, it is absolutely necessary to use a standard f in the case of M n , because the condition of divergence is violated otherwise. Among all f -divergences, the α divergence given in the form of
plays a special role in M n . This f α (u) is a standard convex function. The α-divergence is given in the following form,
3.5. Characterization of α-divergence. We show that the α-divergence is not only invariant, but also has a dually flat structure for any α in M n . This is different from the case of S n , because it is not dually flat in S n , as will be shown later. If M n is dually flat, it has primal and dual affine coordinate systems w, w * such that primal and dual geodesics are represented in the linear forms (29) , (30) in these coordinate systems. To this end, we introduce
which is called the α-representation of u. The new coordinates w and w * of M n are defined by
We further define convex functions k(w) and k * (w * ) by
Theorem 4. The α-divergence is a Bregman divergence, where w and w * are affine coordinate systems, having dual convex functions k α (w) and k * α (w * ), respectively.
Proof. The divergence D α between two points w and s (dual coordinates are w * and s * , respectively) derived from k α (w) is written as
For w = r α (z), s = r α (y), we have
and
By substituting , (111)- (112) in (109), we prove that D α is the α-divergence given in (105). This demonstrates that M n has the dually flat α-structure for any α. We can furthermore prove that the α-divergence is unique in the sense that it belongs to both classes of f -divergences and Bregman divergences [14] .
Geometry derived
from general divergence function 4.1. Tangent space, Riemannian metric and affine connection. We have so far studied the geometry derived from Bregman and f -divergences without mentioning underlying mathematical background. Here, we study the geometry derived from a general divergence, together with basic mathematical concepts from differential geometry. Let us consider a manifold S having a local coordinate system z = (z 1 , ..., z n ). Let us consider a differentiable function D[y : z], satisfying the condition of divergence. Then, the Taylor expansion,
is a positive definite quadratic form. Hence, a Riemannian metric is induced in S by the second-order derivatives of D at y = z, that is,
It is easy to prove that this is a tensor. The Bregman divergence induces a dually flat geometrical structure, but this does not necessarily hold in the case of general divergences. However, we also have a dually coupled (non-flat) affine connections together with a Riemannian metric. In order to elucidate the induced geometry, we briefly provide here intuitive explanations of the notion of a tangent space and an affine connection.
Let us consider the tangent space T z of S at point z. It is a linear space spanned by basis vectors e 1 , · · · , e n , where e i represents the tangent vector along the coordinate axis z i . One may regard it as a local linearization of S in a neighborhood of z. Any tangent vector X of T z is represented as
In particular, the tangent vector of a curve z(t) is represented byż
The Riemannian metric tensor is expressed by the inner product of two basis vectors,
so that the inner product of two tangent vectors X and Y is
We next consider an affine connection which is necessary for defining a geodesic. When we consider tangent spaces at all points z ∈ S, they are a collection of local linear approximations of S at different points. Such a collection is a fibre bundle called the tangent bundle. A geodesic is an extension of the "straight line", and is defined as a curve of which the tangent directions are the same along the curve. To define this "sameness", we need to connect tangent spaces defined at different points and define which directions are the same in different tangent spaces. The basis vectors e i have always the same directions in a flat space, provided affine coordinates are taken. In this special case, e i (z) and e i (z+dz) have the same direction. This is the case with a Bregman divergence. When a space is curved, the directions of e i (z) and e i (z + dz) are different, and we cannot have an affine coordinate system in general.
Let us compare a basis vector e i (z) ∈ T z with e i (z + dz) ∈ T z+dz . Their intrinsic change δe i is defined by δe i = e i (z + dz) − e i (z), where e i (z + dz) is the vector in T z corresponding to e i (z + dz) ∈ T z+dz in T z . We need to define such correspondence by connecting T z and T z+dz . By this correspondence, e i (z + dz) is a vector in T z so that it is spanned by {e i }, and it reduces to 0 as dz → 0. Hence, it may be written in the linear form
Therefore, if we define the coefficients Γ k ij , we have a correspondence between two nearby tangent spaces. This is an affine connection, and Γ k ij are called the coefficients of the affine connection. Note that e i (z + dz) and e i (z) belong to different tangent spaces, so that we cannot subtract one from the other directly. We have defined the intrinsic difference δe i by the above equation.
Formally, an affine connection is defined by using the covariant derivative operator ∇ X Y , which operates on vector fields X and Y , and shows how the field Y changes as points move in the direction of X. A covariant derivative ∇ X Y is defined by using an affine connection as
for two vector fields
The basis vectors are regarded as vector fields, and the covariant derivative of vector field e j (z) in the direction of e i (z) is
This shows how e j (z) change intrinsically as points move in the direction of e i . The covariant version of Γ k ij is
4.2. Affine connection derived from divergence. An affine connection is derived from a divergence function D[y : z]. It was shown by Eguchi [37] that the coefficients of the derived affine connection are given by
A curve z(t) is a geodesic, when
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This can be rewritten in the component form,
Since our affine connection is different from that derived from the Riemannian metric, it is not a curve of minimal distance connecting two points. But it keeps straightness in the sense of this affine connection, because the tangent direction never changes along the curve. We can define another affine connection, the dual connection, from the dual divergence
The dual affine connection Γ * ijk is given, in terms of the coefficients, as
Two affine connections are said to be mutually dual when
holds for three vector fields X, Y and Z. In terms of the components, this relation can be written as
The Riemannian connection (Levi-Civita connection) Γ 0 ijk is given by
It is the average of the two connections,
The Riemannian geodesic which minimizes the Riemannian length of a curve is given bÿ
When two affine connections are dually coupled, we have a tensor
which is symmetric with respect to the three indices i, j and k. Therefore, by using this tensor, the two dually coupled affine connections can be written as
Geometry of Bregman divergence.
We have already studied the geometry derived from a Bregman divergence,
From (115), the Riemannian metric is given by the Hessian
Furthermore, we see from (126) that
holds. Hence, the space is flat with respect to this connection, and the related coordinates z are affine. However, note that Γ * ijk (z) = 0. If we use the dual affine coordinate system z * , then the dual affine connection Γ * ijk (z * ) vanishes in the dual coordinate system.
Geometry of f -divergence.
We now study the geometrical structure of S n induced by an f -divergence which has information monotonicity. We begin with the induced Riemannian metric.
Theorem 5. Any f -divergence induces a unique information monotonic Riemannian metric, which is given by the Fisher information matrix.
Proof. The Riemannian metric induced by D f is calculated from (88) as
(dp i )
Let z = (p 1 , · · · , p n ) be the coordinate system, where p i = z i (i = 1, · · · , n) and p 0 = 1 − z i . By eliminating dp 0 by using dp 0 = − dz i , we have
This coincides with the Fisher information matrix defined by
Hence for any f , the Riemannian metric is the same and given by the Fisher information matrix. This is the only invariant metric of S n .
Since an f -divergence D f [p : q] cannot be written in the form of Bregman divergence, except for the case of the KL-divergence, there are no affine and dual affine coordinate systems such that Γ ijk (z) = 0 or Γ * ijk (z * ) = 0 holds. This implies that D f does not induce a flat structure in S n . However, it induces a pair of dual affine connections, which define primal and dual geodesics.
A symmetric tensor is defined by
Bull. Pol. Ac.: Tech. 58 (1) 2010 The integration reduces to the summation in the discrete case. We can then calculate the induced primal and dual affine connections.
y] induces the primal and dual affine connections defined by
where α = 3 + 2f ′′′ (1).
Proof. By simple calculations, we have
and its dual,
They are two dually coupled affine connections, given by
where α = 3 + 2f ′′′ (1). The geometrical structure given by the triplet {S, g ij , T ijk } is called the α geometry.
The α geometry is a natural consequence of information monotonicity. This is explained from the invariancy principle that the geometrical structure is invariant by transformation from x to t(x), when t is a sufficient statistics. For more details, see [1, 11, 36] .
Among these divergences, the KL-divergence and its dual are unique in the sense that the space is dually flat in S n . In other words, there exist affine and dual affine coordinate systems z and z * such that the two affine connections Γ ijk and Γ * ijk vanish in the respective coordinate systems. Hence, it is written in the form of a Bregman divergence, as is given in Subsec. 2.3. A dually flat manifold has the Pythagorean and Projection theorems, which are useful for a wide range of applications.
Invariant Geometry of M
n . An f -divergence induces a dually flat structure in M n , as we saw in the previous section. For positive measures z = (z 1 , · · · , z n ), any f -divergence gives
Hence, the Riemannian metric is
It is Euclidean, because it can be changed into
by the coordinate transformation
We can also calculate the coefficients of the primal and dual affine connections.
y] induces the primal and dual affine connections in M n ,
where α = 3 + 2f ′′′ (1), and δ ijk = 1 when i = j = k and 0 otherwise.
This shows that any f -divergence induces a family of affine connections indexed by α = 3+2f ′′′ (1). We can further prove the following flatness theorem. Proof. The theorem can be proved by calculating the Riemann-Christoffel curvature tensors, which we omit.
A flat manifold has an affine coordinate system. We have already shown that the α-representation given in (107) is an affine coordinate system, and −α-representation (107) is a dual affine coordinate system.
Canonical divergence. Given a divergence D[z : y],
we have a Riemannian metric and a dual pair of affine connections. However, given a Riemannian manifold with a dual pair of affine connections, we have infinitely many divergences that generate the same geometrical structure. This is because the differential geometrical structure depends only on local properties of a divergence function. For example, given a divergence D[z : y], its modification
gives the same geometry. When a manifold S is dually flat, there exist two dual affine coordinate systems z and z * , accompanied by two convex functions k(z) and k * (z * ). These coordinate systems are unique up to affine transformations, and convex functions are unique up to linear terms. However, the divergence is uniquely determined,
We call it the canonical divergence of a dually flat manifold. The Bregman divergence is the canonical divergence of a dually flat Riemannian manifold. So we have:
Theorem 9. The α-divergence is the canonical divergence in the dually flat space M n of positive measures. The KLdivergence is the canonical divergence in the dually flat space S n of discrete probability distributions. 
Its geometry is elucidated by the following theorem. 
we have g
exp z, q = 1.
Then, a family of probability distributions parameterized by z,
is called a q-exponential family. This is an ordinary exponential family when q = 1. Here, ψ(z) is a normalizing factor to ensure x p(x, z) = 1.
We can prove that ψ(z) is a convex function. In the case of S n , we have
where we used the definition of 
By studying the geometrical structure derived from ψ(z), we obtain the following new theorems. We omit their proofs. 
These results pave a way to develop conformal information geometry further.
Conclusions
We have studied various divergence measures and the differential-geometrical structures derived therefrom. This connects many important engineering problems in computational vision, optimization, signal processing, neural networks, etc. with a modern information geometry. A divergence function gives a Riemannian metric to the underlying space, and furthermore a pair of dually coupled affine connections. It has been shown that the Bregman divergence always gives a dually flat Riemannian structure, and conversely, a dually flat Riemannian manifold always gives a canonical divergence of the Bregman type. We have presented a number of important divergences of the Bregman type. Information monotonicity is a natural requirement for a divergence defined in a manifold of probability distributions. This leads to the class of f -divergences. We have proved that an f -divergence gives the unique Riemannian metric, which is the Fisher information matrix. It also gives a class of α-connections, where α-and −α-connections are dually coupled. By extending it to the manifold of positive measures, we have shown that the α-divergences are canonical divergences.
We have addressed the geometrical structure inspired from the Tsallis q-entropy and the corresponding divergences. This will open a new field of conformal information geometry.
