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Resumo 
A dissertação consiste essencialmente do estudo de casos particulares de Análise de Clif-
ford. Inicialmente revisamos a Análise Quaterniônica de Fueter comparando com abor-
dagens alternativas e, neste contexto, pesquisamos uma aplicação das correspondentes 
relações de dispersão em fenomenologia de partículas elementares. Empregando a mesma 
sistemática investigamos a teoria de funções resultante no caso da álgebra não divisora 
dos biquatérnios, onde os principais resultados dizem respeito à formulação rigorosa da 
Fórmula Integral e a relações com o eletromagnetismo. Situamos estes e outros casos 
no escopo das Análises de Clifford, chamando a atenção para aspectos de caráter geraL 
Tendo em vista os vínculos algébricos entre quatérnios e Instantons da Teoria de Ya.ng-
Mills SU(2), chamamos a atenção, também, para relações analíticas entre os Insta.ntons e 
a teoria de Fueter. 
vi 
Abstract 
This thesis refers essentially to the study of particular cases of Cli:lford analysis. First 
we review Fueter's quaternionic analysis and compare it with alternative theories. In this 
context we have inquired a possible application of the corresponding dispersion relations 
in fenomenology of elementary particles. Making use of the the same approach, we have 
investigated the function theory resulting in the case of the non-division biquaternion 
algebra. Concerning that the most important results are the rigorous formulation of the 
Integral Formula and the relations w.ith eletromagnetism. We have situated these and 
others cases in the picture of the Clifford analysis, paying attention to general features. 
Mindful of the algebraic links between quaternions and Instantons of the SU(2) Yang-
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No final do século passado, quando da ausência da álgebra vetorial, os quatérnios foram 
uma ferramenta notacional muito útil para vários físicos. Basta ver que J.C. Maxwell os 
empregou para escrever o seu tratado sobre a teoria eletromagnética. Depois, porém, com 
o advento da álgebra vetorial e em virtude do seu caráter não comutativo, os quatérnios 
ca.iram em desuso, assim permanecendo por mais de meio século. A formulação de teorias 
físicas modernas baseadas na noção de grupo de simetria trouxe novamente à tona os 
quatérnios bem como uma série de outras álgebra, principalmente a partir da década de 
sessenta. A idéia é expressar as teorias através de estruturas matemáticas que já possuam 
elementos característicos da própria teoria. 
Tendo em vista o sucesso da teoria de funções complexas e o crescente uso das 
estruturas hipercomplexas em física, é natural o interesse em pesquisar as correspondentes 
análises no contexto das funções hipercomplexas a fim de generalizar os resultados clássicos 
da análise complexa. Começando com a própria análise quaterniônica, apresentamos neste 
trabalho os resultados da nossa pesquisa relativa à teoria de funções sobre as álgebras de 
Clifford de mais baixa dimensão, buscando também aplicações que justifiquem seu estudo. 
Estas álgebras, além de apresentarem grande interesse do ponto de vista matemático, vêm 
sendo muito usadas na física devido às suas propriedades geométricas. 
Em todos os casos estudados a questão fundamental é definir uma classe não trivial 
de funções para desempenhar um papel análogo ao das funções analíticas em variáveis 
complexas, a qual pode ser resolvida se nos restringimos ao núcleo de certos operadores 
diferenciais que generalizam as equações de Cauchy-Riemann. 
O trabalho está dividido da seguinte forma. No capítulo 1 apresentamos uma revisão 
da análise quaterniônica de Fueter, dirigindo nossos resultados a uma possível aplicação 
a relações de dispersão. Os quatérnios bem como os complexos, apresentam um caráter 
elíptico, e a teoria de funções quaterniônica surge como extensão 4-dimensional natural da 
análise complexa. Existe, no entanto, uma estrutura 2-dimensional hiperbólica, os pseu-
docomplexos, cuja teoria de funções é discutida no apêndice A. Tratamos, no apêndice B, 
dos pseudoquatérnios, candidato natural para generalizar a álgebra e a análise pseudo-
complexa. Acrescentamos um último apêndice onde são expostas abordagems alternativas 
X 
àquelas que pesquisamos. (Sugerimos ao leitor que proceda a leitura nesta ordem, consul-
tando os apêndices antes do capítulo 2). 
Estendendo as noções do capítulo 1, dedicamos o capítulo 2 ao estudo de funções 
sobre os biqnatérnios (quatérnios complexificados). Estes chamam a atenção devido a 
relação que tem com o espaço-tempo de Minkowski, eletromagnetismo e equação de Dirac. 
No que diz respeito a teoria de funções propriamente dita o ponto principal se refere a 
Fórmula Integral de Cauchy, que constitui um elemento não trivial da teoria devido à 
propriedade não divisora da álgebra. 
No capítulo 3 situamos os casos particulares estudados no contexto geral das análises 
de Clifford. O último capítulo se refere a uma aplicação específica da análise quaterniônica, 
tratando de suas relações com a formulação euclideana da Teoria de Yang-Mills SU(2) no 
ansatz de 't Hooft. 
Quanto ao estilo pelo qual esta dissertação foi escrita, cabe observar que optamos 
por uma apresentação tão elementar quanto possível. Esperamos com isto que um bom 
aluno em final de graduação, em matemática ou física, possa lê-la sem difi_culdadesl. 
1 Embora, por uma questão de comodidade, escrita em primeira pessoa do plural, este trabalho é de 




Dedicamos este primeiro capítulo ao estudo da teoria de funções quaterniônicas iniciada 
pela escola de R. Fueter ([fueter]), a análise quaterniônica. Além do seu valor intrínseco, 
por estar associada à álgebra com mais propriedades depois dos complexos, esta teoria 
serve também de referência para o restante da dissertação como protótipo de análise 
hipercomplexa. 
1.1 Introdução 
Na década de trinta Fueter e seus colaboradores desenvolveram a análise associada à 
álgebra dos quatérnios, a qual surge em quatro dimensões de forma similar a já bem co-
nhecida análise complexa em duas dimensões. A idéia central baseia-se essenciahnente na 
escolha (definição) adequada das funções quaterniónicas regulares, que neste caso dese-
penham o papel que as funções diferenciáveis (no sentido complexo) ocupam na análise 
complexa. 
Aos trabalhos originais de Fueter1 seguiram-se outros que levaram a novos resultados 
e a formalização dos mesmos. Baseando-se nestes últimos, particularmente em [sudbery], 
apresentamos uma abordagem precisa e completa da análise quaterniônica, utilizando para 
tanto a linguagem das formas diferenciais quaterniônicas. Estabelecemos também alguns 
resultados ausentes na literatura, dos quais talvez os mais importantes sejam aqueles que 
dizem respeito a uma aplicação às relações de dispersão quaterniônicas. 
1.2 Quatérnios 
Um resultado algébrico já bem conhecido (cuja demonstração pode ser encontrada em 
[kantor]) é o Teorema de Frobenius, segundo o qual existem apenas três álgebras reais 
associativas de divisão, a saber, reais (IR), complexos (a:'), e quatérnios (.IH). Assim, 
estes últimos, inventados por W.R. Hamilton em 1843 ([hamilton]), surgem como a única 
1 A publicação dos artigos em alemão e a guerra adiaram em quase quarenta anos a efetiva divulgação 
da obra de Fueter, que se fez principalmente através de [deavours]. 
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possibilidade 4-dimensional de álgebra real associativa de divisão2 • 
Os quatérnios podem ser convenientemente defmidos como o conjunto de todas as 
quádruplas reais ordenadas, ou seja {(t,xr,xz,x3)i t,xr,.<j;z,X3 E IR}, com as operações 
de soma e produto: 
(t, xbxz,x3) + (w, Yt 1 Yz 1 Y3) = (t + w,xr + Y11X2 + yz, x3 + Y3) 
a(t,x 11 .<j;z,x3) = (at,axr,axz,ax3), a E IR 
(t,xr,xz,x3)(w,yhyz,Y3) = (T,X11Xz,X3) 
{ 
T = tw- XtYl- XzYz- X3Y3 
Xr = ty1 + XtW + XzY3 ~ X3Y2 
Xz = tyz ~ XtY3 + xzw + X3YI 




onde (1.1) e (1.2) são a soma e produto por escalar usua1s de JR 4 , e (1.3) é o produto 
quaterniônico3 . 
Introduzindo a base 1=(1,0,0,0), e1 =(0,1,0,0), e2 =(0,0,1,0), 
e3 = (0, O, O, 1) de IH, um elemento genérico q = ( t, x 1 , x 2 , x 3 ) pode ser reescrito como 
onde soma-se sobre os índices repetidos segundo a convenção de Einstein4 • 
Em termos do delta de Kronecker (óij) e do tensor de Levi-Civita (Ei,ik) o produto 
entre os elementos da base torna-se 
( 1.5) 
Os elementos e1 ,e2,e3 podem ser identificados com a base canônica de JR3 , c IH 
(enquanto espaço vetorial) com a soma direta 1R EB JR3 . Usando então a notação vetorial 
(V= e;x;), ( 1.6) q=t+V 
----;-;c;---,---~~--,-----,-2Um aspecto histórico interessante pode ser encontrado em [bork], onde o autor escreve "A facet ofthe 
devcloprnent of electrornagnetic theory was the choice of a proper notation. This seerningly minar problern 
generated alarge dispute from about 1880 to 1900, reaching a clímax in a series ofletters in Nature arguing 
about the relative rnerits of quaternion formulation, dueto Hamilton and supported by Tait, and the never 
vector analysis of Gibbs and Heaviside. This quarrel was carried 011 at a violent levei in many letters in 
Nature." 
3Da definição vemos que os reais podem ser identificados com os quatérnios do tipo (a, O, O, O). Os 
quatérnios possuem estrutura de espaço vetorial real e de corpo não comutativo. 
4 0s índices l<ttinos sempre indicarão que a soma se faz de 1 a 3, e os índices gregos serão usado~ quando 
a soma se faz de O a 3. 
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tendo em vista (1.5), 
(·denota o produto escalar ex o produto vetorial usual de JR3 ). Com isto, para q1 = t 1 +i11 
e qz = tz + ii2 , o produto quaterniônico toma a forma 
É adequado introduzir a seguinte notação: 
lql=#i 
1 
Rcq = 2( q Fi) 
1 Pu(q) = 2(q- q) 
Pu;(q) = x; 





( i-ésima componente) 
-1 7j 
q = lql' para q f. O (inversa) 
qlqz = qz q1 
(q1qz)-1 = q2lq:Ll 
e o produto interno usual de JR4 , 
para Q1, qz f. O 
Sempre que dois elementos forem ditos ortogonais será no sentido de (1.17). 











Um aspecto notável dos quatérnios é a conexão dos mesmos com rotações em três e 
quatro dimensões, o que pode ser apreciado pela proposição abaixo. 
Proposição-1.1: 
(i) Para HI visto como IR.. ffi IR..\ e r E IH tal que Pu( r) =f O, a aplicação 
Pu(q) ~ -Pu(r)Pu(q)(Pu(rW1 (1.18) 
3 
é uma reflexão em JR3 com relação ao plano ortogonal a Pu( r). 
(ii) Toda rotação em JR3 pode ser escrita na forma 
Pu(q) ~ sPu(q)s-1 , 
para algum O f- s E Hl, e toda transformação linear desse tipo é uma rotação. 
(iii) Identificando Hl com IR\ para u e v unitários (lul:::: I vi:::: 1) a aplicação 
q _, uqv 
é uma rotação em JR4. 
(iv) Toda rotação em JR4 pode ser expressa na forma (1.20). 
(1.19) 
(1.20) 
Dem.(i): (1.7) fornece que -Pu(r)Pu(q)(Pu(r))-1 é um quatérnio puramente ve-
torial, portanto pertence a JR3 , e que Pu( u )..LPu( r) implica -Pu( r )Pu('u )(Pu( r) )-1 
:::: Pu(u). Observamos ajuda que -Pu(r)Pu(r)(Pu(r))-1 = -Pu(r). Assim, (i) segue 
da linearidade da aplicação e do fato de que todo quatérnio é a soma de uma parte para-
lela e outra ortogonal a Pu( r). 
(ii): Inicialmente observamos que (1.19) se trata de fato de uma rotação. Para q1 
um quatérnio puramente vetorial ortogonal a parte vetorial de s, o produto sq1 é pura-
mente vetorial, e portanto s sempre pode ser decomposto no produto de dois quatérnios 
puramente vetoriais. Tendo em vista (i), (1.19) é o produto de duas reflexões, o que im-
plica ser uma rotação. Por outro lado toda rotação em IR3 pode ser obtida pela seqüência 
de duas reflexões planas e, novamente por (i), adquire a forma (1.19). 
(iii): Embora esta demonstração possa ser feita diretamente, uma maneh·a mais 
interessante de fazê-la é por meio de um isomorfismo que pode ser estabelecido entre os 
quatérnios e um subconjunto das matrizes JR4X\ a saber, 
( t 
x, x, x, )' -x, i -.1:3 x, q:::::: Mq = x, i -x, -x, -x, -x, x, t (1.21) 
pelo qual vemos que as matrizes associadas a quatérnios unitários sã.o ortogonais com 
4 
determinante +1, e portanto são matrizes de rotação5 • Segue então que uq (:=;::; MuMq) e 
qv (~ MqMv = (M;MJ)t) são rotações de q, e por conseqüência uqv também o é. 
(iv): Seja puma rotação qualquer em JR4 , e seja r= p(l). Por (iii), q-+ r- 1 p(q) é 
uma rotação a qual mantém todos os quatérnios puramente escalares fixos, donde é uma 
rotação em JR3 . Agora por (H), existe um quatérnio unitários tal que para todo q temos 
r- 1p(q) = sqs-1 , donde p(q) = (rs)q(s- 1 ) e isto encerra a demonstração6 . 
Portanto os quatérnioa estão associados a roto-homotetias em JR4 (e JR3 ) assim como 
os complexos estão associados a roto-homotetias no plano. A analogia entre IH e a:' se 
torna ainda mais evidente quando empregamos a forma polar quaterniônica, 
(1.22) 
Esta expressão pode ser vista como a definição da exponencial de TO, a qual é feita pro-
positadamente desta forma para ser consistente com a já bem conhecida exponencial da 
matriz M;0 ([apostai]), isomorfa a f() por (1.21). 
Os quatérnios proporcionam uma maneira muito prática e elegante de fazer rotação 
ele vetores em JR3 , a qual surge do seguinte resultado. 
Proposição-1.2: Paras c q, quatérnios com parte vetorial não nula, sendo s = cos 4>/2 + 
fssen4>j2, 
(1.23) 
é uma rotação que mantém fixa a parte escalar de q e roda Pu(q) do ângulo 4> em relação 
à direção i 8 • 
Dem.: Segue da Proposição-1.1 que (1.23) é uma rotação em IR3 , a qual obviamente 
conserva a parte escalar de q. Por outro lado Pu(q) sempre pode ser escrito como q1 + q2 , 
"No caso geral detMq = lql 4 . 
6 Nem todas as rotações em JR4 podem ser colocadas na forma q ~ uq, paTa ·u unitário. Isto porque 
em (1.21) os quatérnios unitários são isomorfos a apenas um subconjunto das matrizes de rotação, P. não 
a todas. 
5 
Re( q) + (coe f/2 + r.,een~/2)( q1 + q2 )( coe f/2 - f,sen~/2) 
Re(q) + qz + q1 cos rjJ + fsqlseno/, 
onde em notação vetorial Tsql = Ts X ih_, e portanto obtivemos exatamente a expressão para 
rotação de c/; de um vetor em relação a outro que se obtém da álgebra vetorial elementar. 
As propriedades de rotação dos quatérnios têm conseqüências na Mecánica Quântica 
onde e?<~>Jz, a menos de constantes, pode ser identificado com o operador de rotação 
para o caso de partículas de spin 1/2 ([sakurai])1. Para tanto basta observar a relação 
existente entre os quatérnios e as matrizes de Pauli ([porteous])8, 
1 (1 o) 1 (o 1~-zot'et~"Il 1) 1 (o -i) 1 ( 1 o) O ,ez~-; í O ,e3:=::::-y O -1 
Do mesmo modo que os reais podem ser vistos como o subconjunto de Hl gerado por 
{1}, os complexos podem ser tomados como o subconjunto de IH gerado por {l,e1 }. Com 
isto IH pode ser equivalentemente introduzido sob o corpo dos complexos, ainda como 
álgebra real, fazendo 
(1.24) 
onde, por comparação com (1.4), z1 = t+e1 x1 e zz = x2 +et.'t3 . Por ftm, destas observações 
segue o isomorfismo 
( Z)Z2) q ';:::', - - ' 
-Z2 Zt 
do qual é claro que os quatérnios unitários são isomorfos ao grupo de Lie SU(2) c que os 
quatérnios puramente vetoriais são isomorfos à álgebra de Lie su(2) ([8attinger]). 
7 §é o oper~dor de spin, ft a constante de Plank e 11: o versar que determina a direção de rotação. 
8 Aqui i é a unidade imaginária complexa. 
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1.3 Formas Diferenciais Quaterniônicas 
Denotando por Hlq o espaço tangente a IH no ponto q, é natural definir urna J.~-forrna 
quaterniônica como uma aplicação que para cada ponto de lH fornece uma transformação 
multilinear alternada com respeito aos reais 
Wq : Ulq X ···X .Ufq ---J. H!. 
k vezes 
Obviamente, lHq é um espaço vetorial isomorfo a Jll (.ZR: é isomorfo a JR4 ). 
(1.25) 
No caso de l-formas (1.25) reduz-se as transformações lineares Hiq __. IH. Em 
particular, para f: IH-+ IH uma função diferenciável (no sentido real9 ), o diferencial 
at aj df, ~ -a (q)dt +-a (q)dx, 
f Xi 
(1.26) 
é uma l-forma quaterniônica. 
O produto exterior é definido d.a forma usual. Para w uma k-forma e TJ uma l-forma, 
(1.27) 
onde sgn(p) é a paridade da permutação p, e u é o conjunto de todas as permutações de 
(1, ... , k +.€). Tendo em vista, no entanto, que o produto quaterniônico é não comutativo, 
em geral não é válido que w 1\ T}:::: ( -J.)kC1] 1\ w. O que temos é w 1\ Tf:::: ( -J.)kCi]l\ 1iJ. 
Definindo o determinante de uma matriz com entradas quaterniônicas pela fórmula 






Cabe observar que, novamente devido a não comutatividade do produto, ao contrário do 
que ocorre no caso usual, o determinante acima pode ser não nulo para matTizes de posto 
incompleto. Por isto podemos ter a A et ;f O. 
9 Diferenciável, sem outros adjetivos, será usado sempre neste sentido. 
7 
Por um momento, denotando dt por dx0 , em termos das l-formas reais dxJ.t (!-L = 
O, 1,2,3), as k-formas podem ser expressas como 
Wq = L af11 , ... ,f-L~(q)dxl"1 /1 ... /1 dxl"k" 
fi.I<•••<fl.~ 
(1.29) 
Assumiremos sempre que al-"1 , ... ,.,k : IH ~--+ IH sejam diferenciáveis, e por isto estas formas 
podem ser apropriadamente denominadas formas diferenciais quaterniônicas. 
A derivada exterior surge também da maneira usual, 
dw = L da.,1, ... ,J.tk /1 d.r.,1 A ... A dxJ.tk' 
J.t1 <··-<J.tk 
(1.30) 
donde é .IH -linear (no espaço vetorial das formas), e para a derivada do produto ainda é 
válida a expressão 
d(w A ry) = dw A ry+ (-!)kw A dry. (1.31) 
As únicas formas nã.o nulas são O, 1, 2, 3 e 4-formas. Dentre estas algumas são de 
particular importância, as quais serão mais freqüentemente usadas nos desenvolvimentos 
posteriores. O diferencial da funçã.o identidade (O-forma), a l-forma 
dq = dt + e;dx;, 
é identidade quando vista como transformação linear ( dq( h) 
dq /1 dq, 
(1.32) 
h). O produto exterior 
(1.33) 
é uma 2-forma associada ao produto vetorial em JR3 ( dq /1 dq(t1 + V1, tz +iiz) = 2·ül X Vz ), 
e portanto está associado à projeção da área em JR3 . A 4-forma de volume definida por 
(1.34) 
ao agir em (h1 , h2 , h3 , h4 ) fornece, a menos de um eventual sinal, o volume 4-dimensional 
do paralelepípedo definido pelas arestas h1 , h2, h3 e h4 ( v(l, e;, ej, ek) = Eijk ). Definimos 




Da definição vemos que Dq(h1, hz,h3) é um quatérnio ortogonal a h1 , h2 e h3 cujo módulo 
é o volume 3-dimensional do paralelepípedo definido pelas arestas h1 , h2 e h3 . 
A forma de volume promove uma partição disjunta no conjunto das bases de I!Iq: 
bases positivamente orientadas (v( h1, hz, h3, h4) > O) e bases negativamente orientadas 
(v(h1,h2,h3 ,h4 ) < 0). Quando h1 ,h2 ,h3 e h4 forem linearmente dependentes (caso dege-
nerado), v(h1,hz,h3,h4) =O. 
A k-forma dada por (1.29) pode ser convenientemente escrita como 
+ei L Pu;{a>t1 , .. ,f!k(q)}dx!LJ 1\ ... I\ dxJlk 
J-LJ<···<f.Lk 
o i 
= wq + eiwq, 
onde w0 , wl, w 2 e w3 são k-formas reais. 
(1.37) 
Para IH identificado com JR4 , sejaM uma variedade orientável h-dimensional em 
IH (mergulhada no JR4), e w uma k-forma definida em M, definimos a integral de w em 
Mpor 
(1.38) 
onde as integrais que aparecem do lado direito são as integrais usuais de k-formas em 
k-variedades. Tal como a derivação exterior, a integração de formas quaterniônicas é 
Dl-linear. 
As variedades que estaremos considerando, bem como as respectivas fronteiras, serão 
sempre continuamente diferenciáveis por pedaços, on seja, constam da união finita de 
variedades continuamente diferenciáveis. 
As formas quaterniônicas admitem também uma formulação do Teorema de Stokes, 
a qual pode ser feita do seguinte modo. 
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Teorema-1.3: Seja M uma variedade orientável compacta k-dimensional com fronteira 
8M e w uma (k- 1)-forma continuamente diferenciável definida em M, então 
f dw ~ r w. iM iaM (1.39) 
Dem.: Este resultado segue imediatamente da .iH-linearidade das operaçoes derivação 
exterior e integração, 
JM dw = JM dw0 +e; JM dwi, 
f w = f wo +e i f w;' 
iaM iaM iaM 
e do Teorema de Stokes para formas reais em variedades mergulhadas no IR4 ([spivak]). 
1.4 Funções Quaterniônicas Regulares 
As funções que possuem série de potência ou, equivalentemente, diferenciáveis (no sentido 
complexo) ocupam papel central na teoria de funções complexas. Já é bem conhecido que 
estas formam um conjunto não trivial de funções com propriedades interessantes10. 
No caso quaterniônico, no entanto, as funções f : .lH -+ IH que possuem série de 
potência quaterniônica são exatamente as mesmas que possuem série de potências quando 
vistas como funções de JR 4 em JR4 , Assim, a exigência de série de potência quaterniônica 
é muito fraca, pois a teoria desenvolvida com estas funções é a mesma das funções reais 
analíticas em JR4 • Por outro lado as únicas funções que possuem derivadas quaterniônicas 
são algumas funções lineares, o que trivializa o trabalho sobre tal conjunto ([sudbery] para 
demonstrações). 
Surge então a necessidade de encontrar uma maneira adequada de definir o con-
junto das funções, que chamaremos regulares, sobre o qual se possa desenvolver a teoria 
de funções quaterniônicas de forma análoga a teoria de funções complexas. Esta questão 
foi resolvida por Fueter ([fueter]) e na linguagem que estamos usando pode ser apresentada 
como segue. 
10 Denominaremos estas funções por complexas regulares. 
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Definição: Uma função f: IH--+ IH (real) diferenciável em q E IH é 
(i) C-regular em q se existe J((q) E IH tal que 
dq 1\ dq 1\ df, ~ D,J}(q); 
(ii) r-regular em q se existe J;(q) E .DI tal que 
(1.40) 
(1.41) 
Obviamente que ff(q) (f;(q)), denominada derivada à esquerda (direita) de f em q, se 
existe é única. 
Agora, a fim de simplificar a notação, é conveniente introduzir alguns operadores. 
Para f : IH --+ Hl diferenciável, usaremos a seguinte notação: 
Bd~ ~ (af -e;af) 
2 8t 8x; (1.42) 
8 f~~ (a f_ Bf ·) 
r 2 ôt ax/' (1.43) 
- - 82f 82f /',f~ 48,8, ~ 48,8, ~ "' + 8 8 
ut Xi Xi 
(1.44) 
onde em (1.44) assumimos f duas vezes continuamente diferenciáveL Com esta hipótese 
Br,Dr,Be e lJ.e comutam11 . 
Tendo em vista (1.26), (1.33) e (1.36), em coordenadas locais (1.40) e (1.41) tornam-
se respectivamente 
8! 8f Eijke;dt A dxj I\ dxk-
8 
(q) + 2dx 1 A dx2 A dx3e;-8 (q) = i Xi 
(- ~Eijkeidt A dxj A dxk + dx1 1\ dx2 1\ dx3) Jf(q), (1.45) 
8! Of 
-(q)Eijke;dt 1\ dx3 1\ dxk + 2-8 (q)e;dx1 1\ dx2 /\ dx3 = /)t X; 
J;(q) ( -~Eijke;dt 1\ dxj 1\ dxk + dx11\ dx2 1\ dx3), ( 1.46) 
Tomando como argumento (ei,ej,ek), 
(1.47) 
(1.48) 
11 8r e 8t são os operadores conjugados. 
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Enquanto que tomando (1\e;, e,i) resulta 
f)(q) ~ -2~; (q), 
t:(q) ~ -2~; (q). 
Agora, da unicidade de f}(q) e de f~(q), 
' 8! 8t } J,(q) ~ - /Jt(q) +e; 8x· (q) ~ -28ef(q) 
8! 8! _' 
i!t (q) +e; 8x, (q) ~ 28ef(q) ~O 
8J 8! } J;(q) ~- t (q) + x, (q)ei ~ -28,f(q) 
af !Jf -





Com isto encontramos equações diferenciais que determinam uma condição ne-
cessária e suficiente de regularidade para a função, da mesma maneira que as equações de 
Cauchy-Riemann no caso complexo12 . 
Proposição-1.4: Uma função f: IH ----t IH diferenciável em q E IH é 
(i) C-regular em q se e somente se B.ef(q) =O, sendo f((q) = -28.e.f(q); 
(ii) r-regular em q se e somente se lJ,J(q) =O, sendo f;(q) = -28rf(q). 
Dem.: Que estas condições sào necessárias já está provado com o estabelecimento de 
(1.51) e (1.52). Que são suficientes decorre imediatamente da substituição em (1.45) e 
(1.46). 
Aqui lieJ =O (lJrf =O) consta de quatro equações reais as quais serão chamadas 
€-equações (r-equações) de Cauchy-Riemann-Fueter. Empregando a notação vetada! com 
f = ljl + 1$, obtemos de (1. 7) que estas equações podem ser expressas como13 
(1.53) 
12É interessante observar como o procedimento empregado na obtenção destas equações lembra aquele 
usado para se chegar às equações de Cauchy-Riemann na análise complexa. 
13 
-<:1 age da forma usual nas coordenadas XI, x2, X3. 
12 
(1.54) 
onde em (1.54) temos+ para l-regular e- para r-regular. Portanto as funções simulta-
neamente C- e r-regulares devem necessariamente apresentar '{j X f= O. Embora o conjunto 
das funções C-regulares seja obviamente distinto do conjunto das funções r-regulares, a 
teoria de funções desenvolvida sobre estes conjuntos é equivalente no sentido de que cada 
resultado estabelecido para um conjunto possui uma versão simétrica (com mudança de 
operadores e ordem dos produtos quaterniônicos) válida para o outro conjunto14 . 
Para demonstrar os próximos teoremas é importante observar que, com f e g dife-
renciáveis, 
d(gD,!) ~ dg A Dq/- gD, A df ~ 2{(/J,g)f + g(l}d))v. (1.55) 
Assim, temos um teorema tipo Cauchy generalizado: 
Teorema-1.5: Seja g r-regular e f C-regular continuamente diferenciáveis em U, um 
domínio simplesmente conexo (3-conexo, 1r3 trivial)l 5 . Para todo subdomínio D tal que 
D c U, e cuja fronteira 8D é uma superfície (3-dimensional) fechada continuamente 
diferenciável por pedaços, temos 
r gD,t ~o. lan (1.56) 
Dem.: Estamos nas condições do Teorema de Stokes (Teorema-1.3). Assim, tendo em 
vista (1.55), este resultado segue imediatamente da aplicação desse teorema. 
Em virtude da equivalência existente entre as teorias de funções r- e .C-regulares, já 
a.cima mencionada, passaremos a trabalhar apenas com funções .C-regulares, exceto quando 
fizermos ressalva em contrário, e para simplificar a notação omitiremos o identificador "C". 
Tomando g = 1 no Teorema-1.5, segue como corolário aquilo que seria o 
Teorema de CauclJy para o caso quaternlônico. Cumpre lembrar que para tanto é ne-
cessário exigir que f seja continuamente diferenciável. Mas analogamente ao que se faz no 
14 Isto pode ser verificado diretamente, construindo as duas teorias em paralelo. 
15 Domínios simplesmente conexos sempre serão considerados abertos. 
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caso complexo a diferendabilidade contínua pode ser omitida das hipóteses do Teorema-
1.5, empregando para isto o argumento de dissecção de Goursat. Como conseqüência 
obtemos a seguinte formulação para o Teorema de Cauchy-Goursat quaterniônico: 
Teorema-1.6: Seja f uma função regular num domínio simplesmente conexo U. Para 
todo subdomínio D tal que D C U, e cuja fronteira ôD é uma superfície fechada conti-
nuamente diferenciável por pedaços, temos 
r n,t ~o. la v (1.57) 
Outro importante resultado que pode agora ser estabelecido é a Fórmula Integral 
de Cauchy-Fueterl6. 
Teorema-1.7: Seja f regular num domínio simplesmente conexo U, e Dum subdomínio 
(D c U) cuja fronteira ôD é uma superfície continuamente diferenciável por pedaços. 
Para todo ponto qo interior a D, temos 
(1.58) 
Aqui ôD é positivamente orientada (elementos de volume 3-dimensionais orientados para 
fora de D). 
Dem.: 
(q- qo)-' " . . . " Observamos que, exceto em qo, I [2 e mfimtamente dtferennavel, e q- Qo 
- {(q-qo)-'} - { -1 } 8, [q _ qo[' ~ 8,8, [q _ qo[' ~O. 
Tomando então G(q- q0 ) = (~- qo)l~1 , pelo Teorema-1.5 (relaxada a hipótese de dife-q- qo 
renciabilidade contínua) podemos trocar a superfície de integração ôD por uma 3-esfera 
16Talvez melhor fosse chamá-la de Fórmula Integral de Cauchy-Fueter-Moisil em homenagem a C. Moisil 
por suas contribuições a esta área. 
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S C D centrada em qo: 
r (q- Qo)-1 D,j(q) ~ r (q- qo)-1 D,J(q). 
laD lq- qol 2 ls lq- qol 2 
Da continuidade de f em q0 , paraS de raio arbitrariamente pequeno, 
Na 3-esfera temos 
], 
(q- q,J-1 j (q- q,J-1 
I I' D,J(q) ~ I q I' D,f(qo). sq-qo sq-o 
D, ~ ( q - qo) dS, 
lq qol 
onde dS é o elemento de volume (3-dimensional) euclideano em S, e assim 





é o volume da 3-esfera unitária ([courant]). Substituindo (1.62) em (1.60), e (1.60) em 
i (q-qo)- 1 2 I I' Dq/(q) ~ 2K f(q0 ), EJD q- qo 
e o teorema está demonstrado17 . 
Portanto, analogamente ao que se tem para funções complexas regulares, as funções 
quaterniônicas regulares são completamente determinadas no interior de uma região a 
partir dos valores assumidos na fronteira. 
Mostraremos agora que toda função regular é infinitamente diferenciável. Este re-
sultado, que também possui análogo em análise complexa, facilita muito a manipulação 
destas funções permitindo a omissão de hipóteses em teoremas (como a de diferenciabili-
dade contínua no Teorema-1.5, por exemplo). 
Teorema-1.8: Se f é regular num aberto U, então f é infinitamente diferenciável em U. 
17 A referência [sudbcry] apresenta formulações do Teorema-1.6 e -1.7 válidas para snperfícies de inte-
gração menos regulares. 
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Dem.: Tomando q0 um ponto arbitrário de U, como U é aberto sempre existe uma 3-
esfera S centrada em q0 tal que S C U. Denotaremos por R o raio de S. Assim, para 
lhl <R, 
f(qo+ h) 1 r(q-qo-h)-' 2IT 2 ls lq- q0 - hl 2 Dq/(q) 
_1_ r (q-qo-hJ-'(q-qo)dSJ(q) 
2IT 2 ls lq- qo- hi' lq- qol 
2~, hg(q,qo,h)dSf(q) (1.63) 
Para (q,q0 + h) E Sx!ntB, onde B é a bola de fronteira S, g(q,q0,h) = 
( h)-'( ) f- qo- 12 lq- qol é infinitamente diferenciáveL q-qo-h q-qo 
Denotando 
ano+nl +n2+nJ 
8' - ,;;,-,,'""'o-'" 
- !Jtn"8 ''8 "8 '' o Xol Xoz Xo3 
onde n0 , n1 , n2 e n3 são inteiros não negativos, mostraremos que se av f( q0 ) existe e é dada 
porls 
8'f(qo) = 2~2 h 8'g(q,qo)dSJ(q), 
então _!!_av f(q0 ) também existe e é dada por 8t0 
(1.64) 
(1.65) 
(para as demais derivadas a demonstração é análoga). Tendo em vista que (1.64) é válida 
para no = n1 = nz = n3 = O, com isto teremos estabelecido por indução que f é infinita-
mente diferenciável em q0 • 
De (1.63), (1.64) e (1.65), para todo escalar h, lhl <R, temos 
18' f(qo +h~- 8' f(qo)- F(qo)l 2~' lfs { â'g(q,qo, h)h- o'g(q, qo)- â~o â'g(q,qo)} dSf(q)l 
< _1_ r I o'g(q, qo, h)- à'g(g, qo) -_I!_ a, ( )I dSif( Jl 
27r2 }s h ôt 0 9 q,qo q 
< MR' lo'g(q,qo,h)-o'g(q,qo) _ _l!_a, ( )I (1.66) ~Eag' h ôt 0 9 q, qo ' 
-=-----:---=--c-:----;-18Para simplificar a notação fazemos g(q, qo) = g(q, qo,O). 
16 
onde M é o máximo de f em S. Na última passagem usamos a continuidade das funções 
do integrando e a compacidade de S, o que garante a existência dos máximos. 
Agora, posto que aa éJVg(q,qo) existe para cada q E S, dado E> o existe ó(q) tal 
i o 
que 
111<8( )~MR318"g(q,qo,h)-8"g(q,qo) _ _a_a" ( )I . t q .......- h 8t
0 
9 q, qo < c (1.67) 
Uma vez que a funçã.o que figura do lado esquerdo desta última desigualdade é 
contínua, todo q E S possui uma vizinhança Vq tal que para lhl < ó(q) a desigualdade 
(1.67) é satisfeita Vq' E Vq- Mas, devido a compacidade, 8 admite uma cobertura formada 
por um número finito de tais vizinhanças, digamos Vqp Vq2 , .•. , Vqk· Segue, então, que 
existe 8 tal que O< 8 < ó(qj) Vj E {1,2, ... ,k}. Este resultado juntamente com (1.66) 
fornece que, dado E> O existe ó para o qual 
Pela definição de derivada parcial, !)a av f(q0 ) existe e é igual a F(q0 ), ou seja, i o 
0~0 IJ" f(qo) ~ 2~, fs IJ~o 8"g(q,qo)dSf(q). 
Isto encerra a demonstração. 
(1.68) 
Como conseqüência do Teorema-1.8 obtemos, sem o uso de hipóteses adicionais, que 
as funções regulares são harmônicas. 
Teorema-1.9: Seja f uma função regular num aberto U. Então f é harmônica., 011 seja 
ó.f = O, e f' regular em U. 
Em virtude do caráter analítico das funções harmônicas, este teorema nos proporci-
ona um resultado mais forte do que Teorema-1.8: toda função regular é neceRsariamente 
real analítica. É interessante notar que para se chegar a esta conclusão foi necessário o 
uso da Fórmula Integral. 
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Existe uma maneira alternativa de apresentar as equações de Cauchy-Riernann-
Fueter e de caracterizar a derivada como o limite de um quociente. 
Proposição-1.10: Uma função diferenciável f é regular em q0 se e somente se 
(1.69) 
Se ainda f é continuamente diferenciável em alguma vizinhança V de qo, o que é necessa-
riamente satisfeito se f for regular em V, temos 
f'(qo) ~)ir;), (fc D,) -l (fac dq A dqf) , (1.70) 
onde C é um 3-cubo de aresta f centrado em qo. 
Dem.: A condição (1.69) segue de (1..55) com g:::: 1, e a fórmula (1.70) do Teorema de 
Stokes. 
Agora estabelecemos a recíproca do Teorema de Cauchy-Goursat, o Teorema de Mo-
rera, com a hipótese adicional de diferenciabilidade contínua. 
Teorema-1.11: Seja f uma função continuamente diferenciável num domínio simples-
mente conexo U. Se para todo subdomínio D (D CU), cuja fronteira 8D é uma superfície 
fechada continuamente diferenciável por pedaços, temos 
então f é regular em U 19 
r D,J ~o, 
la v 
Dem.: O Teorema de Stokes em (1.71) fornece 
r D, A df ~O . 
.f v 
(1.71) 
1 ~ A referência [schuler] demonstra este teorema sem exigir difcrenciabilidade contínua. Para tanto o 
autor emprega argumentos de dissecção. 
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Da continuidade do integrando e da arbitrariedade de D surge 
Dq A dfqr:. = O para todo q0 E U, 
e portanto f é regular em U, pela proposição anterior. 
O Teorema de Morera pode ser usado para definir as funções regulares, tal como no 
caso complexo. Este procedimento quando adotado, embora apresente-se menos adequado 
sob outros aspectos, permite uma maior analogia com a análise complexa donde as funções 
regulares surgem de modo mais natural. Esta idéia é empregada por C.A. Deavours em 
[deavours]. 
Outros resultados relevantes que podem ser obtidos em virtude da Fórmula Integral 
de Cauchy-Fueter, e que se torna oportuno abordar, são a Fórmula Integral de Poisson, o 
Teorema do Módulo Máximo e o Teorema de Liouville. 
Como já discutimos (Teorema-1.9) as componentes de uma função regular necessa-
riamente satisfazem a equação de Laplace a quatro dimensões. A fórmula integral (1.58) 
exprime cada uma destas funções componentes no interior de um domínio em termos da in-
tegral de todas as quatro funções componentes na fronteira deste domínio. A idéia básica 
do próximo teorema consiste então em tomar um domínio com fronteira adequada (no 
caso será uma 3-esfera), tal que cada função componente possa ser expressa no interior 
exclusivamente em termos da integral dela própria na fronteira. Teremos obtido com isto 
uma solução harmônica explícita para o Problema de Dirichlet no domínio considerado, a 
.Fórmula Integral de Poisson, já conhecida da Teoria do Potencial ([courant ]). 
Teorema-1.12: Consideremos a bola B::::: {q' E IH/ jq'j s; R} cuja fronteira é, eviden-
temente, a 3-esfera S de raio R centrado na origem, e f uma função regular em B com 
parte escalar 4> = Re(f). Para qo E IntB, denotando jq0 j por 1·, temos 
~ )_(R2 -r2 ) f ~(q)dS 
(qo- 2r.2R }8 (R2+r2-2rRcos0)2' 
onde O é o ângulo entre q0 e q quando vistos como vetores de JR4 
(lqollqlcosO ~ (q,qo)) 20 , 
(1.72) 
20 Aparentemente a Fórmula Integral de Poisson u.ssirn es~<tbelecida não seria válida para todas as funções 
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Dem.: Tomando o lado direito de (1.58) com q0 E lutE substituído por 
inversão em relação a 3-esfera S), para 8D;::;:; S obtemos 
pOIS 
( R' )-1 O - I r q - ;Tqo D f( ) 
- 22 J, I R' I' q q , 7r s q- rrºo 
é r-regular em B (Teorema-1.5). Ainda de (1.58): 
I j (q- qo)-' f(qo) = -2 ' I I' D,f(q). 
1r s q-qo 
Assim, para uma constante qualquer 1 E IH, (1. 7 4) pode ser reescrita como 
Tomando 1 = ~: a função entre chaves torna-se escalar: 
I r {(R2 -r2 ) I } f(qo) = 2rr' Js R lq- qal' f(q)dS. 
O teorema segue de tomar a parte real em (1.75), observando que 
lq- qol 4 = (R2 + r2 - 2cRcos0) 2 • 
R' 




Obviamente que este teorema também é válido para as demais funções componentes 
de f. Embora a demonstraçã.o tenha sido feita para f tendo como domínio uma bola 
harmônicas, mas apenas para aquelas que fossem componente escalar de uma função regular. Cumpre 
observar no entanto que, como será estabelecido na Proposiçâo-1.16, em geral toda função harmônica a 
valores reais é componente escalar de alguma função regular. Este teorema é apresentado em [deavours], 
porém ta.nto a formulaçiio quanto demonstração encontradas neste artigo estão erradas. 
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centrada na origem, no caso do domínio estar centrado noutro ponto basta fazer uma 
translação nas coordenadas para obter a fórmula integral correspondente. 
A Fórmula Integral de Poisson tem inúmeras conseqüências já bem conhecidas da 
Teoria do Potencial. Em particular o Teorema da Média para funções harmônicas, segundo 
o qual o valor da função 4> num ponto q1 é o valor médio da função numa 3-esfera centrada 
em q1 , decorre diretamente desta fórmula. Daí segue que os máximos do módulo de 4> 
(não constante), num domínio fechado e limitado, encontram-se na fronteira do domínio. 
Resultado análogo é válido também para f como mostra o próximo teorema (Teorema do 
Módulo Máximo). 
Teorema-1.13: Seja f regular num domínio simplesmente conexo U. Para D C U um 
subdomínio fechado e limitado cuja fronteira BD é uma superfície fechada continuamente 
diferenciável por pedaços, o módulo de f assume valor máximo em 8D o qual é estrita-
mente maior que o módulo de f no lntD, exceto qu<tndo f é constante. 
Dem.: Módulo de f é uma função contínua em U, pois 
e f é contínua em U. Como D é compacto, I fi possui pontos de máximo neste conjunto. 
Suponhamos então que IJI assuma valor máximo no ponto q0 E IntD. Pela Fórmula 
Integral de Cauchy-Fueter aplicada a uma 3-esfera S C IntD e centrada em q0 , temos 
1 ~(q-qo)-1 1 ~ dS f(qo) ~ -2 2 I I' D,J(q) ~ -2 2 I l'f(q). 
1r s q-qo 1r s q-qo 
Para f( q0 ) = O, f é identicamente nula e não há nada a demonstrar. Assumindo f( qo) f::. O, 
da expressã.o anterior 
Tendo em vista que 
é função contínua de q, e que 
1 < _1_ r ds lf(qJI. 
- 2rr2 ls lq- qoi'IJ(qo)l 
lf(q)l < 1 
lf(qo)l -
r ds 
fs lq- qol' 
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2 
= 21T , 
(1.76) 
(1.76) só não é violada se 
lf(q)] - 1 
lf(qo)l - ' \fq E S. (1.77) 
Mas ( 1. 77) deve ser válido para toda 3-esfera S C D com centro em q0 , e portanto existe 
uma vizinhança de q0 em que f é constante. Uma vez que qo é um ponto arbitrário do 
interior de .D, segue que f é constante em .D. Isto encerra a demonstração. 
Tal como na análise complexa, a única função limitada regular em todos os pontos 
é a função constante. Assim, também neste caso se faz presente o Teorema de Liouville. 
Teorema-1.14: Se f é uma função regular para todo q E IH, e limitada (existe NI E IR 
tal que lf(q)l ;_; M l:fq E JH), então f é constante. 
Dem.: Seja q0 um quatérnio fixo mas arbitrário, e S uma :~-esfera centra.da na origem 
com raio R> lq0 l. Da Fórmula Integral de Cauchy-Fueter: 
1 r {(q- qo)-1 q-1} f(qo)- f( O) ~ 2rr' Js ]q- qo]' - jqj2 D,f(q) 
_1 r {R'('l-'lo)-]q-q,]''l}'l_f(q)dS. 
2rr2 }s R4 ]q-q0 ]4 R 
E portanto, 
if(qo)- f( O)] < _1_ r ]R'(q -'lo)- ]q- qo]'q] M dS 
h Js R4 (R -lqo])4 
< R( R ~I]qo])' { ~#IR'(q- i/o) -lq- q,]'ql}. (1.78) 
Feitas as devidas simplificações vemos que o termo entre chaves em (1.78) é da ordem de 
R4, o qual está dividido por 11m termo que vai com R 5 • Assim, como a desigualdade é 
válida para todo R> lqol, do limite R--+ oo obtemos que f(q0 ) =f( O). Uma vez que q0 
é arbitrário, isto demonstra o teorema. 
Também os quatérnios admitem uma fórmula integral com "termos de correção" 
a qual é de validade geral para funções regulares e não regulares (inclusive não real-
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analíticas). 
Proposição-1.15: Seja f continuamente diferenciável num domínio simplesmente conexo 
U, e Dum subdomínio (tal que o compacto D esteja contido em U) cuja fronteira fJD é 
uma superfície continuamente diferenciável por pedaços. Então, para todo q0 interior a 
D, temos 
1 j (q- qo)- 1 1 j (q- qo)- 1 -
.f(qo) = -2 ' lq q I' D,J(q)- 2 I I' 8e.f(q)v, 
7r &D - o 7r D q- qo 
(1.79) 
onde, obviamente, a última integral é imprópria. 
Dem.: Pelo Teorema de Stokes, 
I f (q-qo)-1 I f (q-qo)-1 
2rr2 lan lq- qol 2 D,.f(q) = 2rr 2 Js lq- qol 2 D,.f(q) + 
I ;, {(q-q0J-1 } 
+2----, d I I' D,J(q) , 
1f D-B Q Qo 
(1.80) 
sendo B C D uma bola de raio 8 centrada em q0 e com fronteira S. Pela mesma argu-
mentação apresentada na demonstração do Teorema-1.7, devido a continuidade de f, o 
primeiro termo do lado direito de (1.80) resulta f(q0 ) no limite 8--+ O. Quanto ao segundo 
termo, tendo em vista (1.55) e o fato de Br { (~q--ª;1 1~ 1 } =O para q i- qo, podemos 
reescrevê-lo como lj (q-qo)-'T 
2 I I' ile.f(q)v, 
1f D-B Q- Qo 
onde v = dt 1\ dx1 1\ dx2 1\ dx3 é a forma de volume. Para 6 --+ O os módulos de 
(q-qo)-1 
lv- Qol 2 
e v vão respectivamente com 6-3 e 84 . Assim uma vez que 8d é contínua por hipótese e, 
portanto, limitada em B, 
. j (q-qo)-1-
hm I I' 8ef(q)v =O. 
S-+O B q-qo 
Isto mostra que no segundo termo de (1.80) a integral de volume converge absolutamente 
e, portanto, está bem definida, o que encerra a demonstração. 
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Em (1.79) vemos que a integral de volume aparece exclusivamente para compensar 
uma eventual não regularidade da função na região de integração a qual zera no caso 
da função ser regular, como exigido pelo Teorema-1.7. Este resultado pode ser impor-
tante em aplicações físicas permitindo, por exemplo, quantificar possíveis contribuições 
não regulares associadas a erros experimentais. 
Em virtude da Proposição-1.15 podemos ajuda estabelecer aquele que sena o 
8-Lema de Poincaré para variável quaterniônica. 
Teorema-1.16: Seja g continuamente diferenciável num domínio simplesmente conexo 
U, e D subdomínio aberto com D C U (compacto) cuja fronteira é uma superfície conti-
nuamente diferenciável por pedaços. Então 
-1/, (q'-q)-1 ' ' f(q) ~ -, I, I' g(q)v 
1r Dq-q 
(1.81) 
é uma função continuamente diferenciável definida em D, a qual satisfaz 
Bef(q) ~ g(q) V q E D. (1.82) 
Dem.: Para qo E D fixo podemos tomar 6 > O tal que as bolas abertas Bs e B28 
centra.das crn q0 e de raios respectivamente ó e 28 estejam contidas em D. Assim, segue 
do Teorema 3-11 (Partição da Unidade) de [spivak] que existem funções c=, cp1 e cp2 , tais 
que cp1(q) + cp2(q) = 1 Vq E D, e 'Pl é identicamente nula fora de R2s enquanto cp2 =O 
dentro de Bs. Isto nos permite decompor g em D como 
g(q) ~ <p1(q)g(q) + 'Pz(q)g(q), 
onde g1 := cp1g e g2 := ~.p2 q são continuamente diferenciáveis, e identicamente nulas respec-
tivamente fora de B2s e dentro de Bo. 
Entã.o 
-1 r (q'-qJ-1 
h(q) = 7!" lv lq'- ql' gz(q')v' 
está definida e é continuamente diferenciável para q E Bs. Sendo 
- {(q'-q)-1}-
a, I ' I' -o q - q 
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p/ 
segue que em Bó 
-. -1;,-{(q'-q)-1} '' Ocj,(q) ~ -;;2 D Of lq' _ qiZ gz(q )v ~ 0. 
Por outro lado, 
-1;, (q'-q)-1 
!I(q) ~ -, I ' I' 91 (q')v' 
1f D q q 
está definida e é continuamente diferenciável em Bs, pois 
-1;, (q'-q)-1 ' ' 
-;;2 D lq'-ql' q1(q)v -1 J, (q'-q)-1 ' ' 7r2 H lq'-ql2 91(q)v 
-1;, u-1 
-, -1 l'g,(q + u)v., 
1f H U 
(1.83) 
onde u = q1 - q, e o índice na forma de volume indica que é em relação a u que se procede 
a integração. Denotando por 8~ o operador Bt na variável q', 
Dch(q) ~ ~; JH ~u~:De{g1(q+ u))v, 
~; k (f/-ºJI~ 1 â;{g1 (q'))v' 
91(q), (1.84) 
onde na última passagem usamos a Proposição-1.15 juntamente com o fato de que g1 lev = 
o. 
De (1.84) e (1.83) surge que a função f dada por (1.81) está definida e é conti-
nuamente diferenciável em Ba, onde satisfaz ainda Bt! = g. O teorema segue, então, da 
arbitrariedade do ponto q0 • 
Uma conseqüência imediata deste resultado é que, para g e .D tal como no teorema, 
a equaçao 
(1.85) 
sempre possui solução em D, embora não única. A não unicidade segue do fato de que se 
f satisfaz (1.85), então f+ h também satisfaz para h regular qualquer. Portanto, (1.81) é 
a solução de (1.85) a menos ele uma função regular a ser determinada pelas condições de 
contorno. 
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Cabe observar que também os últimos dois resultados são generalizações bastante 
naturais dos análogos complexos, como pode ser visto em [griffits]. 
1.5 Geração de Funções Regulares 
Funções quaterniônicas regulares podem ser geradas a partir de funções harmônicas, de 
funções complexas regulares e por meio de transformações conformes em funçõeR regulares, 
como estabelecem as seguintes proposições: 
Proposição-1.17: Seja f uma função harmônica num aberto U, duas vezes continua-
mente diferenciável. Então fJd é regular em U. 
Exemplo: para q f:. q0 , jq- q0 j- 2 é l1armônica e 8.elq- q0 j-2 = - (rqo)1;
1 
= G(q- q0 ) é 
' "' 
regular, como já discutido na. demostra.ção do Teorema-1.7 onde esta função figura como 
núcleo da Fórmula Integral. 
Proposição-1.18t Seja ~ uma fun-ção harmônica a valores reais, portanto duas vezes 
continuamente diferenciável, num conjunto aberto V C Hl com forma de estrela em relação 
a um ponto q0 • Então a função 
f(q) ~ <f;(q) + 2Pu [ s'B,f((l- s)qo + sq)(q- qo)ds (186) 
é regular em V. 
Exemplo: tomando rf!(q) = jq- q0 j- 2 e q0 = 1, obtemos o logarítmo quaterniônico, 
r2 + te·x· e·x· r 
L(q) = 2r2(r2 ~·t;) + ;1'; arctan( t), 
(r é o módulo da parte vetorial) o qual é regular e possui derivada âcL(q) = G(q). 
Proposição-L19: Seja F= n + iv uma função complexa regular num aberto W C ([',e 
seJa 
f(q) ~ u(t,r)+iv(t,r), (1.87) 
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onde r = .J.TkXk e r = 
t +·ir E W. 
Então, ~:!.f é uma função regular em todo q tal que 
Exemplo: pam F(z) ~ z-1 temo' !>f(z) ~ -4G(q), e para P(z) ~ ln z, i'.f(z) ~ -4L(q). 
As transformações conformes homográficas em IH são do tipo 
v(q) ~ (aq + b )(cq + d)-1 
Com esta notação temos 
Proposição-1.20: Se f é uma função regular em v(q), então 
é regular em q. 
1 
MqJ ~ lb 
- ac 
(cq+d)- 1 
1dl' lcq+ dl' f(v(q)) (1.88) 
A demonstração destas proposições é relativamente simples, pois consta essencial-
mente em verificar que são satisfeitas as equações de Cauchy-lliemann-l?ueter ([sudbery] 
e [deavours]). Existe ainda o Teorema de Extensão de Cauchy-Kovalevska, que serve para 
gerar funções regulares a partir de funções analíticas, o qual é discutido num contexto 
mais geral em [delanghe). 
1.6 Séries e o Teorema dos Resíduos 
Um aspecto muito importante da análise complexa é o Teorema dos Resíduos, o qual é 
útil desde o ponto de vista operacional no cálculo de integrais até o estudo de relações de 
dispersão, ou ainda no desenvolvimento de teorias físicas onde as singularidades represen-
tam fontes e sumidouros de partículas. Assim, é natural esperar que o estabelecimento 
de um resultado análogo para os quatérnios traga conseqüências não triviais, em virtude 
principalmente do maior número de dimensões presentes. 
O Teorema dos Resíduos está intimamente relacionado com as !léries para funções 
regulare!'>. No caso complexo as funções regulares podem ser representadas por séries ele 
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Taylor, ou por séries de Laurent quando da presença de singularidades. Trataremos inicial-
mente de estabelecer os análogos para as funções quaterniônicas. Para tanto, obviamente, 
não podemos empregar como base as potências de q, uma vez que em geral as mesmas são 
não regulares. 
Empregando uma notação semelhante a de [sudbery], identificamos Vn com o con-
junto não ordenado de inteiros {it,iz, ... ,in} onde 1 ~ir~ 3, ou ainda com [n1,n2,n3 ] 
onde n1 , n 2 e n3 correspondem ao número de ocorrências de 1, 2 c 3 respectivamente no 
n+l 1 
conjunto { it, Íz, ... , in}· Portanto, para cada n existem L j = -( n + 1 )( n + 2) tais con-
j=l 2 
juntos de Vn cuja classe denotaremos por an. Tal como na demonstração do Teorema-1..8, 
introduzimos o operador21 
q-1 
para. G(q) = jqj' 
e definimos ainda 
1 P,,.( q) = 1 ~)te;, - x;,) .. ·(te;,. - x;,. ), n. 
onde neste último a soma é tomada sobre as 1 n!l 1 diferentes ordenações do conjunto n1.n2.n3. 
{it, iz, ... , in}• Para n =O, Pv0 (q) = 1. 
Uma função quaterniônica j, definida num certo domínio, é denominada homogênea 
de grau n (inteiro) se f(aq) = a"''f(q) para a E IR. Assim é fácil ver que Pv., é uma função 
homogênea de grau n, e sendo G homogênea de grau -3 segue que Gv., é homogênea ele 
grau -n- 3 em todos os pontos de IH- {O}. 
Denotamos por Un o conjunto de funções regulares homogêneas de grau. n (no 
domínio considerado), o qual forma um espaço vetorial quaterniônico por multiplicação à 
direita pois 
Dc[f(q)q, + g(q)q,] = IDtf(q)]qJ + [Dcg(q)]q,. 
Como mostrado em [sudbery], tal espaço tem dimensão ~(n + 1)(n + 2). Usaremos este 
resultado para estabelecer a próxima proposição. 
21 Aqui não figuram derivadas em t. 
28 
Proposição-1.21: Os polinômios P,_,n são regulares e formam uma base para Un (n = 
o, 1, 2, ... ). 
Dem.: Seja f E Un. Sendo f regular, 
e sendo homogênea de grau n, 
Derivando (1.90) em relação a a em a = 1, 
af af 
t ot (q) + x; Üx; (q) ~ nf(q) (fórmula de Euler). 
Assim, de (1.89) e (1.91), 
a f






Agora, derivando (1.90) em relação a :ri obtemos que :: (q) é homogênea de grau n- 1, 
al ' b. I . " 0 I · · a qu e tam em regu ar pms ve comuta com -. sto nos permite repetir o argumento 
8.1:j 
sucessivamente tal que depois de n vezes obtemos 
(1.93) 
onde, como sempre, soma-se sobre os índices repetidos. Trocando-se a ordem de derivação 
em (1.93) quando necessário, o que é permitido pois f é infinitamente diferenciável com 
continuidade, 
f(q) ~ I; (-1)"P""(q)8""f(q). ( 1.94) 
VnEO"n 
on 
Tomando (1.90) novamente e aplicando Dx. . .. fJx. segue que 8,_,n f é regular homogênea 
ln 1J 
de grau zero e portanto uma constante (E IH), pois toda função constante é elemento 
de U0 e dim Uo = 1. Assim, de (1.94), todo elemento de Un pertence ao espaço ve-
torial quaterniônico Vn gerado por {Pvnh'nE"n mediante multiplicação pela direita. A 
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recíproca segue de observar que a dimensão de Un é igual ao número de elementos em 
{Pv,}vnEo-n· Portanto Vn = Un, e com isto mostramos que os polinômios P11" sào regulares 
e que {Pv,}v,Eun é um conjunto linearmente independente (por produto quaterniônico à 
direita) o qual forma uma base para Un 22 • 
Um aspecto importante da. demonstraçào anterior é que ela nos fornece explicita-
mente, através de (1.94), a expressão dos elementos de Unem termos de P11,, o que nos 
permite estabelecer uma série para funções regulares análoga à série de Taylor em variáveis 
complexas. 
Teorema-1.22: Seja f regular numa vizinhança V de qo. Então existe uma bola B C V 
centrada em q0 , na qual 
= 
f(q) =L L P"Jq- qo)a""' (1.95) 
n=OnunE<Tn 
sendo esta série uniformemente convergente (para toda bola fechada de centro q0 contida 
em B) e os coeficientes dados por 
(1.96) 
Dem.: Da regularidade segue que f é analítica em V. Então existe uma bola B centrada 
em qo tal que a série de Taylor de f em torno do ponto q0 é uniformemente convergente 
(para toda bola fechada de centro q0 contida em B), o mesmo ocorrendo com a série de 
Taylor das derivadas de todas as ordens de f. Ainda, a série de uma certa derivada de f 
é dada pela série de Taylor de f derivada termo a termo. Uma vez que23 
t = 
I 
4(q- e1qe1- e2qe2- e3qe3) 
~~--c---e--~ 22 0bviamente, para funções r-regulares homogêneas um resultado simétrico a este sustenta-se ainda par;~, 
a mesma base, a qual é portanto, regular à esquerda e à direita. 
23 Destas relações pode ser observado, também, que e"qe1, = -2ij. 
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a série de Taylor de f pode ser escrita como 
= 
f(q) = ~ p(nl(q- qo), (1.97) 
no= O 
onde p(n) é uma função polinomial homogênea de grau n 24 . A regularidade de f fornece 
= 
O= /J,f(q) = i)1 ~ plnl(q- qo) 
no= O 
= ~ i)1p(nl(q _ qo) (1.98) 
n=O 
e sendo fhp(n) homogênea de grau n- 1, da independência linear segue que lJcp(n) = O. 
Assim p(n) é regular homogênea de grau no que nos permite usar (1.94) para obter25 
= 
f(q)= ~ ~ (-l)nP"Jq-qo)B,nP(n). (1.99) 
n=O VnEo-n 
Posto que Bvnp(n) é constante, 8 11,P(m) é zero para n > me homogênea de grau m- n 
param> n, de (1.97) 
Com isto 
= (1.100) 
Agora, da continuidade de Gvn 1 
24 Soma de termos do tipo a0 qaJ ... an-Jqan, portanto alternado por constantes quaterniônicas. 
25 0bviamente, estamos sempre considerando q E B. 
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o que encerra a demonstração26. 
Uma constatação interessante que podemos fazer agora diz respeito aos zeros de 
uma função regular. Ao contrário do caso complexo, para tais funções os mesmos são não 
necessariamente isolados. Como exemplo mais simples podemos tomar a função J(q) = 
te1 - x1, a qual zera no 2-plano t = X1 =O. Aliás, para n > O, todo P,_,n zera em um, 
na união de dois, ou de três planos do tipo t = Xi = O. Embora a interferência entre 
os P,_,n de mesmo grau imprima dificuldades à caracterização dos zeros de uma função 
regular arbitrária, da independência linear destes elementos segue que não existem bolas 
inteiramente contidas no conjunto de nulidade da função. Este resultado é importante para 
a implementação de prolongamentos analíticos via sucessivos abertos que se interceptam. 
Afim de obter um resultado correspondente a série de Laurent, estabelecemos antes 
que 
Lema-1.23' Para lql < IPI 
00 
G(p- q) 2.= 2.= P",(q)G""(p) (1.101) 
n==O /JnE<7n 
00 
2.= 2.= G""(p)P""(q), (1.102) 
n=O /JnE<7n 
sendo a convergência uniforme em {q E IH/Iql ~ rlpl} para r< 1. 
Dem.: Segue do Teorema-1.22 mas, com o intuito de exercitar alguns argumentos que 
serão usados no Lema-2.11, elaboramos uma demostração explícita para este resultado. 
Observemos inicialmente que 
G(p- q) (p- q)-1 IP- ql' 
(ji- q)-1(p- q)-1(p- q)'1 
c1 - r1zyl-1l'-'( 1 - P-1º)-1p-1(l- P-1ª)-1p-r, 
26 Por esta demonstração é fácil ver que B pode ser tomada como a maior bola (aberta) de centro q0 




(1-'t1 ~ I>n 
n=O 
converge absolutamente para {sE mjjsj < 1}, e uniformemente na bola jsj < r para 
r < 1. Assim, para jp-Iqj < 1, 
00 00 00 
G(p- q) ~ 2)r'zyJ'r' ~(p-'q)Íp-1 ~cp-1q)'p-1. 
i=O j=O k=O 
Também para quatérnios é válido o resultado de que o produto de séries absolutamente con-
vergentes é absolutamente convergente e sua soma independe da ordenação dos termos 27 , 
donde 
00 




Passaremos a denotar os 2(n + l)(n + 2) termos entre chaves em (1.103) por p(n)(p, q), 
G(p _ q) ~ ~ p(n)(p, q). (1.104) 
n=O 
Esta série é uniformemente convergente em {q E Hljjqj:::;: rjpl} para r< 1, como pode ser 
facilmente visto pela aplicação do critério .M de Weierstrass com a comparação feita em 
relação a série 
Agora, p(n) é homogênea de grau nem q e, pelos mesmos argumentos usados na demons-
tração do teorema anterior, 6 também regular para jqj < jpj. Uma vez que toda função 
regular homogênea de grau n pode ser escrita como combinação de Pv, por (1.94), 
p(nl(p,q) ~ ~ (-J)"P",(q)IJZJ(nl(p,q), (LJ05) 
vnEo-n 
27 A demonstração é a mesma que para o caso real (vide [kaplan] para os resultados sobre séries). 
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onde o índice q em âZn indica que as derivadas se fazem em relação à variável q. Sendo 
azn p(n) independente de q, âznp(m) zero para n > me homogênea de grau. m- n em q 
param> n, ao derivar (1.104) em q:::: 0: 
surge 
e com isto obtemos (1.101) 
aZ" G(p- q t~o 
a:" ~o p(ml(p,q)l,~o 
~o BZ"p(ml(p,q)lq~o' 
G(p- q) = 2.= 2.= P",(q)G""(p). 
n=O VnEO"n 
(L106) 
Para obter (1.102) basta observar que G é também regular à direita e Pvn é base das 
funções homogêneas de grau n regulares à direita28 . 
Agora estamos em posição de estabelecer aquela que seria a série de Laurent. Porém, 
ao contrário do que fizemos no teorema anterior, já visando eventuais aplicações, deixare-
mos explícita a região de convergência da série. Assim, a série de Taylor, enquanto caso 
particular deste resultado, estará formulada de maneira ligeiramente diferente àquela do 
Teorema-1.22. 
Teorema-1.24: Seja f regular num anel 
A= {q E IH/r ,S [q- qo[ oS R), para O< r< R. 
Então para q interior a A, 
00 
f(q) = 2.= 2.= {P",(q- qo)a.,, + G,,(q- q,)b,"), ( 1.107) 
n=O llnEO"n 
nA última passagem pant obter (1.106) é permitida pela convergência uniforme da série das derivadas. 
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cujos coeficientes sã.o dados por 
a,, 2~' la G,,(q- qo)D,J(q), 
b,, 2~2 la P,,(q- q0 )D,J(q), 
onde C C A é uma 3-supelfídc fechada (continuamente diferenciável por pedaços) que 
envolve q0 • 
Dem.: Para q E IntA, por argumentos análogos aos do caso complexo segue que 
f(q) = 
2
\ r G(q'- q)D,f(q')-
2
1
, r G(q'- q)D,,f(q'), ~ ~ ~ ~ 
onde S1 e S2 são respectivamente as 3-esferas externa (raio R) e interna (raio r) que 
limitam A. Uma vez que lq'- q0 l > lq- qolna primeira integral e lq- qol > lq'- q0 1 na 
segunda integral, pelo lema anterior 
f(q) = 
2 \ r G((q'- q0 )- (q- q0 ))Dq'/(q') + 2 \ r G((q- qo)- (q'- qo))D,,f(q') ;r ls1 ~ ls2 
2~2 h, {E"~" P," (q- q0 )G,,(q'- qo)} D,,f(q') + 
+ 2~ 2 h,{~,~" G,,(q- qo)P,,(q'- qo)} D,,f(q') (1108) 
f L {P,,(q-qo) 2~,j G,,(q'-qo)D,J(q')+ n=OVnE<tn S1 
+ G,,( q- q,) 2~2 /s, P,, ( q'- q0 )D,J( q')} , (1.109) 
onde a última passagem é permitida pela convergência uniforme das séries em (1.108) 
sobre 51 e 5 2 respectivamente. As funções integrando em (1.109) são regulares em A, o 
que nos permite trocar 81 e S2 por C nas integrais e com isto encerramos a demonstração. 
Tomando f::::: P,,. e f= G1hn no teorema acima obtemos as seguintes relações: 
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2~ 2 fc G""(q)D,GMm(q) ~O 
2~ 2 lo P"Jq)D,PMm(q) ~ 0 
2~, lo P""(q)D,GMm(q) ~ o"m"" 
Na série (1.107), quando qo é um ponto de singularidade isolado, ou seja, f é regular 
numa vizinhança de qo exceto no próprio q0 , adotando a nomenclatura do caso complexo 
dizemos que o coeficiente bv0 é o resíduo de f no ponto q0 • Em particular, quando trata-se 
de um pólo simples (bv0 f O,bvn =O p/ n 2: 1) o resíduo pode ser facilmente obtido 
através do seguinte limite29 
(l.llO) 
Apresentamos agora um importante resultado, a versão quaterniônica do Teorema 
dos Resíduos. 
Teorema-1.25: Seja f regular num domínio simplesmente conexo U a menos de um 
número finito de pontos, e Dum subdomínio (D C U) cuja fronteira &D é uma superfície 
continuamente diferenciável por pedaços. Então, se q1 , ... , qn são os pontos singulares de 
f em D e Rt, ... , Rn os respectivos resíduos, temos 
(1.111) 
Dem.: Imediata do teorema anterior. 
Uma das aplicações deste teorema surge no cálculo de integrais impróprias em JR3 . 
Porém, cabe uma ressalva: uma vez que o produto c a composição de funções regulares 
29 De (1.107) 
lim a-'(q-qo)[J(q)-G(q-q,)b",J~ lim a-'(q-q,)[f L P".(q-q,), •• ], 
q-qo q-+qo 
n"'O VnE<Tn 
onde a convergência uniforme da série do lado direito (é uniforme pois trata-se de uma série de potências) 
implica em sua soma ser função continua c portanto o limite à direita vale zero, donde segue (1.110). 
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é em geral não regular, aqui o cálculo dos resíduos tem aplicação mais restrita do que no 
caso complexo. 
Adotamos agora um procedimento já conhecido da análise complexa ([byron]) que, 
além de fornecer um método para cálculo de integrais (vide (1.112) abaixo), tem por 
conseqüência aquele que talvez seja o mais importante resultado desta seção em virtude 
da possível aplicação a Relações de Dispersão ([nussenzveig]). Trata-se do análogo das 
transformações de Hilbert. 
Seja f uma função regular no semi-espaço t ~O e no qual satisfaz lim /f(q)/::: O. jqj_.,.oo 
Da regularidade de f, fc G(q- s)D,J(q) =O, 
onde C é o 3-contorno representado esquematicamente abaixo e s E Dl3 (subespaço de IH 
definido por t::: 0)30 . Nesta figuraSse SR são as 3-semi-esfera.s de raio 6 e R centradas 
respectivamente em s e na origem. 
IR 
--/ 
Contorno de integração em DI. 
No limite 6 --> O a integral em So resulta -71"2 f( B ), o que segue da continuidade de f e 
do teorema anterior (tendo em vista a simetria da integral). Uma vez que para R -+ oo Dq 
vai com R3 , /G(q- s)/ vai com R-3 e /f(q)/ -+ O, a integral em Sn não contribui neste 
30 Em outras palavras, sé puramente vetorial, porém, para não carregar a notação desnecessariamente 
omitiremos as setas por ora. 
37 
(1.112) 
Esta integral, que é imprópria, é o análogo do valor principal de Cauchy do caso complexo. 
A relação integral (1.112) é a base para o estabelecimento das transformações de Hilbert, 
como atesta o resultado seguinte. 
Proposição-1.26: Seja f= cp +;f regular no semi-espaço t ::::_O, no qual lim 1/(q)l = O. 
IGI--+oo 
Então, empregando a. notação GlllP =§,temos 
<f(s) = 
;f( s) 
_1_, r li(x-s)-;f(x)dv3 
1r 1JF(.3 
-_1, f [q(x- s)<f(x) + g(x- s) X ;f(x)jdv3 
1T J JR3 
onde dv3 é o elemento de volume em JR3 . 
(1.113) 
(1.114) 
Dem.: Segue de (1.112) mediante a identificação de Dx com dv3 (positivamente orien-
tado). 
Essencialmente, esta proposição nos fornece relações integrais entre as componentes 
da função j, cada uma das quais expressa em termos das outras três. 
Em [menon] apresentamos a primeira aplicação do resultado acima. Trata-Re de 
relações de dispersão quaterniônicas em fenomenologia de partículas elementares, para o 




Tomamos os quatérnios complexificados (IH® <f), denominados biquatérnios, e estudamos 
a teoria de funções correspondente. Trata-se de uma álgebra complexa com divisores de 
zero, o que traz dificuldades a.o estabelecimento de uma Fórmula Integral, a qual no entanto 
existe, constituindo o ponto principal e mais bonito deste capítulo. 
2.1 Introdução 
Da mesma forma que os quatérnios estão associados a rotações em JR3 , os biquatérnios 
possuem na sua estrutura, além das rotações usuais, as transformações de Lorentz su-
bluminais e aquelas que podem ser interpretadas como superluminais em .Mh,3 ([imaeda 
1979]). Ainda, o cone de luz e a métrica de Minkowski aparecem de modo natural no 
subespaço dos biquatérnios reais, induzidos pela norma biquaterniônica. Isto torna esta 
estrutura muito atraente para o estudo da teoria de funções associadas. 
Os resultados são de fato interessantes, pois uma abordagem com a caracterização 
das funções regulares via Fueter produz ''equações de Cauchy-Riemann-Fueter" que po-
dem ser reduzidas às equações de Maxwell. do eletromagnetismo, e proporciona também 
a existência de uma Fórmula Integral, o que é admirável em se tratando de uma álgebra 
com divisores de zero. 
Os primeiros trabalhos em análise biquaterniônica parecem ter sido feitos por K. 
Imaeda ao estudar um novo formalismo para a eletrodinâmica clássica (vide [ima.eda 1976] 
e referências). Idéia semelhante foi também explorada por N. Salingaros, em [salingaros], 
usando a álgebra de Clifford sobre o espaço de Minkowski. 
Do ponto de vista matemático, [imaeda 1976] consta de pouco rigor e é incom-
pleto em alguns pontos. Posteriormente, porém, J. Ryan ([ryan 1990]) formalizou parte 
destes resultados no contexto das análises de Cli.fford complexas. Inspirados nestes tra-




Os biquatérnios (JB) podem ser introduzidos como o conjunto de todas as quádruplas 
complexas ordenadas, ou seja {(z0 ,z~,z2 ,z3 );z0 ,z~,z2 ,z3 E (['},com as operações de 
soma e produto por escalar usuais de d:' 4 e munido do produto biquaterniônico, o qual é 
uma aplicação bilinear IB x IB-+ IB mais convenientemente definida em termos da base 
1 :::: ( 1, O, O, O), tTl :::: (O, 1, O, O), uz :::: (O, O, 1, O), tT3 :::: (O, O, O, 1 ), a saber31 
(2.1) 
Em notação vetorial, 
Z=zo+Z, 
o produto adquire a forma 
ZW (z0 +z)(w0 +1li) 
zowo +i· W + zoW + w0Z + iZ x úi, (2.2) 
onde Z · W""' ZkWk e Zx W :::=:: ê:kmnZkWman; k,m, n = 1,2,3 32 . 
É conseqüência de (2.1) que 
(2.3) 
e trata-se portanto de uma álgebra associativa, embora não comutativa. De fato, por (2.2), 
ZW-WZ::::2iZxW, (2.4) 
o que mostra que o centro da estrutura é d:'. Denotando Zu:::: Xu + iyu, outra notação que 
pode ser empregada é 
Z Zo + Zk(lk 
xo +X+ iy0 + ifj. (2.5) 
Sendo os biquatérnios uma álgebra sobre corpo complexo podemos conJugar em 
relação a S11a base, em relação ao corpo ou em relação a ambos, definindo 
31 Aqui i é a unidade imaginária complexa. 
32 Empregamos índices latinos para denotar 1,2 e 3, e índices gregos para O, . , 3. 
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Z = xo - X+ iyo - iff (conjugado hipercomplexo ), (2.6) 
Z* = Xo +X- iyo- i fi (conjugado complexo), (2. 7) 
os quais satisfazem 
zw~w z, (2.8) 
(ZW)' ~ w• Z'. (2.9) 
Veremos que o conjugado hipercomplexo coincide com a conjugação usual no caso 
quaterniônico e pseudoquaterniônico, e como queremos que a norma também coincida é 
adequado defini-la como 
N(Z) Z Z 
(2.10) 
De (2.10) segue que N pode assumir qualquer valor complexo, havendo inclusive 
N(Z) =O para Z i- O e portanto lB não é álgebra de divisão. Os únicos divisores de zero 
são aqueles com norma nula({:} zJ = z;z;), e os demais admitem inversa única 
-1 z 
z ~ N(Z)" (2.11) 
Pm (2.8) 
N(ZW) N(Z)N(W) (álgebra de composição), (2.12) 
(2.13) 




De (2.1) temos que os elementos da base {1,ak;k = 1,2,3}sâoisomorfos às matrizes 
de Pauli 
(1 o) (o 1) (o -i) (1 o) 1 ~ O 1 'a1 ~ 1 O 'a2 ~ i O 'a3 ~ O - 1 ' 
donde IB é isomorfo as matrizes complexas ([!2 X2, 
z ~ Mz = ( zo + Z3 
Zt + izz 
zt- izz). 
ZO - Z3 
De fato, trata-se de uma bijeção onde Mz + Mw = Mz+w e MzMw = Mzw· Ainda., 




e portanto preserva-se a norma nas transformações mediante as quais o determinante da 
matriz isomorfa é invariante. Através deste isomorfismo podemos operar com matrizes, 
usando resultados já conhecidos das mesmas, como por exemplo na exponenciação de 
elementos de IB. 
Os biquatérnios, que podem ser identificados com ([:'4 ( = ([:' EB (f;'3), possuem su-
bespaços isomorfos aos quatérnios e aos pseudoquatérnios (pelo produto induzido), como 
já mencionamos. Os quatérnios podem ser vistos como o subespaço IR EB ( -i)!R3 , ou 
equivalentemente 
IH {z IH ~z = z}. 
"' E ; (2.19) 
onde a base quaterniônica usual é33 
(2.20) 
De forma análoga para os pseudoqua.térnios basta considerar coeficientes reais em relação 
à base usual que agora pode ser tomada como 
(2.21) 
Um subespaço também particularmente interessante é o dos biquatérnios reais, 
IBIR = {Z E IB; Z' = Z), (2.22) 
33 0bviamente estas identificações não são únicas. Em particular ao tomar ek ~ Íuk obtemos uma álgebra. 
isomorfa aos quatérnios (com inversão dos eixos espaciais). Para IH e$ os elementos genéricos ficam dados 
respectivamente por Z = xo- Yk(-iuk) e Z' = xo- Yl(-iul) + x2u2 + X3<7J. 
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cujos elementos são do tipo 
X= x 0 +X, (2.23) 
o que permite identificá-los com IR E& JR3 . Embora, ao contrário dos casos anteriormente 
estudados, IBIR não seja fechado em relação ao produto, seus elementos gozam de proprie-
dades muito úteis para aplicações físicas. Podemos inicialmente observar que a norma dos 
elementos de IB IR reproduz a métrica de Minkowski, 
(2.24) 
Outro aspecto, discutido nos próximos teoremas, é a relação entre as transformações de 
Lorentz e as transformações lineares representadas na estrutura biquaterniônica. 
Proposição-2.1: 
(i) A aplicação 
X~AXB+C (2.25) 
é uma transformação linear de lBJR em IBIR com A, B,C E .!B e N(A) i=- O, se e somente 
se C E lBJR e B = kA* para algum k E IR. 
(ii) Com relação a (i) as transformações que preservam a norma podem ser escritas como 
X--+ ±A' X A'*, (2.26) 
com N(A') = ±1. 
Dem.(i): Para que a imagem de (2.25) pertença a IBJR devemos ter (AX B +C)* = 
AX B +C VX E lBJR. Em particular, tomando X= O obtemos C*= C, logo C E lBJR, 
e assim B*XA* = A.-YB, donde 
(2.27) 
Uma vez que (2.27) é válida para X= 1, 
(2.28) 
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Então A- 1 B* comuta com todo X E IBJR, e portanto deve ser escalar em virtude de (2.4) 
e real devido a (2.28). Segue então que B = kA~ para. k E IR. 
(ii): Obviamente, é necessário k =f. O para. que a norma seja preservada. Ao tomar 
X =O em (2.25) a preservação da norma implica. em N(C) =O. Assim X- AX B é uma 
transformação linear inversível, portanto uma bijeção, que por (2.12) associa. elementos 
de norma nula a. elementos de norma nula. Supondo C =f. O podemos tomar X, com 
N(X) = O, tal que AX B = C o que viola a. hipótese de preservar a norma em (2.25). 
Logo C = O. Ainda, 
AXB ±( JikiAJX( foi A') 
±A' X A'* , 
donde N(AX B) ~ N(X) # N(A') ~±I. 
Na próxima proposição ,C~ denota o grupo de Lorentz (homogêneo) próprio 
ortócrono, e .C~, .C~, .C~ denotam, respectivamente, os casos próprio não ortócrono, 
impróprio ortócrono, e impróprio não ortócrono. Os elementos serà.o denotados pelas 
correspondentes letras minúsculas, por exemplo e~ para L:~. 
Proposição-2.2: Para N(A) = 1 
(i) A aplicação 
X ~AXA' (2.29) 
é uma transformação de Lorentz própria ortócrona, e toda e~ E L:~ é gerada por uma 
aplicação deste tipo, sendo a correspondência dois-um (espinorial), 
(2.30) 
O grupo de Poincaré é gerado admitindo a parte não homogênea, 
X--+ AXA*+C, C E IBIR. (2.31) 
(ii) A aplicação 
X~ -AXA' (2.32) 
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é Lorentz própria não ortócrona, e toda 4 E L~ é assim gerada sendo a correspondência 
{A, -A)~ f~(A)" (2.33) 
(iii) Analogamente, 
X--+AXA* (2.34) 
é Lorentz imprópria ortócrona, e 
(2.35) 
(iv) Ainda. 
X~ -AXA' (2.36) 
é Lorentz imprópria não ortócrona, onde neste caso temos 
{A, -A)~ ~~(A)" (2.37) 
Dem.(i): Denotando as matrizes de Pauli por o-0 , o- 11 o-2 e o-3 (vide (2.16)), toda matriz 
2 x 2 hermitiana pode ser escrita como 
É conhecido o resultado ([barut],[naber]) de que paraM E SL(2, <L') ·34 a aplicação35 
(2.38) 
é transformação de Lorentz própria ortócrona nas coordernadas ( x 0 , x 1 , x2 , x3 ), e que toda 
f~ E L~ pode ser representada por (2.38) para algum M E SL(2, <L'). Assim surge um 
homomorfismo dois-um entre SL(2, <L') e L~ pelo qual todo C~ E L~ é imagem de ±M 
para algum ME SL(2,<L'). 
Agora, tendo em vista o isomorfismo (2.17), 
X Xo + XFJ'k ~ Qx = Xoo-o + XkO"k, 
A zo + zkcrk:::;;; NIA =zoa o + ZkD"k =?- A11 = MA•, 
34 Matrizes complexas 2 x 2 unimodula..res (com determinante +1). 
35 Ml é a matriz adjunta de M. 
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a proposição segue imediatamente do resultado já conhecido para SL(2, d:'). 
{ii): Considerando por ora a representação matricial das transformações de Lorentz, 
L é matriz de Lorentz se e só se 
(2.39) 
onde Tf = diag( +1, -1, -1, -1). Uma vez que .C~ corresponde aquele conjunto de matrizes 
que satisfazem (2.39), com detL = +1 e Lu 2: 1, é evidente que .C~, formado pelas 
matrizes com det L = + 1 e L 11 :s; -1, é obtido multiplicando-se os elementos de .C~ por 
-1. Com isto (ii) segue de (i). 
(iii): Na notação acima .C~ corresponde às matrizes com detL = -1 e Lu 2: 1, 
as quais podem ser obtidas por uma inversão espacial (conjugação) seguida de Lorentz 
própria ortócrona. ARsim (iii) segue de (i). 
(iv): .C~ corresponde às matrizes com detL = -1 e L 11 :s; -1, obtidas 
multiplicando-se os elementos de .C~ por -1. Tendo em vista (iii), isto encerra a de-
monstração. 
Em [imaeda 1979] Imaeda discute uma formulação taquiônica em termos de bi-
quatérnios. A fim de preservar a métrica de Minkowski (a menos de sinal) mediante 
transformações de Lorentz em .MI1,3 , o autor levanta a necessidade de trabalhar com um 
espaço-tempo 4-dimensional complexo. Por exemplo, para um "boost" superluminal na 
direção x 1 , a transformação de coordenadas fica dada por 
f Xo - f3x1 f x1 - f3xo f . f • . 
X0 = -7,,'=~' X1 = -7,0 =of, x 2 ::: tX2, X3 ::: tX3 1 (3 > 1, v~' 1 v~' 1 (2.40) 
para a qual temos 
(2.41) 
Para manter a consistência lógica, temos que toda transformação de Lorentz superluminal 
pode ser escrita como produto de (2.40) por duas transformações sublumina.is. 
Na estrutura biquaterniônica estes resultados ficam expressos de maneira bastante 
natural, como atesta a seguinte proposição. 
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Proposição-2.3: 
(i) Para X 
aplicação 
xi-'e1., a transformação (2.40) pode ser identificada com a seguinte 
X---+ AXA*B, (2.42) 
onde A= exp{ -(X/2- ir. /4)et}, B = -el e X= are cotgh f]. 
(ii) Uma transformação de Lorentz superluminal pode ser identificada com uma 
aplicação do tipo 
Z---+ AZA* B, (2.43) 
com N(A) = 1, N(B) = -1, B = -B, sendo a recíproca também verdadeira. 
Dem.(i): Basta comparar a forma explícita de (2.42) com (2.40). 
(ii): Segue de (i) e do fato das transformações superluminais serem expressas como 
composição de (2.42) com transformações subluminais36 . 
A base { 1, a1, a2 , a3} mostrou-se adequada para o estudo das propriedades algébricas 
dos biquatérnios, principalmente devido às proposições 2.1, 2.2 e 2.3. Tendo em vista 
porém que os quatérnios são uma subálgebra dos biquatérnios esperamos, na construção 
da análise biquaterniônica, resgatar (ou comparar com) resultados obtidos no capítulo 
1. Para tanto parece mais adequado o emprego da base {1, e1, e2, e3}, isomorfa à base 
quaterniônica usual. Estas bases estão relacionadas por (2.20). 
A menos de menção explícita em contrário, nas próximas seções os elementos e 
funções de D3 estarão sempre representados nesta nova base, para a qual definimos 
Z = z0 +Z 
= Zo + Zk€k 
= x 0 + iX+ iy0 + ifj (2.44) 
Z = x 0 - X+ iy0 - ifj (2.45) 
Z* = x 0 +X- iy0 - ifj (2.46) 




ZW (z0 +z)(w0 +w) 
z0 w 0 - i· W + z0 W + w0 i + i x W, (2.47) 
N(Z) - 2 ZZ = Zo + ZkZk• (2.48) 
2.3 Formas Diferenciais Biquaterniônicas 
A definição de formas diferenciais a valores biquaterniônicos, bem como produto exte-
rior, derivação exterior, integração e Teorema de Stokes seguem imediatamente do caso 
quaterniônico (seção 1.3). De fato, as formas diferenciais são definidas sobre a álgebra as-
sumindo valores na álgebra da mane.lra usual e, assim, a única modificação em relação aos 
quatérnios é que neste caso a álgebra é feita sobre corpo complexo. Como conseqüência, 
em cada ponto a forma diferencial fornecerá uma aplicaçã.o mnltilinear alternada com 
respeito aos complexos (e não mais aos reais como para IH). 
As afirmações acima podem ser justificadas observando-se que em a::'4 o espaço 
tangente a um ponto ( zo, Z1, z2, z3), onde zl-' ::: x 1-'+iyl-' e Zl-' ::: XI-' -iy1" pode ser identificado 





, ou equivalentemente em termos 
X,. y,. 
'" '" i-<=0 
da base complexa {a~ 'a; }3 ' sendo estes últimos definidos por 
" 1-' ti=Ü 
(2.49) 
As formas complexas podem, então, ser definidas em termos da base dual de (2.49), 
(2.50) 
e assim a base das k-formas complexas fica dada por 
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Identificando a:' 4 com IB segue que uma k-forma será uma combinação linear de 
formas do tipo (p, q), com p + q = k, dadas por 
w~'q) = L a~·;!.,J.tp,,...1 , •• ,vq(Z)dzp, 1\ ... I\ dzl-'p 1\ dZ,.,1 1\ ... I\ dz,.,q, 
1'1 <-··<l'p 
'-"] <-··<"q 
onde a~·.~!.,J1p,v1 , ••• ,vq : lB --+ lB são funções biquaterniônicas37 . 
O operador de derivação exterior tem agora o seguinte aspecto: 
d = d1 + d", 
(2.52) 
(2.53) 
onde d' age procedendo derivações em relação a {z~"H=o e levando uma (p, q)-forma. a uma 
(p+ 1, q)-forma, enquanto d11 age de modo análogo em relação a {:zi-'}~=O produzindo uma 
(p, q + 1 )-forma. Portanto, atentando-se para o fato de que agora a derivação exterior se 
prodece em relação a (2.53), o Teorema de Stokes (Teorema-1.3) se mantém, como já antes 
mencionado. 
Na, teoria de funções que estudaremos neste capítulo existe uma notável simpli-
ficação. Trabalharemos apenas com formas holomorfas (tipo (p,O)), ou seja fechada.s em 
relação ao operador d"(d"w = 0), as quais podem ser escritas em termos de {dz~-tH=o• 
ficando portanto com estrutura muito parecida àquela do caso real. 
Assim, de modo geral, as formas a serem usadas são meras complexificações das 
correspondentes formas quaterniônicas. Por exemplo, para f : JB --+ IB diferenciável no 




f( Z)dzo + -
8 
f( Z)dzk • 
Zo Zk 
(2.54) 
enquanto (1.32), (1.33), (1.36) e (1.34) serão agora substituídas respectivamente por 






2.4 Funções Biquaterniônicas Regulares 
A fim de estudar a teoria de funções sobre IB, novamente nos deparamos com o problema 
de definir um conjunto de funções que seja ao mesmo tempo amplo e com propriedades 
interessantes, e no qual se sustente os principais teoremas de análise. 
Tendo em vista a teoria de funções quaterniônicas estudada no capítulo 1, com a 
linguagem que vimos empregando, a extensão das definições e conceitos é bastante suges-
tiva, e a regularidade pode ser caracterizada de modo natural via Fueter, Apesar disto, em 
virtude de não se tratar de uma álgebra de divisão, existem diferenças fundamentais que se 
refletirão principalmente na Fórmula Integral a ser obtida. Estes pontos serão abordados 
em detalhe enquanto resultados secundários ejou que possuem análogos discutidos nos 
capítulos anteriores serão omitidos. 
No caso quaterniônico era exigido "a priori" que as funções regulares fossem dife-
renciáveis no sentido real em JR4 , e devido a regularidade surge que estas são de fato 
analíticas. Assim, parece razoável exigir diferenciabilidade no sentido real (em JR8 ) para 
funções de lB em IB regulares. Porém, a fim de evitar dificuldades operacionais (na 
aplicação do Teorema de Stokes, por exemplo) faremos uma exigência mais forte neste 
caso: restringimos nosso estudo a funções diferenciáveis no sentido complexo em (};'4 39 . 
A exigência de diferenciabilidade complexa apresenta-se mais compatível com a estrutura 
algébrica. dos biquatérnios, pois trata-se de uma álgebra complexa. Assim, 
38 Cabe observar que agora Vz assume valores complexos, não admitindo em geral a interpretação de 
medida euclidiana de volume. Observação análoga se faz em relaçiio a Dz. 
39 É conhecido que estas funções, que passaremos a chamar de holomorfa.s, são de fato analfticas. A 
holomorfia pode ser caracterizada por ~! = O. 
""u 
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Definição: Uma função f : lB --+ IB holomorfa em Z E lB é regular à esquerda em Z se 
existe f'( Z) E lB tal que 
dZ A dZ A df, ~ D,J'(Z). (2.59) 
De maneira óbvia podemos definir também a regularidade à direita. No entanto, a 
menos que mencionemos explicitamente o contrário, o termo regular sem outros especifi-
cadores significará regular à esquerda. 
Os operadores correspondentes a (1.42) e (1.44) são agora definidos como 
(2.60) 
(2.61) 
As equações de Cauchy-Riemann- Fueter surgem na seguinte proposição. 
Proposição~2.4: Uma função f : IB --+ lB holomorfa em Z E lB é regular em Z se e 
somente se O;f(Z):::: O. 
Dem.: Idem ao caso quaterniônico. 
A equação H;j(Z) =O possui oito EDPs reais acopladas, tal como as equações de 
Maxwell40 . Ao empregar a notação vetorial f= c/Jo +r$+ i"I/Jo +i~ estas equações podem 
ser escritas como 
8 - - -
-8 (<fo+i,Po)~V'·(<f+i,P), zo (2.62) 
- 8 - - - - -V'( o/o+ i,P0 ) ~ -8 (<f+ itf;) +V' x (,P+ i,P), zo (2.63) 
ou ainda., usando (2.49), 
8~o + 8!/Jo ~ V' . f+ V' . f 
axo avo (2.64) 





onde o índice em V indica a variável em relação a qual são feitas as derivações. 
Também aqui temos um teorema tipo Cauchy. 
Teorema~2.5: Seja g r-regular e f R-regular em U. ParaM, com M CU, uma variedade 
4-dimensional mergulhada em IB com fronteira 8M, temos41 
r gD,f =o. laM 
Dem.: Segue do Teorema de Stokes e da identidade correspondente a (1.55). 
(2.68) 
Denotaremos por CL(Zo) :::: {Z E IB/N(Z- Z0 ):::: O} o cone de luz centrado em 
Z0 , e por Tz0M o espaço tangente a variedade M no ponto Z0 • 
Definição: Uma variedade 4-dimensional real é dita va'T'iedade de tipo um se for tal como 
no teorema anterior e gozando ainda da seguinte propriedade 
M n cL(z) = TzM n cL(z) = {Z} ~ZEM. 
Sobre este tipo particular de variedade podemos estabelecer um resultado surpreen-
dente: uma Fórmula Integral embora a álgebra possua divisores de zero. 
41 Embora não mencionado explicitamente, estamos sempre supondo que tais variedades e fronteiras 
sejam continuamente diferenciáveis por pedaços, bem como compactas e orientáveis. 
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Teorema~2.6: Seja f uma função regular em U e M C U uma variedade de tipo um. 
Então para todo ponto Zo interior a M, temos 
1 r (Z-Zo)-1 
f(Zo) = 2~ 2 JaM N(Z- Z0) D"f(Z). (2.69) 
Dem.: A demonstração que apresentamos aqui segue de perto aquela feita por [ryan 1990] 
para estabelecer fórmulas integrais generalizadas em álgebras de Clifford. 
(Z- Z0 )-1 • Uma vez que g(Z) = N(Z _ Zo) e r-regular para N(Z- Z0 ) '=I O, pelo teorema 
anterior, podemos substituir 8M pela fronteira 8M' de uma subvariedade 4-dimensional 
de M que possui Z0 em seu interior, a qual é homeomorfa à 3-esfera. Para 8M' suficiente-
mente pequeno (obtido por exemplo pela interseção de uma 7 -esfera infinitesimal com M) 
podemos deformar homotopicamente 8M' em U e sem tocar CL(Zo) obtendo 8M", uma 
3-variedade em Tz0 M, e novamente o teorema anterior nos permite transferir a integral 
para 8M": 
_l_ r (Z- Zo)-1 D,J(Z) = _1 r (Z- Zo)-1 D,f(Z). 
2;r 2 1oM N(Z- Z0 ) 27r 2 1oM" N(Z- Zo) (2.70) 
Sendo M de tipo um, Tz0 lvf é da forma W + Zo onde W é uma subespaço real 
4-dimensional e, por hipótese, sem divisores de zero. Aplica-se, então, a W o Teorema 
1 de [ryan 1990], segundo o qual existe uma homotopia H : W X [0, 1] ---r IB tal que 
H(W,O) = W, H(W ,1) = Hl" e H(W, t) é um subespaço real de 1-dimensões sem divisores 
de zero para todo t E [0, 1]. Isto juntamente com o Teorema-2.5 nos permite substituir 
8M" em (2.70) por 8D, onde D CU é uma variedade 4-dimensional contida em JR4 + Z0 
e que possui Zo como ponto interior. Resta então mostrar que 
(2.71) 
o que pode ser feito com o uso dos mesmos argumentos empregados na demonstração da 
Fórmula Integral para quatérnios. Isto encerra a demonstração. 
É interessante observar que ao contrário dos casos complexo e quaterniônico, onde 
a Fórmula Integral de Cauchy é estabelecida sobre um contorno de co-dimensão um, aqui 
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estamos integrando na fronteira de uma variedade cuja co-dimensão é igual a dimensão 
(=: quatro). Este aumento na co-dimensão parece necessário para evitar os cones de 
luz. Resultado análogo, porém, não pode ser obtido para pseudo-quatérnios nem para 
biquatérnios reais. 
É indiscutível a importância da Fórmula Integral acima,. Seu uso, porém, uma vez 
que restrito a variedades de tipo um, é mais sutil que no caso quaterniônico. A fim de 
aumentar nossa intuição sobre tais variedades seguimos com alguns exemplos, os quais 
são fundamentais no entendimento das manipulações posteriores. Se W é um subespaço 
real 4-dimensional sem divisores de zero, então toda variedade 4-dimensional (sempre 
compacta e continuamente diferenciável por pedaços) em Z + W é variedade de tipo um, 
para Z E IB. Como casos particulares temos as variedades 4-dim.ensionais em. DI C IB. 
Ainda, se A E O( <L'4 ) (grupo ortogonal complexo, ou seja, AtA= I), então Z + zA(M) 
é variedade de tipo um para z E <L' - {0}, Z E IB e M uma variedade 4-dimensional em 
DI c IB. Como exemplo podemos tomar Z+zA(B), onde B = {q E llf/jqj :$r} é uma bola 
em DI 42 . 
2.5 Geração de Funções Regulares 
As funções biquaterniônicas regulares podem. ser geradas de modo semelhante às funções 
quaterniônicas regulares (seção 1.5). A seguir enunciamos os resultados mais importantes 
neste sentido. 
Proposição-2.7! Seja f uma função holomorfa e complexa-harmônica (~z f= O) num 
aberto U c IB. Então 8ff f é regular em U. 
Proposição-2.8: Seja cjJ: IB -+ ([' holomorfa e t::./'cjJ = O num aberto V C IB com forma 
de estrela em relação a um. ponto Z0 • Então a função 
f(Z) = o/(Z) + 2Pu .f s 2Dfo/((1- s)Zo + sZ)(Z- Zo)ds (2.72) 
12 Note que N(Z) = ZZ- Z'Z- Z'.A'AZ, e portanto .A leva subespaço sem divisores de zero em 
subespaço sem divisores de zero. 
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é regular em V. 
Dem.: Análoga àquela da Proposição-1.18 (vide [sudbery]). 
Proposição-2.9: Seja f uma função holomorfa definida em V= U- {Z E fB/N(i) =O} 
para um aberto U C IB, e que em V admite ser escrita como 
f(Z) = u(zo,z)+Zv(zo,z), (2.73) 
onde z = ~' Z = Zj z, e sendo u e v funções holomorfas as qttais satisfazem ainda as 
seguintes equações tipo Cauchy-Riemann: 
âu 8v 
Ôzo âz 





(ii) Ainda, se f está definida e é holomorfa em todos os pontos deU, então ~z f é regular 
em U. 
Dem.(i): A verificação de que 6_z f é regular é análoga àquela do Proposição-l.l9 (vide 
[deavours]). 
(ii): o resultado segue de (i), pelo qual a;Llz f:::: o em v, e da continuidade de a;~z f. 
Como conseqüência desta proposição temos que ~z zn é regular em todo Z para 
n ~O, e em todo Z tal que N(Z) i- O para n::::; -L 
É interessante que podemos também gerar funções regulares em 1B a partir de 
funções regulares em IH via prolongamento analítico. A idéia é a mesma empregada 
na construção de funções complexas regulares a partir de funções reais analíticas. 
Proposição-2.10: Se f é regular quaterniônica em { q E IH flq- q0 1 < r}, onde admite 
portanto ser escrita como 
t(qJ =L L p""(q- q,Ja""' (2.75) 
n=O v.,Ecrn 
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podemos introduzir a seguinte função biquaterniônica 
F(Z)~ 2::; 2::; P""(Z-q0 )a"" (2.76) 
n=OllnED"n 
a qual está definida e é regular em { Z E 1B /IZ - qol < r} 43 . 
Dem.: Cabe observar inicialmente que P11,(Z) é definido da mesma forma que P,,n(q), 
com zf.' no lugar de XI-'. Uma vez que (2.75) converge uniformemente para lq-q0 l ::; r 1 < r, 
em se tratando de uma série de potências, o mesmo ocorre com (2.76) e respectivas séries 
das derivadas em IZ- qol::; rl <r. Aplicando a; em (2.76), a convergência uniforme da 
série das derivadas permite derivar termo a termo no lado direito: 
00 
li;F(Z) ~ 2::; 2::; v;P""(Z- qo)a""" (2.77) 
n=O VnED"n 
-z e/! a ep (1 a i a ) 1 AX i ~ . Sendo a1 :::: - - - - -- - - :::: - a1 - - 8p, segue da regulandade de 2 8z11 2 2 8x1, 2 8yf.' 2 2 
P,.,,., ( q), já estabelecida no capítulo 1, que 7J;F( Z) :::: O em { Z E 1B fiZ - qol < r}. 
Na próxima seção estudamos séries de funções regulares em IB, o que torna o resul-
tado acima mais claro. 
2.6 Séries 
Nesta seção generalizamos resultados da seção 1.6 e para tanto empregamos uma mani-
pulação ligeiramente diferente, a qual não exige conhecer a prim·i a dimensão do espaço 
das funções regulares homogêneas de grau n. 
Lema-2.11> Pa" Z, W E 1B taie que N(W- Z) -F O e jN(Z)j < jN(W)j temoe 
(2.78) 
00 
2::; 2::; G""(W)P""(Z), (2.79) 
n=O VnEa, 
43 Aqui denotamos IZI - ;jzpzw 
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sendo a convergência uniforme em 
{Z E IB/N(W- Z) ;'O e IN(ZJI <; riN(W)IJ pa;a r< 1. 
Dem.: Pela mesma manipulação empregada para chegar a (1.104) obtemos 
G(W- Z) ~ L plni(W, Z), (2.80) 
n=O 
sendo a série uniformemente convergente na região definida acima e p(n) é polinomial 
regular homogênea de grau n em Z. Agora, se P é regular homogênea de grau n, pelos 
mesmos argumentos usados para obter (1.94), 
(2.81) 
onde a:, P é constante para P polinomial44 . Isto nos permite expandir 
p(nl(lv, Z) ~ 
L P""(Z)G",.(W), 
v,Ean 
donde segue o lema. 
Devido a presença de divisores de zero não é possível generalizar as séries de Laurent 
em regiões anelares 8-dimensionais em IB. Para empregar a Fórmula Integral tal como no 
estabelecimento do Teorema-1.24 é preciso que a região considerada seja uma variedade de 
tipo um, e portanto 4-dimensional. A formulação que apresentamos é uma generalização 
do caso quaterniônico via grupo ortogonal complexo O( d71). 
44 Aqui não se usa nenhum resultado externo (dimensão de Un)· Na linha de raciocínio aClma 
pode-se mostrar ainda que P.,n é base de Un, ba-stando para isto verificar que Pvn são regulares 
(â;P,.., = 0), linearmente independentes (o que segue da decomposição P.,,(Z) = ±z~ 1 z;' 2 z~'' + z0 p(n-l), 
sendo p(n-l) de grau n - 1), e usar o resultado do próximo teorema. Corno corolários resulta 
dirn U, = ~(n + 1)(n + 2) e que toda função regular homogênea é polinomial. 
57 
Teorema-2.12: Seja o anel A= {q E IH C IB/r:::;; lq- Qol:; R} para O< r< R. Então, 
para A E O(IL'4 ) tal que f é regular em A'= A( A) e Z interior a A', 
00 
f(Z) =L L {P""(Z- Zo)a"" + G""(Z- Z0 )b"") 
n=O v,.Eun 
onde Zo = A(qo), e os coeficientes são dados por 
b"" = __!_, f P""(Z- Z0 )D,f(Z), 21r .!c 
(2.82) 
para C C A' uma 3-superfície fechada (continuamente diferenciável por pedaços) que en-
volve Z0 ·15 . 
Dem.: Segue do lema anterior com os mesmos argumentos do Teorema-1.24, observando 
que o grupo ortogonal preserva a norma. 
Em particular o resultado acima fornece a série de Taylor para funções regulares, e se 
houver alguma aplicação interessante que justifique o investimento, desse teorema surge 
a possibilidade de estudar teoremas de resíduos bem como transformações de Hilbert, 
relações de dispersão e outros assuntos afins. 
2. 7 Propriedades Regulares do Eletromagnetismo 
Os postulados fundamentais do eletromagnetismo clássico, como o espaço- tempo, o con-
ceito de campo e as equações de Maxwell, podem ser unificados numa única entidade: a 
teoria de funções b.iquaterniônicas. 
Na seção 2.2 já discutimos o espaço-tempo e as transformações de Lorentz no escopo 
dos biquatérnios reais (Proposição-2.2). Resta agora associar funções biquaterniônicas a 
campos eletromagnéticos e formular, de maneira útil, as equações de Ma-..;:well nesta lingua-
gem. Para tanto consideremos funções puramente vetoriais definidas sobre os biquatérnios 





Interpretando É e fi como os campos eletromagnéticos, (xo, Y1, Y2, Y3) como as coorde-
nadas espaço-temporais (xo para o tempo), e tendo em vista (2.64)-(2.67), vemos que as 
equações de Ma.xwell no vácuo, 
v. E~ o 
v.ff~o 
- - 8ff VxE~--8t 
-+ -+ âÊ 
V X H~ Dt' 
são equivalentes as equações de Cauchy-Riemann-Fueter para f 






Portanto, o problema de obter uma solução das equações de Maxwell reduz-se ao 
problema de encontrar uma função regular que satisfaça as requeridas condições de con-
torno e inicial. 
De maneira mais geral, quando temos densidade de carga p e de corrente f, as 
equações de Maxwell 
V·Ê~p 
V·ff~o 
- - 8H \JXE::::--
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- - 8E -V X H ~ Dt + J, 
tornam-se equivalentes a seguinte equação 






46 Na momenclatura da seção 2.2 os biquatérnios reais (IBm) er<tm os elementos da forma xo + XkO'k· 





Neste caso além das soluções homogêneas associadas à equação (2.88), devemos obter 
ainda uma solução correspondente a parte não homogênea de (2.93). 
A questão que surge, então, é se seria possível generalizar o O-Lema de Poincaré (já 
estabelecido para o caso quaterniônico no Teorema-1.16) a fim de obter explicitamente 
uma solução da equação não homogênea, integrando extensões de g sobre uma variedade 
de tipo um adequada47_ 
47 Esta generalização é não trivial em virtude da impossibilidade de se fazer partição da unidade com 
funções holomorfas. Apenas para ilustrar a dificuldade envolvida considere g uma função a valores bi-
quaterniónicos, holomorfa em U, e M C U uma variedade de l'ipo um (analítica para facilitar), que por 
simplicidade podemos supor num subespaço quatro dimensional (real) sem divisores de zero. Para Zo 
interior a M temos 
1 r (Z- Zo)-' 1 r (Z- Zo)-' -• 
g(Zo) = 211"2 JaM N(Z Zo) Dzg(Z) - 11"2 j M N(Z- Zo) ai _q(Z)vz, 
que é a versão biquaterniônica da Proposição-1.15, a qual pode ser estabelecida seguindo argumentação 
semelhante àquela do capítulo 1, exceto no que diz respeito ao limite 
. 1 r (Z-Zo)-'-· I p~ 2r.2 Js N(Z Zo) ai g(Z Vz =O, 
onde B =:= bó n M para b.s uma bola de raio 5 centrada em Z. Este agora segue de tomar coordenadas 
esféricas para t::..Z = Z - Zo, 
t::..zo = texp (i-r,b0)cos(él1)cos(él2)cos(B3) 
,6_;;1 = t exp ( i-r,bt )sen( e1 )cos( e.)cos( eJ) 
f:::..z2 = texp (i-r,b2)sen(B2)cos(B3) 
f:::..z3 = Eexp (i-r/!3)sen(BJ), 
juntamente com a Forma Local das Imersões, que permite tomar localmente coordenadas nas quais 1/;p = O. 
Nestas coordenadas, o f- 3 que aparece em (t::..z)- 1 /N(t::..Z) cancela com o E3 de a:y(Z)vz, e resulta num 
integrando que independe de c O limite segue do cálculo das integrais interadas. 
Por comparação com o caso quaterniônico seria natural esperar que 
1 r (Z- Zo)-' 
f(Zo)= -11'2 }M N(Z Zo)g(Z)v, 
fosse SOlUÇãO da parte nãO homogênea de a: j = g, O qne em geral não é verdade. 0 ponto CTUÓa\ aqui 
é o seguinte. Ao tentar adaptar a demonstração do Teorema-1.16 para g não identicamente nula, Tesulta 
que as funções g1 e Y• (obt.idas na partição da unidade) são não holomorfas o que impede o emprego da 
fórmula integral acima para seguir com a demonstração. 
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2.8 Isomorfismo Maxwell-Dirac 
Ao observar as equações da física notamos que algumas delas são semelhantes e/ou estão 
fortemente relacionadas. Por exemplo, 
k2 - cte 
- ' 
(2.95) 
pode ser vista como <L equação de Laplace (k2 =O), como a parte espacial das equações 
de difusão (k2 < O) e de Schrüdinger (k2 :::: 2;;:(E- V)), ou ainda como a equação 
de Helmholtz (k2 > 0). Em particular, uma partícula livre na mecânica quântica não 
relativística (E > V) é regida formalmente pela mesma equação que aparece no estudo 
das ondas eletromagnéticas (equação de Helmholtz), e algo semelhante também ocorre 
com a equação de Klein-Gordon 
8' o~--t:. &t2 ' 
110 domínio de soluções periódicas no tempo ( 1/;(t, T):::: eiw1rJ!(i')). 
Em [penrose] R. Penrose observou 
(2.96) 
" ... It (Schrõdinger's equation) some what resembles Hamilton's or Maxwell's equa-
tion (having intima te relations with both) ... 
Like the Hamiltonian formalism for classical physics, the Schrõdinger equation is not 
so much a espedfic equation, but a framework for quantum-mechanical equations generally. 
Once one has obtined the appropriate quantum Hamiltonian, the time-evolution of the 
state according to Schrõdinger's equation proceeds rather as though 11/J > were a classical 
field equation such as Maxwell. In fact, if I?,&> describes the state of a single photon, then it 
tums out that Schrõdinger equation actually becomes Maxwell's equations! The equation 
for a single photon is precisely the sa.me as the equation for a entire electromagnetic field 
... if 11/J > describes the state of a single electron, then Schrõdinger's equation becomes 
Dirac's remarkable wave equation for the electron ... " 
Este trecho nos chama a atenção para a questão já especulada por vários físicos, 
entre eles J .R. Oppenheimer e E. Majorana ainda na década de trinta, sobre uma possível 
conexão entre a eletrodinânica (equações de Maxwell) e a mecânica quântica (equação de 
Dirac)- o isomorfismo Maxwell-Dirac. O aspecto interessante é que a analogia entre as 
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duas teorias está, em geral, baseada em interpretar jj ± i.E como uma "função de onda" 
(veja, por exemplo, [moses] e suas referências). Entendemos que resultados mais profundos 
não tenham sido obtidos talvez devido ao uso de estruturas inadequadas para representar 
as equações. Este argumento é reforçado por recentes trabalhos de S. De Leo e W. A. 
Rodrigues Jr., onde os biquatérnios se revelam como o ambiente natural para o estudo da 
equação de Dirac. 
A interpretação de f = IÍ + iÊ como função de onda e o uso de uma formulação 
biquaterniônica para as equações parecem ser os ingredientes fundamentais para se tentar 
conectar as duas teorias. A estrutura de espaço-tempo de Minkowski (grupo SL(2, (f') e 
métrica de Minkowski induzida pelo produto no subespaço IBIR) e o grupo U(l) presentes 
na álgebra dos biquatérnios são elementos que favorecem uma interpretação unificada das 
equações de Maxwell e de Dirac. 
Na formulação usual da equação de Dirac temos 
hA,<I>(x) = m<!>(x), (2.97) 
onde 11' são as matrizes de Dirac, e .P(x) E d74 é um espirrar coluna ([itzykson]). A versão 
biquaterniônica apresentada em [de leo 1997b] tem a forma 
(%, + ie, 8~J <!>(t,x)e, = m<!>•(t,x), (2.98) 
onde 4t*( t, X) E JB. 
Fazendo a troca de paridade (reversão espacial) em (2.98), que neste caso coincide 
com a conjugação complexa ([de leo 1997c]), obtemos 
(ôô- ;,, "ô ) .p•(t,x)e, = m<!>(t,x). t (~Xk (2.99) 
Neste contexto surge uma relação natural entre a equação de Dirac sem massa (m:::: O) 
e as equações de Maxwell no vácuo quando da ausência de cargas e corrente, através da 
identificação 
(2.100) 
De fato, pela associação t --+ x 0 , Xk -+ Yk, é imediato observar que neste caso a equação 
de Dirac se reduz as equações de Maxwell. Não discutiremos as inevitáveis questões 
conceituais envolvidas. 
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Resultados mais gerais podem, certamente, ser obtidos, considerando as equaçoes 
de Maxwell em meio material, com cargas e correntes, e a equação de Dirac completa, o 
que deve trazer conseqüências interessantes à eletrodinânica quântica. 
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3 
ALGUNS ELEMENTOS DE ANÁLISE DE CLIFFORD 
Após uma rápida discussão sobre álgebras de Cli:fford, apresentamos os aspectos fundamen-
tais da análise de Clifford e sua relação com os casos particulares tratados neste trabalho. 
As principais referências são [porteous], [brackx], [gilbert] e [delanghe]. 
3.1 Introdução 
Em 1878, W.K. Clifford generalizou os quatérnios, inventados por W.R. Hamilton 35 
anos antes, construindo álgebras geométricas, hoje chamadas álgebras de Clifford (vide 
[c];ffocd]). 
Estas são estruturas associativas construídas sobre espaços ortogonais, dos quaJs 
incorporam o "produto interno" e geram grupos de recobrimento para os grupos ortogo-
nais dos espaços. Os reais, complexos, pseudocomplexos, quatérnios, pseudoquatérnios e 
biquatérnios são casos particulares de álgebras de Clifford. 
Na década de quarenta, pouco depois de R. Fueter estabelecer a análise qua-
terniônica, alguns de seus alunos começaram a pesquisar teorias de funções associadas 
a álgebras de Clifford. Tal pesquisa só tornou-se sistemática próximo aos anos setenta, 
quando vários físicos e matemáticos passaram a se interessar pelo assunto. Desde então 
muito se descobriu, principalmente no que diz respeito a aplicações, que vão desde for-
malismos da física matemática até análise harmônica, e parece ainda hoje um tema com 
farta pesquisa. 
Não tencionamos, neste capítulo, fazer uma revisão completa do assunto, o que não 
seria possível obviamente, e sim fornecer elementos que nos permitam situar os casos q11e 
estudamos anteriormente perante as álgebras e, principalmente, as análises de Clifford. 
Demonstrações omissas podem ser encontradas nas referências citadas acima. 
3.2 Álgebras de Clifford 
Denotamos por IRM, p, q ;::: O, p + q = n, o espaço ortogonal obtido quando munimos IR"' 
de B, uma forma IR-bilinear antissimétrica e não degenerada com p autovalores positivos 
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e q autovalores negativos. Basta considerar JRP,q, pois todos os espaços ortogonais com 
dimensão finita são isomorfos a estes ou, quando degenerados, a subespaços próprios destes. 
Existe uma base canônica (base ortonormal) que diagonaliza B tal que para x, y E fR1': 
p p+q 
B(x,y) = LXiYi- L x,y,, (3.1) 
i=l i=p+l 
o que a leva a ser vista como generalização natural do produto interno usual. Tal 
forma 6 invariante por um grupo de transformações que indicamos por O(p, q), o grupo 
(pseudo)ortogonal, sendo o subgrupo especial (determinante 1) denotado por SO(p,q). 
Uma álgebra de Clifford sobre !Rp,q, p + q = n, é definida como uma álgebra4S A, 
real associativa e com identidade, satisfazendo 
(i) IR e JRn podem ser identificados com subespaços de A; 
(ii) para todo x E IRn, x2 = B(x 1 x); 
( iii) A é gerada como anel pelas cópias de IR e JRn. 
Através de (i) podemos identificar os elementos da base ortonormal de fRp,q, 
{ e1 , ... , eP, ep+l, ... , ep+q} com elementos da álgebra. Então ( ii) é equivalente a 
onde 
Eij = { 
o pji "j 
1 pji = j <; p 
-1 pji = j > p 
(3.2) 
(3.3) 
Para A= {o:1,o:2,···•ah}, um subconjunto de N = {l, ... ,n} onde a1 :s; o:2 :s; ... :s; Cth, 
e denotando eA = ecqea2 ... eah (e,p = 1), de (iii) obtemos que o conjunto de todos os e A 
gera A (como espaço vetoral), cuja dimensão deve ser portanto :s; 2n. 
Com um pouco mais de estudo percebe-se que existem apenas duas possibilidades 
para a dimensão de A, a saber, 2n e 2n-l. O segundo caso pode ocorrer apenas quando 
p- q- 1 é divisível por 4 e é de pouco interesse. No primeiro caso, das chamadas álgebras 
48 Álgebra: espaço vetorial com operação de produto. 
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de Clifford Universais, um resultado fundamental garante sua existência e unicidade. In-
dicamos a álgebra universal sobre JRP,q por IRp,q' e é sempre a esta que estaremos nos 
referindo, o que torna dispensável o uso do termo universal. 
Existem várias realizações possíveis para estas álgebras. Para efeito de classificação 
é conveniente o emprego da representação matricial, onde as álgebras de Clifford aparecem 
como espaços de endomorfismos49 de espaços lineares sobre IR, 21R = IR E8 IR, d:', DI e 
2DI = lli EB DI. O símbolo EB indica soma direta. 
Em relação às dimensões mais baixas temos que IRo,o é isomorfo aos reais, IRo,1 
aos complexos, IR1,0 ~ 2JR aos pseudocomplexos, IRo,z aos quatérnios, e IR1 ,1 ~ IR2,0 aos 
pseudoquatérnios (matrizes reais 2 x 2). Os pseudocomplexos e pseudoquatérnios são, 
juntamente com complexos e quatérnios, as únicas álgebras de Clifford duas e quatro 
dimensionais (sobre espaços de uma e duas dimensões, respectivamente). 
Relações de recorrência permitem escrever as álgebras de maior dimensão em termos 
de produtos tensoriais entre estas poucas com p + q :; 2. Para p + q:; 8 correspondem a 
tabela abaixo. Todos os demais casos podem ser obtidos desta tabela com o uso dé0 
4SVistos como álgebras reais. 




onde este último é o famoso Teorema da Periodicidade. 
·p~+q -8 -7 -6 -5 -4 -3 -2 -1 o 1 2 3 4 5 6 7 8 
o R 
1 'R c 
2 R(2) R(2) H 
3 C(2) IR(2) C(2) 'H 
4 H(2) R(4) R(4) H(2) H(2) 
5 'H(2) C(4) 'R(4) C(4) 1H(2) C(4) 
6 H(4) H(4) R(8) R(8) H(4) H(4) R(8) 
7 C(8) IH(4) C(8) "R(8) C(8) •H(4) C(8) IR(8) 
8 R(16) H(8) H(8) R(16) R(16) H(8) H(8) R(16) R(16) 
IRp,q para p + q ::;_ 8. 
Insistimos em chamar a atenção para o papel fundamental desempenhado por pseu-
docomplexos e quatérnios juntamente com reais, complexos e 2DI, na classificação destas 
álgebras. 
Até aqui tratamos apenas de álgebras de Clifford reais. Consideremos o caso com-
plexo. Se tomamos (['P·q em lugar de JRP,q obtemos que a. correspondente álgebra de 
Clifford complexa é d?p,q :::::: IRp,q ®m ([', de onde se tira que 
<L"p,q ~(['(2m) para ]J + q:::: 2m, 
<D,,,"" CU( 2m) ®IR CU( 2m) para p+ q =2m+ J. 
( 3.6) 
(3. 7) 
Portanto a situaçã.o é mais simples do que no caso real, pois para cada dimensão p+q todas 
as álgebras são isomorfas, independente dos valores de p e q. Por isto denotamos o espaço 
por (['n e a álgebra por <Un. Em particular, temos que <1!2 é isomorfo aos biquatérnios, 
matrizes complexas 2 x 2 enquanto álgebra complexa. 
Voltemos às álgebras reais para fixa.r o raciocínio. Dois conceitos muito úteis sã.o a 
invohtção principal A, uma involução51 definida pela troca de sinais dos elementos da base 
~ 1 Uma involução é uma operação linear auto-reflexiva qne preserva a ordem do produto (,;b = ;,b), e 
uma. anti-involução só difere por trocar a ordem do produto (ãb = bã). 
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( ê; = -e;), e a anti-involução principal-, uma anti-involução que age como identidade na 
base (ê; =e;). A con.fugação surge como a composição 
(3.8) 
para a E IRp,q, a qual coincide com a definição empregada nas estruturas que estudamos. 
A involução principal permite definir o grupo de Cli:fford 
f(p,q) ={sE IR,,,/ os-1 .x(s)(x) = sxs-1 E JRP,q Vx E JRP·'}. (3.9) 
A observação de que 8 E f(p, q) {::} X( 8) E O(p, q), juntamente com o Teorema de Cartan-
Dieudonné, fornece 
I 





Definindo a norma espinorial 
N(s) = iis pf sE f(p,q), 
(também igual a que usamos) surgem de maneira natural os grupos 
I 
Pin(p, q) = UI si( I E IN, s, E JRP·', s1 f O, IN(s)l = 1}, 
i=l 
21 
Spin(p, q) = UI s;/l E IN, Si E !R''', si f O, IN(s)l = 1}, 
i=l 
para os quais temos 
Pin(p, q) ~O( ) 
;z2 "" p, q ' 
Spin(p, q) ~ SO( ) 








Com a apresentação de (3.9)-(3.16) esperamos ter revelado um pouco do valor geométrico 
destas álgebras. 
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3.3 O Operador de Dirac 
Em 1928, na tentativa de construir uma mecânica quântica relativística, P.A.M. Dirac 
utilizou-se implicitamente de uma álgebra de Cliiford (IR1 ,3 ~ IH(2)) para fatorar a 
equação de Klein-Gordon e obter uma equação de primeira ordem ([itzykson]). No caso de 
massa zero isto nada mais é do que tirar a raiz quadrada do operador de d 'Alambert. Esta 
idéia foi generalizada por R. Brauer e H. Weyl para todo espaço ortogonal de dimensão 
finita, ainda na década de trinta. 
Por outro lado, embora na análise complexa sejam equivalentes os ''approaches" de 
Weierstrass (séries de potências), de Cauchy ( diferendabilidade) e de Riemann (núcleo de 
operador diferencial), já vimos que, no caso quaterniônico por exemplo, apenas este último 
leva a uma teoria de funções não trivial. À análise de Clifford restou então trilhar as idéias 
de Riemann, restringindo sua teoria a funções que satisfazem certa equação diferencial, 
cujo operador fatora o correspondente Laplaciano52 . Isto faz com que estas teorias de 
funções estejam intimamente relacionadas às fatorações de Dirac, Brauer e Weyl, onde se 
encontra a origem de grande parte da nomenclatura empregada. 
Abaixo C 1 (n, V) denota as funções continuamente diferenciáveis 53 que vão do aberto 
n ç JRp.q para o subespaço V de IRp,q (que pode ser o próprio IRp,q)· 
Identificando JRP.q da maneira usual como subespaço de 1Rp,q, e com a notação da 
seção anterior para a base, o operador de Dirac pode ser introduzido como 
(3.17) 
o qual age em funções de C 1 (!1, V) e fatora o Laplaciano tipo (p,q), D 2 = -DJ5 = L}.p,q 
54
. Em linhas gerais, a análise de Clifford é a teoria de funções associada ao núcleo deste 
operador (equação de Dirac sem massa), 
(3.18) 
e as soluções de (3.18) são as funções regulares (à esquerda) neste contexto55 . 
52 Com a signatura da álgebra. 
53 No sentido real e com a topologia usuaL 
54 Em coordenadas angulares, leva também a fatoração do operador de Laplace-Beltrami. 
55 Em (3.17), pelas trocas e1 -+ 1 e e;-+ e;e1 pj i ;f:. 1 obtemos a equação de Weyl, cuja teoria de funções 
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Siruações mais gerais podem ser estudadas, como uma variedade (pseudo) rieman-
niana em lugar de JRP,q, ou ainda permitir outros espaços para V, como 1Rp,q-módulos 
por exemplo. Neste último caso é de particular interesse tomar V como um subespaço 
(complexo) de <L"p,q. Uma das razões para isto é o fato dos grupos Pin(p, q) e Spin(p, q) 
possuirem representações complexas irredutíveis através dos espaços de espirrares de Dirac 
e de Weyl, os quajs podem ser tratados como ideais da própria álgebra <L"p+q por meio da 
realização de espaço de Fock. Este espaço é um ideal minimal à. esquerda, ( 1\ W)I, onde 
H! é subespaço maximal isotrópico de (l.'P+q e I é uma primitiva idempotente, sendo a 
ação dos grupos definida pela multiplicação ([delanghe]). 
Os casos acima expostos se referem a análise de Clifford reaL Definições análogas 
para o operador e a equação de Dirac complexa são, no entanto, o ponto de partida para 
a análise de Clifford complexa. 
3.4 Sobre os Casos Particulares 
É hora de olhar para a.s afirmações acima sob a luz dos exemplos já estudados. Em todos os 
casos o procedimento foi definir a classe de funções regulares como o núcleo de operadores 
tipo Dirac, o que é justificado pelo seguinte. 
Nas estruturas com divisores de zero (pseudocomplexos, pseudoquatérnios e bi-
quatérnios) nos encontraríamos em apuros ao tentar definir a derivada, pois a razão dos 
incrementos não está definida no cone de luz. No caso dos pseudoquatérnios (biquatérnios) 
as componentes podem ser escritas como somas de monômios, o que leva toda função real 
analítica (complexa analítica) a ter série pseudoquaterniônica (biquaterniônica), analoga-
mente ao que ocorre com os quatérnios. Embora isto não aconteça com os pseudocomple-
xos, as séries de potência são inadequadas também neste caso. O motivo é a existência de 
funções regulares, contando portanto com fórmula algébrica, transformações conformes, 
etc, e que não possuem série de potência. A caracterização da regularidade via séries 
levaria a uma restrição desnecessária da classe de funções, sem o ganho de propriedades 
adicionais, exceto a existência de série propriamente dita. 
As análises complexa e quaterniônica podem ser facilmente enquadradas no escopo 
pode, em grande parte, ser obtida da teoria assoóada ao operador de Dirac mediante esta simples troca 
de coe·ficicntes. Obtêm-se teorias similares para os operadores agindo à direita. 
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da seção anterior. Estas são exemplos euclideanos (p:::: 0), que conespondem a parte mais 
conhecida das análises de Cli:fford. 
Da seção 1.2 sabemos que lRo,2 ::::i IH é isomorfo a um subanel de d7(2). Nesta 
realização, o operador de Dirac e as funções de C 1 ( fl, JR0 ,2 ) podem ser vistos como 
e 
f~ ( h h 
o 
f)+. f) ~ ÜXJ 2 EJx2 
-f,) . 1 fl ,pjf,,J,EC(í!,!17). 
(3.19) 
(3.20) 
De (3.19) e (3.20) fica claro que Df::::: O reduz-se às equações de Cauchy-Riemann da 
análise complexa quando nos restringimos a C1(fl, IRó 2) Ç C 1(fl, 1Ro,2), ou seja, h ::::O. 
Já a análise quaterniônica pode ser obtida tomando-se JR0 ,4 ::::i IH(2), onde o operador 
de Dirac e as funções de C 1(fl,JR0 ,4 ) podem ser realizados como 
(3.21) 
c f~ ( ~: ~),p/ JI,J,,J,,J, E C1(í!,Hl) (3.22) 
A equação de Cauchy-Riemann- Fueter é resgatada no subespaço h :::: -h, h ::::: !4 :::: O. 
A análise biq uaterniônica é um exemplo de análise de Cli:fford complexa. Embora 
apresente divisores de zero, a codimensã.o (real) dois do cone de luz é suficiente para nos 
permitir evitá-lo e estabelecer uma Fórmula Integral, como visto no capítulo 2. Trabalhos 
recentes, devidos a J. Ryan principalmente, mostram que estamos próximos de uma teoria 
completa para as análises de Cli:fford complexas. 
De mesma sorte não gozam as eBtruturas reais não euclideanas com divisores de 
zero56 , Nos pseudoquatérnios, por exemplo, a codimensão um do cone de luz parece 
impedir a existência de Fórmula Integral. Talvez o mais promissor neste caso fosse trocar 
a topologia usual por uma topologia adaptada a presença dos cones, como é o caso da 
Topologia de Zeeman (vide [zeeman] e [carvalho]). Nesta classe a grande exceção é a 
análise pseudocomplexa, que embora também não admita Fórmula Integral, possue em 
56 Mais precisamente, quando tomamos como domínio O Ç JRP,q com p, q =f O. 
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seu lugar uma Fórmula Algébrica1 o que a viabiliza como uma teoria de funções bastante 
nca. 
Tal como a maioria dos textos que tratam do assunto, no que segue estaremos 
restritos ao caso euclideano. 
3.5 Resultados Básicos para o Caso Euclideano 
As álgebras IRo,n apresentam essencialmente as mesmas propriedades que os quatérnios, 
o que reflete em as correspondentes análises de Clifford serem extensões relativamente 
diretas da análise quaterniônica57. 
Partindo de C 1 (fl, V), o Teorema de Stokes nestas álgebras é diretamente obtido 
da sua formulação em !R11 , donde segue o Teorema de Cauchy. Possuem também uma 
Fórmula Integral, obtida por argumentos similares aqueles utilizados no capítulo 1. O 
núcleo de Cauchy é .Df11 (x) = ~n dJn, para x E JRO,n e Wn a área da esfera unitária em 
!Rn, onde r n é a solução fundamental da equação de Laplace n-dimensional. Desta fórmula 
surge que toda função regular pertence na verdade a (L"'Q(D, V), portanto harmônica, e 
por conseqüência analítica (possui série de potência real). 
Cumpre notar, no entanto, que as funções regulares formam um subconjunto próprio 
das funções com componentes harmônicas, e possuem propriedades adicionais em relação a 
estas, dentre as quais pode-se citar a própria Fórmula Integral. Embora se tenha aplicações 
de resultados da análise harmônica à teoria de funções regulares, a recíproca também é 
verdadeira, e é equivoca a idéia de que a análise de ClifTord se reduz a análise harmônica. 
De resto vale lembrar que a teoria é realmente uma generalização da análise complexa 
e muito parecida com a análise quaterniónica, permitindo análogos para os principais 
teoremas: Teorema de Morera, Teorema de Liouville, séries, etc. 
57 0 domínio das funções está em JR0 •n, onde a norma espinorial redm;-se a norma euclideana, tal como 
no caso dos quatérnios e dos complexos. 
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4 
INSTANTONS DA TEORIA DE YANG-MILLS SU(2) E 
ANÁLISE QUATERNIÔNICA 
Neste capítulo estamos interessados em explorar algumas relações existentes entre a análise 
quaterniônica e os instantons da Teoria de Yang-Mills com grupo de simetria SU(2). A 
referência geral é [rajaraman]. 
4.1 Introdução 
Muitas vezes é possível obter informações sobre teorias quânticas de campo a partir de cer-
tas soluções das correspondentes equações clássicas não lineares. Destas, são de particular 
importância os solitons e os instantons. 
Um soliton é uma solução das equações de campo com densidade de energia loca-
lizada no espaço, que evolui de forma indeformável e cujas formas são assintoticamente 
recuperadas em "colisões" com outras soluções localizadas. Neste caso a energia é finita 
e as equações de campo são minkowskianas (o quadrivetor posição é Lorentz invariante). 
Pictoricamente os solitons podem ser vistos como pacotinhos não dispersivos de energia, 
que depois de quantizados representam estados de partículas. 
A exigência de energia finita cria uma condição de contorno: a densidade de energia 
deve ir a zero no infinito espacial. A partir do comportamento no infinito, as soluções 
com energia finita podem ser divididas em classes identificadas com certos índices. Isto 
permite associar a cada soliton uma quantidade que é conservada, e que torna-se um 
número quântico por ocasião da quantização. 
Os instantons por sua vez possuem uma interpretação um pouco menos direta. É 
conveniente entendê-los em paralelo com os solitons. Para tanto tomemos as mesmas 
equações (clássicas) de campo consideradas no caso dos solitons porém na formulação 
euclideana (invariante por 0(4)). N.este contexto os instantons são as soluções de ação 
Jinita (localizadas), mais especificamente, mínimos locais do funcional ação. Portanto 
os instantons em quatro dimensões podem ser vistos, num certo sentido, como solitons 
estáticos de uma teoria cinco dimensional. 
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A Teoria de Yang-Mills SU(2) foi a primeira a ter seus instantons estudados. Nela o 
uso da métrica euclideana surge como uma necessidade técnica (vide [nash]). É importante 
observar, no entanto, que apesar da aparente distorção causada pela troca de métrica, os 
instantons têm papel importante no estudo de tunelamento e confinamento em teorias 
quânticas de campo. 
Veremos abaixo que, analogamente ao caso dos solitons, a condição de ação finita 
permite classificar os instantons em classes indexadas. 
4.2 A Teoria de Yang-Mills SU(2) 
Estaremos sempre nos referindo à Teoria de Yang-Mills SU(2) pura, sem campos de 
matéria. Trata-se de uma teoria de gauge com grupo de simetria SU(2), ou seja, a 
lagrangeana é invariante sob ação de elementos de SU(2). Esta teoria pode ser vista 
como generalização do eletromagnetismo clássico, e é o protótipo das teorias de gauge não 
abelianas. 
Da mesma forma que no caso eletromagnético o grupo de gauge U(l) pode ser 
identificado com os complexos unitários, SU(2) pode ser identificado com os quatérnios 
unitários. E mais, a álgebra de Lie de SU(2) pode ser identifidada com os quatérnios 
puramente vetoriais. Alguns dos aspectos algébricos desta associação já sã.o parcialmente 
explorados no estudo dos instantons (vide [atiyah] e [nash]). Aqui estamos interessa-
dos principalmente nas possíveis relações com a teoria de funções quaterniônicas, embora 
façamos antes nossa própria versão da formulação algébrica no contexto quaterniônico. 
Na simetria que estamos considerando, as equações de Yang-Mills envolvem três 
potenciais vetoriais auto-acoplados de forma não linear. Denotando as componentes por 
A~(q), com a:::: 1,2,3,f.l:::: O, 1,2,3, e q E JR 4 é conveniente introduzir os potenciais e 
campos a valores quaterniônicos, 
( 4.1) 
(4.2) 
onde passaremos a identificar o espaço-tempo euclideano com os quatérnios, q E Hl. Está 
claro que os potenciais (4.1) e campos (4.2) podem ser vistos como funções assumindo 
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valores em su(2) = Lie(SU(2)), e que o espaço-tempo está naturalmente munido da 
métrica euclideana através da norma quaterniônica58 . 
As transformações de gauge podem ser definidas como 
fl"(q) ~ u(q)fl"(q)u(q)-1 + u(q)o"u(q)-', 
F,w(q) ~ u(q)F""(q)u(q)-1 , 
(4.3) 
( 4.4) 
sendo u uma função com valores nos quatérnios unitários. Do capítulo 1 nos vem que ( 4.4) 
e o primeiro termo de ( 4.3) são rotações restritas ao subespaço dos quatérnios vetoriak 
O segundo termo de ( 4.3) envolve o produto de elementos ortogonais e portanto a parte 
escalar é nula, o que garante a transformação estar bem definida. 
A pedra angular ele toda teoria de campo é a lagrangeana, que neste caso adquire a 
simples forma 59 
onde Ff.Lv denota o conjugado de Ff.Lv 60 • Assim a ação fica definida por 
S:::: f Ff.Lvfl'pvv, 
( 4.5) 
( 4.6) 
para v a 4-forma de volume. As equações de Yang-Mills, que podem ser obtidas de ( 4.6) 
por princípio variacional (equações de Euler-Lagrange), têm a forma 
( 4. 7) 
A transformação de gau.ge (4.4) não mexe com a parte escalar, o que implica em a lagran-
geana e, por conseqüência, a ação e as equações de campo serem invariantes de gauge. 
Os instantons são soluções de ação finita. Observando que a lagrangeana é soma 
de quadrados das componentes do campo, isto é satisfeito para certa configuração se e 
somente se ~w vai a zero mais rápido do que 1/lql 2 quando lql _..,. oo. Para tanto é 
necessário que 
lim fl"(q) ~ lim u(q)a"u(q)- 1 . 
lql-->oo lql--+oo 
"
8[,] denota o comutador e 8,_. = a~,.. 
59 Talvez o mais correto neste caso fosse falar em densidade lagrangeana. 
6°Estamos sempre empregando a notação do capíhdo 1. 
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(4.8) 
Os limites de u(q) podem ser identificados sob uma 3-esfera imaginária no infinito, Sfis, 
através de tres ângulos, a~, a 2 e a 3 • 
O único problema ao tomar primeiro o limite e depois derivar ( 4.8) é que perde-se 
informação sobre a componente radial, a qual é necessária para a derivação. Isto pode 
ser remediado observando-se que existe uma transformação de gauge que elimina Alql· Já 
considerando este gauge, 
( 4.9) 
Como u(a1 , a2, a3) é quatérnio unitário (limite da norma é a norma do limite), cujo lugar 
geométrico é (topológicamente) uma 3-esfera Sint, 
( 4.10) 
define uma aplicação contínua Sfis t------+ gint. Estas aplicações podem ser homotopicamente 
classificadas usando o grupo de homotopia 1r3(83), que diz respeito às aplicações contínuas 
entre 3-esferas, o qual é isomorfo aos inteiros. 
No que se refere à homotopia de esferas queremos lembrar apenas a idéia geral, 
referindo [terra-cunha] para uma discussão mais detalhada do assunto. Para facilitar o 
raciocínio, consideremos aplicações contínuas entre l-esferas. Para cada aplicação existe 
um único inteiro n tal que possa ser continuamente deformada na aplicação (} t------+ n(}, 
sendo e o ângulo que parametriza o domínio. Com isto as aplicações ficam divididas em 
classes de equivalência indexadas por estes inteiros. Estas classes podem ser munidas 
de estrutura de grupo dado pela "composição" de aplicações. Este grupo, o grupo de 
homotopia 1r1 ( S1 ), é isomorfo a ZZ. Analogamente, para 3-esferas temos 1r3(S3) ~ ZZ. 
Assim é fácil ver que as soluções de ação finita fic~m divididas em classes, cada uma 
caracterizada por um inteiro. De fato, a condição de contorno (4.9) permite associar a 
A !L( q) o índice inteiro correspondente à classe de homotopia de u( a11 a2, a3). Este número, 
chamado carga topológica61 , é um invariante topológico e é dado pela integral 
(4.11) 
G1 Também conhecido como número instantõnico ou índice de Pontryagin. 
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onde Ff.lv é o dual, 
É imediato da propriedade antissimétrica do tensor EJ.tvpu que o integrando é escalar. A ve-
rificação de que define corretamente a carga topológica é não trivial e pode ser encontrada 
em [rajaraman]. 
Como estamos na formulação euclideana, onde FJ.tv :::: Fi-'v' usando que Ef.lvpuE puc.(3 :::: 
2[ ÓJ.taÓviJ- ÓJ.tiJÓval segue F J.!V :::: F~>v 62 • Isto permite decompor o espaço dos campos numa 
soma direta de campos auto-duais (Ê';lv:::: Fj-J e auto-antiduais (F;v:::: -F;v), 
(4.12) 
Na notação F"v::: F,J,., +F;;,.,, de (4.6) e (4.11) obtemos que a ação e a carga topológica 
podem ser escritas, respectivamente, como 
S::: / F:vFttvv + / F;vF;11 v, 
81r 2 Q = / F,tvF:vv- / F;;vF;vv. 
( 4.13) 
( 4.14) 
Portanto uma configuração é mínimo (absoluto na classe correspondente) se e somente se 
é auto-(anti)dual, sendo seu valor 81r 2 IQI. 
Que todo campo auto-(anti)dual é solução está claro por ser mínimo do funcional 
ação, mas isto também pode ser obtido observando-se que para todo lr't.v da forma (4.2), 
FJ.tv satisfaz a equação de campo ( 4. 7). 
Seguindo uma sugestão originalmente devida a A.M. Polyakov, vários físicos e ma-
temáticos trabalharam, com sucesso, buscando todas as soluções a.uto-(anti)duais durante 
a década de setenta63 . Estas soluções é que chamaremos efetivamente de instantons (anti-
instantons para carga topológica negativa), embora possa, em princípio, haver outras 
soluções com ação finita64 . 
62 Neste ponto surge uma dificuldade na formulação com espaço-tempo de Minkowski, pois F~'" = -F""' 
o que faz com qne o dual tenha componente escalar não nula (portanto não pertence à álgebra de Lie 
su(2)). Uma boa discussão deste problema pode ser encontrada em [chaves]. 
63Para Q =N, estas soluções eram chamadas "N pseudopa.rticle solutions~. 
64 Segundo [bourguignon], outras soluções devem necessariamente corresponder a pontos estacionários 
iustá.veis da ação. 
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Foi mostrado ([atiyah]), com o Teorema do Índice de Atiyah-Hitchin-Singer e a 
construção de Horrock no twistor de Penrose, que as soluções associadas à carga topológica 
Q possuem exatamente 81 Ql- 3 graus de liberdade. Aqui, no entanto, estaremos restritos 
às soluções de G. 't Hooft, que possuem SIQI graus de liberdade. 
Como último comentário desta seção gostaríamos de fazer menção novamente à 
íntima relação, amplamente usada aqui, existente entre Yang-Mills SU(2) e quatérnios. 
Os quatérnios tornam as manipulações mais simples, com as expressões e demonstrações 
assumindo formas compactas e permitindo uma interpretação mais concreta em analogia 
ao caso eletromagnético65 . A próxima seção é dedicada à questão de se existem e quais 
são os reflexos da estrutura quaterniônica na Teoria de Yang-Mills do ponto de vista de 
análise quaterniônica. 
4.3 lnstantons e Análise Quaterniônica 
Tomemos a primeira solução auto-dual encontrada, e apresentada em [belavin], 
A ( ) lql' ( )" ( )-1 
" q = lql' +À'" q """ q , (4.15) 
onde,\ é um parâmetro real e u(q) = qflql. Não se trata de uma função quaterniônica 
regular. Além do mais, é fácil ver que esta não seria uma propriedade gauge invarianté6 , 
o que parece trazer mais dificuldades. No que diz respeito a ( 4.15) é importante observar 
que, no limite Jql ---+ oo, ( 4.8) é verificado. 
Bem mais interessante é, no entanto, investigar se existe outra função associada à 
solução do problema e que exiba alguma forma de regularidade. Não observarmos nenhum 
efeito em AI-' e FI-'" pode ser conseqüência de estarmos olhando para as funções erradas. 
De fato, no ansatz de 't I-Iooft67 , do qual (4.15) é caso particular, aparece uma relação 
natural com análise quaterniônica. 
65 Em representação complexa temos que a lagrangeana eletromagnética é invariante sob multiplicação 
por complexos unitários (é'': fase), cujo grupo é isomorfo a U(l). 
66 Seja AI' regular não trivial (alguma componente com derivada parcial não identicamente nula). Com 
as condições de regularidade formuladas através de (1.53)-(1.54) fica claro que para algum b = 1, 2 ou 
3 a transformação de gauge AI' --+ etA~'eb (aqui uão soma sobre b) viola pelo menos uma igualdade em 
(1.53)-(1.54). O mesmo se aplica ao campo. 
67 Vide ['t hooft], embora muitas das idéias envolvidas sejam comumente referidas a uma contribuição 
não publicada de 't Hooft. Em [iackiw], R. Jackiw e outros apresentam os resultados fundamentais bem 
como uma excelente nota histórica. 
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Tomemos a matriz antissimétrica 
- ( -e~ el e, e, ) o -e, e, ( 4.16) a= o -e~ ' -e, e, 
-e, -e, Cj 
a qual pertence ao anel de matrizes gerado pelo produto tensorial dos quatérnios com as 
matrizes (1.21), que formam uma representação 4-dimensional dos próprios quatérnios. 
De (1.21) é fácil ver que Õ" é inversível, 
a-1 = 
Podemos obter ainda 
donde segue a auto-antidualidade68 
Bem como 









para um certo "potencial" a,. Por a ser inversível, ( 4.21) não representa nenhuma restrição 
ao potencial A.,. Tomando a inversa vemos que av(q) pode ser, em geral, um quatérnio 
com as quatro componentes não nulas (fora da álgebra de Lie sn(2)). O ansatz de 't Hooft 
consiste em restringir AI-' a imagens de av puramente escalares, pois assim as propriedades 
de a expressas acima permitem escrever as condições de auto-dualidade, FI-', = ~EI-'vp17 Fp17 , 
sob a forma 
( 4.22) 
68 A barra em u serve para distinguir da matriz auto-dual t1 que nsaremos adiante, obtida a partir de a 
pela conjugação da primeira linha e primeira coluna. 
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a qual sugere tomar a v como derivada de um "superpotencial"69 : 
(4.23) 
Com isto os dois primeiros termos de (4.22) são automaticamente satisfeitos, e o último 
termo leva à equação 
1 
o/(q)M(q) ~o, ( 4.24) 
onde 6. denota o lapladano, o qual pode ser fatorado na forma ~8181 (analogamente para 
os operadores à direita 0,. e Br ). Convém notar que a escolha de a v escalar bem como a 
passagem de ( 4.22) para ( 4.23) é suficiente porém não necessária, o que justifica o fato de 
não se obter todas as soluções por este procedimento. 
De ( 4.24) podemos ver que o superpotencial rP tem estreita relação com análise 
quaterniônica, o que não pode ser notado nos potenciais A~' e campos F~<v· 
Voltemos nossa atenção para soluções limitadas no infinito e com 81ifJ diferenciável 
a menos de pontos isolados. Do capítulo 1 sabemos que isto implica em 4> ser analítica a 
menos destes pontos. Do Teorema de Liouville segue que a única solução não singular é a 
trivial ifJ = cte, para a qual Av:= O. Consideremos, então,</> com uma singularidade. 
A série de Laurent quaterniônica nos diz que as funções regulares com singularidade 
podem ser localmente expressas em termos de funções regulares homogêneas, cuja parte 
principal da série, a qual nos interessa, é estritamente formada por termos de grau ::;: -3. 
A possibilidade mais simples para 814> é justamente uma função regular homogênea de grau 
-3. Novamente da série de Laurent, existe uma única função com estas características, 
G(q- q0 ) = (rqo)l~ 1 -o núcleo da Fórmula Integral- a menos de produto quaterniônico 
' q, 
pela direita. Pelo mesmo raciocínio, a fatoração 6. = l&,.8r fornece para 8,.4> a mesma 
função porém agora com liberdade de produto por constante pela esquerda. 
Para que ambas fatorações forneçam o mesmo resultado, ou seja o mesmo superpo-
tencial, devemos ter 814> = 8r4>· Da Proposição-LI é fácil obter que 814Y = 8r4Y = AG( q-qo), 
para .\ um parâmetro escalar e q0 um quatérnio fixo, corresponde a solução mais geral 
69 Na nomenclatura de [jackiw]. Em [actor]. A. Actor escreveu ~ .. we think tha.t <P can be interpreted 
as a physical tield, and not rnerely as an ansatz function". 
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possível. Da seção 1.5 lembramos que neste caso 
À 1(q)~l I' q- qo ( 4.25) 
Esta é solução de ( 4.24) em todos os pontos, inclusive na singularidade, pots 
( 4.26) 
o que parece não ocorrer noutros graus de homogenidade. Por outro lado, somas de funções 
do tipo ( 4.25) são soluções, e podem ser convenientemente escritas na forma70 
N À~ 
1N(q) ~ 1+ I: I _' I' 
i=1 q qt 
( 4.27) 
Apesar dos efeitos de polarização, é intuitivo e pode ser verificado diretamente com 
o cálculo da carga topológica, que (4.27) é a solução instantónica para Q = N com 5N 
graus de liberdade dadas pela localização q; e pelo tamanho À; dos instantons. Exceto 
para </;0 = 1 (solução trivial), as soluções apresentam singularidades em q = qi, as quais 
podem ser removidas com gauges singulares apropriados. Para N = 1, por exemplo, tal 




Za""(lq- qol 2 + !.')'' (4.28) 
Os anti-instantons ( Q < O, soluções auto-antiduais) são obtidos pela mera troca 
o-I-'"' f-l- al-'v· 
Mais detalhes sobre instanton e Teorias de Yang-Mills podem ser encontrados na 
bibliografia já citada. Por ora gostaríamos de ressaltar que alguns aspectos da discussão 
acima foram enriquecidos pela presença dos quatérnios. O enfoque quaterniônico propor-
cionou certa rigidez, removendo parte da arbitrariedade envolvida na obtenção de (4.26), 
além de racionalizar o "insight" adotado. Cumpre ainda citar [gürsey], onde também 
pode ser encontrada uma tentativa de amparar teorias de gauge e chirais no escopo qua-
terniônico. 
70 Longe das singularidades a equação é tTivialmente satisfeita. Próximo a uma certa singularidade o 
terno singular domina, o que nos leva novamente ao caso anterior. 
71 Para ser exato a solução de Bela viu é o caso particular localizado na origem. 
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- -OBSEVAÇOES FINAIS E CONCLUSOES 
Pode ser observado que as idéias envolvidas neste trabalho, apesar de termos nos referido 
a casos específicos, são de caráter bastante geral, podendo ser empregadas em estruturas 
completamente diferentes. Embora esteja subentendido que para estudar análise buscamos 
extensões da noção usual de número, o caminho que seguimos (via álgebras de Clifford) 
não é, obviamente, o único. Basta consultar o apêndice C. Outro exemplo é fornecido pela 
construção de Hurwitz, com a seqiiência: reais, complexos, quatérnios e a álgebra não 
associativa dos octônios, onde estes últimos são bastante utilizados desde a matemática 
pura até cromodinânica quântica. Uma situação mais exótica é obtida através de comple-
tamentos (topológicos) não archimedianos dos racionais, culminando nos números p-ádicos 
e suas generalizações, os quais têm muitas aplicações a teoria dos números ([gouvêa]). 
Uma boa compreenção das an.álises de Clifford revela-se, no entanto, de grande va-
lor para, o estudo de qualquer outra análise hipercomplexa. Como exemplo podemos citar 
[ryan 1987], onde é mostrado que a condição para a existência de Fórmula Integral de Cau-
chy homotopicamente invariante equivale, em certas álgebras, a existência de subálgebras 
isomorfas a álgebras de Clifford. 
No que se refere a problemas em aberto não é preciso se voltar para outras estruturas 
a fim de encontrá-los. Ao longo da dissertação mencionamos uma série de problemas 
que julgamos relevantes e que em nosso conhecimento não parecem ter sido resolvidos. 
Listamos os principais 
(i) Relações de Dispersão Quaterniônicas: já obtivemos alguns resultados neste sen-
tido (vide [menon]). Resta generalizar para funções satisfa,zendo a limitação polino-
mial qualquer. Estas relações podem trazer inúmeras aplicações à fenomenologia de 
partículas elementares. 
(i i) 8- Lema de Poincaré para Biquatérnios: o estudo de soluções explícitas para a 
equação a: f :::: g tem, além da possível aplicação à teoria eletromagnética, uma 
motivação puramente matemática. Equações deste tipo já foram estudadas por mui-
tos matemáticos e em vários contextos diferentes (vide as referências do capítulo 2 
de [bcackx]). 
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( iii) Análise de Clifford Real com Divisores de Zero: Acreditamos que o emprego de 
topologias tipo Zeeman possam levar a teorias de funções mais poderosas. 
(iv) Isomorfismo Maxwell-mrac: parece haver relações profundas entre a eletrodinâmica 
clássica e a teoria quântica de Dirac, e os biquatérnios surgem como o ambiente 
adequado para sua investigação. No capítulo 2 exibimos um primeiro resultado 
interessante neste sentido. 
(v) Teoria de Yang-Mills SU(2): tomando a formulação com espaço tempo de Minkowski, 
seria interessante pesquisar soluções na estrutura dos biquatérnios através de um 
ansatz análogo ao de 't Hooft. Ainda, o emprego da série de Laurent pode fornecer 
subsídios para se obter soluções do tipo onda plana. 
Em linhas gerais podemos concluir que esta dissertação abre perspectivas de pesquisa 
tanto na direção da matemática pura quanto das aplicações a física. Por fim resta torcer 
para que, senão nós, alguns dos leitores possam trazer contribuições para as questões 
acima. E que este trabalho sirva de estímulo para que mais pessoas se interessem pelo 





Em duas dimensões, como já mencionamos, a única álgebra real associativa de divisão é 
a dos complexos, cuja unidade imaginária i tem quadrado -1. Pode-se mostrar ([kantor]) 
que, a menos de isomorfismos, existem ainda duas álgebras bidimensionais reais associati-
vas e com identidade, a saber: 
(i) aquela cuja unidade imaginária t tem quadrado O; 
(ii) e aquela cuja unidade imaginária h tem quadrado+ 1. 
Neste último caso temos os assim chamados números pseudocomplexos (IP), os quais gozam 
de propriedades particularmente interessantes. 
Da mesma forma que os números complexos (isomorfos ao anel de matrizes 
T ([' = { ( ~ -! ) ; a, b E IR}) estão associados a roto-homotetias no plano, os números 
pseudocomplexos (isomorfos a TIP = { ( ~ ! ) ; a, b E IR}) estão associados a Lorentz-
homotetias no espaço-tempo de Minkowski 2-dimensionaJ. A álgebra dos pseudocomplexos 
não é de divisão, e por isto os elementos do tipo z = 't + h.,; com t2 = x 2 têm módulo 
zero, o que faz surgir de forma natural os cones de luz no plano pseudocomplexo. Como 
conseqüência temos que a Teoria da Relatividade Especial pode ser convenientemente 
formalizada na estrutura dos números pseudocomplexos, e isto sugere uma maneira de 
estender a teoria a velocidades superluminais, como pode ser visto em [fjelstad]. 
Em [motter] desenvolvemos aquilo que seria a análise associada aos números pseu-
docomplexos. Assim, discutiremos aqui, resumidamente, os resultados já estudados em 
detalhe naquele trabalho. 
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Teoria de Funções 
As funções pseudocomplexas, f: IP- JP, regulares podem ser caracterizadas como aque-
las infinitamente diferenciáveis (no sentido real) e que satisfazem as equações de Cauchy-
Riemann 
8! 8! 
--h-=0. 8t 8x (A.l) 
Para f vista como função do plano no plano, (A.l) restringe a matriz Jacobiana ao anel 
TIP, o que permite identificá-la como a derivada pseudocomplexa, a qual fica dada por 
!'~ ~{8! +h8f}. 
2 8t 8x (A.2) 
Graças a comutatividade do produto, derivadas, compostas e produtos de funções 
regulares são regulares. No entanto existe uma diferença crucial em relação ao caso com-
plexo: nem toda função pseudocomplexa regular é analítica ([antonuccio]). 
Enquanto as componentes das funções complexas regulares satisfazem a equaçao 
de Laplace em duas dimensões, as componentes de funções pseudocomplexas regulares 
satisfazem a equação de onda com uma dimensão espacial. As funções regulares inversíveis 
geram as transformações conformes pseudocomplexas, as quais preservam a equação de 
onda. Isto nos fornece um método pelo qual, escolhendo uma transformação conforme 
adequada, um problema com condições de contorno originalmente complicadas pode ser 
transformado em outro problema possuindo condições de contorno mais simples. 
Também se fazem presentes o Teorema de Cauchy e o Teorema de Morera, porém 
não contamos com Fórmula Integral de Cauchy. O cone de luz parece impedir a existência 
de Fórmula Integral, e isto deve estar relacionado com a presença de funções regulares não 
analíticas. Em seu lugar temos uma Fórmula Algébrica de Cauchy. 
Esta fórmula permite, por exemplo, determinar completamente uma função regular 
a partir de seus valores sobre uma hipérbole t 2 - x 2 = a, a E IR. Em lugar de integrais a 
.Fórmula Algébrica envolve apenas simples projeções72. 
72 De propriedades particularmente interessantes goza a álgebra d7 ffi a:~ ai 0 a:::;-:; IP 0 a: (álgebra 
de Clifford sobre a:). Definindo as funções regulares como as funções holomorfas que satisfa3em a versão 
complexifica.da da equação ( A.l), obtemos que a teoria de funções correspondente possui Fórmula Algébrica 
de Caucl1y (em virtude de (A. I)) bem como Fórmula Integral de Cauchy (no contexto de funções de duas 
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No tra.balho [motter] discutimos também as superfícies de Riemann pseudocomple-
xas e a associação das mesmas com o movimento de "Strings" clássicas. A "esfera de 
Riemann" neste caso resulta num hiperbolóide de uma folha. 




ANÁLISE PSEUDOQUATERNIÔNICA x EXTENSÃO DA ANÁLISE 
PSEUDOCOMPLEXA 
Introdução 
No capítulo 1 vimos que a análise quaterniônica surge como a extensão natural da análise 
complexa, para quatro dimensões. Tendo em vista a análise pseudocomplexa, resumida no 
apêndice A, cabe colocar a seguinte questão: "qual seria a álgebra 4-dimensional adequada 
cuja análise associada fosse uma extensão natural da análise pseud.ocomplexa?" 
Tomando como candidatas as álgebras reais associativas, no contexto das álgebras 
de Clifford 4-dimensional (capítulo 3), ao lado dos quatérnios temos apenas a álgebra 
das matrizes reais 2 X 2. Como pode ser visto em [yaglom], esta é a única álgebra 4-
dimensional real associativa interessante a possuir uma anti-involução (conjugado) que 
leva a uma norma não degenerada (álgebra de composição). 
Empregando a nomenclatura deste último, chamamos os elementos da álgebra, que 
denotamos por $,de pseudoquatérnios. 
Pseudoquatérnios 
Os pseudoquatérnios podem ser introduzidos sobre IR EB IR3 de forma análoga aos 
quatérnios, ou seja, como os elementos do tipo q = t + V = t + eixi pj t, x1, x 2, x3 E IR, 
onde 
e1e2 = -ezet = e3, e3e1 = -e1e3 = ez, e3e2 = -eze3 = e1, 
ef=-1, e~=l, e5=L (B.l) 
Para um vetor iJ = ( v1, v2 , v3), trocando o sinal da primeira componente, introduzi-
mos if:::: (-v1,vz,v3), donde 
(B.2) 
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Com o conjugado definido da maneira usual, 7j:::: t- e;x;, temos 
-_t2+2 2 2 qq- x1 - x2 - x3 , (B.3) 
que ao contrário do caso quaterniônico, pode ser um número positivo, negativo ou zero 
(mesmo para q i- 0). De fato, os elementos que satisfazem t 2 + x? :::: x~ + x~ térn módulo 
nulo e definem um cone de luz, de forma análoga ao que se tem para pseudocomplexos. 
Funções Pseudoquaterniônicas Regulares 
A seção 1.3 de formas diferenciais quaterniônicas, a menos de uma troca de sinal na fórmula 
(1.33), mantem-se exatamente a mesma para formas diferenciais pseudoquaterniônicas. 
Neste caso no lugar de (1.33) temos 
(B.4) 
e as funções regulares podem ser definidas de maneira análoga àquela empregada na seção 
1.4. 
Definição: Uma função f :$ -+ $ (real) diferenciável em q E$, é regular (à esquerda) em 
q se existe f' ( q) E $ tal que 
dq 11 dq 11 df2 ~ Dq/'(q). (B.S) 
As equações de Cauchy-Riemann-Fueter resultam 
(B.6) 
e, bem como no caso quaterniônico, o Teorema de Cauchy (Teorema-1.6) e o Teorema de 
Morera (Teorema-LU) se sustentam. Porém, a presença de um cone de luz dividindo o 
espaço em regiões desconexas parece impedir a existência de um análogo para a Fórmula 
Integral de Cauchy, do mesmo modo que no caso pseudocomplexo. Pior, devido a não 
comutatividade do produto, a Fórmula Algébrica de Cauchy, tal como estabelecida para 
os pseudocomplexos, também não se veriJica aqui. 
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O Teorema-1.9 possui análogo também neste caso. Se f:$ ----7-$ é uma função regular 
de classe C 2 , então satisfaz 
D'J o'f D'f D'f 
-+------0 8t2 âx2 8x2 8x2 - · 1 2 3 
(B.7) 
Esta equação reproduz uma propriedade semelhante àquela que tinhamos para as funções 
pseudocomplexas regulares em relação a equação de onda unidimensional. Aliás, ao nos 
restringirmos a funções independentes de x 1 obtemos exatamente a equação de onda com 
duas dimensões espaciais. Neste sentido, ganhamos uma dimensão em relação ao caso 
pseudocomplexo. 
Existem várias situações matemáticas em que nos deparamos com esta equação. Por 
exemplo, para f E c=, (B. 7) representa a versão plana da condição para que f seja a 
transformada de Radon de alguma função g E C 00 sobre linhas afins de JR3 ([atiyah]). 
Esboçamos aqui apenas uma introdução informal do que seria a análise pseudo-
quaterniônica. No capítulo 2 estudamos com mais detalhe a análise sobre uma estrutura 





Ao contrário do restante da dissertação, onde apresentamos resultados de nossos estudos, 
dedicamos este apêndice a discutir abordagens alternativas pesquisad.as principalmente por 
J.C. Cifuentes e seu grupo ([dfuentes 1984], [cifuentes 1997] e referências destes). Trata-se 
de uma teoria de funções quaterniônicas distinta da teoria de Fueter, a qual sugere uma 
extensão 4-dimensional dos pseudocomplexos e respectiva teoria de funções através de uma 
estrutura não associativa. 
Uma Teoria Alternativa de Funções Quaterniônicas 
Todo quatérnio q = t + e;xi com parte vetorial não nula pode ser escrito como q = t + fr 
onde r= (x;x;) 112 e f= e;x;/r, sendo hatr2 = -1. Subálgebras do tipo {a+fbja,b E IR}, 
chamadas planos canônicos, sã.o isomorfas aos complexos. Então, uma maneira natural de 
caracterizar as funções regulares em ffl é usando os resultados já conhecidos da análise 
complexa, o que de fato faz sentido quando tratamos de funções que são invariantes em 
relação aos planos canônicos e nos quais dependem exclusivamente de te de r. 
Especificamente, pode-se definir como regular as funções f : ffl f--+ ffl da forma 
_ { u(t, 0), se r= O 
f(q)- u(t,r)+fv(t,r),ser,'O, (C.!) 
tal que ué de classe G0 , v é de classe G 1 com v(t,O) =O Vt E IR, e as restrições de f 
aos planos canônicos são regulares no sentido complexo73 • São exemplos as potências e as 
funções definidas em termos delas, como a exponencial, as funções trigonométricas, etc74 • 
73 Portanto f é contínua. 
74 Uma generalização imediata desta definição é dada em [de leo 1997a], onde os autores caracterizam 
como regulares as funções no núcleo do operador diferencial I: +f 8~. Além de fornecer a mesma classe de 
funções já estudada por [gürsey] empregando um operador diferencial de terceira ordem com coeficientes 
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Para f= u + fv = u + ffregular, com P= e;pi, das equações de Cauchy-Riemann 
segue que são satisfeitas as seguintes equações 
iJp V'u = --iJt' 
\7 X jj =O, 




onde \7 age em (x 1 , x2 , x3 ). A recíproca se sustenta localmente, ou seja, quando as equações 
acima são satisfeitas a função é localmente regular. Outro resultado interessante é que se 
f = u + ff satisfaz (C.2)-( C.4), então existem funções v e r.p tais que ff = fv = V' r.p e u, v e 
r.p são soluções da equação 
(C.5) 
Esta definição leva as funções regulares a coincidirem com as assim chamadas funções 
intrínsecas analt'ticas para o caso dos quatérnios ([rinehart]). Estas últimas são definidas 
como as funções que comutam com todos os elementos do subgrupo de automorfismos 
e anti-automorfismos de IH que mantém invariantes os escalares, o que implica em a 
função ser invariante nos planos canônicos e com dependência em ( t, r), e ainda analítica 
(no sentido complexo) nestes planos. Sob certas condições de simetria das superfícies de 
integração (agora 3-dimensionais), em [cullen] C.G. Cullen obtém resultados análogos ao 
Teorema Integral de Cauchy e à Fórmula Integral de Cauchy para funções intrínsecas 
analíticas. 
As funções regulares no sentido acima são, em geral, não regulares no sentido de 
Fueter, mas seus laplacianos são regulares tanto à esquerda como à direita (vide seção 
1.5). Reciprocamente, as únicas funções regulares à. esquerda e à direita por Fueter 
c que são regulares pela definição acima são as funções escalares constantes. Trata-se, 
então, de teorias completamente distintas sobre IH. Por um lado temos uma teoria cujas 
funções têm propriedades análogas àquelas da análise complexa (por exemplo, satisfazem 
a equação de Laplace), embora estas funções não sejam extensões imediatas do caso com-
plexo (basta ver que a identidade não é regular). Por outro lado temos uma teoria na qual 
constantes, esta maneira de delimitar um conjunto não trivial de funções é imediatamente generalizável para 
o caso dos octônios, reproduzindo com fidelidade a teoria correspondente nos subespaços dos quatérnios e 
dos complexos. 
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as próprias funções são generalizações naturais daquelas da análise complexa (as potências, 
por exemplo), cujas propriedades são parcialmente perdidas (os teoremas integrais exigem 
superfícies de integração simétricas, e entre outras coisas não se satisfaz a equação de 
Laplace). 
Um aspecto importante da teoria de funções intrínsecas é a fácil generalização para 
outras estruturas (vide [rinehart]). O mesmo ocorre com o enfoque dado em [cifuentes 
1984]. Embora ambos tratamentos coincidam no caso quaterniônico o mesmo parece não 
ocorrer noutras álgebras. 
Uma Extensão 4-Dirnensional não Associativa dos Pseudocomplexos 
Voltemos a questão plantada no apêndice anterior, de quem seria a extensão natural do 
caso pseudocomplexo. No apêndice B e no capítulo 2 discutimos possibilidades associa-
tivas, chegando a,os pseudoquatérnios e aos biquatérnios reais. Contra os primeiros pesa 
o fato de que a sua teoria de funções parece ter aplicações restritas, principalmente pela 
aparente impossibilidade de se determinar as funções regulares a partir de seus valores de 
contorno. A segunda opção é mais natural e apresenta mais possibilidade de aplicações 
(à relatividade especial e ao eletromagnetismo, por exemplo). Esta porém tem a incon-
veniência de não ser fechada em relação ao produto. 
Cifuentes por sua vez, abrindo mão da associatividade introduziu DfP, uma estrutura 
4-dimensional cujos planos canônicos são isomorfos aos pseudocomplexos. Agora a base 
canônica { 1, e1, e 2 , e3} multiplica-se como eiej :::: +óij +Eijkek, sendo um elemento genérico 
de J[JP denotado por q:::: t + e;x;. Em notação vetorial temos 
(C.6) 
onde a única diferença em relação ao caso quaterniônico é a mudança no sinal do produto 
interno ii'1 ·ih. Em conseqüência, a métrica de Minkowski é obtida definindo a norma da 
maneira usual, como (t + V)(t- ii). 
As funções regulares podem ser caracterizadas de forma análoga ao caso qua-
terniônico, porém agora regulares no sentido pseudocomplexo quando restritas a planos 
canônicos. Cabe observar que apesar da não associatividade as potências estão bem de-
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finidas 1 o que permite a construção de vários exemplos de funções regulares (as próprias 
potências, exponencial, funções trigonométricas, etc). Também M. Imaeda estudou, num 
contexto geral, análise sobre estruturas com esta propriedade (vide [imaeda 1986]). 
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