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Abstract—In this paper, the problem of optimizing the deploy-
ment of unmanned aerial vehicles (UAVs) equipped with visible
light communication (VLC) capabilities is studied. In the studied
model, the UAVs can simultaneously provide communications
and illumination to service ground users. Ambient illumination
increases the interference over VLC links while reducing the
illumination threshold of the UAVs. Therefore, it is necessary
to consider the illumination distribution of the target area for
UAV deployment optimization. This problem is formulated as an
optimization problem whose goal is to minimize the total transmit
power while meeting the illumination and communication re-
quirements of users. To solve this problem, an algorithm based
on the machine learning framework of gated recurrent units
(GRUs) is proposed. Using GRUs, the UAVs can model the long-
term historical illumination distribution and predict the future
illumination distribution. In order to reduce the complexity of the
prediction algorithm while accurately predicting the illumination
distribution, a Gaussian mixture model (GMM) is used to fit
the illumination distribution of the target area at each time slot.
Based on the predicted illumination distribution, the optimization
problem is proved to be a convex optimization problem that can
be solved by using duality. Simulations using real data from the
Earth observations group (EOG) at NOAA/NCEI show that the
proposed approach can achieve up to 22.1% reduction in transmit
power compared to a conventional optimal UAV deployment that
does not consider the illumination distribution. The results also
show that UAVs must hover at areas having strong illumination,
thus providing useful guidelines on the deployment of VLC-
enabled UAVs.
I. INTRODUCTION
Deploying unmanned aerial vehicles (UAVs) for wireless
networking is a flexible and cost-effective approach to pro-
viding on-demand communications [1]. However, the limited
bandwidth of radio frequency bands and limited energy of
UAVs confine the applicability of UAV-enabled wireless net-
works. This challenge can be addressed by equipping UAVs
with visible light communication (VLC) capabilities. Indeed,
VLC has recently attracted attention due to its large license-
free bandwidth and high energy efficiency. For instance, a
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VLC system that uses light-emitting diodes (LEDs) to transmit
wireless signals can provide both illumination and communi-
cation services. Moreover, the altitude of the UAVs ensures the
line of sight channel for VLC. Therefore, using VLC can be
a promising approach to provide energy-efficient UAV com-
munications with sufficiently available bandwidth. However,
deploying VLC-enabled UAVs also faces many challenges that
range from illumination interference detection and prediction
to UAV deployment optimization and energy efficiency.
The existing literature such as in [2]–[6] has studied a
number of problems related to UAV deployment. In [2],
the authors proposed an optimization framework in UAV-
assisted backscatter networks to identify the trade-off between
UAV’s altitude, number of backscatter devices and backscatter
coefficients. The authors in [3] derived the average coverage
probability and the system sum-rate as a function of the UAV
altitude and the number of users. However, the works in [2]
and [3] only consider the altitude of UAVs without optimizing
their locations. In [4], the authors studied the optimal UAVs’
locations based on the prediction of human behavior so as
to optimize the quality-of-experience of wireless devices. The
authors in [5] studied the use of neural network based learning
algorithm to optimize the performance of the UAV based
wireless networks. The work in [6] optimized the locations of
UAVs in two-user broadcast channel and proved that the UAVs
must hover around the user who has a large rate requirement.
However, the works in [4]–[6] ignored the energy efficiency
of UAVs in optimizing the deployment of UAVs. Moreover,
all of the existing works such as in [2]–[6] are over limited
capacity radio frequency bands which may not allow the UAVs
to meet the high data rate demands of ground users. Instead,
VLC-enabled UAVs can be considered to provide high speed
communications [7]. However, nighttime illumination such as
vehicle lights, street lights and building lights causes strong
interference to VLC link. Therefore, it is necessary to analyze
the illumination distribution of the service areas so as to
optimize the deployment of VLC-enabled UAV.
The main contribution of this work is a novel framework for
dynamically optimizing the locations of VLC-enabled UAVs
based on accurate predictions of the illumination distribution
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of a given area. To the best of our knowledge, this is the first
work that studies the use of the predictions of the illumination
distribution to provide a power-efficient deployment of VLC-
enabled UAVs. Our key contributions include:
• We consider a VLC-enabled UAV network, in which the
UAVs must find their optimal locations by predicting
the distribution of ambient lighting so as to provide
illumination as well as communication services to ground
users. This problem is formulated as an optimization
problem whose goal is to minimize the total transmit
power of UAVs under both illumination and communi-
cation constraints.
• To solve this optimization problem, we first use a Gaus-
sian mixture model (GMM) to fit the illumination dis-
tribution, which can be obtained using an expectation-
maximization (EM) algorithm. Based on derived illu-
mination distribution, a gated recurrent units (GRUs)
based prediction algorithm is proposed to predict future
illumination distribution. The proposed prediction algo-
rithm can model the temporal characteristics of the long-
term historical illumination distribution thus enabling the
UAVs to predict future illumination distributions.
• Given the predicted illumination distribution, the original
optimization problem is proved to be a convex problem
which is then solved using duality.
• Simulation results show that the proposed approach can
achieve up to 22.1% reduction in terms of transmit power
compared to a conventional optimal UAV deployment
without considering illumination distribution. Further-
more, simulations indicate that UAVs should hover over
areas with strong illumination.
The rest of this paper is organized as follows. The system
model and the problem formulation are described in Section
II. The use of the GMM to model illumination distribution,
GRU-based algorithm for illumination prediction, and the
optimization of the UAV deployment are proposed in Section
III. In Section IV, the numerical results are presented and
discussed. Finally, conclusions are drawn in Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a wireless network composed of a set D of D
VLC-enabled UAVs that serve a set U of U ground users
distributed over a geographical area A. The UAVs provide
downlink transmission and illumination simultaneously as
shown in Fig. 1. Hereinafter, we use aerial cell to refer to the
service area of each UAV. We assume that each UAV i ∈ D
only serves the users located in its aerial cell Ai.
Given a UAV i ∈ D located at (xi, yi, H) and a ground
user j ∈ U located at (xj , yj) ∈ A, the channel gain of the
VLC link between UAV i and user j can be given by [8]:
hj(xi, yi) =
{
(m+1)S
2pid2ij
g(ψ)cosm(φ) cos (ψ) , 0 6 ψ 6 Ψc,
0 , ψ > Ψc,
(1)
where S is the detector area and dij =√
(xj − xi)2 + (yj − yi)2 +H2 is the distance between
Fig. 1: The architecture of a cellular network that consists of
UAVs and users.
UAV i and ground user j. m = − ln 2/ ln(cos Φ1/2) is the
Lambert order with Φ1/2 being the transmitter semiangle (at
half power). ψ and φ represent the angle of incidence and
irradiance, respectively. As such, cosφ = cosψ = Hdij . Ψc
is the receiver field of vision (FOV) semiangle. The gain of
optical concentrator g(ψ) is defined as:
g(ψ) =
{
ne
2
sin2Ψc
, 0 6 ψ 6 Ψc,
0, ψ > Ψc,
(2)
where ne represents the refractive index.
For static user j located at (xj , yj) ∈ Ai, the channel
capacity at time t can be given by:
Cij,t =
1
2
log2
(
1 +
e
2pi
(
ξPij,thj(xi, yi)
nw + It(xj , yj)
)2)
, (3)
where ξ is the illumination target, Pij,t is the transmit power
of UAV i for user j at time t, and nw represents the standard
deviation of the additive white Gaussian noise. We define the
illumination distribution of the target area as It(x, y) that
will be specified in Section III. Note that the illumination
distribution It(x, y) is the luminance of the given area and
it is also the interference over the VLC transmission links
caused by illumination due to human activity. Here, It(xj , yj)
is the interference over the VLC link between the UAV and
the user located at (xj , yj).
Due to the limited energy of UAVs, their deployment must
be optimized to minimize the transmit power while satisfying
the data rate and illumination requirements of users. As done
in [9], we do not consider the mobility energy consumption
of the UAVs.
A. Problem Formulation
To formalize the deployment problem, we must first de-
termine the minimum transmit power that each UAV i uses
to meet the data rate and illumination requirements of its
associated users. To satisfy the data rate constraint Rj of each
user j located at (xj , yj) ∈ Ai, the required power of UAV i
at time t is:
Pij,t =
(nw + It(xj , yj))
√
2pi
e (2
2Rj − 1)
ξhj(xi, yi)
. (4)
A UAV can successfully satisfy all the users requirements once
the user that has the maximum power requirement is satisfied.
Therefore, the minimum transmit power of UAV i satisfying
the data rate requirements of its associated users is given by:
Pmini,t = max{Pij,t},∀j ∈ Ui, (5)
where Ui is the set of users associated with UAV i.
Given this system model, our goal is to find an effective
deployment of UAVs that meets the data rate requirements
of each user while minimizing the transmit power of the
UAVs. This problem involves predicting the illumination and
adjusting the locations as well as the transmit powers of the
UAVs. The optimization problem is formulated as follows:
min
It(x,y),xi,yi
∑
i∈D
Pi,t, (6)
s.t. ξPi,thj(xi, yi)+It(xj , yj)>ηr,∀i∈D,∀j∈Ui,
(6a)
Pi,t>Pmini,t ,∀i∈D, (6b)
where ηr denotes the illumination demand and ξPi,thi(x, y) is
the illumination of UAV i at time t [10]. (6a) indicates that the
UAV needs to provide illumination to meet the illumination
threshold of each user j. (6b) indicates that the transmit power
of UAV i should satisfy the data rate requirements of its asso-
ciated users from (5). Here, we note that ambient illumination
increases the VLC interference while reducing the illuminance
threshold. Since the illumination distribution is time-varying,
it is necessary to predict the illumination distribution of the
target area to deploy the UAVs at the beginning of each time
interval. Hence, we introduce a machine learning algorithm to
predict the illumination distribution of the service area. Based
on the prediction, UAVs are deployed according to the solution
of (6) which remain unchanged during each prediction period.
III. MACHINE LEARNING FOR ILLUMINATION
PREDICTION AND UAV DEPLOYMENT
Here, we first introduce the use of GMM to model the illu-
mination distribution. Then, we propose a GRU-based machine
learning algorithm for predicting the illumination distribution.
The proposed learning algorithm enables the UAVs to analyze
the relationship among historical illumination distributions,
to predict the future illumination distribution. Based on the
prediction, the UAVs can be optimally deployed.
A. GMM Fitting of Illumination Distribution
Since illumination is caused by human activities such as
business and industrial operation, the illumination distribution
of a given area is centered on several small areas. Therefore,
we assume that the illumination distribution of area A at time
t follows a GMM given by:
It(x, y) = At×(
K∑
k=1
wk,t exp
(
− (x− µxk,t)
2
2σ2xk,t
− (y − µyk,t)
2
2σ2yk,t
))
,
(7)
where At is the GMM amplitude and K is the number
of Gaussian components with
K∑
k=1
wk = 1 with wk ∈ [0, 1]
being the weight of each component. For each Gaussian
component k, (µxk,t , µxk,t) is the central coordinate while
σxk,t and σyk,t represent the standard deviation on the x
and y axes, respectively. The parameters related to Gaussian
component k at time t can be represented as a vector qk,t =[
wk,t, µxk,t , µyk,t , σxk,t , σyk,t
]
. Given (7), the spatial features
of illumination distribution at time t can be represented by a
vector, which can be given by:
qt= [At; q1,t; q2,t; . . . ; qK,t]
T
=
[
At, w1,t, µx1,t , µy1,t , σx1,t , σy1,t ,
w2,t, µx2,t , µy2,t , σx2,t , σy2,t ,
. . . , wK,t, µxK,t , µyK,t , σxK,t , σyK,t
]T
.
(8)
The optimal vector qt that is used to model the illumination
distribution can be determined using the EM algorithm [11].
B. Illumination Distribution Prediction
Next, we introduce the use of GRUs [12] for the predic-
tion of the illumination distribution. GRUs are extensions of
conventional recurrent neural networks (RNNs) [13]. GRUs
can effectively solve the gradient vanishing and the gradient
exploding problem in long-term memory RNNs. Due to inter-
connected neurons at hidden layers and their internal gating
mechanisms, GRUs can model the temporal characteristics of
the long-term illumination distribution. In addition, GRUs can
dynamically update the model based on the current illumina-
tion distribution due to the variable-length recurrent structure,
hence, GRUs enable the UAVs to predict future illumination
distribution.
A GRU-based prediction algorithm consists of three com-
ponents: a) input, b) output, and c) GRU model. The key
components of our GRU-based prediction approach are:
• Input: The input of the GRU-based prediction algorithm
is a matrix Q that represents the time series data of
illumination distribution, which can be given by Q =
[q1, · · · , qT ] , where T is the length of the time series.
• Output: The output of the GRU-based prediction algo-
rithm is a vector qT+1, that represents the illumination
distribution at time slot T + 1.
• GRU model: A GRU model is used to approximate the
function between the input Q and output qT+1, thus
building a relationship between historical illumination
distribution and future illumination distribution. A GRU
model is essentially a dynamic neural network that con-
sists of an input layer, a hidden layer, and an output
layer. The hidden states ht of the units of the in hidden
layer at time t are used to store information related to
the illumination distribution from time slot 1 to t. For
each time t, the hidden states ht of the GRU are updated
based on the input qt and ht−1. Next, we introduce how
to update the hidden state hjt of hidden unit j given a
new illumination distribution qt.
At each time slot t, the hidden state hjt is determined by
two gates: reset gate rjt and update gate z
j
t . First, the reset
gate rjt is used to determine the historical illumination
distribution information retained in the candidate hidden
state h˜jt , which can be given by:
rjt = σ([Wrqt]j + [Urht−1]j), (9)
where σ(·) = 1
1+e−(·) is the logistic sigmoid function
and [·]j is element j of a vector. Wr ∈ RDq×Dh and
Ur ∈ RDh×Dh represent the weight matrices of reset
gate, where Dq = 5K + 1 is the length of the input qt
and Dh is the number of the units in hidden layer. Based
on the value of the reset gate rjt , the candidate hidden
state h˜jt that is used to combine the input illumination
distribution qt with the previous memory ht−1 is given
by:
h˜jt = tanh
(
[Wh˜qt]j + [Uh˜(rt  ht−1)]j
)
, (10)
where rt ∈ RDh is a reset gate vector at time t and  is
an element-wise multiplication. For example, given two
vectors x = (a, b) and y = (c, d), x  y = (ac, bd).
Wh˜ ∈ RDq×Dh and Uh˜ ∈ RDh×Dh represent the hidden
state weight matrices.
Similarly, the update gate zjt is used to decide the size
of the information stored in the candidate hidden state to
update the hidden state hjt , which can be given by:
zjt = σ ([Wzqt]j + [Uzht−1]j) , (11)
where Wz ∈ RDq×Dh and Uz ∈ RDh×Dh represent the
weight matrices of the update gate. The actual hidden
state hjt of hidden unit j is updated by:
hjt = z
j
th
j
t−1 + (1− zjt )h˜jt . (12)
The proposed GRU model iteratively updates the hid-
den states to store the input Q until the hidden state of
the current time T is computed. The output layer of the
GRU model will predict the illumination distribution at
time T + 1 based on the hidden state hT :
q˜T+1 = WohT , (13)
where Wo ∈ RDh×Dq is the output weight matrix. In
fact, (13) is used to build the relationship between output
qT+1 and the hidden state hT that stores the information
of input Q.
To build this relationship, a batch gradient descent
approach is used to train the weight matrices which are
initially generated randomly via a uniform distribution.
The update rule of the gradient descent approach is:
W i+1n = W
i
n − α∇E(Wn),
U i+1m = U
i
m − α∇E(Um),
(14)
where α is the learning rate, n ∈
{
r, z, h˜, o
}
and m ∈{
r, z, h˜
}
. ∇E(Wn) = ∂E∂Wn and ∇E(Um) = ∂E∂Um are
the gradients of the loss function E which is defined as:
E =
T−1∑
t=1
1
2
(qt+1 − q˜t+1)2, (15)
where q˜t+1 is the illumination distribution prediction and
qt+1 is the actual illumination distribution at time t+ 1.
The specific process of using the GRU-based prediction
algorithm to predict the illumination distribution for each
UAV i is summarized in Algorithm 1.
Algorithm 1 GRU-based Prediction Algorithm for Illumina-
tion Distribution Prediction.
1: Input: The time series illumination distribution Q of service area.
2: Initialize: Wr,Ur,Wz ,Uz ,Wh˜,Uh˜,Wo are initially generated ran-
domly via a uniform distribution. The number of iterations e.
3: for i = 1→ e do
4: for each time t do
5: Input qt and ht−1. Estimate the illumination distribution q˜T+1 at
time t+ 1 based on (13).
6: end for
7: Calculate the loss E based on (15).
8: Update the weight matrices based on (14).
9: end for
10: Output: Prediction qT+1.
C. Optimization of the UAV Deployment
Once the illumination distribution is predicted, the UAVs
can determine their optimal deployment at the beginning of
each time interval by solving the optimization problem defined
in (6). As analyzed in Section II, a UAV only needs to consider
the user with the maximum power requirement since, by doing
so, the requirements of all other users will be automatically
satisfied. Therefore, substituting (1) and (5) into (6), we have:
min
xi,yi,Pi,T+1
∑
i∈D
Pi,T+1, (16)
s.t. Pi,T+1 > lMdm+3ij , ∀i ∈ D,∀j ∈ Ui, (16a)
Pi,T+1 > lNdm+3ij , ∀i ∈ D,∀j ∈ Ui, (16b)
where l = 2piξ(m+1)Sg(ψ)Hm+1 , M = ηr − IT+1(xj , yj) and
N = (nw + IT+1(xj , yj))
√
2pi
e (2
2Rj − 1).
Since the service area of each UAV does not overlap with
the service areas of other UAVs, we ignore the interference
caused by other UAVs. In consequence, problem (16) can be
decoupled into multiple subproblems. For each UAV i, the
location optimization subproblem can be formulated as:
min
xi,yi,Pi,T+1
Pi,T+1, (17)
s.t. Pi,T+1
2
m+3 > ajd2ij ,∀j ∈ Ui, (17a)
where aj = (max {lM, lN}) 2m+3 .
Due to its convex objective functions and constraints, prob-
lem (17) is a convex problem, which can be optimally solved
by using the dual method [14]. The Lagrange function of
problem (17) will be:
L = Pi,T+1+∑
j∈Ui
λj
(
((xi − xj)2 + (yi − yj)2 +H2)aj − Pi,T+1 2m+3
)
,
(18)
where λj is the dual variable associated with constraint j in
(17a).
The optimal first-order conditions of (17) will be:
∂L
∂Pi,T+1
= 1− 2
m+ 3
∑
j∈Ui
λjPi,T+1
−m−1
m+3 = 0, (19)
∂L
∂xi
= 2
∑
j∈Ui
λjaj(xi − xj) = 0, (20)
Algorithm 2 The Overall Algorithm for Deploying UAVs.
1: Input: A time series dataset of night remote sensing images. The set of
locations of users in U . Height H of UAVs.
2: Initialize: The set of data rate requirement of users in U . Ui served by
each UAV i. Dual variables λj .
3: for t = 1→ T do
4: EM algorithm for fitting GMM of illumination distribution at time t.
5: Obtain the optimal vector qt.
6: Add vector qt to matrix Q.
7: end for
8: Input Q into Algorithm 1 to predict the illumination distribution at time
T + 1, IT+1(x, y).
9: for i = 1→ D do
10: repeat
11: Update transmission power Pi,T+1 and UAV location (xi, yi)
according to (22)-(23).
12: Update dual variables λj , j ∈ Ui based on (24).
13: until the objective function (17) converges.
14: Calculate the transmit power Pi,T+1 based on the position of UAV i
being (xi, yi, H) and the illumination distribution being IT+1(x, y).
15: end for
16: Output: P =
∑
i∈D
Pi,T+1.
∂L
∂yi
= 2
∑
j∈Ui
λjaj(yi − yj) = 0. (21)
Solving (19) to (21) yields
Pi,T+1 =
 2
m+ 3
∑
j∈Ui
λj

m+3
m+1
, (22)
xi =
∑
j∈Ui λjajxj∑
j∈Ui λjaj
, yi =
∑
j∈Ui λjajyj∑
j∈Ui λjaj
. (23)
Given xi, yi and Pi,T+1, the value of λj can be determined
by the gradient method [14]. The updating procedure is:
λj = λj + γ
(
((xj − xi)2 + (yj − yi)2 +H2)aj − P
2
m+3
i,T+1
)
,
(24)
where γ is a dynamic step-size. With regards to the optimality,
we formulate the original optimization problem as a convex
problem and, hence, it can always converge to the optimal
solution.
The proposed algorithm used to solve problem in (6) is
summarized in Algorithm 2. The complexity of the proposed
algorithm lies in training a GRU-based prediction model
and updating UAV location (xi, yi). A ground server can
be deployed to train a GRU-based prediction model using
Algorithm 1. Based on the trained model, the complexity of
predicting the illumination distribution at the next time slot
is O (1). In addition, the complexity of calculating (xi, yi) of
each UAV i is O (Li|Ui|), where Li is the number of iterations
of UAV i until (17) convergence and |Ui| is the number of
users covered by UAV i. Therefore, the proposed algorithm
can run independently on each UAV due to the linear algorithm
complexity.
IV. SIMULATION RESULTS AND ANALYSIS
For our simulations, a 20 m × 20 m square area is
considered with U = 40 uniformly distributed users and
D = 4 UAV. The downlink rate requirement Rj of each
TABLE I: System parameters
Parameters Value Parameters Value
Φ 120◦ Ψc 120◦
S 1 cm2 nr 1.5
H 10 m ξ 1
nw 1× 10−7 ηr 3× 10−7
Dh 64 Dq 16
T 358 K 3
γ 0.01 e 100
user j is generated randomly and uniformly over [0.5,1.5]
Mbps. Other parameters are listed in Table I. The time series
illumination data used to train GRU based prediction algorithm
is a dataset of average radiance composite nighttime remote
sensing images, obtained from the Earth observations group
(EOG) at NOAA/NCEI [15].
(a) Actual illumination distribu-
tion.
(b) GMM modeled illumination distribution.
Fig. 2: The illumination distribution of the target area.
Fig. 2 shows how the EM algorithm approximates the
illumination distribution of the target area using a GMM
model. Fig. 2(a) shows the actual illumination distribution and
Fig. 2(b) shows the illumination distribution of the target area
modeled by GMM. In Fig. 2(b), we can see that EM algorithm
uses 3 Gaussian components to model the actual illumination
distribution. This is due to the fact that the area in Fig. 2(a)
has only three lighting places.
Fig. 3 evaluates the prediction accuracy of our GRU-based
algorithm. 268 data samples are used to train the GRU-based
model and the remaining 90 data samples are used to test the
accuracy of the model. In Fig. 3, we can see that the proposed
model can accurately predict the illumination distribution after
100 epochs. Over 5000 independent runs, the average root-
mean-square error (RMSE) of training data prediction and test
data prediction are 3.36 and 3.65, respectively. This is due to
the fact that the GRU-based model can build a relationship
between the prediction and the historical illumination distri-
bution. Therefore, the GRU-based algorithm can predict the
illumination distribution accurately.
Fig. 4 shows how the transmit power used to meet the users’
data rate and illumination requirements changes as the number
of users varies. In this figure, we can see that the proposed
algorithm achieves up to 22.1% gain in terms of transmit
power reduction compared to a conventional optimal UAV
deployment without considering the illumination distribution.
This is due to the fact that the power required by the users
is related to the illumination of the service area. From Fig. 4,
we can see that the proposed algorithm is closer to the UAV
Fig. 3: Prediction accuracy of the illumination distribution.
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Fig. 4: The required sum power of UAVs as the number of
users varies.
deployment optimization using actual illumination distribution
and the gap between the two schemes is less than 3.4%. This
is because the proposed prediction algorithm can accurately
predict the illumination distribution so as to optimize UAV
deployment. Fig. 4 also shows that, as the number of users
increases, the performance gain of the proposed deployment
becomes less significant. This is because when enough users
are considered, the users will be uniformly distributed in the
square and the optimal position of the UAV will be fixed.
In Fig. 5, we show an example of how the proposed
algorithm can optimize the deployment of the UAV. From Fig.
5, we can see that the optimal location of the UAV without
considering the illumination distribution is the center of all
the users and the optimal location of the UAV obtained by
the proposed algorithm are shifted to the area with strong
illumination. This is due to the fact that the illumination
increases the interference for VLC link and, hence, the users
located in a bright area need more transmit power compared
to those located in a dark area. Under the collective effect of
all the users in the service area, the optimal UAV locations
move towards the area with strong illumination to minimize
the total transmit power.
V. CONCLUSION
In this paper, we have developed a novel UAV deployment
framework for dynamically optimizing the locations of UAVs
in a VLC-enabled UAV based network. We have formulated
an optimization problem that seeks to minimize the transmit
power while meeting the illumination and communication
requirements of each user. To solve this problem, we have
developed a GRU-based prediction algorithm, which can
Fig. 5: Optimal deployment of UAVs using the proposed
algorithm.
model the long-term historical illumination distribution and
predict the future illumination distribution. We have then
shown that the location optimization problem is convex and
the optimal solution is obtained by using the dual method.
Simulation results have shown that the proposed approach
yields significant power reduction compared to conventional
approaches.
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