Determination of basic form of words by Šanda, Pavel
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH TECHNOLOGIÍ
ÚSTAV TELEKOMUNIKACÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
URČENÍ ZÁKLADNÍHO TVARU SLOVA
DIPLOMOVÁ PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. PAVEL ŠANDA
AUTHOR
BRNO 2011
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH
TECHNOLOGIÍ
ÚSTAV TELEKOMUNIKACÍ
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION
DEPARTMENT OF TELECOMMUNICATIONS
URČENÍ ZÁKLADNÍHO TVARU SLOVA
DETERMINATION OF BASIC FORM OF WORDS
DIPLOMOVÁ PRÁCE
MASTER'S THESIS
AUTOR PRÁCE Bc. PAVEL ŠANDA
AUTHOR
VEDOUCÍ PRÁCE Ing. JAN KARÁSEK
SUPERVISOR
BRNO 2011
VYSOKÉ UČENÍ
TECHNICKÉ V BRNĚ
Fakulta elektrotechniky 
a komunikačních technologií
Ústav telekomunikací
Diplomová práce
magisterský navazující studijní obor
Telekomunikační a informační technika
Student: Bc. Pavel Šanda ID: 98675
Ročník: 2 Akademický rok: 2010/2011
NÁZEV TÉMATU:
Určení základního tvaru slova
POKYNY PRO VYPRACOVÁNÍ:
Úkolem studenta bude prostudovat teorii týkající se předzpracování textu. Student prostuduje
problematiku stemmingu, lemmatizace a používané algoritmy v této oblasti, zejména při zpracování
českých textů. Na základě prostudované problematiky student navrhne lematizační algoritmus, pomocí
kterého bude možné zpracovávat česky psané texty. Součástí diplomové práce bude implementace
navrženého algoritmu, vytvoření testovací množiny dat a srovnání navrženého algoritmu s existujícími
algoritmy. Implementace bude provedena v jazyce JAVA.
DOPORUČENÁ LITERATURA:
[1] Feldman, R., Sanger, J.: The Text Mining Handbook: Advanced Approaches in Analyzing
Unstructured Data, Cambridge University Press, 2007, ISBN 0521836573.
[2] Lovins, J.B.: Development of a Stemming Algorithm. Mechanical Translation and Computation
Linguistics, [online], Dostupné z www: http://www.mt-archive.info/MT-1968-Lovins.pdf
[3] Paice, C.D. : Another Stemmer. Department of computing Lancaster university, [online], Dostupné z
www: http://portal.acm.org/citation.cfm?id=101310
Termín zadání: 7.2.2011 Termín odevzdání: 26.5.2011
Vedoucí práce: Ing. Jan Karásek
prof. Ing. Kamil Vrba, CSc.
Předseda oborové rady
UPOZORNĚNÍ:
Autor diplomové práce nesmí při vytváření diplomové práce porušit autorská práva třetích osob, zejména nesmí
zasahovat nedovoleným způsobem do cizích autorských práv osobnostních a musí si být plně vědom následků
porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., včetně možných trestněprávních
důsledků vyplývajících z ustanovení části druhé, hlavy VI. díl 4 Trestního zákoníku č.40/2009 Sb.
ABSTRAKT
Lemmatizace je důležitou procedurou před dolováním v textu v mnoha aplikacích. Proces
lemmatizace je podobný procesu stemmingu, s tím rozdílem, že neurčuje pouze kořen
slova, ale snaží se slovo převést pomocí metod Brute Force a Suffix Stripping do jeho
základního tvaru. Hlavním cílem této práce je prezentovat metody pro vylepšení algo-
ritmů lemmatizace českého jazyka. Obsahem je vytvoření trénovací množiny dat, kterou
lze libovolně použít pro studentské i vědecké práce zabývající se podobnou problematikou.
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ABSTRACT
Lemmatization is an important preprocessing step for many applications of text mining.
Lemmatization process is similar to the stemming process, with the difference that de-
termines not only the word stem, but it´s trying to determines the basic form of the word
using the methods Brute Force and Suffix Stripping. The main aim of this paper is to pre-
sent methods for algorithmic improvements Czech lemmatization. The created training
set of data are content of this paper and can be freely used for student and academic
works dealing with similar problematics.
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ÚVOD
V dnešní moderní době se setkáváme s pokročilými technologiemi na každém kroku.
Není snad na světě odvětví, kde by nebylo použito něco z pokrokových zařízení zalo-
žených na počítačích nebo strojích. Jelikož tato zařízení pracují na principu elektřiny,
je nutné s nimi i touto formou komunikovat. Za nejfrekventovanější způsob komu-
nikace je bezpochyby považován elektronický text. Pomocí textu je možné nastavo-
vat zařízení, přiřazovat mu úkoly, které má provádět, apod. . Nezanedbatelnou část
tvoří také elektronická komunikace osob obsahující mnoho miliónů textových sou-
borů denně. Z toho vyplývá, že elektronický text je velice důležitou součástí dnešní
doby a je tedy nezbytně nutné ho umět také zpracovat.
Text sám o sobě představuje nesmírné množství informací a je tedy logické,
že jeho zpracování je velice žádané. Mezi oblasti, kde je zpracování textu hojně
využívané patří např. klasifikace textů dle různých parametrů. Nežli je však možné
tyto procedury realizovat, je třeba text nějakým způsobem předpřipravit. A právě
problematikou zpracování textu se zabývá tato práce.
Konkrétním cílem diplomové práce je navrhnout lemmatizátor pro správné určo-
vání základního tvaru slov v českém jazyce. Vychází se přitom z již známých metod
pro anglický jazyk a lemmatizačních pravidel pro český jazyk.
V první části práce je rozebrána problematika upravení textu do vhodné podoby
pro další zpracování. Dále vysvětení jednotlivých pojmů používaných v této oblasti
a představení některých již vyvinutých algoritmů pro určení základního tvaru slova
z textů v anglickém jazyce.
Další část je zaměřena na problematiku českého jazyka, neboť právě pro tento
jazyk je vyvíjen lemmatizátor. Jsou zde popsána gramatická pravidla, vlastnosti
jednotlivých slovních druhů důležitých pro lemmatizaci a také komplikace, na které
je možné v tomto jazyce narazit.
Následuje samotný návrh a implementace lemmatizátoru pro český jazyk za po-
moci vybraných algoritmů. Popsány jsou komplikace, na které se při realizaci na-
razilo a jejich následné řešení. Také jsou popsány jednotlivé úpravy, která vedly
ke zlepšení úspěšnosti lemmatizátoru.
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1 STEMMING A LEMMATIZACE
Stemming je výpočetní procedura, která upravuje slova se stejným kořenem do zá-
kladního tvaru (tzv. stem). Obvykle je toho docíleno oddělením přípon (suffix )
vzniklých při skloňování nebo stupňování. [11, 5] V mnoha případech se však neod-
dělují pouze přípony, ale také předpony (prefix ).
Výsledný stem nemusí být zcela shodný s morfologickým kořenem slova. Při pro-
vádění stemmingu není zaručeno, že se podaří najít tento kořen a v takovém případě
by měla být výsledkem alespoň nejdelší společná část. [8]
Základní myšlenkou je snaha o vylepšení procesu získávání informací tím, že se ně-
kolika slovům majícím podobný význam určí jejich společný základ, ze kterého byly
odvozeny. [8] Avšak základ slova se určuje u každého jazyka odlišně, neboť každá
řeč má svou gramatiku, své předpony a přípony, dále své výjimky a v neposlední
řadě i rozdílný druh písma (azbuka, latinka, apod.).
Obdobným výrazem pro stemming je lemmatizace. Lemmatizátor je vylepšený
stemmer odstraňující jeho nedostatky. Hlavním úskalím stemmeru je to, že není
zaručena korektnost určení základního tvaru slova. Jak již bylo řečeno výše, stemmer
umí správně určit pouze kořen slova nebo v nejhorším případě jen nejdelší společnou
část. Tento nedostatek eliminuje právě zmíněný lemmatiáztor, který vždy určuje
správný základní tvar slova (tzv. lemma). Neméně důležitým vylepšením je také
doplnění informací o slově. Do těchto údajů spadá o jaký slovní druh se jedná, dále
číslo, pád, rod, apod. Zmíněné doplňující informace jsou důležité pro další práci
s textem, protože například při určování pohlaví z textu jsou tyto údaje stěžejní.
Na vývoji algoritmu, který by korektně určoval základní tvary slova, se pracuje
již dlouho. První lemmatizátor byl uveden v roce 1968 a jeho autorem byla Julie
Beth Lovins, jejíž výtvor v následujících letech ovlivnil vývoj v této oblasti. [8]
Jedná se lemmatizátor anglického jazyka, jehož detailnější rozbor je uveden
v článku [11]. Jsou v něm rozebrána jak teoretická tak i praktická úskalí algoritmů
pro stemming a následně je navržen nový algoritmus pro stemming anglického ja-
zyka. [11]
Problematika několika již vyvinutých algoritmů je uvedena v části 1.3.
1.1 Dolování v textu
Pod pojmem dolování v textu neboli text mining si lze v nejširším slova smyslu před-
stavit proces získávání informací z textu. Klasickou úlohou dolování je vyhledávání
informací (Information Extraction - IE ), vyhledávání textu (Information Retrieval -
IR [13]) a klasifikace textů (Natural Language Processing - NLP). [7]
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Vstupní data, která jsou zpracovávána mohou mít různé formy: [17]
• strukturovaný text - přesně definované značky pro oddělení, např. XML
• semi-strukturovaný text - textové dokumenty
• nestrukturovaný text - články na internetu
Strukturovaný textOstatní texty
10 90
10%
90%
Strukturovaný text Ostatní texty
Obr. 1.1: Poměr strukturovaného textu a ostatních druhů textu. [17]
Z obrázku 1.1 vyplývá, že nestrukturovaného textu je nepoměrně více než struk-
turovaného. Je tedy nutné tyto nestrukturované texty nějakým způsobem upravit.
Všeobecná data pro většinu analýz jsou obvykle strukturovaná. Avšak data v po-
době textu jsou nestrukturovaná a vyznačují se následujícími vlastnostmi: [6]
• nemají žádný specifický formát
• mají proměnnou délku
• mohou mít různé vyslovování
• mohou obsahovat interpunkci a další speciální znaky
• obsah není předdefinován a nemusí se tedy držet stanovených pravidel
Jak již bylo řečeno v úvodu, je nutné vstupní data nějakým způsobem předpři-
pravit před samotným zpracováním. Pod tím si lze představit úpravu nestrukturo-
vaných dat na data strukturovaná. Touto problematikou se zabývá oblast nazývaná
preprocessing.
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Preprocessing se skládá z několika kroků: [6]
• úprava dat - odstranění mezer a interpunkce
• odstranění některých částí článků nebo jen slov, která nesou minimální nebo
žádné informace. Tato slova jsou obvykle označována jako stop slova (stop
words). Patří mezi ně např. spojky, předložky, apod. Seznam těchto slov je pro
každý jazyk jiný.
• nahrazení slov jako jsou synonyma, množná čísla a další varianty slov jednot-
ným číslem
• vytvoření strukturovaných dat - tabulky, kde se každý výraz v textu stává
proměnnou s číselnou hodnotou
Dolování v textu je rozvíjející se technologie, která může být použita pro doplnění
stávajících dat v podnikové databázi tím, že nestrukrutovaná data budou dostupná
pro analýzu. [6]
1.2 Průběh zpracování textu
Text je nejprve podroben tokenizaci, která rozdělí věty na jednotlivé elementy. Poté
následuje preprocessing, kde se eliminují slova s minimální významovou hodnotou
a případně interpunkční znaménka. Následuje samotná lemmatizace/stemming slov
a na závěr je proveden postprocessing, který eliminuje chyby po lemmatizaci/stem-
mingu. Průběh je zachycen na obrázku 1.2.
1.3 Typy algoritmů pro stemming a lemmatizaci
Pro stemming nebo lemmatizaci existuje několik druhů algoritmů. Každý pracuje
na jiném principu a s tím souvisí také kvalita jejich výsledků. Některé jsou rychlé,
ale nevykazují tak dobré výsledky. Naopak jsou známy algoritmy velice dobře pro-
myšlené, které mají kvalitní výsledky a poradí si i se slovy neodpovídajícími pravi-
dlům daného jazyka. Tyto algoritmy ale mají velkou nevýhodu v podobě neúměrně
velkého výpočetního výkonu a času.
Z předchozích informací vyplývá, že optimálním řešením by byl velice rychlý
algoritmus s kvalitními výsledky. Proto se trend při hledání nových, ještě lépe pra-
cujících, algoritmů ubírá směrem ke kombinaci těchto dvou uvedených řešení.
1.3.1 Brute Force algoritmy
Stemmery pracující na principu Brute Force algoritmu prohledávají tabulku, která
obsahuje vztahy mezi kořenem slova a skloňovaným tvarem. Při provádění algoritmu
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Obr. 1.2: Průběh procesu zpracování textu. [6]
je v tabulce hledán shodný tvar. Když je nalezen, je vrácen jeho kořen. [18]
Toto vyhledávání však má nevýhodu v tom, že je třeba nesmírně velké úložiště
pro tabulku s jednotlivými vztahy základní tvar ⇔ skloňované (časované) slovo.
Je nemožné, aby tabulka obsahovala všechny tvary všech slov daného jazyka právě
z důvodu objemu dat. Algoritmus pracuje pouze s touto tabulkou a tím pádem je vý-
sledek procesu závislý na tom, zda je daný výraz obsažen v tabulce či nikoliv. [18]
I když je výpočetně a datově nemožné tento algoritmus provozovat samostatně,
tak je vhodné ho použít v kombinaci s jinými algoritmy. Ve většině jazyků jsou dána
určitá pravidla, dle kterých se tento proces řídí. Například v angličtině jsou násle-
dující slova doing, paying, apod. jednoduchá na zpracování. Zde se docílí původního
tvaru slova pouze oddělením přípony -ing (viz kapitola 1.3.2). Avšak ve většině ja-
zyků nelze tyto praktiky použít na všechna slova. Existují určité výjimky, kde nestačí
pouze oddělit koncovku, ale dojde ke změně části nebo celého kořenu. Jako příklad
lze uvést opět anglické slovo run a jeho tvar v minulém čase ran. Právě tyto výjimky
je vhodné uložit do tabulky a ostatní slova, na která platí pravidla daného jazyka,
použít nějaký z dalších algoritmů. [18]
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1.3.2 Suffix Stripping algoritmy
Algoritmy tohoto typu nepracují jako Brute Force. Namísto mnoha kombinací slov
a odpovídajícíh kořenů používají několik pravidel uložených v tabulce, dle kterých
se řídí. [4] Jako příklad lze uvést pravidla opět pro anglický jazyk: [18]
• když slovo končí na -ed, odeber -ed
• když slovo končí na -ing, odeber -ing
• když slovo končí na -ly, odeber -ly
Suffix Stripping algoritmy jsou oproti Brute Force algoritmům velice jednoduché.
Avšak předpokládají dobré lingvistické a morfologické znalosti daného jazyka. Jejich
úskalí je v nepravidelnostech zmíněných dříve. [18]
Lovinsův algoritmus
Algoritmus pracuje na následujících dvou principech. První spočívá v opakování
(iteration) a druhý vychází z nejdelší shodné části slova (longest-match). Při použití
pouze jedné z uvedených metod mají své nedostatky, které ale lze jejich kombinací
eliminovat. [11]
Iteration metoda vychází z faktu, že přípony jsou ke kořenu slova (stemu) vázány
v určitém pořadí. Existují tzv. pořadové třídy order-classes, ve kterých jsou tyto pří-
pony zařazeny. Každé slovo může, ale také nemusí, obsahovat příponu z dané třídy.
V anglickém jazyce obsahuje poslední třída přípony jako -s, -es
a -ed. Předposlední třída, obsahuje přípony jako je -ness. Příkladem může být slovo
relatedness. V prvním kroku se provede odstranění přípony -ness a následně pří-
pony z poslední třídy -ed. V určitých případech se může stát, že přípony v první
třídě jsou zároveň i částí kořenu slova. Tím pádem dojde k odstranění části ko-
řenu slova. Při procesu stemmingu je možné odstranit přípony z dané třídy pouze
jednou. [11]
Je zřejmé, že čím více bude daná metoda obsahovat tříd a přípon v třídách,
tím bude proces provedení složitější a časově náročnější. Je tedy důležitou otázkou,
jak rozhodnout kolik těchto tříd s příponami použít a jaké přípony do nich zařa-
dit [11].
Longest-match neboli metoda nejdelší shodné části pracuje na podobném prin-
cipu jako výše uvedená, tedy také s pořadovými třídami. Avšak trochu na jiném
principu.
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V případě, kdy se pracuje pouze s jednou pořadovou třídou, dojde ke klasickému
odstranění nalezené přípony slova. Avšak když je k dispozici tříd více, dochází k pro-
cházení těchto tříd sestupně od třídy s nejdelšími příponami. Když v této třídě není
dosaženo shody, přistoupí se ke kratším příponám. Jinými slovy odstraní se ta pří-
pona, která je nalezena v jedné z pořadových tříd a je nejdelší. [11]
Jako příklad lze použít příponu -ation ve slovu preparation. Narozdíl od před-
chozí metody, kde by došlo k odstranění přípony -ion a poté z další třídy koncovky
-at, se zde odstraní rovnou celá tato koncovka. Není tedy třeba provádět cyklus
vyhledávání dvakrát. [11]
Tato metoda tedy ve výsledku potřebuje pouze jednu pořadovou třídu, kde se na-
chází všechny kombinace přípon u slov. Tyto přípony jsou dále řazeny sestupně
dle délky ze zřejmého důvodu. [11]
Nevýhodou tohoto řešení je to, že je nutné mít velké množství kombinací konco-
vek. To znamená dlouhou dobu vyhledávání koncovky s malou délkou. [11]
U tohoto typu stemmingu je také kladen důraz na výsledný význam slova,
zda má smysluplnost (context sensitive) nebo ne (context free). V případě, že nezá-
leží na výsledném významu slova, tak se pouze provede procedura odebrání přípon.
Na druhou stranu, většinou je požadováno, aby výsledkem nebyl pouze řetězec bez-
významných písmen, ale reálné slovo s významem. V krajním případě by totiž mohlo
dojít k tomu, že výstupní slovo bude mít nulovou délku. To může nastat tehdy, když
slovo, které chceme podrobit stemmingu, je shodné s příponou uloženou v pořadové
třídě. Například slovo ability (schopnost) a computability (vypočitatelnost). Když
bude ve třídě uvedena přípona -ability, tak při aplikování na slovo ability bude vý-
sledkem stem s délkou nula. Výsledný stem má význam pouze, když má nějakou
minimální délku.[11]
Pro dosažení co nejlepších výsledků dochází ještě k implementaci dalších pravidel.
Mezi tato pravidla patří například ponechání koncovek u některých typů slov. Jako
příklad lze uvést slovo seen, kde by při klasickém odebrání přípony -en vznikl stem
se a došlo by tedy i ke zničení významu celého slova. [11]
Porterův algoritmus
Tento algoritmus se odlišuje od Lovinsova ve dvou věcech. Prvním rozdílem je znač-
né snížení složitosti pravidel pro odstraňování přípon. Druhým je použití jednoho
sjednoceného přístupu pro zachování kontextu. Mnoho Lovinsových pravidel pro za-
chování kontextu souvisí s výslednou délkou stemu po odstranění přípony. Minimální
délka jsou dva znaky. [20]
Porterův algoritmus má velmi jednoduché složení. Obsahuje 60 přípon, dvě pra-
vidla pro odstraňování přípon a jak již bylo zmíněno, jedniné pravidlo pro to,
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zda má vůbec k odstranění přípony dojít. U Lovinsova algoritmu dochází k tvoření
pravidel na základě počtu zbylých znaků po oddělení přípony. Porterův algoritmus
pracuje jinak. Ten využívá minimální délku založenou na počtu znaků souhláska-
samohláska-souhláska zbylých po odstranění přípony. Typickým pravidlem je slovo
hopefulness : [20]
(m > 0) *fulness→ *ful (1.1)
To znamená, že z přípony *fulness bude odstraněn řetězec *ful pouze, když výsledný
stem (jehož délka je uchovávána v proměnné m) nebude nulový. [20]
Pro Porterův algoritmus je dostačující pouze 1/5 přípon oproti Lovinsovu algo-
ritmu. I tak pracuje s dobrou efektivitou. Kvalitně zpracovává vícesložkové přípony
v jednotlivých opakováních. Pro příklad je uvedeno jedno pravidlo: [20]
(m > 0) *ful→ null, (1.2)
které znamená, že přípona *ful bude nahrazena prázdným řetezcem pouze v případě,
kdy výsledný stem, konkrétně jeho délka m, nebude nulový. Toto pravidlo je použito
po provedení pravidla 1.1. Výsledné slovo je tedy hope, které vzniklo po druhém
opakování. [20]
Paice/Husk algoritmus
Jedná se o algoritmus patřící do skupiny opakujících se a využívá pouze jednu po-
řadovou třídu pravidel. Každé pravidlo může specifikovat vymazání nebo nahrazení
přípony. Pravidla jsou seřazena do skupin podle posledního písmena přípony. Z toho
vyplývá, že v tabulce je možné velice rychle vyhledávat dle konečného písmena zpra-
covávaného slova. V každé skupině pravidel je důležité dané seřazení. Některá pravi-
dla jsou specializována na slova, ze kterých již není možné odebrat žádnou příponu.
Po provedení je buď možné ho ukončit nebo opakovat. [14]
Každé pravidlo má pět částí, kde druhá a čtvrtá část je volitelná: [14]
• přípona, která má jeden nebo více znaků, udržovaná v opačném pořadí znaků
• znak „*ÿ
• číslo určující kolik znaků se odebere ze slova
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• řetězec znaků pro připojení ke slovu, může se skládat z jednoho nebo více
znaků
• symbol pro pokračování, „>ÿ nebo „.ÿ
1.3.3 Lemmatizační algoritmy
Více sofistikovaný přístup k problému určení stemu slova je lemmatizace1. Tento
proces zahrnuje určení slovního druhu slova a následně použití různých normali-
zovaných pravidel na každý druh. Slovní druh je nutné určit prioritně ještě před
započetím hledání stemu. Při stemmingu totiž může dojít ke změně daného slova
a slovní druh by se z něj již nezjistil. [18]
Hlavní myšlenkou tohoto algoritmu je tedy to, že čím více informací je možné
zjistit o slově, které se podrobuje stemmingu, tím přesněji lze aplikovat normalizační
pravidla. Tato pravidla jsou víceméně Suffix Stripping pravidla. [18]
1.3.4 Stochastické algoritmy
Stochastické algoritmy používají pravděpodobnost k určení kořenu slova. Patří mezi
takzvané „učící seÿ algoritmy. Jako trénovací množinu používají tabulku skloňova-
ných slov a jim odpovídajících kořenů, ze kterých si vylepšují pravděpodobnostní
tabulku. Samotný stemming je proveden vložením slova do trénovací množiny a vrá-
cením kořenu slova získaného dle vnitřních pravidel. Tato pravidla jsou podobná
jako u Suffix Stripping algoritmů a Lemmatizačních algoritmů s tím rozdílem, že to,
které pravidlo bude použito, zda se dané slovo podrobí stemmingu nebo zda použít
dvě po sobě jdoucí pravidla, je určeno dle hodnoty pravděpodobnosti. [18]
Některé lemmatizační algoritmy jsou stochastické. To znamená, že v případě
kdy je jedno slovo vyhodnoceno jako více slovních druhů, tak pravděpodobnost
je přidělena každému z nich. S tím souvisí také to, zda je požadováno, aby výsledné
slovo dávalo smysl v návaznosti na další text nebo ne. V případě, že smysl není
vyžadován, lze výstupní slovo ze stemmeru vrátit bez dalších doplňujících infor-
mací. Když ano, tak po přidělení pravděpodobností každému tvaru slova, se vybere
to s největší hodnotou a aplikují se na něj normalizační pravidla. [18]
1.3.5 Chyby ve stemmingu
Při stemmingu často dochází k chybám, kdy výsledný stem neodpovídá realitě. Exi-
tují dvě nejčastější chyby. První vzniká u řetezců složených z více slov (např. adhere
a adhesion). Výsledek stemmingu může z těchto složenin udělat nesmyslná slova.
1Problematika vhodného návrhu lemmatizátoru je více rozebrána například zde [12].
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Druhou chybou je, že slova která jsou ve skutečnosti odlišná mohou být ve výsledku
vyhodnocena jako shodná (např. experiment a experience). Nesprávnému výsledku,
který vznikne po stemmingu se říká under-stemming případně over-stemming. Počet
chybně upravených slov je možné porovnat s jinými stemmery a určit tak kvalitu
daného řešení. [18]
Pod pojmem over-stemming si lze představit případ, kdy dvě slova s různými
základními tvary jsou převedena na stejný kořen. Jako příklad lze uvést anglická
slova probe a probable, která jsou sloučena do jednoho. [1]
Opačným případem je pojem under-stemming. Tento případ odpovídá stavu, kdy
slova mají být převedena na stejný tvar kořene, ale nestane se tak. Příkladem mohou
být opět anglická slova adhere a adhesion, u kterých je určen kořen každý jiný. [1]
Doplňujícím případem chyb stemmingu je mis-stemming. Příkladem buďiž slovo
red, kde dojde k odstranění přípony -ed a vznikne tak stem slova pouze r. Stručně
řečeno jde o stav, kdy na první pohled vypadá přípona slova jako klasická „odstra-
nitelnáÿ, ale ve výsledku je to součást základního tvaru. [1]
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2 ČEŠTINA
Jelikož je tato práce zeměřena na návrh lemmatizátoru českého jazyka, tak nezbyt-
nou součástí je také osvětlení problematiky právě tohoto jazyka. Postupně je zde ro-
zebrán dialekt jazyka, dále jeho zvuková stránka a v neposlední řadě také jednotlivé
slovní druhy důležité pro lemmatizaci.
Čeština je oficiálním jazykem České republiky. Řadí se do skupiny západoslo-
vanských jazyků, do které dále patří slovenština, srbština a polština. Všechny tyto
jazyky patří do rodiny indoevropských. Původ jazyka sahá až do roku 862, kdy se da-
tuje příchod věrozvěstů Cyrila a Metoděje, kteří šířili slovanský jazyk. Česká repub-
lika má přes 10 miliónů obyvatel a většina z nich mluví česky. Avšak čeština není
omezena pouze na Českou republiku, ale rozšířila se i do různých koutů světa (USA,
Německo, Rakousko, apod.). [9]
V češtině existují různá nářečí, slangové výrazy, vulgarismy a také nespisovná
čeština. Při určování základního tvaru slova je nutné se s těmito neduhy také vypo-
řádat.
2.1 Dialekt v češtině
Z obr. 2.1 je zřejmé, že oblasti kolem hranic České republiky nemají žádný dialekt.
Důvod je ten, že tato část republiky byla v období druhé světové války osídlena
německy hovořícími lidmi a po skončení války se zde začali usazovat česky hovořící
obyvatelé z různých částí země. I přesto se uvnitř republiky vyvinulo několik typů
dialektu. Mezi největší skupiny patří český a moravský dialekt. Jsou ze ale i další
jako např. jižní moravský a slezský dialekt. [9]
V tabulce 2.1 jsou uvedeny typické projevy změn hlásek dvou největších skupin
dialektu: [9]
český moravský
ý → ej ý → é
é → ý/í é → ý/í
ú → ou ú → ó
ó → ú ó → ú
Tab. 2.1: Porovnání dialektu.
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Obr. 2.1: Rozložení dialektu v České republice. Obrázek byl převzat z [9]
2.2 Fonologie
Fonologie je vědní disciplína, která se zabývá zvukovou složkou komunikace. Dále
popisuje výslovnost a funkce jednotlivých hlásek. Fonologie se zabývá těmi složkami
zvukového signálu, které jsou významotvorné. Pod tím si lze představit rozlišení slov
a slovních tvarů s různou komunikační funkcí. Důležitou části fonologie je také into-
nace. Ta například určuje o jakou větu se jedná (oznamovací, tázací, rozkazovací).
Když se na konci věty poklesne hlasem, tak se jedná o oznamovací větu, naopak
při stoupání hlasu se dává najevo, že se jedná o větu tázací. [8]
Česká abeceda se skládá ze 42 znaků, a to: a, á, b, c, č, d, ď, e, é, ě, f, g, h, ch,
i, í, j, k, l, m, n, ň, o, ó, p, q, r, ř, s, š, t, ť, u, ú, ů, v, w, x, y, ý, z, ž.
Každá hláska je v češtině označována jedním1 písmenem. Naopak každé2 písmeno
vyjadřuje jednu stejnou hlásku. Z toho vyplývá, že český pravopis je hláskový. [8]
Bylo zjištěno, že čeština má pevný přízvuk a ten je vždy kladen na první sla-
biku slova. Výjimku tvoří jednoslabičné předložky, které se váží na nadcházející slovo
a přebírají přízvuk na sebe. Výjimkou jsou slova bez vlastního přízvuku
(tzv. příklonky). Ty tvoří přízvučný celek s předcházejícím slovem. [8]
1Výjimkou je typicky české písmeno „chÿ, které se skládá ze dvou písmen.
2Zde je opět výjimkou písmeno „chÿ.
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2.3 Morfologie
Morfologie je cizí výraz pro tvarosloví. Jedná se o lingvistickou disciplínu, která
je součástí klasické gramatiky. Zabývá se typy slovních druhů, konkrétně formou
a funkcí. [8]
Český jazyk má podobnou gramatiku jako ostatní slovanské jazyky. Tento ja-
zyk spadá do skupiny flektivních. To znamená, že základním principem gramatické
funkce je ohýbání (flexe). Pod ohýbáním si lze představit skloňování, časování a dále
použití předpon a přípon. Je poměrně složité rozložit slovo na jednotlivé části a určit
jeho kořen. [8]
2.3.1 Slovní druhy
V českém jazyce existuje deset slovních druhů. Jejich seznam je uveden v tabulce 2.2.
Z níže uvedených jsou některé nositeli hlavní informace, jiné mají význam pouze
doplňující.
Slovní druh Latinský název
podstatná jména substantiva
přídavná jména adjektiva
zájmena pronomina
číslovky numeralia
slovesa verba
příslovce adverbia
předložky praepositia
spojky konjunkce
částice partikule
citoslovce interjekce
Tab. 2.2: Seznam slovních druhů v češtině.
Slovní druhy lze dále rozdělit na ohebné a neohebné. Ohebné je možné ještě dělit
na skloňované (podstatná jména, přídavná jména, zájmena a číslovky) a časované
(slovesa). Mezi neohebné patří zbylé slovní druhy a to příslovce, předložky, spojky,
částice a citoslovce. [8]
Co se týče, již dříve zmíněného významu slovních druhů, tak mezi nejdůleži-
tější patří podstatná jména, přídavná jména, zájmena, číslovky, slovesa a příslovce.
Ostatní (předložky, spojky, částice a citoslovce) patří mezi slovní druhy s minimál-
ním významem. [8]
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2.3.2 Významné slovní druhy pro lemmatizaci
Podstatná jména
Podstatná jména jsou základním slovním druhem, která vyjadřují skutečnosti jako
samostatná fakta. Do této kategorie patří jména osob, zvířat, věcí a také vlastnosti
či děje pojímané jako nezávislé entity. Podstatná jména jsou ohebná a určují se u nich
mluvnické významy pád, číslo a rod. [8]
Český jazyk má sedm pádů. Jejich seznam je uveden v tabulce 2.3. Kromě pod-
statných jmen se tyto pády používají také u přídavných jmen, zájmen a číslovek. [8]
Pád Latinský název Tázací otázka
1. nominativ kdo? co?
2. genitiv bez koho? bez čeho?
3. dativ ke komu? k čemu?
4. akuzativ vidím koho? vidím co?
5. vokativ oslovujeme, voláme
6. lokál o kom? o čem?
7. instrumentál s kým? s čím?
Tab. 2.3: Seznam pádů v češtině.
Rod u podstatného jména může být trojího druhu: mužský (masculinum), ženský
(feminimum) a střední (neutrum). [8]
Podstatná jména mají většinou jednotné i množné číslo. Jsou však také výjimky,
kdy má jednotné a množné číslo stejný tvar (např. dveře). [8] Jedná se o takzvaná
slova pomnožná.
Dalším rozšiřujícím mluvnickým významem je vzor. Vzory se také dělí na mužské,
ženské a střední. Mezi mužské patří vzor pán, hrad, muž, stroj, předseda a soudce.
Do skupiny ženských se řadí žena, růže, píseň a kost. Střední vzory jsou město, moře,
kuře a stavení.
U některých vzorů existují ještě takzvané podvzory. Jedná se o vzor pán (syn,
voják), dále pak muž (cizinec, rodič), předseda (paňáca) a poslední pro vzor hrad
(les).
Přídavná jména
Jedná se o plnovýznamové slovní druhy, které určují vlastnosti podstatných jmen.
Plně se vztahují k danému podstatnému jménu a mají s ním shodný pád, číslo a rod.
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Vztahů mezi těmito slovními druhy je více: jemný, složený (vzory jarní a mladý)
a smíšený (vzory otcův, matčin). [8]
Zájmena
Třetím slovním druhem jsou zájmena a sestávají se pouze z uzavřené množiny vý-
razů. Dále realizují schopnost jazyka pojmenovávat substance a vlastnosti substi-
tučně. [8]
Zájmena mají dle [8] následující použití:
• pojmenovávají jevy ve vztahu k roli v komunikaci (já, ty, on, apod.)
• odkazují k referentu v rámci textu nebo ukazují mimo text (ten, tento, apod.)
• vyjadřují vztah komunikační role a posesivity (můj, tvůj, apod.)
• vyjadřují vztah (kdo, co, jaký, apod.)
• identifikují (týž, jiný, apod.)
• popírají předmět nebo vlastníka (nikdo, nic, žádný, ničí, apod.)
• totalizují a kvantifikují (všichni, každý, apod.)
• vyjadřují různé odstíny neurčitosti předmětu, vlastnosti nebo vlastníka (ně-
kdo, čísi, apod.)
• vyžadují doplnění informací o předmětu komunikace (kdo, co, jaký, apod.)
Číslovky
Číslovky jsou slovní druh vyjadřující kvantitu. Mohou být buď určité (vyjádřitelné
čísly) nebo neurčité (čísly nevyjádřitelné). [8]
Mezi určité číslovky patří například slova: jedna, deset, sto, apod. Ve skupině
neurčitých jsou potom slova: několik, mnoho, málo, apod. [8]
Číslovky mají specifickou vlastnost a to, že většina vysokých čísel se vyjadřuje
jako kombinace slov (stopadesát, čtyřista, apod.). [8]
Slovesa
Slovní druh označovaný jako slovesa identifikuje dynamické příznaky podstatných
jmen, tedy nějaký děj. Tento děj může mít tři časové linie: minulý (děj již proběhl),
přítomný (právě probíhá) a budoucí (někdy proběhne). [8]
Slovesa mohou být vyjádřena i jinými slovními druhy. Jednou z možností je po-
mocí podstatných jmen (kreslení, lov, apod.), přídavná jména (běžící, odřený, apod.)
a příslovce (letmo, mlčky, apod.). [8]
Dále jsou slovesa dělitelná dle tvarů na určitá a neurčitá. Určitá vyjadřují osobu,
čas a způsob. Ty, která je nevyjadřují, tak se řadí mezi neurčitá. [8]
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Pro určení o jaký typ slovesa se jedná slouží tzv. osoby. Existují tři různé osoby,
kde první určuje, že mluvčí nebo adresát je účastníkem obsahu věty v pozici pod-
mětu. Třetí osoba naznačuje, že mluvčím není. [8]
Děj týkající se mluvčího je také vyjádřen první osobou. V případě, že je použita
druhá osoba, tak se děj týká adresáta. Děj, který se netýká ani jednoho, je vyjádřen
osobou třetí. Tyto osoby lze vyjádřit jak jednotném tak i v množném čísle. [8]
Příklad použití osob na slovese být je uveden v tabulce 2.4.
Jednotné číslo Množné číslo
já jsem my jsme
ty jsi vy jste
on, ona, ono je oni, ony, ona jsou
Tab. 2.4: Seznam osob u sloves v češtině.
Dále slovesa existují ve dvou podobách. Tuto podobu určuje jeho vid, který
je tedy dvojího druhu: dokonavý a nedokonavý. V prvním případě vid vyjadřuje to,
že děj byl nebo bude zakončen (napsal jsem, napíšu dopis, .). Slovesa nedokonavá
ukončení děje nevyjadřují (psal jsem, píšu dopis, apod.). Všechna slovesa nemohou
být vyjádřena v obou videch. Mezi tyto vyjímky patří slovesa modální a některá
stavová (muset, smět, chtít, apod.). [8]
Příslovce
Posledním důležitým slovním druhem jsou příslovce. Vyjadřují především okolnosti,
za kterých se realizuje obsah slovesa. Jako příklad lze uvést spojení: pracuje rychle,
přijel večer, apod.
Tato slova lze také dělit na příslovce místa, času, způsobu a příčiny.
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3 NÁVRH A IMPLEMENTACE LEMMATIZÁ-
TORU
Po prostudování jednotlivých algoritmů pro lemmatizaci, uvedených v první části
této práce, je zřejmé, že například samotný algoritmus Brute Force je velice ča-
sově i výpočetně neefektivní. Jelikož jeho principem je prohledávání celé tabulky
kombinací, základní tvar⇔ skloňované (časované) slovo, tak při velkém počtu zpra-
covávaného textu by se pro každé slovo musela tato tabulka procházet opětovně.
Navíc s ohledem na to, že čeština má mnoho tisíc slov (přibližně 300 000 slovních
kořenů), tak by v této tabulce musela být obsažena všechna slova ve všech jeho
tvarech. V tom případě by se počet slov ještě mnohonásobně zvýšil, neboť nejen,
že by zde byly uvedeny všechny tvary, ale tabulka by musela zahrnovati jednotlivé
složeniny slov. Z toho vyplývá nesmírné úsilí při vytváření této tabulky a také její
následná údržba, protože čeština se neustále vyvíjí a vznikají nová slova.
Algoritmus Suffix Stripping je na tom o poznání lépe a to z toho důvodu, že pouze
odděluje (případně nahrazuje) příponu slova (suffix ), aby byl získán základní tvar
slova, tedy lemma. Avšak po odstranění (nahrazení) suffixu se ještě nemusí jednat
o požadovaný tvar. Je tedy třeba zahrnout do algoritmu možnost oddělení prefixu,
tedy předpony. Co však je velkou výhodou tohoto algoritmu je fakt, že výpočetní
náročnost je mnohonásobně menší, ale na druhou stranu nemusí vždy dosahovat
zcela správných výsledků.
Po zvážení všech výhod a nevýhod jednotlivých algoritmů bylo vybráno řešení
v podobě kombinace algoritmů Brute Force - Suffix Stripping.
V celé práci je používáno kódování UTF-8 a proto je vhodné (pro správnou
funkčnost) u všech souborů používat právě toto kódování.
3.1 Důležité třídy v aplikaci
Mezi nejdůležitější třídy patří nepochybně ty, které realizují samotné algoritmy lem-
matizace. Jedná se o třídy BruteForce a SuffixStripping. Tyto třídy budou po-
drobněji rozebrány v dalších částech práce. K tomu, aby bylo možné lemmatizátor
spustit a docílit požadovaného výsledku, slouží třída Main. Zde dochází ke spuštění
lemmatizace a také se tu nastavují určité parametry např. pro předzpracování textu.
V neposlední řadě je také důležitá třída Preprocessing realizující předzpracování
textu pro algoritmy lemmatizace.
Pro snadnější porozumění struktuře aplikace je možné nahlédnout do přílohy A.2,
kde je uveden diagram tříd celé aplikace.
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3.2 Implementace předzpracování textu
Jak již bylo řečeno dříve, nezbytnou částí lemmatizace je předzpracování textu
(viz 1.2). Je tedy nezbytně nutné, aby také tato část byla implementována jako
součást lemmatizátoru.
Samotné předzpracování textu je tedy definováno třídou Preprocessing nachá-
zející se v balíčku main (viz A.3). Při spouštění lemmatizace (v třídě
Main) je možné zvolit jakým způsobem má být vstupní text upraven před pře-
dáním algoritmům pro lemmatizaci. Tato volba je určena proměnnými removeSW
a removePunct, které jsou obě typu boolean. Jak již jejich název napovídá, tak první
zmíněná určuje, zda budou odebrána stop slova (viz C.1) a druhá, jestli dojde k od-
stranění interpunkčních znamének (viz B.1) ze vstupního textu.
Aby mohla být tato stop slova nebo interpunkční znaménka odstraněna, je nutné
také jejich načtení do programu. Stop slova jsou uložena v souboru
czechStopWords.txt a interpunkční znaménka jsou definována přímo ve zdrojo-
vém kódu. Z důvodu efektivity práce s těmito slovy (znaménky) nejsou načteny
do proměnných typu pole, nýbrž TreeSet. Jedná se o typ vyvažovaného stromu,
který poskytuje mnohem rychlejší operace vyhledávání, přidávání a mazání položek
v něm umístěných. Konkrétní výpočetní náročnost je rovna log(n) a tedy i v pří-
padě velkého počtu slov nedochází k žádnému citelnému zpoždění lemmatizace. Tyto
proměnné jsou definovány jako static final, což definuje, že proměnné existují
pro danou třídou pouze jednou a jsou to konstanty. Tím pádem se snižuje i výpo-
četní náročnost, neboť odpadá neustálé nové načítání při vytváření nových instancí.
Pro samotné načtení těchto znamének (stop slov) byla vytvořena třída Utils,
umístěná v balíčku se stejným názvem Utils, ve které na nachází metody realizující
uložení obsahu vstupních souborů do různých typů proměnných. Jsou zde zahrnuty
metody, kterým se ve většině případů poskytne pouze absolutní nebo relativní cesta
k danému souboru a jako výsledek je vrácena buď proměnná typu TreeSet s inter-
punkčními znaménky nebo vstupním textem a nebo pole proměných typu String,
případně pouhé načtení vstupního textu do proměnné typu StringBuilder. Není
zde použit více známý datový typ String, ale StringBuilder, protože je nutné
neustále přistupovat k proměnné, ve které je uložen zpracovávaný text. To by bylo
v případě použití klasické proměnné typu String velice výpočetně náročné, neboť
se při každém přístupu do proměnné tohoto typu vytváří nová instance. Toto právě
eliminuje proměnná typu StringBuilder, jelikož dojde pouze k vytvoření jedné in-
stance a s tou se poté pracuje bez nutnosti vytváření stále dalších. Všechny uvedené
metody jsou typu static což má v případě metod tu výhodu, že není nutné vytvářet
nové instance při jejich volání, postačí pouze název dané třídy spolu s názvem me-
tody za tečkovou notací. Zápis jednotlivých metod je možné shlédnout v příloze A.3.
28
Metodou, která ve výsledku provede předzpracování textu je editText(), jejíž
vstupními parametry jsou právě výše zmíněné proměnné removeSW, removePunct
a také vstupní zpracovávaný text. Tato metoda je jako jedinná přístupná, neboť
je definována jako public. Jsou zde ještě další metody, ale ty tato veřejná pouze
využívá a nejsou zpřístupněny „zvenčíÿ. Jejich seznam je uveden v příloze A.3 v di-
agramu tříd. V prvním kroku se ověřuje, zda je proměnná removePunct nastavena
na hodnotu true a tím pádem, jestli se mají odstranit interpunkční znaménka.
Když ano, tak se provede odstranění. V opačném případě, když je požadováno jejich
zachování, se vstupní text pouze upraví tím způsobem, že se oddělí interpunkční
znaménka od slov (vloží se mezi slovo a znaménko mezera). Je to z důvodu dal-
šího zpracování pomocí algoritmů pro lemmatizaci. Protože při určování základního
tvaru slova je počítáno s tím, že dané slovo (věty) jsou již bez nadbytečných znaků
jako jsou právě interpunkční znaménka. A aby bylo toto možné realizovat, je vhodné
znaménka oddělit mezerou od slova.
Dalším krokem je případné odstranění stop slov, při nastavení patřičné proměnné.
Poslední nezbytnou procedurou je eliminace mnohonásobných mezer, které by mohly
způsobit problémy při následujícím zpracování.
3.3 Realizace Brute Force algoritmu
Dalším krokem v implementovaném lemmatizátoru je právě tento algoritmus.
Pro jeho funkci musí být vytvořena tabulka slov s kterou se bude pracovat. Seznam
těchto slov je možné prostudovat v tabulce 3.1. Z tabulky je zřejmé, že byla zahrnuta
nepravidelná slova, u kterých není možné programově odvodit jejich správný tvar.
Typickým příkladem je sloveso jsem, jehož základní tvar je slovo být. Mezi další
typ nepravidelnosti patří odlišnost slov v případě stupňování. Zde je opět klasickým
příkladem slovo lepší, kterému odpovídá základní tvar dobrý. Je velice dobře vidět,
že dojde ke změně celého slova a není tedy dodržena žádná vazba mezi jednotlivými
tvary.
Programově je algoritmus vyřešen ve třídě BruteForce v balíčku
algorithms. Obsah této třídy je možné shlédnout v diagramu tříd v příloze na ob-
rázku A.4. Prakticky dojde k načtení nepravidelných slov ze zdrojového souboru
BruteForceTab.txt, který je možné v budoucnu dále upravovat při vzniku něja-
kých dalších slov příslušících do této tabulky. Ze slov v uvedeném souboru je vy-
tvořeno dvourozměrné pole, kde jsou vedle sebe vždy uvedeny jednotlivé kombinace
odpovídajících si tvarů daného slova (základní tvar⇔ skloňovaný (časovaný) tvar).
Je také samozřejmě načten text, který je zpracováván. Postupně jsou brány slovo
po slově skloňované (časované) tvary z dvourozměrného pole a jsou vyhledávány
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ve vstupním textu. V případě nalezení dojde k nahrazení odpovídajícím správným
základním tvarem, který je uveden v tabulce. Tento cyklus se opakuje do té doby,
dokud se daný tvar slova v textu vyskytuje. Když jsou již všechny výskyty tohoto
tvaru nahrazeny a není žádné další nalezeno, dojde k načtení dalšího záznamu z ta-
bulky a proces se opakuje.
Proces vyhledávání všech výskytů daného tvaru slova v textu je uveden na části
zdrojového kódů níže.
while((startIndex=inputWords.indexOf(tabArray[i][1],fromIndex))>-1){
tělo cyklu
}
Zpracovávaný text je uložen v proměnné inputWords typu StringBuilder. Její
metoda indexOf() vrací hodnotu pozice, na které se nachází počáteční znak hleda-
ného slova. V případě, že slovo není nalezeno, je vrácenou hodnotou číslo -1. Tento
index se následně uloží do pomocné proměnné startIndex. Proměnná fromIndex
zde určuje od jakého indexu v textu má začít vyhledávání. Je to z důvodu optima-
lizace, aby nemusel být procházen text vždy od začátku. To by při velkém rozsahu
zpracovávaných texů mohlo způsobit zpomalení práce lemmatizátoru. V těle cyklu
je následně implementováno samotné nahrazení slova správným základním tvarem.
blízko blíž být budou dobrý lepšího tenký tenčí
blízko blíže být byl dobrý lepším tenký tenčích
být jsem být byla dobrý lepšími tenký tenčího
být jseš být bylo dobře lépe tenký tenčímu
být jsi být byli hodně více tenký tenčím
být jsme být byly hodně víc tenký tenčími
být jste brzy dříve nebýt není úzký užší
být jsou člověk lidé špatně hůř úzký užších
být budu člověk lidi špatný horší úzký užšího
být budeš člověk lidí špatný horších úzký užšímu
být bude člověk lidmi špatný horšího úzký užším
být budem dobrý lepší špatný horšímu úzký užšími
být budeme dobrý lepších špatný horším
být budete dobrý lepšímu špatný horšími
Tab. 3.1: Slova obsažená v Brute Force tabulce
Jelikož bylo nutné pro tabulku použít dvourozměrné pole, z důvodu uchování
vazeb mezi odpovídajícími si tvary slov, tak při velkém počtu dvojic v této tabulce
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by mohlo dojít ke značnému zpomalení celého procesu lemmatizace. Proto je ne-
zbytně nutné zde udržovat opravdu pouze a jen ta slova, u kterých není možné
zjistit vazbu mezi skloňovaným (časovaným) tvarem a základním tvarem a tím pá-
dem určit základní tvar jiným způsobem.
3.4 Suffix Stripping algoritmus
Jelikož již extistují funkční algoritmy pro lemmatizaci českého jazyka na principu
Suffix Stripping, tato práce vychází právě z jednoho z nich. Konkrétně se jedná
o slovinský projekt1, který se zabývá lemmatizací mnoha evropských jazyků. Je šířen
pod open source licencí, což znamená, že je možné ho bez obav implementovat
do jakéhokoli projektu. Navíc je dostupný v mnoha programovacích jazycích (C++,
C++.Net, C#.Net a Python), takže není třeba příliš často lemmatizátor upravovat.
I přes poměrně dobrou kvalitu výsledků poskytovaných slovinským lemmatizá-
torem není jeho úspěšnost ideální. Protože známe český jazyk mnohem lépe a po-
drobněji (jako rodilí mluvčí), je možné eliminovat chyby a zvýšit tak úspěšnost
lemmatizátoru. Je zde tedy prostor k dalšímu vylepšení například v podobě úpravy
lemmatizačních pravidel, detekce mnohoznačných slov, apod.
Naneštěstí však je v této práci programovacím jazykem Java a není možné použít
nějakou z výše uvedených verzí. Je tedy nutné navrhnout nový lemmatizátor, který
bude vycházet z dříve uvedených pravidel. Jak již bylo poznamenáno, je zde mnoho
částí kde je možné tyto pravidla vylepšit a získat tím mnohem lepší výsledky nežli
je tomu u stávající slovinské verze.
V praxi zatím není dostupný žádný lemmatizátor českého jazyka implementovaný
v programovacím jazyce Java. Jedná se tedy o první lemmatizátor tohoto typu.
3.4.1 Parser pravidel C#.Net - Java
Pro převedení do programovacího jazyku Java byla vybrána pravidla použitá v lem-
matizátoru vyvinutém v prostředí C#.Net. Dle informací na webových stránkách
projektu jde o nejnovější verzi a také pravidla, ze kterých se vychází při lemmati-
zaci, jsou nejpropracovanější. Ve starších verzích bylo možné narazit i na takzvané
„přetrénováníÿ pravidel. To znamená, že v pravidlech byly uvedeny další nadbytečné
definice pro koncovky slov, které by bylo možné zpracovat mnohem jednoduššími
(dříve definovanými) pravidly se stejným výstupním výsledkem.
1Lemmatizátor dostupný na webové adrese http://lemmatise.ijs.si/.
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Pravidla jsou založena na principu IF-THEN-EXCEPT-ELSE, který je uveden níže. [10]
IF pták THEN létá EXCEPT
IF mladý pták THEN nelétá
ELSE IF tučňák THEN nelétá EXCEPT
IF tučňák v letadle THEN létá
ELSE IF letadlo THEN létá
Tento způsob zápisu pravidel se nazývá Ripple Down Rules (RDR). Ty mají
za úkol jednoduchý, inkrementální rozvoj takzvaných Knowledge-based
systems (KBS). Zatímco KBS systémy jsou již používány, tak je možné vyvíjet
další menší rozšíření jejich funkčnosti. RDR systém má velké úspěchy při vývoji
klasifikačního KBS systému. [3]
RDR sytém byl vyvinut s cílem vypořádat se s problémy, kdy odborníci ne-
byli schopni odůvodnit příčinu jejich rozhodnutí, tedy proč se rozhodli právě tímto
způsobem. [3]
Na následujícím příkladu je zobrazena konkrétní forma pravidel, ze kterých se vy-
chází a musí být převedena do programovacího jazyku Java.
RULE: i"a" t""->"";
{: RULE: i"ba" t""->"";
{: RULE: i"leba" t"eba"->"éb";
RULE: i"#alba" t"a"->"um";
RULE: i"umba" t"a"->"us";
RULE: i"kuba" t"a"->"";
:}
:}
Výše zmíněná ukázka by se dala jinými slovy interpretovat následovně. V pří-
padě, že je suffix daného slova shodný s uvedenými znaky v uvozovkách za písme-
nem i, proveď odebrání znaku v uvozovkách orientovaného za písmenem t a přidej
ke slovu obsah uvozovek za šipkou. Pokud má dané pravidlo další „zanořenáÿ pra-
vidla pod sebou, tak nedojde k provedení úpravy, ale ověřují se další rozsáhlejší
podmínky.
Implementace parseru je umístěna v třídě CJavaParser v balíčku Utils. Tato
třída obsahuje pouze jednu metodu a tou je spustitelná metoda main(String[]
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args). V ní se nachází samotný parser pravidel programovacího jazyku C#.Net
do Javy. Postup je takový, že se řádek po řádku prochází načtený vstupní textový
soubor s pravidly pravidla lemmagen.txt a dle jednotlivých příznaků, v podobě
individuálních znaků v řádku, se vytváří již výsledný zdrojový kód v programo-
vacím jazyce Java. Mezi znaky, které jsou v pravidlech detekovány patří „{ÿ, „}ÿ
a také slovo „RULEÿ. Jak je možné zjistit z části pravidel uvedených výše v textu,
tak v případě příznaku „RULEÿ se jedná o pravidlo, které je třeba zpracovat, neboť
obsahuje instrukce jak by mělo být slovo upraveno. V tom okamžiku nastává další
krok, který spočívá v detekci instrukcí v řádku a jejich následné uložení do proměn-
ných typu String. Při detekci se s výhodou využívá metody indexOf() objektu
String, do kterého se načítají postupně jednotlivé řádky. Po zjištění indexů, mezi
nimiž jsou umístěny požadované znaky, se tyto části z proměnné obsahující řádek
vyextrahují. K tomu je zde použita opět metoda objektu typu String s názvem
substring(). Její parametry jsou právě zjištěné ukazatele s informací z jakého in-
dexu do jakého se má text z načteného řádku získat.
Výsledným výstupem parseru může být buď výpis zdrojového kódu do konzole
nebo je možné (po menší úpravě) přizpůsobit uložení do textového souboru.
Následuje část výsledného zdrojového kódu v programovacím jazyce Java již vhod-
ného pro vložení do vývojového prostředí. (Pozn.: z důvodu velkého rozsahu zdro-
jového kódu je uveden příklad nahrazení suffixu pouze pro jednu koncovku).
if(inputWord.endsWith("a")){
if(inputWord.endsWith("ba")){
if(inputWord.endsWith("leba")){
remIndex = inputWordSB.indexOf("eba",
inputWordSB.length() -1 -3);
lemma = inputWordSB.replace(remIndex,
inputWordSB.length()-1,"éb").toString();
break;
}
}
}
Výše uvedený zdrojový kód vyjadřuje princip práce s pravidly v lemmatizátoru.
Výsledný základní tvar slova je uložen v proměnné lemma. Ostatní proměnné slouží
jako pomocné pro získání správného základního tvaru.
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Jak je zřejmé z předchozí ukázky pravidla, zápis je velice rozsáhlý. Z původního
jednoho řádku ve verzi C#.Net je v programovacím jazyce Java řádků pět. Jelikož
se pravidla, ze kterých se vychází, rozkládají téměř na 14800 řádcích (s mezerami),
tak po zpracování parserem je výsledkem více než 46800 řádků zdrojového kódu
(bez mezer). S tak obrovským rozsahem zdrojového kódu, po vložení do vývojového
prostředí jedné třídy, nebylo možné adekvátně pracovat. Docházelo k neustálému
„zasekáváníÿ celého počítače, které vedlo až ke kompletnímu resetu stroje. Z těchto
důvodů nebylo možné tímto způsobem realizovat lemmatizátor a bylo nutné najít
jiné řešení.
3.4.2 Objektově orientovaný parser
Z důvodů uvedených v závěru předchozí kapitoly je nutné najít jiný způsob jak efek-
tivně zpracovat parser. Jednoznačně lze vyloučit výše uvedenou metodu převedení
přímo do zdrojového kódu.
Jako další možné řešení bylo vybráno takové, že se jednotlivá pravidla postupně
načtou do objeků. Vzhledem k tomu, že Java je objektově orientovaný jazyk,
tak by to neměl být problém.
Na obrázku 3.1 jsou zachyceny vazby a násobnost tříd navrženého parseru. De-
tailnější náhled na jednotlivé třídy, jejich atributy a metody je možný v příloze A.4.
Obr. 3.1: Diagram tříd objektově orientovaného parseru.
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Implementaci tohoto parseru obsahuje třída Lemmatizator v balíčku dt (viz pří-
loha A.4). Jejími dvěmi hlavími proměnnými jsou parent (typ Rule) a rules (typ
TreeSet). První zmíněná slouží vždy k uchovávání aktuálního nadřazeného pra-
vidla, tedy objektu typu Rule. Tento objekt je vlastně třída, která reprezentuje
jedno pravidlo (je podrobněji popsáno v následující kapitole 3.4.3). Druhá z defino-
vaných proměnných uchovává celou strukturu pravidel, vztahy mezi nimi (nadřaze-
nost ⇔ podřazenost) a jejich vlastnosti (jaký suffix má být odstraněn a také jakým
nahrazen).
Tato třída sama o sobě obsahuje pouze jednu metodu a to konstruktor. Jako
jeho parametr je uvedena cesta k souboru s pravidly, ze kterých tato práce vy-
chází. Dále je zde ještě metoda getLemma(), která je zde však z důvodu, že daná
třída implementuje rozhraní ILemmatizator. První k čemu dojde při vytvoření ob-
jektu Lemmatizator je načtení souboru s pravidly do proměnné loadedRules typu
StringBuilder. Je právě tohoto typu, protože se k ní bude často přistupovat. Vždy
se načítají dva po sobě jdoucí řádky a to z důvodu detekce, jaká úroveň zanoření
v pravidlech je aktuální. Princip zjišťování jednotlivých suffixů v řádcích pro odstra-
nění a nahrazujících řetězců je shodný s předchozí kapitolou 3.4.1. V tomto procesu
jsou důležité tři proměnné a to condition, removeLength a replacePart. Dle názvů
je zřejmé, že se jedná o podmínku (suffix ), kterou musí končit zpracovávané slovo,
dále počet odstraňovaných znaků ze slova a řetězec, který bude doplněn na konec
slova po provedení odstranění.
Při postupném procházení textu jsou detekovány shodné znaky jako u před-
chozího návrhu parseru. Když je v aktuálně zpracovávaném řádku nalezen příznak
„RULEÿ, tak je jasné, že se musí zpracovat, protože jsou v něm pravidla pro lem-
matizaci. Dalším krokem je podmínka, zda následující řádek obsahuje znak „{ÿ.
V případě, že ano, pravidlo na aktuálním řádku má další podřazená pravidla a do-
jde k vytvoření objektu currentRule typu Rule. Do ní se uloží jednotlivé parametry
pravidla na aktuálním řádku a následně je objekt odeslán do zásobníku. Zásobní-
kem se zde rozumí další objekt rulesStack typu Stack<Rule> uchovávající objekty
typu Rule. Jedná se o všeobecně známý princip zásobníku, tedy typu LIFO (Last
In First Out), který je v tomto případě zcela vyhovující, protože v prvním objektu
do něj vloženém jsou parametry pro nejvyšší úroveň pravidel. Při postupném „vyno-
řováníÿ jsou tedy vždy brány správné parametry pravidel. Příkazem trimToSize()
tohoto zásobníku se na závěr ukládání upraví jeho velikost přesně na počet objektů
v něm. Tím pádem není zbytečně okupována nadbytečná velikost paměti.
Následuje podmínka, která je opačná nežli předchozí a to, jestli následující řádek
neobsahuje znak „{ÿ a zároveň, zda zásobník není prázdný. Při splnění těchto pod-
mínek se pouze načte příkazem peek() (neodebere se) objekt ze zásobníku a uloží
se do výše zmíněné proměnné parent. Dále se vytvoří nový objekt typu Rule, při-
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řadí se mu aktuální hodnoty pravidel a uloží se jako podřazený objektu parent.
Je to realizováno následujícím příkazem:
parent.nextRules.add(currentRule);,
kde nextRules je proměnná typu TreeSet. Takto se ukládají k danému objektu
parent všechna jeho podřazená pravidla.
Nalezení znaku „}ÿ indikuje, že je přiřazování podřazených pravidel objektu
parent u konce. Odebere se daný objekt parent z fronty (příkazem pop()) a pří-
padně se mu ještě nastaví nadřazený objekt s pravidly.
Na úplný závěr procesu je zpracované pravidlo uloženo do proměnné rules.
Tento proces se opakuje cyklicky stále dokola, dokud nejsou zpracována všechna
pravidla a není vše připraveno k lemmatizaci.
Ve výsledku byl tedy vytvořen strom objektů Rule, kde jsou zachovány správné
vazby nadřazené ⇔ podřazené pravidlo. Tím, že jsou pravidla umístěna v kompo-
nentě TreeSet bude zaručeno i velmi rychlé vyhledání správných pravidel pro zpra-
covávané slovo.
I když může být ve výsledku pravidel i několik tisíc, tak v podobě pravidlo = ob-
jekt to nepředstavuje žádnou výrazou zátěž na počítač. Popsané řešení se jeví jako
vhodné, neboť již není žádný problém s náročností na výpočetní výkon.
3.4.3 Realizace Suffix Stripping algoritmu
Nyní přichází na řadu asi nejdůležitější část celé práce a to implementace Suf-
fix Stripping algoritmu v programovacím jazyce Java. Mezi třídy, které jsou třeba
k provedení samotné lemmatizace, patří SuffixStripping, dále v předchozí kapitole
uvedená třída Lemmatizator a v neposlední řadě také třída Rule reprezentující in-
dividuální pravidla. V případě potřeby je možné pracovat také s třídou BruteForce
popsanou v kapitole 3.3. Nejdůležitější je první zmíněná, neboť v ní se vše odehrává
a ostatní třídy jsou z ní jen volány. Nyní bude podrobena detailnějšímu zkoumání.
Prvním krokem v procesu lemmatizace je vytvoření objektů s pravidly, aby bylo
možné v nich efektivně vyhledávat. Pro to stačí pouze vytvořit nový objekt typu
Lemmatizator s parametrem cesty k souboru s původními pravidly a vše je již za-
jištěno (viz 3.4.2). Tento objekt se v tomto případě jmenuje shodně s názvem třídy,
tedy lemmatizator. Ještě před definicí samotných metod je nutné načtení všech
důležitých souborů vyjímek, s kterými se bude pracovat.
V konstruktoru této třídy je realizováno načtení skloňovaných (časovaných) slov
z BruteForce tabulky pro pozdější použití. Nejdůležitější metodou v této třídě
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je bezpochyby getLemma(String inputWords), která je jako jediná typu public
a tím pádem je možné jí zavolat. V parametru se jí předá vstupní slovo (slova)
pro určení základního tvaru. Seznam ostatních metod je možné prostudovat na dia-
gramu tříd v příloze A.5. Návratovou proměnnou této metody je lemmas ve výsledku
obsahující lemmata všech slov uvedených ve vstupní proměnné inputWords. Jelikož
je celá aplikace navržena jako co nejvíce modulární, je v této třídě implementováno
i předzpracování textu pro případ, že by se nevycházelo z třídy Main a tím pádem
by nemuselo být předzpracování provedeno. V tomto procesu však nedochází k žád-
nému odstraňování stop slov nebo interpunkčních znamének. Pouze se vstupní text
upraví do vhodné podoby pro lemmatizaci. Poté je provedeno rozdělení jednotlivých
slov vstupního textu do pole příkazem
String[] splitedInputWords = inputWords.split(" ");.
Po tomto procesu následuje cyklus, kdy se pro každý záznam v proměnné
splitedInputWords provede lemmatizace.
Velká písmena
Při zpracování textu je také velice důležité zachovat původní velikost písmen. Není
vhodné, aby po zpracování lemmatizátorem byla všechna písmena např. malá nebo
všechna velká. Dle velikosti písmen je možné poté identifikovat začátek věty, názvy,
jména, zkratky, apod. Ale protože je zpracovávané slovo vždy převedeno na malá
písmena (z důvodu následné snadnější práce s ním), je zapotřebí tuto problematiku
nějak ošetřit ještě před převodem.
U lemmatizovaného slova je vždy zjišťováno, zda je první písmeno velké, pří-
padně, jestli jsou písmena velká všechna. Tato zjištění jsou ukládána do proměn-
ných typu boolean, konkrétně jsou to upperCaseFirst pro první písmeno velké
a upperCaseAll pro všechna písmena velká. Pro samotné zjištění slouží metody
isFirstCharUpper(word) respektive isAllCharsUpper(word). Když jsou zmíněné
proměnné nastaveny na hodnotu true, jsou písmena po provedení lemmatizace v ná-
sledném postprocessingu (viz dále) převedny zpět do původní podoby.
Je zde však ještě jedna komplikace a tou je slovo, ve kterém je každé písmeno
jinak velké, napříkad DDoS (Distributed Denial-of-Service attack). Bylo by možné
detekovat a uložit pro každý znak, jestli se jedná o velké písmeno nebo malé. Pro-
blém je ale v tom, že po následné lemmatizaci není zaručena shodná délka slova
s původním (může dojít ke zkrácení nebo prodloužení slova). Tím by v následném
postprocessingu, v němž dochází k „zvětšováníÿ písmen, vznikl spor o to jaká pís-
mena mají být velká a jaká malá.
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Zkratky
Předchozí problém se slovem obsahující jak malá, tak velká písmena je částečně řešen
(zahrnuje pouze zkratky) v této kapitole. Zkratky jsou jedinečné kombinace písmen
a není na ně možné použít klasická pravidla pro lemmatizaci. Když by se totiž tato
pravidla použila mohl by se z regulérní zkratky stát shluk nesmyslných písmen, který
by ve výsledku nic nereprezentoval. Zkratky se nachází v mnoha odvětvích (ekono-
mie, kultura, matematika, apod.) a jejich počet činí bezmála 11000. Byl tedy vytvo-
řen seznam zkratek uložených v souboru abbreviation.txt. Protože jich existuje
tolik, tak je nevýhodné všechny uchovávat v seznamu. I při uložení tohoto seznamu
v proměnné abbreviation typu TreeSet, která umožňuje velmi rychlé vyhledávání,
by to způsobovalo zbytečné zpomalení práce lemmatizátoru. Proto se využívá faktu,
že z velké části jsou zkratky zapisovány velkými písmeny (např. VUT ).
Avšak existují i zkratky, které se nezapisují velkými písmeny (např. akademický
titul prof.). Stejně tedy musí výše uvedený seznam vyjímek existovat. Je ale mnohem
méně obsáhlý nežli v předchozím případě, protože v něm jsou pouze zkratky jako
je výše uvedený příklad s akademickým titulem prof. Jejich počet se pohybuje kolem
2500 záznamů, což je mnohem méně než kompletní seznam zkratek.
Při procesu lemmatizace je seznam těchto zkratek procházen přednostně a když
se aktuálně zpracovávané slovo v tomto výčtu nachází, tak je rovnou předáno na vý-
stup a není modifikováno Brute Force algoritmem ani Suffix Stripping algoritmem.
Zároveň se také ověřuje, zda nejsou všechna písmena velká, což má za následek
stejný postup. Tím je zajištěno, že zkratky zůstanou v původním tvaru bez zbyteč-
ných úprav.
Zpracování prefixů
Jelikož v původních pravidlech nejsou nijak ošetřeny prefixy u slov, je nutné toto do-
plnit. Jedná se o nejznámější předpony v českých slovech, konkrétně „NEÿ a „NEJÿ.
Při předání slov s těmito prefixy Suffix Stripping algoritmu vždy nedojde ke správ-
nému zpracování. Jako příklad lze uvést slovo nebyl, kde v extrémním případě
by mohlo, při nalezení pravidla s parametry určujícímí, že dané slovo má končit na
příponu ebyl, dojít k odstranění suffixu ebyl. Tím pádem by se znehodnotilo celé slovo
a jako lemma by byl vrácen pouze znak n. Aby se předešlo právě těmto případům,
je vždy před předáním slova detekováno, zda slovo nezačíná právě jedním z prefixů
„NEÿ, „NEJÿ. V případě, že zpracovávané slovo prefix obsahuje, dojde k jeho od-
stranění od slova. Teprve poté je takto upravené slovo předané dále ke zpracování.
U ukázkového slova nebyl bude ve výsledku ke zpracování předáno slovo byl a již ne-
může nastat výše uvedený problém. Jako výsledek (lemma) celého procesu lemma-
tizace by v tomto případě bylo slovo být. Z porovnání vstupního a výstupního slova
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je zřejmé, že byl změněn význam slova. Bylo to zapříčiněno právě zmíněným ode-
bráním prefixu „NEÿ. Aby nedocházelo k tomuto nedostatku, je vždy uloženo do
proměnné removedNE, která je typu boolean, jestli byla odebrána předpona „NEÿ.
Když je po procesu lemmatizace hodnota této proměnné true, je v následném post-
processingu (viz dále) tato předpona ke slovu opět doplněna. Ukázkové slovo je tedy
zpracováno tak, že jeho lemma bude ve tvaru nebýt. Tím je zajištěno, že základní
tvar slova a jeho význam nebude pozměněn.
Existují však určité výjimky, kdy dané slovo začíná jedním z uvedených prefixů,
ale po jeho odstranění by došlo ke změně významu slova nebo dokonce k jeho kom-
pletnímu znehodnocení. Po této úpravě by bylo výsledkem neexistující slovo, tedy
nesmysl. Jako příklad lze uvést slovo nejen kde by došlo k odstranění prefixu „NEJÿ
a slovo předané Suffix Stripping algoritmu by bylo en (tedy nesmysl). Za tímto úče-
lem byl vytvořen seznam prefixů slov, na které se daná úprava nevztahuje i když
by tomu třeba sled písmen odpovídal. Tyto prefixy jsou uloženy v textovém souboru
NE exceptions prefix.txt a NEJ exceptions prefix.txt. Jak bylo v úvodu celé
této kapitoly poznamenáno, že je třeba načíst do proměnných ze souborů určité
výjimky, tak právě toto jsou jedny z nich. Konkrétní proměnné obsahující dané vý-
jimky jsou pole typu String. Zde se naskýtá otázka, zda by nebylo lepší použít
komponentu TreeSet z důvodu jejích vlastností co týká vyhledávání. V tomto pří-
padě však nemůže být využita, protože způsob ověřování, jestli dané slovo začíná
na daný prefix, je založen na metodě startsWith() dostupné pouze u objektu typu
String. Tedy, když dané slovo začíná na nějaký z prefixů uvedený v jedné z násle-
dujících tabulek, tak k odstranění předpony nedojde. Seznam prefixů „NEÿ,„NEJÿ,
které patří do výjimek, je uveden v tabulkách 3.2 a 3.3.
nebes negat nemocnič neteř
neboh negov neón neurolo
neboz neht neona neurot
nebož nekt neono nevěst
negac nemocnic neřest
Tab. 3.2: Seznam prefixů „NEÿ vyjímek
nejakost nejedem nejedo nejez
nejapn nejedl nejeví nejist
nejasn nejedn nejevil nejím
Tab. 3.3: Seznam prefixů „NEJÿ vyjímek
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Použití výjimek zapsaných pomocí prefixů je sice výhodné z pohledu, že se ne-
musí vypisovat všechny možné tvary daného slova, ale může nastat problém, protože
při použití určitého prefixu byly ponechávány předpony i slovům, u kterých by měly
být standartně odstraněny. Z toho důvodu byla tabulka prefixů podstatně zreduko-
vána a přistoupilo se k vytvoření dalších textových souborů s vyjímkami obsahující
celá slova. Jsou to NE exceptions words.txt a NEJ exceptions words.txt, které
jsou načteny do proměnných neExceptionWords a nejExceptionWords. Ty jsou
již typu TreeSet, neboť se porovnávají celá slova a ne pouze prefixy. Tímto je za-
jištěna regulérnost odstraňování prefixů u slov.
K celé této proceduře slouží metoda detectPrefix(word), kde jako předávaný
parametr této metodě je aktuálně zpracovávané slovo.
Provedení lemmatizace
V této části je demonstrován konkrétní způsob jakým je prováděna lemmatizace
texu. Jsou zde uvedeny dvě možnosti. Podmínka, která toto zastřešuje je uvedena
níže.
if(bruteForceWordsTree.contains(word)){
lemma=bruteForceAlg.doBFAlgorithm(new StringBuilder(word));
}
else{
lemma=new StringBuilder(lemmatizator.getLemma(word));
}
Proměnná bruteForceWordsTree je typu TreeSet a jsou v ní uložena všechna
slova z Brute Force tabulky, kromě základních tvarů. V tomto případě se pouze ově-
řuje, zda je aktuálně zpracovávané slovo v tabulce. Když ano, vykoná se samotný
Brute Force algoritmus (viz 3.3), který realizuje třída BruteForce. V opačném pří-
padě se přístoupí k Suffix Stripping algoritmu. Jak je vidět z předchozího zdrojového
kódu, tak získání základního tvaru slova pomocí druhého uvedeného algoritmu, je re-
alizováno za pomoci již dříve zmíněného objektu typu Lemmatizator a jeho metody
getLemma(word). Po vstoupení do této metody jsou již všechna pravidla připravena
pro lemmatizaci (viz 3.4.2). Prvním krokem je prohledání nejvyšší úrovně pravidel
kvůli zjištění, jestli slovo končí daným suffixem. V tomto kroku se jedná o koncovky
typu a, b, c, apod. Po nalezení vhodného pravidla dochází k zanoření o úroveň níže,
kde se nachází suffixy s délkou dvě. Tímto způsobem algoritmus pokračuje dokud
nedojde k tomu, že na aktuální úrovni nenalezne odpovídající suffix. Poté se použije
poslední vyhovující pravidlo.
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Postupné zanořování do stromu se děje ve třídě Rule. Každé pravidlo má další
proměnnou typu TreeSet, v které jsou jeho podřazená pravidla. Konkrétně jde o pro-
měnnou nextRules.
Nyní bude podrobně rozebrána třída Rule, aby bylo jasné jak se provádí zano-
řování v komponentě TreeSet a také jak dochází k samotnému nahrazování suffixů.
Každý objekt typu Rule má čtyři důležité proměnné. Tři již byly popsány dříve
v části 3.4.2 a jsou to condition, replacePart a removeLength. Čtvrtá je výše
zmíněná nextRules. V této třídě je stěžejní metoda rewrite(), která provádí rea-
lizaci pravidel. Jako její vstupní parametry jsou zadány zpracovávané slovo (String
word) a také informace, zda bylo slovo již upraveno dle nějakého pravidla čí nikoliv
(String wasRewritten). V prvním kroku dochází ihned k ověřování, jestli para-
metr condition, některého z objektů typu Rule v proměnné nextRules, odpovídá
suffixu zpracovávaného slova. To je realizováno cyklem for a následnou podmínkou
if(r.match(word)),
která porovnává pomocí metody match() aktuální podmínku condition se suffixem
zpracovávaného slova.
Při tomto porovnávání je však možné narazit na úskalí v podobě speciálního
znaku „#ÿ, který může obsahovat proměnná condition. Tento znak indikuje to,
že aby byla tato podmínka splněna, tak musí být, po odebrání tohoto speciálního
znaku, proměnná condition a zpracovávané slovo (word) identické. Jedná se o stav,
kdy podmínkou je krátké slovo. Jako příklad, lze uvést to, že obsahem proměnné
condition bude řetezec #byl a zpracovávaná proměnná word bude obsahovat slovo
byl. Zjednodušeně řečeno, speciální znak „#ÿ znamená, že když bude zpracovávané
slovo shodné s podmínkou po odebrání tohoto znaku, tak je podmínka splněna
a dojde k aplikování pravidla.
Po vstoupení do podmínky se tedy dle principu musí ověřit další podřazená pra-
vidla s větší délkou odebíraného suffixu. Elegantním řešením je použití rekurzivního
volání dané metody rewrite(). Syntaxe tohoto volání je následující
List gotList = r.rewrite(word, wasRewritten);.
Tento řádek zdrojového kódu prakticky realizuje zmiňované zanořování do struk-
tury stromu. Jak je vidět, metoda má návratovou hodnotu typu List.
Je to z toho důvodu, že je třeba předávat nejen zpracovávané slovo, ale také pa-
rametr, zda již bylo slovo nějakým způsobem upraveno. Proto je také proměnná
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wasRewritten typu String a ne boolean jak by se v tuto chvíli nabízelo. Tento para-
metr je předáván proto, aby nedocházelo k vícenásobné úpravě slova. Po postupném
zanořování musí logicky dojít také ke zpětnému vynořování ze stromu. A právě v oka-
mžiku započetí zpětného vynořování je ta nejvhodnější situace k provedení nahrazení
suffixu dle pravidel s největší shodou, protože tato událost indikuje nalezení nejdel-
šího suffixu. Následující zdrojový kód prakticky provádí odstranění (doplnění)
suffixu.
word = wordSB.replace(startIndex, endIndex, replacePart).toString();
Kvůli provedení nahrazení je slovo převedeno na typ StringBuilder do pro-
měnné wordSB, protože tento datový typ obsahuje metodu replace(), kterou
je v tuto chvíli výhodnější použít. Jako vstupní parametry jsou jí zadány počá-
teční a koncový index původního suffixu, který bude nahrazen novým v proměnné
replacePart. Na závěr je upravená verze převedena zpět na typ String.
V posledním kroku se uloží upravené slovo do nové proměnné returnedList
typu List spolu s informaci o přepsání slova. Tento objekt je následně vrácen nad-
řazenému pravidlu. K žádné další úpravě slova již nedojde, neboť je do proměnné
wasRewritten uložen text „trueÿ.
Po úspěšném provedení lemmatizace je nutné ještě provést finální úpravy daného
slova, takzvaný postprocessing. To spočívá v doplnění prefixu „NEÿ, pokud bylo
odstraněno. Dále pak v upravení slova ve smyslu velikosti písmen zpět do původní
podoby. Ve třídě SuffixStripping je k tomu určena matoda postProcess() jejíž
vstupní parametry jsou zpracované slovo zvoleným algoritmem (lemma), informace
o tom zda byl odstraněn prefix „NEÿ a v neposlední řadě jaká mělo původní slovo
písmena velká a jaká malá.
Jména a příjmení
Další problematikou lemmatizace jsou zcela jistě jména a příjmení. Je bezpochyby
požadavek, aby jména byla převedena do 1. pádu, jednotného čísla. Ale rod by měl zů-
stat beze změny, aby bylo jasné o jaké pohlaví se jedná.
V pravidlech, ze kterých se v této práci vychází, není vůbec ošetřeno určení
základního tvaru slova, když se jedná o jméno. U mužských jmen jsou výsledky
poměrně dobré. Naopak u ženských jmen dochází k chybám, protože lemmatizá-
tor má za úkol převést dané slovo do 1. pádu, jednotného čísla, mužského rodu.
Tím se například ze ženského jména Petra ve výsledku stane lemma Petr, protože
lemmatizátor si „myslíÿ, že se jedná o 2. pád, jednotného čísla, mužského rodu.
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U příjmení je problematika ještě mnohem horší. U jmen je možné, alespoň dle vše-
obecně známých pravidel aplikujících se na běžná slova, určit relativně dobře zá-
kladní tvar jména. Avšak česká příjmení jsou velice rozmanitá a postupně během
vývoje českého jazyka i přibývají. Příjmení mají většinou neobvyklé suffixy, které
není možné při takovém počtu implementovat do Suffix Stripping algoritmu. Ve vět-
šině případů nalezení shody v pravidlech dojde k chybnému nahrazení, protože daný
suffix je určen pro jiný druh slov.
Řešením tohoto problému je použití programu Ispell2, který slouží ke kontrole
pravopisu. Pracuje na principu generování všech možných tvarů daného slova dle pří-
znaků a následném porovnání se slovem zpracovávaným (příznaky určují jaké tvary
daného slova se budou generovat). Toto východisko je velice účinné, protože jsou
obsaženy všechny možné tvary daného jména (příjmení), ale pro použití v tomto
lemmatizátoru je nutné připravit další parser do programovacího jazyku Java právě
pro Ispell.
Po důkladném prostudování problematiky generování pravidel v programu
Ispell byl vygenerovaný seznam českých jmen a příjmení uložen v souboru
jm pr seznam.txt. Ukázka jednoho jména spolu s příznaky je uvedena na násle-
dujícím příkladu.
Pavel/PV
Dále byly vyseparovány pouze příznaky nezbytné pro zpracování jmen a příjmení.
Celkem jich je šest: P, Q, U, V, Y, Z. Vždy se používá soubor s příznakem uvedeným
za lomítkem u jména. Následuje ukázka jednoho řádku z nich.
[ ˆ BDTŠŽIOU] E L > -EL, LA
Ve výše uvedeném řádku se použijí všechny kombinace písmen abecedy ve spo-
jení se suffixem EL, kromě písmen uvedených právě v hranatých závorkách. Když
aktuální jméno (příjmení) ze seznamu jm pr seznam.txt končí na danou složeninu
písmen, tak se odstraní suffix -EL, nahradí se koncovkou LA (tím se získá skloňovaný
(časovaný) tvar jména (příjmení)) a v tomto tvaru se již porovná se zpracovávaným
slovem lemmatizátorem. V případě shody je zřejmé, že se jedná o aktuální jméno
(příjmení) ze seznamu jm pr seznam.txt a je uložen základní tvar slova (lemma).
2Více informací lze nalézt na webové adrese http://lasr.cs.ucla.edu/geoff/ispell.html, případně
v [2].
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Takto se prochází celý seznam jmen a příjmení spolu s odpovídajícími příznaky
dokud se nenalezne shoda.
Kdyby bylo možné tento princip bez problémů použít, bylo by to ideální a byla
by ošetřena problematika jak jmen, tak i příjmení. Naneštěstí implmentace této me-
tody je velice výpočetně náročná a trvalo by velmi dlouho než by se daný správný
tvar nalezl. Je to způsobeno jak velkým množstvím jmen a příjmení (řádově desítky
až stovky tisíc), tak použitím datového typu String. Možným řešením by mohlo
být uložení jednotlivých seznamů a generovaných pravidel do komponenty TreeSet,
která umožňuje velmi rychlé vyhledávání. V tomto případě to však není možné, pro-
tože je nutné použít metodu endsWith() dostupnou právě u datového typu String.
Jednalo by se tedy o velmi dobrou i když velice výpočetně náročnou proceduru.
Z důvodu efektivity lemmatizátoru proto nebyla tato metoda implementována.
Mnohoznačná slova
Z pohledu lemmatizace má český jazyk jednu velice „nešťastnouÿ oblast a tou je mno-
hoznačnost slov. Jedná se o to, že v češtině existuje určitý seznam slov, u kterých
není zcela jasný jejich základní tvar. Jako demonstrativní příklad lze uvést slovo jí.
Tento tvar lze bez kontextu věty považovat za dva základní tvary. Prvním je pod-
statné jméno ona a druhým sloveso jíst. Při čtení textu člověk snadno pozná o jaký
slovní druh se jedná a tím pádem lze bez problémů určit lemma.
V případě strojového zpracování textu pomocí lemmatizátoru není lehké správný
slovní druh rozpoznat. Touto problematikou se zabývá takzvaná morfologická de-
sambiguace3. Její princip je založen na tom, že existuje vztah mezi správným gra-
matickým významem aktuálně zpracovávaného slova a gramatickými významy slov
v kontextu. Z tohoto kontextu je možné určit jaký základní tvar slova je správný.
Ke zjištění těchto vztahů mezi slovy je používáno mnoho metod. Mezi nejčastější
způsob patří oblast strojového učení, ale existují i další. [19]
Tato problematika byla konzultována s předními odborníky v tomto oboru -
Ústav pro jazyk český, Filozofická fakulta Univerzity Kralovy a Fakulta informatiky
Masarykovy univerzity. Z konzultace vyplynulo, že vytvoření vhodného morfologic-
kého desambiguátoru odpovídající kvality není snadná práce a jeho vývoj by vydal
na další diplomovou nebo dokonce dizertační práci.
Vzhledem k výše uvedeným poznatkům tedy není tento problém v lemmatizátoru
vyřešen. Dochází pouze k označování těchto vyjímek znakem * po obou stranách
zpracovávaného slova. Jejich seznam je uložen v textovém souboru rozpor.txt,
který je z důvodu označování těchto slov načítán do proměnné conflictWordsTree
3Více informací o problemtice morfologické desambiguace lze nalézt například v [15], [16] nebo
v [19].
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typu TreeSet. Prohledání této proměnné, jestli se v ní nenachází aktuálně zpraco-
vávané slovo, je prvním krokem v algoritmu Suffix Stripping.
Úprava pravidel
Poslední úpravou v lemmatizátoru je optimalizace pravidel, ze kterých se vychází.
Při testování stále docházelo k chybám v pravidlech. Mezi nejčastější chybu patřilo
vícenásobné použití jednoho suffixu a tím pádem daný proces nemusel vůbec do-
spět k adekvátnímu pravidlu. Další chybou bylo špatně určené pravidlo (podmínka
condition a nahrazující suffix replacePart). Toto bylo také nutné ošetřit.
Trénovací data
Byla vytvořena také množina trénovacích dat4 pro ověření úspěšnosti dosažených
výsledků lemmatizátoru. Jedná se o sto druhů článků z různých odvětví českého
jazyka (sport, ekonomika, technika, apod.) o rozsahu přibližně deseti vět. V součtu
slov jednotlivých článků se jedná o trénovací množinu dat s obsahem přes sto šest
tisíc slov. Tyto články byly následně manuálně upraveny do správného základního
tvaru, aby bylo možné provést porovnání s výstupem lemmatizátoru.
K samotnému ověření úspěšnosti lemmatizátoru slouží v aplikaci třída Comparator
umístěná v balíčku dt. Ten je ovšem umístěn v jiné složce nežli dříve zmíněný balíček
dt, konkrétně ve složce examples. Jedná se o spustitelnou třídu, takže stačí pouze
zprostředkovat trénovací data. Princip zjišťování, zda došlo ke správnému určení zá-
kladního tvaru slova, je takový, že se načte vstupní (původní) text ze všech souborů
spolu s manuálně zpracovanými texty do proměnných. Manuálně zpracované texty
se již nijak neupravují, pouze se převedou do pole. Původní vstupní texty se podrobí
lemmatizaci a následně se také uloží do proměnné typu pole. Poté se postupně na-
čítají jednotlivé položky v polích a vzájemně se porovnávají.
Výstupem je výpis do konzole, kde je uvedena procentuální úspěšnost a počet
správně (špatně) zpracovaných slov. V případě špatného určení základního tvaru
slova je toto slovo vypsáno v následovně:
Slovo #prodejci# převedno chybně na #prodejec# mělo by být #prodejce#,
z čehož je zřejmé o jaké slovo se jedná a jak je nutné upravit pravidlo (pravidla).
4Původní trénovací data byla získávána na webových stránkách http://www.novinky.cz
a http://www.indes.cz.
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4 DOSAŽENÉ VÝSLEDKY
V této části jsou předvedeny výsledky zpracování textu implementovaným lemma-
tizátorem a jejich procentuální úspěšnost. Jsou zde ohodnoceny různé druhy textů
s různým výskytem problematických slov. Je také porovnávána úpěšnost vyvíjeného
lemmatizátoru a již existujícího1.
4.1 Text bez jmen, příjmení, názvů a mnohoznač-
ných slov
Původní text
Žraloci liščí často vplouvají do míst obývaných rybkami, které jejich tělo ochotně
zbaví odumřelé kůže a parazitů. Frekvence, s jakou tyto paryby přirozené „myčkyÿ
navštěvují, přesvědčila vědce, že nejde o náhodu, ale o zcela vědomé chování. To bylo
u žraloků liščích zaznamenáno vůbec poprvé. Paryby těmito místy, hustě obývanými
rybkami a jinými živočichy, kteří jsou schopni zbavit tělo mohutných predátorů
nečistot a škůdců, proplouvají velmi často.
4.1.1 S interpunkčními znaménky a stop slovy
Manuálně zpracovaný text
Žralok liščí často vplouvat do místo obývaný rybka, který jeho tělo ochotně zbavit
odumřelý kůže a parazit. Frekvence, s jaký tento paryba přirozený „myčkaÿ na-
vštěvovat, přesvědčit vědec, že nejít o náhoda, ale o zcela vědomý chování. To být
u žralok liščí zaznamenat vůbec poprvé. Paryba tento místo, hustě obývaný rybka
a jiný živočich, který být schopný zbavit tělo mohutný predátor nečistota a škůdce,
proplouvat velmi často.
Text zpracovaný existujícím lemmatizátorem
Žraloc liščí často vplouvat dobrý místo obývaný rybka, který jeho tělo ochotně
zbavit odumřelý kůže a parazit. Frekvence, s jaký tento paryba přirozený „myčkaÿ
navštěvovat, přesvědčit vědec, že jít on náhoda, ale on zcela vědomý chování. To být
u žralok liščí zaznamenat vůbec poprvé. Paryba tento místo, hustit obývaný rybka
1Existující lemmatizátor je dostupný na webových stránkách http://lemmatise.ijs.si/.
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a jiný živočich, který být schopný zbavit tělo mohutný predátor čistota a škůdce,
proplouvat velmi často.
úspěšnost: 91,25%
Text zpracovaný vyvinutým lemmatizátorem
Žralok liščí často vplouvat do místo obývaný rybka , který jeho tělo ochotně zbavit
odumřelý kůže a parazit . Frekvence , s jaký tento paryba přirozený „ myčka ÿ
navštěvovat , přesvědčit vědec , že nejít o náhoda , ale o zcela vědomý chování .
To být u žralok liščí zaznamenat vůbec poprvé . Paryba tento místo , hustě obývaný
rybka a jiný živočich , který být schopný zbavit tělo mohutný predátor nečistota
a škůdce , proplouvat velmi často .
úspěšnost: 100%
Z předchozího porovnání textů je zřejmé, že v případě vyvinutého lammatizátoru
došlo k výraznému zlepšení úspěšnosti určení základního tvaru slova. Mezi hlavní
problémy existujícího lemmatizátoru patří ne zcela ideální pravidla. Mezi chyby,
které produkuje patří například hned první slovo Žraloci, které by mělo být převe-
deno na základní tvar Žralok. Dálším úskalím je předložka o, kterou lemmatizátor
převede na lemma on, což je v tomto případě chybné. A jelikož se v textu vysky-
tuje hned několikrát, dochází tak k rapidnímu nárůstu chybovosti. Poslední chybou
je slovo hustě. Jedná se o příslovce a tím pádem by mělo slovo zůstat nezměněno,
ale je převedeno na chybný tvar hustit. V neposlední řadě je také chybou převední
slova nečistot na čistota. Tím se zcela změní význam slova, které by mělo mít lemma
v ideálním případě nečistota.
Vyvinutý lemmatizátor zpracovává tento text nejlépe jak to jde. Úspěšnost
je rovna 100% a jedná se tedy o bezchybnou lemmatizaci. Jsou zachována i inter-
punkční znaménka, stejně jako u existujícího lemamtizátoru s tím rozdílem, že jsou
pouze oddělena od slova. To však není žádná chyba, protože při další práci s textem
jsou tato znaménka přítomna a je jedno, jestli jsou přímo u slova nebo vedle něj.
4.1.2 Bez interpunkčních znamének a stop slov
Manuálně zpracovaný text
Žralok liščí často vplouvat místo obývaný rybka tělo ochotně zbavit odumřelý kůže
parazit Frekvence jaký tento paryba přirozený myčka navštěvovat přesvědčit vědec
nejít náhoda zcela vědomý chování být žralok liščí zaznamenat poprvé Paryba tento
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místo hustě obývaný rybka jiný živočich být schopný zbavit tělo mohutný predátor
nečistota škůdce proplouvat velmi často
Text zpracovaný existujícím lemmatizátorem
Žraloc liščí často vplouvat dobrý místo obývaný rybka, který jeho tělo ochotně zbavit
odumřelý kůže a parazit. Frekvence, s jaký tento paryba přirozený „myčkaÿ navště-
vovat, přesvědčit vědec, že jít on náhoda, ale on zcela vědomý chování. To být žralok
liščí zaznamenat vůbec poprvé. Paryba tento místo hustit obývaný rybka a jiný ži-
vočich, který být schopný zbavit tělo mohutný predátor čistota a škůdce, proplouvat
velmi často.
úspěšnost: 62,50%
Text zpracovaný vyvinutým lemmatizátorem
Žralok liščí často vplouvat místo obývaný rybka tělo ochotně zbavit odumřelý kůže
parazit Frekvence jaký tento paryba přirozený myčka navštěvovat přesvědčit vědec
nejít náhoda zcela vědomý chování být žralok liščí zaznamenat poprvé Paryba tento
místo hustě obývaný rybka jiný živočich být schopný zbavit tělo mohutný predátor
nečistota škůdce proplouvat velmi často
úspěšnost: 100%
Zpracování texů bez diakritiky není silnou stránkou existujícího lemmatizátoru.
Neumožňuje odebrat stop slova ani interpunkční znaménka. Z toho důvodu jeho
úspěšnost lemmatizace prudce klesá. Spolu s klasickými chybami, již uvedenými
v předchozím porovnání, úspěšnost klesá až na hodnotu 62,50%, což je velmi špatný
výsledek.
Naopak zde implementovaný lemmatizátor možnost práce se stop slovy a in-
terpunkčními znaménky umožňuje. Tím pádem mohou být tyto nadbytečné znaky
a slova odebrány a je zachována nejvyšší možná úspěšnost.
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4.2 Text se jmény, příjmeními, názvy a mnohoznač-
nými slovy
Původní text
Až deset let vězení hrozí ředitelce jedné pražské realitní kanceláře za to, že zpro-
nevěřila peníze svých klientů. Čtyřiačtyřicetiletou manažerku z Tachovska státní
zástupce viní z trestných činů zpronevěry a podvodu. Škoda je podle náměstka pl-
zeňské krajské státní zástupkyně Zbyňka Egera přes osm miliónů korun. Od klientů
si nechala zasílat peníze určené na úhradu kupní ceny prodávaných nemovitostí
a daně z jejich převodu přímo na konto realitní kanceláře a nikoliv na depozitní
bankovní účet, tak jak to ukládají příslušné směrnice.
4.2.1 S interpunkčními znaménky a stop slovy
Manuálně zpracovaný text
Až deset rok vězení hrozit ředitel jeden pražský realitní kancelář za to, že zpronevěřit
peníze svůj klient. Čtyřiačtyřicetiletý manažer z Tachovsko státní zástupce vinit
z trestný čin zpronevěra a podvod. Škoda být podle náměstek plzeňský krajský státní
zástupce Zbyněk Eger přes osm milión koruna. Od klient se nechat zasílat peníze
určený na úhrada kupní cena prodávaný nemovitost a daň z jeho převod přímo
na konto realitní kancelář a nikoliv na depozitní bankovní účet, tak jak to ukládat
příslušný směrnice.
Text zpracovaný existujícím lemmatizátorem
Až deset let vězení hrozit ředitelka jeden pražský realitní kancelář za to, že zpro-
nevěřit peníz svůj klient. Čtyřiačtyřicetiletý manažerk z Tachovsko státní zástupce
vinit z trestný čin zpronevěra a podvod. Škoda on podle náměstek plzeňský krajský
státní zástupkyně Zbyňka Eger přes osm milión koruna. Od klient se nechat zasílat
peníz určený na úhrada kupní cena prodávaný nemovitost a daň z jeho převod přímo
na konto realitní kancelář a nikoliv na depozitní bankovní účet, tak jak to ukládat
příslušný směrnice.
úspěšnost: 90,59%
Text zpracovaný vyvinutým lemmatizátorem
Až deset *let* vězení hrozit ředitel jeden pražský realitní kancelář za to , že zpronevě-
řit peníze svůj klient . Čtyřiačtyřicetiletý manažer z Tachovsko státní zástupce vinit
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z trestný čin zpronevěra a podvod . Škoda *je* podle náměstek plzeňský krajský
státní zástupkyně Zbyňka Eger přes osm milión koruna . Od klient se nechat za-
sílat peníze určený na úhrada kupní cena prodávaný nemovitost a *daně* z jeho
převod přímo na konto realitní kancelář a nikoliv na depozitní bankovní účet ,
tak jak to ukládat příslušný směrnice .
úspěšnost: 94,12%
Při začlenění jmen, příjmení, názvů a mnohoznačných slov do textu se u existu-
jícího lemmatizátoru ještě více snížila úspěšnost, konkrétně o 0,66%. Tento pokles
by mohl být ještě mnohem větší, protože jsou v textu tři mnohoznačná slova (let,
je, daně ) a bez ohledu na kontext byla náhodně dvě z nich určena správně. Když
by tedy byl kontext vět jiný, lemmatizátor by udělal další dvě chyby a jeho úspěš-
nost by klesla ještě více. Dalším jeho problémem jsou pomnožná slova jako například
peníze, které převádí na lemma peníz. Následují chyby u slov typu manažerka nebo
ředitelka.
Vyvinutý lemmatizátor také neurčuje správně základní tvar mnohoznačných slov.
Ale je implementována jejich detekce a jsou označena znaky * po obou stranách.
Nedochází tedy k žádným úpravám slov. Avšak i spolu s několika dalšími chybami
vykazuje stále lepší úspěšnost (o 3,53%) nežli existující lemmatizátor.
4.2.2 Bez interpunkčních znamének a stop slov
Manuálně zpracovaný text
deset rok vězení hrozit ředitel jeden pražský realitní kancelář zpronevěřit peníze
klient Čtyřiačtyřicetiletý manažer Tachovsko státní zástupce vinit trestný čin zpro-
nevěra podvod Škoda být náměstek plzeňský krajský státní zástupce Zbyňek Eger
osm milión koruna klient nechat zasílat peníze určený úhrada kupní cena prodávaný
nemovitost daň převod přímo konto realitní kancelář nikoliv depozitní bankovní účet
ukládat příslušný směrnice
Text zpracovaný existujícím lemmatizátorem
Až deset let vězení hrozit ředitelka jeden pražský realitní kancelář za to, že zpro-
nevěřit peníz svůj klient. Čtyřiačtyřicetiletý manažerk z Tachovsko státní zástupce
vinit z trestný čin zpronevěra a podvod. Škoda on podle náměstek plzeňský krajský
státní zástupkyně Zbyňka Eger přes osm milión koruna. Od klient se nechat zasílat
peníz určený na úhrada kupní cena prodávaný nemovitost a daň z jeho převod přímo
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na konto realitní kancelář a nikoliv na depozitní bankovní účet, tak jak to ukládat
příslušný směrnice.
úspěšnost: 57,65%
Text zpracovaný vyvinutým lemmatizátorem
deset *let* vězení hrozit ředitel jeden pražský realitní kancelář zpronevěřit peníze
klient Čtyřiačtyřicetiletý manažer Tachovsko státní zástupce vinit trestný čin zpro-
nevěra podvod Škoda *je* náměstek plzeňský krajský státní zástupkyně Zbyňka
Eger osm milión koruna klient nechat zasílat peníze určený úhrada kupní cena pro-
dávaný nemovitost *daně* převod přímo konto realitní kancelář nikoliv depozitní
bankovní účet ukládat příslušný směrnice
úspěšnost: 94,12%
Jak již bylo zmíněno výše, existující lemmatizátor nemá implementováno od-
straňování stop slov a interpunkčních znamének. Takže i v tomto případě úspěšnost
rapidně klesla a to na ještě menší hodnotu než u předchozího textu bez jmen, pří-
jmení, názvů a mnohoznačných slov.
Naopak, jelikož implementovaný lemmatizátor tuto volbu zhrnuje, tak úspěšnost
zůstala zachována jako v případě s interpunkčními znaménky a stop slovy.
4.3 Dosažené výsledky na trénovací množině
Výše uvedené výsledky jsou pouze demonstrativní, protože se jedná jen o velmi
malou množinu dat. Pro důkladné objektivní posouzení úspěšnosti lemmatizátoru je
použita trénovací množina dat zmíněná v kapitole 3.4.3. Pomocí trénovací množiny
byla ověřována úspěšnost třemi způsoby: bez mnohoznačných slov, s mnohoznačnými
slovy, bez detekce mnohoznačných slov.
4.3.1 Bez mnohoznačných slov
V tomto případě nejsou detekovaná mnohoznačná slova vůbec začleněna do výsledné
procentuální úspěšnosti lemmatizátoru. Je to z toho důvodu, aby bylo objektivně
objasněno jaká je reálná hodnota úspěšnosti lemmatizátoru bez vlivu těchto slov.
Po provedení lemmatizace trénovací množiny bylo dosaženo výsledku 96,94%.
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4.3.2 S mnohoznačnými slovy
Zde jsou mnohoznačná slova zahrnuta do procentuálního výsledku lemmatizátoru.
Bylo dosaženo výsledku s úspěšností lemmatizace 93,68%. Očividné snížení této
hodnoty je zapříčiněno právě zahrnutím těchto slov. Avšak mnohoznačná slova jsou
pouze označena pomocí znaku hvězdičky po obou stranách a nejsou nijak upravo-
vána. V některých případech by však mohlo náhodně dojít ke správnému určení
základního tvaru slova i bez implementovaného morfologického desambiguátoru.
4.3.3 Bez detekce mnohoznačných slov
V této části je vypnuta detekce mnohoznačných slov (není zapnuto jejich ozna-
čování znakem „*ÿ) a všechna slova jsou tedy podrobena lemmatizaci. Úspěšnost
se oproti předcházejícímu případu mírně zlepšila a to na hodnotu 94,47%. V případě
mnohoznačných slov se tedy jedná o zcela náhodné určení základního tvaru slova,
ale v některých případech se docílí požadovaného výsledku.
Shrnutí
I na velkém počtu slov vykazuje vyvinutý lemmatizátor velice dobré výsledky. Bo-
hužel existující lemmatizátor nemá implementované žádné meření úspěšnosti a vzá-
jemné porovnání tedy z důvodu množství dat není zahrnuto, neboť by bylo nutné
manuálně zkontrolovat přes sto šest tisíc slov.
V příloze D.1 je uvedena časová výpočetní náročnost vyvinutého lemmatizátoru.
Jak je zřejmé z grafu, tak se jedná o velmi rychlý algoritmus pro určená základního
tvaru slova. Při počtu slov menším než pět set (přibližně) je zpracování lemmati-
zátorem velmi rychlé a pohybuje se těsně nad hranicí sta milisekund. S několikaná-
sobným zvýšením počtu slov (desítky tisíc) se čas také zvyšuje na hodnoty v řádu
stovek milisekund, ale i tak se vzhledem k množství slov jedná o velmi dobré časové
výsledky.
Porovnání časové výpočetní náročnosti s existujícím lemmatizátorem není zahr-
nuto, protože existující lemmatizátor je provozován na serveru a výsledky by byly
zkreslené jak výpočetním výkonem serveru, tak i faktory ovlivňující přenosovou síť.
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5 ZÁVĚR
V práci byla osvětlena problematika předzpracování textu. Dále popsány principy
jednotlivých, již vymyšlených algoritmů pro lemmatizaci spolu s jejich výhodami
a nevýhodami. Samostatná kapitola byla věnována také českému jazyku, pro který
je implementován lemmatizátor. Zde byly rozebrány jednotlivé slovní druhy, jejich
vlastnosti a také problémy, na které je nutné si dát pozor.
Hlavní částí diplomové práce byla implementace lemmatizátoru pro český jazyk.
Samotnému procesu lemmatizace je předřazeno předzpracování textu (preproces-
sing). V něm si uživatel může zvolit zda budou odstraněna stop slova a interpunkční
znaménka nebo zda dojde pouze k upravení textu pro lemmatizaci. Následuje sa-
motný proces lemmatizace, pro který byla vybrána kombinace algoritmů Brute Force
a Suffix Stripping. K tomuto řešení se přistoupilo po pečlivém prostudování výhod
a nevýhod jednotlivých řešení. Algoritmus Brute Force pracuje s tabulkou, ve které
jsou uloženy kombinace slov (skloňovaný (časovaný) tvar ⇔ základní tvar slova
(lemma)). Konkrétní typy slov zde uložené jsou nepravidelná slova typu jsem ⇔ být
způsobující druhému algoritmu problémy. Ten pracuje na principu oddělování suf-
fixů (prefixů) slov a případném nahrazení jiným tvarem. Je implementován pomocí
RDR pravidel, která poskytují velmi rychlé a efektivní zpracování slova.
Jak je zřejmé z výsledků práce, implementovaný lemmatizátor zvýšil úspěšnost
oproti existující verzi. Po zprůměrování uvedených výsledků z textů s problema-
tickými slovy se jeho úspěšnost lemmatizace pohybuje kolem 97%. Tato úspěšnost
je zapříčiněna úpravou existujících pravidel, neboť se zde nacházely chyby. Dále
dodáním řešení v oblasti zkratek, které nemohou být zpracovávány klasickými pra-
vidly. Nezanedbatelnou oblastí, která přispěla ke zlepšení, je zpracování nejznáměj-
ších českých předpon „NEÿ, „NEJÿ. Ty jsou odebírány před samotnou lemmatizací.
Předpona „NEÿ je po lemmatizaci opět vrácena ke slovu, aby byl zachován význam
slova. Samozřejmě byla ošetřena problematika velkých písmen, kdy základní tvar
slova (lemma) není vrácen ve formě malých písmen bez ohledu na to, jak původní
slovo vypadalo. Je vždy vráceno do původního tvaru velikosti písmen.
Při vývoji se narazilo na komplikaci v podobě jmen a příjmení, které lemmatizá-
tor nezpracovává (ve většině případů) správně. Jako možné řešení této oblasti se je-
vilo napojení aplikace na databázi programu Ispell sloužící ke kontrole pravopisných
chyb. Generuje všechny možné tvary slov včetně tvarů jmen a příjmení. Byla proto
vyextrahována pouze část generující tvary jmen a příjmení. Avšak i po této redukci
slov bylo pravidel velmi mnoho. Po zvážení výpočetní náročnosti tohoto procesu
nebyla tato část implementována, protože by to způsobilo velké prodloužení doby
zpracování slov a tím pádem by se stal lemmatizátor po této stránce neefektivním.
Další komplikací, která byla během vývoje objevena, je problematika mnohoznač-
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ných slov. Týká se to slov typu jí, kde není zcela jasné o jaký základní tvar slova
se jedná, zda o sloveso jíst nebo o zájmeno ona. Ani po intenzivním individuálním
hledání a vymýšlení jak vyřešit tento problém nebylo nalezeno řešení. Proto byla
učiněna konzultace s předními odborníky v tomto oboru a z té vyplynulo, že tuto
problematiku řeší nástroj nazvaný mofrologický desambiguátor. Jedná se o nástroj,
který s velkou pravděpodobností z kontexu věty určí správný základní tvar slova.
Další věcí vyplývající z konzultace bylo to, že vývoj tohoto nástroje by vydal na další
diplomovou ne-li dizertační práci. Z tohoto důvodu není implementován do této
práce.
Jelikož existují výše uvedené problémy, tak právě tyto komplikace by mohly být
dalším tématem na rošíření tohoto lemmatizátoru. A jelikož již nyní pracuje s úspěš-
ností kolem 97%, tak vyřešením těchto problémů by se poté mohla jeho úspěšnost
blížit požadovaným 100%. Tím by se z něj stal velice sofistikovaný a kvalitní nástroj
pro lemmatizaci českého jazyka.
Byla také vytvořena trénovací množina dat s rozsahem přes sto šest tisíc slov.
Jsou v ní zahrnuty různé oblasti českého jazyka (ekonomika, technika, sport, apod.),
takže se jedná o velmi propracovanou databázi. Konkrétním obsahem této databáze
jsou různé články, které byly následně upraveny do správné podoby - základního
tvaru slova. Tato trénovací data je možné libovolně použít i v dalších akademických
pracích podobných této.
Celý proces lemmatizace je implementován v programovacím jazyku Java.
V něm zatím neexistuje žádný podobný lemmatizátor českého jazyka a jedná se tedy
o první lemmatizátor svého druhu takto naprogramovaný. Tato práce je součástí vět-
šího projektu, který je možné použít například v Call centrech pro detekci emocí
z textu.
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KBS Knowledge Based System
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58
SEZNAM PŘÍLOH
A Diagramy aktivit a tříd 60
A.1 Diagram aktivit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
A.2 Diagramy tříd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
B Seznam interpunkčních znamének 65
C Seznam stop slov 66
D Výpočetní náročnost lemmatizátoru 67
E Adresářová struktura přiloženého CD 68
59
A DIAGRAMY AKTIVIT A TŘÍD
A.1 Diagram aktivit
Obr. A.1: Diagram aktivit lemmatizátoru.
60
A.2 Diagramy tříd
Obr. A.2: Diagram tříd celé aplikace.
61
Obr. A.3: Diagram tříd v balíčku main a utils.
62
Obr. A.4: Diagram tříd v balíčku dt a algorithms.
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Obr. A.5: Diagram tříd v balíčku algorithms.
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B SEZNAM INTERPUNKČNÍCH ZNAMÉNEK
\ [ [ =
, . / ’
; „ÿ ´ §
> < ◦ :
” ? { }
| ( )
+ − & *
! @ # $
% - ∼ ˆ
`
Tab. B.1: Tabulka použitých interpunkčních znamének.
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C SEZNAM STOP SLOV
a jeho moji někdo protože ti z
ačkoli její možná některý před tím za
ahoj jejich můj nemají přes tímto zač
ale jemu muset nemáme přese to zatím
anebo jen musí nemáte rovně tobě zatímco
ano jenom my neměl s tohle zato
asi jenž na němu se tom zda
aspoň jestli nad nestačí si toto ze
až jestliže nade nevadí skoro trošku že
bez ještě nám než smí třeba
beze jež námi ní snad tvá
bohužel jich naproti nic spolu tvé
by jimi nás nich svůj tvoje
bys již náš ním svých tvůj
čau k naše nimi ta ty
co kam naši o tady u
či kde ne od tak určitě
dál kdo ně ode takhle už
dále kdy nebo on taky v
daleko když nebyl ona tam vám
děkovat ke nebyla oni tamhle vámi
děkuje kolik nebyli ono tamhleto vás
děkujeme kromě nebylo ony tamto váš
děkuješ která nebyly pak té vaše
děkujete které něco po tě vaši
děkuji který nedělá podle tebe ve
děkují kteří nedělají pořád tebou vedle
do kvůli nedělám potom tedy více
docela mé neděláme pozdě těchto vlastně
ho mě neděláš pro těm všechno
i mezi neděláte proč těmto všichni
já mí nějak prosím ten vůbec
jak mně nejsi prostě tento vy
jde moje někde proti této vždy
Tab. C.1: Tabulka použitých stop slov.
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D VÝPOČETNÍ NÁROČNOST LEMMATIZÁ-
TORU
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Obr. D.1: Časová výpočetní náročnost vyvinutého lemmatizátoru.
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E ADRESÁŘOVÁ STRUKTURA PŘILOŽENÉHO
CD
CD
Trénovací množina
Určení základního tvaru slova
Určení základního tvaru slova.jar
Určení základního tvaru slova.pdf
Obr. E.1: Adresářová struktura položek na CD
Ve složce s názvem „Trénovací množinaÿ jsou umístěna všechna data pro ověření
funkčnosti (úspěšnosti) lemmatizátoru. Soubory s původními neupravenými texty
jsou nazvány „XXXX Original.txtÿ, kde znaky „XXXXÿ vyjadřují číslo souboru.
Naopak upravené texty do základního tvaru mají v názvu místo slova „Originalÿ
slovo „Lemmaÿ. Jinak se názvy nijak neliší.
Adresář „Určení základního tvaru slovaÿ obsahuje kompletní zdrojové kódy pro-
gramu.
Soubor nazývající se „Určení základního tvaru slova.jarÿ reprezentuje program
ve spustitelné formě. Obsahuje všechny soubory projektu z výše zmíněného adresáře
zkompilované do jednoho.
Posledním záznamem na CD je textová podoba diplomové práce s názvem „Ur-
čení základního tvaru slova.pdfÿ.
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