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COUPLING CONSTANT DEPENDENCE
FOR THE SCHRO¨DINGER EQUATION
WITH AN INVERSE-SQUARE POTENTIAL
A.G. SMIRNOV
Abstract. We consider the one-dimensional Schro¨dinger equation −f ′′ +
qαf = Ef on the positive half-axis with the potential qα(r) = (α − 1/4)r−2.
It is known that the value α = 0 plays a special role in this problem: all
self-adjoint realizations of the formal differential expression −∂2r + qα(r) for
the Hamiltonian have infinitely many eigenvalues for α < 0 and at most one
eigenvalue for α ≥ 0. For each complex number ϑ, we construct a solution
Uαϑ (E) of this equation that is entire analytic in α and, in particular, is not
singular at α = 0. For α < 1 and real ϑ, the solutions Uαϑ (E) determine a uni-
tary eigenfunction expansion operator Uα,ϑ : L2(0,∞) → L2(R,Vα,ϑ), where
Vα,ϑ is a positive measure on R. We show that each operator Uα,ϑ diagonal-
izes a certain self-adjoint realization hα,ϑ of the expression −∂2r + qα(r) and,
moreover, that every such realization is equal to hα,ϑ for some ϑ ∈ R. Em-
ploying suitable singular Titchmarsh–Weyl m-functions, we explicitly find the
spectral measures Vκ,ϑ and prove their smooth dependence on α and ϑ. Using
the formulas for the spectral measures, we analyse in detail how the transition
through the point α = 0 occurs for both the eigenvalues and the continuous
spectrum of hα,ϑ.
1. Introduction
This paper is devoted to eigenfunction expansions connected with the one-
dimensional Schro¨dinger equation 1
−∂2rf(r) +
α− 1/4
r2
f(r) = Ef(r), r ∈ R+,(1.1)
where α and E are real parameters and R+ denotes the positive half-axis (0,∞).
There are two special values of the coupling constant α at which this problem
undergoes a structural change. One of them is α = 1. For α < 1, all solutions
of (1.1) are square-integrable on the interval (0, a) for every a > 0. At the same
time, only one solution (up to a constant factor) for each E possesses this property
for α ≥ 1. In terms of the well-known Weyl alternative, this means that the
differential expression
−∂2r +
α− 1/4
r2
(1.2)
Key words and phrases. Schro¨dinger equation, inverse-square potential, self-adjoint extension,
eigenfunction expansion, Titchmarsh-Weyl m-function.
1The shift of the coupling constant by 1/4 in the potential term is a matter of technical
convenience: it allows us to get simpler expressions for the solutions of (1.1).
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2 A.G. SMIRNOV
corresponds at r = 0 to the limit point case for α ≥ 1 and to the limit circle case
for α < 1. As a consequence, (1.2) has a unique self-adjoint realization in L2(R+)2
for α ≥ 1 and infinitely many self-adjoint realizations in L2(R+) for α < 1. The
latter correspond to various self-adjoint boundary conditions at r = 0.
Another special value of α is α = 0. It has long been known [4, 16] that the
spectrum of all self-adjoint realizations of (1.2) is not bounded from below and
contains infinitely many negative eigenvalues for α < 0. On the other hand, every
self-adjoint realization of (1.2) has at most one eigenvalue for α ≥ 0 (the continuous
spectrum is [0,∞) for all real α).
If κ ∈ R and α = κ2, then the function3 f(r) = √rJκ(
√
Er), where Jκ is the
Bessel function of the first kind of order κ, is a solution of (1.1) for every E > 0
(this follows immediately from the fact that Jκ satisfies the Bessel equation). These
solutions can be used to expand square-integrable functions on R+. More precisely,
given κ ≥ 0 and a square-integrable complex function ψ on R+ that vanishes for
large r, we can define the function ψˆ on R+ by setting
ψˆ(E) =
1√
2
∫ ∞
0
√
rJκ(
√
Er)ψ(r) dr, E > 0.(1.3)
The map ψ → ψˆ then coincides up to a change of variables with the well-known
Hankel transformation [12] and induces a uniquely determined unitary operator
in L2(R+). Since the development of a general theory of singular Sturm–Liouville
operators by Weyl [26], this transformation has been used by many authors to illus-
trate various approaches to eigenfunction expansions for problems of this type [27,
23, 17, 9, 8, 15].
For α ≥ 1, transformation (1.3) with κ = √α provides an eigenfunction expan-
sion (i.e., a diagonalizing unitary operator) for the unique self-adjoint realization
of (1.2). If 0 ≤ α < 1, then it is an eigenfunction expansion for one of infinitely
many self-adjoint realizations of (1.2), namely, for the Friedrichs extension of the
minimal operator hα associated with (1.2) (see [7]; the precise definition of hα will
be given later in this section). As we shall see, the latter is not bounded from
below and, therefore, has no Friedrichs extension for α < 0. Accordingly, the right-
hand side of (1.3) as a function of α has a branch point at α = 0 and cannot be
analytically continued to the region α < 0.
For α ≥ 0, eigenfunction expansions corresponding to all self-adjoint realizations
of (1.2) were found in [23] (however, without explicitly using the language of oper-
ators in Hilbert space). In [16], all self-adjoint Hamiltonians associated with (1.2)
and corresponding eigenfunction expansions were constructed for every real α using
the theory of self-adjoint extensions of symmetric operators (a somewhat different
treatment of this problem in the framework of self-adjoint extensions can be found
in [10, 11]).
The generalized eigenfunctions used in [23, 16, 10, 11] had the same type of
branch point singularity at α = 0 as that appearing in Hankel transformation (1.3).
As a result, the cases 0 < α < 1, α = 0, and α < 0 were treated separately and
eigenfunction expansions for α = 0 could not be obtained from those for 0 < α <
2Here and subsequently, we let L2(R+) denote the Hilbert space of (equivalence classes of)
square-integrable complex functions on R+.
3In this paper, we use the symbol
√
x only for nonnegative x; the notation z1/2 will be used
for a suitable branch of the square root in the complex plane.
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1 and α < 0 by taking the limit α → 0. In [20], we considered problem (1.1)
with α = κ2 and constructed a parametrization of self-adjoint realizations of (1.2)
and corresponding eigenfunction expansions that is continuous in κ on the interval
(−1, 1) (and, in particular, at κ = 0). This work was motivated by our previous
research [19] of the Aharonov–Bohm model, where zero and nonzero κ correspond
to integer and noninteger values of the dimensionless magnetic flux through the
solenoid. In terms of α, the results of [20] give a continuous transition from the
region 0 < α < 1 to α = 0.
In this paper, we extend the treatment in [20] to also cover the region α < 0.
We parametrize all eigenfunction expansions associated with (1.2) in such a way
that the generalized eigenfunctions turn out to be analytic in α for α < 1, while
the corresponding spectral measures are infinitely differentiable in α on the same
interval. Using explicit formulas for the spectral measures, we analyse in detail
how the transition through the point α = 0 occurs for both the eigenvalues and the
continuous spectrum of self-adjoint realizations of (1.2) in this parametrization.
We now give a brief structural description of our results.
For every α ∈ C, we define the function qα on R+ by setting
qα(r) =
α− 1/4
r2
, r > 0.(1.4)
For real α, qα is the potential term in (1.2).
Let λ+ be the restriction to R+ of the Lebesgue measure λ on R and D be the
space of all complex continuously differentiable functions on R+ whose derivative
is absolutely continuous on R+ (i.e., absolutely continuous on every segment [a, b]
with 0 < a ≤ b <∞). Given α, z ∈ C, we let Lα,z denote the linear operator from
D to the space of complex λ+-equivalence classes such that
(Lα,zf)(r) = −f ′′(r) + qα(r)f(r)− zf(r)(1.5)
for λ-a.e.4 r ∈ R+ and set
Lα = Lα,0.(1.6)
Let α ∈ R. We define the linear subspace ∆α of D by setting
∆α = {f ∈ D : f and Lαf are both square-integrable on R+}.(1.7)
For every linear subspace Z of ∆α, let Hα(Z) be the linear operator in L2(R+)
defined by the relations5
DHα(Z) = {[f ] : f ∈ Z},
Hα(Z)[f ] = Lαf, f ∈ Z,(1.8)
where [f ] = [f ]λ+ denotes the λ+-equivalence class of f . We clearly have C
∞
0 (R+) ⊂
∆α, where C
∞
0 (R+) is the space of all smooth functions on R+ with compact
support. The operator
hˇα = Hα(C
∞
0 (R+))(1.9)
is obviously symmetric and, hence, closable. The closure of hˇα is denoted by hα,
hα = hˇα.(1.10)
4Throughout the paper, a.e. means either “almost every” or “almost everywhere.”
5Here and subsequently, we let DF denote the domain of definition of a map F .
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We shall see that the adjoint h∗α of hα is given by
h∗α = Hα(∆α).(1.11)
If T is a symmetric extension of hα, then h
∗
α is an extension of T
∗ and hence of T .
By (1.11), we conclude that T is of the form Hα(Z) for some subspace Z of ∆α.
Self-adjoint operators of the form Hα(Z) can be naturally viewed as self-adjoint
realizations of differential expression (1.2). If Hα(Z) is self-adjoint, then equal-
ity (1.11) and the closedness of hα imply that Hα(Z) is an extension of hα because
Hα(∆α) is an extension of Hα(Z). Therefore, the self-adjoint realizations of (1.2)
are precisely the self-adjoint extensions of hα (or, equivalently, of hˇα).
For every α, z ∈ C, we shall construct real-analytic functions Aα(z) and Bα(z)
on R+ such that
Lα,zAα(z) = Lα,zBα(z) = 0, α, z ∈ C.(1.12)
The functions Aα(z) and Bα(z) are real for real α and z. Moreover, the quantities6
Aα(z|r) and Bα(z|r) are entire analytic in α and z for every fixed r > 0 and, in
particular, are not singular at α = 0. If α < 1 and z ∈ C, then Aα(z) and Bα(z) are
linear independent and are both square-integrable on the interval (0, a) for every
a > 0 (as mentioned above, we have the limit circle case for α < 1).
Given f, g ∈ D, we let Wr(f, g) denote the Wronskian of f and g at a point
r > 0,
Wr(f, g) = f(r)g
′(r)− f ′(r)g(r).(1.13)
Clearly, r →Wr(f, g) is an absolutely continuous function on R+.
For every α, ϑ, z ∈ C, we define the function Uαϑ (z) on R+ by the relation
Uαϑ (z) = Aα(z) cosϑ+ Bα(z) sinϑ.(1.14)
By (1.12), we obviously have
Lα,zUαϑ (z) = 0, α, ϑ, z ∈ C.(1.15)
The properties of Aα(z) and Bα(z) imply that Uαϑ (z) is real for real α, ϑ, and
z and the quantity Uαϑ (z|r) is entire analytic in α, ϑ, and z for every fixed r >
0. If α < 1, then Uαϑ (z) is nontrivial for every ϑ, z ∈ C. We shall show that
limr↓0Wr(Uαϑ (z),Uαϑ (z′)) = 0 for all α < 1, ϑ ∈ R, and z, z′ ∈ C. This condition
means that Uαϑ (z|r) for various z have the same asymptotics as r ↓ 0.
Let f ∈ D and α, ϑ, z ∈ C. In view of (1.15), integration by parts yields∫ a
r
(Lα,zf)(r
′)Uαϑ (z|r′) dr′ = Wr(Uαϑ (z), f)−Wa(Uαϑ (z), f)
for every a, r > 0. If α < 1, then Uαϑ (z) is square-integrable on (0, a) for every a > 0
and this equality implies that Wr(Uαϑ (z), f) has a limit as r ↓ 0 for every ϑ, z ∈ C
and f ∈ ∆α. Given α < 1 and ϑ ∈ R, we define the operator hα,ϑ in L2(R+) by
the relation
hα,ϑ = Hα(Zα,ϑ),(1.16)
where the linear subspace Zα,ϑ of ∆α is given by
Zα,ϑ = {f ∈ ∆α : lim
r↓0
Wr(Uαϑ (0), f) = 0}.(1.17)
6Given a map F whose values are also maps, we let F (x|y) denote the value of F (x) at a point
y: F (x|y) = (F (x))(y).
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By (1.14) and the definition of hα,ϑ, we have
hα,ϑ+pi = hα,ϑ, α < 1, ϑ ∈ R.(1.18)
The next statement gives a complete description of the self-adjoint extensions of
hα for every α ∈ R.
Theorem 1.1. For α ≥ 1, the operator hα is self-adjoint. If α < 1, then hα,ϑ is
a self-adjoint extension of hα for every ϑ ∈ R and, conversely, every self-adjoint
extension of hα is equal to hα,ϑ for some ϑ ∈ R. Given ϑ, ϑ′ ∈ R, we have hα,ϑ =
hα,ϑ′ if and only if ϑ− ϑ′ ∈ piZ.
As will be obvious from the explicit definitions of Aα(z) and Bα(z) in Sec. 2,
these functions are actually square integrable on intervals (0, a) with a > 0 for all
α belonging to the domain
Π = {α ∈ C : α = κ2 for some κ ∈ C such that |Reκ| < 1}.
and all z ∈ C. Hence, the above definition of hα,ϑ can be naturally extended to all
α ∈ Π and ϑ ∈ C. Moreover, it is possible to show that such an extended family
of operators is holomorphic on Π× C in the sense of Kato (see Ch. 7 in [13]) and,
therefore, hα,ϑ with α < 1 and ϑ ∈ R constitute a real-analytic family of operators.
This can be proved using a technique similar to that employed in [3] for the case
of extensions of hα homogeneous with respect to dilations of R+. However, the
analysis of hα,ϑ for complex α and ϑ is beyond the scope of this paper.
7 In the
sequel, we confine ourselves to the self-adjoint case α < 1, ϑ ∈ R.
Given a positive Borel measure ν on R and a ν-measurable complex function g,
we let T νg denote the operator of multiplication by g in the Hilbert space L2(R, ν) of
ν-square-integrable complex functions on R.8 If g is real, then T νg is self-adjoint. We
let Lc2(R+) denote the subspace of L2(R+) consisting of all its elements vanishing
λ-a.e. outside some compact subset of R+.
It turns out that the functions Uαϑ (E) with real E can be used as generalized
eigenfunctions for constructing eigenfunction expansions for hα,ϑ. More precisely,
for every α < 1 and ϑ ∈ R, we shall construct a positive Radon measure9 Vα,ϑ on
R such that ∫
R
dVα,ϑ(E)
E2 + 1
<∞(1.19)
and the following statement holds.
Theorem 1.2. Let α < 1 and ϑ ∈ R. Then there is a unique unitary operator
Uα,ϑ : L2(R+)→ L2(R,Vα,ϑ) such that
(Uα,ϑψ)(E) =
∫ ∞
0
Uαϑ (E|r)ψ(r) dr, ψ ∈ Lc2(R+),
for Vα,ϑ-a.e. E, and we have
hα,ϑ = U
−1
α,ϑT Vα,ϑι Uα,ϑ,(1.20)
7The spectral analysis of a holomorphic family similar to hα,ϑ can be found in [5], where,
however, κ rather than α was used as a parameter and the case α = 0 was treated separately.
8More precisely, T νg is the operator in L2(R, ν) whose graph consists of all pairs (ϕ1, ϕ2) such
that ϕ1, ϕ2 ∈ L2(R, ν) and ϕ2(E) = g(E)ϕ1(E) for ν-a.e. E.
9We recall that a Borel measure ν on R is called a Radon measure on R if ν(K) <∞ for every
compact set K ⊂ R.
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where ι is the identity function on R (i.e., ι(E) = E for all E ∈ R).
Clearly, the measures Vα,ϑ (which will be referred to as the spectral measures)
contain all information about the spectral properties of the operators hα,ϑ. In
particular, E ∈ R is an eigenvalue of hα,ϑ if and only if the measure Vα,ϑ of the
one-point set {E} is strictly positive. In agreement with (1.14) and (1.18), Vα,ϑ is
pi-periodic in ϑ,
Vα,ϑ+pi = Vα,ϑ, α < 1, ϑ ∈ R.(1.21)
Let ω be the pi-periodic function on R such that
ω(ϑ) =
(
1− 2|ϑ|
pi
)2
, −pi
2
≤ ϑ ≤ pi
2
.(1.22)
Clearly, we have 0 ≤ ω(ϑ) ≤ 1 for all ϑ ∈ R. We define the subsets Q0, Q1, and
Q∞ of R2 by the relations (see Fig. 1)
Q0 = {(α, ϑ) ∈ R2 : ω(ϑ) ≤ α < 1},(1.23)
Q1 = {(α, ϑ) ∈ R2 : 0 ≤ α < ω(ϑ)},(1.24)
Q∞ = {(α, ϑ) ∈ R2 : α < 0}.(1.25)
The analysis of the measures Vα,ϑ shows that hα,ϑ has no eigenvalues for (α, ϑ) ∈
Q0, one eigenvalue for (α, ϑ) ∈ Q1, and infinitely many eigenvalues that are not
bounded from below for (α, ϑ) ∈ Q∞. Using a parametrization of generalized
eigenfunctions that is analytic on the entire domain
Q = Q0 ∪Q1 ∪Q∞ = {(α, ϑ) ∈ R2 : α < 1}(1.26)
allows us to understand in detail what happens to eigenvalues as we pass from Q∞
to Q1 through the line α = 0. It turns out that there is one eigenvalue that crosses
this line in an analytic manner, while the rest infinitely many eigenvalues tend
either to −∞ or to zero as α ↑ 0 and die away there. Moreover, the density of Vα,ϑ
corresponding to the continuous part of the spectrum turns out to be real-analytic
on Q.
If α < 0, then the operator hα is not bounded from below because otherwise it
would have self-adjoint extensions (e.g., its Friedrichs extension) that are bounded
from below, in contradiction to Theorem 1.1 and the described properties of eigen-
values of hα,ϑ for (α, ϑ) ∈ Q∞. On the other hand, it is easy to see that hα is
positive for α ≥ 0. Indeed, let f ∈ C∞0 (R+), ψ = [f ], and % be a real number.
Using the integration by parts, we easily derive from (1.9) that
〈ψ, hˇαψ〉 =
∫ ∞
0
r2%
(
|∂rf˜(r)|2 + α− 1/4− %
2 + %
r2
|f˜(r)|2
)
dr,
where 〈·, ·〉 is the scalar product in L2(R+) and the function f˜ on R+ is given by
f˜(r) = r−%f(r), r > 0. The maximum of −%2 +% is attained at % = 1/2 and is equal
to 1/4. Substituting this value to the above equality, we deduce that 〈ψ, hˇαψ〉 ≥ 0
for all α ≥ 0 and ψ ∈ Dhˇα . The positivity of hα for α ≥ 0 now follows from (1.10).
It seems probable that the dependence of Vα,ϑ on α and ϑ is not analytic at the
boundaries between the regions Q0, Q1, and Q∞, where eigenvalues arise and disap-
pear (however, we do not prove this claim in this paper). At the same time, we shall
show that this dependence is smooth on Q in a suitable sense. To formulate this
result precisely, we make use of the Schwartz space S of rapidly decreasing smooth
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Figure 1. The sets Q0, Q1, and Q∞ are represented by white,
dark gray, and light gray regions respectively.
functions. More specifically, S consists of all infinitely differentiable functions ϕ
on R such that
sup
E∈R, k∈{0,...,n}
|ϕ(k)(E)|(1 + |E|)n <∞
for every nonnegative integer n, where ϕ(k) stands for the kth derivative of ϕ. The
space S is widely used in the theory of generalized functions as the test function
space for tempered distributions. In view of (1.19), every ϕ ∈ S is Vα,ϑ-integrable
for all α < 1 and ϑ ∈ R.
Theorem 1.3. For every ϕ ∈ S , the function (α, ϑ)→ ∫ ϕ(E) dVα,ϑ(E) is infin-
itely differentiable on the domain Q given by (1.26).
Thus, our construction of eigenfunction expansions is, as a whole, at least infin-
itely differentiable.
When considering equation (1.1), it is convenient to set α = κ2 and find its solu-
tions as functions of κ (we have actually done so in the case of Hankel transforma-
tion (1.3)). To return to the initial variable α, it is then necessary to replace κ with
the square root of α. As was discussed above, this may lead to the appearance of
branch points and the loss of analyticity. This does not happen, however, if the so-
lution in question is an even holomorphic function of κ. Indeed, suppose we have an
even holomorphic function g, which will be assumed for simplicity to be entire. Then
g has the power series expansion of the form g(w) =
∑∞
k=0 ckw
2k for every w ∈ C.
If we define the entire analytic function G by the formula G(ζ) =
∑∞
k=0 ckζ
k, ζ ∈ C,
then we have
G(w2) = g(w)(1.27)
for all w ∈ C and, hence, G(ζ) can be viewed as a result of “substituting the square
root of ζ” in g. More generally, representations of type (1.27) can be obtained
for even holomorphic functions on arbitrary reflection-symmetric domains and for
the case of several complex variables (see Appendix A). Our construction of the
solutions Aα(z) and Bα(z) is based on the described technique. We shall first
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Figure 2. Solid and dashed lines correspond to the functions Cos
and Sinc respectively.
find functions aκ(z) and bκ(z) that are even in κ and satisfy (1.1) with α and E
replaced with κ2 and z respectively and then define Aα(z) and Bα(z) by requiring
that Aκ2(z) = aκ(z) and Bκ2(z) = bκ(z) for every κ, z ∈ C.
Simple examples of representations of type (1.27), which will be important for
us, are obtained if we choose g to be equal either to the cosine or the entire function
sinc that is defined by the formula
sincw =
{
w−1 sinw, w ∈ C \ {0},
1, w = 0.
Proceeding as above, we find that
cosw = Cos(w2), sincw = Sinc(w2)(1.28)
for every w ∈ C, where the entire functions Cos and Sinc are given by
Cos ζ =
∞∑
k=0
(−ζ)k
(2k)!
, Sinc ζ =
∞∑
k=0
(−ζ)k
(2k + 1)!
, ζ ∈ C.(1.29)
It follows from (1.28) that
Cos(−w2) = cos(iw) = chw, w Sinc(−w2) = w sinc(iw) = shw, w ∈ C.(1.30)
In particular, we have
Cos ξ = cos(
√
ξ), Sinc ξ = sinc(
√
ξ), ξ ≥ 0,(1.31)
Cos ξ = ch(
√
|ξ|), Sinc ξ = |ξ|−1/2 sh(
√
|ξ|), ξ < 0.(1.32)
The graphs of Cos ξ and Sinc ξ are shown in Fig. 2.
Formulas (1.31) and (1.32) show that, in spite of being analytic, the functions
Cos and Sinc are expressed in a piecewise way in terms of the standard trigono-
metric and hyperbolic functions. We shall see that various quantities related to the
spectral measures (such as eigenvalues and the density of the absolutely continuous
part of Vα,ϑ) can be conveniently expressed through Cos and Sinc. Accordingly,
the formulas for these quantities in terms of the ordinary elementary functions are
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of a piecewise nature. This suggests that Cos and Sinc are more suitable as “ele-
mentary functions” for our problem. Some properties of these functions that will
be necessary for us are summarized in Appendix B.
The paper is organized as follows. In Sec. 2, we define the solutions Aα(z)
and Bα(z) and the spectral measures Vα,ϑ, thus completing the formulation of
our results. The definition of the measures Vα,ϑ in Sec. 2 is given via Herglotz
representations (see Appendix C) of suitable holomorphic functions in the upper
complex half-plane and is not quite explicit. In Sec. 3, we obtain concrete formulas
for the point and absolutely continuous parts of Vα,ϑ. In particular, this allows us
to justify the “phase diagram” in Fig. 1 and analyze the dependence of eigenvalues
of hα,ϑ on α and ϑ. In Sec. 4, we recall the general theory concerning self-adjoint
extensions of one-dimensional Schro¨dinger operators and apply it to the proof of
Theorem 1.1. Our treatment of eigenfunction expansions relies on the method
of singular Titchmarsh–Weyl m-functions [15]. In Sec. 5, we briefly describe this
method and then use it to prove Theorem 1.2. Sec. 6 is devoted to the proof of
Theorem 1.3.
2. Definition of generalized eigenfunctions and spectral measures
2.1. Definition of Aα(z) and Bα(z). For any z, κ ∈ C, we define the function
uκ(z) on R+ by the relation
uκ(z|r) = r1/2+κXκ(r2z), r > 0,(2.1)
where the entire function Xκ is given by
Xκ(ζ) = 1
2κ
∞∑
n=0
(−1)nζn
Γ(κ+ n+ 1)n!22n
, ζ ∈ C.(2.2)
The function Xκ is closely related to Bessel functions: for ζ 6= 0, we have
Xκ(ζ) = ζ−κ/2Jκ(ζ1/2).(2.3)
Because Jκ satisfies the Bessel equation, it follows that
−∂2ru±κ(z|r) +
κ2 − 1/4
r2
u±κ(z|r) = zu±κ(z|r), r > 0,(2.4)
for every κ ∈ C and z 6= 0. By continuity, this is also true for z = 0. We therefore
have
Lκ2,zu
±κ(z) = 0, κ, z ∈ C.(2.5)
For every κ, z ∈ C, we define the function aκ(z) on R+ by setting
aκ(z) =
uκ(z)− u−κ(z)
κ
cosϑκ, κ ∈ C \ {0},(2.6)
and
a0(z|r) = lim
κ→0
aκ(z|r) = 2
[(
ln
r
2
+ γ
)
u0(z|r)−√rY(r2z)
]
, r > 0,(2.7)
where
ϑκ =
piκ
2
,(2.8)
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the entire function Y is given by
Y(ζ) =
∞∑
n=1
(−1)ncn
(n!)222n
ζn, cn =
n∑
j=1
1
j
,
and γ = limn→∞(cn − lnn) = 0, 577 . . . is the Euler constant.10
Further, for every κ, z ∈ C, we define the function bκ(z) on R+ by the formula
bκ(z) =
pi
2
(uκ(z) + u−κ(z)) sincϑκ,(2.9)
where ϑκ is given by (2.8).
Given ϕ ∈ R, we set Rϕ = {z ∈ C : z = reiϕ for some r ≥ 0} and
Cϕ = C \Rϕ.
Hence, Cϕ is the complex plane with a cut along the ray Rϕ.
The next statement shows that, notwithstanding a piecewise definition of aκ(z),
both quantities aκ(z|r) and bκ(z|r) are actually analytic in all their arguments.
Lemma 2.1. There are unique holomorphic functions F1 and F2 on C × C × Cpi
such that
F1(κ, z, r) = a
κ(z|r), F2(κ, z, r) = bκ(z|r), κ, z ∈ C, r > 0.(2.10)
The proof of Lemma 2.1 is given in Appendix D.
By (2.6) and (2.9), we have
aκ(z) = a−κ(z), bκ(z) = b−κ(z), κ, z ∈ C.(2.11)
For every α, z ∈ C, we define the functions Aα(z) and Bα(z) on R+ by the relations
Aα(z) = aκ(z) and Bα(z) = bκ(z), where κ ∈ C is such that κ2 = α (by (2.11), this
definition does not depend on the choice of κ). We therefore have
Aκ2(z) = aκ(z), Bκ2(z) = bκ(z), κ, z ∈ C.(2.12)
Equalities (2.4) and (2.6) imply that
−∂2raκ(z|r) +
κ2 − 1/4
r2
aκ(z|r) = z aκ(z|r), r > 0,(2.13)
for every κ ∈ C \ {0} and z ∈ C. By Lemma 2.1, we can take the limit κ → 0
and conclude that (2.13) also holds for κ = 0. We hence have Lκ2,za
κ(z) = 0 for
all κ, z ∈ C. Since Lκ2,zbκ(z) = 0 for every κ, z ∈ C by (2.5) and (2.9), it follows
from (2.12) that (1.12) is valid for all α, z ∈ C.
We now use Lemma 2.1 to prove that the quantities Aα(z|r) and Bα(z|r) enjoy
the same analyticity properties as aκ(z|r) and bκ(z|r).
Lemma 2.2. There are unique holomorphic functions G1 and G2 on C× C× Cpi
such that G1(α, z, r) = Aα(z|r) and G2(α, z, r) = Bα(z|r) for every α, z ∈ C and
r > 0.
Proof. Let F1 and F2 be as in Lemma 2.1. It follows from (2.10), (2.11), and the
uniqueness theorem for holomorphic functions that F1,2(κ, z, ζ) = F1,2(−κ, z, ζ) for
all κ, z ∈ C and ζ ∈ Cpi. The existence of G1 and G2 with the required properties
is therefore ensured by Lemma A.3, (2.10), and (2.12). The uniqueness of G1 and
G2 follows from the uniqueness theorem for holomorphic functions. 
10To compute the limit of aκ(z|r) as κ→ 0, we can apply L’Hoˆpital’s rule and use the equality
Γ′(1 + n)/Γ(1 + n) = cn − γ (see formula (9) in Sec. 1.7.1 in [6]).
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It follows from (1.14), (2.6), (2.9), and (2.12) that
Uκ2ϑ (z) =
uκ(z) cos(ϑ− ϑκ)− u−κ(z) cos(ϑ+ ϑκ)
κ
, z, ϑ ∈ C, κ ∈ C \ {0},(2.14)
where ϑκ is given by (2.8).
By (2.1) and (2.2), we have
uκ(z) = uκ¯(z¯), z, κ ∈ C,
where the bar means complex conjugation. In view of (2.6), (2.7), and (2.9), this
implies that aκ(z) and bκ(z) are real if z is real and κ is either real or purely
imaginary. Since every α ∈ R is equal to κ2 for some κ that is either real or purely
imaginary, it follows from (2.12) that Aα(z) and Bα(z) are real for every α, z ∈ R.
If f, g ∈ D are such that r → Wr(f, g) is a constant function on R+ (in partic-
ular, this is the case when f and g are solutions of Lα,zf = Lα,zg = 0 for some
α, z ∈ C), then its value will be denoted by W (f, g). Equality (2.5) implies that
Wr(u
κ(z), u−κ(z)) does not depend on r, and we derive from (2.1) and (2.2) that
W (uκ(z), u−κ(z)) = lim
r↓0
Wr(u
κ(z), u−κ(z)) = − 2
pi
sinpiκ, κ, z ∈ C.(2.15)
It follows from (2.6), (2.9), and (2.15) that W (aκ(z), bκ(z)) = −2pi sinc2 piκ for all
κ ∈ C \ {0} and z ∈ C. By Lemma 2.1, W (aκ(z), bκ(z)) is continuous in κ at κ = 0
and, therefore, this equality holds for all κ, z ∈ C. In view of (2.12), this yields
W (Aα(z),Bα(z)) = −2pi Sinc2(pi2α), α, z ∈ C.(2.16)
Hence, Aα(z) and Bα(z) are linearly independent for all α, z ∈ C such that α is not
a square of a nonzero integer number and, in particular, for all α < 1 and z ∈ C.
2.2. Definition of Vα,ϑ. We now turn to the definition of the spectral measures
Vα,ϑ. In what follows, we let ln denote the branch of the logarithm on C3pi/2
satisfying the condition ln 1 = 0 and set zρ = eρ ln z for all z ∈ C3pi/2 and ρ ∈ C.
Lemma 2.3. There is a unique holomorphic function R on C × C × C3pi/2 such
that
R(κ2, ϑ, z) =
z−κ/2eipiκ/2 cos(ϑ− ϑκ)− zκ/2e−ipiκ/2 cos(ϑ+ ϑκ)
κ
(2.17)
for every κ ∈ C \ {0}, ϑ ∈ C and z ∈ C3pi/2, where ϑκ is given by (2.8). The
function R satisfies the equality
R(0, ϑ, z) = (pii− ln z) cosϑ+ pi sinϑ(2.18)
for every ϑ ∈ C and z ∈ C3pi/2.
Proof. Let the function R˜ on C × C × C3pi/2 be such that R˜(κ, ϑ, z) is equal to
the right-hand side of (2.17) for nonzero κ and R˜(0, ϑ, z) is equal to the right-hand
side of (2.18). For every ϑ ∈ C and z ∈ C3pi/2, the function κ → R˜(κ, ϑ, z) is
holomorphic on C \ {0} and is continuous at κ = 0 (the calculation of the limit of
the right hand side of (2.17) shows that limκ→0 R˜(κ, ϑ, z) = R˜(0, ϑ, z)). This implies
that the function κ→ R˜(κ, ϑ, z) is holomorphic on C for every ϑ ∈ C and z ∈ C3pi/2.
On the other hand, the function (ϑ, z) → R˜(κ, ϑ, z) is obviously holomorphic on
C × C3pi/2 for every κ ∈ C. By the Hartogs theorem, we conclude that R˜ is
holomorphic on its domain. Moreover, we have R˜(−κ, ϑ, z) = R˜(κ, ϑ, z) for every
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κ, ϑ ∈ C and z ∈ C3pi/2. Hence, the existence of R follows from Lemma A.3. The
uniqueness of R is ensured by the uniqueness theorem for holomorphic functions.
Formula (2.18) is obvious from the above. 
It follows from (2.17) and (2.18) that
R(α, ϑ+ pi, z) = −R(α, ϑ, z)(2.19)
for every α, ϑ ∈ C and z ∈ C3pi/2.
Given z ∈ C3pi/2, there is a unique φ ∈ (−pi/2, 3pi/2) such that z = |z|eiφ. We
shall denote this φ by φz.
Lemma 2.4. Let R be as in Lemma 2.3. Then we have
Im
(
R(α, ϑ+ pi/2, z)R(α, ϑ, z)
)
= pi(φz − pi) Sinc((φz − pi)2α) Sinc(pi2α)(2.20)
for every α, ϑ ∈ R and z ∈ C3pi/2.
Proof. By (2.17), we have
κ2R(κ2, ϑ+ pi/2, Eeiφ)R(κ¯2, ϑ, Eeiφ) = i sin(φ− pi)κ sinpiκ+
+ cos(φ− pi)κ sin 2ϑ−Eκ cos(ϑ+ ϑκ) sin(ϑ+ ϑκ)−E−κ cos(ϑ− ϑκ) sin(ϑ− ϑκ)
for all κ ∈ C \ {0}, ϑ ∈ R, E > 0, and −pi/2 < φ < 3pi/2. If κ is real or purely
imaginary, then κ¯2 = κ2 and the sum of the last three terms in the right-hand side
is real. This implies (2.20) for nonzero α. By continuity, (2.20) remains valid for
α = 0. 
Let R be as in Lemma 2.3. For every α, ϑ ∈ C, we let Oα,ϑ denote the open
subset of C3pi/2, where the function z → R(α, ϑ, z) is nonzero,
Oα,ϑ = {z ∈ C3pi/2 : R(α, ϑ, z) 6= 0}.(2.21)
Suppose now that α < 1 and ϑ ∈ R. Then it follows from Lemma 2.4 that
C+ ∪ R+ ⊂ Oα,ϑ,(2.22)
where C+ denotes the open upper half-plane of the complex plane, C+ = {z ∈ C :
Im z > 0}. Let the holomorphic function Mα,ϑ on Oα,ϑ be defined by the equality
Mα,ϑ(z) = − R(α, ϑ+ pi/2, z)
2pi2 Sinc2(pi2α)R(α, ϑ, z)
, z ∈ Oα,ϑ.(2.23)
Lemma 2.4 implies that
ImMα,ϑ(z) =
(pi − φz) Sinc((pi − φz)2α)
2pi Sinc(pi2α)|R(α, ϑ, z)|2 , z ∈ Oα,ϑ.(2.24)
By Lemma B.1 and (2.22), we conclude that ImMα,ϑ(z) > 0 for every z ∈ C+ and,
hence, Mα,ϑ|C+ is a Herglotz function (see Appendix C). We now define Vα,ϑ as
the Herglotz (and, hence, Radon) measure associated with the function piMα,ϑ|C+ .
It follows from (C.2) and Lemma C.1 that (1.19) is valid and∫
ϕ(E) dVα,ϑ(E) = lim
η↓0
∫
ϕ(E)ImMα,ϑ(E + iη) dE(2.25)
for every continuous complex function ϕ on R satisfying the bound |ϕ(E)| ≤
C(1 + E2)−2, E ∈ R, for some C ≥ 0. In particular, (2.25) holds for every contin-
uous function ϕ on R with compact support. In view of the Riesz representation
theorem, this implies that Vα,ϑ is uniquely determined by equality (2.25). It follows
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from (2.19) and (2.23) that Mα,ϑ+pi =Mα,ϑ and, therefore, Vα,ϑ has pi-periodicity
property (1.21).
3. Explicit formulas for the spectral measures
In this section, we assume that Theorems 1.1 and 1.2 are valid and obtain ex-
plicit expressions for both the point and absolutely continuous parts of the spectral
measures Vα,ϑ. The proofs of Theorems 1.1 and 1.2 in Secs. 4 and 5 do not rely on
the results of this section.
3.1. General structure of Vα,ϑ. Given a positive Radon measure ν on R, we let
Lc2(R, ν) denote the subspace of L2(R, ν) consisting of all its elements vanishing
ν-a.e. outside some compact subset of R.
Lemma 3.1. Let α < 1, ϑ ∈ R, and Uα,ϑ be as in Theorem 1.2. Then we have
(U−1α,ϑϕ)(r) =
∫
Uαϑ (E|r)ϕ(E) dVα,ϑ(E), ϕ ∈ Lc2(R,Vα,ϑ),(3.1)
for λ-a.e. r ∈ R+. An E ∈ R is an eigenvalue of hα,ϑ if and only if Vα,ϑ({E}) > 0.
For every eigenvalue E, the corresponding eigenspace is one-dimensional and is
spanned by [Uαϑ (E)], and we have ‖[Uαϑ (E)]‖ = Vα,ϑ({E})−1/2.
Proof. For brevity, we set h = hα,ϑ, U = Uα,ϑ, V = Vα,ϑ, and U = Uαϑ . Given
ϕ ∈ Lc2(R,V) and r > 0, let ϕˇ(r) denote the right-hand side of (3.1). By the
unitarity of U and the Fubini theorem, we have
〈ψ,U−1ϕ〉L2(R+) = 〈Uψ,ϕ〉L2(R,V) =
=
∫
R
dV(E)ϕ(E)
∫
R+
ψ(r)U(E|r) dr =
∫
R+
ψ(r)ϕˇ(r) dr
for any ψ ∈ Lc2(R+), where 〈·, ·〉L2(R+) and 〈·, ·〉L2(R,V) are the scalar products in
L2(R+) and L2(R,V) respectively. This implies (3.1). Given E ∈ R, let GE be the
subspace of L2(R+) composed of all ψ in the domain of h such that hψ = Eψ and
G˜E be the subspace of L2(R,V) composed of all ϕ in the domain of T Vι such that
T Vι ϕ = Eϕ, where ι is the identity function on R. By Theorem 1.2, U induces an
isomorphism between GE and G˜E for every E ∈ R. This means, in particular, that
the operators h and T Vι have the same eigenvalues. Hence, E ∈ R is an eigenvalue
of h if and only if V({E}) > 0. If V({E}) > 0, then G˜E is one-dimensional and
is spanned by [χE ]V , where χE is the characteristic function of the one-point set
{E}. By (3.1), we have U−1[χE ]V = V({E})[Uαϑ (E)]. The space GE is therefore
one-dimensional and is spanned by [Uαϑ (E)]. Since the norm of [χE ]V in L2(R,V) is
equal to V({E})1/2, the unitarity of U implies that ‖[Uαϑ (E)]‖ = Vα,ϑ({E})−1/2. 
As in Sec. 1, let ω be the pi-periodic function on R satisfying (1.22) and let Q0,
Q1, Q∞, and Q be defined by (1.23), (1.24), (1.25), and (1.26) respectively. We set
Q≥1 = Q1 ∪Q∞ = {(α, ϑ) ∈ R2 : α < ω(ϑ)}.(3.2)
We obviously have
Q0 ∩Q≥1 = ∅, Q0 ∪Q≥1 = Q.(3.3)
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By (1.22), we have
Cos
pi2ω(ϑ)
4
= cos
(pi
2
− |ϑ|
)
= | sinϑ|(3.4)
for every ϑ ∈ [−pi/2, pi/2]. Since both sides of (3.4) are pi-periodic, (3.4) remains
valid for all ϑ ∈ R. By Lemma B.1, the function α → Cos(pi2α/4) is nonnegative
and strictly decreasing on (−∞, 1]. Hence, for every α < 1 and ϑ ∈ R, we have the
chain of equivalent conditions
α < ω(ϑ)⇔ Cos pi
2ω(ϑ)
4
< Cos
pi2α
4
⇔ | sinϑ| < Cos pi
2α
4
⇔ sin2 ϑ < Cos2 pi
2α
4
.
In view of (1.23) and (3.2), it follows that
Q0 = {(α, ϑ) ∈ R2 : α < 1 and sin2 ϑ ≥ Cos2(pi2α/4)},(3.5)
Q≥1 = {(α, ϑ) ∈ R2 : α < 1 and sin2 ϑ < Cos2(pi2α/4)}.(3.6)
Given α, ϑ ∈ C, we set
Σα,ϑ = {E < 0 : R(α, ϑ,E) = 0},(3.7)
where R is as in Lemma 2.3. By (2.17), we have
E ∈ Σκ2,ϑ ⇐⇒ E < 0 and |E|−κ/2 cos(ϑ− ϑκ) = |E|κ/2 cos(ϑ+ ϑκ)(3.8)
for every κ ∈ C \ {0} and ϑ ∈ C.
In view of (2.21) and (2.22), we have R(α, ϑ,E) 6= 0 for every α < 1, ϑ ∈ R and
E > 0. For every α < 1 and ϑ ∈ R, we define the function tα,ϑ by the formula
tα,ϑ(E) =
{ 1
2|R(α,ϑ,E)|2 , E > 0,
0, E ≤ 0.(3.9)
Given a positive Radon measure ν on R, we set
P(ν) = {E ∈ R : ν({E}) > 0}.
Since ν is σ-additive, the set P(ν) is at most countable. We define the continuous
part νc and the point part νp of ν by the relations
νc = (1− χP(ν)) ν, νp = χP(ν) ν,(3.10)
where χP(ν) is the characteristic function of the set P(ν) (i.e., it is equal to unity
on P(ν) and to zero on R \ P(ν)). Clearly, νc({E}) = 0 for every E ∈ R and
ν = νc + νp.
A function ϕ on R is νp-integrable if and only if the family {ν({E})ϕ(E)}E∈P(ν)
is summable, in which case we have∫
ϕ(E) dνp(E) =
∑
E∈P(ν)
ν({E})ϕ(E).(3.11)
Thus, to completely describe a positive Radon measure ν on R, it suffices to find
P(ν) and νc and specify ν({E}) for every E ∈ P(ν). The next theorem gives such
a description for the measures Vα,ϑ. As in Sec. 1, we let λ denote the Lebesgue
measure on R.
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Theorem 3.2. For every α < 1 and ϑ ∈ R, we have P(Vα,ϑ) = Σα,ϑ and Vcα,ϑ =
tα,ϑ λ, where tα,ϑ is given by (3.9). If (α, ϑ) ∈ Q0, then Σα,ϑ = ∅. If (α, ϑ) ∈ Q≥1
and E ∈ Σα,ϑ, then
Vα,ϑ({E}) = |E|
2 Sinc(pi2α)(Cos2(pi2α/4)− sin2 ϑ) .(3.12)
Corollary 3.3. Let α < 1 and ϑ ∈ R. Then the set of eigenvalues of hα,ϑ is pre-
cisely Σα,ϑ. For every E ∈ Σα,ϑ, the corresponding eigenspace is one-dimensional
and is spanned by [Uαϑ (E)], and we have∫ ∞
0
Uαϑ (E|r)2 dr = 2|E|−1 Sinc(pi2α)(Cos2(pi2α/4)− sin2 ϑ).
Proof. The statement follows immediately from Lemma 3.1 and Theorem 3.2. 
To prove Theorem 3.2, we shall need several auxiliary lemmas.
Lemma 3.4. Let κ ∈ C be such that −1 < |Re κ| < 1 and f ∈ D be a nontrivial
solution of Lκ2f = 0. Then f is not square-integrable on R+.
Proof. If L0f = 0, then there exist c1, c2 ∈ C such that f(r) = c1r1/2 + c2r1/2 ln r
for all r > 0. It is straightforward to verify that such a function is square-integrable
on R+ if and only if c1 = c2 = 0. This proves our statement for κ = 0. If
κ = κ′ + iκ′′ is nonzero and Lκ2f = 0, then there exist c1, c2 ∈ C such that
f(r) = c1r
1/2+κ + c2r
1/2−κ for all r > 0. Since |κ′| < 1, f is square-integrable on
(0, r] for every r > 0, and we have∫ r
0
|f(r′)|2dr′ = g(r)
2
+ Re
c1c¯2r
2+2iκ′′
1 + iκ′′
(3.13)
for every r > 0, where the function g on R+ is given by
g(r) =
|c1|2r2+2κ′
1 + κ′
+
|c2|2r2−2κ′
1− κ′ , r > 0.(3.14)
Applying the inequality 2ab ≤ a2 + b2 to g(r), we obtain
g(r)
2
≥ |c1c2|r
2
√
1− κ′2 =
1
σ
∣∣∣∣∣c1c¯2r2+2iκ
′′
1 + iκ′′
∣∣∣∣∣ , r > 0,
where σ = [(1 + κ′′2)−1(1− κ′2)]1/2. In view of (3.13), we conclude that∫ r
0
|f(r′)|2dr′ ≥ 1− σ
2
g(r)(3.15)
for every r > 0. Since κ 6= 0, we have σ < 1. If f is nontrivial, then c1 and c2 are
not both zero and it follows from (3.14) that g(r)→∞ as r →∞. By (3.15), this
implies that
∫ r
0
|f(r′)|2dr′ → ∞ as r → ∞ and, hence, f is not square-integrable
on R+. 
In what follows, we set R− = (−∞, 0).
Lemma 3.5. Let α < 1, ϑ ∈ R, and χ be the characteristic function of Σα,ϑ. Then
we have (1− χ)Vα,ϑ = tα,ϑ λ.
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Proof. Let ν = (1− χ)Vα,ϑ and ν′ = tα,ϑλ. Let O be the open subset of R defined
by the relation O = R+ ∪ (R− \ Σα,ϑ). As R = O ∪ Σα,ϑ ∪ {0}, it suffices to show
that ν and ν′ have the same restrictions to each of the sets O, Σα,ϑ, and {0}.
Since the functions tα,ϑ and 1 − χ are locally bounded on O and Vα,ϑ and λ are
Radon measures on R, the restrictions of ν and ν′ to O are Radon measures on O.
By (2.21), (2.22), and (3.7), we have O ⊂ Oα,ϑ, and it follows from (2.24) and (3.9)
that ImMα,ϑ(E) = tα,ϑ(E) for every E ∈ O. Since 1 − χ is equal to unity on O,
(2.25) and the dominated convergence theorem imply that∫
ϕ(E) dν(E) =
∫
ϕ(E) dVα,ϑ(E) =
∫
tα,ϑ(E)ϕ(E) dE =
∫
ϕ(E) dν′(E)
for every continuous function ϕ on R with compact support such that suppϕ ⊂ O.
By the Riesz representation theorem, we conclude that ν|O = ν′|O. Because 1− χ
and tα,ϑ vanish on Σα,ϑ, both ν and ν
′ have zero restrictions to Σα,ϑ. We now note
that Vα,ϑ({0}) = 0 because otherwise Uαϑ (0) would be a nontrivial square-integrable
function on R+ by Lemma 3.1, in contradiction to (1.15) and Lemma 3.4. Since
ν′({0}) = 0 and ν({0}) = Vα,ϑ({0}), we conclude that ν({0}) = ν′({0}). 
Using elementary trigonometric transformations, we find that
cos(ϑ− ϑκ) cos(ϑ+ ϑκ) = cos2(piκ/2)− sin2 ϑ = Cos2(pi2κ2/4)− sin2 ϑ(3.16)
for all κ, ϑ ∈ C, where ϑκ is given by (2.8). In view of (3.6), this equality implies
that
cos(ϑ− ϑκ) cos(ϑ+ ϑκ) > 0(3.17)
for all ϑ ∈ R and κ ∈ C such that (κ2, ϑ) ∈ Q≥1.
Lemma 3.6. Σα,ϑ = ∅ for every (α, ϑ) ∈ Q0.
Proof. Let (α, ϑ) ∈ Q0. Suppose first that α = 0. By (3.5), we have ϑ = pi/2 + pik
for some k ∈ Z. Equality (2.18) therefore implies that R(α, ϑ, z) = (−1)kpi for every
z ∈ C3pi/2. This means that Σα,ϑ = ∅. Now let α 6= 0. Since ω is nonnegative, it
follows from (1.23) that 0 < α < 1 and, hence, α = κ2 for some 0 < κ < 1. Suppose
Σα,ϑ 6= ∅ and E ∈ Σα,ϑ. By (3.8) and (3.16), it follows that
Cos2(pi2α/4)− sin2 ϑ = 1
2
(|E|κ cos2(ϑ+ ϑκ) + |E|−κ cos2(ϑ− ϑκ)).(3.18)
Since κ is real, the right-hand side of (3.18) is nonnegative and can be zero only if
cos(ϑ− ϑκ) = cos(ϑ+ ϑκ) = 0 and, hence, only if κ ∈ Z. The condition 0 < κ < 1
therefore implies that the right-hand side of (3.18) is strictly positive. In view
of (3.5), this contradicts the assumption that (α, ϑ) ∈ Q0. Hence, Σα,ϑ = ∅. 
Lemma 3.7. Let (α, ϑ) ∈ Q≥1 and E ∈ Σα,ϑ. Then we have
lim
z→E
(z − E)Mα,ϑ(z) = − |E|
2pi Sinc(pi2α)(Cos2(pi2α/4)− sin2 ϑ) .
Proof. We separately consider the cases α 6= 0 and α = 0.
1. Let α 6= 0 and κ ∈ C be such that κ2 = α. By (2.17) and (3.8), we have
(3.19) ∂zR(α, ϑ, z)|z=E = |E|
−κ/2 cos(ϑ− ϑκ) + |E|κ/2 cos(ϑ+ ϑκ)
2|E| =
= |E|κ/2−1 cos(ϑ+ ϑκ).
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It follows from (3.17) that cos(ϑ + ϑκ) 6= 0 and, hence, ∂zR(α, ϑ, z)|z=E 6= 0.
By (2.17), we have
R(α, ϑ+ pi/2, E) =
|E|κ/2 sin(ϑ+ ϑκ)− |E|−κ/2 sin(ϑ− ϑκ)
κ
.
Multiplying the numerator and denominator by cos(ϑ − ϑκ) (which is nonzero
by (3.17)) and using (3.8), we obtain
R(α, ϑ+ pi/2, E) =
pi|E|κ/2 sincpiκ
cos(ϑ− ϑκ) .(3.20)
In view of (2.23), we have
lim
z→E
(z − E)Mα,ϑ(z) = − R(α, ϑ+ pi/2, E)
2pi2 Sinc2(pi2α)∂zR(α, ϑ, z)|z=E
.
Combining this formula with (3.16), (3.19), and (3.20), we arrive at the required
equality.
2. Let α = 0. Since E ∈ Σ0,ϑ, it follows from (2.18) that
ln |E| cosϑ = pi sinϑ.(3.21)
∂zR(0, ϑ, z)|z=E = cosϑ|E| .(3.22)
Since (0, ϑ) ∈ Q≥1 and Cos(0) = 1, (3.6) implies that cosϑ 6= 0 and, hence,
∂zR(0, ϑ, z)|z=E 6= 0. By (2.18) and (3.21), we obtain
R(0, ϑ+ pi/2, E) = ln |E| sinϑ+ pi cosϑ = pi
cosϑ
.(3.23)
In view of (2.23) and the equality Sinc(0) = 1, we have
lim
z→E
(z − E)M0,ϑ(z) = − R(0, ϑ+ pi/2, E)
2pi2∂zR(0, ϑ, z)|z=E .
Combining this formula with (3.22) and (3.23) yields the required result. 
Proof of Theorem 3.2. Let (α, ϑ) ∈ Q≥1 and E ∈ Σα,ϑ. Let O = Oα,ϑ ∪ {E},
where Oα,ϑ is given by (2.21). Clearly, O is an open subset of C containing E. By
Lemma 3.7, there exists a holomorphic function g on O such that
Mα,ϑ(z) = − 1
pi
A
z − E + g(z)(3.24)
for all z ∈ Oα,ϑ, where A denotes the right-hand side of (3.12). By (2.24), Mα,ϑ is
real on Oα,ϑ ∩ R− and, therefore, g is real on O ∩ R−. By (2.25), (3.24) and the
dominated convergence theorem, we conclude that
∫
ϕ(E′) dVα,ϑ(E′) = Aϕ(E) for
every continuous function ϕ on R such that suppϕ is a compact subset of O ∩R−.
Hence, Vα,ϑ({E}) = A. Thus, formula (3.12) holds for every (α, ϑ) ∈ Q≥1 and
E ∈ Σα,ϑ. This implies, in particular, that Σα,ϑ ⊂ P(Vα,ϑ) for all (α, ϑ) ∈ Q≥1.
By Lemma 3.6, we have Σα,ϑ = ∅ for all (α, ϑ) ∈ Q0. It follows that Σα,ϑ ⊂ P(Vα,ϑ)
for all α < 1 and ϑ ∈ R. Since the opposite inclusion also holds by Lemma 3.5, we
conclude that Σα,ϑ = P(Vα,ϑ) for all α < 1 and ϑ ∈ R. The equality Vcα,ϑ = tα,ϑ λ
now follows from (3.10) and Lemma 3.5. 
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Theorem 3.2 implies, in particular, that tα,ϑ is a locally integrable function on
R for every α < 1 and ϑ ∈ R. It is noteworthy that we established this property of
tα,ϑ without explicitly estimating this function. Instead, we relied on the fact that
Vα,ϑ is a Radon measure, which follows from its definition as a Herglotz measure.
In Lemma 6.4 below, we shall obtain an explicit estimate for |R(α, ϑ,E)|−1 that,
when substituted in (3.9), immediately implies the local integrability of tα,ϑ.
3.2. Eigenvalues of hα,ϑ. We now turn to obtaining an explicit description of
the set Σα,ϑ of eigenvalues of hα,ϑ for every α < 1 and ϑ ∈ R. To this end, it is
convenient to use the logarithmic scale and pass from the set Σα,ϑ to its inverse
image Nα,ϑ under the map s→ −es from R to itself,
Nα,ϑ = {s ∈ R : −es ∈ Σα,ϑ}.(3.25)
We thus have E ∈ Σα,ϑ if and only if E < 0 and ln |E| ∈ Nα,ϑ. Further, we define
the open subsets W0 and W of R2 by the relations
W0 = {(α, ϑ) ∈ Q1 : α > 0 and − pi/2 < ϑ < pi/2},(3.26)
W = {(α, ϑ) ∈ Q1 : −pi/2 < ϑ < pi/2} ∪Q∞.(3.27)
Hence, W0 is the interior of the central dark gray curvilinear triangular region in
Fig. 1. Let (α, ϑ) ∈ W0. Since W0 ⊂ Q≥1, inequality (3.17) for κ =
√
α implies
that cos(ϑ+ pi
√
α/2) 6= 0 and
cos(ϑ− pi√α/2)
cos(ϑ+ pi
√
α/2)
> 0.(3.28)
Hence, we can define a real-valued function S0 on W0 by the formula
S0(α, ϑ) =
1√
α
ln
cos(ϑ− pi√α/2)
cos(ϑ+ pi
√
α/2)
.(3.29)
Applying (3.8) to κ =
√
α and using (3.28), we conclude that − exp(S0(α, ϑ))
belongs to Σα,ϑ for every (α, ϑ) ∈W0. In view of (3.25), this means that
S0(α, ϑ) ∈ Nα,ϑ, (α, ϑ) ∈W0.(3.30)
We shall see that the set Nα,ϑ for every (α, ϑ) ∈ Q≥1 can actually be completely
described in terms of the analytic continuation of S0 from W0 to W . To construct
such an analytic continuation, we calculate the derivative of S0(α, ϑ) with respect
to ϑ. In view of (3.16), we find that
∂ϑS0(α, ϑ) =
pi Sinc(pi2α)
Cos2(pi2α/4)− sin2 ϑ, (α, ϑ) ∈W0.(3.31)
We now observe that the right-hand side of (3.31) is actually well-defined and real-
analytic on the entire domain W . The real-analytic continuation of S0 to W can
therefore be obtained by integrating the right-hand side of (3.31). This argument
is central to the proof of the next result.
Lemma 3.8. Let W0 and W be given by (3.26) and (3.27) respectively and the
function S0 on W0 be defined by (3.29). There is a unique real-analytic function S
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Figure 3. The function S is plotted using formulas (3.29), (3.32),
(3.33), and (3.34).
on W such that S|W0 = S0. For every ϑ ∈ (−pi/2, pi/2), we have
S(0, ϑ) = pi tg ϑ,(3.32)
S(α, ϑ) =
2√|α| arctg
(
tg ϑ th
pi
√|α|
2
)
, α < 0.(3.33)
For all ϑ ∈ R and α < 0, we have
S(α, ϑ+ pi) = S(α, ϑ) +
2pi√|α| .(3.34)
The graph of the function S described by Lemma 3.8 is shown in Fig. 3.
The proof of Lemma 3.8 relies on the next auxiliary statement.
Lemma 3.9. Let x0, ξ0 ∈ R, a, b > 0, and f be a real-analytic function on the
rectangle
Ra,b(x0, ξ0) = {(x, ξ) ∈ R2 : |x− x0| < a and |ξ − ξ0| < b}.
Then (x, ξ)→ ∫ ξ
ξ0
f(x, ξ′) dξ′ is a real-analytic function on Ra,b(x0, ξ0).
Proof. Since f is real-analytic on Ra,b(x0, ξ0), there are an open set O ⊂ C2 and a
holomorphic function f˜ on O such that Ra,b(x0, ξ0) ⊂ O and f is the restriction of
f˜ to Ra,b(x0, ξ0). Let F denote the function (x, ξ)→
∫ ξ
ξ0
f(x, ξ′) dξ′ on Ra,b(x0, ξ0).
Fix 0 < a′ < a and 0 < b′ < b. There exist open subsets O′ and O′′ of C such that
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Ra′,b′(x0, ξ0) ⊂ O′ × O′′ ⊂ O. Moreover, we can assume that O′′ is convex. We
define the function F˜ on O′ ×O′′ by the formula
F˜ (z, ζ) =
∫ 1
0
(ζ − ξ0)f˜(z, ξ0 + (ζ − ξ0)t) dt, z ∈ O′, ζ ∈ O′′.
Clearly, F˜ is holomorphic on O′ ×O′′ and coincides with F on Ra′,b′(x0, ξ0). This
means that F is real-analytic on Ra′,b′(x0, ξ0). Since a
′ and b′ can be chosen
arbitrarily close to a and b, we conclude that F is real-analytic on Ra,b(x0, ξ0). 
Proof of Lemma 3.8. We define the function S on W by the formula
S(α, ϑ) = pi Sinc(pi2α)
∫ ϑ
0
dϑ′
Cos2(pi2α/4)− sin2 ϑ′ , (α, ϑ) ∈W.(3.35)
Since S0(α, 0) = 0 for all 0 < α < 1 by (3.29), it follows from (3.31) and (3.35)
that S0 = S|W0 . For every (α, ϑ) ∈ W , there is ε > 0 such that W contains the
rectangle
{(α′, ϑ′) ∈ R2 : |α′ − α| < ε and |ϑ′| < |ϑ|+ ε}.
It therefore follows from Lemma 3.9 and (3.35) that S is real-analytic in a neigh-
borhood of every point of W . This means that S is real-analytic on W . Given
α < 0 and −pi/2 < ϑ < pi/2, we let A(α, ϑ) denote the right-hand side of (3.33)
and set σα =
√|α|. Using (1.32), we find for every α < 0 that
∂ϑA(α, ϑ) =
sh(piσα)
σα(ch
2(piσα/2)− sin2 ϑ)
=
pi Sinc(pi2α)
Cos2(pi2α/4)− sin2 ϑ, |ϑ| < pi/2.
In view of (3.35) and the equality A(α, 0) = 0, this implies that S(α, ϑ) = A(α, ϑ)
for all α < 0 and −pi/2 < ϑ < pi/2, i.e., (3.33) holds. Formula (3.32) follows
immediately from (3.35) for α = 0. Since ϑ → (Cos2(pi2α/4) − sin2 ϑ)−1 is a
continuous pi-periodic function on R for every α < 0, it follows from (3.35) that
S(α, ϑ+ pi) = S(α, ϑ) + pi Sinc(pi2α)
∫ pi/2
−pi/2
dϑ′
Cos2(pi2α/4)− sin2 ϑ′ =
= S(α, ϑ) + S(α, pi/2)− S(α,−pi/2)
for all α < 0 and ϑ ∈ R. This implies (3.34) because S(α,±pi/2) = ±pi/√|α|
by (3.33) and the continuity of S. The uniqueness of S follows from the uniqueness
theorem for holomorphic functions. 
Theorem 3.10. Let the function S on W be as in Lemma 3.8. For every α < 1
and ϑ ∈ R, Nα,ϑ is equal to the set
(3.36) {s ∈ R : s = S(α, ϑ + pik) for some k ∈ Z such that (α, ϑ + pik) ∈ W}.
Proof. Given α < 1 and ϑ ∈ R, we let N˜α,ϑ denote the set (3.36). We have to prove
that
Nα,ϑ = N˜α,ϑ(3.37)
for all α < 1 and ϑ ∈ R. By (3.25) and (3.30), the set Σα,ϑ contains −eS0(α,ϑ) for
every (α, ϑ) ∈W0. Since S coincides with S0 on W0, it follows from (3.7) that
R(α, ϑ,−eS(α,ϑ)) = 0(3.38)
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for all (α, ϑ) ∈ W0. By Lemma 3.8, the left-hand side of (3.38) is a real-analytic
function of (α, ϑ) on W . In view of the uniqueness theorem for holomorphic func-
tions, this implies that (3.38) remains valid for all (α, ϑ) ∈ W . Let α < 1, ϑ ∈ R,
and s ∈ N˜α,ϑ. Then there is k ∈ Z such that (α, ϑ+pik) ∈W and s = S(α, ϑ+pik).
By (3.38), we haveR(α, ϑ+pik,−es) = 0. By (2.19), it follows thatR(α, ϑ,−es) = 0,
i.e., s ∈ Nα,ϑ. We therefore have the inclusion
N˜α,ϑ ⊂ Nα,ϑ, α < 1, ϑ ∈ R.(3.39)
If (α, ϑ) ∈ Q0, then Nα,ϑ = ∅ by Lemma 3.6 and (3.25) and, therefore, (3.39)
implies (3.37). By (3.3), it remains to prove (3.37) for (α, ϑ) ∈ Q≥1. In this case,
there is at least one k ∈ Z such that (α, ϑ+ pik) ∈W . We hence have
N˜α,ϑ 6= ∅, (α, ϑ) ∈ Q≥1.(3.40)
We now prove (3.37) for (α, ϑ) ∈ Q≥1 by separately considering the cases α > 0,
α = 0, and α < 0.
1. Let α > 0, κ =
√
α, and E1, E2 ∈ Σα,ϑ. By (3.17), we have cos(ϑ± ϑκ) 6= 0 and
it follows from (3.8) that |E1/E2|κ = 1 and, hence, E1 = E2. This means that Σα,ϑ
and, consequently, Nα,ϑ contain at most one element. In view of (3.39) and (3.40),
this implies (3.37).
2. Let α = 0 and E1, E2 ∈ Σ0,ϑ. By (2.18), we have
− ln |E1,2| cosϑ+ pi sinϑ = 0.
By (3.6), the condition (0, ϑ) ∈ Q≥1 ensures that cosϑ 6= 0. It follows that
ln |E1/E2| = 0 and, hence, E1 = E2. This means that Σ0,ϑ and, consequently,
N0,ϑ contain at most one element. In view of (3.39) and (3.40), this implies (3.37).
3. Let α < 0 and s ∈ Nα,ϑ. Then we have (α, ϑ) ∈ W and, hence, s′ = S(α, ϑ)
is an element of N˜α,ϑ. Let E = −es and E′ = −es′ . Since s′ ∈ Nα,ϑ by (3.39),
we have E,E′ ∈ Σα,ϑ. Let κ = i
√|α|. By (3.17), we have cos(ϑ ± ϑκ) 6= 0 and it
follows from (3.8) that |E/E′|κ = 1. This implies that s = s′ + 2pik/√|α| for some
k ∈ Z. By Lemma 3.8, we conclude that s = S(α, ϑ+pik) and, therefore, s ∈ N˜α,ϑ.
This means that Nα,ϑ ⊂ N˜α,ϑ, whence (3.37) follows by (3.39). 
By (1.23), (1.24), (1.25), (3.27), and Theorem 3.10, the set Nα,ϑ is empty for
(α, ϑ) ∈ Q0, contains precisely one element for (α, ϑ) ∈ Q1, and is countably infinite
for (α, ϑ) ∈ Q∞. In view of (3.25), the same is true for Σα,ϑ (the emptiness of Σα,ϑ
for (α, ϑ) ∈ Q0 also follows from Theorem 3.2). Corollary 3.3 therefore implies that
hα,ϑ has no eigenvalues for (α, ϑ) ∈ Q0, has one eigenvalue for (α, ϑ) ∈ Q1, and has
infinitely many eigenvalues for (α, ϑ) ∈ Q∞, in agreement with what was claimed
in Sec. 1.
We now obtain a graphical representation for the sets Nα,ϑ. Given ϑ ∈ R, we
let Nϑ denote the subset of (α, s)-plane whose sections by the lines α = const are
precisely the sets Nα,ϑ,
Nϑ = {(α, s) ∈ R2 : α < 1 and s ∈ Nα,ϑ}.
Further, for every ϑ ∈ R, we let Sϑ denote the function α→ S(α, ϑ) defined on the
domain DSϑ = {α ∈ R : (α, ϑ) ∈W} and set
Gϑ = graph of Sϑ = {(α, s) ∈ R2 : (α, ϑ) ∈W and s = S(α, ϑ)}.
22 A.G. SMIRNOV
10-1-2-20
-10
0
10
20
10-1-2
(a)
10-1-2-20
-10
0
10
20
10-1-2
(b)
10-1-2-20
-10
0
10
20
10-1-2
(d)
10-1-2-20
-10
0
10
20
10-1-2
(c)
Figure 4. Plots (a), (b), (c), and (d) represent the set Nϑ for
ϑ = ±pi/2, −pi/3, 0, and pi/6 respectively. The horizontal and
vertical axes correspond to the variables α and s.
By Theorem 3.10, we have
Nϑ =
⋃
k∈Z
Gϑ+pik.(3.41)
It follows from (1.24), (1.25), and (3.27) that
DSϑ =
{
(−∞, ω(ϑ)), |ϑ| ≤ pi/2,
R−, |ϑ| > pi/2.
where ω is given by (1.22). If |ϑ| < pi/2, then it follows from (3.29) and Lemma 3.8
that
Sϑ(α) =

1√
α
ln cos(ϑ−pi
√
α/2)
cos(ϑ+pi
√
α/2)
, 0 < α < ω(ϑ),
pi tg ϑ, α = 0,
2√
|α| arctg
(
tg ϑ th
pi
√
|α|
2
)
, α < 0.
(3.42)
Since S is continuous on W , we can calculate S±pi/2(α) for α < 0 by passing to the
limits ϑ ↑ pi/2 and ϑ ↓ −pi/2 in Sϑ(α). In view of (3.33), we obtain
S±pi/2(α) = ± pi√|α| , α < 0.
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By Lemma 3.8, we have
DSϑ+pik = R−,
Sϑ+pik(α) = Sϑ(α) +
2pik√|α| , α < 0,(3.43)
for every ϑ ∈ [−pi/2, pi/2] and every nonzero k ∈ Z. Formulas (3.41), (3.42),
and (3.43) allow us to draw the set Nϑ, for every ϑ ∈ R. In Fig. 4, this set,
which represents the α-dependence of eigenvalues of hα,ϑ in the logarithmic scale,
is shown for ϑ = ±pi/2, −pi/3, 0, and pi/6. For ϑ 6= pi/2 + pik, where k ∈ Z, there
is precisely one eigenvalue that crosses the line α = 0 in an analytic way, while all
other eigenvalues die away at zero or minus infinity as α ↑ 0. If ϑ = pi/2 + pik for
some k ∈ Z, then there are no eigenvalues for α ≥ 0.
3.3. Continuous part of Vα,ϑ. We now consider the absolutely continuous part
of the spectral measure Vα,ϑ. By Theorem 3.2, its density tα,ϑ is given by (3.9).
Let the function T on C× C× C3pi/2 be defined by the formula
T (α, ϑ, z) = 2R(α, ϑ, z)R(α¯, ϑ¯, z), α, ϑ ∈ C, z ∈ C3pi/2.(3.44)
Clearly, (α, ϑ)→ T (α, ϑ, z) is a holomorphic function on C×C for every z ∈ C3pi/2.
If α and ϑ are real, then we have
T (α, ϑ, z) = 2|R(α, ϑ, z)|2, z ∈ C3pi/2,(3.45)
and it follows from (3.9) that
tα,ϑ(E) = T (α, ϑ,E)
−1, E > 0,(3.46)
for every α < 1 and ϑ ∈ R. We shall explicitly express T in terms of the functions
Sinc and Cos. In view of (3.46), this will also give us a formula for the density tα,ϑ.
By (2.17) and (3.44), we have
(3.47) T (κ2, ϑ, Eeiφ) =
2
κ2
(
E−κ cos2(ϑ− ϑκ)−
−2 cos((pi − φ)κ) cos(ϑ− ϑκ) cos(ϑ+ ϑκ) + Eκ cos2(ϑ+ ϑκ)
)
for all κ ∈ C \ {0}, ϑ ∈ C, E > 0, and −pi/2 < φ < 3pi/2. In view of the equality
lnE Sinc
(−κ2 ln2E) = 1
κ
sh(κ lnE) =
Eκ − E−κ
2κ
, κ ∈ C \ {0}, E > 0,
which follows from (1.30), and the trigonometric identities
2 cos2(ϑ± ϑκ) = 1 + cos 2ϑ cospiκ∓ sin 2ϑ sinpiκ,
2 cos(ϑ+ ϑκ) cos(ϑ− ϑκ) = cos 2ϑ+ cospiκ,
which hold for all ϑ, κ ∈ C, we derive from (3.47) that
(3.48) T (κ2, ϑ, Eeiφ) = ln2E Sinc2
(
−κ
2
4
ln2E
)
(1 + cos 2ϑ cospiκ)−
− 2pi lnE Sinc (−κ2 ln2E) sincpiκ sin 2ϑ+ 2cospiκ− cos(pi − φ)κ
κ2
cos 2ϑ+
+ 2
1− cospiκ cos(pi − φ)κ
κ2
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Figure 5. Plots (a), (b), (c), and (d) represent the function
tϑ(α, s) for ϑ = ±pi/2, −pi/3, 0, and pi/6 respectively. The hori-
zontal and vertical axes correspond to the variables α and s. The
value of tϑ is encoded in the brightness of the plot: brighter regions
correspond to greater values of the function.
for every κ ∈ C \ {0}, ϑ ∈ C, E > 0, and −pi/2 < φ < 3pi/2. Let the functions τ
and µ on C× C be defined by the formulas
τ(α, φ) = (pi − φ)2 Sinc2
(
(pi − φ)2α
4
)
− pi2 Sinc2
(
pi2α
4
)
,(3.49)
µ(α, φ) = 2pi2 Sinc2(pi2α) + Cos(pi2α)τ(α, φ)(3.50)
for every α, φ ∈ C. Performing elementary trigonometric transformations, we obtain
τ(κ2, φ) =
4
κ2
(
sin2
(pi − φ)κ
2
− sin2 piκ
2
)
= 2
cospiκ− cos(pi − φ)κ
κ2
,(3.51)
µ(κ2, φ) = 2
sin2 piκ
κ2
+ τ(κ2, φ) cospiκ = 2
1− cospiκ cos(pi − φ)κ
κ2
(3.52)
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Figure 6. The function Jα,ϑ(s, φ) is plotted for α = −1/2 and
ϑ = pi/6. As in Fig. 5, brighter regions correspond to greater
values of the function.
for all κ ∈ C \ {0} and φ ∈ C. In view of these formulas, (3.48) implies that
(3.53) T (α, ϑ,Eeiφ) = ln2E Sinc2
(
−α
4
ln2E
)
(1 + cos 2ϑCos(pi2α))−
− 2pi lnE Sinc (−α ln2E) Sinc(pi2α) sin 2ϑ+ τ(α, φ) cos 2ϑ+ µ(α, φ)
for all α ∈ C \ {0}, ϑ ∈ C, E > 0, and −pi/2 < φ < 3pi/2. By continuity, this
equality remains valid for α = 0. Thus, (3.53) holds for all α, ϑ ∈ C, E > 0, and
−pi/2 < φ < 3pi/2.
Formulas (3.46) and (3.53) can be illustrated by drawing the graphs of the density
tα,ϑ(E) as a function of α and E for various values of ϑ. For this, it is convenient
to use the logarithmic scale for the energy variable and multiply the density tα,ϑ
by the factor µ(α, 0) = 2pi2 Sinc2(pi2α). More precisely, given ϑ ∈ R, we define the
function tϑ on (−∞, 1)× R by setting
tϑ(α, s) = 2pi
2 Sinc2(pi2α)tα,ϑ(e
s), s ∈ R, α < 1.(3.54)
By (3.46), (3.50), and (3.53), we have
tϑ(α, s)
−1 = 1+
s2 Sinc2
(−αs2/4)
2pi2 Sinc2(pi2α)
(1+cos 2ϑCos(pi2α))− sSinc
(−αs2)
pi Sinc(pi2α)
sin 2ϑ
for every α < 1 and ϑ, s ∈ R. In Fig. 5, the function tϑ is plotted using this formula
for ϑ = ±pi/2, −pi/3, 0, and pi/6.
The comparison between Figs. 4 and 5 shows that the α-dependence of eigenval-
ues and the density of the continuous part of Vα,ϑ follows the same pattern. This
phenomenon can be easily understood if we recall that the point and continuous
parts of Vα,ϑ are both determined by the imaginary part of Mα,ϑ via (2.25) and
consider its behaviour in the upper complex half-plane. As in the case of the density
tα,ϑ, to facilitate the visualization of ImMα,ϑ(z), we multiply it by 2pi2 Sinc
2(pi2α)
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and pass to the logarithmic scale for |z|. Therefore, for every α < 1 and ϑ ∈ R, we
introduce the function Jα,ϑ on R× [0, pi) that is defined by the formula
Jα,ϑ(s, φ) = 2pi
2 Sinc2(pi2α) ImMα,ϑ(e
s+iφ) =
= 2pi(pi − φ) Sinc((pi − φ)2α) Sinc(pi2α)T (α, ϑ, es+iφ)−1, s ∈ R, 0 ≤ φ < pi,
where the second equality follows from (2.22), (2.24), and (3.45). In view of (3.46)
and (3.54), we have Jα,ϑ(s, 0) = tϑ(α, s) for every α < 1 and ϑ, s ∈ R. Using (3.53),
we can explicitly express Jα,ϑ in terms of Sinc and Cos. In Fig. 6, the function
Jα,ϑ is plotted for α = −1/2 and ϑ = pi/6. We see that the graph of Jα,ϑ contains
equidistant vertical ridges that connect the points of Nα,ϑ at their upper ends with
the maxima of the function s → tϑ(α, s) at their lower ends. This means that the
graph of ImMα,ϑ contains ridges along logarithmically equidistant semicircles in
the upper half-plane that connect eigenvalues of hα,ϑ on the negative half-axis with
the maxima of the density tα,ϑ on the positive half-axis. The values α = −1/2 and
ϑ = pi/6 chosen for Fig. 6 play no special role: the functions Jα,ϑ and ImMα,ϑ
behave in the same way for every α < 0 and ϑ ∈ R.
4. Self-adjoint extensions
In this section, we recall basic facts concerning self-adjoint extensions of one-
dimensional Schro¨dinger operators and then apply the general theory to proving
Theorem 1.1. We refer the reader to [17, 22, 25] for a detailed treatment of one-
dimensional Schro¨dinger operators.
4.1. General theory. As in Sec. 1, let λ+ be the restriction to R+ of the Lebesgue
measure λ on R and D be the space of all complex continuously differentiable
functions on R+ whose derivative is absolutely continuous on R+. Let q be a
complex locally integrable function on R+. Given z ∈ C, we let lq,z denote the
linear operator from D to the space of complex λ+-equivalence classes such that
(lq,zf)(r) = −f ′′(r) + q(r)f(r)− zf(r)(4.1)
for λ-a.e. r ∈ R+ and set
lq = lq,0.(4.2)
For every f ∈ D and z ∈ C, we have lq,zf = lqf − z[f ], where, as in Sec. 1,
[f ] = [f ]λ+ denotes the λ+-equivalence class of f . For every a > 0 and all complex
numbers z, ζ1, and ζ2, there is a unique solution f of the equation lq,zf = 0 such
that f(a) = ζ1 and f
′(a) = ζ2. This implies that solutions of lq,zf = 0 constitute
a two-dimensional subspace of D. If f, g ∈ D are such that Wr(f, g) has a limit as
r ↓ 0, then we set
W ↓(f, g) = lim
r↓0
Wr(f, g).(4.3)
Similarly, if f, g ∈ D are such that Wr(f, g) has a limit as r ↑ ∞, then we set
W ↑(f, g) = lim
r↑∞
Wr(f, g).(4.4)
In the rest of this subsection, we assume that q is real. Let
Dq = {f ∈ D : f and lqf are both square-integrable on R+}.(4.5)
A λ+-measurable complex function f is said to be left or right square-integrable
on R+ if respectively
∫ a
0
|f(r)|2 dr < ∞ or ∫∞
a
|f(r)|2 dx < ∞ for any a > 0. The
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subspace of D consisting of left or right square-integrable on R+ functions f such
that lqf is also respectively left or right square-integrable on R+ is denoted by D↓q
or D↑q . We obviously have Dq = D↓q ∩ D↑q . It follows from (4.1) by integrating by
parts that ∫ b
a
((lq,zf)(r)g(r)− f(r)(lq,zg)(r)) dr = Wb(f, g)−Wa(f, g)
for every f, g ∈ D, z ∈ C, and a, b > 0. This implies the existence of limits in the
right-hand sides of (4.3) and (4.4) respectively for every f, g ∈ D↓q and f, g ∈ D↑q .
Hence, W ↓(f, g) is well-defined for every f, g ∈ D↓q and W ↑(f, g) is well-defined for
every f, g ∈ D↑q . Moreover, it follows that
〈lqf, [g]〉 − 〈[f ], lqg〉 = W ↑(f¯ , g)−W ↓(f¯ , g)(4.6)
for any f, g ∈ Dq, where 〈·, ·〉 is the scalar product in L2(R+).
For any linear subspace Z of Dq, let Lq(Z) be the linear operator in L2(R+)
defined by the relations
DLq(Z) = {[f ] : f ∈ Z},
Lq(Z)[f ] = lqf, f ∈ Z.(4.7)
We define the minimal operator Lq by setting
Lq = Lq(D0q),(4.8)
where
D0q = {f ∈ Dq : W ↓(f, g) = W ↑(f, g) = 0 for every g ∈ Dq}.(4.9)
By (4.6), the operator Lq(Z) is symmetric if and only if W
↓(f¯ , g) = W ↑(f¯ , g) for
any f, g ∈ Z. In particular, Lq is a symmetric operator. Moreover, Lq is closed and
densely defined, and its adjoint L∗q is given by
L∗q = Lq(Dq)(4.10)
(see Lemma 9.4 in [22]).
If W ↓(f, g) = 0 for any f, g ∈ D↓q , then q is said to be in the limit point case
(l.p.c.) on the left. Otherwise q is said to be in the limit circle case (l.c.c.) on
the left. Similarly, q is said to be in the l.p.c. on the right if W ↑(f, g) = 0 for
any f, g ∈ D↑q and to be in the l.c.c. on the right otherwise. According to the
well-known Weyl alternative (see, e.g., [22], Theorem 9.9), q is in the l.c.c. on the
left if and only if all solutions of lqf = 0 are left square-integrable on R+ (and,
hence, belong to D↓q ).
If q is in the l.p.c. both on the left and on the right, then (4.10) implies that L∗q
is symmetric and, therefore, Lq is self-adjoint.
If q is in the l.c.c. on the left and in the l.p.c. on the right, then Lq has defi-
ciency indices (1, 1) and the self-adjoint extensions of Lq are precisely the operators
(see [25], Theorem 5.8)
Lfq = Lq(Z
f
q ),(4.11)
where f is a nontrivial real solution of lqf = 0 and the subspace Z
f
q of Dq is given
by
Zfq = {g ∈ Dq : W ↓(f, g) = 0}.(4.12)
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The operator Lfq determines f uniquely up to a nonzero real coefficient.
If q is locally square-integrable on R+, then formulas (4.8) and (4.9) imply that
C∞0 (R+) is contained in D0q and Lq is an extension of Lq(C∞0 (R+)).
Lemma 4.1. Let q be a real locally square-integrable function on R+. Then Lq is
the closure of Lq(C
∞
0 (R+)).
Proof. See Lemma 17 in [20]. 
4.2. The case of the inverse-square potential. By (1.5) and (4.1), we have
Lα,z = lqα,z, α, z ∈ C,(4.13)
where the function qα on R+ is given by (1.4). In view of (1.6) and (4.2), this
implies that
Lα = lqα , α ∈ C.(4.14)
By (1.15) and (4.13), we obtain
lqα,zUαϑ (z) = 0, α, ϑ, z ∈ C.(4.15)
If α is real, then qα is real. It follows from (1.7), (1.8), (4.5), (4.7), and (4.14)
that
∆α = Dqα ,(4.16)
Hα(Z) = Lqα(Z)(4.17)
for every α ∈ R and every linear subspace Z of ∆α. Hence, (1.9), (1.10), and
Lemma 4.1 imply that
hα = Lqα , α ∈ R.(4.18)
By (4.10), (4.16), (4.17), and (4.18), equality (1.11) holds for all real α.
If α = κ2 for κ ∈ C, then the equation lqαf = 0 has linearly independent
solutions r1/2±κ for κ 6= 0 and r1/2 and r1/2 ln r for κ = 0. It follows that
(i) qα is in the l.p.c. both on the left and on the right for α ≥ 1 and
(ii) qα is in the l.p.c. on the right and in the l.c.c. on the left for α < 1.
In view of (4.2) and (4.15), we have lqαUαϑ (0) = 0 for every α, ϑ ∈ C. For α < 1
and ϑ ∈ R, the function Uαϑ (0) is real and nontrivial, and it follows from (1.17),
(4.12), and (4.16) that Zα,ϑ = Z
Uαϑ (0)
qα . By (1.16), (4.11), and (4.17), we conclude
that
hα,ϑ = L
Uαϑ (0)
qα , α < 1, ϑ ∈ R.(4.19)
Proof of Theorem 1.1. In view of (4.18) and condition (i), the operator hα is self-
adjoint for α ≥ 1. Let α < 1. By (4.18) and (4.19), hα,ϑ a self-adjoint extension
of hα for every ϑ ∈ R. Conversely, let H be a self-adjoint extension of hα. Then
H = Lfqα for some nontrivial real f ∈ D satisfying lqαf = 0. By (1.12), (4.2),
and (4.13), we have lqαAα(0) = lqαBα(0) = 0. Since Aα(0) and Bα(0) are real and
linearly independent, it follows from (1.14) that f = cUαϑ (0) for some c, ϑ ∈ R such
that c 6= 0. In view of (4.19), this means that H = hα,ϑ.
Suppose now that ϑ, ϑ′ ∈ R and hα,ϑ = hα,ϑ′ . By (4.19), we have Uαϑ (0) =
cUαϑ′(0) for some nonzero real c. In view of (1.14), this implies that sinϑ = c sinϑ′
and cosϑ = c cosϑ′ and, therefore, eiϑ = ceiϑ
′
. It follows that ei(ϑ−ϑ
′) = c, whence
c = ±1 and ϑ− ϑ′ ∈ piZ. 
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5. Eigenfunction expansions
This section consists of two subsections. In the first one, we briefly describe
the construction of eigenfunction expansions of one-dimensional Schro¨dinger op-
erators developed in [9, 15]. This construction, which is adapted to the case of
operators with a simple spectrum and relies on so-called singular Titchmarsh–Weyl
m-functions, can be viewed as a variant of Kodaira’s general approach [14] based
on matrix-valued measures (see Remark 16 in [20]). In the second subsection, we
prove Theorem 1.2 by applying the general theory to the case of the inverse-square
potential.
5.1. General theory. Let q be a real locally integrable function on R+. We
assume that q is in the l.c.c. on the left and in the l.p.c. on the right.
Let O ⊂ C be an open set. We say that a map u : O → D is a q-solution on O
if lq,zu(z) = 0 for every z ∈ O. A q-solution u on O is said to be holomorphic if
the functions z → u(z|r) and z → ∂ru(z|r) are holomorphic on O for any r ∈ R+.
A q-solution u on O is said to be nonvanishing if u(z) 6= 0 for every z ∈ O. A
q-solution in C is said to be real-entire if it is holomorphic on C and u(E) is real
for every E ∈ R.
Let u be a real-entire q-solution. Since q is in l.c.c. on the left, we have u(z) ∈ D↓q
for every z ∈ C. Suppose that u is nonvanishing and
W ↓(u(z), u(z′)) = 0, z, z′ ∈ C.(5.1)
Let v be a nonvanishing holomorphic q-solution on C+ such that v(z) is right
square-integrable for every z ∈ C+ (such a v always exists; see Lemma 9.8 in [22]).
If W (u(z), v(z)) = 0 for some z ∈ C+,11 then u(z) is proportional to v(z) and,
hence, u(z) ∈ Dq. In view of (4.12) and (5.1), this means that u(z) ∈ Zu(0)q
and, therefore, [u(z)] is an eigenvector of the self-adjoint operator L
u(0)
q with the
eigenvalue z. But this cannot be the case because all eigenvalues of L
u(0)
q must be
real. It follows that W (u(z), v(z)) 6= 0 for all z ∈ C+.
Given a nonvanishing real-entire q-solution u, one can always find another real-
entire q-solution u˜ such that W (u(z), u˜(z)) 6= 0 for all z ∈ C (see Lemma 2.4
in [15]).
Let u and u˜ be real-entire q-solutions such that (5.1) holds and W (u(z), u˜(z)) 6= 0
for all z ∈ C. We define the holomorphic function Mqu,u˜ on C+ by setting
Mqu,u˜(z) =
1
pi
W (v(z), u˜(z))
W (v(z), u(z))W (u(z), u˜(z))
,(5.2)
where v is a nonvanishing holomorphic q-solution on C+ such that v(z) is right
square-integrable for all z ∈ C+ (since q is in the l.p.c. on the right, this definition
is independent of the choice of v). Following [15], we call such functions singular
Titchmarsh-Weyl m-functions.
The proof of the next statement can be found in [15].
Proposition 5.1. Let a locally integrable real function q on R+ be in the l.c.c. on
the left and in the l.p.c. on the right. Let u be a nonvanishing real-entire q solution
such that (5.1) holds for all z ∈ C. Then the following statements hold:
11We recall that W (f, g) denotes the value of the function r → Wr(f, g) if f, g ∈ D are such
that this function is constant (in particular, if lq,zf = lq,zg = 0 for some z ∈ C).
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1. There exists a unique positive Radon measure ν on R (called the spectral
measure for q and u) such that∫
ϕ(E) ImMqu,u˜(E + iη) dE →
∫
ϕ(E) dν(E) (η ↓ 0)
for every continuous function ϕ on R with compact support and every real-
entire q-solution u˜ such that W (u(z), u˜(z)) 6= 0 for every z ∈ C.
2. Let ν be the spectral measure for q and u. There is a unique unitary operator
U : L2(R+)→ L2(R, ν) (called the spectral transformation for q and u) such
that
(Uψ)(E) =
∫
R+
u(E|r)ψ(r) dr, ψ ∈ Lc2(R+),
for ν-a.e. E.
3. Let ν and U be the spectral measure and transformation for q and u. Then
we have L
u(0)
q = U−1T νι U , where ι is the identity function on R.
In the next subsection, we shall verify that Vα,ϑ is actually the spectral measure
for qα and Uαϑ . This justifies using the same term “spectral measure” for Vα,ϑ and
for the measures described by Proposition 5.1.
5.2. The case of the inverse-square potential. For any κ ∈ C, we define the
map vκ : C3pi/2 → D by the relation
vκ(z|r) = ipi
2
eipiκ/2r1/2H(1)κ (rz
1/2), r ∈ R+, z ∈ C3pi/2,(5.3)
where H
(1)
κ is the first Hankel function of order κ. Because H
(1)
κ is a solution of the
Bessel equation, we have
Lκ2,zv
κ(z) = 0, κ ∈ C, z ∈ C3pi/2.(5.4)
It follows from the relation H
(1)
−κ = e
ipiκH
(1)
κ (formula (9) in Sec. 7.2.1 in [6]) that
v−κ(z) = vκ(z), κ ∈ C, z ∈ C3pi/2.(5.5)
In view of (2.5) and (5.4), the Wronskian Wr(v
κ(z), u±κ(z)) does not depend on r.
To find it explicitly, we can use the expression for the Wronskian of Bessel functions
(formula (29) in Sec. 7.11 in [6]),
Wz(Jκ, H
(1)
κ ) =
2i
piz
.(5.6)
Taking (5.5) into account and combining (5.6) with (2.1), (2.3), and (5.3), we derive
that
W (vκ(z), uκ(z)) = z−κ/2eipiκ/2, W (vκ(z), u−κ(z)) = zκ/2e−ipiκ/2(5.7)
for any κ ∈ C and z ∈ C3pi/2.
For α ∈ C and z ∈ C3pi/2, let the function V α(z) on R+ be defined by the
relation V α(z) = vκ(z), where κ ∈ C is such that κ2 = α (by (5.5), this definition
does not depend on the choice of κ). We therefore have
V κ
2
(z) = vκ(z)(5.8)
for every κ ∈ C and z ∈ C3pi/2. By (5.4) and (5.8), we obtain
Lα,zV
α(z) = 0, z ∈ C3pi/2, α ∈ C.(5.9)
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Using the well-known asymptotic form of H
(1)
κ (ζ) for ζ → ∞ (see formula (1)
in Sec. 7.13.1 in [6]), we find that
vκ(z|r) ∼ 2−1√pi(i+ 1)z−1/4eiz1/2r, r →∞,
for every κ ∈ C and z ∈ C3pi/2 and, hence, vκ(z) is right square-integrable for
all κ ∈ C and z ∈ C+. In view of (5.8), this implies that V α(z) is right square-
integrable for all α ∈ C and z ∈ C+.
Lemma 5.2. There is a unique holomorphic function F on C × C3pi/2 × Cpi such
that F (α, z, r) = V α(z|r) for every α ∈ C, z ∈ C3pi/2, and r > 0.
Proof. By (5.3), there is a holomorphic function G on C × C3pi/2 × Cpi such that
G(κ, z, r) = vκ(z|r) for every κ ∈ C, z ∈ C3pi/2, and r > 0. It follows from (5.5) and
the uniqueness theorem for holomorphic functions that G(κ, z, ζ) = G(−κ, z, ζ) for
all κ ∈ C, z ∈ C3pi/2, and ζ ∈ Cpi. The existence of F with the required properties
is now ensured by Lemma A.3 and (5.8). The uniqueness of F follows from the
uniqueness theorem for holomorphic functions. 
It follows immediately from (1.13) that the identity
Wr(f1f2, f3f4) = f1(r)f3(r)Wr(f2, f4) +Wr(f1, f3)f2(r)f4(r)(5.10)
holds for every f1, f2, f3, f4 ∈ D and r > 0.
Lemma 5.3. Let κ ∈ C be such that |Reκ| < 1. Then we have
W ↓(uκ(z), uκ(z′)) = 0, W ↓(uκ(z), u−κ(z′)) = − 2
pi
sinpiκ(5.11)
for every z, z′ ∈ C.
Proof. By (2.1) and (5.10), we have
Wr(u
κ(z), uκ(z′)) = 2r2+2κ(z′Xκ(r2z)X ′κ(r2z′)− zX ′κ(r2z)Xκ(r2z′)),(5.12)
Wr(u
κ(z), u−κ(z′)) = 2r2(z′Xκ(r2z)X ′−κ(r2z′)− zX ′κ(r2z)X−κ(r2z′))−(5.13)
− 2κXκ(r2z)X−κ(r2z′)
for all z, z′ ∈ C and r > 0. Since |Reκ| < 1, the left equality in (5.11) follows
from (5.12) for every z, z′ ∈ C. Formula (2.2) implies that
Xκ(0)X−κ(0) = (Γ(1 + κ)Γ(1− κ))−1 = sincpiκ.
By (5.13), we conclude that the right equality in (5.11) holds for all z, z′ ∈ C. 
Lemma 5.4. Let α < 1 and ϑ ∈ R. Then we have
W ↓(Uαϑ (z),Uαϑ (z′)) = 0, z, z′ ∈ C.(5.14)
Proof. Let α 6= 0 and κ ∈ C be such that κ2 = α. By (2.14), we have
(5.15) αWr(Uαϑ (z),Uαϑ (z′)) =
Wr(u
κ(z), uκ(z′)) cos2(ϑ− ϑκ) +Wr(u−κ(z), u−κ(z′)) cos2(ϑ+ ϑκ)+
+ (Wr(u
κ(z′), u−κ(z))−Wr(uκ(z), u−κ(z′))) cos(ϑ− ϑκ) cos(ϑ+ ϑκ)
for all z, z′ ∈ C and r > 0. Since α < 1, we have |Reκ| < 1 and, therefore, (5.14)
follows from (5.15) and Lemma 5.3. It remains to consider the case α = 0. For
every z ∈ C, we define the smooth functions c(z) and d(z) on R by the relations
c(z|r) = X0(r2z), d(z|r) = (γ − ln 2)c(z|r)− Y(r2z), r ∈ R.
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By (2.1), (2.7), (2.9), and (2.12), we have
A0(z|r) = 2r1/2(c(z|r) ln r + d(z|r)), B0(z|r) = pir1/2c(z|r), z ∈ C, r > 0.
Using (5.10), we obtain
1
4
Wr(A0(z),A0(z′)) = r ln2 rWr(c(z), c(z′)) + rWr(d(z), d(z′))+
+ r ln r(Wr(c(z), d(z
′)) +Wr(d(z), c(z′))) + d(z|r)c(z′|r)− c(z|r)d(z′|r)
1
2pi
Wr(A0(z),B0(z′)) = rWr(d(z), c(z′)) + r ln rWr(c(z), c(z′))− c(z|r)c(z′|r),
Wr(B0(z),B0(z′)) = pi2rWr(c(z), c(z′))
for every r > 0 and z, z′ ∈ C. Since c(z|0) = 1 and d(z|0) = γ − ln 2 for all z ∈ C,
we find that
W ↓(A0(z),B0(z′)) = −2pi, W ↓(A0(z),A0(z′)) = W ↓(B0(z),B0(z′)) = 0
for all z, z′ ∈ C. Equality (5.14) for α = 0 now follows immediately from (1.14). 
It follows from (1.15) and (5.9) that Wr(V α(z),Uαϑ (z)) does not depend on r for
every α, ϑ ∈ C and z ∈ C3pi/2. It is easy to see that
W (V α(z),Uαϑ (z)) = R(α, ϑ, z), α, ϑ ∈ C, z ∈ C3pi/2,(5.16)
where R is the function defined in Lemma 2.3. Indeed, it follows from (2.14), (5.7),
and (5.8) that W (V κ
2
(z),Uκ2ϑ (z)) is equal to the right-hand side of (2.17) for every
κ ∈ C\{0}, ϑ ∈ C, and z ∈ C3pi/2. Equality (5.16) therefore holds for all α ∈ C\{0},
ϑ ∈ C, and z ∈ C3pi/2. By (1.14) and Lemmas 2.2, 2.3, and 5.2, both sides of (5.16)
are holomorphic with respect to (α, ϑ, z) on C×C×C3pi/2. Hence, (5.16) remains
valid for α = 0.
By (1.14) and (2.16), we have
W (Uαϑ (z),Uαϑ+pi/2(z)) = −2pi Sinc2(pi2α), α, ϑ, z ∈ C.(5.17)
Proof of Theorem 1.2. It follows immediately from (1.14) and the definition of
Aα(z) and Bα(z) that the functions z → Uαϑ (z|r) and z → ∂rUαϑ (z|r) are holo-
morphic on C for every r > 0 and α, ϑ ∈ C. Equality (4.15) therefore implies that
Uαϑ is a holomorphic qα-solution on C for every α, ϑ ∈ C. If α and ϑ are real,
then Uαϑ (E) is real for real E and, hence, Uαϑ is a real-entire qα-solution. By (5.3)
and (5.8), the functions z → V α(z|r) and z → ∂rV α(z|r) are holomorphic on C3pi/2
for every r > 0 and α ∈ C. In view of (4.13) and (5.9), it follows that V α is a
holomorphic qα-solution on C3pi/2 for every α ∈ C. Moreover, V α is nonvanishing
for every α ∈ C by (5.7) and (5.8).
We now fix α < 1 and ϑ ∈ R, set q = qα, and let u and u˜ denote the real-entire
q-solutions Uαϑ and Uαϑ+pi/2 respectively. Because α < 1, (5.17) implies that
W (u(z), u˜(z)) 6= 0, z ∈ C,(5.18)
and, hence, u is nonvanishing. By Lemma 5.4, we conclude that q and u satisfy
all conditions of Proposition 5.1. Moreover, it follows from (5.18) that there exists
a well-defined Titchmarsh–Weyl m-function Mqu,u˜. Since V α(z) is right square-
integrable for every z ∈ C+, the latter can be found by substituting v = V α|C+ in
the right-hand side of (5.2). Using (2.23), (5.16), and (5.17), we obtainMqu,u˜(z) =
Mα,ϑ(z) for every z ∈ C+. In view of (5.18), statement 1 of Proposition 5.1
COUPLING CONSTANT DEPENDENCE 33
and formula (2.25) imply that Vα,ϑ is precisely the spectral measure for q and u.
The existence and uniqueness of Uα,ϑ and equality (1.20) are therefore ensured by
statements 2 and 3 of Proposition 5.1 and formula (4.19). 
6. Smoothness properties of the spectral measure
In this section, we shall establish Theorem 1.3.
Before passing to the proof, we note that the smoothness of Vα,ϑ with respect
to α and ϑ is suggested by explicit formulas obtained in Sec. 3. For example, let
us set ϑ = pi/2 and examine the α-dependence of the point part Vpα,pi/2 of the
measure Vα,pi/2. It follows from (3.25), (3.27), Lemma 3.8, and Theorem 3.10 that
Σα,pi/2 = ∅ for α ≥ 0 and
Σα,pi/2 =
{
E ∈ R : E = − exp
(
(2k + 1)pi|α|−1/2
)
for some k ∈ Z
}
for α < 0. Let ϕ ∈ S . In view of (3.11) and (B.2), Theorem 3.2 implies that∫
ϕ(E) dVpα,pi/2(E) =
2
pi2 Sinc(pi2α) Sinc2(pi2α/4)
∑
k∈Z
ϕ(2k+1)pi(α), α < 1,(6.1)
where ϕc, c ∈ R, denotes the function on R that is identically zero on [0,∞) and is
given by
ϕc(α) =
1
|α| exp
(
c|α|−1/2
)
ϕ
(
− exp
(
c|α|−1/2
))
for α < 0. It follows immediately from the definition of the space S that ϕc is an
infinitely differentiable function on R for every nonzero real c (however, in general,
ϕc is not real-analytic at α = 0 even for real-analytic ϕ). It is also possible to
verify directly that
∑
k∈Z ϕ(2k+1)pi is infinitely differentiable on R and, therefore,
the left-hand of (6.1) is infinitely differentiable with respect to α on (−∞, 1).
It seems, however, that a complete proof of Theorem 1.3 (including the contin-
uous part of Vα,ϑ and the dependence on both α and ϑ) based on explicit formulas
for the spectral measures would be extremely cumbersome. We shall adopt a dif-
ferent approach based on representation (2.25) of Vα,ϑ as a boundary value of the
holomorphic function Mα,ϑ. The idea is to derive the infinite differentiability of
Vα,ϑ with respect to α and ϑ from that ofMα,ϑ. Lemma 6.1 below gives a condition
under which the differentiability of a holomorphic function on C+ with respect to
some parameters implies the same property for its boundary value. This condition
involves certain uniform estimates on the derivatives of this function with respect
to the parameters in question. In the case of the function Mα,ϑ, estimates of this
type, which are the most nontrivial part of the proof of Theorem 1.3, are provided
by Proposition 6.2 below. Combining Lemma 6.1 and Proposition 6.2, we shall
obtain the infinite differentiability of Vα,ϑ.
We now give a formal exposition.
For every %, σ ≥ 0, we let H%,σ denote the Banach space consisting of all holo-
morphic functions on C+ with the finite norm
‖f‖%,σ = sup
z∈C+
|f(z)|N%,σ(z),
where the function N%,σ on C+ is given by
N%,σ(z) = 1
(1 + |z|)%
(
Im z
1 + |z|
)σ
.
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If %′ ≥ % ≥ 0 and σ′ ≥ σ ≥ 0, then H%,σ ⊂ H%′,σ′ and the inclusion map is
continuous. We define the linear space H by setting H = ⋃%,σ≥0H%,σ. It is well
known (see, e.g., [24], Ch. 5, Sec. 26.3) that
∫
R f(E + iη)ϕ(E) dE has a limit as
η ↓ 0 for every f ∈ H and ϕ ∈ S . Given ϕ ∈ S , we let Bϕ denote the map
f → limη↓0
∫
R f(E + iη)ϕ(E) dE on H. The definitions of S and H%,σ imply that
f → ∫R f(E+ iη)ϕ(E) dE is a continuous linear functional on H%,σ for every η > 0,
ϕ ∈ S , and %, σ ≥ 0. By the Banach-Steinhaus theorem (see Theorem III.9 in [18]),
it follows that the restriction of Bϕ to H%,σ is a continuous linear functional on H%,σ
for every ϕ ∈ S and %, σ ≥ 0.
Lemma 6.1. Let %, σ ≥ 0, n = 1, 2, . . ., and ϕ ∈ S . Let O be an open subset
of Rn and M be a map from O to H%,σ such that x → M(x|z) is a continuously
differentiable function on O for every z ∈ C+. For every j = 1, . . . , n and x ∈ O,
let the function Mj(x) on C+ be defined by the equality Mj(x|z) = ∂xjM(x|z).
Suppose there is C > 0 such that
|Mj(x|z)| ≤ CN%,σ(z)−1, j = 1, . . . , n, x ∈ O, z ∈ C+.(6.2)
Then the function x→ Bϕ(M(x)) on O is continuously differentiable and we have
Mj(x) ∈ H%,σ and ∂xjBϕ(M(x)) = Bϕ(Mj(x)) for all j = 1, . . . , n and x ∈ O.
Proof. The proof relies on the following convergence property for sequences of holo-
morphic functions, which easily follows from the Montel theorem (see, e.g., Theo-
rem 12 in Sec. 5.4.4 in [1]).
(C) Let V ⊂ C be an open set, f1, f2, . . . be holomorphic functions on V , and
f be a complex function on V . Suppose the functions fk are uniformly
bounded on compact subsets of V and fk(z) → f(z) as k → ∞ for every
z ∈ V . Then f is holomorphic on V and fk → f as k → ∞ uniformly on
compact subsets of V .
Let e1, . . . , en be the standard basis in Rn. Given x ∈ O and j = 1, . . . , n, we
choose δ > 0 such that x+ tej ∈ O for every t ∈ [0, δ]. We define the holomorphic
functions h1, h2, . . . on C+ by setting hk = t−1k (M(x+tkej)−M(x)), where tk = δ/k.
By (6.2) and the mean value theorem, we conclude that |hk(z)| ≤ CN%,σ(z)−1 for
every z ∈ C+ and k = 1, 2, . . . and, therefore, the functions hk are uniformly
bounded on compact subsets of C+. Since limk→∞ hk(z) = Mj(x|z) for every
z ∈ C+, property (C) implies that Mj(x) is holomorphic on C+. In view of (6.2), it
follows that Mj(x) ∈ H%,σ and ‖Mj(x)‖%,σ ≤ C for every x ∈ O and j = 1, . . . , n.
We now choose %′ > %, σ′ > σ and let x ∈ O and h = (h1, . . . , hn) ∈ Rn be such
that x+ th ∈ O for all t ∈ [0, 1]. By the mean value theorem, we have∣∣∣M(x+ h|z)−M(x|z)−∑
j
Mj(x|z)hj
∣∣∣ ≤
≤ |h| sup
0<t<1
∑
j
|Mj(x+ th|z)−Mj(x|z)|
for every z ∈ C+, where |h| = max1≤j≤n |hj |. This implies that∥∥∥M(x+ h)−M(x)−∑
j
Mj(x)hj
∥∥∥
%′,σ′
≤ |h| sup
0<t<1
∑
j
‖Mj(x+th)−Mj(x)‖%′,σ′ .
Since Bϕ is continuous on H%′,σ′ , our statement will be proved if we show that Mj
is a continuous map from O to H%′,σ′ for every j = 1, . . . , n. To this end, we fix
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ε > 0 and choose a compact subset K of C+ such that
sup
z∈C+\K
N%′−%,σ′−σ(z) < ε
2C
.
Then we have
sup
z∈C+\K
|Mj(x′|z)−Mj(x|z)|N%′,σ′(z) ≤ ε
2C
‖Mj(x′)−Mj(x)‖%,σ < ε.
for all x, x′ ∈ O and j = 1, . . . , n. On the other hand, property (C) and the
continuity of the functions y → Mj(y|z) on O for every z ∈ C+ imply that every
x ∈ O has a neighborhood Ox ⊂ O such that
sup
z∈K
|Mj(x′|z)−Mj(x|z)|N%′,σ′(z) < ε, x′ ∈ Ox, j = 1, . . . , n.
Hence, ‖Mj(x′) −Mj(x)‖%′,σ′ < ε for all x′ ∈ Ox and j = 1, . . . , n, i.e., Mj is a
continuous map from O to H%′,σ′ for every j = 1, . . . , n. 
Let R be as in Lemma 2.3. We set
O = {(α, ϑ, z) ∈ C× C× C3pi/2 : R(α, ϑ, z) 6= 0}
and define the holomorphic function F on O by the equality
F (α, ϑ, z) =
R(α, ϑ+ pi/2, z)
R(α, ϑ, z)
, (α, ϑ, z) ∈ O.(6.3)
It follows from (2.21), (2.22), and (2.23) that (α, ϑ, z) ∈ O and
Mα,ϑ(z) = − F (α, ϑ, z)
2pi2 Sinc2(pi2α)
(6.4)
for every α < 1, ϑ ∈ R, and z ∈ C+.
In the sequel, we let Z+ denote the set of all nonnegative integer numbers.
Proposition 6.2. Let 0 ≤ a < 1, b ∈ R, and k, l ∈ Z+. Then we have∣∣∂kα∂lϑF (α, ϑ, z)∣∣ ≤ Pa,b(k, l)(1 + ln2 |z|)2k+l+1( (1 + |z|)1+aIm z
)k+l+1
for every α ∈ [−b2, a2], ϑ ∈ R, and z ∈ C+, where
Pa,b(k, l) =
pi2k
2
(
24pi ch(pib)
sinc2(pia)
)k+l+1
(k + l)!.
Before proceeding with the proof of Proposition 6.2, we shall derive Theorem 1.3
from Lemma 6.1 and Proposition 6.2.
Proof of Theorem 1.3. For every k, l ∈ Z+ and (α, ϑ) ∈ Q, we define the holo-
morphic function Mk,l(α, ϑ) on C+ by the equality Mk,l(α, ϑ|z) = ∂kα∂lϑF (α, ϑ, z),
z ∈ C+. Clearly, the function (α, ϑ)→Mk,l(α, ϑ|z) on Q is infinitely differentiable
for every z ∈ C+ and we have
∂αMk,l(α, ϑ|z) = Mk+1,l(α, ϑ|z), ∂ϑMk,l(α, ϑ|z) = Mk,l+1(α, ϑ|z)(6.5)
for every (α, ϑ) ∈ Q, z ∈ C+, and k, l ∈ Z+. Given 0 ≤ a < 1 and b ∈ R, we set
Oa,b = {(α, ϑ) ∈ Q : −b2 < α < a2}. By Proposition 6.2, we have
|Mk,l(α, ϑ|z)| ≤ Pa,b(k, l) sup
E>0
E(1 + ln2E)2k+l+1
(1 + E)2
Nk+l+2,k+l+2(z)−1(6.6)
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for every (α, ϑ) ∈ Oa,b, z ∈ C+, and k, l ∈ Z+. Since
Q =
⋃
a∈[0,1), b∈R
Oa,b,(6.7)
this implies that Mk,l(α, ϑ) ∈ H for every (α, ϑ) ∈ Q and k, l ∈ Z+. We now fix
ϕ ∈ S . Given k, l ∈ Z+, we let Fk,l denote the function (α, ϑ) → Bϕ(Mk,l(α, ϑ))
on Q. Let 0 ≤ a < 1, b ∈ R, and k, l ∈ Z+. In view of (6.5) and (6.6), we can
apply Lemma 6.1 to O = Oa,b, M = Mk,l|O, and % = σ = k+ l+ 3. As a result, we
conclude that Fk,l is continuously differentiable on Oa,b and
∂αFk,l(α, ϑ) = Fk+1,l(α, ϑ), ∂ϑFk,l(α, ϑ) = Fk,l+1(α, ϑ)(6.8)
for all (α, ϑ) ∈ Oa,b. By (6.7), it follows that Fk,l is continuously differentiable on
Q and equalities (6.8) hold for all (α, ϑ) ∈ Q and k, l ∈ Z+. We now use induction
on n to prove the following statement
(Sn) F0,0 is n times differentiable on Q and ∂
k
α∂
l
ϑF0,0(α, ϑ) = Fk,l(α, ϑ) for every
(α, ϑ) ∈ Q and k, l ∈ Z+ such that k + l = n.
The statement (S0) trivially holds because every function on Q is 0 times differen-
tiable. We now suppose n ≥ 1 and derive (Sn) from (Sn−1). Let k, l ∈ Z+ be such
that k + l = n − 1. Since Fk,l is differentiable, (Sn−1) implies that the function
(α, ϑ)→ ∂kα∂lϑF0,0(α, ϑ) on Q is differentiable. This means that F0,0 is n times dif-
ferentiable. Suppose now k, l ∈ Z+ are such that k+l = n. Then we have either k >
0 or l > 0. Hence, we can represent ∂kα∂
l
ϑF0,0(α, ϑ) either as ∂α(∂
k−1
α ∂
l
ϑF0,0(α, ϑ))
or as ∂ϑ(∂
k
α∂
l−1
ϑ F0,0(α, ϑ)). In both cases, it follows from (Sn−1) and (6.8) that
∂kα∂
l
ϑF0,0(α, ϑ) = Fk,l(α, ϑ) for all (α, ϑ) ∈ Q. This completes the derivation
of (Sn) from (Sn−1). By induction, we conclude that (Sn) holds for all n ∈ Z+
and, therefore, the function F0,0 is infinitely differentiable. Given (α, ϑ) ∈ Q, we
set Gα,ϑ = Mα,ϑ|C+ . By (6.4), we have M0,0(α, ϑ) = −2pi2 Sinc(pi2α)Gα,ϑ for ev-
ery (α, ϑ) ∈ Q. Since F0,0(α, ϑ) = Bϕ(M0,0(α, ϑ)), we conclude that the function
(α, ϑ) → Bϕ(Gα,ϑ) on Q is infinitely differentiable for every ϕ ∈ S . To complete
the proof, it remains to note that∫
ϕ(E) dVα,ϑ(E) = Bϕ(Gα,ϑ)−Bϕ¯(Gα,ϑ)
2i
for every (α, ϑ) ∈ Q and ϕ ∈ S by (2.25). 
The rest of this section is devoted to the proof of Proposition 6.2.
It follows from (3.51) and (3.52) that
µ(κ2, φ)2 − τ(κ2, φ)2 = 4pi2(pi − φ)2 sinc2 piκ sinc2(pi − φ)κ
for every κ ∈ C \ {0} and φ ∈ C. By continuity, this equality remains valid for
κ = 0. Hence, we have
µ(α, φ)2 − τ(α, φ)2 = 4pi2(pi − φ)2 Sinc2(pi2α) Sinc2((pi − φ)2α), α, φ ∈ C.(6.9)
Let the function Φ on C× R+ be defined by the relation
Φ(α,E) = lnE Sinc
(
−α
4
ln2E
)
, α ∈ C, E > 0.(6.10)
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In view of (B.1), rewriting equality (3.53) in terms of Φ yields
(6.11) T (α, ϑ,Eeiφ) = µ(α, φ) + Φ(α,E)2+
+
(
Φ(α,E)2 Cos(pi2α) + τ(α, φ)
)
cos 2ϑ−
− 2piΦ(α,E) Cos
(
−α
4
ln2E
)
Sinc(pi2α) sin 2ϑ
for all α, ϑ ∈ C, E > 0, and −pi/2 < φ < 3pi/2.
By (3.49), τ(α, φ) is real for real α and φ. We also observe that
µ(α, φ) ≥ 0, α, φ ∈ R.(6.12)
Indeed, (3.52) implies that this is true for all α ∈ R\{0} and φ ∈ R. By continuity,
(6.12) remains valid for α = 0.
The next lemma is the key part of the proof of Proposition 6.2.
Lemma 6.3. Let α < 1, ϑ ∈ R, E > 0, and 0 ≤ φ < pi. Then we have
1
|R(α, ϑ,Eeiφ)| ≤
(Φ(α,E)2 + µ(α, φ))1/2
pi(pi − φ) Sinc(pi2α) Sinc((pi − φ)2α) .
Proof. Let
G = Φ(α,E)2 + µ(α, φ),(6.13)
H =
√
τ(α, φ)2 + Φ(α,E)4 + 2µ(α, φ)Φ(α,E)2.(6.14)
By (6.12), H is well-defined and both G and H are nonnegative. Using (3.50) and
the identity
Cos2
(
−α
4
ln2E
)
= 1 +
α
4
Φ(α,E)2,
which follows from (6.10) and (B.2), we find that
H =
√
c2 + d2,(6.15)
where
c = Φ(α,E)2 Cos(pi2α) + τ(α, φ), d = −2piΦ(α,E) Cos
(
−α
4
ln2E
)
Sinc(pi2α).
Since |c cos 2ϑ+d sin 2ϑ| ≤ √c2 + d2 by the Cauchy–Bunyakovsky inequality, (6.11)
and (6.15) imply that
T (α, ϑ,Eeiφ) = G+ c cos 2ϑ+ d sin 2ϑ ≥ G−H.(6.16)
By (6.13) and (6.14), we have
G2 −H2 = µ(α, φ)2 − τ(α, φ)2.(6.17)
In view of (6.9), it follows that the left-hand side of (6.17) is nonnegative. We
therefore have H ≤ G, whence 2G ≥ G+H. Multiplying this inequality with (6.16)
and using (6.9) and (6.17), we obtain
2GT (α, ϑ,Eeiφ) ≥ 4pi2(pi − φ)2 Sinc2(pi2α) Sinc2((pi − φ)2α).(6.18)
Since α < 1 and 0 ≤ φ < pi, the right-hand side of (6.18) is strictly positive. Hence,
T (α, ϑ,Eeiφ) > 0, and (6.13) and (6.18) imply that
1
T (α, ϑ,Eeiφ)
≤ Φ(α,E)
2 + µ(α, φ)
2pi2(pi − φ)2 Sinc2(pi2α) Sinc2((pi − φ)2α) .
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The required estimate is now ensured by (3.45) because Sinc(pi2α) and Sinc((pi −
φ)2α) are strictly positive by Lemma B.1. 
For every α ∈ R and φ ∈ [0, pi], we have
µ(α, φ) ≤ 2pi2 Sinc2(pi2α) + pi2.(6.19)
Indeed, let φ ∈ [0, pi]. If α < 0, then pi2α ≤ (pi − φ)2α and, therefore, 0 <
Sinc((pi−φ)2α/4) ≤ Sinc(pi2α/4) by Lemma B.1. In view of (3.49), this implies that
τ(α, φ) ≤ 0 and, hence, (6.19) follows from (1.32) and (3.50). If α ≥ 0, then (3.49)
ensures that |τ(α, φ)| ≤ pi2 (note that |Sinc ξ| ≤ 1 for ξ ≥ 0 by Lemma B.1). Since
|Cos(pi2α)| ≤ 1 by (1.31), it follows from (3.50) that (6.19) is again satisfied. This
completes the proof of (6.19).
Lemma 6.4. Let −1 < a < 1. Then we have
1
|R(α, ϑ,Eeiφ)| ≤
(| lnE|+ 3pi)(Ea/2 + E−a/2)
2pi(pi − φ) sinc2(pia)
for all α ≤ a2, ϑ ∈ R, E > 0, and 0 ≤ φ < pi.
Proof. It follows from (6.10) and Lemma B.1 that
|Φ(α,E)| ≤ | lnE| ch
(a
2
lnE
)
=
| lnE|
2
(Ea/2 + E−a/2)
for all α ≤ a2 and E > 0. By Lemma B.1, we have Sinc(pi2α) ≥ Sinc(pi2a2) =
sinc(pia) for every α ≤ a2. Since 0 < sinc(pia) ≤ 1, inequality (6.19) and the above
estimate imply that
(6.20)
(Φ(α,E)2 + µ(α, φ))1/2
Sinc(pi2α)
≤
√
2pi Sinc(pi2α) + pi + |Φ(α,E)|
Sinc(pi2α)
=
=
√
2pi +
|Φ(α,E)|+ pi
Sinc(pi2α)
≤ 3pi + |Φ(α,E)|
sinc(pia)
≤ 3pi + | lnE|
2 sinc(pia)
(Ea/2 + E−a/2)
for every α ≤ a2, E > 0, and 0 ≤ φ ≤ pi. The required inequality now follows from
Lemma 6.3 because Sinc((pi − φ)2α) ≥ sinc(pia) for all α ≤ a2 and 0 ≤ φ ≤ 2pi by
Lemma B.1. 
Lemma 6.5. Let a, b be real numbers, A,B,C ≥ 0, and n, k1, k2, k3 ∈ Z+. Then
(6.21)
∣∣∣∂nα (Cos(k1)(A2α) Cos(k2)(B2α) Cos(k3)(−C2α))∣∣∣ ≤
≤ n!(A+B + C)
2n
(2n)!2k1+k2+k3
ch(Ab) ch(Bb) ch(Ca)
for every α ∈ [−b2, a2].
Proof. For every u ∈ R and n ∈ Z+, we have the inequality (see formula (12)
in [21])
|Cos(n)(ξ)| ≤ n!
(2n)!
chu, ξ ≥ −u2.
Using this estimate and the standard formula for the nth derivative of a product
of functions, we find that the left-hand side of (6.21) is bounded by
ch(Ab) ch(Bb) ch(Ca)
∑ n!
n1!n2!n3!
(n1 + k1)!A
2n1
(2n1 + 2k1)!
(n2 + k2)!B
2n2
(2n2 + 2k2)!
(n3 + k3)!C
2n3
(2n3 + 2k3)!
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for every α ∈ [−b2, a2], where the sum is taken over all n1, n2, n3 ∈ Z+ such that
n1 + n2 + n3 = n. Since
(n+ k)!
(2n+ 2k)!
≤ 1
2k
n!
(2n)!
for all n, k ∈ Z+, the sum in the above expression does not exceed
1
2k1+k2+k3
n!
(2n)!
∑
n1+n2+n3=n
(2n)!
(2n1)!(2n2)!(2n3)!
A2n1B2n2C2n3 ,
whence the required estimate follows immediately. 
Lemma 6.6. Let a, b ∈ R. Then we have
|∂nαR(α, ϑ,Eeiφ)| ≤
n!
(2n)!
(pi + | lnE|)2n+1 ch(pib)(Ea/2 + E−a/2)
for all α ∈ [−b2, a2], ϑ ∈ R, E > 0, φ ∈ [0, pi], and n ∈ Z+.
Proof. Performing elementary trigonometric transformations, we derive from (2.17)
that
R(κ2, ϑ, Eeiφ) =
(
ie−iϑ
sinϑκ
κ
cos
(pi − φ)κ
2
− i
κ
cosϑ sin
φκ
2
)
(Eκ/2 + E−κ/2)−
−
(
e−iϑ cosϑκ cos
(pi − φ)κ
2
+ i sinϑ cos
φκ
2
)
Eκ/2 − E−κ/2
κ
for every κ ∈ C \ {0}, ϑ ∈ C, E > 0, and −pi/2 < φ < 3pi/2. We now fix E > 0 and
φ ∈ [0, pi] and set A = pi/2, A˜ = φ/2, B = (pi − φ)/2, and C = | lnE|/2. In view of
the equalities
Eκ/2 − E−κ/2
κ
= lnE Sinc
(
−κ
2
4
ln2E
)
,
Eκ/2 + E−κ/2
2
= Cos
(
−κ
2
4
ln2E
)
,
which hold for all κ ∈ C \ {0} by (1.30), we conclude that
R(α, ϑ,Eeiφ) = i
(
pie−iϑ Sinc(A2α) Cos(B2α)− φ cosϑSinc(A˜2α)
)
Cos(−C2α)−
− lnE
(
e−iϑ Cos(A2α) Cos(B2α) + i sinϑCos(A˜2α)
)
Sinc(−C2α)
for all α ∈ C \ {0} and ϑ ∈ C. By continuity, this equality remains valid for α = 0.
By Lemma 6.5 and (B.3), it follows that
|∂nαR(α, ϑ,Eeiφ)| ≤
≤ n!
(2n)!
((A+B + C)2n ch(Ab) ch(Bb) + (A˜+ C)2n ch(A˜b))(| lnE|+ pi) ch(Ca)
for every α ∈ [−b2, a2] and ϑ ∈ R. This implies the required estimate because A, A˜,
and B do not exceed pi/2 by the condition φ ∈ [0, pi] and ch2(pib/2) ≤ ch(pib). 
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Given k ∈ Z+, let Λk = Z{0,...,k}+ , i.e., Λk is the set of all maps from {0, . . . , k}
to Z+. For every k, l ∈ Z+, we set
(6.22) Qk,l =
=
(s, t) ∈ Λk × Λk :
k∑
j=0
j(s(j) + t(j)) = k,
k∑
j=0
(s(j) + t(j)) = k + l + 1
 .
Lemma 6.7. For every k, l ∈ Z+, there is a map C : Qk,l → Z such that∑
(s,t)∈Qk,l
|C(s, t)| ≤ 2k+l(k + l)!(6.23)
and
(6.24) ∂kα∂
l
ϑF (α, ϑ, z) =
=
1
R(α, ϑ, z)k+l+1
∑
(s,t)∈Qk,l
C(s, t)
k∏
j=0
(∂jαR(α, ϑ, z))
s(j)(∂jαR(α, ϑ+ pi/2, z))
t(j)
for every (α, ϑ, z) ∈ O (we assume that ζ0 = 1 for every ζ ∈ C).
The proof of Lemma 6.7, which is of purely combinatorial nature, is elementary
but rather lengthy. It is given in Appendix E.
Proof of Proposition 6.2. We fix z ∈ C+ and set E = |z|. Then there is a unique
φ ∈ (0, pi) such that z = Eeiφ. Let the map C : Qk,l → Z be as in Lemma 6.7. In
view of Lemma 6.6, the sum in the right-hand side of (6.24) is bounded above by∑
(s,t)∈Qk,l
|C(s, t)|
k∏
j=0
(
j!
(2j)!
(pi + | lnE|)2j+1 ch(pib)(Ea/2 + E−a/2)
)s(j)+t(j)
for every α ∈ [−b2, a2] and ϑ ∈ R. As j!/(2j)! ≤ 2−j for every j ∈ Z+, it follows
from (6.22) and (6.23) that this expression does not exceed
2l(k + l)!(pi + | lnE|)3k+l+1
(
ch(pib)(Ea/2 + E−a/2)
)k+l+1
.
Since
E(Ea/2 + E−a/2)2 ≤ 4(1 + E)1+a, (1 + | lnE|)2 ≤ 2(1 + ln2E),
Lemma 6.4 and (6.24) therefore imply that∣∣∂kα∂lϑF (α, ϑ, z)∣∣ ≤ Pa,b(k, l)(1 + ln2E)2k+l+1( (1 + E)1+aE(pi − φ)
)k+l+1
for every α ∈ [−b2, a2] and ϑ ∈ R. Hence, the required estimate follows because
E(pi − φ) ≥ E sin(pi − φ) = E sinφ = Im z. 
Appendix A. Even holomorphic functions
Given r > 0, we let Dr denote the disc of radius r in the complex plane centred
at the origin: Dr = {z ∈ C : |z| < r}.
Lemma A.1.
1. The map z → z2 from C to itself is open.
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2. Let X be a topological space. The map (z, x)→ (z2, x) from C×X to itself
is open.
Proof. 1. Let O be an open subset of C and O˜ be its image under the map z → z2.
Let ζ ∈ O˜\{0}. Then there is a holomorphic function g defined on a neighborhood of
ζ and such that g(ζ) ∈ O and g(ζ ′)2 = ζ ′ for every ζ ′ ∈ Dg (i.e., g is a holomorphic
branch of the square root in a neighborhood of ζ whose value at ζ belongs to O).
By continuity of g, there is a neighborhood V of ζ such that g(ζ ′) ∈ O for all ζ ′ ∈ V
and, hence, V ⊂ O˜. This means that ζ is an interior point of O˜ for every nonzero
ζ ∈ O˜. If 0 ∈ O˜, then 0 ∈ O and Dr ⊂ O for some r > 0. It follows that Dr2 ⊂ O˜
and, therefore, 0 is an interior point of O˜. This implies that O˜ is open.
2. The assertion follows immediately from statement 1 and the definition of product
topology. 
Lemma A.2. Let O ⊂ C be such that −z ∈ O for every z ∈ O. Let O˜ = {ζ ∈
C : ζ = z2 for some z ∈ O} and f be a map on O such that f(−z) = f(z) for
every z ∈ O. Then there is a unique map f˜ on O˜ such that f(z) = f˜(z2) for all
z ∈ O. If O is open and f is a holomorphic function on O, then O˜ is open and f˜
is a holomorphic function on O˜.
Proof. The uniqueness of f˜ is obvious. To prove the existence, we choose wζ ∈ C
such that ζ = w2ζ for every ζ ∈ C. Clearly, wζ ∈ O for every ζ ∈ O˜, and we can
define f˜ as the map on O˜ taking ζ ∈ O˜ to f(wζ). Then we have f(z) = f(wz2) =
f˜(z2) for every z ∈ O because z = ±wz2 .
Let O be open and f be holomorphic. By statement 1 of Lemma A.1, O˜ is
open. Let ζ ∈ O˜ \ {0}. As in the proof of statement 1 of Lemma A.1, we choose a
holomorphic branch of the square root g and a neighborhood V of ζ such that V ⊂
Dg and g(V ) ⊂ O. Then V ⊂ O˜ and f(g(ζ ′)) = f˜(g(ζ ′)2) = f˜(ζ ′) for every ζ ′ ∈ V .
This means that f˜ coincides on V with the composition of holomorphic functions
f and g and, hence, is holomorphic on V . This implies that f˜ is holomorphic on
O˜\{0}. If 0 ∈ O˜, then 0 ∈ O and there is r > 0 such that Dr ⊂ O. For k = 0, 1, . . .,
let ak = f
(k)(0)/k! be the Taylor coefficients of f(z) at z = 0. Since f is even, we
have ak = 0 for odd k and, hence, f(z) =
∑∞
n=0 a2nz
2n for all z ∈ Dr. It follows
that the series
∑∞
n=0 a2nζ
n converges to some h(ζ) for every ζ ∈ Dr2 . Clearly, h
is holomorphic on Dr2 and we have h(z2) = f(z) = f˜(z2) for every z ∈ Dr. This
means that f˜ coincides with h on Dr2 and, therefore, f˜ is holomorphic on O˜. 
Lemma A.3. Let n = 1, 2, . . . and O ⊂ C×Cn be such that (−z, u) ∈ O for every
(z, u) ∈ O. Let O˜ be the image of O under the map (z, u)→ (z2, u) from C×Cn to
itself and f be a map on O such that f(−z, u) = f(z, u) for every (z, u) ∈ O. Then
there is a unique map f˜ on O˜ such that f(z, u) = f˜(z2, u) for all (z, u) ∈ O. If O is
open and f is a holomorphic function on O, then O˜ is open and f˜ is a holomorphic
function on O˜.
Proof. The uniqueness of f˜ is obvious. To prove the existence, we choose wζ ∈ C
such that ζ = w2ζ for every ζ ∈ C. Clearly, (wζ , u) ∈ O for every (ζ, u) ∈ O˜, and
we can define f˜ as the map on O˜ taking (ζ, u) ∈ O˜ to f(wζ , u). Then we have
f(z, u) = f(wz2 , u) = f˜(z
2, u) for every (z, u) ∈ O because z = ±wz2 .
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Let O be open and f be holomorphic. By statement 2 of Lemma A.1, O˜ is open.
For every u ∈ Cn, we let j1(u) denote the holomorphic map z → (z, u) from C to
C × Cn. For every z ∈ C, we let j2(z) denote the holomorphic map u → (z, u)
from Cn to C × Cn. In view of the Hartogs theorem, the holomorphy of f˜ will be
proved if we show that f˜ ◦ j1(u) and f˜ ◦ j2(z) are holomorphic functions for every
u ∈ Cn and z ∈ C. Let s be the map z → z2 from C to itself and t be the map
(z, u)→ (z2, u) from C× Cn to itself. Since f = f˜ ◦ t and t ◦ j1(u) = j1(u) ◦ s, we
have f ◦ j1(u) = (f˜ ◦ j1(u)) ◦ s for every u ∈ Cn. Because f ◦ j1(u) is a holomorphic
function, Lemma A.2 implies that f˜ ◦ j1(u) is a holomorphic function for every
u ∈ Cn. Since t ◦ j2(z) = j2(z2), we have f˜ ◦ j2(z) = f ◦ j2(z2) and, hence, f˜ ◦ j2(z)
is a holomorphic function for every z ∈ C. 
Appendix B. Some properties of the functions Cos and Sinc
Dividing the identity sin 2w = 2 sinw cosw by 2w, we find that sinc 2w =
sincw cosw for every w ∈ C \ {0}. By continuity, this equality remains valid for
w = 0 and it follows from (1.28) that
Sinc 4ζ = Sinc ζ Cos ζ, ζ ∈ C.(B.1)
Substituting sinw = w sincw in the identity sin2 w + cos2 w = 1, we obtain
w2 sinc2 w + cos2 w = 1 for every w ∈ C. In view of (1.28), this implies that
ζ Sinc2 ζ + Cos2 ζ = 1, ζ ∈ C.(B.2)
Differentiating the left equality in (1.28) yields sinw = −2wCos′(w2) for every w ∈
C. Dividing this identity by w, we obtain sincw = −2 Cos′(w2) for all w ∈ C \ {0}.
By continuity, this formula remains valid for w = 0 and it follows from the right
equality in (1.28) that
Sinc ζ = −2 Cos′ ζ, ζ ∈ C.(B.3)
Lemma B.1. The functions Cos and Sinc are strictly decreasing on the interval
(−∞, pi2]. For every ξ < pi2, we have Sinc ξ > 0. If a ∈ R and ξ ≥ −a2, then
|Sinc ξ| ≤ ch a.
Proof. Let the function f on R be defined by the equality f(x) = x cosx − sinx.
Then we have sinc′ x = f(x)/x2 for every x > 0. Since f ′(x) = −x sinx, we
have f ′(x) < 0 for x ∈ (0, pi). As f(0) = 0, we have f(x) < 0 for x ∈ (0, pi)
and, therefore, sinc strictly decreases on [0, pi]. In view of (1.31), this implies
that Sinc strictly decreases on [0, pi2]. Since Sinc is strictly decreasing on (−∞, 0]
by (1.29), we conclude that Sinc strictly decreases on (−∞, pi2]. In view of the
equality Sinc(pi2) = 0, it follows that Sinc ξ > 0 for ξ < pi2. By (B.3), we have
Cos′ ξ = −2−1 Sinc ξ < 0 for ξ < pi2 and, hence, Cos is strictly decreasing on
(−∞, pi2]. Let a ∈ R. In view of (1.29), (1.30), and the monotonicity of Sinc
established above, we have
Sinc ξ ≤ Sinc(−a2) ≤ Cos(−a2) = ch a, ξ ∈ [−a2, pi2].
If ξ ≥ pi2, then we have |Sinc ξ| = | sinc√ξ| ≤ 1/pi < ch a. Hence, |Sinc ξ| ≤ ch a
for all ξ ≥ −a2. 
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Appendix C. Herglotz functions
A holomorphic function f on C+ is said to be a Herglotz function if Im f(z) > 0
for every z ∈ C+. It is well known (see [2], Ch. 6, Sec. 69) that every Herglotz
function f admits a unique representation of the form
f(z) = a+ bz +
∫
R
(
1
t− z −
t
t2 + 1
)
dν(t), z ∈ C+,(C.1)
where a ∈ R, b ≥ 0, and ν is a positive Radon measure on R such that∫
R
dν(t)
t2 + 1
≤ ∞.(C.2)
We call ν the Herglotz measure associated with f .
Lemma C.1. Let f be a Herglotz function and ϕ be a continuous complex function
on R satisfying the bound |ϕ(E)| ≤ C(1 + E2)−2, E ∈ R, for some C ≥ 0. Then
the function E → ϕ(E)Im f(E + iη) on R is integrable for every η > 0 and we
have
∫
R ϕ(E)Im f(E + iη) dE → pi
∫
R ϕ(E) dν(E) as η ↓ 0, where ν is the Herglotz
measure associated with f .
Proof. Since ν is the Herglotz measure associated with f , representation (C.1) holds
for some a ∈ R and b ≥ 0. We therefore have
Im f(E + iη) = bη +
∫
R
η dν(t)
(t− E)2 + η2 , E ∈ R, η > 0.
Since ∫
R
|ϕ(E)|η dE
(t− E)2 + η2 ≤ C
∫
R
η dE
(E2 + 1)((t− E)2 + η2) =
Cpi(η + 1)
t2 + (η + 1)2
,(C.3)
the function (E, t)→ η((t−E)2 +η2)−1ϕ(E) on R×R is integrable with respect to
the measure λ× ν, where λ is the Lebesgue measure on R. By the Fubini theorem,
we conclude that the function E → ϕ(E)Im f(E + iη) on R is integrable for every
η > 0 and ∫
R
ϕ(E)Im f(E + iη) dE = bη
∫
R
ϕ(E) dE +
∫
R
gη(t) dν(t),(C.4)
where the function gη on R is given by
gη(t) =
∫
R
ϕ(E)η dE
(t− E)2 + η2 =
∫
R
ϕ(t+ ηE) dE
E2 + 1
.
By the dominated convergence theorem, gη(t) → piϕ(t) as η ↓ 0 for every t ∈ R.
Since |gη(t)| ≤ 2piC(t2 + 1)−1 for 0 < η < 1 by (C.3) and ν satisfies (C.2), we can
apply the dominated convergence theorem again and conclude that
∫
R gη(t) dν(t)→
pi
∫
R ϕ(t) dν(t) as η ↓ 0. In view of (C.4), it follows that
∫
R ϕ(E)Im f(E+ iη) dE →
pi
∫
R ϕ(E) dν(E) as η ↓ 0. 
Appendix D. Proof of Lemma 2.1
The proof given below is similar to that of Lemma 2 in [20].
Let Ln be the branch of the logarithm on Cpi satisfying Ln 1 = 0 and p be the
holomorphic function on C × Cpi defined by the relation p(κ, ζ) = eκLn ζ (hence
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p(κ, r) = rκ for r > 0). Let h be the holomorphic function on C×C×Cpi such that
h(κ, z, ζ) = p(1/2 + κ, ζ)Xκ(ζ2z) for all κ, z ∈ C and ζ ∈ Cpi. By (2.1), we have
h(κ, z, r) = uκ(z|r), κ, z ∈ C, r > 0.(D.1)
We define the holomorphic function F2 on C× C× Cpi by the formula
F2(κ, z, ζ) =
pi
2
(h(κ, z, ζ) + h(−κ, z, ζ)) sincϑκ, κ, z ∈ C, ζ ∈ Cpi.
In view of (2.9) and (D.1), the equality F2(κ, z, r) = b
κ(z|r) holds for every κ, z ∈ C
and r > 0. Further, we define the function F1 on C× C× Cpi by setting
F1(κ, z, ζ) =
h(κ, z, ζ)− h(−κ, z, ζ)
κ
cosϑκ, κ ∈ C \ {0},
F1(0, z, ζ) = 2
[(
Ln
ζ
2
+ γ
)
h(0, z, ζ)− p(1/2, ζ)Y(ζ2z)
]
for every z ∈ C and ζ ∈ Cpi. It follows immediately from (2.6), (2.7), (D.1), and
the definition of F1 that F1(κ, z, r) = a
κ(z|r) for every κ, z ∈ C and r > 0. The
function (z, ζ) → F1(κ, z, ζ) is obviously holomorphic on C × Cpi for every fixed
κ ∈ C. The function κ → F1(κ, z, ζ) is holomorphic on C \ {0} and continuous at
κ = 0 (this is ensured by the same calculation as the one used to find the limit
in (2.7)) and is therefore holomorphic on C for every fixed z ∈ C and ζ ∈ Cpi.
Hence, F1 is holomorphic on C×C×Cpi by the Hartogs theorem. The uniqueness
of F1 and F2 follows from the uniqueness theorem for holomorphic functions.
Appendix E. Proof of Lemma 6.7
Let Ξ denote the set of all maps from Z+ to Z that vanish outside a finite subset
of Z+. We let 0 denote the element of Ξ which is identically zero on Z+: 0(j) = 0
for all j ∈ Z+. For s ∈ Ξ, let Ks = {j ∈ Z+ : s(j) 6= 0}. By the definition of Ξ, the
set Ks is finite for every s ∈ Ξ. Let Ξ+ be the set of all s ∈ Ξ such that s(j) ≥ 0
for every j ∈ Z+. Given s, t ∈ Ξ, we let s+ t denote the pointwise sum of s and t:
(s + t)(j) = s(j) + t(j) for every j ∈ Z+. Endowed with this addition, Ξ becomes
an Abelian group with zero element 0. If s, t ∈ Ξ+, then s+ t ∈ Ξ+. Given s ∈ Ξ+,
we define the function e(s) on C× C× C3pi/2 by the relation
e(s|α, ϑ, z) =
∏
j∈I
(∂jαR(α, ϑ, z))
s(j), α, ϑ ∈ C, z ∈ C3pi/2,
where I is any finite subset of Z+ such that Ks ⊂ I (clearly, the definition of
e(s) does not depend on the choice of I). It follows immediately from the above
definition that
e(s+ t) = e(s)e(t), s, t ∈ Ξ+.(E.1)
For every j ∈ Z+, we define δj ∈ Ξ+ by the formula
δj(k) =
{
1, k = j,
0, k ∈ Z+ \ {j}.
If j ∈ Z+ and s ∈ Ξ, then we set
[s]j = s− δj + δj+1.
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If s ∈ Ξ+ and j ∈ Ks, then [s]j ∈ Ξ+. We now show that
∂αe(s|α, ϑ, z) =
∑
j∈Ks
s(j)e([s]j |α, ϑ, z),(E.2)
∂ϑe(s|α, ϑ, z) =
∑
j∈Ks
s(j)e(s− δj |α, ϑ, z)∂jαR(α, ϑ+ pi/2, z)(E.3)
for every s ∈ Ξ+, α, ϑ ∈ C, and z ∈ C3pi/2. The proof is by induction on the
cardinality CardKs of Ks. Let CardKs = 1 and j ∈ Z+ be such that Ks = {j}.
Then we have e(s|α, ϑ, z) = (∂jαR(α, ϑ, z))s(j). This implies (E.2) and (E.3) because
s(j) > 0 and
∂ϑR(α, ϑ, z) = R(α, ϑ+ pi/2, z)(E.4)
by (2.17) and (2.18). Suppose now that CardKs > 1. Then we can find s′, s′′ ∈ Ξ+
such that s = s′+ s′′, the sets Ks′ and Ks′′ are both nonempty, and Ks′ ∩Ks′′ = ∅.
Since CardKs′ < CardKs and CardKs′′ < CardKs, it follows from the Leibniz
rule, the induction hypothesis, and formula (E.1) that
∂αe(s|α, ϑ, z) = e(s′′|α, ϑ, z)
∑
j∈Ks′
s′(j)e([s′]j |α, ϑ, z)+
+ e(s′|α, ϑ, z)
∑
j∈Ks′′
s′′(j)e([s′′]j |α, ϑ, z).
Applying (E.1) again and observing that [s]j = [s
′]j + s′′ = s′ + [s′′]j for every
j ∈ Z+, we obtain (E.2). In the same way, (E.3) follows from the Leibniz rule,
the induction hypothesis, and formula (E.1). This completes the proof of (E.2)
and (E.3) for all s ∈ Ξ+ that are not identically zero. It remains to note that these
formulas obviously hold for s = 0.12
Given s, t ∈ Ξ+, we define the function E(s, t) on C×C×C3pi/2 by the relation
E(s, t|α, ϑ, z) = e(s|α, ϑ, z)e(t|α, ϑ+ pi/2, z), α, ϑ ∈ C, z ∈ C3pi/2.
Since ∂jαR(α, ϑ, z) = e(δj |α, ϑ, z) for every j ∈ Z+, it follows from (2.19), (E.2),
and (E.3) that
∂αE(s, t|α, ϑ, z) =
∑
j∈Ks
s(j)E([s]j , t|α, ϑ, z) +
∑
j∈Kt
t(j)E(s, [t]j |α, ϑ, z),
∂ϑE(s, t|α, ϑ, z) =
∑
j∈Ks
s(j)E(s− δj , t+ δj |α, ϑ, z)−
−
∑
j∈Kt
t(j)E(s+ δj , t− δj |α, ϑ, z)
In view of (E.4), this implies that
∂α
E(s, t|α, ϑ, z)
R(α, ϑ, z)m
=
Gm(s, t|α, ϑ, z)
R(α, ϑ, z)m+1
, ∂ϑ
E(s, t|α, ϑ, z)
R(α, ϑ, z)m
=
Hm(s, t|α, ϑ, z)
R(α, ϑ, z)m+1
(E.5)
12As usual, we assume that a sum and product of an empty family are equal to zero and unity
respectively. In particular, e(0) is identically unity on C× C× C3pi/2.
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for every s, t ∈ Ξ+, m = 1, 2, . . ., and (α, ϑ, z) ∈ O, where the functions Gm(s, t)
and Hm(s, t) on C× C× C3pi/2 are given by
Gm(s, t) =
∑
j∈Ks
s(j)E([s]j + δ0, t) +
∑
j∈Kt
t(j)E(s+ δ0, [t]j)−mE(s+ δ1, t),(E.6)
(E.7) Hm(s, t) =
∑
j∈Ks
s(j)E(s− δj + δ0, t+ δj)−
−
∑
j∈Kt
t(j)E(s+ δj + δ0, t− δj)−mE(s, t+ δ0).
For k, l ∈ Z+, we set Ξk+ = {s ∈ Ξ+ : s(j) = 0 for j > k} and
Sk,l = {(s, t) ∈ Ξk+ × Ξk+ : (s|{0,...,k}, t|{0,...,k}) ∈ Qk,l},
where the set Qk,l is given by (6.22).
Let k, l ∈ Z+, a ≥ 0, and f be a function on C×C×C3pi/2. We say that f is a func-
tion of type (k, l, a) if there exists a map c : Sk,l → Z such that
∑
(s,t)∈Sk,l |c(s, t)| ≤
a and
f(α, ϑ, z) =
∑
(s,t)∈Sk,l
c(s, t)E(s, t|α, ϑ, z)(E.8)
for every α, ϑ ∈ C and z ∈ C3pi/2. In particular, nE(s, t) is a function of type
(k, l, |n|) for every (s, t) ∈ Sk,l and n ∈ Z. Clearly, the following properties hold:
(1) If f is a function of type (k, l, a), then nf is a function of type (k, l, |n|a)
for every n ∈ Z.
(2) If f1 and f2 are functions of types (k, l, a1) and (k, l, a2), then f1 + f2 is a
function of type (k, l, a1 + a2).
(3) Let I be a finite set and F and A be maps on I such that F (ι) is a function
of type (k, l, A(ι)) for every ι ∈ I. Then ∑ι∈I F (ι) is a function of type(
k, l,
∑
ι∈I A(ι)
)
.
Given k, l ∈ Z+, we can define a bijection p between Sk,l and Qk,l by setting
p(s, t) = (s|{0,...,k}, t|{0,...,k}) for every (s, t) ∈ Sk,l. The right-hand side of (E.8)
then coincides with the sum in the right-hand side of (6.24) for C = c◦p−1. Hence,
Lemma 6.7 is ensured by the following statement.
Lemma E.1. For every k, l ∈ Z+, there is a function f of type (k, l, 2k+l(k + l)!)
such that
∂kα∂
l
ϑF (α, ϑ, z) =
f(α, ϑ, z)
R(α, ϑ, z)k+l+1
for every (α, ϑ, z) ∈ O.
Proof. We note that (0, δ0) ∈ S0,0 and E(0, δ0|α, ϑ, z) = R(α, ϑ+ pi/2, z) for every
α, ϑ ∈ C and z ∈ C3pi/2. It therefore follows from (6.3) that the statement holds
for k = l = 0 with f = E(0, δ0). Suppose the statement is true for k, l ∈ Z+ and
the map c : Sk,l → Z is such that∑
(s,t)∈Sk,l
|c(s, t)| ≤ 2k+l(k + l)!(E.9)
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and
∂kα∂
l
ϑF (α, ϑ, z) =
1
R(α, ϑ, z)k+l+1
∑
(s,t)∈Sk,l
c(s, t)E(s, t|α, ϑ, z)
for every (α, ϑ, z) ∈ O. In view of (E.5), it follows that
∂k+1α ∂
l
ϑF (α, ϑ, z) =
g(α, ϑ, z)
R(α, ϑ, z)k+l+2
, ∂kα∂
l+1
ϑ F (α, ϑ, z) =
h(α, ϑ, z)
R(α, ϑ, z)k+l+2
for every (α, ϑ, z) ∈ O, where the functions g and h on C×C×C3pi/2 are given by
g =
∑
(s,t)∈Sk,l
c(s, t)Gk+l+1(s, t), h =
∑
(s,t)∈Sk,l
c(s, t)Hk+l+1(s, t).(E.10)
Our statement will be proved by induction on k and l if we show that g and h are
functions of type (k+1, l, a) and (k, l+1, a) respectively, where a = 2k+l+1(k+l+1)!.
If (s, t) ∈ Sk,l, then ([s]j+δ0, t) ∈ Sk+1,l for every j ∈ Ks. Choosing I = Ks, setting
F (j) = s(j)E([s]j+δ0, t) and A(j) = s(j) for every j ∈ I, and applying property (3),
we conclude that
∑
j∈Ks s(j)E([s]j+δ0, t) is a function of type (k+1, l,
∑
j∈Ks s(j)).
Further, if (s, t) ∈ Sk,l, then (s+δ0, [t]j) ∈ Sk+1,l for every j ∈ Kt. Hence, choosing
I = Kt, setting F (j) = t(j)E(s + δ0, [t]j) and A(j) = t(j) for every j ∈ I, and
applying property (3), we deduce that
∑
j∈Kt t(j)E(s+δ0, [t]j) is a function of type
(k + 1, l,
∑
j∈Kt t(j)). Since (s + δ1, t) ∈ Sk+1,l and
∑k
j=0(s(j) + t(j)) = k + l + 1
for every (s, t) ∈ Sk,l, it follows from (E.6) and property (2) that Gk+l+1(s, t)
is a function of type (k + 1, l, 2(k + l + 1)) for every (s, t) ∈ Sk,l. In a similar
way, (E.7) and properties (2) and (3) imply that Hk+l+1(s, t) is a function of type
(k, l+ 1, 2(k+ l+ 1)) for every (s, t) ∈ Sk,l. Our claim therefore follows from (E.9),
(E.10), and properties (1) and (3). 
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