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Abstract
In earlier work, a stochastic method for reconstructing certain classes of two-dimensional
binary images from limited projection directions was presented. In the present study, we exper-
iment with different implementations of this method to minimize the running time. Our fastest
implementation is based on a look-up table and pre-generated arrays of random integers. This
is more than 40 times faster than the implementation used in the earlier work. This speedup
makes it practical to conduct extensive searches to find the optimal values of the method’s
parameters for each class of images to be reconstructed. © 2001 Elsevier Science Inc. All
rights reserved.
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1. Introduction
Binary Tomography deals with the problem of reconstructing binary images from
their projections. A stochastic method for reconstructing binary images gave prom-
ising results in an earlier study [1]. The main goal of the work reported here was to
develop a much faster implementation of the method used in [1].
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In this paper, a binary image is a rectangular two-dimensional array of pixels,
where each pixel is either black or white and the pixels in the first and last rows and
columns of the array are all black. A projection of a binary image is defined as a
data set, which for every line (in a maximal set of parallel lines, each of which goes
through the center of every pixel whose interior it intersects) tells us, at least approx-
imately, how many centers of white pixels are intersected by this line. According
to this definition, there can be only four projection directions: one horizontal, one
vertical and two diagonal. The number of white pixels on a line will be referred to as
its line sum.
By representing each image by a matrix whose entry is 0 if the corresponding
pixel is black and whose entry is 1 if the corresponding pixel is white, the problem
becomes one of solving a system of equations in which the unknowns are the (bi-
nary) matrix entries. In what follows, we use black and 0, as well as white and 1,
interchangeably.
For images that one is likely to come across in any application, the linear system
of equations that arises from the binary tomography problem is very under-deter-
mined and typically leads to a large class of solutions. It is desirable to reduce the
class of possible solutions using prior information about the local structure of the
kind of image we are trying to reconstruct.
Such binary images ω, defined on an array of H pixels (each of which is repre-
sented by an integer h, 1  h  H ), will be modeled probabilistically using a Gibbs
distribution of the form
(ω) = 1
Z
exp
[
β
H∑
h=1
Ih(ω)
]
,
where (ω) is the probability of occurrence of image ω, Z is the normalizing factor
(which insures that is a probability mass function over the set of all binary images
defined on the fixed set of pixels), β is a positive parameter defining the “peaked-
ness” of the Gibbs distribution, and Ih(ω) is the local potential at the pixel h in
the image ω. The local potential is defined in such a way that it encourages certain
local configurations such as uniform white or black clusters of pixels. Since we take
β > 0,(ω) increases as the sum of the local potentials increases. We refer to(ω)
as the prior.
In this paper, we define the clique, C(h), centered at a pixel h to consist of the
nine pixels in the 3 × 3 neighborhood of h. For each pixel h along the edge of the
image, we assume all undefined pixels in C(h) to be black. We restrict our attention
to Gibbs distributions in which the local potential at a pixel h depends only on the
colors assigned to the elements of C(h).
Pixels along the edge of the image will not be allowed to become white (so they
will remain black). For any other pixel h in the image, the color of pixel h influences
the values of the local potentials only at the pixels in C(h). These nine local poten-
tials depend only on the colors of the 25 pixels in the 5 × 5 neighborhood of h. So
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the change in the probability (ω) that results from switching the color of pixel h
depends only on the colors of these 25 pixels.
Appropriate definition of the local potentials plays an important role in successful
image recovery. The definition should reflect the characteristics of a typical image
of the particular application area. There are many possible ways of defining the local
potentials. One simple approach, proposed in [1], is as follows: given a collection
of typical images for a particular application (see Fig. 1), a table can be created in
which we store the number of times each particular clique configuration appears in
these images (there are 512 different configurations of 0’s and 1’s in 3 × 3 cliques).
Then the local potential Ih(ω) is defined as ln(q + 1), where q is the value in the
table corresponding to the clique configuration centered at h in the image ω. The
usefulness of the resulting distribution depends on the size of the collection of images
and on how representative the images in the collection are for the application area.
(To see how this relates to earlier approaches to modeling prior information, see
Section 2.1 of [2].)
Assume that our data consist of projections in three directions (horizontal, vertical
and NW–SE diagonal) of an image which we regard as a random sample from a
particular Gibbs distribution. Then the reconstruction algorithm should find an image
Fig. 1. The images on top are two of the 10 cardiac cross-section phantoms from which the 512 local
potentials of our prior were obtained. The images on bottom are the corresponding reconstructions created
by the method introduced in Section 6. (Only the 63 × 63 central pixels which could be either black or
white are displayed.)
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which is not only consistent with the data, but which is also typical of this Gibbs
distribution. The relative influence of the projection data is controlled by a parameter
α (α  0). Thus, for a binary image ω, we define the function
M(ω) = exp

β

{ H∑
h=1
Ih(ω)
}
− α


3∑
i=1
n(i)∑
j=1
∣∣dij (ω)−mij ∣∣





 ,
where dij (ω) is the line sum in image ω on the jth (1  j  n(i)) line in the direction
i(i = 1, 2, 3), and mij is the value of the corresponding item in the given projection
data. We use the Metropolis algorithm [3] to find images ω for which the value of
lnM(ω) is high. (The values of lnM(ω) are much smaller and are therefore easier
to deal with than the values of M(ω).)
We start the algorithm with a completely black image and store the current value
of lnM(ω). At each iteration of the Metropolis algorithm, a random interior (i.e.,
non-edge) pixel h′ is selected for a possible value change. Let ω1 be the current
image, and let ω2 be the image we would get if we changed the color of the randomly
selected pixel h′ in ω1. Let p be defined by
p= M(ω2)/M(ω1)
= exp

β




∑
h∈C(h′)
(Ih(ω2)− Ih(ω1))

− α{Fh′(ω2)− Fh′(ω1)}



 .
Here, and in the rest of this paper,
Fh′(ω) =
3∑
i=1
∣∣dij (i,h′)(ω)−mij(i,h′)∣∣,
where j (i, h′) is the integer such that the j (i, h′)th line in direction i (i = 1, 2, 3)
passes through the pixel h′. Image ω1 is replaced by ω2 if p is greater than or equal
to 1, and image ω1 is replaced by ω2 with probability p if p is less than 1. This can be
implemented by replacing image ω1 by ω2 if p is greater than a random number that
has a uniform distribution over the interval (0, 1). If the current image ω1 is replaced
by image ω2, then the value of lnM(ω2) is calculated by adding ln(p) to the stored
value lnM(ω1).
In the implementation of such an algorithm that is reported in [1], the program
runs for 50,000 cycles. In each cycle, the algorithm performs (√H − 2)2 iterations
(this is the number of interior pixels in the images; these can be either black or white)
by randomly visiting an interior pixel in the image and performing the Metropolis
step as defined above. The program outputs the image in the sequence with the high-
est value of lnM(ω). In order to reduce accumulation of rounding errors, the current
lnM(ω) is recalculated at the end of every cycle.
The success of the algorithm was tested in [1] on cardiac cross-section phantoms
(65 × 65 pixels) using α = 23.0 and β = 0.1. (For more information on the cardiac
cross-section phantoms, see Section 6.) The parameter α balances the contribution of
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the projections and the Gibbs prior in the reconstruction process, while the parameter
β controls the degree of randomness of the process.
This earlier work concentrated on investigating the possibility of accurate recon-
struction from data from three projection directions and paid no attention to the ef-
ficiency of implementation. With the implementation reported in [1] (to which we
refer as Version I), the user CPU time for reconstructing a cardiac cross-section phan-
tom of 65 × 65 pixels is 25 min and 13 s on a Dell OptiPlex GX300, Intel dual
processor, 733 MHz each, 384 megabytes of RAM, running on Linux. The program
was compiled using the GNU C Compiler (version 1.1.2), with the highest level of
optimization (“-O3”). Our current work was motivated by the realization that this
is unacceptably long for routine use and, in particular, prohibitively long for tasks
such as an experimental search for the most efficacious value of α in some particular
application area.
In the following sections, we report on a sequence of versions, each more efficient
than the previous one, with the final version, Version V, being 44-fold faster than
Version I. This is followed by an illustration that this makes possible the performance
of a certain task which would not even be attempted using Version I.
2. Code optimization
The first step towards reducing the running time was optimizing the code.
1. In Version I, only the desired projections, mij , are stored. In each iteration the line
sums di
j (i,h′)(ω1) are recalculated for 1  i  3, where h′ is the pixel selected for
possible value change. In Version II, the differences dij (ω1)−mij are stored for
1  i  3 and 1  j  n(i), and are updated just for the three lines which pass
through h′ whenever the color of h′ is changed. This reduces the cost of evaluating
the second term in the exponent of the expression that gives the value of p.
2. We changed the random number generator that we were using. The random num-
ber generator in Version I took 2 min and 16 s to generate 600 million ran-
dom numbers (approximately the number of random numbers used in one run
of the algorithm on the images described above). In the optimized code, Version
II, we used the function random() that is included in Linux Red Hat 6.2. The
function returns a pseudorandom integer between 0 and RAND_MAX (in our
case RAND_MAX is 231 − 1). It requires 46 s to generate 600 million random
numbers.
3. We decreased the number of function calls by substituting short codes for function
calls.
4. We replaced certain subroutines by highly optimized library subroutines, usually
written in assembly language. For example, instead of saving the matrix (cor-
responding to the image ω with the highest value of lnM(ω)) by copying the
elements one by one, we used the standard subroutine memcpy from the C library.
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Version II of the program takes 8 min and 2 s of user CPU time to run with the
same phantoms. This is a more than threefold speedup over Version I.
3. Look-up table
Out of the 8 min of user CPU time used by Version II, approximately 7 min are
taken up by the repeated calculation of the values of p throughout the program. A
natural idea is to have a look-up table for all the possible p values. The p value
corresponding to changing the color of a pixel h′ depends on the local potentials
of the cliques containing h′. Therefore, p depends on the 25 pixel colors (25 binary
variables) in the 5 × 5 neighborhood of h′. The value of p also depends on the num-
ber of lines through h′ on which the number of white pixels would improve (become
closer to the desired value) by changing the color of h′. This can be represented by
three binary variables, each corresponding to one line sum through h′ which is made
better or worse by the color change. Thus, p depends on a total of 28 binary variables.
Therefore, the size of the look-up table containing the value of p in all possible
cases would have to be 225 × 23. If the table entries are of type 4-byte floating point
number (which is what we used for p in Version II), then this requires 210 megabytes,
which exceeds the amount of RAM on most currently available computers.
Assuming that the desired line sums mij (1  i  3 and 1  j  n(i)) are fixed,
we define for a pixel h′ and an image ω
k(h′, ω) =
3∑
i=1
bi(h′, ω),
where for 1  i  3,
bi(h′, ω) =
{
1 if di
j (i,h′)(ω)−mij(i,h′)  ω(h′),
0 otherwise.
It is easy to check that, in the Metropolis algorithm,
Fh′(ω2)− Fh′(ω1) =
{
2k(h′, ω1)− 3 if ω1(h′) = 0,
3 − 2k(h′, ω1) if ω1(h′) = 1.
We note that since (as in Version II) the values of dij (ω1)−mij are stored for 1 
i  3 and 1  j  n(i), the cost of evaluating k(h′, ω1) is minimal. Making the fur-
ther observation (immediate from the definition of k) that if ω1 and ω2 are identical
images except at the pixel h′, then k(h′, ω1) = k(h′, ω2), we arrive at the following
simplification of the look-up table for the values of p.
Consider the two images ω1 and ω2 described above. Let p0 be the value of p
when ω1(h′) = 0 and p1 be the value of p when ω1(h′) = 1. It is easy to check that
p1 = 1/p0 (and hence at least one of them is less than or equal to 1). Furthermore,
the pair {p0, p1} does not depend on the color of h′; if we are given the colors
of the 24 pixels in the 5 × 5 neighborhood of h′ (excluding h′) and the value of
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k(h′, ω1) = k(h′, ω2), we can calculate both p0 and p1. However, due to p1 = 1/p0,
we need to store only one of them (we discuss below how we do this) and so the
number of entries in our table is only 224 × 4 (since k(h′, ω) is an integer such that
0  k(h′, ω)  3).
To make the table more compact (to avoid swapping of parts of the table out to
the disk on computers with much less RAM than the 384 megabytes of the computer
used in our experiments), we use only a 1-byte character per table entry (which
results in some accuracy loss). The table then is of size 224 × 4 = 64 megabytes,
which is small enough to fit in the RAM of many personal computers in use today.
To be precise, for a 24-element neighborhood and k-value, we store the following
in the look-up table: if p0  1, we store [127(1 − p0)] (where [ ] denotes rounding to
the nearest integer, and 127 is used because there are 127 positive 1-byte characters);
otherwise, we store [127(p1 − 1)] (which is an integer between −127 and 0). Note
that the C programming language places no restrictions on the dimensionality of an
array, and so we used a 25-dimensional array to store this table. In a language that
does not allow a 25-dimensional array, one can store the table in a one-dimensional
array and compute the index for the one-dimensional array from the 25 individual
indices of our 25-dimensional table.
We now discuss how an iterative step of the Metropolis algorithm can be carried
out using this table and an integer r randomly selected (with uniform distribution)
from the range [0, 127). Suppose first that ω1(h′) = 0 and, consequently, p = p0.
We claim that ω1 should be replaced by ω2 if, and only if, r is greater than or equal
to the table value u(h′, ω1) corresponding to h′ in ω1. To show this, we consider two
possibilities. If p = p0  1, then ω1 is replaced by ω2 in the Metropolis algorithm
and u(h′, ω1)  0  r . If p = p0 < 1, then ω1 is replaced by ω2 in the Metropolis
algorithm with probability p0, and p0 is very close to [127p0]/127 which is the
probability of r being greater than or equal to [127(1 − p0)] = u. It can be shown
similarly that if ω1(h′) = 1, then ω1 should be replaced by ω2 if, and only if, r is
greater than or equal to the negative of the table value, u(h′, ω1), corresponding to
h′ in ω1.
So, in Version III of our implementation, we create the look-up table in advance,
as described above. At the beginning of the program, we read in the table. We start
the algorithm with a black image. The iterative step is:
1. randomly choose a row and a column, which corresponds to randomly picking an
interior pixel h′,
2. look up the table value u(h′, ω1) corresponding to h′ in the current image ω1,
3. generate a random integer r in the range [0, 127), and
4. if h′ is black, then change the color of h′ and update the value of ln M(ω) by
adding the approximate value of ln p0, which can be calculated from u(h′, ω1) if
r  u(h′, ω1),
5. if h′ is white, then change the color of h′ and update the value of lnM(ω) by
adding the approximate value of ln p1, which can be calculated from u(h′, ω1) if
r  −u(h′, ω1).
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We run the algorithm for 50,000 cycles, as described above. We keep track of the
approximate value of lnM(ω) using the look-up table. For recalibration, we recal-
culate the current value of ln M(ω) at the end of each cycle as in previous versions
of the program. The output of the program is the image ω in the sequence with the
highest value of ln M(ω). This version of the program takes 2 min and 39 s (of user
CPU time) to reconstruct the cardiac cross-section phantoms, a more than threefold
speedup over Version II.
4. Random number arrays
Out of the 2 min 39 s of user CPU time used by Version III, it takes 46 s to
generate all the random numbers needed for one run of the program (almost 600
million random numbers for the 65 × 65 cardiac cross-section phantoms). Instead
of generating all these numbers inside the program, we can create appropriate ran-
dom number arrays and store them in separate files in advance. This way, we avoid
not only the generation of numbers inside the reconstruction program but also the
calculations necessary to make the numbers of the type we need (for example, an
integer which specifies a row and column number). Version IV of the program uses
three arrays of 10 million 1-byte characters each—one array is for row picking,
one array is for column picking, and one array is for picking an integer to com-
pare with the look-up table value as explained at the end of the previous section.
Since we need approximately 200 million random rows/columns/integers each in
one reconstruction of the cardiac cross-section phantom, we suggest that three arrays
of 10 million random rows/columns/integers are large enough if a random starting
position in the arrays is chosen every 100 cycles (approximately every 400,000
iterations).
The random number arrays (and the look-up table) are initialized by reading from
files at the beginning of the program. The algorithm is initialized with a black image.
In each iteration, we
1. get the next row and column numbers from the arrays of random row and column
numbers,
2. look-up the corresponding table value,
3. get the next random number in the third random integer array, and
4. compare the random number to the table value, decide whether to change the color
of the pixel, and update the value of ln M(ω) (as in Version III).
We keep track of the approximate value of ln M(ω) using the look-up table. For
calibration purposes, the value of ln M(ω) is recalculated at the end of every cycle,
as in previous versions of the program. The program outputs the image for which the
value of ln M(ω) was highest at the end of 50,000 cycles. Version IV takes 1 min
and 14 s (user CPU time) to reconstruct a cardiac cross-section phantom, a twofold
speedup over Version III.
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5. Time saving on function calculations
The most time-consuming part of Version IV consists of the calculations neces-
sary for keeping track of the value of M(ω) after every pixel change and recalibrating
the value of M(ω) at the end of each cycle. In Version V we avoid this by rounding
the local potentials and keeping track of the integer value of γ ln(M(ω)) (for some
sufficiently large constant γ ) exactly instead of keeping track of the value of lnM(ω)
approximately. In addition, in this version of the program, the look-up table is in-
dexed by only the 24 binary variables, corresponding to the values of the neighbors
of the randomly chosen pixel h′. This look-up table stores only the influence of
the change of color of h′ on the local potentials of the pixels in C(h′), and not the
influence on the line sums through h′. Each time a value from the look-up table is
used, the program must add on to it a term that accounts for the effect on the line
sums of h′’s color change. We found that the extra (CPU) time needed to do this is
more than compensated for by the time saved (from indexing into the large look-up
table) as a result of our eliminating k(h′, ω) from the set of table indexes.
We round the local potential values, Ih(ω), to the nearest hundredth. Let ω be an
image and h′ a pixel. Let ωb be the image ω with the color of h′ changed to black (if
need be) and ωw be the image ω with the color of h′ changed to white (if need be).
For all 24-element neighborhood configurations of the pixel h′ in the image ω, we
store the value of
v(h′, ω) = γβ
∑
h∈C(h′)
{
Ih(ωw)− Ih(ωb)
}
in the look-up table, where γ is a positive constant which makes the above value and
the value of γβα integers for all ω and h′. Since we previously set α = 23, β = 0.1
and rounded the local potentials to the nearest hundredth, we selected γ = 1000.
The look-up table has 224 entries, each of which is a 2-byte short; therefore this table
requires only 224 × 2 = 25 megabytes. Since the value of v(h′, ω) does not depend
on the color of the pixel h′, in an iterative step of the Metropolis algorithm we will
always have that v(h′, ω1) = v(h′, ω2).
We now discuss how an iterative step of the Metropolis algorithm can be carried
out using this table and a 2-byte short of the form γ ln x, where x is a random
number uniformly distributed in the interval (0, 1], and   denotes rounding up
to the nearest integer. (The smallest value that x can be is 1/RAND_MAX, and then
γ ln x is approximately −21,487, which can be stored as a 2-byte short.)
For any image ω and pixel h′, we define the integer
t (h′, ω) =
{
v(h′, ω)− γβα(2k(h′, ω)− 3) if ω(h′) = 0,
−v(h′, ω)+ γβα(2k(h′, ω)− 3) if ω(h′) = 1.
Using previously given definitions, it is easy to check that in the iterative step of
the Metropolis algorithm γ ln(M(ω2)/M(ω1)) = t (h′, ω1), irrespective of the color
of h′. It follows that, whenever it is decided to change the color of h′, the value of
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γ lnM(ω2) can be obtained exactly by adding to the known value γ lnM(ω1) the
integer t (h′, ω1).
It is the case that a correct way to decide whether or not ω1 should be replaced
by ω2 in the Metropolis algorithm is to check whether or not γ ln x  t (h′, ω1).
Indeed, since t (h′, ω) is an integer for all h′ and ω, this is equivalent to γ ln x 
t (h′, ω1), which is equivalent to
x  et (h′,ω1)/γ = M(ω2)
M(ω1)
= p.
The probability of this is exactly min(p, 1) since x is uniformly distributed over the
interval (0, 1].
We create the random number files for row and column picking as done previous-
ly. We create a third file of 10 million random 2-byte shorts of the form γ ln x. The
program runs as follows: We read in the random number files and the look-up table.
We start the algorithm with a black image and store the corresponding integer value
of γ lnM(ω). In each iteration, we
1. get the next row and column numbers from the arrays of random row and column
numbers; this corresponds to randomly choosing an interior pixel h′,
2. look up the corresponding table value v(h′, ω1) and calculate t (h′, ω1),
3. get the next γ ln x value from the array of random γ ln x values, and
4. if γ ln x  t (h′, ω1), then change the color of h′ in ω1 and add t (h′, ω1) to the
stored value of γ lnM(ω1).
The algorithm performs 50,000 cycles, where each cycle is (
√
H − 2)2 iterations
as described above. The output is the image for which the highest value of γ lnM(ω)
was obtained. (Since γ lnM(ω) is always an integer, it is always exact and so there is
no need to recalculate it at the end of every cycle, as done in the previous versions.)
The user CPU time of the program is 34 s, a twofold speedup over Version IV.
6. Application
Having Version V of the implementation, which takes only 34 s of user CPU
time, enabled us to study the dependence of the success of reconstruction on the
choice of the parameters α and β. After some experimentation, we concluded that
50,000 cycles were not sufficient for successfully reconstructing certain problematic
images. Therefore, we decided to run the algorithm for 500,000 cycles. Instead of
keeping β constant throughout these cycles, we experimented with different anneal-
ing schedules. We found that starting β at a relatively low value, β = 0.0775; and
incrementing it by 0.0025 every 50,000 cycles gives good results. (The value of γ
also varies during the annealing schedule in such a way that the product of γ and
β remains fixed at 100. For each value of γ in the schedule, an array of 10 million
random numbers of the form γ ln(x) is read in from a previously created file.) We
start each of the 50,000 cycles (except the first 50,000 cycles which start from a black
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image) with the image with the highest value of γ lnM(ω) from the previous 50,000
cycles. Such an annealing schedule allows the algorithm to jump randomly around
the image space at first, while slowly decreasing the number of “bad” changes made
to an image (changes that lower the value of γ lnM(ω)). Once we had decided on
the above-mentioned annealing schedule, we could search for a corresponding good
value of α.
For this application, we adapted from [1] a statistical ensemble of mathematically
described images based on cardiac cross-section images. These images all consist
of three geometrical objects (an ellipse representing the left ventricle, a circle repre-
senting the left atrium and the difference between two circular sectors representing
the right ventricle) of statistically variable sizes, shapes and locations. By assigning
white to every pixel whose center is inside one of these objects (and black to every
other pixel), each mathematically described image gives rise to a binary image; we
refer to such binary images as “phantoms”.
The phantoms were defined on the square grid with height and width equal to 65
pixels. Thus, in our experiments H = 4225. The phantoms and the line sums were
generated using the software SNARK93 (see [4] for more details) and the pixel size
used was 1 mm, producing 65 mm × 65 mm images. Since SNARK93 generates the
projection data based on the geometrically described objects, the projections contain
only approximations of the line sums of the phantoms.
We measure the success of a reconstruction of a phantom by the number of pixels
in the output image which were correctly classified. Twenty phantoms were random-
ly generated to create our training set. (These were different from the 10 randomly
generated phantoms used for creating the prior as described in Section 1.) Based on
them, we tried to determine the best value of α for the reconstruction of the phantoms
in our ensemble from three projection directions. We ran the algorithm, as described
above, 10 times on each of the 20 images (from our training set) and calculated the
mean of the pixel differences in all these reconstructions for different values of α.
The results are shown in Fig. 2. It took approximately 15,000 min (approximately 10
full days) of user CPU time to run all the necessary reconstructions in order to create
this graph. It would have taken more than 40 times longer using Version I instead of
using Version V. (In fact, we could not afford the 400 days of user CPU time that
would be needed to create such a graph using Version I!)
We can see from the unsmooth graph of Fig. 2 that more reconstructions are nec-
essary in order to determine the best value for α. Therefore, for certain values of α
we ran the algorithm an additional 10 times on each of the 20 images; see Fig. 3.
This graph is smoother, as expected, but not as smooth as we would like. Finally, for
the same values of α we ran the algorithm yet an additional 20 times on each of the
20 images (for a total of 40 reconstructions per image); see Fig. 4. From this graph,
we deduce that the best integer value of α is unlikely to be different from 23 ± 1
for reconstructing the cardiac cross-section phantoms. These are the values which
on average produce the images with the least number of misclassified pixels for the
given prior and annealing schedule for β.
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Fig. 2. Graph of the mean of pixel differences over 20 images, with 10 reconstructions each for several
alpha values. The error bars represent 1 unit of standard deviation in the mean on either side of the mean
for each value of α.
Fig. 3. Graph of the mean of pixel differences over 20 images, with 20 reconstructions each for several
alpha values. The error bars represent 1 unit of standard deviation in the mean on either side of the mean
for each value of α.
In Fig. 1, we show the reconstructions of two phantoms from the ensemble of im-
ages from which the prior was created (these images are different from those used in
training α). The reconstructions were performed with the annealing schedule for β as
described above and with α = 23. In Fig. 1(a), the top image is one of the phantoms,
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Fig. 4. Graph of the mean of pixel differences over 20 images, with 40 reconstructions each for several
alpha values. The error bars represent 1 unit of standard deviation in the mean on either side of the mean
for each value of α.
its projection difference is 44 (this is the sum over all lines in all directions of the ab-
solute values of the difference between the line sums in the image and corresponding
items in the projection data generated by SNARK93), and its value of γ lnM(ω) is
3,810,674; the bottom image is the corresponding reconstruction, its pixel difference
is 28 (the number of pixels in the reconstruction that are different from the phantom),
its projection difference is 14, and its value of γ lnM(ω) is 3,875,392. In Fig. 1(b),
the top image is another phantom, its projection difference is 64, and its value of
γ lnM(ω) is 3,758,072; the bottom image is the corresponding reconstruction, its
pixel difference is 50, its projection difference is 10, and its value of γ lnM(ω)
is 3,873,627. Note that in both cases we have a higher value of γ lnM(ω) for the
reconstruction than for the phantom (to be expected, since we are maximizing this
function) since the reconstruction is more consistent than the phantom with the given
projection data.
7. Discussion
In Version I of the implementation, local potentials were kept to eight decimal
places. In Versions II–IV four decimal places were decided to be sufficient. In Ver-
sion V we assumed that local potentials need only two decimal places. These changes
seem to be minor enough; they made no evident difference in the reconstructions.
Version V of the program reads in the look-up and random number tables at the
beginning of its execution. The implementation is such that, after reconstructing an
image, we have a choice of reconstructing another image or quitting the program.
In the first case, the look-up and random number tables do not have to be re-read.
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In the application discussed in Section 6, for a given value of α the same random
number and look-up tables are used for each of the reconstructions. Not reading
in the tables before each reconstruction saves approximately 40 additional seconds.
Note that this exceeds the user CPU time for Version V of our program. (Reading
from a file is done by the operating system kernel, and so CPU time spent doing
this is not included in user CPU times reported by the system. Nevertheless, we
have based our timing comparisons solely on the user CPU time, since in an appli-
cation where many reconstructions are performed with a constant value of α—and
therefore one particular look-up table—the time to read in the tables for the various
implementations is insignificant in comparison with the time necessary to do the
“work” in each reconstruction.)
At the suggestion of one of the referees, we implemented and tested a sixth ver-
sion of the program which might appear to be able to make more efficient use of
a computer’s cache memory than our Version V. This sixth implementation differs
from Version V in that it does not use the 224-entry look-up table of v(h′, ω) values
to compute the value of t (h′, ω1) = γ ln(M(ω2)/M(ω1)). Instead, it computes the
value of t (h′, ω1) from the value of k(h′, ω1) and from the values of Ih(ω1) and
Ih(ω2) at each of the nine pixels h in C(h′), the values of Ih(ω1) and Ih(ω2) are
looked up from a 512-entry table of Ih-values.
In our experiments this version took more than 12 times as long to reconstruct
the same phantoms as Version V. This makes sense, since it does 9 × 2 = 18 table
look-ups (in a small table) at each iteration, whereas Version V only does one ta-
ble look-up (in a large table). Moreover, even though only a small part of the large
table of Version V can be in cache memory at any one time, at each iteration the
table entry which needs to be accessed is quite likely to be in cache memory already
because the Metropolis algorithm usually changes the image slowly, and our images
are relatively small.
8. Conclusions
We have shown how to reduce the time required to reconstruct a binary two-
dimensional image from its projections using the stochastic method introduced in [1].
We started from an algorithm which successfully reconstructs binary two-
dimensional images from three projection directions. We reduced the running time
of the program by creating a look-up table and files of random numbers. We achieved
a 44-fold speedup.
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