Isomap is a classic and representative manifold learning algorithm for nonlinear dimensionality reduction, which aims to circumvent the problem of "the curse of dimensionality" and attempts to recover the intrinsic structure hidden in high-dimensional 
Introduction
The task of nonlinear dimensionality reduction is to seek a nonlinear mapping that transforming a high dimensional multivariate data into a low-dimensional representation, as described in [1] , low dimensionality was especially important for learning, as the number of examples required for attaining a given level of performance grows exponentially with the dimensionality of the underlying representation space, and psychophysical pointed out that perceptual tasks such as similarity judgment tend to be performed on a low-dimensional representation of the sensory data. The analysis of mapping involves detecting and identifying the possible inherent structure which may be present in original data, and then transforming the original data into the lower dimensional space such that the inherent structure is approximately preserved. Sammon's mapping was the first such algorithm published in 1969 [2] , in which the approximate structure preservation, refer to geometric relationships among subset of the data such as hyper-spherical and hyper-ellipsoidal clusters, and linear and certain nonlinear relationships among the vectors of some subset, was maintained by fitting N points in the lower-dimensional space such that their inter-point distances approximated the corresponding inter-point distances in original input space. The problem of dimensionality reduction has been became a more and more urgent task in high-dimension data analysis [3] .
However, one of main branches related to nonlinear dimensionality reduction may be considered as manifold learning based on the assumption that data lie on or near a Riemannian manifold, the goal is to recovering the intrinsic structure hidden in high-dimensional data space. In vision and perception applications [4] , where facial images vary from moment to moment, but these changing signals can be perceived through perception by us and confirmed that these variability are produced by the same object and changed continuously, so it can be viewed as a manifold embedded in the image space. Manifolds are also relevant to other types of perception such as simplifying high-dimensional data by finding low-dimensional structure in it. At the same time, Manifold learning also represents a very important class of unsupervised learning method in machine learning fields. On the other hand, manifold learning has strictly topology background that involves the study of bijective mapping which indicates every point in low-dimensional embedding space has a neighborhood homeomorphic to an open set of high dimensional real space. So the guarantee of continuity and differentiability in terms of the bijective mapping to be constructed between the low-dimensional embedding and high-dimensional input space is necessary to take into consideration in practice. Thus the focus is naturally turned to how to choosing a suitable neighborhood to guarantee success of unfolding the intrinsic structure but it has been puzzled in the past about ten years.
Many efficient manifold learning algorithms have been proposed to extract the low dimensional intrinsic structure and trying to preserve certain invariant properties as good as possible between the low and high dimensional spaces, such as Isomap [5, 6] , Local Linear Embedding (LLE) [7, 8] , Lapacian Eigenmap [9] , Local Tangent Space Alignment (LTSA) [10] , Semidefinite Embedding (SDE) [11] , Neighborhood Preserving Embedding (NPE) [12] , Stochastic Neighbor Embedding (SNE) [13] , Locality Preserving Projections (LLP) [14] , Riemannian Manifold Learning (RML) [15] , etc.. Invariant property involves global or local characteristic regarding to the data, for example, Isomap algorithm trying to preserving a global geometrical structure by introducing geodesic distance instead of Euclidean distance can recover an isometric embedding, while algorithm LLE preserving local linearity of the data can recover both isometric as well as conformal embeddings [16] , RML preserving geodesic distances and directions only in local neighborhood, etc.. Meanwhile the determination of invariance depends on an appropriate choosing of neighborhood.
In this paper, we pay our attentions to an adaptive variation of Isomap, called 3N-Isoamp proposed recently [17, 18] , which based on an adaptive neighborhood graph construction and also represents a nonlinear global dimensionality reduction algorithm likes as the original Isomap, but without free-parameter in use. It means that 3N-Isoamp can be cheaply applied to various applications in terms of high-dimension data analysis without the consideration of selecting suitable free-parameter which must be specified by users in use of Isomap and is a longstanding problem in manifold learning in the past about ten years, and provides more efficient and practice manifold learning approach for the task of nonlinear dimensionality reduction. In contrast to the Isomap, main difference within 3N-Isomap algorithm is on the construction of nearest neighborhood graph, where a type of adaptive and scale-free nearest neighborhood graph instead of k-NN or -NN nearest neighborhood is adopted in 3N-Isomap which induced by natural nearest neighbor (3N) generated by a novel mechanism [17] . 3N neighbor can be easily applied to the LLE and LTSA algorithms to produce corresponding adaptive versions 3N-LLE [19] and 3N-LTSA [20] without the use of free-parameter. 3N neighbor presents a unified form with respect to the common used k-NN or -NN nearest neighbor in practice and can be used to produce various types of neighborhood graphs, in particularly, for well partitioned clusters or multi-manifolds, natural nearest neighborhood graph (3NG) generated by connecting each data point to its 3N neighbors is able to used to represent the corresponding well partitioned data distribution in a form of multiple connected component graphs. Thus integrating all connected components into a totally connected graph can be done by using suitable strategies for the purpose of extracting low-dimensional embedding or visualization. It should be remarked that the number of connected component graphs induced by the 3N neighbor may be less than the precise number of well partitioned data but the local connection relationships within each sub-manifold or cluster are still preserved well, at the same time, it is of importance to noticed that nothing about the category information related to the multi-manifolds does need to take into consideration at all.
In fact, calculating the connected component graphs according to geodesic distances matrix based on the well constructed neighborhood graph in the second step within the original Isomap has been done, whereas just the largest component graph was received the attraction by the authors and considered to extract the corresponding low-dimensional embedding, and the others were taken as the outliers and thrown at all times. It may be reasonable to the case of single manifold, but the outliers corresponding to the smaller component graphs are directly related to the selected size of neighborhood in the first step of Isomap, provided that the size of neighborhood is relative to larger, the outliers will never be appeared. On the other hand, under the condition of outliers are unavoidable, such as the number of sampling points is relative to small, it's also necessary to think of a natural extension to the original Isomap in order to observing the whole aspect of all data points. Based on these observations, we present a natural extended version of Isomap that can be used to handle the both cases discussed above: multi-manifolds and outliers appeared.
However, several extensions to Isomap algorithms in terms of multi-manifolds or clusters have been proposed [21, 22, 23] recently, these algorithms emphasis on the category information in order to computing both the intra-manifolds and the inter-manifolds geodesic distances and further to obtaining an approximate global isometric mapping following the multi-dimensional scaling (MDS) mapping. The goal is to construct a totally connected neighborhood graph among all sub-manifolds that maintains a possible whole structure, meanwhile guarantee the local connectivity within single sub-manifold as better as possible. As in reference [21] , a split-augment approach based on the matrix decomposition is used to construct a neighborhood graph that can be regarded as a variation of the k-NN method. In [22] and [23] , two variations of Isomap were presented called D-C Isomap and M-Isomap respectively, they are both based on two processes, one is the decomposition process which learning all data sub-manifolds individually, include clustering the whole data set to multiple individual clusters, estimating the relevant intrinsic dimensionality and building the corresponding neighborhood graph, for example in [23] , two kinds of strong connectivity neighborhood graph such as k-edge-connected [24] and k-vertices-connected [25] are preferred to use, this neighborhood graph would not be disconnected even removing any k-1 edges (or vertices); the other process is composition which leads to a skeleton coincide with the whole data set and guarantees each embedding of cluster would be able to placed into the corresponding position. In addition, M-Isomap is a generalization to the D-C Isomap and provides a general framework for learning multi-manifolds or clusters.
Comparing with previous extended Isomap algorithms for handling the issue of multi-manifolds or clusters, we adopted an absolutely different approach to construct an adaptive neighborhood graph which independent of the neighborhood parameter k.
Natural nearest neighbor and adaptive nearest neighborhood graph
The idea of natural nearest neighbor (3N) is inspired from the real world observations that the neighbors should be acceptable by each others, similar to the "friendship" relations between individuals in social science psychology, naturally, some person have more friends whereas some person have few friends, the number of one's "true friends" should be determined by the number of how many other people are taken him or her as a friend, rather than the number of one's subjectively taken as. One's "true friends" are called natural nearest neighbors (3N). For general data objects, object y is one of the neighbors of object x if and only if object x is considered as a neighbor of object y. Hence, the more the objects like object y, the more the neighbors of x should be have. In order to determine the number of 3N neighbors, a possible and compact super-bound about the size of k-nn neighborhood was defined according to following formula
where NNr(y) denotes the r-nn nearest neighborhood of point y in sense of k-NN, N the set of non-zero natural numbers, and X the data set. Along with the determination of sup k , the number of 3N neighbors for each data point obtained in use of a simple algorithm described as following Algorithm. Computing the supremum sup k with respect to the size of k-nn neighborhood, and defining an adaptive neighborhood graph: Natural Nearest Neighborhood Graph (3NG), Saturation Neighborhood Graph (SNG) or Maximal Neighborhood Graph (MNG).
Input: Data set X. Output: The indicator of saturation connectivity, the number of neighbors at each point and the neighbors within corresponding neighborhood. The symbol nb(i) denotes the number of natural nearest neighbors at point i, NN r (i) the r-nn nearest neighborhood, nn r (i) the r-th nearest neighbor. Once the indicator sup k is obtained, the other quantities devised in algorithm are naturally given, in which nb(i) denotes the number of NNPs that passing through the point i，i.e., the number of neighborhoods covering the point i, called the points within the NN nb(i) (i) the natural nearest neighbors (3N), and ratio_nb(i) denotes the averaged degree of connectivity at every point i, and satisfies the equation  i ratio_nb(i)=1. From the algorithm, the numerical value of sup k equals to the average value of 3N neighbors { nb(i)}of all points.
Adaptive Isomap Algorithm: 3N-Isomap
Once the ANNG, e.g. 3NG, SNG or MNG over all points for a given data set has been constructed, it's easy to apply these graphs to the original Isomap algorithm by simply replacing the k-NN graph or -NN graph used in Isomap with 3NG or SNG, i.e. 3N-Isomap algorithm. Due to ANNG is a type of scale free neighborhood graph, performing 3N-Isomap does not require any free parameter.
Given a data set X with n objects, 3N-Isomap algorithm consists of five steps as following.
Step 1 where NNr(y) denotes the r-nearest neighborhood of point y, or the path of searching r nearest neighbors. The calculation process can be performed and terminated automatically as r increasing.
Step
2: Computing all the number of natural neighbors: nb(i).
As the sup k is obtained, account the number of paths (searching sup k nearest neighbors) that passing through every point i, i.e. the number of sup k -nearest neighborhoods covering point i.
Step 3: Constructing adaptive nearest neighborhood graph (ANNG). Based on the values of indicator sup k and the collection of {nb(i), i = 1,..,N}, there are many choices to construct an ANNG graph for given data set as mentioned in previous section, e.g. 3NG, SNG, or MNG and other forms.
Step 4: Description on the global geometric structure. Approximating the global geodesic distances matrix D M = { d M (x i , x j ) } with respect to the pairwise data points lie in or near to the high-dimensional manifold in use of shortest-path algorithm Dijksta or Floyd based on the ANNG graph constructed in step 3, the resulting graph distances matrix D G = { d G (x i , x j ) } is a good approximation to the geodesic distance matrix D M = {d M (x i , x j )} on the manifold as the sampled data points is larger enough.
Step 5: Constructing low-dimensional embedding Perform the classical MDS algorithm on the graph distance matrix D G = { d G (x i , x j ) }, constructing a low-dimensional representation Y of the data by the leading eigenvectors of the inner products matrix (D G ) which best preserves the manifold's estimated intrinsic geometry.
In order to extend 3N-Isomap to the case of multi-manifolds or clusters, the focus is naturally on the step 4 in 3N-Isoamp, in which an approximation geodesic distance matrix for multi-manifolds needs to be reformulated under condition of the constructed ANNG is obtained within step 3. Here the constructed ANNG represents a whole connection relationship among all clusters, its corresponding geodesic distance matrix will be used to identify all possible component graphs, sorting them according to the size of component graphs in decreasing order, and then connecting them gradually into a larger totally connected graph through shortest edge between the existing large graph and the next small component graph one time a component, finally, a totally connected graph is obtained. For the purpose of visualization, the longest edge between the previous and the next component graph may be a proper choice in connecting procedure.
Let CG be a collection of all possible component graphs {CG i | iI} produced by an ANNG, and TCG the resulting totally connected component graph according to the approach described above, computing the TCG as following
Step 
Experimental results
In this section, we use COIL-20 [26] database to demonstrate the performance of our proposed method for automatic and adaptive multi-manifolds learning. COIL-20 database contains 1440 grayscale images with respect to 20 objects (figure 1), the images of each object were taken at pose intervals of 5 degrees where the object was placed on a motorized turntable against a black background and the turntable was rotated through 360 degrees to vary object pose with respect to a fixed camera, this results 72 images for each object with size of 3232 pixels. Meanwhile, the objects have a wide variety of complex geometric, appearance and reflectance characteristics. Two experiments are shown here, in the first experiment, we shown the efficiency and performance of 3N-Isomap on all single objects with 4 different ANNGs. In the second experiment, demonstrating the results of extended 3N-Iosmap for multi-manifolds.
In the first experiment, as shown in table 1, we demonstrate the performance (residual variance 1- 2 ) of 3N-Isomap with 4 different ANNGs based on all single objects numbered from 1 to 20 as shown in figure 1 , each type of ANNG graph is constructed automatically by connecting a point to its nb(i), sup k , max(nb(i), sup k ) and max(nb) nearest neighbors respectively, and meanwhile, the information about the 3N neighbor for each object are also displayed in it. In general, due to the generating mechanism within COIL-20 database was in a form of rotation, so the 2-dimensional embedding in terms of each object should be in a form of circle, which should strictly correspond to the corresponding regular neighborhood graph of degree 2, i.e. every point has just 2 neighbors when the object is very simple, such as objects 1, 7, 10 and 11 (figure 2), in this case, 4 types of ANNG graphs are same as others, in other words, the distribution of points is following from uniformity. Contrarily, in the case of objects 16 and 17, some points have larger number of neighbors, so the higher density and similarity are achieved in these points; Figure 3 shows the embedding of 3N-Isomap with SNG graph in terms of object-16. On the other hand, we observed that the relative larger values of residual variance are attained in the case of objects 5 and 6, but the number of 3N neighbors of all points does not change intensively in contrast to the case of objects 16 and 17. It means ANNG graph constructed for approximating to the generating mechanism of manifold is complex, or equivalently, some complex characteristics or changes may be contained in the objects, as shown in figure 4 , in which the ANNG graph is constructed by connecting each point i to its max(nb(i), sup k ) neighbors.
Also, it should be noticed that the residual variance may be taken very small values in some cases, such as objects 2, 3, 4, 8 and 18 under the connection of 3NG graph which presents well density information, but the corresponding low-dimensional embedding and representation produced by 3N-Isomap algorithm does not express the optimal result with respect to the manifold. Along with increasing the number of neighbors for each point, i.e. adopting SNG or other types of ANNG graphs, the optimal result can be obtained. In the following experiment, automatic multi-manifolds learning described in the paper for the purpose of low-dimensional representation and visualization is demonstrated, where 4 groups of data points are used and correspond to 5, 10, 10 and 20 sub-manifolds (categories) respectively contained in COIL-20 database, also three types of ANNG graph indicated by nb(i), sup k and max(nb(i), sup k ) are constructed similar to the previous experiment, and two types of connections, indicated by "min" or "max", are provided for connecting all possible ordered graph components induced by the ANNG graph through the shortest or longest edge between the current formed graph and the forthcoming component, in order to estimate the performance about the extended 3N-Isomap algorithm, residual variance is also taken as a measurement, as shown in table1. The table 3 shows the components of graph resulting from the corresponding ANNG, in particular, for the data set consisting of first five objects, three kinds of ANNG graphs can identify five classifications information exactly. Obviously, 3NG graph has higher ability to classify data than other two types of ANNG graphs. In general, the best result (minimal residual variance) is achieved in making use of SNG (indicated by sup k ) graph in extended 3N-Isomap algorithm (table 2) , and the performance in the case of using "min" connection between components outperforms the "max" connection used, but the visualizing effect of the previous does not as good as the last. The figure 5 and the figure 6 illustrate the results in two cases: one is related to the dataset which contains the first five objects in COIL-20 database corresponding to five sub-manifolds, the other is the whole COIL-20 database corresponding to 20 sub-manifolds, each sub-manifold or subclass is represented by different colors and marks, the related connections in terms of 3N neighbors for each image are also displayed. 
Conclusions and future works
In this paper, a new method with automaticity and adaptability for multi-manifolds learning is proposed in an absolutely different way from previous methods, the main difference is in the construction of the whole neighborhood graph with respect to single or multi manifolds. Due to the procedure of the construction of neighborhood graph required by 3N-Isomap algorithm is performed automatically according to the idea of 3N neighbor, which allows each data point automatically connects to its suitable nearest neighbors, such as 3N neighbors, sup k neighbors etc., and guarantees these connections conform to the slow changes within single manifold (as shown in figure 2, figure 3 and figure 4 ), in the case of multi-manifolds, the approximations to each single manifold are still preserved well that comprise the whole neighborhood graph even if the resulting graph is in form of disconnected graph ( figure 5, figure 6 ), hence, no category information about multi-manifolds are required to given that in contrast to the D-C Isomap and M-Isomap algorithms, in which categories information must be provided beforehand by means of other methods such as classification or clustering approaches, it should fail to work when this information unknown or can not be extracted exactly, at the same time, how to choosing the number of neighbors for each point suitably is another issue in previous methods. On the other hand, calculating the components of a neighborhood graph was already presented in the original implementation of Isomap algorithm, so the proposed approach in the paper is a natural extension to the original Isomap for multi-manifolds or classes.
As shown in experiments, we observed that connecting each point to its 3N neighbors can identify certain sub-classes accurately (as shown in table 3) and reveal some sparse regions (as in figure 3 ), applying this idea to the fields of data mining, machine learning and pattern recognition, such as outlier detection [27] , clustering [28] , density estimation, may be obtain improved versions of the corresponding approaches that will be further to discuss in our future works. 
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