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Abstract
We consider the Standard Model with an arbitrary number nH of Higgs
doublets and enlarge the lepton sector by adding to each lepton family ℓ a
right-handed neutrino singlet νℓR. We assume that all the Yukawa-coupling
matrices are diagonal, but the Majorana mass matrixMR of the right-handed
neutrino singlets is an arbitrary symmetric matrix, thereby introducing an
explicit but soft violation of all lepton numbers. We investigate lepton-flavor-
violating processes within this model. We pay particular attention to the
large-mR behavior of the amplitudes for these processes, where mR is the
order of magnitude of the matrix elements of MR. While the amplitudes for
processes like τ− → µ−γ and Z → τ+µ− drop as 1/m2R for arbitrary nH ,
processes like τ− → µ−e+e− and µ− → e−e+e− obey this power law only for
nH = 1. For nH ≥ 2, on the contrary, those amplitudes do not fall off when
mR increases, rather they converge towards constants. This “non-decoupling”
of the right-handed scale occurs because of the sub-process ℓ− → ℓ′−S0b ∗,
where S0b is a neutral scalar which subsequently decays to e
+e−. That sub-
process has a contribution from charged-scalar exchange which, for nH ≥ 2,
does not decrease whenmR tends to infinity. We also perform a general study
of the non-decoupling and argue that, at the one-loop level, after performing
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the limit mR →∞ and after removing the νR from the Lagrangian, our model
becomes a normal multi-Higgs-doublet Standard Model with loop-suppressed
flavor-changing Yukawa couplings. Finally, we show that in our model the
branching ratios of all lepton-flavor-changing processes are several orders of
magnitude smaller than present experimental limits, if one makes the usual
assumptions about the mass scales in the seesaw mechanism.
PACS numbers: 14.60.St, 13.35.-r, 11.30.-j
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I. INTRODUCTION
Recent experimental evidence strongly suggests that neutrinos mix and are, therefore,
massive [1–4]. This raises the question of why are the neutrino masses so much smaller than
the masses of charged fermions. A simple answer to this question is provided by the seesaw
mechanism [5]. In a seesaw model there are two mass scales:
mD, the scale of the Dirac mass terms linking the (known) left-handed neutrinos to (new)
right-handed neutrinos;
mR, the scale of the Majorana mass terms of the right-handed neutrinos.
When mR ≫ mD the mixing of the two types of neutrinos gets suppressed by mD/mR and
the left-handed neutrinos acquire Majorana masses of order m2D/mR, hence much smaller
than the Dirac mass terms. Now, mR ≫ mD is natural, since the Majorana mass terms of
the right-handed neutrinos are gauge-invariant; therefore, they do not need to be of order
of the Fermi scale mF of the spontaneous breaking of the electroweak symmetry.
In the context of the seesaw mechanism an interesting option consists in having lepton-
flavor symmetries which are respected by the Dirac mass terms, but broken by the Majorana
mass terms of the right-handed neutrinos [6,7]. This option arises because the Dirac mass
terms originate in Yukawa couplings of the leptons to scalar doublets, which are hard (di-
mension four), while the Majorana mass terms are soft (dimension three). Lepton-flavor
breaking thus becomes soft and, in fact, an unsuppressed reflection at low energies of some
physics at ultra-high energies. This attractive hypothesis has the advantage that it allows
one to construct simple models which explain the apparent maximal mixing of atmospheric
neutrinos, solar neutrinos, or both simultaneously [7].
Once it is accepted that lepton-flavor breaking is soft, there is nothing against introducing
many scalar doublets with Yukawa couplings to the leptons, since lepton-flavor-changing
neutral interactions are automatically absent at tree level from those couplings. The question
then arises of knowing whether lepton-flavor-violating decays, which arise at loop level, are
suppressed by some powers of mD/mR or mF/mR, or not. Moreover, one would like to
identify the effective field theory at low scale which corresponds to the limit mR →∞.
In this paper we try and answer the questions above by computing the lepton-flavor-
violating decay τ− → µ−e+e− in the context of a seesaw model with an arbitrary number
of scalar doublets and with softly-broken lepton numbers. We take this tau decay as a
concrete example for the study of general features of our model. Since we compute the full
one-loop decay amplitude for τ− → µ−e+e−, we simultaneously also have the amplitudes
for τ− → µ−γ, Z → τ+µ−, and S0b → τ+µ− at our disposal. (S0b denotes a physical neutral
scalar.) Evidently, the changes from tau decays to muon decays can be performed trivially in
our results. There are in the literature a number of analogous computations (see Refs. [8–13]
and citations therein), yet our work is different for the following reasons:
i. In previous works the seesaw mechanism is considered in the context of the Standard
Model, i.e. with only one Higgs doublet. There are then no physical charged scalars,
and the neutral scalar—the Higgs particle—has been neglected because its Yukawa
couplings are suppressed by the smallness of the charged-lepton masses. In the present
work we consider charged scalars in the loops, and also neutral scalars S0b in the process
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τ− → µ−S0b ∗ → µ−e+e− . (1.1)
ii. In previous works all external momenta have been set to zero. In this paper we
give exact expressions for non-zero external momenta. Since the masses of the light
neutrinos are much smaller than the masses of the charged leptons, it does not seem
justified to treat the former exactly while neglecting the latter.
iii. We study how the various contributions to the decay amplitude behave as functions
of mR. We demonstrate that the contributions previously computed are proportional
to 1/m2R, and thus negligible for sufficiently high mR, while on the other hand some
contributions to the process (1.1) remain unsuppressed.
In order to perform our computation in the context of a general multi-scalar-doublet
model, we had to extend the formalism previously developed for the scalar particles in that
model [14]. This formalism is presented in detail in Appendix A; it may be useful for other
computations in that general model. We also took a close look at the one-loop renormaliza-
tion of flavor-changing interactions; we show in Appendix B that the fermion wave-function
renormalization, including fermion mixing, does not introduce any contributions to flavor-
changing decays beyond those given by diagrams with flavor-changing self-energies in the
external fermion legs [15].
This paper is organized as follows. In Section II we discuss the leptonic couplings and the
necessary formulas concerning the seesaw mechanism. Section III treats some notation for
the process τ− → µ−e+e−, our example decay. Section IV deals with the orders of magnitude
in our model and Section V introduces conventions and sub-processes for the example decay.
Sections VI, VII, VIII, and IX describe, respectively, the photon, Z, neutral-scalar, and
box-diagram sub-processes of τ− → µ−e+e−. In Section X we discuss the limit of infinite
right-handed scale. Section XI presents decay rates for the example decay and for other
flavor-changing decays whose amplitudes have been implicitly calculated in Sections VI–
VIII. The conclusions are found in Section XII.
II. THE LEPTONIC COUPLINGS
A. General seesaw framework
We consider an extension of the standard model with three families and three right-
handed neutrinos. We label the latter with family lepton numbers: νeR, νµR, and ντR. At
the moment we do not assume conservation of the family lepton numbers, thus this labelling
has no physical content. The Yukawa Lagrangian of the leptons is
LY = −
nH∑
k=1
∑
ℓ,ℓ′=e,µ,τ
[(
ϕ−k , ϕ
0
k
∗
)
ℓ¯R (Γk)ℓℓ′ +
(
ϕ0k, −ϕ+k
)
ν¯ℓR (∆k)ℓℓ′
]( νℓ′L
ℓ′L
)
+H.c.
(2.1)
The mass matrix of the charged leptons Mℓ and the Dirac neutrino mass matrix MD are
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Mℓ =
1√
2
∑
k
v∗kΓk and MD =
1√
2
∑
k
vk∆k , (2.2)
respectively. Without loss of generality, we assume Mℓ to be diagonal with real and positive
diagonal elements: Mℓ = diag (me, mµ, mτ ). The mass terms for the neutrinos are
− ν¯RMDνL − 1
2
ν¯RCMRν¯
T
R +H.c. , (2.3)
where C is the charge-conjugation matrix and MR is non-singular and symmetric.
The left- and right-handed neutrinos are written as linear superpositions of six physical
Majorana neutrino fields χi:
νℓL =
∑
i
(UL)ℓi γLχi and νℓR =
∑
i
(UR)ℓi γRχi , (2.4)
where γL = (1− γ5) /2 and γR = (1 + γ5) /2 are the projectors of chirality. The fields χi
satisfy χi = Cχ¯
T
i . The matrix
U =
(
UL
U∗R
)
(2.5)
is 6× 6 unitary; therefore,
ULU
†
L = 13×3 , (2.6)
URU
†
R = 13×3 , (2.7)
ULU
T
R = 03×3 , (2.8)
and
U †LUL + U
T
RU
∗
R = 16×6 . (2.9)
U is defined in such a way that
UT
(
0 MTD
MD MR
)
U = mˆ = diag (m1, m2, . . . , m6) , (2.10)
with real and non-negative mi. Therefore,
U∗LmˆU
†
L = 03×3 , (2.11)
URmˆU
†
L = MD , (2.12)
URmˆU
T
R = MR . (2.13)
The charged-current Lagrangian is
Lcc = g√
2
∑
ℓ,i
[
W−µ (UL)ℓi ℓ¯γ
µγLχi +W
+
µ
(
U †L
)
iℓ
χ¯iγ
µγLℓ
]
. (2.14)
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The interaction of the Z boson with the leptons is given by
Lnc = g
4cw
Zµ
∑
i,j
χ¯iγ
µ
[
γL
(
U †LUL
)
ij
− γR
(
UTLU
∗
L
)
ij
]
χj (2.15)
+
g
cw
Zµ
∑
ℓ
ℓ¯γµ
(
s2w −
1
2
γL
)
ℓ . (2.16)
When extracting the vertex from Eq. (2.15) one must multiply by a factor 2, since the
neutrinos are Majorana fields.
The Yukawa couplings of the charged scalars S±a to the leptons are written in the following
general notation:
LY
(
S±
)
=
∑
a,i,ℓ
{
S−a ℓ¯ [(Ra)ℓi γR − (La)ℓi γL]χi + S+a χ¯i
[(
R†a
)
iℓ
γL −
(
L†a
)
iℓ
γR
]
ℓ
}
. (2.17)
The notation for the scalar sector, and the precise meaning of the nH-vectors a, are explained
in Appendix A1. One has
Ra = ∆
†
aUR ,with∆a =
∑
k
ak∆k , (2.18)
La = ΓaUL ,withΓa =
∑
k
a∗kΓk . (2.19)
Similarly, the Yukawa couplings of the neutral scalars S0b (see again Appendix A1) to the
leptons are written
LY
(
S0
)
= − 1√
2
∑
b
S0b
{∑
i,j
χ¯i
[
(Fb)ij γL +
(
F †b
)
ij
γR
]
χj (2.20)
+
∑
ℓ,ℓ′
ℓ¯
[
(Γb)ℓℓ′ γL +
(
Γ†b
)
ℓℓ′
γR
]
ℓ′
}
, (2.21)
with Γb =
∑
k b
∗
kΓk. The matrices Fb are symmetric:
Fb =
1
2
(
U †R∆bUL + U
T
L∆
T
b U
∗
R
)
, with ∆b =
∑
k
bk∆k . (2.22)
When extracting the Feynman rule for the vertex with the neutrinos from Eq. (2.20), one
should multiply by a factor 2, since the χi are self-conjugate fields.
In the case of the charged Goldstone bosons G± = S±aW one has (see Appendix A.3)
(aW )k = gvk/ (2mW ). Therefore,
∆aW =
g√
2mW
MD , (2.23)
ΓaW =
g√
2mW
Mℓ , (2.24)
(2.25)
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and
RaW =
g√
2mW
ULmˆ , (2.26)
LaW =
g√
2mW
MℓUL . (2.27)
B. Our model
We assume that the Yukawa-coupling matrices Γk and ∆k are simultaneously diagonal
[7]. Therefore, the matrices Γa, ∆a, Γb, and ∆b are all diagonal. The neutrino Dirac mass
matrix MD is also diagonal, hence
ULmˆU
†
R = M
†
D and ULmˆ
2U †L =M
†
DMD are diagonal. (2.28)
Now the labelling of the neutrino fields according to family lepton numbers acquires a well-
defined meaning.
Diagonal Yukawa-coupling matrices are achieved by assuming invariance of the Yukawa
Lagrangian under U(1)Lα (α = e, µ, τ), the groups associated with conservation of the lepton
number Lα for each lepton family. Since the gauge part of the Standard-Model Lagrangian
is invariant under these U(1) symmetries anyway, and since the scalar doublets do not
transform under these U(1) groups, the only place where these lepton-number symmetries
are violated is the Majorana mass term of the right-handed singlets in Eq. (2.3). Since the
mass term is an operator of dimension three, this violation is soft [7]. Hence, the one-loop
amplitudes for lepton-flavor-violating processes must be finite.
III. NOTATION FOR THE PROCESS
The flavor-changing decay that we want to study is
τ− (p1)→ µ− (p2) e+ (p3) e− (p4) . (3.1)
Clearly,
p21 = m
2
τ , (3.2)
p22 = m
2
µ , (3.3)
p23 = p
2
4 = m
2
e . (3.4)
We denote
qα = pα1 − pα2 = pα3 + pα4 ,
rα = pα1 − pα4 = pα2 + pα3 ,
(3.5)
and
7
pα+ =
pα1 + p
α
2
2
. (3.6)
Then,
4m2e ≤ q2 ≤ (mτ −mµ)2 ,
(mµ +me)
2 ≤ r2 ≤ (mτ −me)2 .
(3.7)
The amplitude M for the process of Eq. (3.1) involves the Dirac spinors u¯µ = u¯µ (p2),
uτ = uτ (p1), u¯e = u¯e (p4), and ve = ve (p3). These spinors satisfy
u¯µ6p2 = mµu¯µ , (3.8)
6p1uτ = mτuτ , (3.9)
u¯e6p4 = meu¯e , (3.10)
6p3ve = −meve . (3.11)
In our calculations we shall often need the the following product of elements of UL:
xi = (UL)µi
(
U †L
)
iτ
, satisfying
∑
i
xi = 0 , (3.12)
where the second relation is a consequence of unitarity—see Eq. (2.6). Furthermore, we shall
make use of dimensional regularization, evaluating integrals in a space–time of dimension d.
Therefore, we define
d = 4− 2ǫ and Dk = ddk/(2π)d , (3.13)
where the latter expression is an abbreviation for integration over the momentum k. Even-
tually, we shall take the limit ǫ→ 0. Then, in some integrals the divergent constant
K = ǫ−1 − γ + ln(4π) (3.14)
will appear (γ is Euler’s constant). The reason why K always drops out when calculating
the amplitude for the process (3.1) in our model will be discussed in detail.
IV. ORDERS OF MAGNITUDE
We assume that the matrix elements of MD are of order mD and the square roots of the
eigenvalues of M †RMR are of order mR, with mD ≪ mR. Then,
mi ∼ m
2
D
mR
and (UR)ℓi ∼
mD
mR
for i = 1, 2, 3 ;
mi ∼ mR and (UL)ℓi ∼
mD
mR
for i = 4, 5, 6 .
(4.1)
There is also the order of magnitude, which we may call mℓ, of the charged-lepton masses.
This may be taken as either mτ ∼ 2 GeV, or mµ ∼ 10−1 GeV, or me ∼ 5 × 10−4 GeV.
Because of Eqs. (3.7), q2 ∼ r2 ∼ m2ℓ . For simplicity we shall identify mℓ with mD.
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Finally, there is the Fermi scale mF , in between 10 GeV and 1 TeV. The W mass mW ,
the charged-scalar masses ma, and the neutral-scalar masses mb are all taken to be of order
mF . The scalar-potential couplings Caa′b in Eq. (A30) are also assumed to be of order mF .
The overall hierarchy of mass scales is thus mD ≪ mF ≪ mR.
When we have information about the masses of the light neutrinos we can estimate the
order of magnitude of mR via the seesaw relation [5] in the first line of Eq. (4.1). If we take
the light-neutrino masses to be of the order of
√
∆m2atm ∼ 0.05 eV, where ∆m2atm is the
neutrino mass-squared difference relevant for atmospheric-neutrino oscillations [1], and if we
assume that mD ∼ mµ or mτ , then we obtain mR ∼ 108 ÷ 1011 GeV. Thus we might regard
mR ∼ 1010 GeV as a typical order of magnitude of the right-handed scale, keeping in mind
however that mR might deviate several orders of magnitude from this value.
It is important to notice that, with the convention mℓ = mD, the matrices RaW and
LaW in Eqs. (2.26) and (2.27), giving the Yukawa couplings of the charged Goldstone boson,
are of the same orders of magnitude as the corresponding general matrices Ra and La in
Eqs. (2.19) and (2.18), provided we make the assumption
Γj ,∆j ∼ mD/mF ; (4.2)
this is a natural relation in view of mℓ = mD. This means that the factors m
2
D/m
2
R suppress-
ing some charged-Goldstone-boson contributions are exactly the same as those suppressing
the corresponding, and more general, charged-scalar contributions.
In the result for the momentum integrals large logarithms, like for instance ln(mR/mF ),
arise. We shall not take into account such logarithms in our estimates of orders of magnitude.
V. CONVENTIONS AND SUB-PROCESSES
We shall compute the process (3.1) using the conventions and vertices given in Ref. [16].
In the Z0–G0 sector we use the unitary gauge, thus discarding G0. On the contrary, in
the W±–G± sector we use Feynman gauge. This means that the propagator of W± is
−igρσ/(k2 − m2W ). The charged-Goldstone-boson contributions will usually be taken into
account together with the general charged-scalar contributions; the sums over the charged
scalars S±a will not exclude the charged Goldstone boson G
± = S±aW . We remind that, in
Feynman gauge, maW = mW .
The process (3.1) may proceed via box diagrams or through one of the three following
sub-processes. In the sub-process with amplitude M¯A the initial lepton τ
− decays into the
final lepton µ− together with a virtual photon A with momentum q; the photon later decays
into the e+e− pair in the final state. The corresponding amplitude may be written
M¯A =
MρA
q2
e u¯eγρve , (5.1)
where e is the positron charge and MρA is the amplitude for τ
− (p1)→ µ− (p2) γ (q), the τ−
and the µ− being on mass shell while the photon is off mass shell. Current conservation,
i.e. Eqs. (3.10) and (3.11), implies that one may discard all terms proportional to qρ from
MρA. The sub-process with amplitude M¯Z is analogous to the previous one with the virtual
photon substituted by a virtual Z boson. Its amplitude may be written
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M¯Z =
MρZ
q2 −m2Z
(
gρθ − qρqθ
m2Z
)
g
cw
u¯eγ
θ
(
s2w −
γL
2
)
ve . (5.2)
Finally, there is the sub-process with amplitude M¯b, in which the τ
− decays into µ− together
with an off-shell neutral scalar S0b with momentum q. The corresponding amplitude is
M¯b =
Mb√
2 (q2 −m2b)
u¯e
[
(Γb)ee γL +
(
Γ†b
)
ee
γR
]
ve . (5.3)
One must sum M¯b over all physical neutral scalars b 6= bZ .
Besides these three sub-processes, there are also box diagrams, which are all finite, to be
considered in Section IX.
No one-loop diagram with a neutral scalar S0b in the loop can contribute to the process
(3.1).
The infinities in the amplitude for the process (3.1) cancel for the following reasons:
A. Conservation of the electromagnetic current;
B. unitarity of the diagonalization matrix U ;
C. flavor-diagonal Yukawa-coupling matrices.
Item A is independent both of our model and of the seesaw mechanism, and applies to
the photon sub-process. Concerning item B, the relations (2.6) and (2.8) are relevant, the
first one in the form of Eq. (3.12). Only item C is directly connected with our model and,
clearly, it plays a role only in charged-scalar exchange. More generally, items B and C are
responsible for the cancellation of all terms independent of the neutrino masses mi.
VI. τ− → µ−A∗
A. Computation
Let us work out MρA in detail. First consider the transition τ
−(p) → µ−(p), effected
either by W± exchange or by charged-scalar exchange. Call the corresponding amplitude
−iΣ(p). Then, there are the following two contributions to MρA:
MρA1 = −eu¯µγρ
6p1 +mµ
m2τ −m2µ
[−iΣ (p1)] uτ , (6.1)
MρA2 = −eu¯µ [−iΣ (p2)]
6p2 +mτ
m2µ −m2τ
γρuτ . (6.2)
We obtain for Σ(p)
− iΣ(p) =
∫
Dk
∑
i
1
Di
[
g2xi
2
(d− 2)6kγL
(k − p)2 −m2W
+
∑
a
Xai
(k − p)−m2a
]
, (6.3)
where
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Xai = (Ra)µi
(
R†a
)
iτ
6kγL + (La)µi
(
L†a
)
iτ
6kγR
−mi (La)µi
(
R†a
)
iτ
γL −mi (Ra)µi
(
L†a
)
iτ
γR . (6.4)
The first term in the right-hand-side of Eq. (6.3) is the W±-exchange contribution. The
second term automatically includes, in the sum over a, the contribution of the charged
Goldstone boson—which is obtained by setting maW = mW and by using Eqs. (2.26) and
(2.27) for the matrices RaW and LaW .
There is one more contribution to MρA, namely from diagrams in which the photon
attaches either to the W± or to the charged scalar in the loop. There is no W±S∓a γ vertex
except in the case S∓a = G
∓; also—see Appendix A4—the vertex W±G∓γ has a factor
mW which cancels the denominator m
−1
W in the Yukawa coupling of G
∓. One obtains the
amplitude
MρA3 = eu¯µ
∫
Dk
∑
i
1
Di
{
g2xi
D1WD2W
[(d− 2) (k − p+)ρ6kγL − 4k · p+γργL + 4pρ+6kγL
+mτ (γ
ρ6k−6kγρ) γR +mµ (6kγρ − γρ6k) γL] +
∑
a
2 (k − p+)ρXai
D1aD2a
}
uτ . (6.5)
We have used the shorthands
DιW = (k − pι)2 −m2W and Dιa = (k − pι)2 −m2a , for ι = 1, 2 . (6.6)
The sum over a in Eq. (6.5) includes the contribution of the vertex G+G−γ. The other terms
in the right-hand-side of that equation are the contributions from the vertex W+W−γ and
from the vertices W±G∓γ.
Thus, MρA =M
ρ
A1 +M
ρ
A2 +M
ρ
A3.
One writes the Feynman integrals symbolically:∫
Dk 1
DiD1W
= ai1 ,
∫
Dk k
θ
DiD1W
= bi1p
θ
1 ; (6.7)
∫
Dk 1
DiD2W
= ai2 ,
∫
Dk k
θ
DiD2W
= bi2p
θ
2 ; (6.8)
∫
Dk 1
DiD1WD2W
= ai3 ,
∫
Dk k
θ
DiD1WD2W
= ci1p
θ
1 + c
i
2p
θ
2 ,
∫
Dk k
θkψ
DiD1WD2W
= di1p
θ
1p
ψ
1 + d
i
2p
θ
2p
ψ
2 + f
i
(
pθ1p
ψ
2 + p
θ
2p
ψ
1
)
+ uigθψ.
(6.9)
In ai1, . . . , u
i, the index i indicates the dependence on m2i . The coefficients u
i, ai1, a
i
2, b
i
1,
and bi2 diverge when d → 4, while all other coefficients are finite. However, the following
relations hold:
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ai1 − ai2 = q2
(
ci1 − ci2
)
+
(
m2τ −m2µ
)
ki3 , (6.10)
bi1 − bi2 = q2
(
di1 − di2
)
+
(
m2τ −m2µ
) (
ki1 + k
i
2
)
, (6.11)
m2τb
i
1 −m2µbi2 = q2
(
m2τd
i
1 −m2µdi2
)
+
(
m2τ −m2µ
) (
2ui − q2f i +m2τki1 +m2µki2
)
,
(6.12)
where
ki1 = d
i
1 + f
i − ci1 , (6.13)
ki2 = d
i
2 + f
i − ci2 , (6.14)
ki3 = c
i
1 + c
i
2 − ai3 . (6.15)
One may write relations similar to Eqs. (6.7)–(6.15) for the integrals which have Dιa in-
stead of DιW (for ι = 1, 2), then we use the notation a
i,a
1 , . . . , u
i,a in order to indicate the
dependences on m2i and on m
2
a.
Using Eqs. (6.10)–(6.12) one finds thatMρA is finite and that, moreover, it respects gauge
invariance, i.e. qρM
ρ
A = 0:
MρA = e
∑
i
u¯µ
{
iσρλqλ (αLi γL + αRi γR)
+βLi
[
qργL − q
2
m2τ −m2µ
γρ (mµγL +mτγR)
]
+βRi
[
qργR − q
2
m2τ −m2µ
γρ (mµγR +mτγL)
]}
uτ . (6.16)
One obtains (for d = 4)
αLi = g
2ximµ
(
ki2 + c
i
1 + c
i
2
)
+
∑
a
[
mµ (Ra)µi
(
R†a
)
iτ
ki,a2 +mτ (La)µi
(
L†a
)
iτ
ki,a1 −mi (La)µi
(
R†a
)
iτ
ki,a3
]
,
(6.17)
αRi = g
2ximτ
(
ki1 + c
i
1 + c
i
2
)
+
∑
a
[
mτ (Ra)µi
(
R†a
)
iτ
ki,a1 +mµ (La)µi
(
L†a
)
iτ
ki,a2 −mi (Ra)µi
(
L†a
)
iτ
ki,a3
]
,
(6.18)
βLi = g
2ximµ
(
ki5 + c
i
1 + c
i
2
)
+
∑
a
[
mµ (Ra)µi
(
R†a
)
iτ
ki,a5 −mτ (La)µi
(
L†a
)
iτ
ki,a4 +mi (La)µi
(
R†a
)
iτ
∆ci,a
]
,
(6.19)
βRi = −g2ximτ
(
ki4 + c
i
1 + c
i
2
)
+
∑
a
[
−mτ (Ra)µi
(
R†a
)
iτ
ki,a4 +mµ (La)µi
(
L†a
)
iτ
ki,a5 +mi (Ra)µi
(
L†a
)
iτ
∆ci,a
]
,
(6.20)
12
where
ki4 = f
i − di1 , (6.21)
ki5 = f
i − di2 , (6.22)
and similarly for the coefficients ki,a4 and k
i,a
5 . Also, ∆c
i,a = ci,a2 − ci,a1 .
B. Order of magnitude
Integrating over the momentum k one finds, from Eqs. (6.9),
(
ai3, c
i
1, c
i
2, d
i
1, d
i
2, f
i
)
=
−i
16π2
∫ 1
0
dx
∫ 1−x
0
dy
1
∆Wi
(
1, y, x, y2, x2, xy
)
, (6.23)
where
∆Wi = (x+ y)m
2
W + (1− x− y)
(
m2i − xm2µ − ym2τ
)− xyq2 . (6.24)
Let us denote by gi a generic coefficient ai3, c
i
1,2, d
i
1,2, or f
i, and similarly gi,a for ai,a3 ,
etc. Clearly, gi is a function of m2i , with g
i ∼ m−2F for i = 1, 2, 3 and gi ∼ m−2R for
i = 4, 5, 6. Moreover, for i = 1, 2, 3, gi is independent of mi up to corrections of order
m2i /m
2
W ∼ m4D/ (m2Rm2F ). The same holds for the gi,a, of course.
Considering Eqs. (6.16)–(6.20) in detail, we see that MρA involves terms of five types:
1. g2m2ℓ
∑
i xig
i;
2. m2ℓ
∑
i (Ra)µi
(
R†a
)
iτ
gi,a;
3. m2ℓ
∑
i (La)µi
(
L†a
)
iτ
gi,a;
4. mℓ
∑
imi (Ra)µi
(
L†a
)
iτ
gi,a;
5. mℓ
∑
imi (La)µi
(
R†a
)
iτ
gi,a.
We remind the reader that we set mℓ ∼ mD. Also, from Eqs. (2.18) and (2.19), we see that
La is UL and Ra is UR except for diagonal Yukawa-coupling matrices.
Terms of types 1 and 3 are similar. They are proportional to (UL)µi(U
†
L)iτ , which is of
order 1 for i = 1, 2, 3 and of order m2D/m
2
R for i = 4, 5, 6. As we have seen, g
i ∼ m−2F is
almost independent of i for i = 1, 2, 3. One may therefore use
3∑
i=1
xi = −
6∑
i=4
xi ∼ m
2
D
m2R
(6.25)
to estimate m2ℓ
∑3
i=1 xig
i to be of order m4D/ (m
2
Rm
2
F ). For i = 4, 5, 6 one has g
i ∼ m−2R and
xi ∼ m2D/m2R, hence terms of type 1 or 3 are of order m4D/m4R.
Terms of type 2 are proportional to (UR)µi(U
†
R)iτ . Therefore, for i = 1, 2, 3 they are of
order m4D/ (m
2
Rm
2
F ) and for i = 4, 5, 6 they are of order m
2
D/m
2
R.
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Finally, terms of types 4 and 5 always include a suppression mD/mR from the mixing
matrices UL and UR. Taking into account also mℓ, mi, and g
i,a, those terms are of order
m4D/ (m
2
Rm
2
F ) for i = 1, 2, 3, or m
2
D/m
2
R for i = 4, 5, 6.
In summary, we find that the amplitude for the vertex τ− → µ−A∗ is suppressed by
m2D/m
2
R. With mD ∼ 1 GeV and mR ∼ 1010 GeV one has a suppression factor 10−20 in
the amplitude of τ → µγ. Note that terms of type 2–5 contain a product of two Yukawa
coupling constants. If we are more specific and assume the relation (4.2) for the Yukawa
couplings, then there is a suppression factor of order m4D/(m
2
Rm
2
F ) for all of them and, in
addition, a (16π2)−1 from the loop integration. Terms of type 1, on the other hand, have an
extra factor g2.
VII. τ− → µ−Z∗
A. Graphs in which the Z attaches to charged particles
The vertex τ− → µ−Z∗ has three contributions MρZ1, MρZ2, and MρZ3 analogous to the
corresponding contributions to τ− → µ−A∗. Comparing them one easily concludes that
MρZ1 +M
ρ
Z2 +M
ρ
Z3 =
g (s2w − c2w)
2ecw
MρA +
g
2cw
T ρ , (7.1)
with
T ρ = −u¯µ
{
γργR
6p1 +mµ
m2τ −m2µ
[−iΣ (p1)] + [−iΣ (p2)] 6p2 +mτ
m2µ −m2τ
γργR
}
uτ
+u¯µ
∫
Dk
∑
i
g2xi
DiD1WD2W
[(2− d) (k − p+)ρ6kγL + 4k · p+γργL − 4pρ+6kγL
+mτ 6kγργR +mµγρ6kγL − 2m2i γργL
]
uτ . (7.2)
We compute T ρ by using the same method as in Eqs. (6.7)–(6.22), arriving at the result
T ρ = − (u¯µγRuτ)
∑
i
g2ximτ
[
2pρ+
(
ki1 + c
i
1
)− qρ (ki4 + ci1)]
− (u¯µγLuτ )
∑
i
g2ximµ
[
2pρ+
(
ki2 + c
i
2
)
+ qρ
(
ki5 + c
i
2
)]
+u¯µγ
ρ
∑
i
(LiγL +RiγR)uτ , (7.3)
where
Li = g
2xi
[
(2− d)ui − 2m2iai3 +
(
2m2τ +m
2
µ − q2
)
ci1 +
(
m2τ + 2m
2
µ − q2
)
ci2
]
, (7.4)
Ri = g
2ximµmτ
[
ci1 + c
i
2 − ki1 − ki2 +
q2
m2τ −m2µ
(
di2 − di1
)]
+
∑
a
{
(Ra)µi
(
R†a
)
iτ
mµmτ
[
−ki,a1 − ki,a2 +
q2
m2τ −m2µ
(
di,a2 − di,a1
)]
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+ (La)µi
(
L†a
)
iτ
[
−2ui,a + q2f i,a −m2τki,a1 −m2µki,a2 +
q2
m2τ −m2µ
(
m2µd
i,a
2 −m2τdi,a1
)]
+mi
[
mτ (La)µi
(
R†a
)
iτ
+mµ (Ra)µi
(
L†a
)
iτ
] [
ki,a3 +
q2
m2τ −m2µ
(
ci,a1 − ci,a2
)]}
. (7.5)
Let us consider the order of magnitude of T ρ. We realize at a glance that most of its
terms are of one of the five types already considered in Subsection VIB. In Li there is a term
xim
2
ia
i
3, which is of order m
2
D/m
2
R for i = 4, 5, 6 and additionally suppressed for i = 1, 2, 3.
The main originality of the T ρ is, however, the presence of a term with ui in Li and with
ui,a in Ri. Computing the divergent coefficient u
i one finds
ui =
i
32π2
∫ 1
0
dx
∫ 1−x
0
dy
(K − ln∆Wi ) , (7.6)
where the infinite constant K is defined in Eq. (3.14). Now, K is independent of i and cancels
out when one sums over i. This happens in the case of ui because
∑
i xi = 0, and in the case
of ui,a because (LaL
†
a)µτ = (ΓaΓ
†
a)µτ = 0; the last relation holds because the matrices Γa are
diagonal, which is a specific property of our model. In ui, Eq. (7.6), and also in ui,a one may,
therefore, discard the divergence. We may also substitute ln∆Wi by the logarithm of the
dimensionless quantity ∆Wi /∆
W
1 .
1 This logarithm is large for i = 4, 5, 6 while for i = 1, 2, 3
it is of order m4D/ (m
2
Rm
2
F ). The order of magnitude of
∑
i xiu
i and
∑
i(La)µi(L
†
a)iτu
i,a is,
therefore, m2D/m
2
R.
2
In summary,
∑3
ι=1M
ρ
Zι is suppressed by m
2
D/m
2
R, even in the presence of charged scalars.
B. Graphs in which the Z attaches to neutrinos
There are also contributions to MρZ in which the Z boson attaches to the neutrino line,
thereby changing the neutrino eigenstate from χj to χi. The corresponding vertex is given by
Eq. (2.15), with an extra factor 2 because of the self-conjugated character of the neutrinos.
One obtains a contribution MρZ4 to M
ρ
Z , and M
ρ
Z =
∑4
ι=1M
ρ
Zι. Let us define
DWij = xm
2
i + ym
2
j + (1− x− y)
(
m2W − xm2µ − ym2τ
)− xyq2 , (7.7)
and similarly Daij, which is identical to D
W
ij with mW substituted by ma. We then find
MρZ4 =
−ig3
32π2cw
∑
i,j
(UL)µi
(
U †L
)
jτ
∫ 1
0
dx
∫ 1−x
0
dy u¯µ

ξ
ρ
1
(
UTLU
∗
L
)
ij
+ ξρ2
(
U †LUL
)
ij
DWij
1There is an infrared divergence when mi = 0. Therefore, it is better to take mi = m1 as the
subtraction point for the logarithm.
2We remind the reader that we do not take into account the enhancements introduced by large
logarithms.
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+
(
U †LUL
)
ij
γργL
(
lnDWij −K + 2
)]
uτ
+
−ig
32π2cw
∑
i,j
∑
a
∫ 1
0
dx
∫ 1−x
0
dy u¯µ
{
ξρ3
Daij
+ γρ
[
(La)µi
(
U †LUL
)
ij
(
L†a
)
jτ
γR
− (Ra)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
γL
] (
lnDaij −K + 1
)}
uτ , (7.8)
with
ξρ1 = mimjγ
ργL , (7.9)
ξρ2 =
[
2p1 · p2 (1− x) (1− y) +m2µx (x− 1) +m2τy (y − 1)
]
γργL
+mµmτ (1− x− y) γργR
+2mµ (1− x) [pρ2x− pρ1 (1− y)] γL + 2mτ (1− y) [pρ1y − pρ2 (1− x)] γR , (7.10)
ξρ3 = mimjγ
ρ
[
(La)µi
(
UTLU
∗
L
)
ij
(
L†a
)
jτ
γR − (Ra)µi
(
U †LUL
)
ij
(
R†a
)
jτ
γL
]
+mimτ (1− y) γρ
[
(Ra)µi
(
U †LUL
)
ij
(
L†a
)
jτ
γL − (La)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
γR
]
+mix (mµγ
ρ − 2pρ2)
[
(Ra)µi
(
U †LUL
)
ij
(
L†a
)
jτ
γR − (La)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
γL
]
+mjmµ (1− x) γρ
[
(La)µi
(
U †LUL
)
ij
(
R†a
)
jτ
γL − (Ra)µi
(
UTLU
∗
L
)
ij
(
L†a
)
jτ
γR
]
+mjy
[
(La)µi
(
U †LUL
)
ij
(
R†a
)
jτ
γL − (Ra)µi
(
UTLU
∗
L
)
ij
(
L†a
)
jτ
γR
]
(mτγ
ρ − 2pρ1)
+mµmτ (1− x− y)γρ
[
(Ra)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
γR − (La)µi
(
U †LUL
)
ij
(
L†a
)
jτ
γL
]
+mµx (1− x)
× (mµγρ − 2pρ2)
[
(Ra)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
γL − (La)µi
(
U †LUL
)
ij
(
L†a
)
jτ
γR
]
+mτy (1− y)
×
[
(Ra)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
γR − (La)µi
(
U †LUL
)
ij
(
L†a
)
jτ
γL
]
(mτγ
ρ − 2pρ1)
+xy
[
(Ra)µi
(
UTLU
∗
L
)
ij
(
R†a
)
jτ
(2mµp
ρ
1γL + 2mτp
ρ
2γR − 2p1 · p2γργL)
− (La)µi
(
U †LUL
)
ij
(
L†a
)
jτ
(2mµp
ρ
1γR + 2mτp
ρ
2γL − 2p1 · p2γργR)
]
. (7.11)
As before, K does not depend on mi and on mj and cancels out when one sums Eq. (7.8)
over i and over j. The cancellations occurs in the second line as a consequence of Eq. (2.6)
and in the fourth line as a consequence of (2.8) and the form of Ra in Eq. (2.18), which are
properties of the general seesaw framework; in the case of the term (La)µi(U
†
LUL)ij(L
†
a)jτ ,
16
cancellation upon summation over i and over j also hinges upon the fact that the matrices
Γa are diagonal, which is a property of our specific model.
We are therefore free to subtract from lnDWij in Eq. (7.8) its value when i = j = 1, i.e.
its value when both χi and χj are the lightest neutrino. We obtain ln (D
W
ij /D
W
11 ), which is
zero for i = j = 1, of order m4D/ (m
2
Rm
2
F ) when i ∈ {1, 2, 3} and j ∈ {2, 3} or vice-versa,
and large otherwise. We similarly substitute lnDaij by ln (D
a
ij/D
a
11).
It is now possible to evaluate the order of magnitude of each contribution to MρZ4. After
tedious yet straightforward consideration, we conclude that all terms are suppressed by, at
least, m2D/m
2
R. In most cases this suppression applies term by term; in some exceptional
cases one must sum the contributions over the light neutrinos and apply Eq. (6.25). This
happens, for instance, with
(UL)µi
(
U †LUL
)
ij
(
U †L
)
jτ
∫ 1
0
dx
∫ 1−x
0
dy
1
DWij
, (7.12)
which is of order m−2F for i, j ∈ {1, 2, 3} but acquires a suppression m2D/m2R when i and j
are both summed over the light neutrinos.
In conclusion, the contributions to the decay (3.1) from both photon or Z exchange are
all suppressed by m2D/m
2
R, even in the presence of extra scalar doublets. This suppression
also ensures that the simpler processes τ− → µ−γ and Z → τ+µ− are invisible in all feasible
experiments. We next look to the contributions to the decay (3.1) from neutral-scalar
exchange.
VIII. τ− → µ−S0b ∗
A. Self-energy graphs
Similarly to what happens with the couplings to the photon and Z boson, there are two
self-energy graphs for the coupling to the neutral scalar S0b :
Mb1 =
1√
2
u¯µ
(
ΓbγL + Γ
†
bγR
)
µµ
6p1 +mµ
m2τ −m2µ
[−iΣ(p1)] uτ , (8.1)
Mb2 =
1√
2
u¯µ [−iΣ(p2)] 6p2 +mτ
m2µ −m2τ
(
ΓbγL + Γ
†
bγR
)
ττ
uτ . (8.2)
The difference relative to the case of the gauge bosons lies in the fact that S0b couples
differently to the charged leptons τ and µ—in the first case with the Yukawa coupling (Γb)ττ ,
in the second case with (Γb)µµ. As a consequence, it is not possible to use Eqs. (6.10)–(6.12)
and we must compute Σ(p) explicitly. Define
DWi = xm
2
i + (1− x)
(
m2W − xp2
)
, (8.3)
Dai = xm
2
i + (1− x)
(
m2a − xp2
)
. (8.4)
The relevant integrals are then
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fai =
∫ 1
0
dx ln
Dai
Da1
, (8.5)
gai =
∫ 1
0
dx (1− x) ln D
a
i
Da1
, (8.6)
together with fWi and g
W
i analogously defined. One has
− iΣ(p) = −i
16π2
∑
i
{
g2xi g
W
i 6pγL +
∑
a
gai 6p
[
(Ra)µi
(
R†a
)
iτ
γL + (La)µi
(
L†a
)
iτ
γR
]
−
∑
a
fai mi
[
(La)µi
(
R†a
)
iτ
γL + (Ra)µi
(
L†a
)
iτ
γR
]}
. (8.7)
As in the previous section, in the original definitions of fai and g
a
i there should be a divergence
K added to the logarithms. However, K is i-independent and yields a null contribution to
Σ(p) upon summation over i. This happens because of Eqs. (2.6) and (2.7) and because
in our model the matrices Γa and ∆a are diagonal; in the second line of Eq. (8.7) we also
need the first Eq. (2.28) for (LamˆR
†
a)µτ = (ΓaULmˆU
†
R∆a)µτ = (ΓaM
†
D∆a)µτ = 0. In the
definitions of fai and of g
a
i we could, therefore, subtract from lnD
a
i its value for i = 1, i.e.
for the lightest neutrino; this subtraction corresponds to an i-independent subtraction from
fai and from g
a
i and, therefore, to a null contribution to Σ(p).
It is clear from Eqs. (8.1) and (8.2) that the relevant p2 in Σ(p) is either m2µ or m
2
τ . When
i = 1, 2, 3 one has m2i ≪ p2 ≪ m2a; when i = 4, 5, 6 one has p2 ≪ m2a ≪ m2i . It is clear that,
for i = 1, 2, 3, the logarithm of Dai /D
a
1 is—neglecting p
2 ≪ m2a—approximately proportional
to (m2i −m21) /m2a ∼ m4D/ (m2Rm2F ). The same happens with the logarithm of DWi /DW1 .
Therefore, the contributions of the light neutrinos to Σ(p) are suppressed by m4D/ (m
2
Rm
2
F ).
On the other hand, some contributions of the heavy neutrinos remain unsuppressed. For
i = 4, 5, 6 one has
fai ≈ ln
m2i
m2a
, (8.8)
gai ≈
1
2
(
ln
m2i
m2a
− 1
)
. (8.9)
Matrix elements of UL, as in xi and in (La)µi(L
†
a)iτ , suppress some of the contributions of
the heavy neutrinos. Overall one obtains the unsuppressed part
Σ(p) ≈ 1
16π2
6∑
i=4
∑
a
ln
m2i
m2a
{ 6pγL
2
(Ra)µi
(
R†a
)
iτ
−mi
[
(La)µi
(
R†a
)
iτ
γL + (Ra)µi
(
L†a
)
iτ
γR
]}
. (8.10)
Note that the sum over a includes a contribution from the charged Goldstone boson.
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FIGURES
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FIG. 1. The three diagrams for τ− → µ−S0b ∗ which have parts unsuppressed by m−1R .
We conclude that some contributions of the heavy neutrinos to Mb1 and to Mb2 remain
unsuppressed when mR →∞. Let us compute those contributions in detail. Using
mi (UL)ℓi = (M
∗
D)ℓℓ (UR)ℓi , (8.11)
which is valid in our specific seesaw model for any ℓ and i, we rewrite Eq. (8.10) as
Σ(p) ≈ 1
16π2
6∑
i=4
[
(UR)µi
(
U †R
)
iτ
ln
m2i
µ2
]∑
a
[ 6pγL
2
(∆∗a)µµ (∆a)ττ
− (Γa)µµ (M∗D)µµ (∆a)ττ γL − (∆∗a)µµ (MD)ττ (Γ∗a)ττ γR
]
=
1
16π2
6∑
i=4
[
(UR)µi
(
U †R
)
iτ
ln
m2i
µ2
]∑
k
[ 6pγL
2
(∆∗k)µµ (∆k)ττ
− (Γk)µµ (M∗D)µµ (∆k)ττ γL − (∆∗k)µµ (MD)ττ (Γ∗k)ττ γR
]
, (8.12)
where µ is an arbitrary mass, inserted for dimensional reasons; the expression (8.12) is
independent of it. Inserting this result into Eqs. (8.1) and (8.2), we obtain—see Fig. 1 for
the relevant self-energy graphs—
Mb1 +Mb2 ≈ −i
16
√
2π2
∑6
i=4
[
(UR)µi
(
U †R
)
iτ
ln (m2i /µ
2)
]
m2τ −m2µ
u¯µ (ALγL + ARγR) uτ , (8.13)
with
AL =
[
mτ (Γb)µµ −mµ (Γb)ττ
] [mτ
2
∑
k
(∆∗k)µµ (∆k)ττ − (MD)ττ
∑
k
(∆∗k)µµ (Γ
∗
k)ττ
]
+
[
mτ (Γb)ττ −mµ (Γb)µµ
]
(M∗D)µµ
∑
k
(Γk)µµ (∆k)ττ , (8.14)
AR =
[
mτ (Γ
∗
b)µµ −mµ (Γ∗b)ττ
] [mµ
2
∑
k
(∆∗k)µµ (∆k)ττ − (M∗D)µµ
∑
k
(Γk)µµ (∆k)ττ
]
+
[
mτ (Γ
∗
b)ττ −mµ (Γ∗b)µµ
]
(MD)ττ
∑
k
(∆∗k)µµ (Γ
∗
k)ττ . (8.15)
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B. Graphs in which S0b couples to charged bosons
The necessary couplings are found in Appendices A 4 and A5. Let us define
Daa
′
i = xm
2
a + ym
2
a′ + (1− x− y)
(
m2i − xm2τ − ym2µ
)− xyq2 . (8.16)
Then, the graph in which S0b couples to (incoming) S
−
a and S
+
a′ yields
Mbaa′ =
−i
16π2
∑
i
∑
a,a′
Caa′b
∫ 1
0
dx
∫ 1−x
0
dy
1
Daa
′
i
× u¯µ
[
(Ra′)µi
(
R†a
)
iτ
(xmτγR + ymµγL) + (La′)µi
(
L†a
)
iτ
(xmτγL + ymµγR)
−mi (Ra′)µi
(
L†a
)
iτ
γR −mi (La′)µi
(
R†a
)
iτ
γL
]
uτ . (8.17)
The cases in which either S−a , or S
+
a′ , or both, are charged Goldstone bosons, are implicitly
covered through Eqs. (2.26), (2.27), and (A34), (A36). The graph in which S0b couples to
W− and S+a gives
MbWa =
−ig2
32
√
2π2
∑
i
(
U †L
)
iτ
∑
a
b†a
∫ 1
0
dx
∫ 1−x
0
dy
× u¯µ
{
(Ra)µimi
DWai
[(x+ 1)mτγR + (y − 2)mµγL]
−(La)µi
DWai
[
(2x+ y)mµmτγR + x (1 + x)m
2
τγL
+y (y − 2)m2µγL + 2x (y − 2) p1 · p2γL
]− 2 (La)µi γL ln DWaiDWa1
}
uτ . (8.18)
Similarly, the graph in which S0b couples to S
−
a and W
+ contributes
MbaW =
−ig2
32
√
2π2
∑
i
(UL)µi
∑
a
a†b
∫ 1
0
dx
∫ 1−x
0
dy
× u¯µ
{(
R†a
)
iτ
mi
DaWi
[(y + 1)mµγL + (x− 2)mτγR]
−
(
L†a
)
iτ
DaWi
[
(2y + x)mµmτγL + x (x− 2)m2τγR
+y (1 + y)m2µγR + 2y (x− 2) p1 · p2γR
]− 2 (L†a)iτ γR ln DaWiDaW1
}
uτ . (8.19)
Finally, there is a graph with the S0b attaching to two W
± bosons, yielding
MbWW =
−ig3mW
16π2
a†W b
∑
i
xi
∫ 1
0
dx
∫ 1−x
0
dy u¯µ
xmτγR + ymµγL
DWWi
uτ . (8.20)
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Any part of the integrals which does not depend on mi ends up, upon summation over i,
giving a zero contribution to Mb. One may therefore subtract from each integral its value
when mi = m1. In Eqs. (8.18) and (8.19) we have already performed that subtraction
in the logarithmic terms. The infinities which occurred together with the logarithms in
those expressions have been dropped using (LaU
†
L)µτ = (Γa)µτ = 0 in Eq. (8.18) and the
Hermitian-conjugate relation in Eq. (8.19). The amplitudes (8.17) and (8.20) have only
finite integrals.
Consider for instance Mbaa′ in Eq. (8.17). The term with Ra′R
†
a is proportional to
(UR)µi(U
†
R)iτ . For i = 1, 2, 3 it is suppressed by m
2
D/m
2
R from the matrix UR; it is addition-
ally suppressed by Caa′b and the integral, giving together a factor mD/mF . For i = 4, 5, 6
the suppression factor is mFmD/m
2
R.
The term with La′L
†
a has (UL)µi(U
†
L)iτ . For i = 1, 2, 3 we neglect the neutrino masses mi
in the integral and use Eq. (6.25) to obtain the same order of magnitude as for the term
Ra′R
†
a. For i = 4, 5, 6 we have suppressions m
2
D/m
2
R from UL and mFmD/m
2
R from the rest
of the term.
The terms with Ra′L
†
a and La′R
†
a have suppressions mD/mR from the mixing. For i =
1, 2, 3 there is also mi and the integral, yielding together suppressions m
2
D/ (mRmF ). For
i = 4, 5, 6 mi ∼ mR and the integral is of order m−2R , and we correspondingly obtain mF/mR
in addition to the mixing suppression.
In conclusion, all contributions to Mbaa′ are suppressed by, at least, mFmD/m
2
R. In
the same way, one finds that MbWa and MbaW are suppressed by m
2
D/m
2
R while MbWW is
suppressed by m3D/ (m
2
RmF ).
C. Graphs in which S0b couples to neutrinos
We remind the reader of the quantity DWij defined in Eq. (7.7), and of the analogous
quantity Daij . We find, for the contribution to Mb in which S
0
b couples to neutrinos, the
result
Mb4 =
−i√2
16π2
∫ 1
0
dx
∫ 1−x
0
dy u¯µ
∑
i,j
(
ZWij
DWij
+
∑
a
Zaij
Daij
− 2
∑
a
Z ′aij ln
Daij
Da11
)
uτ . (8.21)
Here,
ZWij = g
2 (UL)µi
(
U †L
)
jτ
[
(1− x)mµmj
(
F †b
)
ij
γL + (1− y)mimτ (Fb)ij γR
−ymjmτ
(
F †b
)
ij
γR − xmµmi (Fb)ij γL
]
, (8.22)
Zaij = −mimj
[
(Ra)µi
(
F †b
)
ij
(
L†a
)
jτ
γR + (La)µi (Fb)ij
(
R†a
)
jτ
γL
]
+mimτ (1− y)
[
(Ra)µi
(
F †b
)
ij
(
R†a
)
jτ
γR + (La)µi (Fb)ij
(
L†a
)
jτ
γL
]
−mimµx
[
(Ra)µi
(
F †b
)
ij
(
R†a
)
jτ
γL + (La)µi (Fb)ij
(
L†a
)
jτ
γR
]
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+mµmj (1− x)
[
(La)µi
(
F †b
)
ij
(
L†a
)
jτ
γR + (Ra)µi (Fb)ij
(
R†a
)
jτ
γL
]
−mτmjy
[
(La)µi
(
F †b
)
ij
(
L†a
)
jτ
γL + (Ra)µi (Fb)ij
(
R†a
)
jτ
γR
]
−mµmτ (1− x− y)
[
(La)µi
(
F †b
)
ij
(
R†a
)
jτ
γR + (Ra)µi (Fb)ij
(
L†a
)
jτ
γL
]
+
[
x (1− x)m2µ + y (1− y)m2τ − xy
(
m2µ +m
2
τ − q2
)]
×
[
(La)µi
(
F †b
)
ij
(
R†a
)
jτ
γL + (Ra)µi (Fb)ij
(
L†a
)
jτ
γR
]
, (8.23)
and
Z ′aij = (La)µi
(
F †b
)
ij
(
R†a
)
jτ
γL + (Ra)µi (Fb)ij
(
L†a
)
jτ
γR . (8.24)
In Eq. (8.21) we have already dropped the infinity occurring together with the logarithm,
because, using all the previous arguments for the cancellation of terms independent of mi,
we find
∑
i,j Z
′a
ij = 0.
It is tedious but straightforward to check that all the terms in ZWij and in Z
a
ij end up
suppressed by 1/m2R or by higher powers of m
−2
R . The same does not happen, however,
with the terms in Z ′aij (which include a contribution from the charged Goldstone boson for
a = aW ). Let us write the latter in more detail, using Eqs. (2.18), (2.19), (2.22), and the
fact that the matrices Γa, ∆a, and ∆b are diagonal:
2Z ′aij = (Γa)µµ (∆a)ττ (UL)µi
(
U †L∆
∗
bUR + U
T
R∆
∗
bU
∗
L
)
ij
(
U †R
)
jτ
γL
+ (∆∗a)µµ (Γ
∗
a)ττ (UR)µi
(
U †R∆bUL + U
T
L∆bU
∗
R
)
ij
(
U †L
)
jτ
γR . (8.25)
Due to Eqs. (4.1), terms unsuppressed by mD/mR may arise only from the first term in
the right-hand-side of Eq. (8.25), when i = 1, 2, 3 and j = 4, 5, 6, and from the third term
in the right-hand-side of Eq. (8.25), when i = 4, 5, 6 and j = 1, 2, 3. In the first case the
integral of lnDaij is practically i-independent, in the second case it is almost j-independent.
One obtains the following contribution to Mb4, with the corresponding Feynman diagram
depicted in Fig. 1:
Mab4 ≈
i
16
√
2π2
6∑
i=4
[
(UR)µi
(
U †R
)
iτ
ln
m2i
µ2
]
u¯µ
[
(∆∗b)µµ
∑
k
(Γk)µµ (∆k)ττ γL
+ (∆b)ττ
∑
k
(∆∗k)µµ (Γ
∗
k)ττ γR
]
uτ . (8.26)
This expression is independent of the arbitrary mass µ. Mb4 is not fully suppressed by
powers of mR since M
a
b4 becomes constant in the limit mR →∞.
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D. Unsuppressed terms
We thus conclude that the vertex τ− → µ−S0b ∗ does not vanish in the limit mR → ∞.
One has
M∞b =
i
16
√
2π2
6∑
i=4
[
(UR)µi
(
U †R
)
iτ
ln
m2i
µ2
]
×u¯µ
{[
(∆∗b)µµ
∑
k
(Γk)µµ (∆k)ττ +
AL
m2µ −m2τ
]
γL
+
[
(∆b)ττ
∑
k
(∆∗k)µµ (Γ
∗
k)ττ +
AR
m2µ −m2τ
]
γR
}
uτ , (8.27)
with AL and AR given in Eqs. (8.14) and (8.15). Note that M
∞
b is independent of the
arbitrary mass parameter µ.
It is interesting to observe that Mb is suppressed when there is only one scalar doublet.
Indeed, in that case there is only one physical scalar, the Higgs boson, which has b = 1.
Moreover, there is only one matrix Γ =
(√
2/v∗
)
Mℓ and, since
(√
2/v
)
MD = ∆, we find
nH = 1 ⇒
{
AL =
√
2
v∗
(
m2τ −m2µ
)
(M∗D)µµ (Γ)µµ (∆)ττ
AR =
√
2
v
(
m2τ −m2µ
)
(MD)ττ (∆
∗)µµ (Γ
∗)ττ
}
⇒ M∞b = 0 . (8.28)
Thus Eq. (8.27) vanishes in this simple case.
IX. BOX DIAGRAMS
There are four classes of box diagrams, as depicted in Fig. 2. In that figure, either S±a ,
or S±a′ , or both, may be substituted by W
±.
Let us first consider the box diagrams in which the fermion line starting in the incoming
τ− ends in the outgoing µ−. Those are the diagrams denoted in Fig. 2 “box 1”. The
box diagram with two charged scalars S±a and S
±
a′ gives the following contribution to the
decay (3.1):
M¯aa′ =
i
16π2
∫
1
0
dx
∫
1−x
0
dy
∫
1−x−y
0
dz
∑
i,j
∑
a,a′
[
Aaa
′
ij(
Daa
′
ij
)2 − Baa
′
ij
2Daa
′
ij
]
. (9.1)
The box diagrams with one S±a and one W
± give
M¯aW =
ig2
32π2
∑
i,j
(UL)µi
(
U †L
)
je
∫ 1
0
dx
∫ 1−x
0
dy
∫ 1−x−y
0
dz
∑
a
[
AaWij(
DaWij
)2 − BaWij2DaWij
]
, (9.2)
M¯Wa =
ig2
32π2
∑
i,j
(
U †L
)
iτ
(UL)ej
∫
1
0
dx
∫
1−x
0
dy
∫
1−x−y
0
dz
∑
a
[
AWaij(
DWaij
)2 − BWaij2DWaij
]
. (9.3)
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p1
e+
p3
χi χjk p1-p4-k
S-a
p1-k
k-p3
S-a’
e-
p4
µ-
p2
box 3
τ-
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FIG. 2. The four types of box diagrams for τ− → µ−e+e− which occur in our model.
Finally, the box diagram with two W± yields
M¯WW =
ig4
64π2
∑
i,j
(UL)µi
(
U †L
)
iτ
(UL)ej
(
U †L
)
je
×
∫
1
0
dx
∫
1−x
0
dy
∫
1−x−y
0
dz
[
AWWij(
DWWij
)2 − BWWij2DWWij
]
. (9.4)
In Eqs. (9.1)–(9.4),
Daa
′
ij = xm
2
a + ym
2
a′ + zm
2
j + (1− x− y − z)
(
m2i − xp21 − yp22 − zr2
)
−xyq2 − xzp24 − yzp23 ; (9.5)
DaWij , D
Wa′
ij , and D
WW
ij are obtained from D
aa′
ij by substituting either ma′ , or ma, or both,
by mW . In order to write down the expressions for A
aa′
ij , . . . , B
WW
ij one must define
P α = pα1 (x+ z) + p
α
2 y − pα4 z , (9.6)
P ′α = pα1 (x+ z − 1) + pα2y + pα4 (1− z) . (9.7)
One then has
Aaa
′
ij = u¯µ
[
(Ra′)µi
(
R†a
)
iτ
6PγL + (La′)µi
(
L†a
)
iτ
6PγR −mi (Ra′)µi
(
L†a
)
iτ
γR
24
−mi (La′)µi
(
R†a
)
iτ
γL
]
uτ u¯e
[
(Ra)ej
(
R†a′
)
je
6P ′γL + (La)ej
(
L†a′
)
je
6P ′γR
−mj (Ra)ej
(
L†a′
)
je
γR −mj (La)ej
(
R†a′
)
je
γL
]
ve , (9.8)
AaWij = −u¯µγργL
[
mi
(
R†a
)
iτ
−6P (L†a)iτ]uτ u¯e [(Ra)ej mj − (La)ej 6P ′] γργLve , (9.9)
AWaij = −u¯µ
[
(Ra)µimi − (La)µi6P
]
γργLuτ u¯eγργL
[
mj
(
R†a
)
je
−6P ′ (L†a)je
]
ve , (9.10)
AWWij = u¯µγ
ρ6PγσγLuτ u¯eγσ 6P ′γργLve . (9.11)
One obtains Baa
′
ij by discarding from A
aa′
ij all the terms which contain neither 6 P nor 6 P ′,
and then substituting, in the remaining terms, 6P by γθ and 6P ′ by γθ. Applying the same
algorithm, one obtains BaWij from A
aW
ij , B
Wa
ij from A
Wa
ij , and B
WW
ij from A
WW
ij .
Next we consider the box diagrams in which the fermion line starting in the incoming τ−
ends in the outgoing e−. Those are the diagrams called “box 2” in Fig. 2. The corresponding
amplitudes may be obtained from Eqs. (9.1)–(9.11) by using, instead of Eqs. (9.5)–(9.7),
Daa
′
ij = xm
2
a + ym
2
a′ + zm
2
j + (1− x− y − z)
(
m2i − xp21 − yp24 − zq2
)
−xyr2 − xzp22 − yzp23 , (9.12)
P α = pα1 (x+ z)− pα2 z + pα4 y , (9.13)
P ′α = pα1 (x+ z − 1) + pα2 (1− z) + pα4 y , (9.14)
and by making, in Eqs. (9.8)–(9.11), the substitutions u¯µ ↔ u¯e, (La, Ra)ej → (La, Ra)µj , and
(La,a′ , Ra,a′)µi → (La,a′ , Ra,a′)ei. Finally, one must change the overall sign of the amplitudes,
i.e. insert a minus sign in front of Eqs. (9.1)–(9.4), due to the interchange of two fermions in
the final state. In Eqs. (9.2)–(9.4) one must also interchange (UL)µi → (UL)ei and (UL)ej →
(UL)µj .
Another type of diagrams are the box diagrams denoted “box 3” in Fig. 2. Those
diagrams arise due to the Majorana character of the neutrinos, and they must be computed
using specific Feynman rules for Majorana fields—see, for instance, Ref. [17]. One obtains,
analogously to Eqs. (9.1)–(9.4), the following contributions to the decay (3.1):
M˜aa′ =
i
16π2
∫ 1
0
dx
∫ 1−x
0
dy
∫ 1−x−y
0
dz
∑
i,j
∑
a,a′

 A˜aa′ij(
D˜aa
′
ij
)2 − B˜aa
′
ij
2D˜aa
′
ij

 , (9.15)
M˜aW =
ig2
32π2
∑
i,j
(
U †L
)
ie
(UL)µj
∫
1
0
dx
∫
1−x
0
dy
∫
1−x−y
0
dz
∑
a

 A˜aWij(
D˜aWij
)2 − B˜aWij2D˜aWij

 ,
(9.16)
M˜Wa =
ig2
32π2
∑
i,j
(
U †L
)
iτ
(UL)ej
∫
1
0
dx
∫
1−x
0
dy
∫
1−x−y
0
dz
∑
a

 A˜Waij(
D˜Waij
)2 − B˜Waij2D˜Waij

 ,
(9.17)
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M˜WW =
ig4
64π2
∑
i
mi
(
U †L
)
ie
(
U †L
)
iτ
∑
j
mj (UL)ej (UL)µj
×
∫
1
0
dx
∫
1−x
0
dy
∫
1−x−y
0
dz

 A˜WWij(
D˜WWij
)2 − B˜WWij2D˜WWij

 . (9.18)
Here,
D˜aa
′
ij = xm
2
a + ym
2
a′ + zm
2
j + (1− x− y − z)m2i
−x (1− x− z) p21 − y (x+ z) p22 − y (1− y − z) p23 − x (y + z) p24
+xyq2 + [xy − z (1− x− y − z)] r2 . (9.19)
Notice that M˜WW is proportional to mi and to mj , indicating that it vanishes in both limits
mi → 0 and mj → 0. This is an instance of Kayser’s “practical Majorana–Dirac confusion
theorem” [18]. Defining
P˜ α = pα1 (x+ z) + p
α
3 y − pα4 z , (9.20)
P˜ ′α = pα1 (x+ z − 1) + pα3y + pα4 (1− z) , (9.21)
one may write
A˜aa
′
ij = v
T
e C
−1
[(
R†a′
)
ie
(
L†a
)
iτ
6 P˜ γR +
(
L†a′
)
ie
(
R†a
)
iτ
6 P˜ γL −mi
(
R†a′
)
ie
(
R†a
)
iτ
γL
−mi
(
L†a′
)
ie
(
L†a
)
iτ
γR
]
uτ u¯µ
[
(Ra′)µj (La)ej 6 P˜ ′γL + (La′)µj (Ra)ej 6 P˜ ′γR
+mj (Ra′)µj (Ra)ej γR +mj (La′)µj (La)ej γL
]
Cu¯Te , (9.22)
A˜aWij = v
T
e C
−1γργR
[(
R†a
)
iτ
6 P˜ −mi
(
L†a
)
iτ
]
uτ u¯µγργL
[
(Ra)ej 6 P˜ ′ + (La)ejmj
]
Cu¯Te ,
(9.23)
A˜Waij = v
T
e C
−1
[(
R†a
)
ie
6 P˜ −mi
(
L†a
)
ie
]
γργLuτ u¯µ
[
(Ra)µj 6 P˜ ′ + (La)µj mj
]
γργRCu¯
T
e ,
(9.24)
A˜WWij = −vTe C−1γργσγLuτ u¯µγργσγRCu¯Te . (9.25)
One obtains B˜aa
′
ij from A˜
aa′
ij —and similarly B˜
aW
ij from A˜
aW
ij , B˜
Wa
ij from A˜
Wa
ij , and B˜
WW
ij from
A˜WWij —by deleting all the terms which contain neither 6 P˜ nor 6 P˜ ′, and then substituting, in
the remaining terms, 6 P˜ by γθ and 6 P˜ ′ by γθ.
Finally, there are the box diagrams of the type denoted in Fig. 2 “box 4”. The corre-
sponding amplitudes may be obtained from Eqs. (9.15)–(9.25) in the following way. Firstly,
one must change the overall sign of Eqs. (9.15)–(9.18) and perform in them the inter-
change (UL)ej ↔ (UL)µj . Secondly, in Eqs. (9.19)–(9.21) one must interchange pα2 ↔ pα4 ,
p22 ↔ p24, and q2 ↔ r2. Lastly, in Eqs. (9.22)–(9.25) one must interchange u¯µ ↔ u¯e and
(La,a′ , Ra,a′)ej ↔ (La,a′ , Ra,a′)µj .
One may analyze the mR dependence of the box amplitudes given above by using the
skills developed in the previous sections. It is easily concluded that all those amplitudes are
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suppressed by at least one factor m−2R . In order to reach this conclusion, it is necessary to
use Eq. (6.25), when the box diagrams are either of type “box 1” or “box 2” and both χi
and χj are light neutrinos.
X. THE ASYMPTOTIC LIMIT mR →∞
In our model there is a scale mR which is much higher than the other two scales, mD and
mF (see Section IV). In this section we want to study the asymptotic limit mR →∞ of our
model. The simplest way—the one which we have in mind in the following—of increasing
the scale mR is by multiplying the mass matrix MR in Eq. (2.3) by a (dimensionless) factor
which becomes much larger than one.
When the decoupling theorem [19,20] applies straightforwardly, one may simply delete
the heavy fields from the Lagrangian in order to obtain the low-energy theory. In our case
this does not work because, if we remove the fields νR from the Lagrangian, we also delete
any trace of the flavor-changing neutral interactions. This is at odds with the explicit one-
loop calculation of the vertex ℓ→ ℓ′S0b ∗, for ℓ 6= ℓ′, since that vertex does not vanish in the
limit mR → ∞ (see Fig. 1 for the Feynman diagrams with non-vanishing contributions).
On the other hand, according to Ref. [20], the limit mR →∞ must yield a sensible theory.
Evidently, the only theory which can emerge from our model in that limit is the multi-
Higgs-doublet SM, containing flavor-changing neutral Higgs interactions suppressed by loop
factors 16π2 and by small couplings. Thus, we expect a Yukawa Lagrangian of the form
L˜Y = −
nH∑
j=1
(
ϕ−j , ϕ
0
j
∗
)
ℓ¯R Γ˜j
(
ν˜L
ℓL
)
+H.c. (10.1)
In order to demonstrate that this Lagrangian indeed emerges, we consider the following
couplings:
1. ℓL → ℓ′RS0∗,
2. νL → ℓRS+∗,
3. νL → ℓLW+∗.
For the sake of brevity, let us denote the corresponding tree-level vertices by V0, V+, and
VW , respectively. The one-loop contributions to these vertices fall into three categories:
I. The contribution has a non-vanishing limit mR →∞.
II. In the limit mR →∞ the contribution vanishes.
III. The contribution is independent of mR and is present also when the fields νR are
removed from the Lagrangian.
Our strategy is the following. We identify all contributions of Category I, since only they
are relevant for obtaining the limit mR → ∞ of our model. We then show that there are
three contributions of Category I to VW , but they cancel out except for a part which may be
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viewed as a unitary transformation on the vector of flavor fields νL. The transformed field
vector is denoted by ν˜L. After these steps, we see that the contributions of Category I to
the vertices V0 and V+ are identical, provided that the neutrino field ν˜L is used in V+. This
demonstrates that in the limitmR →∞ the Yukawa Lagrangian of Eq. (10.1) emerges. After
the one-loop corrections, as discussed above, we remove the fields νR from the Lagrangian.
Then all the traces left by those heavy fields are contained in the off-diagonal elements of
Γ˜j, which have arisen from the one-loop corrections of Category I.
We now pursue the strategy outlined in the previous paragraph. First consider the vertex
and self-energy corrections for the above couplings:
V0 : Γk +∆Γk
(
V0, S
±)+ 1
2
[
zℓR
(
S±
)]†
Γk +
1
2
Γkz
ℓ
L
(
S±
)
, (10.2)
V+ : Γk +∆Γk
(
V+, S
0
)
+
1
2
[
zℓR
(
S±
)]†
Γk +
1
2
Γkz
ν
L
(
S0
)
, (10.3)
VW :
g√
2
{
1 + Γ (VW , S) +
1
2
[
zℓL
(
S±
)]†
+
1
2
zνL
(
S0
)}
. (10.4)
For the definition of the wave-function renormalization matrices zℓL, z
ℓ
R, and z
ν
L see Ap-
pendix B. It is proven by a tedious checking of all one-loop graphs that the corrections to
V0, V+, and VW not included in Eqs. (10.2), (10.3), and (10.4), respectively, are either of
Category II or Category III. In the expressions (10.3) and (10.4), only one-loop corrections
in which the external neutrino legs correspond to light neutrinos are interesting. Those
one-loop corrections are obtained by performing the calculations with the fields χi, but the
result has to be multiplied appropriately by UL; in order to obtain ∆Γk(V+, S
±) a multipli-
cation from the right by U †L is necessary; the 6 × 6 matrix part of the neutrino self-energy
associated with the Dirac structure p/γL has to be multiplied by UL from the left and U
†
L
from the right in order to arrive at the 3 × 3 matrix we need; and so on. With this pro-
cedure we have in mind that, in the limit mR → ∞, the light neutrinos become massless,
and we are allowed to work with the fields νL, which are members of the left-handed lepton
doublets in the Lagrangian before spontaneous symmetry breaking. In the following, our
results for the quantities appearing in Eqs. (10.2), (10.3), and (10.4) will only be given for
mR →∞, since this is the limit we aim at. In Eq. (10.2) the vertex correction ∆Γk(V0, S±)
is obtained by exchanging all charged scalars, including the charged Goldstone boson G±.
In Eq. (10.3) the vertex correction ∆Γk(V+, S
0) stems from exchanging all neutral scalars,
including the neutral Goldstone boson G0. The vertex correction Γ(VW , S) originates in the
coupling of the W boson to a charged and a neutral scalar; thus, the loop has S0b , S
±
a , and
χi. Concerning the wave-function renormalization matrices z
ℓ
L(S
±), zℓR(S
±), and zνL(S
0), in
parentheses we have indicated the scalar exchange they come from in the self-energies.
In Eqs. (10.2), (10.3), and (10.4), all the one-loop contributions which occur contain two
∆ and one Γ Yukawa-coupling matrices. The vertices V0 and V+ also receive contributions
from the wave-function renormalization matrix of the Higgs doublets; these contributions fall
into all three categories. One can show that those of Category I induce the same corrections
to Γk at the vertices V0 and V+.
Before we list the one-loop results for the quantities appearing in Eqs. (10.2), (10.3), and
(10.4), we want to introduce some useful notation. First we note that
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lim
mR→∞
UR = (0,W ) , lim
mR→∞
m1,2,3 = 0 , (10.5)
where W is a 3× 3 unitary matrix. We define a useful 3× 3 Hermitian matrix by
A ≡ 1
16π2
nH∑
j=1
∆†j
[
−1
2
K − 3
4
+
1
2
W ln m˜2W †
]
∆j , (10.6)
where the divergent constant K has been defined in Eq. (3.14) and
m˜ = diag (m4, m5, m6) . (10.7)
Then, it is easy to write down the self-energy
Σ∞ν
(
S0; p
)
= Ap/γL (10.8)
for the neutrinos, and
Σ∞ℓ
(
S±; p
)
= Ap/γL +BγL +B
†γR (10.9)
for the charged leptons, with B given by
B =
1
16π2
nH∑
j=1
Γj
[
M †D (K + 1)−Wm˜ ln m˜2W †
]
∆j . (10.10)
The superscript ∞ reminds us that we have taken the limit mR → ∞. In the same limit,
the vertex corrections are given by
∆Γk
(
V0, S
±) = ∆Γk (V+, S0) = 1
16π2
nH∑
j=1
Γj∆
†
k
(K + 1−W ln m˜2W †)∆j (10.11)
and
Γ (VW , S) = −A . (10.12)
The off-diagonal elements of ∆Γk(V0, S
±) are given by the vertex correction computed in
Section VIII, in the limit mR → ∞; the same holds for Σ∞ℓ (S±; p). In order to calculate
the self-energy (10.8) one has to take into account the Majorana nature of the fields χi: the
neutrino self-energy derives from a propagator at second order in perturbation theory, and
there are 23 = 8 possibilities to attach the external legs to neutrino fields in the two S0
Yukawa Lagrangians; therefore there is a combinatorial factor 23/2! = 4. Furthermore, the
terms BL,R drop out of the neutrino self-energy because of [14]∑
b
bkbk′ = 0 . (10.13)
We have also used the relations (see Appendix A.1)
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∑
b
b∗kbk′ = 2
∑
a
a∗kak′ = 2δkk′ , (10.14)
which have enabled us to sum, in Eqs. (10.6), (10.10) and (10.11) over the index j.
Since in the limitmR →∞ the neutrinos are massless, the procedure for the renormaliza-
tion of the self-energy laid out in Appendix B.1 is not applicable. However, it is reasonable,
in view of Eq. (10.8), to define
zνR
(
S0
)
= 0 , zνL
(
S0
)
=
[
zνL
(
S0
)]†
= A . (10.15)
The determination of zℓL and of z
ℓ
R follows the on-shell prescription in Appendix B.1.
In the expression for the one-loop correction of VW , Eq. (10.4), the only matrix which
is possibly non-Hermitian is zℓL(S
±). In any case, we may decompose that matrix into a
Hermitian and an anti-Hermitian part:
zℓL
(
S±
)
= zℓ+ + z
ℓ
− , with
(
zℓ±
)†
= ±zℓ± . (10.16)
We notice that in the Σ∞ℓ (S
±; p) of Eq. (10.9) there is no term AℓRp/. Using the equations in
Appendix B.1 for calculating the fermion wave-function renormalization matrices, this fact
simplifies considerably the expression for zℓL,R. Since A is Hermitian, we obtain
Re
[
zℓL
(
S±
)− zℓR (S±)]αα = Aαα , Im [zℓL (S±)− zℓR (S±)]αα = − 2mα ImBαα , (10.17)
and
Re
[
zℓL
(
S±
)
+ zℓR
(
S±
)]
αα
= Aαα . (10.18)
Using the possibility to choose the convention
Im
[
zℓL
(
S±
)]
αα
= 0 , (10.19)
as explained at the end of Appendix B 1, we obtain [zℓL(S
±)]αα = (zℓ+)αα = Aαα and (z
ℓ
−)αα =
0. For α 6= β we apply again the procedure of Appendix B.1 and obtain (zℓ+)βα = Aβα. In
summary, with the convention of Eq. (10.19) we find
zℓ+ = A (10.20)
and, with Eqs. (10.12) and (10.15),
Γ (VW , S) +
1
2
(
zℓ+ + z
ν
L
)
= 0 . (10.21)
Thus, Eq. (10.4) is given by
g√
2
(
1− 1
2
zℓ−
)
. (10.22)
Since the light-neutrino masses vanish when mR →∞, we are allowed to rotate νL unitarily.
An infinitesimal unitary rotation is given by
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νL = (1 + Ω) ν˜L , with Ω
† = −Ω . (10.23)
With the choice [21]
Ω =
1
2
zℓ− , (10.24)
the one-loop-corrected W vertex of Eq. (10.4) reduces to the trivial form g/
√
2, if conceived
as pertaining to ν˜L.
In terms of the new field ν˜L, the vertex V+ is given by
Γk +∆Γk
(
V+, S
0
)
+
1
2
[
zℓR
(
S±
)]†
Γk +
1
2
Γk
[
zνL
(
S0
)
+ zℓ−
]
. (10.25)
Since
zνL
(
S0
)
+ zℓ− = A + z
ℓ
− = z
ℓ
L
(
S±
)
, (10.26)
and because of Eq. (10.11), the expression (10.25) for the charged-scalar vertex is identical
with the expression (10.2) for the neutral-scalar vertex. Therefore, in the ν˜L basis for the
neutrino fields, the one-loop corrections—associated with νR—to the couplings of types
ℓ¯RℓLS
0 and ℓ¯Rν˜LS
− are identical. This is crucial for writing the theory after decoupling of
the heavy fields νR as a multi-Higgs-doublet Standard Model with the Yukawa Lagrangian of
Eq. (10.1). The coupling matrices Γ˜k are then given by Eq. (10.2). The infinities introduced
by the one-loop contributions of Category I are all in the diagonal—see Eq. (10.11)—and
they may, therefore, be absorbed by redefining the diagonal matrices Γk as renormalized
coupling matrices. This concludes our argument, valid at least at the one-loop level, that
in the asymptotic limit mR → ∞ one obtains the Lagrangian of Eq. (10.1) and our model
approaches a multi-scalar-doublet SM with suppressed off-diagonal couplings in Γ˜j .
Several remarks are in order. First, we stress that the contributions to zℓL from S
0 ex-
change, and those to zνL from S
± exchange, are flavor-diagonal and Hermitian and, therefore,
they do not have anti-Hermitian components which would interfere with the arguments pre-
sented above. This must be so because these contributions belong to Category III. Second,
though in the limit of infinite right-handed scale we were able to show—taking into account
a rotation of νL—that the one-loop contributions of the right-handed neutrino singlets are
the same for couplings of the types ℓ¯RℓLS
0 and ℓ¯Rν˜LS
−, this does not happen with contri-
butions of Category III, due to the different mass effects of charged leptons and of massless
neutrinos; thus, the fully one-loop-corrected coupling matrices Γk do receive different finite
parts in the ℓ¯RℓLS
0 and ℓ¯Rν˜LS
− couplings because of contributions of Category III, an effect
which is to be expected in the multi-scalar-doublet SM. Of course, the infinite corrections
to couplings of both types are the same, which allows for a consistent renormalization pro-
cedure. Third, because of the cancellation in Eq. (10.21), the infinities at the vertex VW
stemming from scalar corrections of Category I also cancel. This is necessary for consistency,
since it would be impossible to absorb those infinities into the gauge coupling constant.
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XI. DECAY RATES
Experimental bounds on lepton-flavor-changing processes are found in Ref. [22]. For the
τ the bounds on the branching ratios are of order 10−6, but for µ decays they are five to six
orders of magnitude better. Of course, all our formulas are easily adapted to muon decays.
In this section we shall always neglect the masses of all final-state fermions. Pursuing
the philosophy laid out in Section IV, we shall also assume that Yukawa couplings are of
order Y ∼ mD/mF , cf. Eq. (4.2).
First we consider the process τ− → µ−γ. Its matrix element may be written
A (τ− → µ−γ) = e ε∗ρ u¯µiσρλqλ (AγLγL + AγRγR)uτ , (11.1)
where ε is the polarization vector of the photon. Then the decay rate is
Γ
(
τ− → µ−γ) = Γτ 48π3α
G2Fm
2
τ
(
|AγL|2 + |AγR|2
)
, (11.2)
where α is the electromagnetic fine-structure constant, GF is the Fermi constant, and
Γτ ≡ Γ
(
τ− → e−ν¯eντ
)
=
G2Fm
5
τ
192π3
. (11.3)
The amplitudes in Eq. (11.1) are given in our model by Eqs. (6.17) and (6.18):
AγL,R =
∑
i
αL,Ri
(
q2 = 0
)
. (11.4)
In Subsection VIB we have made for those amplitudes the order-of-magnitude estimate
AγL,R ∼ Y 2mD/(16π2m2R). Thus, the branching ratio should be of order αY 4/(πG2Fm4R),
where we have used mτ ∼ mD. With GF ≈ 10−5 GeV−2 and mR ∼ 1010 GeV, we see that
the branching ratio would be ∼ 10−32 even if we allowed Y to be of order 1.
Next we consider the lepton-flavor-changing Z decay Z → τ+µ−. Its decay amplitude
may be written
A (Z → τ+µ−) = ig
2cw
ερ u¯µγρ
(
AZLγL + A
Z
RγR
)
vτ , (11.5)
where ε now denotes the Z polarization vector. The decay rate is then
Γ
(
Z → τ+µ−) = g2mZ
96πc2w
(∣∣AZL∣∣2 + ∣∣AZR∣∣2) . (11.6)
The amplitudes AZL,R can be read off from
∑4
ι=1M
ρ
Zι, computed in Section VII. As they are
of order m2D/m
2
R, once again one finds a ridiculously small decay rate.
We now discuss neutral-scalar decay, which is not suppressed by inverse powers of mR
whenever nH ≥ 2. The matrix element is
A (S0b → τ+µ−) = u¯µ (AbLγL + AbRγR) vτ . (11.7)
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Then the decay rate is
Γ
(
S0b → τ+µ−
)
=
mb
16π
(∣∣AbL∣∣2 + ∣∣AbR∣∣2) . (11.8)
In our model we may identify
AbLγL + A
b
RγR = M˜
∞
b , (11.9)
with M˜∞b given by Eq. (8.27) without the spinors. This is not suppressed by any power
of m−1R but it contains three Yukawa couplings. Thus, the decay rate should in general be
very small due to a factor Y 6/(16π2)2. In any case this is not very interesting, since no
fundamental neutral scalar as been observed up to now.
Finally we consider our model process τ− → µ−e+e−. Rather general formulas for the
decay rate can be found in Refs. [11,12]. Comparing our result of Section VI for the photon
sub-process with the results in Ref. [11], we conclude that this contribution has a branching
ratio of order [α2/(G2Fm
4
R)](mD/mF )
4/16π2. In the Z sub-process (Section VII),W exchange
dominates over the exchange of charged scalars. Thus we estimate for the branching ratio
of this sub-process [α4w/(G
2
Fm
4
R)](mD/mZ)
4 (of course, mZ ∼ mF ), where αw = g2/(4π) is
the weak fine-structure constant. A similar suppression is found for the box sub-process of
Section IX. Therefore we may safely neglect all those contributions, including interference
terms, and concentrate only on the neutral-scalar sub-process computed in Section VIII.
The amplitude is then written
A (τ− → µ−e+e−) =∑
b
u¯µ (λbγL + ρbγR)uτ u¯e (ΓbγL + Γ
∗
bγR) ve , (11.10)
which is modeled according to Eq. (5.3). Thus, we are making the identifications Γb = (Γb)ee
and, assuming more than one scalar doublet,
u¯µ (λbγL + ρbγR)uτ = − M
∞
b√
2m2b
, (11.11)
where we have used the approximation q2 ≪ m2b . From Eq. (11.10) one obtains
Γ (τ− → µ−e+e−)
Γτ
=
1
32G2F


∣∣∣∣∣
∑
b
λbΓb
∣∣∣∣∣
2
+
∣∣∣∣∣
∑
b
λbΓ
∗
b
∣∣∣∣∣
2
+
∣∣∣∣∣
∑
b
ρbΓb
∣∣∣∣∣
2
+
∣∣∣∣∣
∑
b
ρbΓ
∗
b
∣∣∣∣∣
2

 .
(11.12)
Both ρb and λb are of the form Y
3/(16π2m2H), where mH is a typical neutral-scalar mass,
which should be of order mF . Therefore, the order of magnitude of the part of the branching
ratio which is not suppressed by powers of mR is Y
8/(16π2GFm
2
F )
2. With 16π2GFm
2
F ∼
10 and Y ∼ 10−2 as reasonable numerical values, this branching ratio is quite small, of
order 10−18, yet it is much larger than the photon, Z, and box contributions, which are all
suppressed by m−4R . Due to the dependence on Y
8, we can easily achieve a branching ratio
much larger than 10−18 by moderately increasing Y . However, in this case it is certainly not
possible to allow for Y ∼ 1. In particular, if we apply the present estimate to the branching
ratio of µ− → e−e+e−, we rather find Y 8 . 10−10.
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XII. CONCLUSIONS
In this paper we have computed the amplitude of the lepton-flavor-violating decay τ− →
µ−e+e− in the context of the seesaw model with an arbitrary number nH of Higgs doublets,
but with the assumption that the (tree-level) Yukawa couplings conserve lepton flavor. Our
calculation is easily adapted to other lepton-flavor-violating decays of the same type, e.g.
µ− → e−e+e−; moreover, the parts of the calculation in which τ− → µ−e+e− proceeds via an
intermediate photon or an intermediate Z boson are also applicable to lepton-flavor-changing
decays like τ± → µ±γ and Z → τ±µ∓, respectively. As a function of the right-handed scale
mR we have found the following behavior of the decay amplitudes:
A(τ− → µ−γ) ∝ 1/m2R , (12.1)
A(Z → τ+µ−) ∝ 1/m2R , (12.2)
A(τ− → µ−e+e−) ∝
{
1/m2R for nH = 1 ,
constant for nH > 1 .
(12.3)
The partial amplitudes for τ− → µ−e+e− which behave like m−2R are, in general, suppressed
by at least a factormDmF/m
2
R ∼ 10−18; here we have assumed that the elements of the Dirac
neutrino mass matrix MD are of order mD ∼ 1 GeV, the Fermi scale is of order mF ∼ 100
GeV, and mR ∼ 1010 GeV.3 The exception to this suppression occurs precisely when there
is more than one scalar doublet, for then there are contributions to τ− → µ−S0b ∗, where S0b
is a neutral scalar, which are not suppressed by inverse powers of mR. These unsuppressed
contributions originate from exchange of the charged scalars S±a ; the corresponding Feynman
diagrams are shown in Fig. 1. We have found that the vertices τ− → µ−γ∗ and τ− → µ−Z∗
(and therefore also the decay amplitudes for τ− → µ−γ and Z → τ+µ−), which had already
been computed before by other authors in the case of only one scalar doublet, are, even in the
case of many doublets, suppressed by m2D/m
2
R ∼ 10−20. Furthermore, also the box diagrams
behave like 1/m2R for an arbitrary nH .
4 Therefore, with the above numerical assumptions,
all classes of diagrams, except those with intermediate neutral scalars in the case of more
than one Higgs doublet, are basically irrelevant for the process (3.1).
The unsuppressed contribution to the vertex τ− → µ−S0b ∗ is found in Eq. (8.27), with
the quantities AL and AR given by Eqs. (8.14) and (8.15), respectively. That unsuppressed
contribution has three Yukawa couplings and a denominator 16π2; if we assume each Yukawa
coupling to be of order mD/mF ∼ 10−2, we obtain an overall order of magnitude 10−8. This
3We want to stress that our philosophy is different from the one employed, e.g. in Refs. [11,13].
We assume that mD is of the order of mµ or mτ , thus mR is very large in order to implement the
seesaw mechanism. In Refs. [11,13] it is assumed that mR ∼ 1 TeV, or smaller, in order to obtain
effects in lepton-flavor-violating processes.
4Note that the processes τ− → µ−µ−e+ and τ− → e−e−µ+ can, at one-loop level, proceed only
via box diagrams [11].
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is certainly very small, but anyway much larger than anything which is suppressed by m−2R .
Moreover, we may allow for Yukawa couplings larger than 10−2.
Estimating the branching ratio for the non-suppressed decay τ− → µ−e+e−, we obtain
[7] Y 8/ (16π2GFm
2
H)
2 ∼ 10−18, where we have taken mH ∼ mF for a typical neutral-scalar
mass, Y ∼ mD/mF for a typical Yukawa coupling, and with the same assumptions as
before for the scales mD, mF , and mR. This branching ratio, valid for nH > 1, is not
suppressed by the large scale mR, but it is suppressed instead by the eighth power of a
typical Yukawa coupling Y . We want to stress, however, that the estimate 10−18 for the
branching ratio of τ− → µ−e+e− is rather crude; having in mind the remarks at the end
of the previous paragraph, it could easily be several orders of magnitude larger due to its
dependence on Y 8. On the other hand, the branching ratio for τ− → µ−γ is suppressed by
αY 4/(πG2Fm
4
R) ∼ 10−40.
We have studied in detail the non-decoupling in the Higgs sector for mR → ∞. In
this limit our model approaches a multi-Higgs-doublet Standard Model with lepton-flavor
non-diagonal Yukawa couplings, the off-diagonal couplings being, however, suppressed. The
situation here reminds somehow the Minimal Supersymmetric Standard Model, which has
two Higgs doublets, where non-decoupling in the Higgs sector has been found when the
SUSY scale is made much larger than the Fermi scale but the masses of all scalars are kept
of order mF [23].
The model discussed here with lepton-flavor-diagonal Yukawa couplings was put forward
in Ref. [7] as a framework for imposing large or maximal neutrino mixing. Here we have
shown in a detailed way that, despite the soft breaking of the lepton numbers at the very
large scale mR, the branching ratios of lepton-flavor-violating processes remain very small.
We have identified the class of processes whose vertices are not suppressed by m−2R . In
this class the most promising example for future experiments is µ− → e−e+e−; this non-
suppression requires more than one Higgs doublet. Those vertices suppressed by m−2R lead
to branching ratios far beyond present or future experimental limits. Thus we have a viable
model with the interesting feature that neutrino mixing has its origin at the ultra-high scale
mR—the order of magnitude of the masses of the right-handed neutrino singlets, which is at
the same time, via the seesaw mechanism, responsible for the smallness of the light-neutrino
masses.
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APPENDIX A: FORMALISM FOR THE SCALAR SECTOR
1. S±a and S0b
We allow for an arbitrary number nH of scalar doublets φk (k = 1, 2, . . . , nH) and use
the notation
φk =
(
ϕ+k
ϕ0k
)
, with
〈
0
∣∣ϕ0k∣∣ 0〉 = vk√
2
. (A1)
We then write
ϕ0k =
vk√
2
+ ϕ0k
′ , hence
〈
0
∣∣ϕ0k ′∣∣ 0〉 = 0 . (A2)
The quadratic terms in the scalar potential are written
Vmass =
∑
i,j
[
ϕ−i
(M2+)ij ϕ+j + Aij Reϕ0i ′Reϕ0j ′ +Bij Imϕ0i ′ Imϕ0j ′ + 2Cij Reϕ0i ′ Imϕ0j ′] .
(A3)
The matrix M2+ is complex and Hermitian, while the matrices A and B are real and sym-
metric; C is real but otherwise arbitrary. They are all nH × nH matrices. The eigenvalue
equations are
M2+ a = m2a a , (A4)
M20
(
Re b
Im b
)
=
(
A C
CT B
)(
Re b
Im b
)
= m2b
(
Re b
Im b
)
, (A5)
where a and b = Re b+ i Im b are nH ×1 complex vectors. The orthonormality equations for
the eigenvectors are∑
k
a∗ka
′
k = a
†a′ = δaa′ ,
∑
k
(Re bk Re b
′
k + Im bk Im b
′
k) = Re (b
†b′) = δbb′ , (A6)
∑
a
a∗kak′ =
∑
b
Re bk Re bk′ =
∑
b
Im bk Im bk′ = δkk′ , and
∑
b
Re bk Im bk′ = 0 . (A7)
The physical (mass-eigenstate) charged scalars S+a and the physical neutral scalars S
0
b are
given by [14]
S+a =
∑
k
a∗kϕ
+
k and S
0
b =
√
2
∑
k
Re
(
b∗kϕ
0
k
′) , (A8)
respectively; or, equivalently,
φk =
( ∑
a akS
+
a
(vk +
∑
b bkS
0
b ) /
√
2
)
. (A9)
Indeed, one then has
Vmass =
∑
a
m2a S
−
a S
+
a +
1
2
∑
b
m2b
(
S0b
)2
. (A10)
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2. The mass matrices of the scalars
The scalar potential is
V =
∑
i,j
µ2ijφ
†
iφj +
∑
i,j,k,l
λijkl
(
φ†iφj
)(
φ†kφl
)
, (A11)
with
µ2ij =
(
µ2ji
)∗
, λijkl = λklij , and λijkl = λ
∗
jilk . (A12)
The mass matrix of the charged scalars is obtained from the potential in Eq. (A11):
M2+ = µ2 + Λ , with Λij =
∑
k,l
λijkl v
∗
kvl . (A13)
The matrix Λ is Hermitian. We proceed to find out the terms in V which are quadratic in
the neutral scalars. We need to define two more nH × nH matrices, K which is symmetric
(but, in general, not Hermitian) and K ′ which is Hermitian:
Kik =
∑
j,l
λijkl vjvl and K
′
il =
∑
j,k
λijkl vjv
∗
k . (A14)
Computing the real matrices defined in Eq. (A3), we arrive at the result
A = Re
(
µ2 + Λ +K ′
)
+ ReK , (A15)
B = Re
(
µ2 + Λ +K ′
)− ReK , (A16)
C = −Im (µ2 + Λ +K ′)− ImK . (A17)
These matrices determine the 2nH × 2nH mass matrix M20 of the neutral scalars. Equa-
tion (A5) reads (
µ2 + Λ +K ′
)
b+Kb∗ = m2bb . (A18)
3. The Goldstone bosons
The Goldstone bosons corresponding to the longitudinal modes of the W and Z vector
bosons are given, respectively, by
aW =
1
v
(v1, v2, . . . , vnH )
T and bZ =
i
v
(v1, v2, . . . , vnH )
T , (A19)
where
v =
√
|v1|2 + |v2|2 + · · ·+ |vnH |2 =
2mW
g
. (A20)
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They correspond to zero eigenvalues of the mass matricesM2+ andM20, respectively. Indeed,
making the replacement φk → 〈0|φk|0〉 = (0, vk/
√
2)T in the scalar potential of Eq. (A11)
and enforcing the condition that this is a stability point of V , one obtains
∂
∂v∗i
V (〈0 |φj | 0〉) = 1
2
(∑
j
µ2ij vj +
∑
j,k,l
λijkl vjv
∗
kvl
)
=
1
2
∑
j
(M2+)ij vj = 0 . (A21)
Thus, M2+aW = 0. Furthermore, inserting bZ into Eq. (A18) one obtains(
µ2 + Λ +K ′
)
bZ +Kb
∗
Z = i (K
′aW −Ka∗W ) = 0 , (A22)
where we have used bZ = iaW , (µ
2 + Λ) aW = 0, and the definitions ofK andK
′ in Eq. (A14).
Thus, maW = 0 and mbZ = 0.
5
4. Feynman rules for some gauge vertices
The covariant derivative of the scalar doublets is (we use the notation of Ref. [16])
Dµφk =
[
∂µ − i g√
2
(
0 W+µ
W−µ 0
)
− i g
2cw
(
c2w − s2w 0
0 −1
)
Zµ
+ie
(
Aµ 0
0 0
)]( ∑
a akS
+
a
(vk +
∑
b bkS
0
b ) /
√
2
)
. (A23)
The weak mixing angle θw, the positron charge e, and the SU(2) gauge coupling g are related
by e = gsw, where cw = cos θw and sw = sin θw.
The covariant derivative in Eq. (A23) leads to W±S∓a S
0
b couplings given by
L = · · ·+ i g
2
W+µ
∑
a,b
a†b
(
S−a ∂
µS0b − S0b ∂µS−a
)
+H.c. , (A24)
where the sums over a and b include the Goldstone bosons. The Feynman rules for the
vertices W+µ S
−
a S
0
b and W
−
µ S
+
a S
0
b are, therefore,
i
g
2
a†b (pb − pa)µ and i g
2
b†a (pa − pb)µ , (A25)
respectively. In Eq. (A25), pb and pa are the incoming momenta of S
0
b and of S
±
a , respectively.
¿From the covariant derivative (A23) one also derives the coupling
L = · · ·+ gmWW+µ W−µ
∑
b6=bZ
(
a†W b
)
S0b . (A26)
5After addition of the gauge-fixing terms to the Lagrangian, we eventually have maW = mW .
Since we use the unitary gauge for the Z boson, the neutral Goldstone boson S0bZ does not appear
in our calculation.
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Note that a†W b is real for all b 6= bZ , because of the second Eq. (A6) and bZ = iaW (see
Subsection A3).
The covariant derivative in Eq. (A23) also yields the W±S∓a γ and W
±S∓a Z couplings,
given by
L = · · · −mW
(
eAµ +
gs2w
cw
Zµ
)(
W+µ G
− +W−µ G
+
)
, (A27)
where G± ≡ S±aW are the charged Goldstone bosons. We emphasize that the charged Gold-
stone bosons are the only charged scalars which have a vertex with W±γ and with W±Z.
We also need the couplings of the photon and the Z boson to the charged scalars:
L = · · ·+ i
(
−eAµ + g c
2
w − s2w
2cw
Zµ
)∑
a
(
S−a ∂µS
+
a − S+a ∂µS−a
)
. (A28)
Here the sum includes the charged Goldstone boson.
For the three-gauge-boson vertices W±W∓γ and W±W∓Z see, for instance, Ref. [16].
5. Feynman rules for some scalar vertices
Let us consider the contributions to L = · · · − V with one positively-charged scalar, one
negatively-charged scalar, and neutral scalars:
L = · · · −
∑
i,j,k,l
∑
a,a′,b,b′
λijkl a
∗
iS
−
a a
′
jS
+
a′
(
v∗k + b
∗
kS
0
b
) (
vl + b
′
lS
0
b′
)
. (A29)
We pick from this expression the vertex S−a S
+
a′S
0
b :
L = · · · −
∑
a,a′,b
Caa′bS
−
a S
+
a′S
0
b , with Caa′b = C
∗
a′ab =
∑
i,j,k,l
λijkla
∗
ia
′
j (v
∗
kbl + vlb
∗
k) . (A30)
In the particular case a′ = aW , with aW given by Eq. (A19), we obtain
L = · · · − g
2mW
∑
a,b
∑
i,j,k,l
a∗i vjλijkl (v
∗
kbl + b
∗
kvl)G
+S−a S
0
b +H.c. (A31)
With the definitions of Eq. (A14) and using Eq. (A18), we perform the simplification∑
i,j,k,l
a∗i vjλijkl (v
∗
kbl + b
∗
kvl) =
∑
i
a∗i (K
′b+Kb∗)i =
(
m2b −m2a
)
a†b . (A32)
We thus arrive at the interaction
L = · · ·+ g
2mW
∑
a,b
a†b
(
m2a −m2b
)
G+S−a S
0
b +H.c. , (A33)
which is the counterpart of Eq. (A24) in Rξ gauges. Therefore, we have
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CaaW b =
g
2mW
(
m2b −m2a
)
a†b and CaW ab =
g
2mW
(
m2b −m2a
)
b†a , (A34)
and the Feynman rules for the vertices G+S−a S
0
b and G
−S+a S
0
b are
i
g
2mW
a†b
(
m2a −m2b
)
and i
g
2mW
b†a
(
m2a −m2b
)
, (A35)
respectively.
In Eq. (A33) we may consider the particular case a = aW . Remember that a
†
W b is real
for all b 6= bZ . Using maW = 0 (see Subsection A3), we obtain
CaW aW b =
g
2mW
m2b
(
a†W b
)
, (A36)
and the corresponding Feynman rule for the vertex G+G−S0b :
− i g
2mW
m2b
(
a†W b
)
. (A37)
APPENDIX B: THE FERMION SELF-ENERGY AND ITS RENORMALIZATION
1. On-shell renormalization conditions
Most of the material in this Subsection can be found, e.g. in Refs. [15,21]. We include
it in order to make our paper self-contained, since the renormalization procedure outlined
here is used in Section X.
Let us consider a theory with n Dirac fermions, e.g. charged leptons. We use a matrix
notation whenever possible. The unit matrix is not distinguished from the number 1. The
one-loop fermion self-energy is
− iΣ(p) = −i{p/ [AL (p2) γL + AR (p2) γR]+BL (p2) γL +BR (p2) γR} . (B1)
The quantities AL,R and BL,R are n × n matrices. They constitute the result of the one-
loop calculation. We assume that there are no absorptive parts in the one-loop self-energy
diagrams, then
(AL)
∗
γβ = (AL)βγ , (AR)
∗
γβ = (AR)βγ , and (BL)
∗
γβ = (BR)βγ . (B2)
We shall also assume that the fermion masses are non-degenerate.
We want to study the one-loop renormalization of the fermion fields. The bare chiral
fields are denoted ℓαL and ℓαR, and the renormalized ones ℓ
r
αL and ℓ
r
αR:
ℓL,R =
√
ZL,R ℓ
r
L,R =
(
1 +
1
2
zL,R
)
ℓrL,R . (B3)
The zL,R are n × n matrices. The diagonal matrix of the bare fermion masses mα is Mℓ =
diag (m1, . . . , mn). We write Mℓ = M
r
ℓ + δMℓ, where M
r
ℓ is the diagonal matrix of the
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renormalized masses, and δMℓ = diag (δm1, . . . , δmn). Then, the renormalized fermion self-
energy is
− iΣr(p) = −iΣ(p) + i 1
2
(
zL + z
†
L
)
p/γL + i
1
2
(
zR + z
†
R
)
p/γR
−i
(
δMℓ +
1
2
MℓzL +
1
2
z†RMℓ
)
γL − i
(
δMℓ +
1
2
z†LMℓ +
1
2
MℓzR
)
γR . (B4)
The terms in Σr(p) beyond those in Σ(p) originate in the counter-terms for the masses and
for the wave functions.
Up to now the renormalized self-energy has no precise meaning. Now we fix the meaning
of this notion by requiring that Σr fulfills the following conditions:6
Condition 1: Σrβα(p)
∣∣∣p2=m2α uα = 0 , ∀α, β ; (B5)
Condition 2: lim
p2→m2α
[SF (p)]αα (p/−mα)uα = uα , ∀α , (B6)
where the fermion propagator is given by
SF (p) =
1
p/ −Mℓ − Σr(p) . (B7)
We are using the notation uα ≡ u(~p,mα, s), where the four-spinor is to be taken with mass
mα, three-momentum ~p, and polarization s; it satisfies p/uα = mαuα. The above equations
are the conditions for on-shell self-energy (or propagator) renormalization [15,21,24–26], and
they include rotating back the renormalized fermion fields into the physical basis. Condition
2 fixes the residuum of the propagator SF (p) at the pole p
2 = m2α to be 1.
Exploiting first Condition 1, i.e. Eq. (B5), it is easy to see that it leads to the following
relations, which originate in the coefficients of γR and γL, respectively:
mαAL
(
m2α
)
βα
+BR
(
m2α
)
βα
− 1
2
mα(zL)βα +
1
2
mβ(zR)βα + δmαδβα = 0 , (B8)
mαAR
(
m2α
)
βα
+BL
(
m2α
)
βα
− 1
2
mα(zR)βα +
1
2
mβ(zL)βα + δmαδβα = 0 . (B9)
These equations may be solved to give [15,21], for α 6= β,
1
2
(zL)βα =
m2αAL (m
2
α)βα +mαmβAR (m
2
α)βα +mβBL (m
2
α)βα +mαBR (m
2
α)βα
m2α −m2β
, (B10)
1
2
(zR)βα =
m2αAR (m
2
α)βα +mαmβAL (m
2
α)βα +mβBR (m
2
α)βα +mαBL (m
2
α)βα
m2α −m2β
, (B11)
and, for α = β,
6Condition 1 is stated in Ref. [15]. Both conditions are stated in Ref. [21].
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− 2 δmα = mα
[
AL
(
m2α
)
αα
+ AR
(
m2α
)
αα
]
+BL
(
m2α
)
αα
+BR
(
m2α
)
αα
, (B12)
mα (zL − zR)αα = mα
[
AL
(
m2α
)
αα
−AR
(
m2α
)
αα
]− BL (m2α)αα +BR (m2α)αα . (B13)
The right-hand side of Eq. (B12) is real because of Eqs. (B2). Equations (B10)–(B12) fix
the mass counterterms and the off-diagonal wave-function counterterms.
With Eqs. (B2), the zL of Eq. (B10) and the zR of Eq. (B11) agree with the corresponding
self-energy renormalization for α 6= β in Ref. [15], after one specializes the functions BL,R
to the forms used there.
Only the difference (zL − zR)αα is determined by Eq. (B13). In order to fix (zL)αα and
(zR)αα separately, one has to invoke Condition 2. Equation (B6) is equivalent to
lim
p2→m2α
1
p/−mα Σ
r
αα(p) uα = 0 , ∀α , (B14)
which is better suited for the further procedure. Firstly, we expand the matrix functions
AL,R(p
2) and BL,R(p
2) in Σ(p) around p2 = m2α; for instance,
AL
(
p2
)
= AL
(
m2α
)
+
(
p2 −m2α
)
A′L
(
m2α
)
+
1
2
(
p2 −m2α
)2
A′′L
(
m2α
)
+ · · · . (B15)
Secondly, we use Eqs. (B8) and (B9) to obtain
Σrαα(p) =
[
AL
(
m2α
)− Re zL]αα (p/γL −mαγR)
+
[
AR
(
m2α
)− Re zR]αα (p/γR −mαγL)
+
(
p2 −m2α
) [
A′L
(
m2α
)
p/γL + A
′
R
(
m2α
)
p/γR
+B′L
(
m2α
)
γL +B
′
R
(
m2α
)
γR
]
αα
+
1
2
(
p2 −m2α
)2 [
A′′L
(
m2α
)
p/γL + A
′′
R
(
m2α
)
p/γR
+B′′L
(
m2α
)
γL +B
′′
R
(
m2α
)
γR
]
αα
+ · · · , (B16)
where the dots indicate higher orders in p2 −m2α. It is obvious from Eq. (B16) that, when
p2 = m2α, Σ
r
αα(p) uα = 0. This agrees with Condition 1 in Eq. (B5). Condition 2, in
Eq. (B14), is nonetheless non-trivial because of the presence of the denominator p/ − mα,
which also vanishes when applied to uα. Thirdly, we use
1
p/−mα (p/γL −mαγR) = (γLp/+mαγR)
1
p/+mα
, (B17)
together with the analogous relation for opposite chiralities, to obtain
1
p/−mα Σ
r
αα(p) =
[
AL
(
m2α
)− Re zL]αα (γLp/ +mαγR) 1p/ +mα
+
[
AR
(
m2α
)− Re zR]αα (γRp/+mαγL) 1p/+mα
+ (p/+mα)
[
A′L
(
m2α
)
p/γL + A
′
R
(
m2α
)
p/γR
+B′L
(
m2α
)
γL +B
′
R
(
m2α
)
γR
]
αα
+
p2 −m2α
2
(p/+mα)
[
A′′L
(
m2α
)
p/γL + A
′′
R
(
m2α
)
p/γR
+B′′L
(
m2α
)
γL +B
′′
R
(
m2α
)
γR
]
αα
+ · · · . (B18)
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Therefore,
1
p/ −mα Σ
r
αα(p) uα =
{
[AL (m
2
α) + AR (m
2
α)− Re (zL + zR)]αα
2
+m2α
[
A′L
(
m2α
)
+ A′R
(
m2α
)]
αα
+mα
[
B′L
(
m2α
)
+B′R
(
m2α
)]
αα
+O
(
p2 −m2α
)}
uα . (B19)
Finally performing the limit p2 → m2α to apply Condition 2, i.e. Eq. (B14), we obtain [21]
Re (zL + zR)αα =
{
AL
(
m2α
)
+ AR
(
m2α
)
+ 2m2α
[
A′L
(
m2α
)
+ A′R
(
m2α
)]
+2mα
[
B′L
(
m2α
)
+B′R
(
m2α
)]}
αα
. (B20)
Equations (B13) and (B20) together fix the real parts of (zL)αα and of (zR)αα. Concerning
the imaginary parts of those quantities, Eq. (B13) fixes their difference, Im (zL − zR)αα,
whereas their sum remains undetermined. This fact reflects the freedom of redefining the
fields ℓαL and ℓαR by transforming them with the same phase factor.
2. The equivalence of two different procedures
In Sections VI, VII, and VIII we have considered, respectively, the vertices τµγ, τµZ,
and τµS0b . When computing those flavor-changing vertices we have not invoked any renor-
malization procedure, but we have considered self-energy transitions τ → µ in the external
fermion legs. In the following we show that, instead of adding the self-energy transitions
in the external fermion legs to the one-loop vertex, one may equivalently apply the on-shell
renormalization prescription to the external fermion legs. We explicitly work out this equiv-
alence, for an arbitrary fermion self-energy, in the case a scalar vertex (a Yukawa coupling).
However, it will become clear that the nature of the vertex is irrelevant for this equiva-
lence, and therefore our considerations are of general validity. In the case of the one-loop
flavor-changing Z vertex in the Standard Model, this equivalence was explicitly derived in
Ref. [15].
Let us first see the effect of the on-shell wave-function renormalization on the Yukawa
interaction of a real scalar S0,
LY
(
S0
)
= −
(
ℓ¯RΓ0ℓL + ℓ¯LΓ
†
0ℓR
)
S0 , (B21)
where Γ0 is the n × n coupling matrix of unrenormalized coupling constants. Defining the
renormalized scalar field via S0 =
√
ZSS
0
r = (1 + zS/2)S
0
r , and denoting the renormalized
coupling matrix by Γ = Γ0 − δΓ, the Lagrangian of Eq. (B21), written in renormalized
quantities, is
LY
(
S0
)
= −
[
ℓ¯rR
(
Γ + δΓ +
1
2
zSΓ +
1
2
z†RΓ +
1
2
ΓzL
)
ℓrL
+ ℓ¯rL
(
Γ† + δΓ† +
1
2
zSΓ
† +
1
2
Γ†zR +
1
2
z†LΓ
†
)
ℓrR
]
S0r . (B22)
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The quantity δΓ is determined by the renormalization condition for Γ.
We now consider the part of the vertex ℓα → ℓβS0 given by the wave-function renormal-
ization constants zL,R. First we consider those terms which have the coupling matrices Γ
and Γ† to the left of the factors z; only those terms can give a fermion self-energy on the ℓα
leg. For any γ 6= α, using the Lagrangian in Eq. (B22) and taking into account Eqs. (B10)
and (B11), we obtain (see also Ref. [15])
1
2
u¯β
[
Γβγ (zL)γα γL +
(
Γ†
)
βγ
(zR)γα γR
]
uα = u¯β
[
ΓβγγL +
(
Γ†
)
βγ
γR
]
× i6p1 −mγ [−iΣ(p1)γα]uα , (B23)
where the four-spinors uα and uβ are to be taken at four-momenta p1 and p2, respectively,
with p21 = m
2
α and p
2
2 = m
2
β. Equation (B23) holds for every γ 6= α and demonstrates that
the z-terms taken into account in the left-hand side of Eq. (B23) exactly reproduce the
self-energy insertion in the leg ℓα of the tree-level scalar vertex.
Equation (B23) actually does not depend on the assumption that we are dealing with
a scalar vertex. All operations needed in order to derive Eq. (B23) took place to the right
of the matrices Γ and Γ†, and they involved only the spinor uα. Thus, our scalar vertex
might be replaced by any other vertex with different Dirac structure, and the result would
be analogous.
For the terms where Γ and Γ† are to the right of the wave-function renormalization
constants, we have to consider (z†L,R)βγ = (zL,R)
∗
γβ, which means that the matrices AL,R and
BL,R, as functions of p
2, must be evaluated at m2β. This contrasts with Eq. (B23) where they
had to be taken at m2α; in Eq. (B23) the fermion self-energy appears with p1. Furthermore,
we now must use Eq. (B2). Having this in mind, for any γ 6= β we arrive at
1
2
u¯β
[(
z†R
)
βγ
ΓγαγL +
(
z†L
)
βγ
(
Γ†
)
γα
γR
]
uα = u¯β [−iΣ(p2)]βγ
i
6p2 −mγ
×
[
ΓγαγL +
(
Γ†
)
γα
γR
]
uα . (B24)
In conclusion, in the example of a simple scalar vertex and for α 6= γ 6= β one can see
the equivalence [15] of the following two procedures for calculating the transition amplitude
ℓα → ℓβS0∗:
1. On-shell renormalization of the propagator in order to calculate the wave-function
renormalization constants zL,R, and then taking them into account at the vertex;
2. Adding the two self-energy contributions to the vertex, without any renormalization.
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