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Finsler-like structures from Lorentz-breaking classical particles
Neil Russell
Northern Michigan University, Marquette, MI 49855, U.S.A.
A method is presented for deducing classical point-particle Lagrange functions correspond-
ing to a class of quartic dispersion relations. Applying this to particles violating Lorentz
symmetry in the minimal Standard-Model Extension leads to a variety of novel lagrangians in
flat spacetime. Morphisms in these classical systems are studied that echo invariance under
field redefinitions in the quantized theory. The Lagrange functions found offer new pos-
sibilities for understanding Lorentz-breaking effects by exploring parallels with Finsler-like
geometries.
I. INTRODUCTION
In recent years, interest in the possibility of Lorentz violation in nature has blossomed. A
valuable framework for the study of such deviations from the exact predictions of relativity is
the Standard-Model Extension, or SME, which provides a systematic accounting of hypothesized
symmetry-breaking background fields at the level of the fundamental particles in Minkowski space
[1, 2] and in curved spacetime [3, 4]. For a recent review, see Ref. [5]. The focus of this work is
on the behavior of classical particles in spacetime with Lorentz violation. This classical limit is
relevant to the study of wave packets, macroscopic bodies, and relativistic scattering, among other
things.
An ambitious goal would be to provide equations for classical systems moving under the effects
of gravity, while interacting with each other, or with an external electromagnetic field, or with
both. Significant progress towards this goal has been made in a general treatment of matter-gravity
couplings in the presence of Lorentz violation [6], which includes a detailed study of the dynamics of
a test body in the spin-independent limit of Lorentz violation. Based on this, atomic wave packets in
gravitational free fall have been used as test bodies to investigate the Einstein equivalence principle
with unprecedented precision [7], and related work has placed constraints on SME coefficients
by considering atomic systems as classical bound states [8]. Alternatively, intrinsic spin can be
highly amplified by atomic polarization, providing access to other combinations of Lorentz-breaking
matter-gravity couplings. This has led to innovative experimental tests of Lorentz symmetry using
the atomic comagnetometer and the torsion pendulum [9–11]. A recent work has explored classical
motion with spin-dependent isotropic Lorentz violation [12]. Tests of fundamental physics with
2macroscopic systems in curved spacetime with Lorentz violation pose major technical challenges,
and, consequently, the majority of the limits on coefficients for Lorentz violation have been attained
in the flat-spacetime limit [13]. Nevertheless, searches for novel matter-gravity couplings are well
justified given that some effects could be accessible only through gravitational couplings [14].
A practical approach to understanding classical behavior with Lorentz breaking is to consider, as
an intial step, the flat spacetime limit in the absence of any potential. This eliminates complications
due to curvature, removes the complexities of position dependence in the SME coefficients, and
allows existing results from the flat-spacetime SME in field theory to be used directly. The particle
trajectory follows from variation of the action S =
∫
Ldλ, where the function L is independent of
position xν . In the resulting equation of motion, the velocity uν is the derivative of position xν(λ)
with respect to the trajectory parameter λ. To ensure that the physics arising from the action
is independent of the parametrization, the Lagrange function L must be homogeneous of degree
one in the velocity uν . The parameter λ can be chosen as the proper time, but other choices may
be more convenient [17]. The basic goal is then to find the classical Lagrange function L for a
particle of mass m propagating at velocity uµ in Minkowski spacetime with constant background
coefficients controlling Lorentz-breaking effects. The validity of the classical limit is established by
ensuring that the dispersion relation matches that of the fermion in the field theory, which is known
exactly in closed form [15]. For simplicity, the present work is restricted to the minmal-SME limit,
for which the eight relevant controlling coefficients are aν , bν , cµν , dµν , eν , fν , gλµν , and Hµν , and
the dispersion relation is given by Eq. (14) of Ref. [16] or, equivalently, by Eq. (1) of Ref. [17].
A method for finding the general L(u;m,aν , bν , . . .) exists [17], and is relevant for minimal and
nonminimal Lorentz violation [18]. It involves finding a polynomial equation in L based on the
dispersion relation, the wave-packet motion, and the homogeneous form of the Lagrange function.
The multiple roots L reflect the spin up, spin down, matter, and antimatter states of the Dirac
system. This method can be challenging to apply in the case of dispersion relations that are of
higher order than quadratic in the momentum. For the special case of dispersion relations that
are quadratic in the momentum, there exists a template that allows the corresponding Lagrange
function to be deduced immediately [17].
To introduce the ideas and notation, a brief review of the quadratic template will be useful.
Dispersion relations with quadratic dependence on the momentum pν can be put into the form
pΩp+ 2κΩp − µ2 + κΩκ = 0 , (1)
where Ωµν , κν , and µ are constants that can be viewed as a slightly modified identity δ
µ
ν , a
3momentum shift, and a modified mass. Matrix notation is used where possible, and transposes
of single-index objects are left to be inferred from the context. For example, the first term might
be written pTΩp in stricter matrix notation, or pσΩ
σ
κp
κusing indices. Raising and lowering is
done with the Minkowski metric ηµν with signature (+,−,−,−). In the Lorentz-preserving limit,
Ωµν → δµν , κµ → 0, and µ → m, so the relation becomes p2 = m2. Note that Ω is always
invertible, since Lorentz violation is assumed minuscule. As an example, a particle propagating in
the aν and fν background has dispersion relation of this quadratic type,
(p − a)2 −m2af − (p · f)2 = 0 . (2)
The mass subscript takes into account the possibility that the mass enters differently for each
Lorentz-breaking background. The Lagrange function corresponding to the dispersion relation (1)
is
L(u;µ, κ,Ω) = −µ
√
uΩ−1u+ κ · u . (3)
For the example corresponding to Eq. (2), L(u;maf , a, f) follows with no difficulty. Ref. [17]
includes a detailed discussion of this quadratic template and further examples. Note, for example,
that L(u,−µ, κ,Ω) describes the antiparticle after reinterpretation.
One way to lift the Minkowski-space results into the gravitational context is to employ minimal
coupling. This implies introducing dependence on position xµ, thereby promoting the Minkowski
metric ηµν to a pseudo-Riemann metric gµν(x), and converting the SME coefficients into functions
of position. The resulting Lagrange function L(xµ, uµ;m,aν(x), bν(x), . . .) depends on both position
and velocity and describes a classical particle moving under the influence of gravity and subject to
Lorentz breaking. The geodesics of the particle follow by applying the Euler-Lagrange equations.
These ideas form the backdrop to the work presented here.
Numerous parallels exist between structures for Lorentz-breaking classical point particles in
spacetime and those of Finsler and pseudo-Finsler geometries. Some of the broad literature rele-
vant in the present context includes Refs. [19–30]. The resemblances allow results in the existing
mathematical literature to be applied in some cases, suggest paths to categorizing types of classi-
cal Lorentz violation, and may provide an alternative geometrical framework that admits explicit
Lorentz violation consistently [3]. Note that the signature of the underlying metric has a strong
impact on the geometry. In particular, the results for Finsler manifolds, which have Riemann sig-
nature, do not necessarily carry over into pseudo-Finsler ones. However, some ties between the two
signatures can be made using Wick rotation or other procedures. Recent work has highlighted the
4link between the Randers space [31] and the SME aν(x) background, identified a calculable Finsler
structure based on the SME bν(x) background [32], and found others related to the SME Hµν(x)
coefficient [33]. Lagrange functions to be presented below offer avenues for additional SME-based
Finsler and pseudo-Finlser structures.
There are two main sets of ideas presented. The first new result of this work is a quartic
template for finding classical Lagrange functions L(u;m,aν , bν , . . .) corresponding to a variety of
quartic dispersion relations in flat spacetime. This extends the existing template for the case
of quadratic dispersion relations discussed above, and is presented in Section II. For dispersion
relations that fit the template, L can be found without the contortions of the general method [17],
which include eliminating momentum variables from a system of equations and factoring a high-
order polynomial. Several examples involving single and multiple background fields are discussed
in Section III.
The second set of results are mappings between classical systems with Lorentz violation. It is
a well-established principle that physical results must be unaltered under coordinate changes and
field redefinitions. Consequently, some combinations of coefficients in the SME are unobservable
and can be mapped into others. In the fermion sector, literature on this topic includes Refs. [1–
3, 6, 15, 34–36]. A first approach to the question of mappings, discussed in Section IV, is to look at
isomorphisms between classical systems limited to leading order in Lorentz violation. Essentially,
this translates established field-redefinition results in the quantum theory into corresponding results
in the classical approach. Three particular mappings are relevant, between the H and d fields,
between the b field and the axial components of g, and between the a and e fields. The second
approach asks a more challenging question, whether these three maps can be established between
the exact classical systems. The finding, in section IV, is that exact many-to-one correspondences
can be set up, taking the one field together with a second auxiliary SME field, onto the other. The
choice of auxiliary field is not unique, and, in addition, mass redefinitions are required.
II. CLASSICAL LAGRANGIANS FOR QUARTIC DISPERSION RELATIONS
The new result presented here is a method for finding classical Lagrange functions corresponding
to dispersion relations that are quartic in the momentum and satisfy a particular idempotent
condition on the background fields.
Consider a single massive particle in Minkowski spacetime, with quartic dispersion relation[
(p+ κ)Ω(p+ κ)− µ2
]2
= 4(p + κ)S(p + κ) , (4)
5where Sµν , is small, constant, and vanishes in the Lorentz-preserving limit. Note that the
quadratic-template dispersion relation (1) is recovered by setting S = 0. Limiting attention to
dispersion relations of this form (4) with the idempotent condition
(SΩ−1)2 = ζ(SΩ−1) , (5)
where ζ is a real constant, the Lagrange function is
L(u;µ, κ,Ω, S) = −(µ2 + ζ)1/2
√
uΩ−1u∓
√
uΩ−1SΩ−1u+ κ · u . (6)
Equations (4), (5), and (6) provide a template for finding various Lagrange functions with the
bipartite form [32]. The idea is to start from a given quartic dispersion relation that fits the form
(4), match coefficients to get the quantities Ω, S, κ, µ2, and arrive at the result (6) if condition (5)
holds.
As an initial example, consider a fermion in an SME background controlled by the aν and bν
coefficients. The dispersion relation can be written[
(p− a)2 − (m2 + b2)
]2
= 4(p − a)
(
bb− b2δ
)
(p− a) . (7)
Matching with Eq. (4) gives Ω = δ, Sµν = b
µbν − b2δµν , κν = −aν, and µ2 = m2 + b2. Condition
(5) holds with ζ = −b2, giving
L(u;mab, a, b) = −mab
√
u2 ∓
√
(b · u)2 − b2u2 − a · u , (8)
a result found earlier found using other techniques [17].
Equation (6) can be verified by extracting the canonical momentum pν ≡ −∂L/∂uν from the
lagrangian L ≡ ρ+ σ + κ · u and then eliminating the velocity uν from these four equations. This
amounts to imposing three conditions, and the remaining equation constraining the momenta pν is
the dispersion relation (4). To give some details, note that the relationship between the canonical
momentum
pν = −
µ2 + ζ
ρ
(Ω−1u)ν −
1
σ
(Ω−1SΩ−1u)ν − κν (9)
and the 4-velocity uν is controlled by the quantities Ω, and S, and κ. Evaluating (p + κ)Ω(p + κ)
and (p+ κ)S(p + κ) with the aid of (5) gives
(p + κ)Ω(p + κ) = 2(µ2 + ζ)
σ
ρ
+ 2ζ + µ2 , (10)
(p+ κ)S(p + κ) =
(
(µ2 + ζ)
σ
ρ
+ ζ
)2
. (11)
The velocity dependence appears as σ/ρ in both and can be eliminated by substitution to get (4).
6III. EXAMPLES OF CLASSICAL LAGRANGE FUNCTIONS
A. Case of restricted antisymmetric d
The fermion-sector d coefficient has two indices and is traceless. Denoting the symmetric part
by ds, the restriction to the antisymmetric components is made by setting ds = 0. Using this
antisymmetric d to establish conventions, the dual is defined by d˜µν ≡ 12ǫµναβdαβ with ǫ0123 ≡ −1.
The standard observer invariants X and Y for antisymmetric tensors are defined
Xd ≡ 14dµνdµν , Yd ≡ 14 d˜µνdµν , (12)
where the subscript identifies the relevant tensor.
The dispersion relation for the antisymmetric d coefficient is found to be[
p(δ − d2)p −m2d
]2
= 4m2dpd
2p , (13)
where (d2)µν = d
µ
αd
α
ν is obtained by matrix multiplication.
Comparing coefficients with Eq. (4) gives κ = 0, Ω = δ − d2, µ2 = m2d, and S = m2dd2. The
identities dd˜ = d˜d = −Ydδ and d˜
2
= d2 + 2Xdδ can be used to verify the antisymmetric-tensor
result
(δ − d2)−1 = δ + d˜
2
1 + 2Xd − Y 2d
, (14)
valid for sufficiently small d. Using this expression, note that SΩ−1 = m2d(d
2+Y 2d δ)/(1+2Xd−Y 2d )
satisfies the projective condition (5) if the restriction Yd = 0 is made. Evaluation of (SΩ
−1)2 yields
ζ =
−2Xdm2d
1 + 2Xd
. (15)
Substituting these results into (6), the classical Lagrange function for the restricted antisymmetric
d coefficient is found:
L(u;md, d; ds = 0, Yd = 0) = −
md
1 + 2Xd
[√
u2 + ud˜ 2u±
√
ud2u
]
. (16)
The Lagrange function for d, which has a bipartite structure with perturbations occurring in both
square roots, has been studied in Ref. [37] using a different approach.
B. Combining b or H with antisymmetric c
The classical Lagrange function L(u;mb, b) for the b coefficient [32], contained in (8), has bi-
partite form echoed by L(u;mH ,H;YH = 0) for H with the restriction YH = 0 [17]. Using the
7quartic template, the Lagrange functions that combine the antisymmetric cµν coefficient with each
of these can be deduced. In these cases, the dispersion relation takes the form
[
p(δ − c2)p−m2cQ + q
]2
= 4p(δ − c)Q(δ + c)p , (17)
where Q is a matrix satisfying the idempotent condition Q2 = qQ. For the b background, Q =
bb−b2δ with q = −b2, and, for the restrictedH background, Q = H˜H˜ with q = 2XH . Equation (17)
fits the quartic dispersion relation template (4) and matching coefficients yields κ = 0, Ω = δ− c2,
µ2 = m2cQ − q, and S = (δ − c)Q(δ + c). Making use of the idempotent condition, it follows that
SΩ−1 = (δ− c)Q(δ− c)−1 satisfies condition (5) with ζ = q. The result (6) can be applied, leading
to
L(u;mbc, b, c; cs = 0) = −mbc
√
u(δ − c2)−1u∓
√
u(δ + c)−1(bb− b2δ)(δ − c)−1u , (18)
L(u;mcH , c,H; cs = 0, YH = 0) = −mcH
√
u(δ − c2)−1u∓
√
u(δ + c)−1H˜2(δ − c)−1u . (19)
For small c, the inverses in these expressions exist and are found from (14) and
(δ ± c)−1 = δ ∓ (c− Ycc˜) + c˜
2
1 + 2Xc − Y 2c
. (20)
The Lagrange function (18) for b and antisymmetric c describes a classical particle in a Lorentz-
breaking background with ten independent degrees of freedom: four from the components of bν and
six from the antisymmetric components of cµν . In the case of (19), there are eleven independent
components breaking Lorentz symmetry: six from each of the two antisymmetric tensors, with a
reduction of one due to the YH = 0 condition.
C. Axial and Trace components of the g coefficient
Using notation from Ref. [38], the gµνλ coefficient has a unique decomposition gµνλ = g
(A)
µνλ +
g
(T )
µνλ + g
(M)
µνλ where the axial part g
(A)
µνλ and the trace part g
(T )
µνλ have 4 components each, and the
mixed-symmetry part g
(M)
µνλ has 16 components.
The dispersion relation for the g coefficient is [16]
0 = (p2 +m2g − 2Xgp)2 − 4m2gp2 − 4p(gp)2p+ 4Y 2gp , (21)
where (gp)µν ≡ gµνλpλ ≡ gµν(p), and the definitions of X and Y follow the convention in Eq. (12),
Xgp = gµν(p)g
µν(p)/4, and Ygp = gµν(p)g˜
µν(p)/4.
8Applying the constraint g
(M)
µνλ = 0, attention is limited to cases where only the axial and trace
components are nontrivial. These can be expressed in terms of 4-vectors,
Aα ≡ g(A)α ≡ 16gσκτ ǫσκτα , Tν ≡ 13g(T )ν ≡ 13gναα , (22)
and, together with the following tensor containing information about the momentum,
Pµν ≡ pµpν − p2δµν , (23)
can be used to simplify the dispersion relation (21). It is found that p(gp)2p = p2TPT as a result
of the total antisymmetry of g
(A)
µνα. To evaluate Xgp and Ygp, first note that
g(T )µν(p) = T µpν − T νpµ , g(A)µν (p) = ǫµναβAαpβ . (24)
Substitution into the expression for Xgp is aided by the identities
g(A)µν (p)g
(T )µν(p) = 0 ,
1
2g
(A)
µν (p)g
(A)µν(p) = (A · p)2 −A2p2 = APA ,
1
2g
(T )
µν (p)g
(T )µν(p) = −(T · p)2 + T 2p2 = −TPT , (25)
and substitution into the expression for Ygp is facilitated by the identities
1
2g
(A)
µν (p)g˜
(T )µν(p) = (T · p)(A · p)− (T ·A)p2 = TPA ,
g(A)µν (p)g˜
(A)µν(p) = 0 ,
g(T )µν (p)g˜
(T )µν(p) = 0 , (26)
giving
Xgp =
1
2APA− 12TPT , Ygp = TPA . (27)
The dispersion relation (21) for the axial and trace components of g takes the form
0 = (p2 −m2AT −APA− TPT )2 − 4m2ATAPA+ 4(TPA)2 − 4(APA)(TPT ) . (28)
The last two terms are quartic in the momentum and vanish if either Aµ = 0 or T µ = 0. In these
limits, the form matches the template (4).
To find the Lagrange function for the special case where only the trace components of g are
nonzero, the axial vector Aµ in (28) is set to zero yielding the quadratic expression pΩp = µ2,
9where Ωµν = δ
µ
ν − T µTν/(1 + T 2) with inverse (Ω−1)µν = δµν + T µTν , and µ = mT /
√
1 + T 2. The
Lagrange function is found using the template (3) with κ = 0:
L(u;mT , T ) =
−mT√
1 + T 2
√
u2 + (T · u)2 . (29)
Note that the Finsler structure discussed in Ref. [39] has a similar structure if restricted to a single
tangent space.
The Lagrange function for the g coefficient with only axial components can be found by setting
T µ = 0 in (28). A match with the template dispersion relation (4) can be achieved with κ = 0,
Ω = (1 + A2)δ − AA, S = m2(AA − A2δ), and µ2 = m2A. For small Aµ, the inverse Ω−1 =
(δ + AA)/(1 + A2) exists. The idempotent property (5) can be confirmed after evaluating SΩ−1,
and it is found that ζ = −m2AA2/(1 +A2). The resulting Lagrange function for axial g is
L(u;mA, A) = −
mA
1 +A2
[√
u2 + (A · u)2 ±
√
(A · u)2 −A2u2
]
. (30)
As with Eq. (16), this Lagrange function has a bipartite form with SME coefficients in both the
square roots. It is interesting to compare it with the Lagrange function L(u;mb, b) contained in (8).
In the quantum context, a field redefinition relates bµ to Aµ at leading order. In the next section,
this relationship is investigated in the classical-particle context. Also note that the couplings of bµ
or Aµ coefficients to fermions have the same form as matter-torsion couplings in Riemann-Cartan
gravity, and this has allowed results from Lorentz tests to place tight constraints on spacetime
torsion [40, 41].
The Lagrange functions presented in this section involve uniform Lorentz-breaking background
fields in Minkowski spacetime. In this limit, classical particles undergo no acceleration, because of
the homogeneity of the Lagrange function and the absence of position or parameter dependence
[17]. This means constant Lorentz violation is unobservable with a single point particle. How-
ever, comparison of systems with distinct properties makes physical effects measurable. In curved
spacetime, where the coefficients for Lorentz violation depend on position and time, the Lagrange
functions can be viewed as Finsler-like structures. The corresponding particles follow geodesics
controlled by the background fields and the curvature of the space. Geodesic equations for the
bµ(x) and Hµν(x) backgrounds are known [32, 33], and those for others such as the ones presented
in this section are left for future work. The important feature of the present Lagrange functions
is that they correspond to known SME dispersion relations, so their further study in the Finsler
context is of definite interest.
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IV. FIELD REDEFINITIONS AND MAPS
In the SME, the freedom to redefine fields implies that some Lorentz-breaking fields can be
mapped into others. The focus here is on the three mappings that pair the dimension-3 operators
in the minimal SME with dimension-4 operators at leading order in the quantized theory. At first
order in Lorentz violation, they are implemented by the replacements
H˜µν ↔ mdµν , (31)
bν ↔ −mAν , (32)
aν ↔ −meν . (33)
In this section, each of these correspondences is verified in the case of the relevant dispersion
relations and classical Lagrange functions at leading order in Lorentz violation. A second, more
challenging, issue is also addressed in each case, that of whether mappings between the classical
systems that hold exactly at all orders in Lorentz violation are possible. The finding is that this
can be done as a many-to-one map by introducing an appropriate auxiliary background field in
each case.
A. Relating Hµν to antisymmetric dµν
First, consider mappings between the dispersion relations at leading order in the Lorentz-
breaking Hµν and dµν fields. The H dispersion relation for YH = 0 can be found from Eq. (17)
with appropriate substitutions for Q and q,(
p2 −m2H + 2XH
)2
= 4pH˜2p , (34)
while the d dispersion relation for Yd = 0 is given in Eq. (13). To express (34) at first order in
Lorentz violation, take the square root of both sides, and cross out the second-order 2XH term.
The resulting expression appears in Table I in the first entry of the second column. There is no
subscript on m because a mass correction can only enter at second order. Immediately below this
in the table is the first-order limit of the dispersion relation (13) for d, which is found in a similar
way. It follows by inspection that (31), which also appears in the initial column of the table, relates
these first-order dispersion relations.
Next, consider mappings between the corresponding Lagrange functions at first order in Lorentz
violation. Noting that
√
u2 + ud˜2u ≈
√
u2 to first order in d, Eq. (16) becomes
L(u;m,d; ds = 0, Yd = 0) ≈ −m
(√
u2 ±
√
ud2u
)
. (35)
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Field map First-order dispersion relations First-order Lagrange functions
H˜µν ↔ mdµν p2 −m2 ≈ ±2
√
pH˜
2
p L(u;m,H ;YH = 0) = −m
√
u
2 ∓
√
uH˜
2
u
p2 −m2 ≈ ±2m
√
pd
2
p L(u;m, d; ds = 0, Yd = 0) ≈ −m
(√
u
2 ±
√
ud
2
u
)
bν ↔ −mAν p2 −m2 ≈ ±2
√
(b · p)2 − b2p2 L(u;m, b) = −m
√
u2 ∓
√
(b · u)2 − b2u2
p2 −m2 ≈ ±2m
√
(p ·A)2 −A2p2 L(u;m,A) ≈ −m
(√
u2 ±
√
(A · u)2 −A2u2
)
aν ↔ −meν p2 −m2 ≈ 2a · p L(u;m, a) = −m
√
u2 − a · u
p2 −m2 ≈ −2me · p L(u;m, e) ≈ −m
√
u2 +me · u
TABLE I: Mappings between dispersion relations and between classical Lagrange functions at first order in
Lorentz-breaking background fields.
The Lagrange function for H follows from Eq. (19) with c = 0,
L(u;m,H;YH = 0) = −m
√
u2 ∓
√
uH˜2u , (36)
and it follows by inspection that (31) relates these leading-order classical Lagrange functions, which
appear in the first row and last column of Table I.
A natural progression is to seek a mapping between the full dispersion relations (34) and (13),
without taking the leading-order limits. The replacement (31) is insufficient to do this. However,
if the H dispersion relation is augmented to include the antisymmetric c coefficient as in (17) with
Q = H˜2, an exact map to the d dispersion relation (13) is indeed possible. It is implemented by
the replacements
H˜µν →
md√
1 + 2Xd
dµν ,
cµν → dµν ,
mcH →
md√
1 + 2Xd
. (37)
Note that the correspondence implies XH → −m2dXd/(1+ 2Xd). The identity
˜˜
H = −H means the
first expression in (37) can be written Hµν → −mdd˜µν/
√
1 + 2Xd.
These replacements also implement an exact mapping from the classical Lagrange function
L(u;mcH , c,H; cs = 0, YH = 0) in Eq. (19) to the Lagrange function L(u;md, d; ds = 0, Yd = 0) in
Eq. (16).
This result shows that a mass redefinition is part of the morphism relating the different Lorentz-
breaking systems. Although Yc does not need to vanish, it can be imposed without affecting the
replacement cµν → dµν , thereby reducing by one the number of independent auxiliary variables
needed. With this assumption, Hµν , cµν , and dµν each have five independent variables, and the
12
map (37) can be viewed as a projection from the 11-dimensional space (mcH ,Hµν , cµν) to the
6-dimensional space (md, dµν). Since the mapping is many-to-one, it is not invertible.
B. Relating bν to g
(A)
ν
To investigate the classical version of the mapping (32), the first-order dispersion relations for
b and A are needed. The expression for b is found by setting a = 0 in (7) and keeping only the
first order terms in b. The result appears in Table I, row two, column two. Immediately below it
is the dispersion relation for the A background, obtained from the exact result (28) with T = 0,
0 = (p2 −m2A −APA)2 − 4m2AAPA , (38)
by taking the first-order limit. Inspection of the entries in the table shows that (32) maps the two
leading-order dispersion relations.
To verify the mapping (32) at the level of the classical Lagrange functions, note the following.
The Lagrange function (8) with a = 0 involves a correction to the conventional Lorentz-preserving
Lagrange function that is already first order in Lorentz violation b, and appears in Table I, row
two, column three. The first-order approximation to the Aν Lagrange function (30),
L(u;m,A) ≈ −m
(√
u2 ±
√
(A · u)2 −A2u2
)
, (39)
appears below it in the table. By inspection of the table entries, it can readily be seen that the
replacement (32) establishes an isomorphism between the bν and Aν Lagrange functions at first
order.
With the use of an additional SME background field, fµ, an exact mapping can be established
between the all-orders dispersion relation for b and f ,
0 =
(
p2 − (f · p)2 −m2bf − b2
)2 − 4bPb , (40)
and that of A, given in Eq. (38). The map is defined by the replacements
bν →
mAAν
1 +A2
,
fν →
Aν√
1 +A2
,
mbf →
mA
1 +A2
. (41)
As with the morphism in (37), this map involves a mass redefinition and an auxiliary field. Note
that the auxiliary fν has the same number of independent components as bν and Aν . This property
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is also true for the cµν auxiliary field used in mapping from Hµν to dµν . The morphism (41) is
many-to-one, taking the 9-dimensional space (mbf , bν , fν) to the 5-dimensional space (mA, Aν).
C. Relating aν to eν
The dispersion relations for a particle in the a background or in the e background are
(p − a)2 −m2a = 0 , (42)
p2 − (me − e · p)2 = 0 . (43)
The first-order approximations given in row three, column two of Table I, follow by dropping the
subscripts on the masses and keeping only terms that are linear in Lorentz violation. It follows by
inspection of these entries in the table that the replacement (33) implements the map between the
two leading-order dispersion relations.
Since the dispersion relations (42) and (43) are quadratic in the momentum, the corresponding
classical Lagrange functions follow by application of the quadratic template, and are known to be
L(u;ma, a) = −ma
√
u2 − a · u , (44)
L(u;me, e) = −
me
1− e2
{√
u2 + (e · u)2 − e2u2 − e · u
}
. (45)
Table I contains L(u;m,a) in row three, column three since it is already first-order in Lorentz
violation. Immediately below it is the first-order approximation to L(u;m, e). Inspection of these
entries shows that the replacement (33) maps the leading-order Lagrange functions into each other,
as it does in the quantum case.
Next, consider the question of finding an exact mapping between the a and e systems, linking
the dispersion relations (42) and (43), and the Lagrange functions (44) and (45). As seen in the
earlier examples involving the maps (37) and (41), this can be done with the assistance of an
auxiliary field. The auxiliary field is not unique, and to confirm this, exact mappings are given
using two different auxiliary fields.
A first mapping to the full e dispersion relation (43) may be established by using Tν as the
auxiliary field. To find the dispersion relation for the combined a and T coefficients, the steps
leading to (28) can be repeated with a few modifications, including the assumption Aν = 0. The
result is
0 = ((p− a)2 −m2aT − TPT )2 + 4pMp , (46)
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where Mµν is defined by M = ((a ·T )2− a2T 2)δ+ a2TT − (a ·T )(aT +Ta)+T 2aa. An exact map
from this dispersion relation for a and T to that for e, Eq. (43), is found to be
aµ → −mee
µ
1− e2 ,
T µ → e
µ
√
1− e2 ,
maT →
me
1− e2 . (47)
To verify that this map works at the level of the classical Lagrange functions, L(u;maT , a, T ) is
needed. While the dispersion relation (46) is quartic in the momentum, it does not appear to fit
the quartic template in Sec. II, and this Lagrange function is unknown at present.
Having seen that T can serve as an auxiliary field to implement an exact map from the a system
to the e system, the next point to be made is that this auxiliary is not unique. To demonstrate this,
the fν field is used as an alternative auxiliary to implement the a to e mapping. The dispersion
relation for the combined a and f coefficients is given in Eq. (2), and an exact mapping to (43) is
made using the replacements
aν → −meeν ,
fν → eν ,
maf →
√
1 + e2me . (48)
To show that these replacements also map the Lagrange functions, L(u;maf , a, f) is needed.
Since the corresponding dispersion relation (2) is quadratic, the template (3) can be applied and
the result is
L(u;maf , a, f) = −
√
m2af +
(a · f)2
1− f2
√
u2 +
(f · u)2
1− f2 − a · u−
a · f
1− f2f · u . (49)
It can be verified that the substitutions (48) implement a map from (49) to (45).
Note the properties seen in the (37) and (41) morphisms are echoed in both cases here. Exact
mappings from aν to eν can be constructed with the aid of an auxiliary field with the same number
of components as a and e. In (47) this is the Tν field, and in (48) it is the fν field, demonstrating
that the auxiliary is not unique. The map also involves a mass redefinition. It is many-to-one, and
takes 9 variables consisting of a mass, the four components aν , and the four components of the
auxiliary field, to the 5 variables (me, eν).
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V. SUMMARY AND DISCUSSION
The main result presented in section II is a classical Lagrange function in Minkowski space
that describes a massive particle in the context of minimal Lorentz violation with certain quartic
dispersion relations. The result is given in the form of a template: any particle with dispersion
relation matching (4), and with Lorentz-breaking background satisfying the idempotent condition
(5), has Lagrange function given in equation (6).
The quartic template is used to provide explicit Lagrange functions for several minimal-SME
Lorentz-breaking backgrounds that have not appeared in the literature to date. The results for
the functions L(u;mbc, b, c, cs = 0; cs = 0), and L(u;mcH , c,H; cs = 0, YH = 0), show that Lorentz
violation matching the quartic template and combining more than one background field can be
studied with relative ease. Earlier work [17] provided a template for Lagrange functions with
quadratic dispersion relations and included the explicit form of L(u;maef , a, e, f), which has twelve
independent components for the background fields. The quartic examples in this work provide
explicit Lagrange functions in (18) and (19) with ten and eleven independent background-field
components respectively. The Lagrange function L(u;mT , T ) involving the four trace components
of the SME g background, denoted Tν , is given in equation (29). In the case of Lorentz violation
by the axial components Aν of the g background, L(u;mA, A) appears in equation (30). Finding
the classical Lagrange function for all the 24 independent components of the g background field
remains an open challenge.
In section IV, mappings between SME background fields have been studied. The leading-
order isomorphisms between H˜ and d, between b and axial g, and between a and e are known in
the fundamental field-theoretic formalism to arise because of the freedom to redefine fields and
coordinates. The same leading-order correspondences are confirmed in the classical limit, and
summarized in Table I.
The second aspect studied in section IV is exact mappings between the above minimal-SME
background fields. Isomorphisms are not expected, because each SME field at the level of the
fundamental Lagrange function controls a different field operator. It is found that exact projective
mappings do exist, in each case taking more than one SME field onto another SME field. For the
three leading-order mappings already discussed, exact projective mappings are established with
the aid of a second SME background field, which at least doubles the number of independent field
components in the domain space. A feature of these projective maps is a rescaling of the mass
that depends on the fields. This means the mass can be considered an independent component on
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the same footing as the field components. For the H to d map, the antisymmetric components
of the c background provide an auxiliary field, so that the domain (mHc,Hµν , cµν) with YH = 0
has dimension 12 and maps to the range (md, dµν) with Yd = 0, of dimension 6. For the bν
to Aν map, the field fν can be used as an auxiliary and the projection takes the 9-dimensional
domain (mbf , bν , fν) onto the 5-dimensional range (mA, Aν). The auxiliary field used in these
projective mappings is not unique, as can be seen in the case of the a to e map, for which fν is
one possible auxiliary and Tν , the trace component of g, is another. This gives a projection from
the 9-dimensional domain space (maf , aν , fν) or (maT , aν , Tν) onto the 5-dimensional range space
(me, eν).
The quartic template in Eqs. (4), (5), and (6) is applicable in a limited set of cases and a
natural question is how to generalize it. Staying within the minimal SME, one direction for further
investigation would be to seek ways to weaken the idempotent condition (5). This would be useful,
for example, in addressing the Lagrange functions L(u;mbf , b, f) and L(u;maT , a, T ), where the
respective dispersion relations, (40) and (46), match (4), but the background fields do not satisfy
the idempotent condition (5). Another goal in the minimal SME context would be to broaden the
template to more general quadratic dispersion relations, covering for example equation (28), the
case of gλµν limited to axial and trace components. The most ambitious goal in the minimal SME
would be to find the Lagrange function corresponding to the full dispersion relation appearing in
Ref. [16]. This is likely to be a very long and unenlightening expression, given that even the case
of L(u;mH ,H) for a general H background with nonzero YH is known to be highly complex [17].
There are numerous options for further development. Other investigations might include methods
for finding Lagrange functions for nonminimal Lorentz violation [15], or for interacting particles.
The main motivation of this work is to provide new Finsler-like structures that are rooted in
the Lorentz-breaking background fields of the minimal SME. The new Minkowski-space classical
Lagrange functions found here can be used as the basis for Finsler and pseudo-Finsler structures
in future work. They hold the promise of providing insights into the geometrical nature of Lorentz
violation in classical systems and of gaining new insights into the physical content based on existing
approaches in Finsler geometry.
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