Abstract
Introduction
Most decisions in the field of engineering technology, economic management, and other problems can be summed up in optimization problem; its quality decides strengthens and weakness of decision scheme [1] . Traditional optimization methods such as linear programming, dynamic programming, etc., or the optimization problem with constraints (such as the objective function is continuous and differentiable), or because the attributes of optimization problem (e.g., NP problem) can only solve the small problem, for large, strong constraints, the nonlinear such optimization problems is difficult to solve, or the effect not good [2, 3] . Swarm intelligence algorithm is a new evolutionary computation technique developed in recent years, is easy to implement, suitable for parallel processing, strong robustness, etc., [4] , the typical algorithms such as ant colony algorithm and particle swarm optimization algorithm, the former is the bionic simulation of ant colony foraging behavior, the latter is for the birds feeding behavior reflects the simple simulation of the social system, both in the field of continuous optimization and combinatorial optimization be widely applied.
Intelligent optimization methods inspired and evolved by nature rules and biological swarm intelligence behavior, such as genetic algorithm, ant colony algorithm, particle
The algorithm is a kind of technique based on iterative optimization, initialized to a group of random solutions, and then through the iterative search for the optimal solution, and the optimal solution by random flight around local data processing, to strengthen the local search. Compared with other algorithms, the algorithm of BA is far superior to other algorithms in terms of accuracy and effectiveness, and not many parameters to be adjusted. BA algorithm has been used in engineering design [19] , classification [20] , fuzzy clustering [14] , predict [7, 8] and neural network, etc This paper proposes that the simulated annealing optimization algorithm bat join gaussian disturbance of, innovative mainly as follows:
(a) This paper analyzes the bionic principle of the algorithm, optimization the mechanism and characteristics, proposes a gaussian disturbance bats optimization algorithm based on simulated annealing (SAGBA), the algorithm not only maintains the characteristics of the bats' simple and effective optimization algorithm, and enhances the bat algorithm's ability to jump out of local optimal solution, to improve the convergence speed of the algorithm.
(b) Simulation test conducts for the proposed algorithms' optimization performance in continuous space and discrete space, compares the evolution and the average global optimal value among the SAGBA ,BA and SAPSO curve, and statistical validation for the three algorithms, combinatorial optimization test, verify the algorithm in the function optimization and the feasibility and effectiveness of combinatorial optimization aspects.
Proposed Algorithm

A. Biological Mechanism and Mathematical Simulation of the Algorithm (A) Algorithm steps
Bats are the only mammals with wings, and they have advanced echo positioning capability [9] . Most of the miniature bats are insectivores' animals. Miniature bats using acoustic echo-location in detecting prey and avoiding obstacles, and finds himself located in the habitat of cracks in the dark. These bats emit a loud voice, and then hear from the surrounding objects reflected echo.
For different bats, their pulse is associated with the strategy of hunting. Most bats through a filter with a short and high frequency signal scan around, while the other bats frequently use echolocation of fixed signals. The signal bandwidth changes depending on the kinds of bats, and often increasing through using more harmonic.
Using the some echo-location characteristics of the ideal micro in bats, the bats idealized rules are as follows All bats use feel difference of echolocation to judge the difference between food, food and swim around obstacles;
Bats in speed VI, position the xi and fixed frequency m i n f (or wavelength  ) random flight, with different wavelength  (or frequency f) and volume A0 to search for prey. They will automatically according to the proximity of prey to adjust their pulse wavelength (or frequency)
Although the volume changes different under different forms, here assumes that the volume from a big A0 (positive) changes to the minimum m i n A . Based on the rules of the ideal, the basic steps of the bat algorithm (BA) can be summarized as follows 
is a random variable of uniform distribution on, * x for the current global optimal position, it is the optimal position after searching all the bats and getting the position of the comparison. ii f  Is increment speed, we can accord the needs of specific issues, fixed a factor i  (or i f ), at the same time using another factor i f (or i  )
to adjust the speed of change For local search, once selected a solution in the current optimal solution, so every bat' new solution according to the local data processing for random walk is： is the average volume of all the bats in the same period. Bat speed and position update steps some similar to the standard particle swarm optimization [10] . To a certain extent, BA can be regarded as a standard particle swarm optimization is combined with the balance of the strengthening of local search; the balance is controlled by the volume and incidence rate of the pulse (C) The volume and pulse rate
The volume i A and pulse rate i r updated according to the following iterative process. When bats locate prey, will reduce the volume, pulse rate will increase at the same time, the volume change in any convenient value. For example, for the sake of simplicity, and means that a bat just find their prey and temporarily stop any sound. Update the formula is:
 and  as constants. In fact,  is similar to a cooling factor of the cooling process in the simulated annealing earlier discussed in this book. For  
B. Simulated Annealing
Simulated annealing algorithm (SA) is one of the simplest and most popular heuristic algorithms; it is global random search method based on the trajectory [11] . The SA algorithm is simulated annealing process of material processing, has been widely used in combinatorial optimization problem. SA algorithm has the ability of probabilistic kick in the process of search, can effectively avoid into local extremum in the process of search, it not only accept good solutions in the process of annealing, but also accept difference solution at a certain probability, the probability under temperature parameters control at the same time, with the decrease of temperature drop and the size. In fact, under the enough slow cooling rates, SA will converge to the global optimal solution. From the essence, simulated annealing belongs to search algorithm of Markov chain under the condition of appropriate convergence, the pseudo code is as follows: 
When data processing is superior to accept data processing 8) If not to accept the new 9) Generate a random number r
Update the optimal solution x* and optimal value f* 13) n = n + 1 ; 14) End while Although there are many researchers combine simulated annealing algorithm with other optimization algorithm [12] [13] [14] , have not seen the simulated annealing algorithm combine with the bat optimization algorithm yet.
C. The Bat Optimization Algorithm Based on Simulated Annealing
Introduces simulated annealing thought to bats optimization algorithm, propose a gauss perturbation bats optimization algorithm based on simulated annealing (SAGBA), using the gauss perturbation mutation operation further adjust the optimization of the cluster. Its basic implementation process is randomly generated initial population first, random search, set the initial temperature, using the simulated annealing algorithm to get the global optimal replacement value, then according to the position and the velocity update formula to produce a set of data processing, and then in a better position to individual gaussian disturbance, to further search.
In each evolution, mutation operations variation according to gauss perturbation, the location after the gaussian disturbance to replace the original position, namely:
Among them  and t X is the random matrix of the same order, each of these elements ( 0 ,1) ij N  ,  namely the dot product. In order to avoid excessive volatility, a used to adjust the  search scope
The whole algorithm can be divided into three parts: the first part is to use simulated annealing algorithm to find the global optimal replacement value, the second part is to use the bat optimization algorithm to find a set of data processing, the third part of the new gaussian disturbance, for further search. The algorithm steps are as follows A. Random initialization position, velocity, frequency, pulse rate, and the volume of population;
B. Every bat individual fitness evaluation, store the current position and adapt to the value of each individual and the optimal location and adapt to the value of all the individual adaptive value stored in p best; C. To determine the initial temperature; D. Determine the current temperature according to the type of each individual adaptive value 
A. Counting new target value of all the bats, update the optimal position, on a better location for gaussian disturbance, and compared the location before and after the gauss perturbation, find out the optimal location 
Simulation Experiment
In order to study the effectiveness of the SAGBA algorithm, we had optimization performance comparison of BA, SAPSO [14] and SAGBA in 20 typical benchmark test functions, can visually see SAGBA algorithm better optimization performance.
A. Experiment Design
Parameter design of three kinds of algorithm is as shown in [16] , where "-" means there are many different optimal point, as shown in Table 2 . To evaluate the convergence of the algorithm, request the largest number of iterations is set to 2000, continuous running50 times, the average value of the global minimum of test functions as algorithm to optimize the performance of the measure, and the t -test method [17] comparative analysis on the performance of the algorithm.
B. Analysis of Experimental Results
(A) Experiment 1: Evolution Curve Contrast among SAGBA, BA and SAPSO
Under the same maximum number of iterations, for more than 20 test function to carry on the simulation, as shown in Figure 2 to Figure 21 . The following evolution curve evolution, transverse represents average fitness value of the vertical axis represent logarithmic (i.e., the log (fitness value)).
As can be seen from the Figure 2 , for Ackley function, at the beginning of the evolutionary, individual quality of the SAGBA algorithm is obviously better than the SAPSO algorithm and BA algorithm. With the increasing number of iterations, SAPSO algorithm already into premature convergence and can't jump out after 400 iterations. BA algorithm compared with SAPSO algorithm in terms of its individual quality is improved, but it also faces into the plight of premature convergence, although in 400 times, 640 times, 1200 inferior multiple occurrences of a turning point, jump out of local optimum, and the convergence precision is higher, its convergence is slow, the number of iterations is relatively large. Although SAGBA algorithm also appeared the phenomenon of premature convergence in the process of iteration, but in the 310th iteration when there is an obvious turning point, after (10-7) to achieve high convergence precision and less number of iterations (310) cases, to achieve the optimal solution, show that the algorithm is to guide the already fall into local optimal value individual deviates from the original local optimal point, with larger probability to be near global optimal point.
Can also be seen in Figure 3 , for Beale function, at the beginning of the evolutionary, individual quality of the SAGBA algorithm is obviously better than SAPSO algorithm and BA. With the increasing number of iterations, SAPSO algorithm already into premature convergence and can't jump out after 100 iterations, and did not converge to global optimal point. BA algorithm compared with SAPSO algorithm in terms of its individual quality is improved, but it also faces into the plight of premature convergence, although appeared inflection point at the 800th iteration, jump out of local optimal point, but the convergence accuracy and the number of iterations is not significant. Although SAGBA algorithm also appeared in the process of iteration the phenomenon of premature convergence, but in the 500th iteration is convergent to the global optimal point and reached a very high convergence precision.
From Figure 4 , similar to Figure 2 , for Bohachevsky function, at the beginning of the evolutionary, the SAGBA algorithm individual quality is obviously better than SAPSO algorithm and BA. With the increasing number of iterations, while SAPSO, BA and SAGBA algorithm are at an inflection point jump out of local optimal point, with larger probability to be near global optimal point, but when the same number of iterations (400th), SAGBA algorithm's convergence speed is faster, and convergence precision is relatively high. 
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From Figure 5 , we can see more easily, for Booth function, only SAGBA algorithm search function to the global optimal point, SAPSO algorithm trapped in local optimal point, and BA algorithm did not achieve convergence state. 
Figure 6. Function Branin Evolutionary Curve Comparison Chart
From Figure 6 , for Branin function, although in the early evolution of individual quality of BA algorithm is superior to SAGBA and SAPSO algorithm, SAPSO algorithm trapped in local optimal point and can't jump out, BA algorithm didn't search the global optimal point, only SAGBA algorithm is convergent to the global optimal point. As can be seen from the Figure 7 , for Dixon & Price function, search ability of three algorithms is similar to Figure 5 , Figure 6 , only SAGBA algorithm is convergent to the global optimal point, SAPSO algorithm trapped in local optimal point and can't jump out, and BA algorithm didn't search the global optimal point. Throughout all of the function evolution curve contrast figure, can get the following conclusion: SAGBA algorithm than the other two kinds of algorithm convergence speed, better search accuracy, namely convergence of the gauss perturbation bat optimization algorithm based on simulated annealing is superior to convergence of the other two algorithm.
(B) Experiment 2: SAGBA, BA and SAPSO Average Global Optimal Value Contrast
In order to further study SAGBA optimize performance, under the same experimental conditions, set the maximum number of iterations for 2000 times, the independent running 50 times, take the average of 50 times, where "-" means in the maximum number of iterations for 2000 times is not found in the experiments of 50 times independent minimum, in order to make the chart clearly, now put Boh represents Bohachevsky function, Dixon represents Dixon & Price function, Goldstein represents Goldstein & Price functions, such as Table 3 . BA algorithm, SAPSO algorithm and SAGBA algorithm results in 20 test function is presented in table 3. Results can be seen from the in the table, the function on the Booth and Matyas, BA algorithm result is better than the SAGBA results, but the result is better than that of SAPSO algorithm; On Griewank function, SAGBA algorithm results to the result of the difference in BA algorithm, and SAPSO algorithm results are about the same; In function Goldstein& Price, Hartmann and Shubert, SAGBA algorithm results with BA algorithm results are about the same, for besides function, SAGBA algorithm with the calculation results are superior to BA and SAPSO algorithm. Search ability of the gauss perturbation bat optimization algorithm based on simulated annealing is superior to other two kinds of optimization algorithm search ability.
(C) Experiment 3: Statistical Tests
Since each algorithm is run independently 50 times on each test function, and so on each test function, each algorithm has 50 samples, so this article uses the T test SAGBA algorithm are compared with those of the BA algorithm, SAPSO algorithm performance. The T test uses the degrees of freedom for 58, significant level of 0.05 two-tailed tests. The results show in Table 4 . The inspection result "S +" said SAGBA algorithm on the bank of the calculation results to corresponding algorithm will be significantly better than that of the column, the column "S -" said of the algorithm on the bank of the significant better than SAGBA algorithm, "~" said SAGBA algorithm on the bank of the performance and the column of the performance of the algorithm is the same. Table 4 can intuitively obvious, compared with the algorithm of BA, on Griewank function, significant difference in BA algorithm is better than SAGBA algorithm, the Booth function, Hartmann function and Matyas function, Shubert functions and Zakharov, SAGBA significance of our algorithm is the same as the BA algorithm, in addition to that, for the other functions, SAGBA algorithm is superior to the significance of BA. Compared with the SAPSO algorithm, in addition to the Griewank function, Hartmann functions and Matyas, SAGBA algorithm significance of the same with SAPSO algorithm, on the other function, SAGBA algorithm is significantly superior to SAPSO algorithm. We can draw the following conclusion: from the perspective of statistical SAGBA algorithm are significantly better than in most of the testing issue with BA SAPSO algorithm.
(D) Experiment 4: Combinatorial Optimization Test
Combinatorial optimization problem is to find the optimal variable combination problem under the given constraints, such as the work piece machining sequencing problem, vehicle routing problem, knapsack problem are typical combinatorial optimization problem, the problem has a strong engineering background and practical application value, but in the theory of computation is NP problem, optimization is very difficult to solve.
This article selects the replacement pipeline Scheduling Problem in the production Scheduling Problem (Permutation Flow -Shop Scheduling Problem, PFSP) test cases, the bat algorithm using Car class [9] Problem designed by Carlier as the test data, and compared with basic particle swarm algorithm. And in function optimization, the solution is different with problem can be directly from the individual position, application of the bat algorithm PFSP first need to adopt a reasonable coding way to represent the scheduling problem of the solution. Is adopted in this paper, according to the characteristics of PFSP random key encoding based on minimum location value rules [10] , bat individuals will be a continuous position vector into the machine and a sequence of machining, to calculate the target individual corresponding scheduling solution. Through this transformation, it can not only guarantee the feasibility of the scheduling solution, then the need to modify the evolution operation of the bat algorithm. Algorithm of population number, the maximum number of search 200 
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, the rest of the parameters set up day. Each algorithm independent running 20 times, test results as shown in Table 3 .
In Table 5 P represent problem type, n, m, respectively quantity and the machine number, * C according to the corresponding scheduling problem of minimizing the completion time. The SR (Success Rate) is the optimum Success Rate, on behalf of 20 times found in independent testing * C value ratio; BRE (Best Relative Error), motorcycle (Average Relative Error), WRE (Worst Relative Error) respectively the optimal, the Average Relative Error, the Worst. As can be seen from Table 3 data, to the problem of the Car class test, SAGBA can found the known lower bound value, and optimization SAGBA success rate higher than the corresponding PSO algorithm, reflect SAGBA has good global convergence. From motorcycle and WRE data, scheduling scheme, is obtained by SAGBA, the average quality is far higher than that of PSO algorithm, because in the process of optimization and does not have the bat algorithm with any local search strategy, show SAGBA also has good evolutionary mechanism in discrete space, makes SAGBA also has a good application prospect in the field of combinatorial optimization.
Conclusion
This paper analyzes theoretically in the bat algorithm, and this algorithm absorbs the bat by ultrasound to search in the nature. The behavior of the predator prey characteristics, using the evolutionary approach to implement the agent's behavior in order to achieve the purpose of optimization. Simulated annealing algorithm combined with a bat optimization algorithm, to gauss perturbation of bats individuals, further search to retain the individual "elite". Along with the advancement of evolutionary process, the temperature is gradually reduced; accept the risk of poor solution gradually reduced, so as to improve the convergence of the algorithm. The convergence of the simulation results show that the proposed algorithm is superior to the other two algorithms in different degree, at the same time shows the SAGBA algorithms in continuous space and the feasibility and effectiveness of discrete space optimization, has a good application prospect. Because the bat algorithm optimization theory and application research is still in the initial stage, many problems has yet to be constantly explore and solve by people, such as involved in the algorithm of parameter Settings, the convergence of the algorithm analysis and the theoretical basis of the organic combination with the rest of the group of intelligent optimization algorithm, such as the study SAGBA algorithm compared with other optimization algorithms, and further research SAGBA algorithm in the application of multi-objective programming problems, these are the further research work to do.
