Abstract. For any measurable set E of a measure space (X, µ), let P E be the (orthogonal) projection on the Hilbert space L 2 (X, µ) with the range ran P E = {f ∈ L 2 (X, µ) :
Introduction
Let µ be a positive measure on a set X such that L 2 (X, µ) is a separable complex Hilbert space. For each φ ∈ L ∞ (X, µ), we define the multiplication operator M φ on
collection of all multiplication operators. This collection is a maximal abelian, selfadjoint algebra (usually abbreviated as masa) in the Banach algebra of all (bounded) operators on L 2 (X, µ). The spectrum and the spectral radius of an operator T on L 2 (X, µ) are denoted by σ(T ) and r(T ), respectively. An operator T on L 2 (X, µ) is said to be positive if it maps nonnegative functions to nonnegative ones.
An operator P on the Hilbert space L 2 (X, µ) is called a standard projection corresponding to a measurable set E ⊆ X if it is the multiplication operator by the characteristic Date: December 9, 2016.
function χ E of E. In this case its range ran P can be identified with the Hilbert space L 2 (E, µ| E ), and it is said to be a standard subspace; in the Banach lattice theory it is called a closed ideal (or a band) of L 2 (X, µ). If such a subspace is non-trivial and invariant under an operator T on L 2 (X, µ), we say that T is decomposable (or, in the Banach lattice theory, T is ideal-reducible).
We shall say that an operator T on L 2 (X, µ) admits a standard triangularization (or T is completely decomposable or ideal-triangularizable) if we can find a totally ordered set Λ and an increasing family {P λ } λ∈Λ of standard projections such that {ran P λ } λ∈Λ is a maximal increasing family of standard subspaces that are all invariant under T . If the closed span of {P λ } λ∈Λ in the weak operator topology is equal to M ∞ (X, µ), we say that T admits a multiplicity-free standard triangularization.
Following [3] , we say that an operator T on L 2 (X, µ) has increasing spectrum relative to standard compressions if σ(P T | ran P ) ⊆ σ(QT | ran Q ) whenever P and Q are standard projections with ran P ⊆ ran Q. When this condition is required only for finite-dimensional standard projections P and Q, the operator T is said to have increasing spectrum relative to finite-dimensional standard compressions. The following two theorems are proved in [3, Theorems 2.4 and 3.17].
Theorem 1. Let µ be the counting measure on a set X. If an operator T on L 2 (X, µ) has increasing spectrum relative to finite-dimensional standard compressions, then it admits a standard, multiplicity-free triangularization.
Theorem 2. Let T be an operator on L 2 (X, µ) of rank k ∈ N. If T has increasing spectrum relative to standard compressions, then it admits a standard, multiplicity-free triangularization. Furthermore, there is a chain of projections
, whose ranges are all invariant under T , such that
whenever P j − P j−1 has rank more than one.
Furthermore, [3, Corollary 3.5] provides an example of a compact quasinilpotent operator that has increasing spectrum relative to standard compressions, but it only admits a standard triangularization that is not multiplicity-free.
The authors of [3] left open the following question:
Suppose that K is a compact operator on L 2 (X, µ) that has increasing spectrum relative to standard compressions. Does K admit a standard triangularization (which need not be multiplicity-free)? In particular, is K decomposable?
It is worth mentioning that an affirmative answer to Question 3 would extend the wellknown de Pagter's theorem (see [5] or [1, Theorem 9 .19]) asserting that a positive compact quasinilpotent operator K on L 2 (X, µ) is decomposable. Namely, it is easy to show (see, e.g., the beginning of [3, page 3520] ) that positivity of K implies that the operator P KP is quasinilpotent for each standard projection P , so that K has increasing spectrum in this case.
In this paper we consider Question 3 in the case of trace-class kernel operators. In Section 2 the underlying measure space is the unit interval [0, 1], while in Section 3 we add atoms to it, and we prove the main result of the paper (Theorem 7). In Section 4 we slightly improve Theorem 2 that is the main result of [3] . In the rest of this section we recall some relevant definitions and facts.
An operator K on L 2 (X, µ) is called a kernel operator if there exists a measurable
holds for almost every x ∈ X. The function k is called the kernel of the operator K. The kernel operator K is positive if and only if its kernel k is nonnegative almost everywhere.
If the kernel operator K with kernel k has the modulus |K|, then the kernel of |K| is equal to |k| almost everywhere. For more details on kernel operators we refer the reader to [7] .
Given a compact operator T on L 2 (X, µ), let {s j (T )} j be a decreasing sequence of singular values of T , i.e., the square roots of the eigenvalues of the self-adjoint operator T * T , where T * denotes the adjoint of T . If j s j (T ) < ∞, the operator T is said to be a trace-class operator. In this case, the trace of T is defined by
is any orthonormal basis of L 2 (X, µ). By Lidskii's Theorem, the trace of a trace-class operator T is equal to the sum of all eigenvalues of T counting algebraic multiplicity. We will use freely the equality tr (AT ) = tr (T A) that holds for every traceclass operator T and every operator A. For more details on trace-class operators see, e.g., [6] .
The unit interval
K is a trace-class operator, then the trace of K is equal to the integral of its kernel along the diagonal: 
for each t ∈ [0, 1] (in particular, if K has increasing spectrum relative to standard compressions). Then K is quasinilpotent.
Proof. Assume that r(K) > 0. Since K is compact, the map t → P t KP t is continuous, and so the map ϕ : t → r(P t KP t ) is continuous on [0, 1] (see, for example, [4] ). Since
there exists a complex number λ t ∈ σ(P t KP t ) such that |λ t | = r(P t KP t ) = ϕ(t). Since
is at most countable set. Hence K must be quasinilpotent.
Following the definition in [3] , we say that a kernel operator K on L 2 [0, 1] with a continuous kernel k admits a non-degenerate cycle of length n ≥ 2 if there exist n pairwise distinct numbers
The following theorem provides a partial answer to Question 3. . Since the operators (P x,r + P y,r )K(P x,r + P y,r ), P x,r KP x,r and P y,r KP y,r are quasinilpotent trace-class kernel operators on L 2 [0, 1], we have 0 = tr (((P x,r + P y,r )K(P x,r + P y,r )) 2 ) = tr ((P x,r + P y,r )K(P x,r + P y,r )K) = = tr ((P x,r KP x,r ) 2 ) + tr (P x,r KP y,r K) + tr (P y,r KP x,r K) + tr ((P y,r KP y,r )
Dividing by r 2 and letting r tend to 0 we conclude that k(x, y)k(y, x) = 0 for all x, y ∈ [0, 1). Since k is continuous, this holds for all x, y ∈ [0, 1], and therefore K does not admit any non-degenerate cycles of length 2.
We claim that K does not admit any non-degenerate cycles of length n for any n ≥ 3.
Assume otherwise. Let n ≥ 3 be the smallest positive integer for which K admits a non-degenerate cycle of length n. Let
are pairwise disjoint intervals contained in [0, 1] . Then the standard projections P i := P x i ,r are pairwise orthogonal. Set
The last trace is equal to the integral
Dividing by r n and letting r tend to 0 we conclude from (1) that
Since k(x j , x i ) = 0 for all i, j with 1 ≤ i ≤ j ≤ n and j − i ≤ n − 2 and since K does not admit any non-degenerate cycles of length smaller than n, we finally obtain that
This contradiction shows that K does not admit any non-degenerate cycles.
For every n ≥ 2 and for every numbers x 1 , x 2 , . . ., x n in [0, 1], we therefore have
The modulus |K| of K has kernel |k|, so that the kernel of
Therefore, tr (|K| n ) = 0 for all n ∈ N. By a well-known theorem (see e. g. The following proposition was actually proved in [3, Proposition 3.7] . We state it here, because in [3, Proposition 3.7] the assumption that K has increasing spectrum is missing.
Proposition 6. Let K be a compact operator on L 2 (X, µ) having increasing spectrum relative to standard compressions. Then the operators K and P A KP A have the same non-zero eigenvalues with the same algebraic multiplicities, while the operator P C KP C is quasinilpotent.
Let K be a trace-class kernel operator on L 2 (X, µ) with a continuous kernel k :
Similarly as before, we say that a kernel operator K on L 2 (X, µ) with a continuous kernel k admits a non-degenerate cycle of length n ≥ 2 if there exist n pairwise distinct
The following theorem extends Theorem 5, and it gives a more general answer to Question 3.
Theorem 7. Let K be a trace-class kernel operator on L 2 (X, µ) with a continuous kernel k. Suppose that K has increasing spectrum relative to standard compressions and that its modulus |K| is also a trace-class operator. Then K and |K| admit a (common) standard triangularization. Furthermore, the operators K and P A KP A have the same non-zero eigenvalues with the same algebraic multiplicities. This holds also for the operators |K| and P A |K|P A , while the operators P C KP C and P C |K|P C are both quasinilpotent.
Proof. We intend to modify the proof of Theorem 5. We still have k(x, x) = 0 for all x ∈ [0, 1], but {k(j, j) : j ∈ A} contains the set of all non-zero eigenvalues of K or P A KP A , by Proposition 6 and Theorem 1.
We claim that K does not admit any non-degenerate cycles of length 2. In view of Theorem 1 and Theorem 5 it is enough to show that k(x, j)k(j, x) = 0 for every x ∈ [0, 1] and every j ∈ A. To this end, let P x,r be the standard projection corresponding to the interval [x, x + r] for some r ∈ (0, 1), and let Q j be the standard projection corresponding to the atom {j}. If the operators (P x,r + Q j )K(P x,r + Q j ) and Q j KQ j are not both quasinilpotent, they have only one non-zero eigenvalue (that is equal to k(j, j)).
Furthermore, P x,r KP x,r is a quasinilpotent trace-class kernel operator, and so we have
Dividing by r and letting r tend to 0 we conclude that k(x, j)k(j, x) = 0 as claimed.
Let us prove that K does not admit any non-degenerate cycles of length n for any n ≥ 3.
Assuming the contrary, let n ≥ 3 be the smallest positive integer for which K admits a non-degenerate cycle of length n. Let x 1 , x 2 , . . ., x n be pairwise distinct numbers in X such that
As in the proof of Theorem 5, we have k(
Let m be the number of x 1 , x 2 , . . ., x n belonging to [0, 1]. In view of Theorem 1 and Theorem 5 we can assume that 1 ≤ m ≤ n − 1.
Let r ∈ (0, 1) be small enough so that {[
are pairwise disjoint intervals. Then the standard projections P i := P x i ,r (i = 1, 2, . . . , n) are pairwise orthogonal. Put P := P 1 + . . . + P n and K i,j := P i KP j . Now, we have
which can be non-zero only in two cases:
(a) i 1 = i 2 = . . . = i n and x i 1 = j for some j ∈ A, in which case it is equal to k(j, j) n ;
(b) (i 1 , i 2 , . . . , i n ) is a permutation of (1, 2, . . . , n) that is an n-cycle (i.e., a cycle of maximal length).
If C n denotes the set of all n-cycles, it follows from (2) that
By Proposition 6, the operators P KP and P A P KP P A have the same non-zero eigenvalues with the same algebraic multiplicities, and these eigenvalues are equal to the set {k(j, j) : j ∈ {x 1 , . . . , x n } ∩ A} \ {0} by Theorem 1. Therefore, we obtain from (3) that 0 =
Dividing by r m and letting r tend to 0 we conclude that 0 =
Since k(x j , x i ) = 0 for all i, j with 1 ≤ i ≤ j ≤ n and j − i ≤ n − 2, we finally obtain that
Let D be the (diagonal) kernel operator on L 2 (X, µ) with the kernel obtained from k by multiplication with the characteristic function of the set {(j, j) : j ∈ A}. Thus, the kernel g of the kernel operator G = K − D has all diagonal entries equal zero, and for every n ∈ N and for every numbers x 1 , x 2 , . . ., x n in X, we have
The modulus |G| of G has kernel |g|, so that the kernel of |G| n at point (x, x) ∈ X × X is equal to the integral
Therefore, tr (|G| n ) = 0 for all n ∈ N. By [2, Theorem 14 in Chapter 30]), |G| is quasinilpotent trace-class operator. It follows that |G| admits a standard triangularization, by (a corollary to) de Pagter's theorem. Clearly, the same family of standard subspaces is also invariant under |K| = |G| + D and K = G + D. The rest assertions of the theorem follow from Proposition 6.
Finite-rank operators
Throughout this section, we assume again that µ is a positive measure on a set X such that L 2 (X, µ) is a separable complex Hilbert space. Lemma 3.14 and Proposition 3.15 in [3] are the key assertions for the proof of Theorem 2. However, the conclusion in the last line of the proof of [3, Lemma 3.14] is not established, and so we first give a more convincing proof of [3, Lemma 3.14 and Proposition 3.15]. We then slightly improve Theorem 2. Proof. If the space L 2 (X, µ) is finite-dimensional, this proposition follows easily from Theorem 1. So, assume that the space L 2 (X, µ) is infinite-dimensional. It suffices to prove the existence of a non-zero standard projection Q such that QK = 0, as then this can be applied for the adjoint operator K * to obtain a non-zero standard projection R such that RK * = 0, implying that KR = 0.
Let n be the rank of K. We may assume that K = 0, so that n ≥ 1. The operator K can be viewed as a kernel operator whose kernel is
where each of the sets
for all f ∈ L 2 (X, µ). Note that K is a trace-class operator on L 2 (X, µ), and its trace is equal to tr (K) = X k(x, x) dµ(x). To show the latter, we can assume that
is an orthonormal basis for the range of K, and so we have
Let P be the standard projection corresponding to a measurable subset E of X. Since the operator P KP is a nilpotent kernel operator on L 2 (X, µ), we have
This holds for any measurable subset E of X, so that k(x, x) = 0 for almost every x ∈ X.
It is easy to verify that we may henceforth assume that k(x, x) = 0 for all x ∈ X, by suitably redefining the functions {g i } n i=1 on sets of measure zero. Define two maps from X to C n by
Then k(x, y) = F (x) t G(y) for all x and y. Let us denote the support of a function
We must show that there is a non-zero standard projection Q on L 2 (X, µ) such that Qf i = 0 for all i = 1, 2, . . . , n, or equivalently, the complement ( supp (F )) c of supp (F ) has positive measure, as we can then take Q to be the standard projection corresponding to this complement. For n = 1 this easily follows from the facts that 0 = k(x, x) = f 1 (x)g 1 (x)
for all x, and µ( supp (f 1 )) > 0 and µ( supp (g 1 )) > 0. Assume now that K has the smallest rank n ≥ 2 among all operators satisfying the assumptions of the proposition and having the property that µ(( supp (F )) c ) = 0. We can assume that supp (G) = X, since, otherwise, we can replace the operator K with the operator P G KP G (considered as an operator on ran P G ), where P G is the standard projection corresponding to supp (G).
Define an n × n matrix of functions on X by
is a nilpotent rank-one matrix. For any measurable subset E of X let us define
Let P be the standard projection corresponding to a measurable set E. As the operator P KP is a nilpotent finite-rank kernel operator on L 2 (X, µ), we have
we obtain that
by (4) . Now, let E and F be disjoint measurable sets. Since
gives that tr (M(E)M(F )) = 0.
Let V be the linear span of the set {M(E) : E measurable set}, and let m be its
is a basis for V. As the set function M is finitely additive, we may assume that the sets 1 , E 2 , . . . , E m , say E 1 , can be decomposed into two disjoint measurable sets F 1 and F 2 of positive measure, since the space L 2 (X, µ) is infinite-dimensional. For j ∈ {1, 2}, let V j be the linear span of the set {M(F j )}∪{M(E k ) :
If the dimensions of V 1 and V 2 were both smaller than m, then M(F 1 ) and M(F 2 ) would be linear combinations of matrices M(E 2 ), M(E 3 ),. . . , M(E m ), and so
would also be a linear combination of the same matrices. This would contradict the choice of the sets E 1 , E 2 , . . . , E m , and so we must have that V j = V for some j ∈ {1, 2}. Therefore, we can replace E 1 by F j , showing that we can assume that µ(E c 0 ) > 0. Since for every k ∈ {1, . . . , m} and for every measurable subset
for almost every x ∈ E c 0 we have tr (M(x)M(E k )) = 0 for all k ∈ {1, . . . , m}. Therefore, we can find an x 0 ∈ E c 0 ∩ supp (F ) such that tr (M(x 0 )M(E k )) = 0 for all k ∈ {1, . . . , m}. By linearity of the trace, we have tr (M(x 0 ) T ) = 0 for all T ∈ V. Since M(x 0 ) =
t is a rank-one nilpotent matrix, we can find an invertible n × n matrix S such that M(x 0 ) = S −1 e n e t 1 S, where e 1 , e 2 , . . ., e n are the standard basis vectors of C n .
Therefore, 0 = tr (S −1 e n e t 1 S T ) = tr (e n e t 1 S T S −1 ) = e t 1 (S T S −1 )e n , that is, the (1, n)-entry of S T S −1 is zero for all T ∈ V. Now, define two maps from X to C n bỹ
and
If T = M(E) ∈ V for arbitrary measurable set E, then
and so the (1, n)-entry ofG(x)F (x) t is zero for almost all x ∈ X, that is,g 1 (x)f n (x) = 0 for almost all x ∈ X. SinceF (x) tG (x) = F (x) t S −1 S G(x) = k(x, y), we may therefore assume already for the original functions that g 1 (x)f n (x) = 0 for almost all x ∈ X.
Since the functions f n and g 1 are non-zero, there exists a measurable set E such that µ(E) > 0, µ(E c ) > 0, f n = 0 on E and g 1 = 0 a.e. on E c . If P is the standard projection corresponding to E, then the operator P KP has kernel
and it is a finite-rank operator on L 2 (E, µ| E ) with nilpotent standard compressions. By the choice of n, there is a set A ⊆ E of positive measure such that f i = 0 on A for all i = 1, 2, . . . , n − 1. Since f n = 0 on A as well, this contradiction completes the proof.
We now slightly improve Theorem 2 that is the main result of [3] . We begin with the case of a nilpotent operator.
Theorem 9. Let K be an operator on L 2 (X, µ) of rank n ∈ N. If K has nilpotent standard compressions, then there exist a positive integer m ≤ n + 1 and a partition
the operator K has the block-matrix form
with K j,j+1 = 0 for all j = 1, 2, . . . , m − 1.
Proof. We will use induction on n. Assume that the theorem holds for operators of ranks strictly less than n. Define the standard projection on L 2 (X, µ) by
Since K is continuous, we have KQ 1 = 0. It follows from Proposition 8 that Q 1 = 0. Let E 1 be a measurable set corresponding to Q 1 , and let
we have Q 1 KQ 2 = KQ 2 = 0, by the definition of Q 1 . From Q 1 KQ 2 = 0 and K 1 Q 2 = 0 it follows that rank(K 1 ) ≤ n − 1. So, if n = 1 then K 1 = 0, and {E 1 , E c 1 } is the desired partition of X. Assume therefore that K 1 = 0, so that n ≥ 2. By induction hypothesis, there exist a positive integer m and a partition {E 2 , E 3 , . . . ,
) has the block-matrix form
with K j,j+1 = 0 for all j = 2, 3, . . . , m − 1. Since K 1,2 := Q 1 KQ 2 = 0, the partition
. . , E m } of X has the desired properties.
Theorem 10. Let K be an operator on L 2 (X, µ) of rank n ∈ N. If K has increasing spectrum relative to standard compressions, then it admits a standard, multiplicityfree triangularization. Furthermore, there exist a positive integer m ≤ 2n + 1 and a
, the operator K has the block-matrix form
where each diagonal block K j,j can be non-zero only when L 2 (E j , µ| E j ) is a one-dimensional space (corresponding to an atom), and in this case K j,j is a non-zero eigenvalue of K.
Proof. In view of Theorem 9 we may assume that K has at least one non-zero eigenvalue. .12] to conclude that the finite-rank operator
has nilpotent standard compressions. Since rank(K) = n and r i=1 m i ≤ n, it holds that rank(G) ≤ 2n. 
Clearly, this block-matrix form of K is not necessarily the desired one.
We will complete the proof of the theorem with induction on n. Assume that the theorem holds for operators of ranks strictly less than n. Among the sets E 1 , . . ., E m there is exactly one, say E p , that contains the atom A 1,1 . Let F 1 = ∪ p−1 j=1 E j and F 2 = (E p \ A 1,1 ) ∪ (∪ m j=p+1 E j ). It follows from the above block-matrix form of K that, relative to the decomposition
Now, if n = 1 then K 1 = 0 and K 2 = 0, so that the theorem holds in this case. Assume therefore that n ≥ 2. Then, for each j ∈ {1, 2}, the operator K j on L 2 (F j , µ| F j ) has the desired block-matrix form with at most (2 rank(K j ) + 1) diagonal blocks, by the induction hypothesis. Therefore, the operator K has the block-matrix form in which the number of diagonal blocks is at most (2 rank(K 1 ) + 1) + 1 + (2 rank(K 2 ) + 1) = 2 (rank(K 1 ) + 1 + rank(K 2 )) + 1 ≤ 2n + 1.
This completes the proof of the theorem.
We complete this paper by an example showing that the bound 2n + 1 in Theorem 10 cannot be improved.
Example 11. Let n ∈ N, and let e 1 , e 2 , . . ., e 2n+1 be the standard basis vectors of C 2n+1 .
For each j = 1, 2, . . . , n, let f j = 2n+1 i=2j e i . Define Then K is an upper triangular matrix of rank n, and so it has increasing spectrum relative to standard compressions. Furthermore, it already has the form guaranteed by Theorem 10, and it is easy to see that there is no such form with a number of diagonal blocks smaller than 2n + 1.
