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Existence of solutions for an inhomogeneous
fractional semilinear heat equation
Kotaro Hisa, Kazuhiro Ishige and Jin Takahashi
Abstract
We obtain necessary conditions and sufficient conditions on the existence of solutions
to the Cauchy problem for a fractional semilinear heat equation with an inhomogeneous
term. We identify the strongest spatial singularity of the inhomogeneous term for the
solvability of the Cauchy problem.
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1
1 Introduction
This paper is concerned with the Cauchy problem for a fractional semilinear heat equation
with an inhomogeneous term{
∂tu+ (−∆)
θ
2u = up + µ, x ∈ RN , t > 0,
u(0) = 0 in RN ,
(1.1)
where ∂t := ∂/∂t, N ≥ 1, 0 < θ ≤ 2, p > 1 and µ is a nonnegative Radon measure in
RN or a nonnegative measurable function in RN . Here (−∆)θ/2 denotes the fractional
power of the Laplace operator −∆ in RN . In this paper we study necessary conditions
and sufficient conditions on the inhomogeneous term µ for the existence of nonnegative
solutions to problem (1.1) and identify the strongest singularity of µ for the solvability of
problem (1.1). Our identification is new even for θ = 2.
Before considering problem (1.1), we recall some results on the Cauchy problem{
∂tu+ (−∆)
θ
2u = up, x ∈ RN , t > 0,
u(0) = ν in RN ,
(1.2)
where N ≥ 1, 0 < θ ≤ 2, p > 1 and ν is a nonnegative Radon measure in RN or a
nonnegative measurable function in RN . In [9] the first and the second authors of this
paper studied necessary conditions and sufficient conditions on the initial data for the
solvability of problem (1.2) and obtained the following property.
(a) Assume that there exists a nonnegative solution to problem (1.2) in RN × [0, T ) for
some T > 0. Then there exists c = c(N, θ, p) > 0 such that
sup
x∈RN
ν(B(x, σ)) ≤ cσ
N− θ
p−1 , 0 < σ ≤ T
1
θ . (1.3)
Furthermore, if p = pθ := 1 + θ/N , then there exists c
′ = c′(N, θ) > 0 such that
sup
x∈RN
ν(B(x, σ)) ≤ c′
[
log
(
e+
T
1
θ
σ
)]−Nθ
, 0 < σ ≤ T
1
θ .
Here B(x, σ) := {y ∈ RN : |x− y| < σ} for x ∈ RN and σ > 0. In the case of 1 < p < pθ,
since the function σ 7→ σN−θ/(p−1) is decreasing for σ > 0, (1.3) is equivalent to
sup
x∈RN
ν(B(x, T
1
θ )) ≤ cT
N
θ
− 1
p−1 .
Property (a) implies
(b) There exists c1 = c1(N, θ, p) > 0 such that, if ν is a nonnegative measurable function
in RN satisfying
ν(x) ≥ c1|x|
−N
[
log
(
e+
1
|x|
)]−N
θ
−1
if p = pθ,
ν(x) ≥ c1|x|
− θ
p−1 if p > pθ,
2
in a neighborhood of the origin, then problem (1.2) possesses no local-in-time solu-
tions.
Furthermore, they obtained the following properties.
(c) Let 1 < p < pθ. Then there exists c2 = c2(N, θ, p) > 0 such that, if
sup
x∈RN
ν(B(x, T
1
θ )) ≤ c2T
N
θ
− 1
p−1
for some T > 0, then problem (1.2) possesses a solution in RN × [0, T ).
(d) Let p ≥ pθ. Assume that
0 ≤ ν(x) ≤ c|x|−N
[
log
(
e+
1
|x|
)]−N
θ
−1
+ C0 if p = pθ,
0 ≤ ν(x) ≤ c|x|
− θ
p−1 + C0 if p > pθ,
for some c > 0 and C0 ≥ 0. Then there exists c3 = c3(N, θ, p) > 0 such that
problem (1.2) possesses a local-in-time solution if c ≤ c3 and a global-in-time solution
if c ≤ c3, C0 = 0 and p > pθ.
Assertions (b) and (d) determine the strongest singularity of the initial data for the solv-
ability of problem (1.2). For related results, see e.g. [3, 10, 11, 12, 20, 23, 24].
On the other hand, the existence of solutions to nonlinear parabolic equations with
inhomogeneous terms has been studied in many papers, see e.g. [2, 3, 4, 14, 15, 16, 17,
18, 25, 26, 27, 28] and references therein. However, there are no results concerning the
identification of the strongest spatial singularity of the inhomogeneous term for the existence
of solutions. In this paper, motivated by [9], we study necessary conditions and sufficient
conditions on the inhomogeneous term µ for the existence of solutions to problem (1.1) and
identify the strongest singularity of the inhomogeneous term µ for the solvability of (1.1).
We formulate the definition of solutions to problem (1.1) and state our main results.
Definition 1.1 Let u be a nonnegative measurable function in RN × (0, T ), where 0 < T ≤
∞. We say that u is a solution to problem (1.1) in RN × [0, T ) if u satisfies
∫ T
0
∫
RN
u(−∂tϕ+ (−∆)
θ
2ϕ) dx dt =
∫ T
0
∫
RN
upϕdx dt +
∫ T
0
∫
RN
ϕdµ(x) dt
for ϕ ∈ C∞0 (R
N × [0, T )).
The first theorem of this paper is concerned with necessary conditions on the inhomogeneous
term µ for the solvability of problem (1.1). Set
p∗ :=
N
N − θ
if 0 < θ < N and p∗ :=∞ if θ ≥ N.
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Theorem 1.1 Let N ≥ 1, 0 < θ ≤ 2 and p > 1. Let u be a solution to problem (1.1) in
RN × [0, T ), where 0 < T <∞. Then there exists γ = γ(N, θ, p) > 0 such that
sup
x∈RN
µ(B(x, σ)) ≤ γσ
N− θp
p−1 (1.4)
for 0 < σ ≤ T 1/θ. Furthermore, if p = p∗, then there exists γ
′ = γ′(N, θ) > 0 such that
sup
x∈RN
µ(B(x, σ)) ≤ γ′
[
log
(
e+
T
1
θ
σ
)]−N
θ
+1
(1.5)
for 0 < σ ≤ T 1/θ.
If 1 < p < p∗, then the function σ 7→ σ
N−θp/(p−1) is decreasing for σ > 0. This means that
(1.4) is equivalent to
sup
x∈RN
µ(B(x, T
1
θ )) ≤ γ T
N
θ
− p
p−1
in the case of 1 < p < p∗. As corollaries of Theorem 1.1, we have
Corollary 1.1 Let N ≥ 1, 0 < θ ≤ 2 and p ≥ p∗. Then there exists γ = γ(N, θ, p) > 0
such that, if a nonnegative measurable function µ in RN satisfies
µ(x) ≥


γ|x|−
θp
p−1 if p > p∗,
γ|x|−N
[
log
(
e+
1
|x|
)]−N
θ
if p = p∗,
in a neighborhood of the origin, then problem (1.1) possesses no local-in-time solutions.
Corollary 1.2 Let N ≥ 1 and 0 < θ ≤ 2.
(1) Let 1 < p ≤ p∗ and µ 6≡ 0 in R
N . Then problem (1.1) possesses no global-in-time
solutions.
(2) Let p > p∗ and µ be a nonnegative measurable function in R
N . Then there exists
γ = γ(N, θ, p) > 0 with the following property: If there exists R > 0 such that
µ(x) ≥ γ|x|−
θp
p−1
for almost all x ∈ RN \B(0, R), then problem (1.1) possesses no global-in-time solu-
tions.
Next we state our results on sufficient conditions for the solvability.
Theorem 1.2 Let N ≥ 1, 0 < θ ≤ 2 and 1 < p < p∗. Then there exists γ = γ(N, θ, p) > 0
such that, if a nonnegative Radon measure µ in RN satisfies
sup
x∈RN
µ(B(x, σ)) ≤ γσ
N− θp
p−1 for some σ > 0,
then problem (1.1) possesses a solution in RN × [0, T ) with T = σθ.
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Theorem 1.3 Let N ≥ 1, 0 < θ ≤ 2 and p > p∗. Let 1 < r <∞ be such that
r > r∗ :=
N(p− 1)
θp
.
Then there exists γ = γ(N, θ, p, r) > 0 such that, if a nonnegative measurable function µ in
RN satisfies
sup
x∈RN
‖µ‖Lr(B(x,σ)) ≤ γσ
N
r
− θp
p−1 for some σ > 0, (1.6)
then problem (1.1) possesses a solution in RN × [0, T ) with T = σθ.
Theorem 1.4 Let N ≥ 1, 0 < θ ≤ 2 and p ≥ p∗. Let µ be a nonnegative measurable
function in RN such that
0 ≤ µ(x) ≤


γ|x|
− θp
p−1 + C0 if p > p∗,
γ|x|−N
[
log
(
e+
1
|x|
)]−N
θ
+ C0 if p = p∗,
(1.7)
for almost all x ∈ RN , where γ > 0 and C0 ≥ 0. Then there exists γ∗ = γ∗(N, θ, p) > 0
such that problem (1.1) possesses a local-in-time solution if γ ≤ γ∗ and a global-in-time
solution if γ ≤ γ∗, C0 = 0 and p > p∗.
By Theorems 1.1, 1.2 and 1.4 we can identify the strongest spatial singularity of µ for the
solvability of problem (1.1). Furthermore, by Theorems 1.1 and 1.2 we easily obtain
Corollary 1.3 Let δ be the Dirac delta function in RN . Then problem (1.1) possesses a
local-in-time solution with µ = Dδ for some D > 0 if and only if 1 < p < p∗.
Remark 1.1 (i) Corollary 1.2 (1) and Theorem 1.4 imply the following properties.
(a) If 1 < p ≤ p∗ and µ 6≡ 0, then problem (1.1) possesses no global-in-time solutions;
(b) If p > p∗, then problem (1.1) possesses a global-in-time solution for some µ (6≡ 0).
(ii) In the case of θ = 2, assertions (a) and (b) were first obtained by [26] and they have
been extended to various nonlinear parabolic equations with inhomogeneous terms. See e.g.
[2, 16, 25, 26, 27, 28] and references therein. In the case of 0 < θ < 2, see [17].
(iii) Necessary conditions and sufficient conditions for the existence of solutions to the
problem {
∂tu−∆u = |u|
p−1u+ δ ⊗ ν, x ∈ RN , t > 0,
u(0) = 0 in RN ,
were discussed in [14, 15], where p > 1 and ν is a Radon measure in [0,∞). Corollary 1.3
with θ = 2 follows from [14, Theorem 2.2] and [15, Theorem 2.1].
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We explain the idea of proving our theorems. Kartsatos and Kurta [16] obtained nec-
essary conditions on the existence of global-in-time solutions to problem (1.1) with θ = 2.
Except for the case of 0 < θ < 2 and p = p∗, their arguments are available for the proof
of Theorem 1.1. Indeed, the proof of Theorem 1.1 except for such a case is given as a
modification of the arguments in [16]. In the case of 0 < θ < 2 and p = p∗, using a frac-
tional Poisson equation, we modify arguments in [16] to prove Theorem 1.1. The regularity
of solutions to the fractional Poisson equation plays an important role in the proof. On
the other hand, the proofs of Theorems 1.2 and 1.3 are based on the contraction mapping
theorem in uniformly local Lebesgue spaces. Theorem 1.4 is proved by the construction
of supersolutions to problem (1.1). This requires delicate estimates of volume potentials
associated with the fundamental solution to the fractional heat equation.
The rest of this paper is organized as follows. In Section 2 we obtain necessary conditions
for the solvability of problem (1.1) and prove Theorem 1.1. In Section 3 we apply the
contraction mapping theorem in uniformly local Lebesgue spaces to prove Theorems 1.2
and 1.3. In Section 4 we prepare preliminary lemmas for the proof of Theorem 1.4. In
Sections 5 and 6 we prove Theorem 1.4 with p > p∗ and p = p∗, respectively.
2 Proof of Theorem 1.1
We modify arguments in [16] to prove Theorem 1.1. We also prove Corollaries 1.1 and 1.2.
In what follows, by the letter C we denote generic positive constants and they may have
different values also within the same line. For any set E in RN , let χE be the characteristic
function of E.
We prepare the following lemma to prove (1.4).
Lemma 2.1 Let u be a solution to problem (1.1) in RN × [0, T ) for some T > 0. Then,
for any integer s > p/(p − 1) and z ∈ RN , there exists C = C(N, θ, p, s) > 0 such that∫
RN
ζs dµz(x) ≤ CT
− p
p−1
∫
RN
ζs dx+C
∫
RN
|(−∆)
θ
2 ζ|
p
p−1 ζs−
p
p−1 dx (2.1)
for ζ ∈ C∞0 (R
N ) with ζ ≥ 0. Here µz(A) = µ(z +A) for Borel sets A in R
N .
Proof. Let u be a solution to (1.1) in RN × [0, T ) with 0 < T < ∞. Let z ∈ RN and set
uz(x, t) := u(x− z, t) for (x, t) ∈ R
N × (0, T ). Let η ∈ C∞([0, 1]) be such that
0 ≤ η ≤ 1 in [0, 1], η = 1 in [0, 1/2], η = 0 in [3/4, 1].
Set ηT (t) := η(t/T ). Then, for any integer s > p/(p − 1) and any nonnegative function
6
ζ ∈ C∞0 (R
N ), it follows from Definition 1.1 and the Young inequality that
∫ T
0
∫
RN
upzζ(x)
sηT (t)
s dx dt+
∫ T
0
∫
RN
ζ(x)sηT (t)
s dµz(x) dt
=
∫ T
0
∫
RN
uz
(
− ∂t[ζ(x)
sηT (t)
s] + (−∆)
θ
2 [ζ(x)sηT (t)
s]
)
dx dt
≤ s
∫ T
0
∫
RN
uzζ(x)
sηT (t)
s−1|∂tηT | dx dt
+ s
∫ T
0
∫
RN
uzηT (t)
sζ(x)s−1(−∆)
θ
2 ζ(x) dx dt
≤
1
2
∫ T
0
∫
RN
upzζ(x)
sηT (t)
s dx dt+C
∫ T
0
∫
RN
ζ(x)sηT (t)
s− p
p−1 |∂tηT |
p
p−1 dx dt
+ C
∫ T
0
∫
RN
ηT (t)
sζs−
p
p−1 |(−∆)
θ
2 ζ(x)|
p
p−1 dx dt.
(2.2)
Here we also used the inequality (−∆)θ/2ζs ≤ sζs−1(−∆)θ/2ζ (see [8, Appendix] and [13,
Proposition 3.3]). Since s > p/(p − 1), ηT = 1 on [0, T/2] and |∂tηT | ≤ CT
−1 on [0, T ], by
(2.2) we have
∫ T/2
0
∫
RN
ζ(x)s dµz(x) dt
≤ CT−
p
p−1
∫ T
0
∫
RN
ζ(x)s dx dt+ C
∫ T
0
∫
RN
ζ(x)s−
p
p−1 |(−∆)
θ
2 ζ(x)|
p
p−1 dx dt.
This implies (2.1), and the proof is complete. ✷
Proof of (1.4). Let u be a solution to (1.1) in RN × [0, T ) for some T > 0. Let z ∈ RN
and 0 < σ ≤ T 1/θ. Let ζ ∈ C∞0 (R
N ) be such that
0 ≤ ζ ≤ 1 in RN , ζ = 1 in B(0, 1/2), supp ζ ⊂ B(0, 1).
Set ζσ(x) := ζ(σ
−1(x− z)) for x ∈ RN . By Lemma 2.1 we have
µ(B(z, 2−1σ)) ≤ CσN−
θp
p−1 + C
∫
B(z,σ)
|(−∆)
θ
2 ζσ|
p
p−1 dx. (2.3)
On the other hand, it follows that
(−∆)
θ
2 ζσ(x) = σ
−θ[(−∆)
θ
2 ζ](σ−1(x− z)), (2.4)
which implies that∫
B(z,σ)
|(−∆)
θ
2 ζσ|
p
p−1 dx = σ
− θp
p−1
∫
B(0,σ)
|[(−∆)
θ
2 ζ](σ−1x)|
p
p−1 dx
= σ
N− θp
p−1
∫
B(0,1)
|[(−∆)
θ
2 ζ](x)|
p
p−1 dx ≤ Cσ
N− θp
p−1 .
(2.5)
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By (2.3) and (2.5) we obtain
sup
z∈RN
µ(B(z, 2−1σ)) ≤ Cσ
N− θp
p−1
for 0 < σ ≤ T 1/θ. By [12, Lemma 2.1] we find M ∈ N depending only on N such that
sup
z∈RN
µ(B(z, σ)) ≤M sup
z∈RN
µ(B(z, 2−1σ)) ≤ CMσN−
θp
p−1 (2.6)
for 0 < σ ≤ T 1/θ. Thus (1.4) follows. ✷
In the rest of this section we prove (1.5) to complete the proof of Theorem 1.1. For this
aim, it suffices to consider the case of
0 < θ < min{N, 2} and p = p∗ ≡ N/(N − θ). (2.7)
Let T > 0 and 0 < ρ ≤ 32−1T 1/θ. For r > 0, set
Dr,ρ := B(0, r
−1T
1
θ ) \B(0, rρ), cρ :=
(
log
T
1
θ
ρ
)−1
. (2.8)
Let f ∈ C∞0 (B(0, T
1/θ)) satisfy f ≥ 0 and
f(x)


= cρ|x|
−θ, x ∈ D4,ρ,
≤ cρ|x|
−θ, x ∈ D2,ρ \D4,ρ,
= 0, otherwise.
Consider the following fractional Poisson equation{
(−∆)
θ
2ψ(x) = f(x), x ∈ B(0, T
1
θ ),
ψ(x) = 0, x ∈ RN \B(0, T
1
θ ).
(2.9)
It follows from [7] that the solution ψ is represented as
ψ(x) =


∫
D2,ρ
f(y)Γ(x, y) dy, x ∈ B(0, T
1
θ ),
0, x ∈ RN \B(0, T
1
θ ).
(2.10)
Here
Γ(x, y) := κ|x− y|θ−N
∫ r0(x,y)
0
τ
θ
2
−1
(τ + 1)
N
2
dτ, (2.11)
where κ = κ(N, θ) > 0 and
r0(x, y) :=
(T
2
θ − |x|2)(T
2
θ − |y|2)
T
2
θ |x− y|2
. (2.12)
Then, by [21, Proposition 1.1] we see that ψ ∈ Cθ/2(RN ). Furthermore, we have
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Lemma 2.2 Assume the same conditions as in Theorem 1.1. Let 0 < θ < min{N, 2},
p = p∗ and ψ be as in the above. Then there exists C = C(N, θ) > 0 such that
sup
B(0,T 1/θ)
ψ ≤ C, (2.13)
inf
B(0,ρ)
ψ ≥ C−1, (2.14)∫
B(0,T 1/θ)
|(−∆)
θ
2ψ|
p
p−1 dx ≤ Cc
1
p−1
ρ , (2.15)∫
RN
ψ
p
p−1 dx =
∫
B(0,T 1/θ)
ψ
p
p−1 dx ≤ Cc
1
p−1
ρ T
p
p−1 , (2.16)
for 0 < ρ ≤ 32−1T 1/θ.
Proof. We prove (2.13). Let x ∈ B(0, T 1/θ). It follows from (2.7) that∫ ∞
0
τ
θ
2
−1
(τ + 1)
N
2
dτ <∞, Γ(x, y) ≤ C|x− y|θ−N . (2.17)
Then, by (2.8) we have∫
D2,ρ∩B(x,2ρ)
f(y)Γ(x, y) dy ≤ Ccρ
∫
D2,ρ∩B(x,2ρ)
|y|−θ|x− y|θ−N dy
≤ Ccρρ
−θ
∫
B(x,2ρ)
|x− y|θ−N dy ≤ Ccρ ≤ C.
Similarly, by the Ho¨lder inequality and (2.17) we have∫
D2,ρ\B(x,2ρ)
f(y)Γ(x, y) dy ≤ Ccρ
∫
D2,ρ\B(x,2ρ)
|y|−θ|x− y|θ−N
≤ Ccρ
(∫
D2,ρ
|y|−N dy
) θ
N
(∫
B(x,2T 1/θ)\B(x,2ρ)
|x− y|−N dy
)N−θ
N
≤ Ccρ log
T
1
θ
ρ
= C.
These imply that
ψ(x) =
∫
D2,ρ∩B(x,2ρ)
f(y)Γ(x, y) dy +
∫
D2,ρ\B(x,2ρ)
f(y)Γ(x, y) dy ≤ C
for x ∈ B(0, T 1/θ). Thus (2.13) follows.
We prove (2.14). Since ρ ≤ 32−1T 1/θ, by (2.12) we find c > 0 such that
r0(x, y) ≥
(T
2
θ − ρ2)(T
2
θ − 16−1T
2
θ )
T
2
θ (4−1T
1
θ + ρ)2
≥ c > 0, x ∈ B(0, ρ), y ∈ D4,ρ.
It follows that |x− y| ≤ |x| + |y| ≤ (5/4)|y| for x ∈ B(0, ρ) and y ∈ D4,ρ. Then, by (2.10)
and (2.11) we have
ψ(x) ≥ κcρ
∫ c
0
τ
θ
2
−1
(τ + 1)
N
2
dτ
∫
D4,ρ
|y|−θ|x− y|θ−N dy
≥ C−1cρ
∫
D4,ρ
|y|−θ
(
5
4
|y|
)θ−N
dy ≥ C−1cρ log
T
1
θ
ρ
= C−1
9
for x ∈ B(0, ρ). This implies (2.14).
We prove (2.15) and (2.16). Since p = p∗ = N/(N − θ), by (2.9) we have∫
B(0,T 1/θ)
|(−∆)
θ
2ψ|
p
p−1 dx =
∫
B(0,T 1/θ)
f(x)
p
p−1 dx
≤ c
p
p−1
ρ
∫
D2,ρ
|x|−
θp
p−1 dx = c
p
p−1
ρ
∫
D2,ρ
|x|−N dx ≤ Cc
p
p−1
ρ log
T
1
θ
ρ
= Cc
1
p−1
ρ ,
which implies (2.15). Furthermore, by (2.10) and (2.17) we apply the Young inequality to
obtain∫
B(0,T 1/θ)
ψ
p
p−1 dx ≤ Cc
p
p−1
ρ
∫
B(0,T 1/θ)
(∫
D2,ρ
|y|−θ|x− y|θ−N dy
) p
p−1
dx
≤ Cc
p
p−1
ρ
∫
RN
(∫
RN
|y|−θχD2,ρ(y)|x− y|
θ−NχB(0,2T 1/θ)(x− y) dy
)N
θ
dx
≤ Cc
p
p−1
ρ
(∫
RN
|x|−NχD2,ρ(x) dx
)(∫
RN
|x|θ−NχB(0,2T 1/θ)(x) dx
)N
θ
≤ Cc
p
p−1
ρ T
N
θ log
T
1
θ
ρ
= Cc
1
p−1
ρ T
p
p−1 .
Thus (2.16) holds, and the proof of Lemma 2.2 is complete. ✷
Lemma 2.3 Let u be a solution to problem (1.1) in RN× [0, T ) for some T > 0. Let p = p∗
and ψ be as in the above. Let s be a sufficiently large integer such that s > p/(p− 1). Then
(2.1) holds with ζ replaced by ψ.
Proof. Let z ∈ RN . Let η ∈ C∞0 (R
N ) be such that
η ≥ 0 in RN , supp η ⊂ B(0, 1),
∫
RN
η(x) dx = 1.
For any ǫ > 0, set
ηǫ(x) := (ǫT
1
θ )−Nη
(
x
ǫT
1
θ
)
, x ∈ RN . (2.18)
By (2.10) we have
ψ ∗ ηǫ ∈ C
∞
0 (R
N ), supp (ψ ∗ ηǫ) ⊂ B(0, (1 + ǫ)T
1/θ).
Let s be an integer such that s > p/(p − 1) = N/θ. Then it follows from Lemma 2.1 that∫
B(0,(1+ǫ)T 1/θ)
(ψ ∗ ηǫ)
s dµz(x) ≤ CT
− p
p−1
∫
B(0,(1+ǫ)T 1/θ)
(ψ ∗ ηǫ)
s dx
+ C
∫
B(0,(1+ǫ)T 1/θ)
|(−∆)
θ
2 (ψ ∗ ηǫ)|
p
p−1 (ψ ∗ ηǫ)
s− p
p−1 dx.
(2.19)
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Furthermore, it is easy to see that
lim
ǫ→0
∫
B(0,(1+ǫ)T 1/θ)
(ψ ∗ ηǫ)
s dµz(x) =
∫
B(0,T 1/θ)
ψs dµz(x),
lim
ǫ→0
∫
B(0,(1+ǫ)T 1/θ)
(ψ ∗ ηǫ)
s dx =
∫
B(0,T 1/θ)
ψs dx.
(2.20)
We prove
lim
ǫ→0
∫
B(0,(1+ǫ)T 1/θ)
|(−∆)
θ
2 (ψ ∗ ηǫ)|
p
p−1 (ψ ∗ ηǫ)
s− p
p−1 dx
=
∫
B(0,T 1/θ)
|(−∆)
θ
2ψ|
p
p−1ψ
s− p
p−1 dx.
(2.21)
It follows that
(−∆)
θ
2 (ψ ∗ ηǫ)(x) = F
−1[|ξ|θψ̂ ∗ ηǫ](x) = F
−1[|ξ|θψˆηˆǫ](x)
= F−1[|ξ|θψˆ] ∗ F−1[ηˆǫ](x) = ([(−∆)
θ
2ψ] ∗ ηǫ)(x)
(2.22)
for x ∈ RN . For any x ∈ B(0, (1 − ǫ)T 1/θ) and y ∈ B(0, ǫT 1/θ), since x − y ∈ B(0, T 1/θ),
by (2.9) and (2.22) we have
(−∆)
θ
2 (ψ ∗ ηǫ)(x) =
∫
B(0,ǫT 1/θ)
((−∆)
θ
2ψ)(x − y)ηǫ(y) dy = (f ∗ ηǫ)(x).
Then
Iǫ :=
∫
B(0,(1−ǫ)T 1/θ)
|(−∆)
θ
2 (ψ ∗ ηǫ)|
p
p−1 (ψ ∗ ηǫ)
s− p
p−1 dx
=
∫
B(0,(1−ǫ)T 1/θ)
(f ∗ ηǫ)
p
p−1 (ψ ∗ ηǫ)
s− p
p−1 dx→
∫
B(0,T 1/θ)
f
p
p−1ψs−
p
p−1 dx
(2.23)
as ǫ→ 0.
Similarly to (2.4) and (2.22), it follows from (2.18) that
(−∆)
θ
2 ηǫ(x) = (ǫT
1
θ )−N−θ[(−∆)
θ
2 η]
(
x
ǫT
1
θ
)
,
(−∆)
θ
2 (ψ ∗ ηǫ)(x) = (ψ ∗ [(−∆)
θ
2 ηǫ])(x)
= (ǫT
1
θ )−N−θ
∫
RN
ψ(x− y)[(−∆)
θ
2 η]
(
y
ǫT
1
θ
)
dy
= (ǫT
1
θ )−θ
∫
RN
ψ(x− ǫT
1
θ y)(−∆)
θ
2 η(y) dy.
Then
Jǫ :=
∫
Eǫ
|(−∆)
θ
2 (ψ ∗ ηǫ)|
p
p−1 (ψ ∗ ηǫ)
s− p
p−1 dx
=(ǫT
1
θ )−
θp
p−1
∫
Eǫ
∣∣∣∣
∫
RN
ψ(x− ǫT
1
θ y)(−∆)
θ
2 η(y) dy
∣∣∣∣
p
p−1
(ψ ∗ ηǫ)(x)
s− p
p−1 dx,
(2.24)
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where Eǫ := B(0, (1+ ǫ)T
1/θ) \B(0, (1− ǫ)T 1/θ). Since η ∈ C∞0 (R
N ) ⊂ Hθ,p(RN ) (see e.g.
[1, Theorem 7.38]), by the Ho¨lder inequality and (2.16) we see that
∣∣∣∣
∫
RN
ψ(x− ǫT
1
θ y)(−∆)
θ
2 η(y) dy
∣∣∣∣
p
p−1
≤
(∫
RN
ψ(x− ǫT
1
θ y)
p
p−1 dy
)(∫
RN
|(−∆)
θ
2 η(y)|p dy
) 1
p−1
≤ C(ǫT
1
θ )−N
∫
RN
ψ
p
p−1 dy ≤ C(ǫT
1
θ )−N
(2.25)
for x ∈ Eǫ. On the other hand, it follows that
∫
Eǫ
(ψ ∗ ηǫ)(x)
s− p
p−1 dx =
∫
Eǫ
(∫
RN
ψ(x− y)(ǫT
1
θ )−Nη
(
y
ǫT
1
θ
)
dy
)s− p
p−1
dx
≤
∫
Eǫ
(∫
B(0,1)
ψ(x− ǫT
1
θ y)η(y) dy
)s− p
p−1
dx
(2.26)
for x ∈ Eǫ. Since
dist(x− ǫT
1
θ y, ∂B(0, T
1
θ )) < 2ǫT
1
θ
for x ∈ Eǫ and y ∈ B(0, 1), recalling that ψ = 0 in R
N \B(0, T 1/θ) and ψ ∈ Cθ/2(RN ), we
observe that
0 ≤ ψ(x− ǫT
1
θ y) ≤ (2ǫT
1
θ )
θ
2 ‖ψ‖Cθ/2(RN )
for x ∈ Eǫ and y ∈ B(0, 1). This together with (2.26) implies that∫
Eǫ
(ψ ∗ ηǫ)(x)
s− p
p−1 dx ≤ Cǫ
θ
2
(
s− p
p−1
)
+1
T
1
2
(
s− p
p−1
)
+N
θ ‖ψ‖Cθ/2(RN ). (2.27)
Therefore, taking a sufficiently large integer s > p/(p − 1) if necessary, we deduce from
(2.24), (2.25) and (2.27) that
lim sup
ǫ→0
Jǫ ≤ CT
− p
p−1
−N
θ
+ 1
2
(
s− p
p−1
)
+N
θ ‖ψ‖Cθ/2(RN ) limǫ→0
ǫ
− θp
p−1
−N+ θ
2
(
s− p
p−1
)
+1
= 0. (2.28)
Then, by (2.23) and (2.28) we have
lim
ǫ→0
∫
B(0,(1+ǫ)T 1/θ)
|(−∆)
θ
2 (ψ ∗ ηǫ)|
p
p−1 (ψ ∗ ηǫ)
s− p
p−1 dx
= lim
ǫ→0
Iǫ + lim
ǫ→0
Jǫ =
∫
B(0,T 1/θ)
f
p
p−1ψ
s− p
p−1 dx,
which implies (2.21). Combining (2.19), (2.20) and (2.21), we obtain (2.1) with ζ replaced
by ψ. Thus Lemma 2.3 follows. ✷
Now we are ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. It remains to prove (1.5). Let u be a solution to (1.1) in
12
RN × [0, T ) and p = p∗. Let z ∈ R
N , 0 < ρ ≤ 32−1T 1/θ and s be as in Lemma 2.3. It
follows from Lemmas 2.2 and 2.3 that∫
RN
ψs dµz(x) ≤ CT
− p
p−1
∫
RN
ψs dx+ C
∫
RN
|(−∆)
θ
2ψ|
p
p−1ψs−
p
p−1 dx
≤ CT
− p
p−1
∫
RN
ψ
p
p−1 dx+C
∫
B(0,T
1
θ )
|(−∆)
θ
2ψ|
p
p−1 dx
≤ Cc
1
p−1
ρ = C
(
log
T
1
θ
ρ
)− 1
p−1
.
(2.29)
On the other hand, by (2.10) and (2.14) we have∫
RN
ψs dµz(x) ≥
∫
B(0,ρ)
ψs dµz(x) ≥ Cµ(B(z, ρ)), z ∈ R
N . (2.30)
By (2.29) and (2.30) we obtain
µ(B(z, ρ)) ≤ C
(
log
T
1
θ
ρ
)−N
θ
+1
≤ C
[
log
(
e+
T
1
θ
ρ
)]−Nθ +1
for 0 < ρ ≤ 32−1T 1/θ. Then, similarly to (2.6), we deduce that
sup
z∈RN
µ(B(z, σ)) ≤ C
[
log
(
e+
T
1
θ
σ
)]−Nθ +1
for 0 < σ ≤ T 1/θ. Thus (1.5) holds, and the proof of Theorem 1.1 is complete. ✷
We prove Corollaries 1.1 and 1.2.
Proof of Corollary 1.1. Under the assumptions of Corollary 1.1, it follows that
sup
x∈RN
∫
B(x,σ)
µ(y) dy ≥ CγσN−
θp
p−1 if p > p∗,
sup
x∈RN
∫
B(x,σ)
µ(y) dy ≥ Cγ| log σ|−
N
θ
+1 if p = p∗,
for sufficiently small σ > 0. These together with Theorem 1.1 imply that problem (1.1)
possesses no local-in-time solutions if γ is sufficiently large. Thus Corollary 1.1 follows. ✷
Proof of Corollary 1.2. Suppose that problem (1.1) possesses a global-in-time solution.
Let 1 < p ≤ p∗. Then it follows from Theorem 1.1 that
sup
x∈RN
µ(B(x, T
1
θ )) ≤ γ T
N
θ
− p
p−1 if 1 < p < p∗,
sup
x∈RN
µ(B(x, T
1
2θ )) ≤ γ
[
log
(
e+ T
1
2θ
)]−N
θ
+1
if p = p∗,
for sufficiently large T > 0. Letting T → ∞, we see that µ(RN ) = 0, which contradicts
µ 6≡ 0 in RN . Thus assertion (1) follows.
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Assume that there exists R > 0 such that µ(x) ≥ γ|x|−θp/(p−1) for almost all x ∈
RN \B(0, R). Then we have
sup
x∈RN
µ(B(x, σ)) ≥ Cγσ
N− θp
p−1 (2.31)
for σ ≥ 2R. If γ is sufficiently large, then (2.31) contradicts (1.4) for sufficiently large σ.
This means that problem (1.1) possesses no global-in-time solutions. Thus assertion (2)
follows, and the proof of Corollary 1.2 is complete. ✷
3 Proofs of Theorems 1.2 and 1.3
Consider the following integral equation
u(x, t) =
∫ t
0
∫
RN
G(x− y, t− s) dµ(y) ds +
∫ t
0
∫
RN
G(x− y, t− s)u(y, s)p dy ds, (I)
where N ≥ 1, 0 < θ ≤ 2 and p > 1. Here G = G(x, t) is the fundamental solution to
∂tv + (−∆)
θ
2 v = 0 in RN × (0,∞). (3.1)
In particular, in the case of θ = 2,
G(x, t) = (4πt)−
N
2 exp
(
−
|x|2
4t
)
. (3.2)
We obtain sufficient conditions on the solvability of integral equation (I) and prove Theo-
rems 1.2 and 1.3.
3.1 Preliminaries
We formulate the definition of solutions to integral equation (I).
Definition 3.1 Let u be a nonnegative measurable function in RN × (0, T ), where 0 < T ≤
∞. We say that u is a solution to integral equation (I) in RN × [0, T ) if u satisfies
∞ > u(x, t) =
∫ t
0
∫
RN
G(x− y, t− s) dµ(y) ds+
∫ t
0
∫
RN
G(x− y, t− s)u(y, s)p dy ds (3.3)
for almost all x ∈ RN and 0 < t < T . We say that u is a supersolution to integral
equation (I) if u satisfies (3.3) with “=” replaced by “≥” for almost all x ∈ RN and
0 < t < T .
We recall the following properties of the fundamental solution G:
G ∈ C∞(RN × (0,∞)), G(x, t) = t−
N
θ G(t−
1
θ x, 1),
C−1t−
N
θ
(
1 +
|x|
t1/θ
)−N−θ
≤ G(x, t) ≤ Ct−
N
θ
(
1 +
|x|
t1/θ
)−N−θ
if 0 < θ < 2, (3.4)∫
RN
G(x, t) dx = 1, (3.5)
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for x, y ∈ RN and t > s > 0 (see e.g. [6, 9, 22]). Furthermore, it follows that∫
RN
(−∆)
θ
2ϕ(x)G(x, t) dx =
∫
RN
ϕ(x)(−∆)
θ
2G(x, t) dx, t > 0, (3.6)
for ϕ ∈ C∞0 (R
N ). We show that a solution to integral equation (I) in RN × [0, T ) is a
solution to problem (1.1) in RN × [0, T ), where 0 < T ≤ ∞.
Lemma 3.1 Let u be a solution to integral equation (I) in RN × [0, T ), where 0 < T ≤ ∞.
Then u ∈ Lploc(R
N × [0, T )) and
∫ T
0
∫
RN
u(−∂tϕ+ (−∆)
θ
2ϕ) dx dt =
∫ T
0
∫
RN
upϕdx dt+
∫ T
0
∫
RN
ϕdµ(x) dt (3.7)
for ϕ ∈ C∞0 (R
N × [0, T )).
Proof. It suffices to consider the case of 0 < T < ∞. Let u be a solution to integral
equation (I) in RN × [0, T ). Let ǫ ∈ (0, T/2) and 0 < θ < 2. By (3.3) and (3.4) we find
t ∈ (T − ǫ, T ) such that
∞ > u(x, t) ≥
∫ T−2ǫ
0
∫
RN
G(x− y, t− s) [dµ(y) + u(y, s)p dy] ds
≥ C−1T−
N
θ
∫ T−2ǫ
0
∫
RN
(
1 +
|x− y|
ǫ1/θ
)−N−θ
[dµ(y) + u(y, s)p dy] ds
for almost all x ∈ RN . Since ǫ ∈ (0, T/2) is arbitrary, we see that u ∈ Lploc(R
N × [0, T )).
In the case of θ = 2, using (3.2), instead of (3.4), we deduce that u ∈ Lploc(R
N × [0, T )).
Let ϕ ∈ C∞0 (R
N × [0, T )). It follows from (3.1) and (3.6) that
∫ T
0
∫
RN
ϕ(y, s) dµ(y) ds
=
∫ T
0
∫
RN
(∫ T
s
∫
RN
(∂t + (−∆)
θ
2 )G(x− y, t− s)ϕ(x, t) dx dt + ϕ(y, s)
)
dµ(y) ds
=
∫ T
0
∫
RN
∫ T
s
∫
RN
G(x− y, t− s)(−∂t + (−∆)
θ
2 )ϕ(x, t) dx dt dµ(y) ds
=
∫ T
0
∫
RN
(∫ t
0
∫
RN
G(x− y, t− s) dµ(y) ds
)
(−∂t + (−∆)
θ
2 )ϕ(x, t) dx dt.
Similarly, we have∫ T
0
∫
RN
upϕdy ds
=
∫ T
0
∫
RN
(∫ t
0
∫
RN
G(x− y, t− s)u(y, s)p dy ds
)
(−∂t + (−∆)
θ
2 )ϕ(x, t) dx dt.
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Then∫ T
0
∫
RN
upϕdx dt+
∫ T
0
∫
RN
ϕdµ(x) dt
=
∫ T
0
∫
RN
(∫ t
0
∫
RN
G(x− y, t− s)[u(y, s)p dy + dµ(y)] ds
)
(−∂t + (−∆)
θ
2 )ϕ(x, t) dx dt
=
∫ T
0
∫
RN
u(x, t)(−∂t + (−∆)
θ
2 )ϕ(x, t) dx dt,
which implies (3.7). Thus Lemma 3.1 follows. ✷
3.2 Proofs of Theorems 1.2 and 1.3
In this subsection we first apply the contraction mapping theorem in uniformly local
Lebesgue spaces to integral equation (I) and prove Theorem 1.3. Next we prove Theo-
rem 1.2.
Let N ≥ 1, 0 < θ ≤ 2 and 1 < p < p∗. Assume the same conditions as in Theorem 1.3
and set T = σθ. Let uT be a solution to integral equation (I) in R
N × [0, 1) with µ replaced
by
µT (x) := T
p
p−1µ(T
1
θ x), x ∈ RN .
Then it follows from (1.6) that
sup
x∈RN
‖µT ‖Lr(B(x,1)) ≤ γ.
Set
u(x, t) := T−
1
p−1uT (T
− 1
θ x, T−1t), (x, t) ∈ RN × (0, T ).
Then u is a solution to integral equation (I) in RN × [0, T ). Therefore, for the proof
of Theorem 1.3, we have only to prove the existence of solutions in RN × [0, 1) under
assumption (1.6) with σ = 1.
For 1 < r <∞, define
Lruloc :=
{
φ ∈ Lrloc(R
N )) : ‖φ‖Lruloc <∞
}
, ‖φ‖Lruloc := sup
x∈RN
(∫
|x−y|<1
|φ(y)|r dy
) 1
r
,
Xr := L
∞(0, 1;Lruloc ), ‖f‖Xr := ess sup
0<t<1
‖f(t)‖Lruloc for f ∈ Xr.
For any nonnegative Radon measure µ in RN , we set
[S(t)µ](x) :=
∫
RN
G(x− y, t) dµ(y), x ∈ RN .
Similarly, for any f ∈ Lruloc, we define
[S(t)f ](x) :=
∫
RN
G(x− y, t)f(y) dy, x ∈ RN .
Then we have (see [19, Corollary 3.1]):
16
Lemma 3.2 Let 1 ≤ r ≤ q ≤ ∞. Then there exists C = C(N, θ) > 0 such that
‖S(t)f‖Lquloc
≤ Ct
−N
θ
(
1
r
− 1
q
)
‖f‖Lruloc , 0 < t ≤ 1, (3.8)
for f ∈ Lruloc.
Similarly, we have
‖S(t)µ‖Lquloc
≤ Ct
−N
θ
(
1− 1
q
)
sup
x∈RN
µ(B(x, 1)), 0 < t ≤ 1, (3.9)
for nonnegative Radon measures µ in RN and 1 ≤ q ≤ ∞. See also [9, Lemma 2.1] for
q =∞.
We are ready to prove Theorem 1.3.
Proof of Theorem 1.3. It suffices to consider the case of σ = 1. Let 0 < θ ≤ 2 and
p > p∗. Let r∗ < r <∞ and assume (1.6) with σ = 1.
Let δ > 0 and Bδ := {f ∈ Xpr : ‖f‖Xpr < δ}. Taking sufficiently small δ > 0 and
γ > 0, we show that
Bδ ∋ u 7→ Φ[u] ∈ Bδ, (3.10)
where
Φ[u](t) :=
∫ t
0
S(t− s)µds+
∫ t
0
S(t− s)|u(s)|p ds for t ∈ (0, 1). (3.11)
It follows from r > r∗ that
N
θr
(
1−
1
p
)
< 1,
which together with Lemma 3.2 and (1.6) implies that∥∥∥∥
∫ t
0
S(t− s)µds
∥∥∥∥
Lpruloc
≤
∫ t
0
‖S(t− s)µ‖Lpruloc
ds
≤ C‖µ‖Lruloc
∫ t
0
(t− s)
−N
θr
(
1− 1
p
)
ds ≤ Cγ
(3.12)
for 0 < t < 1. Furthermore, by Lemma 3.2, for any u ∈ Bδ, we have∥∥∥∥
∫ t
0
S(t− s)|u(s)|p ds
∥∥∥∥
Lpruloc
≤
∫ t
0
‖S(t− s)|u(s)|p‖Lpruloc
ds
≤ C
∫ t
0
(t− s)
−N
θr
(
1− 1
p
)
‖u(s)p‖Lruloc ds = C
∫ t
0
(t− s)
−N
θr
(
1− 1
p
)
‖u(s)‖p
Lpruloc
ds
≤ Cδp
∫ t
0
(t− s)
−N
θr
(
1− 1
p
)
ds ≤ Cδp
(3.13)
for 0 < t < 1. By (3.12) and (3.13), taking sufficiently small δ > 0 and γ > 0 if necessary,
we obtain
‖Φ[u]‖Xpr ≤ Cγ + Cδ
p ≤ δ,
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which implies (3.10).
Similarly, for any u1, u2 ∈ Bδ, we have
‖Φ[u1](t)− Φ[u2](t)‖Lpruloc
≤
∫ t
0
‖S(t− s)[|u1(s)|
p − |u2(s)|
p]‖Lpruloc
ds
≤ C
∫ t
0
(t− s)
−N
θr
(
1− 1
p
)
‖|u1(s)|
p − |u2(s)|
p‖Lruloc ds
(3.14)
for 0 < t < 1. Since
||u1(x, t)|
p − |u2(x, t)|
p| ≤ C(|u1(x, t)|
p−1 + |u2(x, t)|
p−1)|u1(x, t)− u2(x, t)|
for (x, t) ∈ RN × (0, 1), by the Ho¨lder inequality we obtain
‖u1(s)
p − u2(s)
p‖Lruloc ≤ C‖u1(s)− u2(s)‖L
pr
uloc
(
‖u1(s)‖
p−1
Lpruloc
+ ‖u2(s)‖
p−1
Lpruloc
)
≤ Cδp−1‖u1 − u2‖X
for 0 < s < 1. This together with (3.14) implies that
‖Φ[u1]− Φ[u2]‖Xpr ≤ Cδ
p−1‖u1 − u2‖Xpr . (3.15)
By (3.10) and (3.15), taking a sufficiently small δ > 0 if necessary, we apply the contraction
mapping theorem to obtain a fixed point u ∈ Bδ. Then u ≥ 0 in R
N × (0, 1) and it is a
solution to integral equation (I) in RN × [0, 1). Thus Theorem 1.3 follows. ✷
Similarly to the proof of Theorem 1.3, we prove Theorem 1.2.
Proof of Theorem 1.2. Let 1 < p < p∗. Then
r∗ =
N(p− 1)
θp
< 1.
We apply a similar argument to that of the proof of Theorem 1.3 with r replaced by 1. It
suffices to consider the case of σ = 1. Using (3.9), instead of (3.8), and taking sufficiently
small δ > 0 and γ > 0 if necessary, we show that Φ defined by (3.11) is a contraction
mapping on Bδ ⊂ Xp. Similarly to the proof of Theorem 1.3, we find a solution to integral
equation (I) in RN × [0, 1). Thus Theorem 1.2 follows. ✷
4 Preliminary lemmas for the proof of Theorem 1.4
In this section we prove some lemmas used in the proof of Theorem 1.4. For a nonnegative
measurable function µ = µ(x) in RN , set
U(x, t) =
∫ t
0
∫
RN
G(x− y, t− s)µ(y) dy ds, (4.1)
which is a volume potential of µ. We construct a solution to (1.1) in the form u = U + v,
that is, v is a solution to{
∂tv + (−∆)
θ
2 v = (U + v)p in RN × (0, T ),
v(·, 0) = 0 in RN .
(4.2)
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The notion of solutions and supersolutions to problem (4.2) is defined in the same way as
in Definition 3.1. Remark that the corresponding integral equation to (4.2) is
∞ > v(x, t) = Ψ[v](x, t), (4.3)
where
Ψ[v](x, t) :=
∫ t
0
∫
RN
G(x− y, t− s)(U(y, s) + v(y, s))p dy ds. (4.4)
The proof of Theorem 1.4 is based on the following lemma.
Lemma 4.1 Assume that there exists a supersolution v to problem (4.2) in RN × [0, T ),
where 0 < T ≤ ∞. Then there exists a solution v to problem (4.2) in RN × [0, T ). In
particular, U + v is a solution to problem (1.1) in RN × [0, T ).
Proof. Define a sequence {vn}n≥1 by v1 := Ψ[0] and vn := Ψ[vn−1]. Since U ≥ 0 and
Ψ[v] ≤ v, by induction we see that
0 ≤ v1(x, t) ≤ v2(x, t) ≤ · · · ≤ vn(x, t) ≤ · · · ≤ v(x, t) <∞
for almost all (x, t) ∈ RN × (0, T ). Then v(x, t) := limn→∞ vn(x, t) is well-defined for
almost all (x, t) ∈ RN × (0, T ) and v satisfies (4.3), that is, v is a solution to problem (4.2)
in RN × [0, T ). Then U + v is a solution to problem (1.1) in RN × [0, T ). Thus Lemma 4.1
follows. ✷
In the rest of this section we obtain two lemmas on volume potentials and recall some
properties ofG. By the letter C we denote generic positive constants independent of x ∈ RN
and t > 0 and they may have different values also within the same line.
Lemma 4.2 Let N ≥ 1 and 0 < θ ≤ 2. Let a ≥ 0 and b < N satisfy (1 + a)θ < b. Then
there exists a constant C = C(N, θ, a, b) > 0 such that
∫ t
0
∫
RN
G(x− y, t− s)(t− s)a|y|−b dy ds ≤ C|x|(1+a)θ−b (4.5)
for x ∈ RN \ {0} and t > 0.
Proof. It follows from (3.2) and (3.4) that
0 ≤ G(x, t) ≤ Ct−
N
θ (1 + t−
1
θ |x|)−N−θ
for (x, t) ∈ RN × (0,∞), where 0 < θ ≤ 2. Since (1 + a)θ < b < N , we have
∫ t
0
G(x− y, t− s)(t− s)a ds
≤ C
∫ t
0
(t− s)−
N
θ
+a(1 + (t− s)−
1
θ |x− y|)−N−θ ds
≤ C|x− y|(1+a)θ−N
∫ ∞
0
η
N
θ
−a−2(1 + η
1
θ )−N−θ dη ≤ C|x− y|(1+a)θ−N
(4.6)
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for x, y ∈ RN with x 6= y and t > 0. Then it follows that
∫ t
0
∫
RN
G(x− y, t− s)(t− s)a|y|−b dy ds ≤ C
4∑
i=1
∫
Ωi
|x− y|(1+a)θ−N |y|−b dy (4.7)
for x ∈ RN \ {0} and t > 0, where
Ω1 := {|y| ≤ |x|/2}, Ω2 := {|x− y| ≤ |x|/2},
Ω3 := {|y| ≥ |x|/2, |y| ≤ |x− y|}, Ω4 := {|x− y| ≥ |x|/2, |y| ≥ |x− y|}.
(4.8)
Then we have:
(Ω1) Let y ∈ Ω1. Then |x− y| ≥ |x| − |y| ≥ |x|/2. This implies that∫
Ω1
|x− y|(1+a)θ−N |y|−b dy ≤ C|x|(1+a)θ−N
∫
Ω1
|y|−b dy ≤ C|x|(1+a)θ−b;
(Ω2) Let y ∈ Ω2. Then |y| ≥ |x| − |y − x| ≥ |x|/2 and∫
Ω2
|x− y|(1+a)θ−N |y|−b dy ≤ C|x|−b
∫
Ω2
|x− y|(1+a)θ−N dy ≤ C|x|(1+a)θ−b;
(Ω3) Let y ∈ Ω3. Then∫
Ω3
|x− y|(1+a)θ−N |y|−b dy ≤ C
∫
{|y|≥|x|/2}
|y|(1+a)θ−b−N dy ≤ C|x|(1+a)θ−b;
(Ω4) Let y ∈ Ω4. Then∫
Ω4
|x− y|(1+a)θ−N |y|−b dy ≤
∫
{|x−y|≥|x|/2}
|x− y|(1+a)θ−b−N dy ≤ C|x|(1+a)θ−b.
These together with (4.7) imply (4.5). Thus Lemma 4.2 follows. ✷
Lemma 4.3 Let N ≥ 1 and 0 < θ ≤ 2 satisfy θ < N . Let a ≥ 0 and b > 1. Then there
exist C = C(N, θ, a, b) > 0 and A > 1 such that
∫ t
0
∫
RN
G(x− y, t− s)
[
log
(
A+
1
t− s
)]−a
|y|−N
[
log
(
A+
1
|y|
)]−b
dy ds
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a−b+1
log(A+ t)
(4.9)
for x ∈ RN \ {0} and t > 0.
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Proof. The proof is divided into 3 steps. Let A > 1 be sufficiently large.
Step 1. Let 0 < δ < 2θ. We prove that
∫ t
0
G(x− y, t− s)
[
log
(
A+
1
t− s
)]−a
ds
≤ C|x− y|θ−N
[
log
(
A+
1
|x− y|θ
)]−a
(1 + t−
1
θ |x− y|)−δ
(4.10)
for x, y ∈ RN with x 6= y and t > 0. To this end, similarly to (4.6), we see that
∫ t
0
G(x− y, t− s)
[
log
(
A+
1
t− s
)]−a
ds
≤ C
∫ t
0
(t− s)−
N
θ
[
log
(
A+
1
t− s
)]−a
(1 + (t− s)−
1
θ |x− y|)−N−θ ds
≤ C|x− y|θ−N
∫ ∞
t−1|x−y|θ
η
N
θ
−2(1 + η
1
θ )−N−θ
[
log
(
A+
η
|x− y|θ
)]−a
dη
≤ C|x− y|θ−N (1 + t−
1
θ |x− y|)−δ
×
∫ ∞
0
η
N
θ
−2(1 + η
1
θ )−N−θ+δ
[
log
(
A+
η
|x− y|θ
)]−a
dη
(4.11)
for x, y ∈ RN with x 6= y and t > 0. On the other hand,
∫ ∞
1
η
N
θ
−2(1 + η
1
θ )−N−θ+δ
[
log
(
A+
η
|x− y|θ
)]−a
dη
≤
[
log
(
A+
1
|x− y|θ
)]−a ∫ ∞
1
η
N
θ
−2(1 + η
1
θ )−N−θ+δ dη
≤ C
[
log
(
A+
1
|x− y|θ
)]−a
(4.12)
for x, y ∈ RN with x 6= y. Let ǫ > 0 be sufficiently small such that 0 < ǫ < (N/θ) − 1.
Taking a sufficiently large A > 1 if necessary, we see that r 7→ rǫ[log(A+r)]−a is increasing.
Then ∫ 1
0
η
N
θ
−2(1 + η
1
θ )−N−θ+δ
[
log
(
A+
η
|x− y|θ
)]−a
dη
≤ C
∫ 1
0
η
N
θ
−2
(
η
|x− y|θ
)−ǫ( η
|x− y|θ
)ǫ [
log
(
A+
η
|x− y|θ
)]−a
dη
≤ C
∫ 1
0
η
N
θ
−2
(
η
|x− y|θ
)−ǫ( 1
|x− y|θ
)ǫ [
log
(
A+
1
|x− y|θ
)]−a
dη
≤ C
[
log
(
A+
1
|x− y|θ
)]−a ∫ 1
0
η
N
θ
−2−ǫ dη ≤ C
[
log
(
A+
1
|x− y|θ
)]−a
(4.13)
for x, y ∈ RN with x 6= y. Combining (4.11), (4.12) and (4.13), we obtain (4.10).
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Step 2. It follows from (4.10) that
∫ t
0
∫
RN
G(x− y, t− s)
[
log
(
A+
1
t− s
)]−a
|y|−N
[
log
(
A+
1
|y|
)]−b
dy ds
≤ C
∫
RN
K(x, y, t) dy,
(4.14)
where
K(x, y, t) := |x− y|θ−N
[
log
(
A+
1
|x− y|θ
)]−a
× (1 + t−
1
θ |x− y|)−δ|y|−N
[
log
(
A+
1
|y|
)]−b
.
(4.15)
Let x ∈ B(0, 1) \ {0} and t > 0. We prove that
∫
RN
K(x, y, t) dy =
4∑
i=1
∫
Ωi
K(x, y, t) dy ≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a−b+1
, (4.16)
where Ωi (i = 1, 2, 3, 4) is as in (4.8). Taking a sufficiently large A > 1 if necessary, we see
that r 7→ rθ−N [log(A+ r−θ)]−a is decreasing. Then we have∫
Ω1
K(x, y, t) dy
≤ C
∫
Ω1
(
|x|
2
)θ−N [
log
(
A+
2θ
|x|θ
)]−a
|y|−N
[
log
(
A+
1
|y|
)]−b
dy
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a ∫ |x|/2
0
r−1
[
log
(
A+
1
r
)]−b
dr
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a−b+1
.
(See also (Ω1) in the proof of Lemma 4.2.) Similarly, taking a sufficiently large A > 1 if
necessary, we obtain the following estimates (see also (Ω2), (Ω3) and (Ω4) in the proof of
Lemma 4.2):∫
Ω2
K(x, y, t) dy
≤ C
∫
Ω2
|x− y|θ−N
[
log
(
A+
1
|x− y|θ
)]−a
|x|−N
[
log
(
A+
1
|x|
)]−b
dy
≤ C|x|−N
[
log
(
A+
1
|x|
)]−b ∫ |x|/2
0
rθ−1
[
log
(
A+
1
rθ
)]−a
dr
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a−b
;
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∫
Ω3
K(x, y, t) dy
≤ C
∫
Ω3
|y|θ−N
[
log
(
A+
1
|y|θ
)]−a
|y|−N
[
log
(
A+
1
|y|
)]−b
dy
≤ C|x|θ−N+ǫ
′
[
log
(
A+
1
|x|
)]−a−b ∫ ∞
|x|/2
r−1−ǫ
′
dr
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a−b
;
∫
Ω4
K(x, y, t) dy
≤ C
∫
Ω4
|x|θ−N
[
log
(
A+
2θ
|x|θ
)]−a
|x− y|−N
[
log
(
A+
1
|x− y|
)]−b
dy
≤ C|x|θ−N+ǫ
′
[
log
(
A+
1
|x|
)]−a−b ∫ ∞
|x|/2
r−1−ǫ
′
dr
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]−a−b
.
Here 0 < ǫ′ < N − θ. These imply (4.16).
Step 3. Let x ∈ RN \B(0, 1) and t > 0. We prove that
∫
RN
K(x, y, t) dy =
4∑
i=1
∫
Ω˜i
K(x, y, t) dy ≤ C|x|θ−N log(A+ t), (4.17)
where
Ω˜1 := {|y| ≤ 1/2}, Ω˜2 := {|x− y| ≤ 1/2},
Ω˜3 := {|y| ≥ 1/2, |y| ≤ |x− y|}, Ω˜4 := {|x− y| ≥ 1/2, |y| ≥ |x− y|}.
Since |x− y| ≥ |x|/2 ≥ 1/2 for y ∈ Ω˜1, we observe from (4.15) and b > 1 that∫
Ω˜1
K(x, y, t) dy ≤ C|x|θ−N
∫
Ω˜1
|y|−N
[
log
(
A+
1
|y|
)]−b
dy ≤ C|x|θ−N . (4.18)
On the other hand, it follows that |y| ≥ |x|− |y−x| ≥ |x|/2 and |x−y| ≤ |x|+ |y| ≤ 3|y| for
y ∈ Ω˜2. Taking a sufficiently large A > 1 if necessary, we see that s 7→ s
−θ[log(A+ s−1)]−b
is decreasing. Then we have∫
Ω˜2
K(x, y, t) dy
≤ C|x|θ−N
∫
Ω˜2
|x− y|θ−N
[
log
(
A+
1
|x− y|θ
)]−a
|y|−θ
[
log
(
A+
1
|y|
)]−b
dy
≤ C|x|θ−N
∫
{|x−y|≤1/2}
|x− y|−N
[
log
(
A+
1
|x− y|
)]−a−b
dy ≤ C|x|θ−N .
(4.19)
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For y ∈ Ω˜3, it follows that |x− y| ≥ |x| − |y| ≥ |x| − |x− y|, that is, |x− y| ≥ |x|/2 ≥ 1/2.
Then we obtain∫
Ω˜3
K(x, y, t) dy ≤ C|x|θ−N
∫
Ω˜3
|y|−N (1 + t−
1
θ |y|)−δ dy
≤ C|x|θ−N
∫ ∞
1/2
r−1(1 + t−
1
θ r)−δ dr ≤ C|x|θ−N log(A+ t).
(4.20)
Furthermore, for y ∈ Ω˜4, we have |y| ≥ |x − y| ≥ |x| − |y|, that is, |y| ≥ |x|/2. Then we
observe that∫
Ω˜4
K(x, y, t) dy ≤ C|x|θ−N
∫
Ω˜4
|x− y|θ−N |y|−θ(1 + t−
1
θ |y|)−δ dy
≤ C|x|θ−N
∫
Ω˜4
|x− y|θ−N |x− y|−θ(1 + t−
1
θ |x− y|)−δ dy
≤ C|x|θ−N
∫ ∞
1/2
r−1(1 + t−
1
θ r)−δ dr ≤ C|x|θ−N log(A+ t).
(4.21)
Combining (4.18), (4.19), (4.20) and (4.21), we obtain (4.17). Therefore, by (4.14), (4.16)
and (4.17) we have (4.9). Thus Lemma 4.3 follows. ✷
Furthermore, we recall two lemmas on the fundamental solution G.
Lemma 4.4 There exists C = C(N, θ) > 0 such that
G(x− y, t− s)G(y − z, s− τ)
G(x− z, t− τ)

= G
(
y −
s− τ
t− τ
x−
t− s
t− τ
z,
(t− s)(s− τ)
t− τ
)
if θ = 2,
≤ C (G(x− y, t− s) +G(y − z, s − τ)) if 0 < θ < 2,
for x, y, z ∈ RN and τ < s < t.
Proof. In the case of θ = 2, Lemma 4.4 is shown by straightforward computations. In the
case of 0 < θ < 2, Lemma 4.4 follows from [5, Theorem 4]. ✷
Lemma 4.5 Let 0 < a < N and b ≥ 0. Then there exist C = C(N, θ, a, b) > 0 and A > 1
such that
sup
x∈RN
∫
RN
G(x− y, t)|y|−a
[
log
(
A+
1
|y|
)]−b
dy ≤ Ct−
a
θ
[
log
(
A+
1
t
)]−b
(4.22)
for t > 0.
Proof. Let δ > 0 satisfy a + δ < N . We choose A > 1 so large that φ(s) := s−a[log(A +
s−1)]−b is decreasing and s 7→ sδ[log(A+ s−1)]−b is increasing.
It follows from [9, Lemma 2.1] that
sup
x∈RN
∫
RN
G(x− y, t)φ(|y|) dy ≤ Ct−
N
θ sup
x∈RN
∫
B(x,t1/θ)
φ(|y|) dy
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for t > 0. For x ∈ B(0, 2t1/θ), we have∫
B(x,t1/θ)
φ(|y|) dy ≤
∫
B(0,3t1/θ)
φ(|y|) dy
≤ (3t
1
θ )δ
[
log
(
A+
1
3t
1
θ
)]−b ∫
B(0,3t1/θ)
|y|−a−δ dy ≤ Ct
N
θ
− a
θ
[
log
(
A+
1
t
)]−b
for t > 0. On the other hand, since |y| ≥ |x| − |x − y| ≥ t1/θ for x ∈ RN \ B(0, 2t1/θ) and
y ∈ B(x, t1/θ), we obtain
∫
B(x,t1/θ)
φ(|y|) dy ≤ Ct
N
θ φ(t
1
θ ) ≤ Ct
N
θ
− a
θ
[
log
(
A+
1
t
)]−b
for x ∈ RN \B(0, 2t1/θ) and t > 0. Then (4.22) follows, and the proof is complete. ✷
5 Proof of Theorem 1.4 with p > p∗
Let p > p∗ and α > 1. Set
W (x, t) :=
∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
α(t− s)
p
p−1
(α−1) dy ds. (5.1)
The main purpose of this section is to prove the following proposition, which concerns with
the existence of supersolutions to integral equation (I).
Proposition 5.1 Assume the same conditions as in Theorem 1.4. Let p > p∗ and W be as
in (5.1). Then there exist γ∗ = γ∗(N, θ, p) > 0 and α = α(N, θ, p) > 1 such that, for any
C0 ≥ 0, the function w defined by
w(x, t) := γ∗W (x, t) + C0t
is a supersolution to integral equation (I) in RN × [0, T ) for some T ∈ (0,∞]. Furthermore,
T =∞ if C0 = 0.
In what follows, we set
V [f ](x, t) :=
∫ t
0
∫
RN
G(x− y, t− s)f(y, s) dy ds
for nonnegative measurable functions f in RN × (0,∞).
Proof. Let p > p∗ and assume (1.7). Let x ∈ R
N \ {0}, t > 0 and U be as in (4.1). By
the letter C we denote generic positive constants which is independent of x and t and they
may have different values also within the same line. The proof is divided into 3 steps.
Step 1. It follows from p > p∗ that θp/(p−1) < N . Let α > 1 be such that θpα/(p−1) < N .
We prove that
V [Up](x, t) ≤ CγpW (x, t) + CCp0 t
p+1. (5.2)
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It follows from (1.7), (3.5) and (4.1) that
U(x, t) ≤ γ
∫ t
0
∫
RN
G(x− y, t− s)|y|
− θp
p−1 dy ds+ C0t. (5.3)
Let 1 < k < p. By the Ho¨lder inequality and Lemma 4.2 we have∫ t
0
∫
RN
G(x− y, t− s)|y|
− θp
p−1 dy ds
=
∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
α
k |y|−
θp
p−1
(1−α
k
) dy ds
≤
(∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
α ds ds
) 1
k
×
(∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
k−α
k−1 dy ds
)1− 1
k
≤ C
(
|x|θ−
θp
p−1
α
) 1
k
− 1
p
(∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
α ds ds
) 1
p (
|x|θ−
θp
p−1
k−α
k−1
)1− 1
k
= C|x|
−
λ1
p
(∫ t
0
∫
RN
G(x− y, t− s)|y|−λ2 ds ds
) 1
p
,
where
λ1 := −θ(p− 1) +
θp
p− 1
(p − α) = θ −
θp
p− 1
(α− 1), λ2 :=
θp
p− 1
α.
We remark that λ1 < θ < N and λ2 < N . Taking a suitable α > 1 if necessary, we can
assume, without loss of generality, that
λ1 > 0. (5.4)
This together with (5.3) implies that
U(x, t)p ≤ C(C0t)
p + Cγp|x|−λ1
∫ t
0
∫
RN
G(x− y, t− s)|y|−λ2 dy ds.
Then we deduce from the Fubini theorem and (3.5) that
V [Up](x, t) ≤ CγpI(x, t) + CCp0t
p+1, (5.5)
where
I(x, t)
:=
∫ t
0
∫
RN
|z|−λ2
(∫ t
τ
∫
RN
G(x− y, t− s)G(y − z, s− τ)|y|−λ1 dy ds
)
dz dτ
=
∫ t
0
∫
RN
G(x− z, t− τ)|z|−λ2J(x, z, t, τ) dz dτ
(5.6)
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and
J(x, z, t, τ) :=
∫ t
τ
∫
RN
G(x− y, t− s)G(y − z, s − τ)
G(x− z, t− τ)
|y|−λ1 dy ds.
In the case of θ = 2, by Lemmas 4.4 and 4.5 we have
J(x, z, t, τ)
≤ C
∫ t
τ
∫
RN
G
(
y −
s− τ
t− τ
x−
t− s
t− τ
z,
(t− s)(s− τ)
t− τ
)
|y|−λ1 dy ds
≤ C
∫ t
τ
∥∥∥∥
∫
RN
G(· − y, ξ(s : t, τ))|y|−λ1 dy
∥∥∥∥
L∞(RN )
ds ≤ C
∫ t
τ
ξ(s : t, τ)−
λ1
2 ds
≤ C(t− τ)
λ1
2
∫ t
τ
(t− s)−
λ1
2 (s− τ)−
λ1
2 ds
≤ C(t− τ)−
λ1
2
+1 = C(t− τ)
p
p−1
(α−1),
(5.7)
where
ξ(s : t, τ) :=
(t− s)(s− τ)
t− τ
. (5.8)
Similarly, in the case of 0 < θ < 2, we have
J(x, z, t, τ) ≤ C
∫ t
τ
∫
RN
[G(x− y, t− s) +G(y − z, s− τ)]|y|−λ1 dy ds
≤ C
∫ t
τ
(t− s)−
λ1
θ ds = C(t− τ)−
λ1
θ
+1 = C(t− τ)
p
p−1
(α−1)
.
(5.9)
Combining (5.6), (5.7) and (5.9), we obtain
I(x, t) ≤ C
∫ t
0
∫
RN
G(x− z, t− τ)|z|−λ2(t− τ)
p
p−1
(α−1)
dz dτ = CW (x, t). (5.10)
This together with (5.5) implies (5.2).
Step 2. We show that
V [W p](x, t) ≤ CW (x, t). (5.11)
For this aim, by the Ho¨lder inequality and Lemma 4.2 we obtain
W (x, t)p ≤
(∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
α(t− s)
(
p
p−1
)2
(α−1)
dy ds
)p−1
×
∫ t
0
∫
RN
G(x− y, t− s)|y|−
θp
p−1
α dy ds
≤ C|x|−λ1
∫ t
0
∫
RN
G(x− y, t− s)|y|−λ2 dy ds.
Here we used λ1 > 0 (see (5.4)). Then we deduce from (5.6) and (5.10) that
V [W p](x, t) ≤ CI(x, t) ≤ CW (x, t),
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which implies (5.11).
Step 3. Set w(x, t) := γW (x, t) + C0t. By (4.4), (5.2) and (5.11) we have
Ψ[w](x, t) ≤ C
∫ t
0
∫
RN
G(x− y, t− s) (U(y, s)p + γpW (y, s)p + Cp0s
p) dy ds
≤ CγpW + CCp0 t
p+1
for (x, t) ∈ RN × (0,∞). Then we have:
(1) Let γ > 0 and T > 0 be sufficiently small. Then Ψ[w](x, t) ≤ w in RN × [0, T ), that
is, w is a supersolution to problem (4.2) in RN × [0, T );
(2) Let C0 = 0 and γ > 0 be sufficiently small. Then Ψ[w](x, t) ≤ w in R
N × [0,∞), that
is, w is a supersolution to problem (4.2) in RN × [0,∞).
Thus the proof of Proposition 5.1 is complete. ✷
Theorem 1.4 with p > p∗ follows from Lemma 4.1 and Proposition 5.1.
6 Proof of Theorem 1.4 with p = p∗
Let p = p∗ and β > 0. Let A > 1 be as in Lemma 4.3. Set
W∗(x, t) :=
∫ t
0
∫
RN
G(x− y, t− s)g(t− s)h(f(y)) dy ds, (6.1)
where
f(x) := |x|−N
[
log
(
A+
1
|x|
)]−N
θ
, g(τ) :=
[
log
(
A+
1
τ
)]−β
,
h(η) := η [log(A+ η)]β .
(6.2)
Then
C−1|x|−N
[
log
(
A+
1
|x|
)]−N
θ
+β
≤ h(f(x)) ≤ C|x|−N
[
log
(
A+
1
|x|
)]−N
θ
+β
(6.3)
for x ∈ RN . Similarly to Section 5, Theorem 1.4 with p = p∗ follows from Lemma 4.1 and
the following proposition.
Proposition 6.1 Assume the same conditions as in Theorem 1.4. Let p = p∗ and W∗ be
as in (6.1). Then there exist γ∗ = γ∗(N, θ) > 0 and β = β(N, θ) > 0 such that, for any
C0 ≥ 0, the function w∗ defined by
w∗(x, t) := γ∗W∗(x, t) + C0t
is a supersolution to problem (4.2) in RN × [0, T ) for some T > 0.
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Proof. Let p = p∗ and assume (1.7). Let x ∈ R
N \ {0}, t > 0 and U be as in (4.1). We
use the same notation as in Section 5. The proof is divided into 3 steps.
Step 1. We show
V [Up](x, t) ≤ Cγp[log(A+ t)]p−1W∗(x, t) + CC
p
0 t
p+1. (6.4)
It follows from (1.7), (3.5) and (4.1) that
U(x, t) ≤ CγV [f ](x, t) + C0t. (6.5)
Let 1 < k < p. By the Ho¨lder inequality, (6.2) and (6.3) we have
V [f ](x, t) ≤ V [h(f)](x, t)
1
kV [f
k
k−1h(f)−
1
k−1 ](x, t)1−
1
k
≤ CV [h(f)](x, t)
1
p
×
(∫ t
0
∫
RN
G(x− y, t− s)|y|−N
[
log
(
A+
1
|y|
)]−N
θ
+β
dy ds
) 1
k
− 1
p
×
(∫ t
0
G(x− y, t− s)|y|−N
[
log
(
A+
1
|y|
)]−N
θ
− 1
k−1
β
dy ds
)1− 1
k
.
This together with Lemma 4.3 and p = p∗ = N/(N − θ) that
V [f ](x, t) ≤ CV [h(f)](x, t)
1
p
×
(
|x|θ−N
[
log
(
A+
1
|x|
)]−N
θ
+β+1
log(A+ t)
) 1
k
− 1
p
×
(
|x|θ−N
[
log
(
A+
1
|x|
)]−N
θ
− 1
k−1
β+1
log(A+ t)
)1− 1
k
≤ C[log(A+ t)]1−
1
p |x|−
θ
p
[
log
(
A+
1
|x|
)]−β+1
p
V [h(f)](x, t)
1
p .
(6.6)
By (6.5) and (6.6) we obtain
U(x, t)p ≤ Cγp[log(A+ t)]p−1ψ(x)V [h(f)](x, t) + CCp0t
p,
where
ψ(x) := |x|−θ
[
log
(
A+
1
|x|
)]−β−1
.
This implies that
V [Up](x, t) ≤ Cγp[log(A+ t)]p−1I˜(x, t) + CCp0 t
p+1, (6.7)
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where
I˜(x, t)
:=
∫ t
0
∫
RN
h(f(z))
(∫ t
τ
∫
RN
G(x− y, t− s)G(y − z, s − τ)ψ(y) dy ds
)
dz dτ
=
∫ t
0
∫
RN
G(x− z, t− τ)h(f(z))J˜ (x, z, t, τ) dz dτ
(6.8)
and
J˜(x, z, t, τ) :=
∫ t
τ
∫
RN
G(x− y, t− s)G(y − z, s − τ)
G(x− z, t− τ)
ψ(y) dy ds.
Similarly to (5.7), in the case of θ = 2, by Lemma 4.5 we have
J˜(x, z, t, τ) ≤ C
∫ t
τ
∥∥∥∥
∫
RN
G(· − y, ξ(s : t, τ))ψ(y) dy
∥∥∥∥
L∞(RN )
ds
≤ C
∫ t
τ
ξ(s : t, τ)−1
[
log
(
A+
1
ξ(s : t, τ)
)]−β−1
ds,
(6.9)
where ξ(s : t, τ) is as in (5.8). Since
1
2
(t− s) ≤ ξ(s : t, τ) ≤ t− s for
t+ τ
2
≤ s ≤ t,
1
2
(s− τ) ≤ ξ(s : t, τ) ≤ s− τ for τ ≤ s ≤
t+ τ
2
,
by (6.9) we obtain
J˜(x, z, t, τ) ≤ C
∫ t
(τ+t)/2
(t− s)−1
[
log
(
A+
1
t− s
)]−β−1
ds
+ C
∫ (τ+t)/2
τ
(s− τ)−1
[
log
(
A+
1
s− τ
)]−β−1
ds
≤ C
[
log
(
A+
1
t− τ
)]−β
.
(6.10)
In the case of 0 < θ < 2, similarly to (5.9), it follows that
J˜(x, z, t, τ)
≤ C
∫ t
τ
∥∥∥∥
∫
RN
G(· − y, t− s)ψ(y) dy
∥∥∥∥
L∞(RN )
ds
+ C
∫ t
τ
∥∥∥∥
∫
RN
G(· − y, s− τ)ψ(y) dy
∥∥∥∥
L∞(RN )
ds
≤ C
∫ t
τ
(t− s)−1
[
log
(
A+
1
t− s
)]−β−1
ds+ C
∫ t
τ
(s− τ)−1
[
log
(
A+
1
s− τ
)]−β−1
ds
≤ C
[
log
(
A+
1
t− τ
)]−β
.
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This together with (6.8) and (6.10) implies that
I˜(x, t) ≤ C
∫ t
0
∫
RN
G(x− z, t− τ)
[
log
(
A+
1
t− τ
)]−β
h(f(z)) dz dτ = CW∗(x, t). (6.11)
Then (6.4) follows from (6.7) and (6.11).
Step 2. We prove
V [(W ∗)p](x, t) ≤ C[log(A+ t)]p−1W∗(x, t). (6.12)
It follows from Lemma 4.3 and p = p∗ = N/(N − θ) that∫ t
0
∫
RN
G(x− y, t− s)g(t− s)
p
p−1h(f(y)) dy ds
≤ C
∫ t
0
∫
RN
G(x− y, t− s)
[
log
(
A+
1
t− τ
)]− p
p−1
β
|y|−N
[
log
(
A+
1
|y|
)]−N
θ
+β
dy ds
≤ C|x|θ−N
[
log
(
A+
1
|x|
)]− 1
p−1
β−N−θ
θ
log(A+ t).
Then it follows from the Ho¨lder inequality and p = p∗ = N/(N − θ) that
W∗(x, t)
p ≤
(∫ t
0
∫
RN
G(x− y, t− s)g(t− s)
p
p−1h(f(y)) dy ds
)p−1
V [h(f)](x, t)
≤ C|x|−θ
[
log
(
A+
1
|x|
)]−1−β
[log(A+ t)]p−1
∫ t
0
∫
RN
G(x− y, t− s)h(f(y)) dy ds.
By (6.8) and (6.11) we obtain
∫ t
0
∫
RN
G(x− y, t− s)W∗(y, s)
p dy ds ≤ C[log(A+ t)]p−1I˜(x, t) ≤ C[log(A+ t)]p−1W∗(x, t).
This implies (6.12).
Step 3. Set w∗ := γW∗+C0t. Let γ > 0 and T > 0 be sufficiently small. Then, by a similar
argument to that of Step 3 in the proof of Theorem 1.4 with p > p∗ we see that w∗ is a
supersolution to problem (4.2) in RN × [0, T ). Thus Proposition 6.1 follows. ✷
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