The author proposes that generalizability theory be adopted by marketing researchers as a means of assessing and improving the dependability (reliability) of marketing measures. Concepts and computational procedures are presented and the comprehensiveness and flexibility of generalizability anal/sis are illustrated. Classical reliability theory is shown to be inappropriate in many measurement situations in marketing.
In recent years, marketing researchers have become increasingly aware of the importance of measurement in both basic and applied research. However, generalizability theory, arguably the "most broadly defined psychometric model currently in existence" (Brennan 1983, p. xii) , has largely been overlooked in marketing. Peter (1977 Peter ( , 1979 briefly describes generalizability theory in a marketing context, but since Peter's writing the theory has been broadened and has become much more valuable to marketing researchers.
The purpose of this article is to review the major concepts in generalizability theory and illustrate its use as a comprehensive method of designing, assessing, and improving the dependability' of marketing measures. To 'Cronbach and associates (1963, 1972) first fully elaborated generalizability theory and coined the term "dependability" of measurements. However, the term has not been defined explicitly. One suspects they coined the term to imply that generalizability theory is more general than classical reliability theory. One might define dependability as the extent to which one can depend on a particular measurement to be an accurate representation of the set of all similar measurements that might be made in a particular measurement situation. The concept of dependability encompasses the classical concepts of internal consistency and stability but also encompasses other sources of measurement error. The author is grateful to the JMR reviewers for their valuable comments on drafts of the article.
provide a frame of reference, generalizability theory is compared with "classical" reliability theory. The distinction between classical theory and generalizability theory is somewhat artificial as the roots of generalizability theory can be traced back to the 1930s and the two theories share some common elements. However, the differences in the two theories are more important than the similarities. Generalizability theory affords the following advantages.
1. Generalizability theory is based on less restrictive assumptions. Specifically, the only assumption is random sampling of persons and measurement conditions (i.e., items, occasions, interviewers, etc.) . Classical theory, with its emphasis on parallel tests, assumes measurement conditions are strictly equivalent in content, mean, variance, and intercorrelations (Cronbach, Rajaratnam, and Gleser 1963) and does not consider the sampling of persons (Cronbach et al. 1972, p. 127 ). 2. Explicit recognition is made of multiple sources of error of measurement (i.e., items, occasions, interviewers, etc.). Each source can be estimated, as can interactions among the sources. The combined effects of these sources can be assessed. Classical reliability treats each source of error independently so that the combined effect cannot be estimated. 3. Classical reliability theory, developed around intelligence and personality testing, assumes that measurement seeks maximum differentiation of the persons tested (Cardinet, Toumeur, and Allal 1976) . In marketing the purpose of measurement often is not to differentiate persons but rather to differentiate products, advertisements, stores, groups of persons, etc. Suppose an internal consistency index, such as Cronbach's a, shows that an in-strument has low internal consistency reliability. This means that the variance attributable to the interaction of persons and items (error variance) is large in relation to the variance attributable to persons (true score variance) so that the items do not differentiate persons well. However, if our interest is in differentiating advertisements, for example, this index is meaningless. Our interest should be in error variance relative to variance attributable to the mean advertisement ratings over persons and items. Therefore classical measures of reliability are sometimes inappropriate in marketing contexts. This fact, along with the various meanings of the term "reliability," have probably hindered reliability assessment in marketing. Generalizability theory explicitly recognizes that persons are not always the object of measurement and the theory is fully capable of estimating dependability no matter what the object of measurement is. Though some marketing researchers have adapted classical methods (particularly test-retest reliability) to situations in which the objects of measurement are not persons, such attempts are sometimes cumbersome. These situations could be addressed much more easily with generalizability theory.
4. Generalizability studies are particularly useful in developing measurement designs for subsequent studies. By systematically studying various sources of error, one can develop measurement designs to reduce total error in subsequent studies. The diagnostic value of classical theory is limited to recommendations about the number of items. 5. The dependability of mean scores can be easily assessed with generalizability analysis. Marketers are frequently more interested in mean scores than in individual scores. 6. Generalizability studies can be conducted with stratified sampling plans and can be applied in the multivariate case (see Cronbach et al. 1972; Nussbaum 1984; Shavelson and Webb 1981) . 7. Generalizability coefficients, when reported precisely, are clear and unambiguous. The investigator is forced to be explicit about the universe to which he or she wishes to generalize.
These points become clearer upon closer examination of generalizability theory. The following sections review the basic concepts of generalizability theory, present a simplified method for computing generalizability coefficients, and illustrate the application of the theory in maiiceting contexts.
GENERAUZABIUTY THEORY-A REVIEW OF BASIC CONCEPTS'
The basic philosophy underlying generalizability theory is that "an investigator asks about the precision or reliability of a measure because he wishes to generalize from the observation in hand to some class of observations to which it belongs" (Cronbach, Rajaratnam, and Gleser 1963, p. 144) . For example, marketing researchers seldom are interested in generalizing a measurement over only the particular occasion on which the measure-*This section is drawn mainly itom Cronbach, Rajaratnam, and Gleser (1963) and Cronbach et al. (1972) . ment is taken (i.e., 1:03 p.m. on June 1). Interest is usually in generalizing to the set of all such occasions (usually within some time interval). There is a universe of occasions to which one wishes to generalize. Similarly, one might wish to generalize over a universe of items, interviewers, situations of observation, etc. The set of all such conditions of measurement over which the investigator wishes to generalize is the universe of generalization.
Generalizability, then, refers to the extent to which one can generalize from the observations in hand to a universe of generalization. The universe of getieralization may differ among studies according to the purposes of the studies. Therefore the investigator must defme the universe unambiguously by specifying precisely the conditions of measurement over which he or she intends to generalize in a particular study.
In generalizability terminology, a facet is a set of conditions of measurement of the same kind. For example, the set of relevant measurement occasions might constitute a facet in a particular study. A facet is analogous to a factor in analysis of variance. Conditions of a facet are analogous to levels of a factor in analysis of variance. A traditional internal consistency analysis would contain two facets, a person facet with n^ conditions and an item facet with n, conditions where n^ is the number of persons and n, is the number of items.
A facet of generalization is a set of conditions that contribute unwanted variation (measurement error) to observations in a study. These are the facets over which we wish to generalize. Therefore, the measurement instrument should minimize variance arising from these sources. Facets of generalization contribute random error but also may contribute systematic error. A facet of differentiation is a set of objects that are to be compared in a study. These are the facets that contribute desirable variance. The purpose of a study is to distinguish between these facets and therefore the measurement instrument should maximize variability arising from facets of differentiation.
For a particular scale, the facets of differentiation and generalization might differ depending on the use that will be made of the scores. Consider a scale designed to rate product concepts. The scale might be used to differentiate persons for segmentation purposes on the basis of their ratings of the products. Alternatively, the scale (and the same respondent scores) might be averaged for each product with the intent of differentiating product concepts. The facet of differentiation would be persons in the first case but would be product concepts in the second. The generalizability of the scale might be high in one case but low in the other.
The design of a generalizability study is analogous to the design of experiments. Facets are analogous to factors in analysis of variance and the conditions of a facet are analogous to levels of a factor. The conditions of a facet may be either fixed or random^ Facets may be crossed or nested. The investigator obtains measure-ments under various conditions of all relevant facets of generalization and differentiation. A coefficient of generalizability may be computed for each facet or combination of facets of generalization. (The form and computation of generalizability coefficients are reviewed in a subsequent section.) The coefficient is analogous to a traditional reliability coefficient and indicates the extent to which the observations can be generalized to the universe of similar observations.
Cronbach and associates distinguish between a generalizability (G) study and decision (D) study. A G study is designed to investigate the various sources of measurement error that arise from various conditions of measurement. A D study collects data for a particular purpose or decision. Data from the G study might also be used for a D study. Generally, however, the G study is more comprehensive. The conditions of measurement are varied systematically so that an estimate of measurement error from various sources is obtained. This information can be used in instrument refinement or in the design of subsequent D studies. The D study may contain fewer (or more) conditions, depending on the purpose of the study and the results of the G study. For example, if the G study shows that certain facets contribute little error, the number of conditions of those facets can be reduced in subsequent D studies with little loss of generalizability. Resources might be better spent to increase the sample of conditions contributing larger amounts of error so that generalizability is increased. The ability to predict and control the sources and magnitude of measurement error in subsequent studies is unique to generalizability theory and should be of great practical importance to marketing researchers.
GENERALIZABILITY ANALYSIS

Theoretical Basis
In this section a simple design is used to present the theoretical basis of generalizability analysis. The reader familiar with analysis of variance will recognize that the presentation readily generalizes to more complex designs. The presentation follows closely that of Shavelson and Webb (1981) .
Throughout this section we assume, for simplicity, that persons are the object of measurement. This assumption is not necessary. Any object of measurement could be substituted for the person facet used here.
Generalizability analysis assumes that the score of interest is a mean (or sum) score over samples of conditions of measurement. One is seldom, if ever, interested in a person's response to an individual item, for example, but in the person's mean (or sum) score over samples of all items in the universe of generalization. Consider a simple person (/?) by item (0 design with generalization over all admissible items. It is assumed that the conditions of both facets are sampled randomly from the population of persons and the universe of items, respectively, and that the design is crossed, that is, each person is administered each item. The score for a particular person on a particular item (Xp,) can be represented as
Each score component ( (rlig. The subscript pi,e indicates that the interaction variance and residual error variance are confounded in the one-observation-per-cell design. Typically a^,, is denoted simply CTp,. The variance of the observed scores (dj ) is E(Xp, -ji)^ and equals the sum of the variance components.
(2)
If we assume persons are the facet of differentiation and items are the facet of generalization, crl is analogous to true score variance in classical theory and is the universe score variance in generalizability theory, CT? and uli contribute to error variance. Generalizability theory focuses on decomposing observed variance into components of variance and much can be gained by analyzing the components, particularly the ones that contribute to error in a particular design. Examination of the components can inform us about which facets are contributing large amounts of error and should be modified in subsequent designs. An overall index of universe score variance relative to error variance is the generalizability coefficient.
A coefficient of generalizability is an intraclass correlation coefficient similar in form to the traditional classical reliability coefficient. The coefficient of generalizability (Ep^) is defined as the ratio of universe score variance (cr,^) to expected observed score variance
or, because ECT^ = cr^ + al, where ul is relative error variance (to be defined in subsequent sections).
(4)
The reader will note the similarity between the definitions of the coefficient of generalizability (equation 3) and the classical reliability coefficient. Both involve the ratio of universe (or true) score variance to observed score variance. However, there are two critical differences. First, generalizability theory allows multiple sources of error in observed score whereas classical theory allows only one source (i.e., items or occasions, etc.) in any particular reliability coefficient and defines multiple reliability coefficients (i.e., internal consistency, testretest, etc.). Second, because generalizability theory assumes random sampling of levels of facets, the generalizability coefficient is based on the expected observed score variance whereas classical coefficients are not. Therefore, the generalizability coefficient allows us to generalize the value of the coefficient to other randomly parallel measurement situations. Two measurements are said to be randomly parallel if they are both random samples from the same set of conditions in the universe of generalization. Randomly parallel measurements need not meet the restrictive parallel properties of classical theory: equal means, equal variances, and equal intercorreiations (Erennan 1983 ).
An estimate of the generalizability coefficient (Ep^) is obtained from sample estimates of the parameters in equation 4.
(5)
Ep^ is a biased but consistent estimator of Ep^ (Shavelson and Webb 1981) .
Generalizability theory distinguishes three types of error, two of which are most commonly used and are discussed here.^ The type of error used depends on the type of interpretation ofthe scores the analyst will make. The relative error variance, denoted al, is appropriate when a relative interpretation is made of the scores. For example, five advertisements might be ranked according to their scores on a copy test and the two highest ranked advertisements considered for further development. This decision is a relative one and al is the appropriate error term to apply. The relative error "can properly be applied to determine whether one of two persons tested under the same conditions has a significantly higher universe score than the other. It is relevant where a decision depends on a ranking" (Cronbach et al. 1972, p. 355) . Most marketing decisions are relative decisions, so the relative error is appropriate in most cases.
The absolute error variance, denoted (T\, is appropriate when the scores are to be interpreted in an absolute sense. For example, an advertisement may be considered for further development only if its score on a copy test exceeds some minimum score. The decision is an absolute one and the absolute error is appropriate.
The absolute error "indicates how far measures are likely to depart from their 'true' values; i.e., from the person's universe score" (Cronbach et al. 1972, p. 355) ."'
The difference between al and al is that al does not include sources of variance common to each person (object of measurement) whereas ai does. Randomly parallel tests can and usually do have different means (Brennan 1983) but when the decision is based on a ranking, variability due to these means does not enter into error variance. When interest is in estimating the absolute score this variability is considered error. Therefore, al is always at least as large as al and is usually larger. In classical theory al is always used because, by assumption, the mean scores on parallel tests are always equal. It is also interesting to note that in the person-byitem design, al/(al + al) is algebraically (but not conceptually) identical to Cronbach's a (Brennan 1983) .
This discussion of the theoretical basis of generalizability coefficients is necessarily brief. Cronbach et al. (1972) give a complete discussion, but it is difficult to follow. Brennan's (1983) presentation is more straightforward. Shavelson and Webb (1981) provide a brief review.
Procedures for Generalizability Analysis
Though the original formulation of generalizability theory contains many complex and unwieldy formulas, simplified procedures for computing coefficients have been developed (Brennan 1977 (Brennan , 1983 Cardinet, Tourneur, and Allal 1981; Rentz 1980) . The procedures of Cardinet, Toumeur, and Allal (1981) are described here because they are applicable to a broad range of measurement designs, yet are relatively simple to apply.
Three example designs, summarized in Table 1 , are used to illustrate generalizability analysis. Numerical results are available for the first design but not the other two. Thus the calculation of variances and generalizability coefficients is shown for the first design and only the computational formulas are given for the other two.
Design 1 is a simple design taken from Peter (1979) . The study involves an instrument designed to measure brand loyalty. The investigator considers items and measurement occasions as important sources of measurement error and includes these facets in a G study. Specifically, a 10-item brand loyalty scale is administered to 100 persons on three occasions. The design is a complete factorial. The intent is to differentiate persons on the basis of the brand loyalty scores. Therefore persons (P) are the facet of differentiation and items (/) and oc-'The third type of error is appropriate when a decision is based on a regression estimate of the universe score. This type of error seldom has been applied in the literature and probably has limited applicability in marketing. See Cronbach et al. (1972) for a discussion of this type of error or Shavelson and Webb (1981) for a briefer discussion.
''The absolute error commonly is used in domain-referenced (criterion-or content-referenced) interpretations of scores. Such interpretations are likely to be rare in marketing and are not treated in detail here. If such interpretations are made, the generalizability coefficient should be modified slightly. Sometimes one can simply substitute ai for al in equation 4, but not always. For further discussion and references, see Brennan (1983, p. 108-9) , Kane and Brennan (1980) , and Shavelson and Webb (1981, p. 145 We wish to compute the extent to which we can generalize the scores to the universe of items and occasions. All facets are considered random in the ANOVA sense. Whether items should be considered random or fixed is a difficult issue. Items usually are considered randomly chosen from a universe of items, though they obviously are not in most cases. Few researchers would suggest, however, that the items in a particular instrument exhaust the set of possible items. In practice, items usually are considered random facets, but the effect of considering items fixed can be determined easily with generalizability analysis.' Design 2 is a hypothetical example that illustrates a more complex design involving more facets and nesting of facets. Salespersons' perfonnance is measured on the 31-item scale developed by Behrman and Perreault (1982) . The intent is to differentiate salespersons, so salespersons are a facet of differentiation. A G study is conducted in which the scale is administered on two occasions to estimate generalizability over occasions. Thus the facets of generalization are items and occasions, both considered random.
The investigator expects that sales territories may contribute to variation in salespersons' scores. Territories are selected randomly and within each territory salespersons are selected randomly. Therefore, territories are included as a random facet of differentiation and salespersons are nested within territories. In general, classification and stratification variables should be included as differentiation facets to determine whether these variables affect the variance of the objects to be differentiated. If the components of variance for these facets are small, they can be eliminated from the design in subsequent D studies (Cardinet, Toumeur, and Allal 1981) .* Design 3 is a hypothetical example using the same sales performance scale but for a different purpose. A company intends to use the same sales performance scores, averaged over salespersons within each territory, as a 'See Rozeboom (1978) for a criticism of the random sampling assumption in generalizability theory.
'When the object of measurement is stratified with respect to fixed subpopulations, it is desirable to conduct separate analyses for each level of the subpopulation as well as the overall analysis. For example, if territories were considered fixed in design 2, a separate analysis for each territory should be conducted. If the variance components differ substantially across subpopulations (territories), measurement is biased and fiirtiier comparisons and decisions should be made separately for each subpopulation (territory) to eliminate the bias. For further discussion see Brennan (1983 
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measure of territory (or the territory managers') performance. In each territory, salespersons are selected randomly and the instrument is administered on two occasions.
In this design the object of study is the territory (or territory manager) so territory (/) is the facet of differentiation. Salespersons (5) are a facet of generalization whereas in design 2 salespersons are a facet of differentiation. The two designs are intended to illustrate the fact that the universe of generalization and the generalizability of the scale may differ among studies, depending on the type of interpretation that will be made of the scores.
In design 3, assume the company includes all of its territories in the study so that territories are a fixed facet of differentiation. Salespersons, items (/), and occasions {O) are random generalization facets. Table 2 summarizes Cardinet, Toumeur, and Allal's (1981) procedures for conducting generalizability analysis.^ The procedures involve three phases, (1) traditional analysis of variance techniques, (2) the techniques of generalizability analysis, and (3) modifying the initial design on the basis of the results of phases 1 and 2.
The objective of phase 1 is to estimate variance components for each source of variance in the design. Because the estimates are based on traditional analysis of variance techniques, the steps are not explained here. Table 1 lists the sources of variation for the three example designs. Several ANOVA computer programs calculate components of variance, for example, BMDP8V from the Biomedical Computer Programs (Dixon and Brown 1979) and GENOVA (Brennan 1983 , Appendix E). GENOVA also will perform all the calculations discussed here. Some computer programs allow unbalanced designs. Shavelson and Webb (1981) , though referring to the estimation of variance components in unbalanced designs as the "Achilles' heel" of generalizability theory, recommend the use of Rao's (1971 Rao's ( , 1972 ) MIVQUE approach, available in the VARCOMP procedure in the Statistical Analysis System (SAS Institute, Inc. 1982).
The components of variance for design 1 follow.
Source of variance (a)
Subjects ( 'Brennan (1983) notes that these procedures involve the assumptions that (1) no differentiation facet is nested in a generalization facet, (2) no facets are sampled from a finite universe, though facets may be fixed (i.e., the conditions of the facet exhaust the set of conditions in the universe), and (3) the G and D study designs employ the same facets and nesting relationships (though the number of conditions of facets may differ in the G and D studies). When these assumptions do not hold, the procedures of Brennan (1983) are recommended. 
Random model variance components (d^).
Compute the estimate of the component of variance corresponding to each effect assuming all effects are random.
Mixed model variance components (al).
If the design includes one or more fixed facets, adjust the random model component(s) to obtain the corresponding mixed model components. Use these estimates in subsequent steps.
Phase 2. Generalizability analysis 5. Measurement design(s).
Define one or more designs to be analyzed by steps 6 through 11. 6. Control of coherence.
Verify that there are no differentiation facets nested within generalization facets. 7. Active variance a. Eliminate all components which include one or more fixed facets of generalization in their primary subscripts. b. Adjust fixed differentiation facets. For all sources that include a fixed differentiation facet in their primary subscript, multiply the variance component by (nf -1)//)/, "/ being the number of levels of the fixed facet under consideration.
Differentiation variance (&f).
The differentiation variance is the sum of all components of the active variance that include only differentiation facets in their primary subscript.
Absolute error variance {&i).
Sum all the remaining components, after dividing each by the product of the numbers of levels of generalization facets appearing in the total subscript of the particular component.
Relative error variance (al).
Extract from the absolute error variance and sum, with their coefficients, all components that include at least one differentiation facet in their total subscript. 11. Generalizability coefficient(s) (Ep^).
Divide the differentiation variance by the sum of the differentiation variance and the relative error variance.
Phase 3. Modifications and optimization designs
From the results of the preceding analysis, define one or more modifications of the design in order to decrease error or to decrease costs. Repeat steps 3, 4, and 6 through 11.
Source: Adapted from Cardinet, Toumeur, and Allal (1981) .
Inspection of the components can yield useful information about the measurement design. In fact, the focus of generalizability analysis is on analyzing components of variance rather than on the summary generalizability coefficient. The component for subjects is relatively large, which is desirable because subjects are the facet of differentiation. Among the facets of generalization, the components for items and interactions with items are small whereas the components for occasions and interactions with occasions are large. This fmding suggests that, in subsequent studies, the number of items could be reduced without significant loss of generalizability. In contrast, occasions contribute significant error and the sampling of occasions may need to be increased if a higher level of generalizability is desired. Modifications of the design are considered more extensively in the discussion of phase 3. The generalizability analysis (phase 2) begins with the specification of one or more designs to be analyzed (step 5). When conducting the G study and estimating variance components, the researcher need not specify which facets are facets of generalization or differentiation or which facets are fixed or random. Therefore, many designs can be analyzed with the data from one G study. For example, one might wish to examine the impact of considering items fixed in design 1. The only modification necessary is to adjust the variance components in step 4. The analysis of designs 2 and 3 could be conducted with the data from a single G study.
In step 6, verify that there are no differentiation facets nested within generalization facets. Otherwise, differentiation variance and error will be confounded. In designs 2 and 3, a generalization facet is nested in a differentiation facet, which is acceptable.
Step 7 consists of two substeps that adjust for fixed facets. First, eliminate all components that include one or more fixed facets of generalization in their primary subscripts (see Table 2 , step 1, for a definition of primary subscripts). Fixing a facet of generalization has the effect of removing the facet from error variance. The remaining components constitute the "active variance." None of the example designs contains a fixed facet of generalization. Fixing a facet of generalization reduces error variance, but the price paid is a restriction of the universe of generalization. Generalization is over only the particular conditions in the study and not the universe of conditions. In the second substep, for all sources of variation that include a fixed facet Of differentiation in their primary subscript, multiply the variance component by {nj -I)/"/, «/ being the number of levels (not the degrees of freedom) of the fixed facet. This adjustment is necessary because Under the Tukey-Comfield model, these components are defmed with a coefficient of (rif -1) in their denominators. The parameters of generalizability theory, on the other hand, are defmed in terms of mathematical expectancies with a coefficient of nf in their denominators. The adjustment... is necessary to avoid bias, which can be substantial when the value of Hf is small (Cardinet, Tourneur, and Allal 1981, p. 193) .
In design 3, territories (7) are a fixed facet of differentiation and the components of variance for sources J, JI, JO, and JIO would be multiplied by {rij -l)/nj, where «, is the number of territories.
In step 8, the differentiation variance (universe score variance) is calculated. The differentiation variance is the sum of all components of the active variance that include only differentiation facets in their primary subscripts. The components of variance that contribute to universe score, absolute error, and relative error variance for the three designs are shown in Table 1 . Notice that the components of variance which contribute to universe score variance and to error variance differ for designs 2 and 3 even though the same scale is used for both designs.
The absolute error variance is calculated in step 9. All the remaining components are summed, after each component has been divided by the product of the numbers of levels of generalization facets appearing in the total subscript. When one is inspecting the variance components from a G study, it is important to recall that the value of the error components entering into the error term will be reduced by this division. A variance component for items in a 50-item scale may appear large, but the quantity that enters the error term is the value of the component divided by 50.
The relative error variance (step 10) is composed of variability due to the interactions of random generalization facets with differentiation facets. It is interesting to note that the (non-nested) main effects for facets of generalization do not contribute to relative error variance. The reason, as previously explained, is that when relative interpretations are made, the effects of these sources are constant for each person (or other facet of differentiation). However, the interaction of these sources with facets of differentiation does contribute to relative error. To compute the relative error variance, extract from the absolute error variance and sum, with their coefficients, all components that include at least one differentiation facet in their total subscript. The final step (step 11) is to compute the generalizability coefficient by dividing the differentiation variance by the sum of the differentiation variance and the relative error variance. For design 1 the generalizability coefficient is* The coefficient estimates the generalizability over items and occasions of the set of 100 brand loyalty scores. It can be interpreted as the correlation between the set of 100 scores and another set of 100 scores obtained with another set of 10 items on another three occasions (Rentz 1980) . The magnitude of the coefficient can be interpreted in the same manner as a traditional reliability coefficient and "acceptable" levels are similar to those recommended by Nunnally (1978) for reliability coefficients. The coefficient applies to the mean score over 'This value does not agree with the value computed by Peter (1979) . It appears that Peter failed to divide the error components of variance by the appropriate counts. items and occasions (or the sum score over items and occasions).' Note that when reporting generalizability coefficients, one must report the universe of generalization (items and occasions in this example). The generalizability coefficients for designs 2 and 3 would be computed in a similar manner.
The greatest benefits of generalizability analysis are derived in phase 3 when modifications to the measurement design are analyzed and an optimal design chosen (optimal in the sense that maximum generalizability is achieved within cost or other practical constraints or, alternatively, that costs are reduced while an acceptable level of generalizability is maintained). An example with design 1 illustrates the types of modifications that might be considered.
The generalizability coefficient for design 1 (.936) is very high. Costs would be reduced greatly by decreasing measurement occasions from three to one. In fact, it is anticipated that in most D studies the scale would be administered on only one occasion. The generalizability of the scale when the number of occasions is one is estimated easily by changing the value of «" from 3 to 1 in the formula for the relative error variance (Table 1) . When Hg equals 1, &l equals .3683 and the generalizability coefficient equals 1.892/(1.892 + .3683) = .8371. Generalizability has been reduced but is perhaps acceptable for most D studies. Now consider reducing the number of items rather than the number of occasions. Changing the value of n, from 10 to 5 in the equation for the relative error variance (Table 1 ) results in an error variance of . 1783 and a generalizability coefficient of .9139, a very high level. The joint impact of reducing occasions and items also can be estimated. Changing the value of «" from 3 to 1 and the value of rt, from 10 to 5 results in an error variance of .5016 and a generalizability coefficient of .7904. hiterestingly, one also can estimate generalizability for a measurement design frequently used and frequently criticized in marketing-the single item administered on a single occasion. When n, and «" both equal 1, the error variance for design 1 is 1.568 and the generalizability coefficient is .547, probably unacceptable for most D studies. However, when the universe of items is very homogeneous it is possible that a single-item scale could have acceptable generalizability. The use of such a scale should certainly be justified with evidence from a G study.
In the case of an unacceptably low generalizability coefficient, plans could be made to increase generalizability in subsequent D studies by increasing the number of levels of certain facets. The values of the components 'Designs 1 and 2 illustrate a situation where scores are either summed or averaged over items and occasions. In design 3 scores are summed or averaged over items and occasions then averaged for each territory. All three designs illustrate the computation of generalizability for a mean score. Generalizability coefficients for sums and means are the same (Rentz 1980) , so the formulas shown apply to either sums or means.
of variance and the formula for error variance will indicate which facets contribute substantial error. Increasing the levels of these facets will produce the greatest increase in generalizability. The impact of increasing levels of facets can be computed by substituting different values for n^, just as in the preceding examples when the levels were decreased.
These examples illustrate one of the major advantages of generalizability analysis-the ability to design subsequent D studies more efficiently on the basis of information from the G study. By trading off desired levels of generalizability and costs, one can design an "optimal" D study. The use of generalizability analysis to modify subsequent designs in a long-term testing program is described by Johnson and Bell (1985) .
When reporting G studies, one should include the values of the components of variance so that users can design their own D study. The measurement design and universe of generalization should be specified clearly so that the resulting generalizability coefficient is unambiguous.
GENERALIZABILITY THEORY AND VALIDITY
Generalizability theory blurs the traditional distinction between reliability and validity. For example, if "method of measurement" is included as a facet in a generalizability study, the issue addressed is one of convergent and discriminant validity. Cronbach and associates (1963, p. 157) address the validity issue as follows.
Our rationale requires the investigator to start his G study by defining the universe that interests him, and then to oi)serve under two or more independently selected conditions within that universe. The calculations tell him how well the observed scores represent the universe scores. Since the universe is a construct that he introduces because he thinks it has explanatory or predictive power, an investigation of generalizability is seen to be an investigation of the 'construct validity' of the measure. . . . The theory of 'reliability' and the theory of 'validity' coalesce; the analysis of generalizability indicates how validly one can interpret a measure as representative of a certain set of possible measures.
The relationship between generalizability theory and validity has been discussed much more thoroughly by Kane (1982) . Kane's conceptual view of validity is summarized as follows (p. 139).
Since the universe score for each object of measurement has been stipulated to be the value of the attribute for the object, a measurement procedure is valid to the extent that it estimates the universe scores accurately. For a measurement procedure consisting of random sampling from the universe of generalization, the observed score is an unbiased estimate of the universe score. . . . Since the generalizability coefficient . . . indicates how accurately universe scores can be inferred from observed scores, it can be interpreted as a validity coefficient. Therefore, if a dispositional attribute were clearly specified in terms of a universe of generalization and if ran-dom samples could be drawn from this universe, validation would be relatively straightforward. Unfortunately, the universe of generalization is usually not so clearly defined, and this complicates the analysis of validity.
Although a generalizability coefficient can be an index of validity, most estimated generalizability coefficients are not validity coefficients. The interpretation of [the generalizability coefficient] as a validity coefficient depends on the strong sampling assumption that the observed scores are based on random samples from the intended universe of generalization. For most observed scores, inferences are made to a universe of generalization that is much broader than the universe from which the observations are sampled. It is not unusual, for example, for inferences to be drawn about broadly defined universes of behaviors on the basis of responses to a particular type of written test item. In such cases, it is unreasonable to assume that the observations are a random sample from the universe of generalization for the attribute. Cronbach et al. (1972, p. 352) have pointed out that "investigators often choose procedures for evaluating the reliability that implicitly define a universe narrower than their substantive theory calls for. When they do so, they underestimate the 'error' of measurement, that is, the error of generalization." Thus, the extent to which a generalizability coefficient can be interpreted as a validity coefficient depends on the extent to which the universe of generalization is defined adequately and the extent to which the universe is sampled randomly. An adequate definition of the universe would contain a complete delineation of the facets and conditions of facets in the universe. The determination of relevant facets can be informed by theory pertaining to the construct under investigation and previous studies on the measurement of the construct. Delineation of the conditions of each facet is similar to defining the domain of items in classical theory. In a particular G study it is likely that only a subset of these facets would be investigated. In this case the generalizability coefficient is best interpreted as a reliability coefficient indicating the extent to which one can generalize over the particular subset of facets. However, Kane suggests that evidence for validity can be built through a series of G studies, each investigating different facets of the universe.
DISCUSSION
Generalizability theory, currently replacing classical theory in educational and psychological measurement (Conger 1981) , is a comprehensive and flexible method of assessing and improving the dependability of measurements. The analysis procedures reported by Cardinet, Toumeur, and Allal (1981) and reiterated here reduce the complexity in computing coefficients.
Despite the advantages of generalizability theory, Peter (1979) suggests two considerations which, in his opinion, may limit its use in marketing. First, he suggests that the design and interpretation of generalizability studies can become very complex. He cites the difficulties in interpreting three-or four-way interactions. However, the design of G studies is no more complex than experimental design. Though higher order interactions are difficult to interpret, they should not be ignored. Traditional methods of reliability assessment simply mask these interactions. The power of generalizability theory over traditional methods is analogous to the power of ANOVA over a series of t-tests. Indeed, the existence of interactions argues in favor of generalizability (and ANOVA), not against it.
Second, Peter correctly suggests that "whether generalizability studies are profitable (reward-cost) depends on how important the various sources of error variance are expected to be in a measurement procedure" (p. 12). He further suggests that the primary source of measurement error is the items in a scale. Whether items are the primary source of error in marketing seems to be a matter of empirical investigation. Currently, the evidence is that at least one other source, measurement occasions, contributes significantly to measurement error in marketing applications (see Peter's 1979 review of marketing studies reporting test-retest reliability). The joint impact of error from items and occasions is a matter worthy of investigation.
The use of classical reliability theory with its many definitions of error and different reliability coefficients has led some marketing scholars to the tenuous position of suggesting which is the "best" determinant of reliability. In a widely cited and otherwise excellent article, Churchill (1979, p. 68) states, "Coefficient alpha absolutely should be the first measure one calculates to assess the quality of the measurement." He further suggests that "test-retest reliability should not be used. The basic problem with test-retest reliability is respondents' memories" (p. 70). Viewed in terms of generalizability theory, the problem is clearly not one of identifying the "best" measure of reliability in marketing but of empirically determining what the important sources of measurement error are. It has been shown empirically that measurement occasions are important sources of error in marketing measures and therefore cannot be ignored.
Further study is needed to determine other important sources of error in marketing measurement. Certainly the interviewer might be one important source. Are marketing measurements generalizable from one set of interviewers to the universe of interviewers, or does the selection of interviewers contribute significant error? Attempting to integrate generalizability theory and covariance structure analysis seems to be another promising line for future research. Brennan (1983, p. 121-2) discusses the relationship between the two theories as well as the relationship between generalizability theory and latent trait theory.
Generalizability theory should be adopted as a means of assessing the dependability of marketing measurements. Classical theory is inappropriate in many marketing situations. For simple measurement designs classical theory is sometimes appropriate, but when the design is more complex, when the facet of differentiation is not persons, or when multiple sources of measurement error are present, generalizability theory is preferable as a means of assessing and improving the dependability of marketing measures.
