We obtain the best possible constants in preservation inequalities concerning the usual first modulus of continuity for the classical Szász-Mirakyan operator. The probabilistic representation of this operator in terms of the standard Poisson process is used.
Introduction and main results
For any t > 0, the Szász-Mirakyan operator S t is defined by where f is any real function defined on [0, ∞) such that S t |f |(x) < ∞, x 0. The purpose of this note is to give explicit expressions for the best constants in preservation of global smoothness, as defined by is the usual first modulus of continuity of f , and L is the set of all real functions defined on [0, ∞) such that 0 < w(f ; 1) < ∞.
S t f (x)
Observe that no generality is lost if we assume that t = 1. In fact, if t > 0 and f ∈ L, let f t ∈ L be defined as f t (x) := f (x/t), x 0. Since S t f (x) = S 1 f t (tx), x 0, we see from (1.2) that C t (δ) = C 1 (tδ), δ > 0, and that C t = C 1 . Accordingly, we simply denote by C(·) := C 1 (·) and by C := C 1 .
The main ingredient to obtain exact expressions for C(·) and C is the probabilistic representation of the operator S 1 in terms of the standard Poisson process (N x , x 0). Recall that (N x , x 0) is a process starting at the origin, having independent stationary increments and right-continuous nondecreasing paths, and such that, for each x > 0, N x has the Poisson distribution with mean x, that is,
From (1.1) and (1.3), we can write
where E denotes mathematical expectation. Let Q + and N be the sets of positive rational and positive integer numbers, respectively, and denote by x the integer part of x. The main results are the following. 
In addition, the function C(·) satisfies the following properties: 
Theorem 1.2. We have
As far as we know, Kratz and Stadtmüller [8] were the first to consider the problem of preservation of global smoothness for a large class of univariate discrete operators. Such a problem has been subsequently developed and extended in many diverse directions, including univariate continuous operators (cf. [2] ), multivariate operators (cf. [3] [4] [5] [6] ), and other moduli of smoothness (cf. [5, 6] ). Formulae (1.5) and (1.6) were mentioned in [2] and referred to a preprint by Adell and Pérez-Palomares for a proof. Such a preprint has never been submitted. On the other hand, our colleagues de la Cal and Cárcamo [5, 6] used formulae (1.5) and (1.6) in a multivariate setting and thus encouraged us to submit a proof of them. As a result, we present here a simplified proof of these two formulae.
Proof of Theorem 1.1
The following auxiliary result will be needed.
Lemma 2.1. For any δ > 0 and n = 2, 3, . . . , we have
Proof. Let u > 1 and k ∈ N with k n. By Markov's inequality, we have
thus implying that
The conclusion follows by choosing u = n. 2
Proof of Theorem 1.1. By virtue of (1.4), S 1 is a probabilistic operator of the form considered in [2] . Since the Poisson process satisfies the requirements in [2, Theorem 1], we have for any δ > 0
where x is the ceiling of x, that is, the smallest integer not less than x. On the other hand, the well known Poissongamma relation states (cf. [7, p. 190] ) that
Hence, formula (1.5) follows from (2.1) and (2.2). By the central limit theorem for the standard Poisson process, we have P (N δ > δ) → 1/2, as δ → ∞. Therefore, from (2.1) and Lemma 2.1 with n = 2, we obtain
Denote by 1 A the indicator function of the set A. Since x x (1 + x)1 (0,∞) (x), x 0, we have for any δ > 0
This, in conjunction with (2.1), completes the proof of part (a). Obviously, the function x → x , x 0 is continuous on (0, ∞) \ N. Therefore, by (1.5) and dominated convergence, we see that C(·) is continuous on (0, ∞) \ Q + . Let q := m/n ∈ Q + be as in part (b). The right-continuity of C(·) at q follows from (1.5), the dominated convergence theorem and the right-continuity of the function x → x , x 0. Finally, observe that
Again by dominated convergence, (2.1), (2.2), and (2.4), we have
This completes the proof. 2
Proof of Theorem 1.2
We start with the following.
Lemma 3.1. For any δ > 0, we have
Proof. The conclusion follows from (2.1) and the inequalities
The following result was shown by Teicher [9] (see also [1] ). N n n) , n ∈ N) strictly decreases to 1/2.
Lemma 3.2. The sequence (P (
Proof of Theorem 1.2. By (1.2), (2.1) and Theorem 1.1(b), we have
To show the converse inequality, we distinguish the following cases.
Case 0 < δ 1. From (2.1) and (2.3), we have
Case 1 < δ 2 − e −1 . It readily follows from (1.5) that
Case 2 − e −1 < δ < 5/3. By (1.5) and (2.2), we see that
since, by virtue of (1.3), the function f (δ) := δ − P (N δ 3) is increasing in (2 − e −1 , 5/3), and f (5/3) 2 − e −1 , as follows by calculus.
Case 5/3 δ < 2. Proceeding as in the previous case, we have
Case 2 δ < 7. Let n = 2, 3, . . . , 6, and assume that δ ∈ [n, n + 1/2). Since the standard Poisson process has nondecreasing paths, we have
Let k ∈ N be fixed. As follows from (1.3), the function g(δ) := P (N δ = k) increases for 0 < δ k and decreases for δ > k. Hence,
We therefore conclude from Lemma 3.1, (3.1) and (3. This concludes the proof. 2
