The complex scaling method combined with the stochastic variational approach has been used to calculate the energy and widths of a number of L = 0 resonant states of the positron-hydrogen system. The interparticle correlation functions reveal evidence of cluster formation in the resonance state. The lowest L = 0 resonance associated with the H͑n =2͒ threshold shows a bulge in the e − -e + correlation function located at the same distance as the probability maximum of the Ps͑1s͒ state. The existence of low-energy positron-hydrogen resonances have been demonstrated in a number of studies ͓1-8͔. These resonances are regarded as Feshbach resonances associated with the degenerate hydrogen ͑H͒ and positronium ͑Ps͒ thresholds. A positron moving in the field of an excited hydrogen atom experiences a dipole potential due to the l degeneracy of the states. Similarly, the l degeneracy of the Ps levels also leads to a dipole field for excited state Ps in the field of the proton.
The existence of low-energy positron-hydrogen resonances have been demonstrated in a number of studies ͓1-8͔. These resonances are regarded as Feshbach resonances associated with the degenerate hydrogen ͑H͒ and positronium ͑Ps͒ thresholds. A positron moving in the field of an excited hydrogen atom experiences a dipole potential due to the l degeneracy of the states. Similarly, the l degeneracy of the Ps levels also leads to a dipole field for excited state Ps in the field of the proton.
The present work uses the complex scaling ͑CS͒ method ͓9-11͔ to determine the energies and widths of a number of e + -H resonances. In the complex scaling method, the resonant wave function can be made square integrable by rotating the coordinates into the complex plane. Thus, the resonance wave function can be described by an L 2 basis set expansion. The present work uses the explicitly correlated Gaussian ͑ECG͒ basis ͓12-15͔ which has become increasingly popular over the last decade. This is due to the ease with which the Hamiltonian can be evaluated and furthermore the ability to easily describe interparticle correlations between any pair of particles. Crucial to the performance of an ECG basis is the importance of optimizing the nonlinear parameters of the correlated Gaussian. This is done using the stochastic variational method ͑SVM͒ which is an algorithm designed to perform a trial and error search for the optimal basis set as efficiently as possible ͓14-16͔. Previously, the CS-SVM method has been applied to the calculations of excitonic resonances in two and three dimensions ͓11͔. The energies and widths of all resonant states are reported in atomic units.
The resonant states investigated in the present work have an orbital angular momentum of zero. The ECG basis functions take a very simple form when L = 0 and the spatial part of an ECG can be written
where x is one of the Jacobi coordinates of the few-body system. The complex scaling procedure is used for the determination of the resonance state. In the case of a pure Coulomb interaction the complex scaled Hamiltonian can be written as
where T is the kinetic energy operator and V C are the Coulomb interactions. The complex scaling parameter ⌰ is an arbitrary real parameter satisfying the inequality 0 Ͻ⌰ Ͻ / 2. A generalized variational principle ͓9,10͔ can be applied to the complex scaled Hamiltonian. This leads to the matrix equation
where the kinetic energy, potential energy and overlap matrices are functions of the exponent matrix, A j , e.g.,
The calculation of resonances with the stochastic variational method follows the approach presented in Ref. ͓11͔ which is different from an earlier implementation ͓17͔. The calculation is carried out in five steps.
In step ͑1͒ a standard SVM calculation is performed with a fixed basis size, e.g., N ECG = 300. In this calculation, the non-linear parameters are optimized for the ground state. The nonlinear parameters are constrained to obey the condition A Ͼ 6.4ϫ 10 −5 . In step ͑2͒, a CS calculation is carried out with the basis ͑e.g., the set of nonlinear parameters͒ that was generated during step ͑1͒. The complex energies of the scattering states tend to rotate in the complex plane as ⌰ changes. The energies of bound or resonant states stay fixed. Having the result of the CS calculations with several ⌰ values one can easily estimate the positions of several resonances.
Step ͑3͒ uses the standard SVM to optimize the energy of the state with its energy closest to the energy of a selected resonance state found from step ͑2͒. This is done by increasing the basis set in steps of 5 while optimizing the energy of the resonant state found in step ͑2͒. The exponents of the ECGs are constrained as in step ͑1͒.
In step ͑4͒, the energy spectrum is computed and the state which is closest to the estimated position of the resonance is then chosen as the resonant state. Then step ͑3͒ is repeated with a further increase in accuracy. Steps ͑3͒ and ͑4͒ are repeated until the resonance position is deemed to be sufficiently well converged. Occasionally, the calculation is cycled back to step ͑2͒ for a better estimate of the resonant state energy. Typically, the final size of the basis ranges between 600 to 1000 ECGs.
In the final step ͑5͒, a CS calculation is carried out using the nonlinear parameters found in steps ͑3͒ and ͑4͒. At this stage the resonance energy E and the width ⌫ are determined. This five step approach to the computation of resonance wave functions will be called the complex scaled stochastic variational method ͑CS-SVM͒.
The position of the resonance is not absolutely stationary as ⌰ is varied. This is an inevitable consequence of a finite size basis and in CS theory the movement of the resonance is called the ⌰ trajectory ͓9,10͔. Table I gives a summary of the resonance positions and widths from the present CS-SVM calculations. Results are given for a nucleus with a finite ͑m = 1836.15m e ͒ and infinite mass. The uncertainty in the determination of the resonance energy is of order 10 −6 to 10 −5 Hartree with the uncertainty for a given threshold being larger for the higher members of the series converging to that threshold. Table I also gives resonance parameters from a hyperspherical calculation ͓5,6͔ and two complex scaling calculations using a Hylleraas basis ͓3,8͔. The two complex scaling calculations with the Hylleraas basis have a common author, and it is interesting to note that total energies of the resonance positions have generally decreased ͑i.e., become more negative͒ in the later calculation with a larger basis. While the resonance positions do not obey a formal variational principle, it is often the case that the resonance energies decrease as the dimension of the basis increases. A larger basis with more flexibility is better able to describe the interparticle correlations and this often leads to a decrease in the energy. This tendency was certainly apparent in the present CS-SVM calculations, indeed the algorithm itself proceeds by the minimization of the energy of the pseudostate closest to a series of successive estimates of the resonant energy. It is likely that the most accurate resonant parameters listed in Table I are those with the most negative energies. But it must be stressed that this cannot be justified in a rigorous sense.
One useful feature of the complex scaling approach is that the resulting wave function is an L 2 function. This makes it possible to examine the structure of the resonance wave function in detail.
The correlation functions for the lowest resonance associated with the H͑n =2͒ threshold are pictured in Fig. 1 . The correlation function, C͑r͒ at a given r is simply the probability of finding a given pair of particles a distance r apart. In the case of the p-e − and p-e + particle combinations, the correlation function is just the radial probability density. The e + -e − correlation function is defined 
. ͑7͒
The radial correlation function for a spherically symmetric state can be defined by C ep ͑͒ =4 2 C ep ͑͒. Naturally, integrating the correlation function over r will yield unity, i.e.,
The wave function used in evaluating Eq. ͑7͒ can be the real wave function or the rotated wave function. The complex part of the rotated wave function is usually very small and both wave functions give almost identical correlation functions. The intuitive view of these resonances is that of a positron bound in the dipole field of the H͑n =2͒ levels. To a first approximation this seems a good description. The p-e − correlation function is very similar to the correlation function of the H͑2s͒ state. The p-e + C͑r͒ reveals that the positron is localized outside the electron charge distribution with a mean radius of about 20a 0 .
However, the e − -e + correlation function reveals an additional degree of structure at small electron-positron separation distances. The closer view of the small bump near Ϸ 2 a 0 shown in Fig. 2 revealed that it is similar in shape to the correlation function of the Ps͑1s͒ state. The reason for the bump is the attractive electron-positron interaction. The localization of electron charge density around a positron is an almost universal theme in mixed electron-positron systems ͓18-22͔. The effect is particularly noticeable in studies of the structure of atomic bound states with an attached positron ͓22͔. For parent atoms with small ionization potentials one finds the electron-positron localization to be so extreme that the system itself is best visualized as ground state positronium moving in the field of the residual ion ͓22͔. The small size of the bump near =2 a 0 is consistent with Fig. 1 which shows that the positron reaches its peak density at distances much further from the nucleus than the electron.
One feature of Fig. 1 is the difference between the p-e − and H͑2s͒ correlation functions near r =2 a 0 . This is probably due to the degeneracy between H͑2s͒ and H͑2p͒ states. Any component of the H͑2p͒ state present in the e + H wave function is expected to alter the correlation function in the following ways. The nodal surface between the two lobes of the H͑2s͒ will be eradicated and the secondary maxima close to the nucleus will decrease in magnitude. This is entirely consistent with the p-e − correlation functions. The presence of a H͑2p͒ component in the wave function would not be expected to alter the p-e − correlation function near its peak, and this is also consistent with Fig. 1 .
The correlation functions for a second resonance associated with the H͑n =2͒ state are depicted in Fig. 3 . The p-e + correlation function for this resonance is similar to that of the lowest-energy resonance. However, in this case the positron is less tightly bound to the atom and this is revealed in the + correlation functions reveal that the electron and positron are most likely to be found a large distance from the nucleus.
The positions and widths of a number L = 0 resonances of the e + -H system have been determined by the application of complex scaling to the stochastic variational method. The values are in reasonable agreement with those obtained from earlier calculations. Examination of the wave functions reveals the formation of clusters due to the attractive interaction of the electron with either the positron or proton. For example, the resonances just below the H͑n =2͒ threshold, which are best described as a positron bound to the dipole field of the degenerate H͑2s :2p͒ states, also exhibits some localization of the electron around the position with an interparticle charge distribution similar to the Ps͑1s͒ state.
The CS-SVM method is not restricted to positronic systems. One possible application would be to resonances of the negative helium ion. The negative helium ion is a threeelectron system, and it is much more tedious to use a Hylleraas type basis on such a system than for a two-body system. Most of the calculations so far reported for the helium ion use single center basis sets ͓23͔. Application of the CS-SVM could improve the precision of existing estimates of the position and width. Additionally, it would allow the investigation of interparticle correlations in increased detail. 
