Abstract. A partial lattice P is ideal-projective, with respect to a class C of lattices, if for every K ∈ C and every homomorphism ϕ of partial lattices from P to the ideal lattice of K, there are arbitrarily large choice functions f : P → K for ϕ that are also homomorphisms of partial lattices. This extends the traditional concept of (sharp) transferability of a lattice with respect to C. We prove the following:
1. Introduction 1.1. Background. A lattice P is transferable (resp., sharply transferable) if for every lattice K and every lattice embedding ϕ, from P to the lattice Id K of all ideals of K, there exists a lattice embedding f : P ֒→ K (resp., a lattice embedding f : P ֒→ K such that f (x) ∈ ϕ(y) iff x ≤ y, whenever x, y ∈ P ). This concept, originating in Gaskill [14] , started a considerable amount of work involving many authors, which led to the following characterization of (sharp) transferability for finite lattices (cf. pages 502 and 503 in Grätzer [18] for details). Theorem 1.1. The following statements are equivalent, for any finite lattice P : (1) P is transferable; (2) P is sharply transferable; (3) P is a bounded homomorphic image of a free lattice, and it satisfies Whitman's Condition; (4) P is semidistributive, and it satisfies Whitman's Condition; (5) P can be embedded into a free lattice; (6) P is projective. Theorem 1.1 does not extend to infinite lattices. For example, the chain {0, 1}×ω is transferable, but not sharply transferable (cf. Tan [31] ). However, the implication (2)⇒(6) (i.e., sharp transferability implies projectivity) holds in general, see Nation [24] together with R. Freese's comments on page 588 in Grätzer [17, Appendix G] .
Requiring the condition K ∈ C in the definition above, for a class C of lattices, relativizes to C the concepts of transferability and sharp transferability.
For the variety D of all distributive lattices, more can be said. The following result is implicit in Gaskill [13] , with a slightly incorrect proof in the first version of that paper. It is also stated explicitly in Nelson [26] . Theorem 1.2 (Gaskill, 1972; Nelson, 1974) . Every finite distributive lattice is sharply transferable with respect to D.
In particular, since not every finite distributive lattice is projective within D (see Balbes [2] , also the comments following the proof of Theorem 4.1 in the present paper), Nation's above-cited result, that sharp transferability implies projectivity, does not relativize to the variety of all distributive lattices. Theorem 1.2 will be further amplified in Corollary 3.11.
Denote by M noeth the class of all modular lattices without infinite bounded ascending chains. The following result is established, in the course of characterizing the nonstable K-theory of certain C*-algebras, in Pardo and Wehrung [27, Theorem 4.3 ′ ]. Although this result easily implies the corresponding sharp transferability result, we do not state it in those terms, for reasons that we will explain shortly.
For a function ϕ with domain X, a choice function for ϕ is a function f with domain X such that f (x) ∈ ϕ(x) for any x ∈ X. Theorem 1.3 (Pardo and Wehrung, 2006) . Let D be a finite distributive lattice, let M ∈ M noeth , and let ϕ : D → Id M be a lattice homomorphism. Then for any choice function f 0 for ϕ, there is a choice function f for ϕ, which is also a lattice homomorphism, and such that f 0 ≤ f . Theorem 1.3 will be further amplified in Corollary 3.12.
In the context of Theorem 1.3, we say that D is ideal-projective with respect to M noeth (cf. Definition 3.7). Although ideal-projectivity easily implies sharp transferability (cf. the argument of the proof of Theorem 3.9(c)), the converse does not hold as a rule.
For more work on projectivity with respect to the variety M of all modular lattices, see Day [5, 6, 7] , Mitschke and Wille [23] , Freese [10, 11] .
Description of the results.
The existing literature suggests a close connection between sharp transferability and projectivity. One direction is actually achieved in [1] , where Baker and Hales establish that the ideal lattice Id L of a lattice L is a homomorphic image of a sublattice of an ultrapower of L. Hence, projectivity is stronger than sharp transferability a priori. We push this observation further in Theorem 3.9, where we relate sharp transferability to the new concept of ideal-projectivity, and also to projectivity with respect to the class wD of all weakly distributive lattice homomorphisms (cf. Definition 3.1). In particular, for a variety V of lattices, the concepts of sharp transferability, ideal-projectivity, and wD-projectivity, all with respect to V, are equivalent on finite members of V (Corollary 3.10). This result does not extend to more general classes of lattices: indeed, we prove in Section 4 that even on finite distributive lattices, sharp transferability, with respect to the class of all relatively complemented modular lattices, is (properly) weaker than ideal-projectivity with respect to that class.
In order to accommodate such results as those of Huhn [19] or Freese [10] (cf. Theorem 6.2), we shall state Theorem 3.9 not only for lattices, but for partial lattices.
We also supplement the above-cited Theorems 1.2 and 1.3 by the following new result of sharp transferability for finite distributive lattices: Every finite distributive lattice is sharply transferable with respect to the class of all relatively complemented modular lattices (cf. Theorem 4.1).
Most of our subsequent results will be focused on evaluating the amount of sharp transferability satisfied by the smallest lattice D 4 not satisfying Whitman's Condition, represented, along with its auxiliary lattice D 4 , on Figure 1.1. We prove in Theorem 5.4 that D 4 is sharply transferable, with respect to a variety V, iff V is contained in the variety M ω generated by all lattices of length two (which is generated by the lattice M ω represented in Figure 2 .1). The proof of the failure of sharp transferability of D 4 with respect to the variety N 5 , generated by the pentagon lattice N 5 (cf. Figure 2 .1), involves solving equations, with one unknown, in a certain class of lattices which are all finitely presented within N 5 (cf. Lemma 5.3). The proof of the corresponding result for the variety M 3,3 , generated by the lattice M 3,3 represented in Figure 2 .1, relies on an ad hoc trick.
Grätzer raised in [16, Problems I.26 and I.27 ] the question whether transferability, with respect to a "reasonable" class C of lattices, is equivalent to sharp transferability with respect to that class. At the time the question was asked, it was already known that it had a negative answer for infinite lattices (cf. Tan [31] ). It got subsequently a positive answer for C defined as the variety of all lattices, and finite lattices, in Platt [28] . We prove here that D 4 is transferable with respect to the variety of all modular lattices (cf. Proposition 5.7). Since D 4 is not sharply transferable with respect to that variety, this yields a negative answer to Grätzer's question, even for finite distributive lattices and for C a variety (here, any variety C with M ω ⊆ C ⊆ M yields that negative answer).
Building on the proof of Theorem 5.4, we also find, in Theorem 5.5, a modular lattice M such that the canonical embedding from M into Id M is not pure. This settles, in the negative, a problem raised by E. Nelson in [26] . Moreover, M belongs to the variety M 3,3 generated by the lattice M 3,3 represented in Figure 2 .1. In particular, M is 2-distributive in Huhn's sense (cf. Huhn [19] ).
Notation and terminology
We denote by [X] <ω =∅ the set of all nonempty finite subsets of any set X, and by Pow X the powerset of X. We also write ω = {0, 1, 2, . . . }.
For unexplained concepts of lattice theory, we refer the reader to Grätzer [18] . For any subsets X and Y in a poset (i.e., partially ordered set) P , we set
We also write X ↓ a (resp., X ↑ a) instead of X ↓ {a} (resp., X ↑ {a}), for a ∈ P . For posets P and Q, a map f : P → Q is isotone (resp., antitone) if x ≤ y implies that f (x) ≤ f (y) (resp., f (y) ≤ f (x)) for all x, y ∈ P . We denote by Ji L the set of all join-irreducible elements in a lattice L. A lattice L satisfies Whitman's Condition, or, to make it short, (W), if
for all x, y, z ∈ L, and dually.
A nonempty subset I in a join-semilattice S is an ideal of S if for all x, y ∈ S, x ∨ y ∈ I iff {x, y} ⊆ I. We denote by Id S the set of all ideals of S, partially ordered by set inclusion. This poset is a lattice iff S is downward directed, in which case Id S is a complete algebraic lattice.
A class of lattices is a variety if it is the class of all lattices that satisfy a given set of lattice identities. It is known since Sachs [29] that every lattice variety is closed under the assignment L → Id L (see also Grätzer [18, Lemma 59]).
The lattices M ω , M 3,3 , and N 5 are represented in Figure 2 .1. They generate the varieties M ω , M 3,3 , and N 5 , respectively. The labelings introduced on Figure 2 .1 will be put to use in Section 5. We also denote by D the variety of all distributive lattices, by M the variety of all modular lattices, and by L the variety of all lattices.
It is proved in Jónsson [22] (see also Jipsen and Rose [20, § 3.2] ) that M ω is the class of all modular lattices satisfying the following identity (lattice inclusion):
In that paper, it is also proved that a variety V of modular lattices is contained in M ω iff M 3,3 does not belong to V. The following definition originates in Dean [9] . Definition 2.1. A partial lattice is a structure (P, ≤, , ), where (P, ≤) is a poset and , are partial functions from [P ] <ω =∅ to P satisfying the following properties: (i) for all a ∈ P and all X ∈ [P ] <ω =∅ , the relation a = X implies that P ↑ a = x∈X (P ↑ x); (ii) for all a ∈ P and all X ∈ [P ] <ω =∅ , the relation a = X implies that P ↓ a = x∈X (P ↓ x).
If P and Q are partial lattices, a homomorphism of partial lattices from P to Q is an isotone map f : P → Q such that a = X (resp., a = X) implies that
, for all a ∈ P and all X ∈ [P ] <ω =∅ . We say that a homomorphism f of partial lattices is an embedding if it is an orderembedding, that is,
We shall naturally identify lattices with partial lattices P such that the operations and are both defined everywhere on [P ] <ω =∅ . Note. For an embedding f : P → Q of partial lattices, we do not require that f [X] be defined implies that X is defined (and dually), for
3. Weak distributivity, ideal-projectivity, and sharp transferability
The concept of a weakly distributive map originates in Schmidt [30] . Schmidt's definition got extended, and slightly reformulated, in various papers on the Congruence Lattice Problem (cf. Wehrung [32, 33] ), see, in particular, [32, . The reformulated definition is the following.
If K and L are both downward directed (this is, for example, the case if they are both lattices), then f is weakly distributive iff the inverse map f −1 : Id L → Id K is a lattice homomorphism (cf. Wehrung [32, Exercise 7.7] ).
We denote by wD (resp., wD ∨ ) the class of all surjective weakly distributive lattice homomorphisms (resp., surjective weakly distributive join-homomorphisms between lattices). The following relativizes the classical definition of projectivity. Definition 3.2. Let C be a class of lattices and let F be a class of surjective lattice homomorphisms. A partial lattice P is F-projective with respect to C if for every K, L ∈ C, every lattice homomorphism h : L ։ K in F, and every homomorphism f : P → K of partial lattices, there exists a homomorphism g :
If F is the class of all surjective lattice homomorphisms, then we will just use "projective" instead of "F-projective".
Observe that we do not require P ∈ C in Definition 3.2, even if P is a lattice. In this paper, our classes of lattices will usually be abstract classes, that is, closed under isomorphic copies. Moreover, the class F will often be either the class of all surjective lattice homomorphisms within a given variety, or the class of all weakly distributive lattice homomorphisms within that variety. The relevant feature common to those two classes is given by the following definition. Proof. Given P , K, L, f , h as on Figure 3 .1, it is well known (and easy to verify) that up to isomorphism, the pullback is given by
with f (x, y) = y and h(x, y) = x whenever (x, y) ∈ Q. It is trivial that the surjectivity of h implies the one of h. Now suppose that h ∈ wD and let (x, y) ∈ Q and x 0 ,
Since h is weakly distributive, there are y 0 , y 1 ∈ L such that y ≤ y 0 ∨ y 1 and each h(y i ) ≤ f (x i ). Since h is surjective, we may enlarge each y i in such a way that each h(y i ) = f (x i ). It follows that (x, y) ≤ (x 0 , y 0 ) ∨ (x 1 , y 1 ) with each (x i , y i ) ∈ Q and h(x i , y i ) = x i , thus completing the verification of pullback transfer for h.
The following lemma enables us to simplify the definition of projectivity in the presence of pullback transfer and under mild conditions on C.
Lemma 3.5. Let C be an abstract class of lattices, closed under sublattices and nonempty finite products, and let F be a class of surjective lattice homomorphisms satisfying pullback transfer. Then a lattice P is F-projective with respect to C iff for every Q ∈ C, every map h : Q ։ P in F is a lattice retraction (i.e., there is a lattice embedding f : P ֒→ Q such that h • f = id P ).
Proof. If P is F-projective with respect to C, then it trivially satisfies the given condition (consider the identity map on P ).
Suppose, conversely, that the given condition holds. Let K, L ∈ C, with lattice homomorphisms h : Figure 3 .1). Since Q is a sublattice of P × L and by assumption on C, Q belongs to C. Furthermore, by assumption on F, h belongs to F. Now our assumption implies the existence of a lattice embedding g : P ֒→ Q such that
thus completing the verification of the F-projectivity of P with respect to C. Definition 3.6. Let ϕ be a set-valued function with domain a set X. A choice function for ϕ is a function f with domain X such that f (x) ∈ ϕ(x) for every x ∈ X. If ϕ : X → Pow Y , X and Y are objects in a (concrete) category C, and f is a morphism in C, we then say that f is a choice morphism for ϕ. We extend this terminology to special classes of morphisms, such as choice homomorphisms, choice embeddings, and so on. Definition 3.7. Let C be a class of lattices. A partial lattice P is
• ideal-projective with respect to C if for every L ∈ C, every homomorphism ϕ : P → Id L of partial lattices, and every choice function f 0 for ϕ, there exists a choice homomorphism of partial lattices f : P → L for ϕ such that f 0 ≤ f .
• sharply transferable with respect to C if for every L ∈ C and every embedding ϕ : P ֒→ Id L of partial lattices, there exists a choice homomorphism of partial lattices f : P → L for ϕ such that f (x) ∈ ϕ(y) implies x ≤ y whenever x, y ∈ P -we then say that f satisfies the transfer condition with respect to ϕ.
• transferable with respect to C if for every L ∈ C, if P embeds into Id L as a partial lattice, then it also embeds into L as a partial lattice.
Observe that in the context of Definition 3.7, if a choice homomorphism f : P → L for ϕ satisfies the transfer condition with respect to ϕ, then it is an embedding, and every choice homomorphism g for ϕ, such that f ≤ g, also satisfies the transfer condition with respect to ϕ. Also, transferability and sharp transferability of P with respect to C make sense only in case P embeds into the ideal lattice of some lattice in C (otherwise, both transferability and sharp transferability are vacuously satisfied).
The following result is essentially contained in Baker and Hales [1, Theorem A]. We include a proof, with an amendment regarding weak distributivity, for convenience. Proof. The set Λ of all finite subsets of L, partially ordered by set inclusion, is lower finite, that is, the subset ↓λ = {ξ ∈ Λ | ξ ⊆ λ} is finite for every λ ∈ Λ. Let U be an ultrafilter on Λ such that each subset ↑λ = {ξ ∈ Λ | λ ⊆ ξ}, for λ ∈ Λ, belongs to U. Denote by L Λ /U the ultrapower of L by U, and by ρ :
The set S of all isotone maps from Λ to L is a sublattice of L Λ , thus the set
Since all elements of U are cofinal subsets of Λ, we obtain that for every x ∈ S, all the subsets x[U ], where U ∈ U, generate the same ideal of L, which we can thus denote by π(x/U) (where x/U denotes the equivalence class of x modulo U). The map π is a lattice homomorphism from T to Id L. The situation is illustrated on Figure 3 
We claim that π is weakly distributive. Let x ∈ S and let a, b ∈ Id L such that π(x/U) ≤ a ∨ b. The latter inequality means that x λ ∈ a ∨ b for every λ ∈ Λ. By using the lower finiteness of Λ, we can construct inductively a λ and b λ , for λ ∈ Λ, as follows. Suppose that a ξ ∈ a and b ξ ∈ b for every ξ < λ. Since x λ ∈ a ∨ b, there are a λ ∈ a and b λ ∈ b such that x λ ≤ a λ ∨ b λ . By joining a λ with ξ<λ a ξ and b λ with ξ<λ b ξ , we may assume that a ξ ≤ a λ and b ξ ≤ b λ for every ξ < λ. This way, the maps a and b both belong to S, and x ≤ a ∨ b (thus x/U ≤ a/U ∨ b/U), with π(a/U) ⊆ a and π(b/U) ⊆ b. This completes the proof of our claim.
The following result investigates the connections between wD-projectivity and (sharp) transferability relative to a class C of lattices, giving equivalences under certain conditions on C.
Theorem 3.9. Let C be an abstract class of lattices and let P be a partial lattice. Consider the following statements: (1) P is ideal-projective with respect to C. (2) P is wD ∨ -projective with respect to C. 
1). (c) If P is finite, then (1) implies (4). (d) If P ∈ C and C is closed under sublattices and nonempty finite products, then (4)
implies (3) . Proof. (a). The only nontrivial implication to be verified is (1)⇒(2). Let P be ideal-projective with respect to C. Let K, L ∈ C, let f : P → K be a homomorphism of partial lattices, and let h : L ։ K be a surjective weakly distributive joinhomomorphism. We set ϕ(x) = {t ∈ L | h(t) ≤ f (x)}, for any x ∈ P . Since h is weakly distributive, ϕ is a homomorphism of partial lattices from P to Id L. Since h is surjective, for each x ∈ P , there exists g 0 (x) ∈ L such that h(g 0 (x)) = f (x). In particular, g 0 is a choice function for ϕ. By assumption, there is a choice homomorphism of partial lattices g :
(b). Suppose that P is wD-projective with respect to C, let L ∈ C, and let ϕ : P → Id L be a lattice homomorphism. We apply Baker and Hales' representation of Id L obtained from Proposition 3.8. We keep the notation of the proof of that lemma. The situation is illustrated on Figure 3 .2. It follows from Proposition 3.8, together with the assumptions on C, that T and Id L both belong to C.
Since P is wD-projective with respect to C, there exists a lattice homomorphism ψ : P → T such that ϕ = π • ψ. Since ρ is surjective, there is a mapψ : P → S (not a homomorphism a priori) such that ψ = ρ •ψ. Setψ(x) = ψ λ (x) | λ ∈ Λ , for every x ∈ P . Since ψ is a lattice homomorphism, all sets of the form
for X in the domain of , belong to U. Since P is finite, the intersection U , of all sets of the form U ∨ X or U ∧ X , belongs to U. Observe thaṫ ψ λ is a homomorphism of partial lattices from P to L , for every λ ∈ U . (3.1)
Now let f 0 : P → L be a choice function for ϕ. For each x ∈ P , f 0 (x) belongs to ϕ(x) = π(ψ(x)) = π ψ (x)/U , which is the ideal generated by the range of the mapψ(x). Hence, f 0 (x) ≤ψ λ (x) for all large enough λ ∈ Λ. Since P is finite and U is cofinal in Λ, there exists λ ∈ U such that f 0 (x) ≤ψ λ (x) for every x ∈ P . The map f =ψ λ is a choice function for ϕ, and f 0 ≤ f . Furthermore, by (3.1), f is a lattice homomorphism.
(c). We suppose that (1) holds. Let L ∈ C and let ϕ : P ֒→ Id L be an embedding of partial lattices. Pick o ∈ ϕ(0 P ), and pick a x,y ∈ ϕ(x) \ ϕ(y), for all x, y ∈ P such that x y. For every x ∈ P , it follows from the finiteness of P that we can define f 0 (x) = o ∨ (a x,y | y ∈ P , x y) (the right hand side of that expression being defined as being equal to o in case the big join is empty). Since o ∈ ϕ(0 P ) and each a x,y ∈ ϕ(x), f 0 is a choice function for ϕ. By our assumption, there is a choice homomorphism f : P → L for ϕ such that f 0 ≤ f . We need to prove that x y implies that f (x) / ∈ ϕ(y), for all x, y ∈ P . This holds indeed, because a x,y ≤ f 0 (x) ≤ f (x) while a x,y / ∈ ϕ(y). (d). By applying Lemmas 3.4 and 3.5 to F = wD, we see that it suffices to prove that for every P ∈ C which is sharply transferable with respect to C, and for every surjective weakly distributive lattice homomorphism h : Q ։ P , there is a lattice embedding f : P ֒→ Q such that h • f = id P . In fact, we shall prove a little more: indeed, h will only need to be a surjective weakly distributive join-homomorphism.
Define a map ϕ : P → Id Q by setting ϕ(x) = {t ∈ Q | h(t) ≤ x}, for every x ∈ P . It is trivial that ϕ is a meet-homomorphism. Furthermore, since h is weakly distributive, ϕ is also a join-homomorphism; whence it is a lattice homomorphism. Since h is surjective, x is the largest element of h[ϕ(x)], for every x ∈ P ; whence ϕ is a lattice embedding. Since P is sharply transferable with respect to C, there is a lattice embedding f : P ֒→ Q such that f (x) ∈ ϕ(y) ⇐⇒ x ≤ y , for all x, y ∈ P .
This means that (h • f )(x) ≤ y iff x ≤ y, for all x, y ∈ P ; whence h • f = id P . In particular, Corollary 3.10 applies to the case where C is a variety of lattices. It also applies to the case where C is the class of all lattices of finite length within a given variety. Nevertheless, we will see in Section 4 that Corollary 3.10 does not extend to more general, although natural, classes of lattices. We will also see that even for finite distributive lattices, transferability and sharp transferability, with respect to a given lattice variety, are distinct concepts (cf. Proposition 5.7).
A direct application of Theorems 3.9 and 1.2 yields the following. In
Similarly, a direct application of Theorems 3.9 and 1.3 yields the following. 
Relatively complemented lattices
From now on we shall denote by R the class of all relatively complemented lattices, and by R mod the class of all modular members of R. One of the consequences of the present section will be that the conclusion of Corollary 3.10 does not extend to the class R mod . Proof. Let D be a finite distributive lattice, let M ∈ R mod , and let ϕ : D ֒→ Id M be a lattice embedding. We need to find a choice homomorphism for ϕ which satisfies the transfer condition with respect to ϕ.
Replacing a k by a k ∨ o, we may assume that each a k ≥ o. Set a <k = 1≤i<k a i , where the empty join is set equal to o. Since M is relatively complemented, the element a k ∧ a <k has a relative complement
Proof of Claim. Observing that p k p i whenever 1 ≤ i < k, we obtain that It remains to verify that f satisfies the transfer condition with respect to ϕ. For this, it suffices in turn to verify that
We do not know whether every finite distributive lattice is projective with respect to R mod . Since no section of the canonical surjective homomorphism from D 4 onto D 4 (cf. Figure 1.1) is a lattice homomorphism, D 4 is not projective with respect to D (see Balbes [2] for a much more general result). Hence, D 4 it is also not projective with respect to M. However, R mod is properly contained in M, so Balbes' result does not say anything about projectivity with respect to R mod , unless it already holds in M. And indeed, we can state the following. Proof. We must prove that whenever K and L are relatively complemented lattices, h : L ։ K is a surjective lattice homomorphism, and a 0 , a 1 , b 0 , b 1 ∈ K such that a 0 ∨ a 1 = b 0 ∧ b 1 , there are x 0 , x 1 , y 0 , y 1 ∈ L such that each h(x i ) = a i , each h(y i ) = b j , and x 0 ∨ x 1 = y 0 ∧ y 1 . Since h is surjective, there are u 0 , x 1 , y 0 , y 1 ∈ L such that h(u 0 ) = a 0 , h(x 1 ) = a 1 , and each h(y i ) = b j . By replacing each y i by y i ∨ u 0 ∨ x 1 , we may assume that u 0 ∨ x 1 ≤ y 0 ∧ y 1 . Since L is relatively complemented, the element u 0 ∨ x 1 has a relative complement x 0 in the interval Proof. For any field k, we consider distinct symbols a n and b n , for n < ω, and the vector space E over k with basis {a n | n < ω} ∪ {b n | n < ω}. For any family (x i | i ∈ I) of elements of E, we denote by x i | i ∈ I the vector subspace of E generated by {x i | i ∈ I}. We also write x 1 , . . . , x n instead of x i | i ∈ [1, n] , and so on, for sequences enumerated by intervals of ω. We consider the complemented modular (thus relatively complemented) lattice L = Sub E of all subspaces of the vector space E.
We set A n = a 0 , . . . , a n and B n = b 0 , . . . , b n , for each n < ω, and further,
. . , and
for each n < ω. Elementary calculations yield that
for all n < ω. Hence, a further elementary calculation yields
. . , a n−1 , b n−1 , a n + b n , for each n < ω .
It follows that
, for all n < ω. Hence, denoting by a 0 , a 1 , b 0 , b 1 the ideals of L generated by {A n | n < ω}, {B n | n < ω}, {C n | n < ω}, {D n | n < ω}, respectively, we obtain that
Suppose that D 4 is ideal-projective with respect to R mod . Then there are X i ∈ a i and Y i ∈ b i , for i ∈ {0, 1}, such that
We claim that {a n , b n } ⊆ Z, for each n < ω. We argue by induction on n. Suppose having proved that {a k , b k } ⊆ Z for each k < n. Since C 0 ⊆ Z + C 0 , it follows that C n ⊆ Z + C 0 , thus a n + b n ∈ Z + C 0 . A similar proof yields that a n + b n ∈ Z + D 0 . By (4.1), it follows that a n + b n ∈ (Z ∩ A m ) + (Z ∩ B m ), thus, a fortiori, a n + b n ∈ (Z ∩ A m ′ ) + (Z ∩ B m ′ ) where we set m ′ = max {m, n}. Since a n ∈ A m ′ , b n ∈ B m ′ , and A m ′ ∩ B m ′ = {0}, we get a n ∈ Z ∩ A m ′ and b n ∈ Z ∩ B m ′ , thus completing the induction step. Now, our claim at stage n = m + 1 yields that
Varieties for which D 4 is sharply transferable
This section will be focused on the lattice D 4 introduced in Section 1 (cf. On the other hand, it follows from Theorem 1.2 that D 4 is sharply transferable with respect to D. The present section is devoted to pushing this observation a bit further.
Our first lemma introduces a quasi-identity satisfied by the variety M ω .
(for all i ∈ {0, 1}) ; (5.1)
Proof. By Birkhoff's Theorem, every member of M ω is a subdirect product of subdirectly irreducible members of M ω , so it suffices to verify our statement in case M is subdirectly irreducible. Then it follows from Jónsson's Lemma (cf. Jónsson [21, Corollary 3.2] ) that M is a homomorphic image of a lattice of length at most 2, thus M has length at most 2.
Next, we observe the following obvious consequence of (5.1) and (5.2):
The inequality a * 
Proof. Observe first that M is nonempty (for all constant maps with value in C belong to M ). Now let x, y ∈ M . We must prove that x ∨ y and x ∧ y both belong to M . The maps x ∨ y and x ∧ y are both antitone. Let ξ, η ∈ Λ and u, v ∈ C such that x ξ = u and y η = v. Since Λ is a chain, we may assume that ξ ≤ η. Since such that
In that context, we set c(z) = u, d(z) = v, a k (z) = x k , and b k (z) = y k , whenever 0 ≤ k ≤ m, and we denote by z the sublattice of N 5 generated by the entries of z. We also denote by 0 z (resp., 1 z ) the least element (resp., the largest element) of z . We set L m = z∈Ωm z , and we denote by 
We define β(t) as the least element f ∈ F m such that t ≤ f , for any t ∈ L m . Observe that β is a surjective (∨, 0)-homomorphism from L m onto F m . We also define β 0 (t) as the meet, in L m , of all the elements of the generator set X m above t. Hence, β(t) ≤ β 0 (t). Furthermore, if t is join-prime in L m , then β(t) = β 0 (t) (this is well known, see, for example, Freese, Ježek, and Nation [12, Theorem 2.4]).
Lemma 5.3. For any nonnegative integer m, there is no
For each t ∈ N 5 and each I ⊆ [0, m], we define t · I as the finite sequence (t 0 , . . . , t m ) defined by
Furthermore, we denote by t · z the element of L m sending z to t and every z ′ = z to 0 z ′ , whenever z ∈ Ω m and t ∈ z .
, thus f (z) = 1, and thus, a fortiori,
Proof of Claim. We argue by induction on k. The case k = 0 follows from Claim 1. Suppose the statement proved at k < m.
Moreover, by the induction hypothesis, b k ∧ c ≤ f , so we get f (z) ≥ p 1 ∧ p 2 = p 1 , so the only remaining possibility is f (z) = 1, and so, a fortiori,
Finally, the element z = (0 Proof. We first prove that D 4 is sharply transferable with respect to M ω . By Theorem 3.9, it suffices to prove that D 4 is ideal-projective with respect to M ω . Let M ∈ M ω , let ϕ : D 4 → Id M be a lattice homomorphism, and let f 0 : D 4 → M be a choice function for ϕ. We need to find a choice homomorphism f : D 4 → M for ϕ such that f 0 ≤ f . We may assume that f 0 is a join-homomorphism. The ideals a i = ϕ(a i ) and
belongs to a i , and it follows from Lemma 5.1 that a *
Conversely, let V be a lattice variety not contained in M ω . Suppose that D 4 is sharply transferable with respect to V.
Suppose first that all lattices in V are modular. It follows from Jónsson [22] (cf. Section 2) that M 3,3 belongs to V. Denote by Z the chain of all integers. By using the labeling of M 3,3 introduced in Figure 2 .1, together with Lemma 5.2, we obtain that the sublattice M of M Z 3,3 , consisting of all antitone maps x : Z → M 3,3 such that x[Z] ∩ {u, v} = ∅, belongs to V. For all i ∈ {0, 1} and all n ∈ Z, we denote by a i,n and b i,n the elements of M defined, using the labeling of M 3,3 represented in Figure 2 .1, by
for every k ∈ Z. Observe that the sequences (a i,n | n ∈ Z) and (b i,n | n ∈ Z) are both ascending, for every i ∈ {0, 1}. Thus, the lower subsets a i and b i , generated by the respective ranges of those sequences, are ideals of M . Furthermore, the verification of the following inequalities is straightforward: Claim.
Since D 4 is sharply transferable with respect to V and since M ∈ V, there are x i ∈ a i \ a 1−i and y i ∈ b i \ b 1−i , for i ∈ {0, 1}, such that x 0 ∨ x 1 = y 0 ∧ y 1 . From the Claim above it follows that y i (∞) = v i . Hence,
On the other hand, from x i ∈ a i it follows that
, the only possibilities allowed by (5.7) and (5.8) above are that either x 0 (n) = x 1 (n) = 0 and y i (n) = v i for every i ∈ {0, 1}, or y 0 (n) = y 1 (n) = 1 and x i (n) = u i for every i ∈ {0, 1} (inspect Figure 2 .1). In particular, the range of x 0 is contained in {0, u 0 }, in contradiction with x 0 ∈ M . Now suppose that V contains a nonmodular lattice. It follows that N 5 ⊆ V. Denote by F the lattice defined, within N 5 , by the generators a n , b n , for n < ω, and c, d subjected to the relations c ∧ d ≤ a 0 ∨ b 0 , together with a n ≤ a n+1 , b n ≤ b n+1 , and (c ∨ a n ∨ b n ) ∧ (d ∨ a n ∨ b n ) ≤ a n+1 ∨ b n+1 whenever n < ω. Let a 0 , a 1 , b 0 , b 1 be the ideals of F generated by {a n | n < ω}, {b n | n < ω}, {c ∨ a n ∨ b n | n < ω}, {d ∨ a n ∨ b n | n < ω}, respectively. The relations defining the a n , b n , c, d
Since, by our assumption, D 4 is sharply transferable with respect to N 5 , it is also ideal-projective with respect to N 5 (cf. Theorem 3.9), thus there are x i ∈ a i and y i ∈ b i , for i ∈ {0, 1}, such that c ≤ y 0 , d ≤ y 1 , and
within F . Preservation of the canonical generators a i , b i , c, d defines lattice homomorphisms from F k to F l and from F k to F , whenever k ≤ l < ω, and those homomorphisms form a direct system of lattices and lattice homomorphisms. Since the direct limit (directed colimit in categorical language) lim − →k<ω F k satisfies the universal property defining F , it follows that F = lim − →k<ω F k . Hence, there exists m < ω such that (5.9) holds within F m (we identify the x i and y i with lattice terms, with parameters from the a j , b j , c, d, representing them). Since each x i ∈ a i , we may, in addition, choose m in such a way that x 0 ≤ a m and
holds within F m , in contradiction with Lemma 5.3.
A subalgebra A of a universal algebra B is pure in B, if whenever a finite equation system, with parameters from A, has a solution in B, it also has a solution in A (cf. Banaschewski and Nelson [3] ). An embedding f : A ֒→ B of universal algebras is pure, it f [A] is a pure subalgebra of B. Nelson observes in [26] that as a consequence of Theorem 1.2, the canonical embedding, of any distributive lattice into its ideal lattice, is pure. She also finds an example (constructed as the dual lattice of an example from Wille [34] ) of a lattice of which the canonical embedding into its ideal lattice is not pure, and she asks whether this can be done for modular lattices. The following result answers that question in the negative. The elements a i,n and b i,n of M , and the ideals a i and b i , for i ∈ {0, 1} and n ∈ Z, are defined as in the proof of Theorem 5.4. The constant map x : Z → {x} belongs to M iff x ∈ {u, v}, for every x ∈ M 3,3 . Let ↓y be shorthand for M ↓ y, whenever y ∈ M .
The proofs of our next two claims are straightforward computations. It follows from Theorem 5.4 that the lattice D 4 is not sharply transferable with respect to the variety M of all modular lattices. This can be put in contrast with the following result, which implies that transferability and sharp transferability, with respect to M, are distinct concepts, even for finite distributive lattices. Proof. An element c in a lattice M is doubly reducible if there are a 0 , a 1 < c and
as a sublattice iff M has a doubly reducible element. We need to prove that if M is modular and Id M has a doubly reducible element, then M has a doubly reducible element.
Suppose, to the contrary, that M has no doubly reducible element. By assumption, there are incomparable pairs (a 0 , a 1 ) and
(5.14)
Since b 
Partial lattices satisfying Whitman's Condition
Whitman's Condition (W) can be defined for partial lattices the same way it is defined for lattices: namely, a partial lattice P satisfies (W) if for all nonempty finite subsets U and V of P , if U and V are both defined and U ≤ V , then either there is u ∈ U such that u ≤ V or there is v ∈ V such that U ≤ v.
Example 6.1. Whenever n is a positive integer, the n-cube is the powerset lattice B n of an n-element set, and the n-diamond 1 is defined as the partial lattice P n = B n ∪ {e}, for an element e / ∈ B n subjected to the relations a ∧ e = 0 and a ∨ e = 1 whenever a is an atom of B n .
It is easy to see that P n satisfies (W) iff B n satisfies (W) iff n ≤ 3.
The following result, implicit in Huhn [19] , is explicitly stated in Freese [10] .
1 Although some references call Pn the (n − 1)-diamond, it seems that the current usage shows a slight preference towards the term "n-diamond", see, for example, Jipsen and Rose [20, Proof. Let P be a partial lattice with (W), let K and L be lattices without infinite chains, let h : L ։ K be a surjective lattice homomorphism, and let f : P → K be a homomorphism of partial lattices. Since L has no infinite descending sequence, the lower adjoint (β : K ֒→ L, x → min h −1 {x}) of h is defined. The set C, of all partial join-homomorphisms ξ : P → L such that f = h • ξ, contains β • f as an element. Since L has no infinite ascending sequence and by Zorn's Lemma, C has a maximal element g such that β • f ≤ g. We claim that g is a homomorphism of partial lattices. Suppose otherwise. Then g is not a partial meet-homomorphism, that is, there are a ∈ P and U ∈ [P ] <ω =∅ such that a = U and g(a) < g [U ] . Set e = g[U ] and define g ′ : P → L by setting
, for any x ∈ P .
Observe that h • g ′ = g. Since g ≤ g ′ and g ′ (a) = e > g(a), it follows from the maximality assumption of g that g ′ is not a join-homomorphism, that is, there are b ∈ P and V ∈ [P ] <ω =∅ such that b = V and g ′ [V ] < g ′ (b). Necessarily, a ≤ b, a v for any v ∈ V , and u b for any u ∈ U . Since P satisfies (W), this is a contradiction.
Recall that a variety V of algebras is locally finite if every finitely generated algebra in V is finite.
Corollary 6.5. Let P be a finite partial lattice with (W) and let V be a locally finite lattice variety. Then P is both projective and ideal-projective with respect to V.
Proof. By Theorem 3.9, it suffices to prove that P is projective with respect to V. Let K, L ∈ V, let h : L ։ K be a surjective lattice homomorphism, and let f : P → K be a homomorphism of partial lattices. Since P is finite and K is locally finite, the sublattice K ′ of K generated by f [P ] is finite. Since L is locally finite, there is a finite sublattice L ′ of L such that h[L ′ ] = K ′ . By applying Proposition 6.4 to the domain-range restriction of h from L ′ onto K ′ , we obtain a homomorphism g : P → L ′ of partial lattices such that f = h • g.
For example, the 3-diamond P 3 is both projective and sharply transferable with respect to any locally finite lattice variety. Corollary 6.6. A finite lattice P , satisfying (W), is semidistributive iff there is a largest lattice variety V such that P is projective (resp., ideal-projective) with respect to V. In that case, V = L, the variety of all lattices.
Proof. If P is semidistributive, then, since it is finite and satisfies (W), it is both projective and sharply transferable (this is mostly due to Nation [25] ; see Theorem 1.1). By Theorem 3.9, it follows that P is both projective and ideal-projective with respect to L.
Suppose, conversely, that there is a largest variety V such that P is projective (resp. ideal-projective) with respect to V. It follows from Corollary 6.5 that P is both projective and ideal-projective with respect to the variety generated by any finite lattice. Since finite lattices generate the variety of all lattices (cf. Dean [8] ), we get V = L. Using Theorem 3.9, it follows that P is projective (resp., sharply transferable), thus semidistributive (cf. Theorem 1.1).
For example, the lattice M 3 , of length 2 and with three atoms, satisfies (W), but it is not semidistributive. Hence, there is no largest variety V such that M 3 is projective (resp., ideal-projective) with respect to V.
We conclude the paper with the following problems.
Problem 1.
What are the finite lattices P for which there is a largest lattice variety V such that P is ideal-projective (resp., projective) with respect to V? Does that class include all finite distributive lattices? What are the possible values of V?
For example, it follows from Theorem 5.4 that the specialization of Problem 1 to P = D 4 has the solution V = M ω . On the other hand, if P is projective with respect to L (e.g., P is Boolean with three atoms), then the solution to our problem is V = L, the variety of all lattices. On the other hand, by the above, if P = M 3 , then there is no largest variety V such that P is ideal-projective (resp., projective) with respect to V.
By Theorem 1.2, every finite distributive lattice is sharply transferable with respect to D. Moreover, by Theorem 5.4, the distributive lattice D 4 is sharply transferable with respect to the even larger variety M ω generated by all lattices of length two. This suggests the following problem. 
