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Abstract: This paper is devoted to the study of the tachyon kink on the world-
volume of a non-BPS Dp-brane that is embedded in general background, including
NS − NS two form B and also general Ramond-Ramond field. We will explicitly
show that the dynamics of the kink is described by the equations of motion that
arrise from the DBI and WZ action for D(p-1)-brane.
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1. Introduction and Summary
The study of the open string tachyon brought significant progress in the understand-
ing of the nonperturbative aspect of string theory 1. Among many results that were
obtained in the past there is a very interesting observation that shows that some
aspects of the tachyon condensation can be correctly captured by the effective field
theory description, where the tachyon effective action (2.1), describing the dynamics
of the tachyon field on a non-BPS Dp-brane of type IIA and IIB theory was proposed
in [6, 7, 8, 9] 2.
One of the well known solutions of the tachyon effective field theory is a kink
solution which is supposed to describe a BPS D(p-1)-brane [15, 16, 17, 18, 19, 20,
21, 22]. Very nice analysis of the kink solution was performed in the paper [15]
where it was shown that the energy density of the kink in the effective field theory
is localised on codimension one surface as in the case of a BPS D(p-1)-brane. It was
then also shown that the worldvolume theory of the kink solution is also given by the
Dirac-Born-Infeld (DBI) action on a BPS D(p-1)-brane. Thus result demonstrates
that the tachyon effective action reproduces the low energy effective action on the
world-volume of the soliton.
In our recent paper [30] we have extended this analysis to the spatial dependent
tachyon condensation on a unstable Dp-brane moving in nontrivial background with
the diagonal form of the metric 3. We have shown that this form of the tachyon
condensation leads to an emergence of a D(p-1)-brane where the scalar modes that
1For review of the open string tachyon condensation, see [1, 2, 3, 4, 5].
2For recent discussion of the effective field theory description of the tachyon condensation, see
[10, 11, 12, 13, 14].
3The similar problem was previously studied in [16, 23, 24].
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propagate on the kink worldvolume are solutions of the equations of motion that
arise from the DBI action for D(p-1)-brane that is moving in given background and
that is localised at the core of the kink.
The purpose of this paper is to extend this analysis to the general background,
including NS − NS two form field and Ramond-Ramond forms as well. We will
study this problem in two ways. In the first one we will consider a non-BPS Dp-brane
action where the worldvolume diffeomorphism is not fixed at all. The analysis of the
equation of motion in this way is straightforward and in some sense demonstrates
the efficiency of the study of the Dp-brane dynamics without imposing any gauge
fixing conditions 4. More precisely, we will show that the spatial dependent tachyon
condensation leads to an emergence of a D(p-1)-brane whose dynamics is governed
by equation of motion that arise from the DBI and WZ action for D(p-1)-brane. We
will also show that the mode that characterises the core of the kink does not depend
on the worldvolume coordinates of the kink and that all its values are equivalent.
This result is consistent with the fact that we do not presume any relations between
worldvolume coordinates and target space ones so that all positions of the kink on
the worldvolume of a unstable Dp-brane are equivalent.
In the second approach we use the diffeomorphism invariance so that we will
presume that the worldvolume coordinate that parametrises the spatial dependent
tachyon condensation is equal to one spatial coordinate in target spacetime. We will
then demonstrate that the dynamics of the kink solution is governed by the equation
of motion of D(p-1)-brane even if the analysis of these equations is more difficult. We
will also show that the mode that describes location of the kink on the worldvolume
of a non-BPS Dp-brane has physical meaning as the embedding coordinate in the
spatial direction that coincides with the worldvolume direction. We will also show
that this mode obeys the equation of motion that arises from the DBI and WZ term
for D(p-1)-brane moving in given background.
These results explicitly demonstrate that the tachyon like DBI action together
with WZ term allows correct description of the emergence of a BPS D(p-1)-brane.
We also hope that this analysis could be extended to another situations where the
effective field theory description of the tachyon condensation could be useful. For
example, we would like to apply this analysis to the supersymmetric version of a
non-BPS Dp-brane in general background, following again [15]. It would be also
nice to find solution of the tachyon equation of motion that describes D-branes with
codimensions larger then one. In other words, we would like to see whether we can
describe an emergence of a D(p-2)-brane that, by definition is unstable and hence
the tachyon should be present on the worldvolume of the kink.
The rest of this paper is organised as follows. In the next section (2) we will
analyse the equation of motion for non -BPS Dp-brane in curved background without
4We thank prof. U. Lindstro¨m for stressing this point to us.
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any static gauge presumption. We will see that the modes living on the worldvolume
of the kink solve the equation of motion that arise from the DBI and WZ action
for BPS D(p-1)-brane. We will also calculate the stress energy tensor and we will
show that it is equal to the stress energy tensor for D(p-1)-brane. In section (3) we
will study the same problem where now we partially fix the gauge. We will again
show that the dynamics of the kink is governed by the DBI and WZ action for BPS
D(p-1)-brane.
2. Non-BPS Dp-brane in general background
As in our previous paper we begin with the Dirac-Born-Infeld like tachyon effective
action in general background [6, 7, 8, 9]
S = −
∫
dp+1ξe−ΦV (T )
√− detA ,
Aµν = gMN∂µX
M∂νX
N + bMN∂µX
M∂νX
N + Fµν + ∂µT∂νT , µ , ν = 0, . . . , p ,
Fµν = ∂µAν − ∂νAµ ,
(2.1)
where Aµ , µ, ν = 0, . . . , p and X
M,N ,M,N = 0, . . . , 9 are gauge and the transverse
scalar fields on the worldvolume of the non-BPS Dp-brane and T is the tachyon
field. V (T ) is the tachyon potential that is symmetric under T → −T has maximum
at T = 0 equal to the tension of a non-BPS Dp-brane τp and has its minimum at
T = ±∞ where it vanishes.
Since we will consider a non-BPS Dp-brane in the background with nontrivial
Ramond-Ramond field we should also include the Wess-Zumino (WZ) term for non-
BPS Dp-brane that is supposed to have a form [25] 5
SWZ =
∫
Σ
V (T ) ∧ dT ∧ CeF+B . (2.2)
In (2.2) Σ denotes the worldvolume of a non-BPS Dp-brane and C collects all RR
n-form gauge potentials (pulled back to the worldvolume) as
C = ⊕nC(n) . (2.3)
The form of the WZ term (2.2) was determined from the requirement that the
Ramond-Ramond charge of the tachyon kink is equal to the charge of D(p-1)-brane
6.
5We work in units 2πα′ = 1.
6Another aspects of Wess-Zumino term for non-BPS Dp-brane were also discussed in [26, 27, 28,
29].
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Using (2.1) and (2.2) we now obtain the equations of motion for T,XM and Aµ.
The equation of motion for tachyon takes the form
−e−ΦV ′(T )√− detA+ 1
2
∂µ
[
e−Φ∂νT
(
(A−1)νµ + (A−1)µν
)√− detA] + JT = 0 ,
(2.4)
where JT =
δ
δT
SWZ is the source current derived from varying the Wess-Zumino
term. For scalar modes we obtain
−δe
−Φ
δXK
V
√
− detA−
−e
−Φ
2
V
(
δgMN
δXK
∂µX
M∂νX
N +
δbMN
δXK
∂µX
M∂νX
N
)
(A−1)νµ
√
− detA+
+
1
2
∂µ
[
e−ΦV gKM∂νX
M
(
(A−1)νµ + (A−1)µν
)√− detA]+
+
1
2
∂µ
[
e−ΦV bKM∂νX
M
(
(A−1)νµ − (A−1)µν
)√− detA]+ JK = 0 ,
(2.5)
where JK =
δ
δXK
SWZ . Finally, the equations of motion for Aµ are
1
2
∂ν
[
e−ΦV
(
(A−1)µν − (A−1)νµ
)√
− detA
]
+ Jµ = 0 , (2.6)
where Jµ =
δ
δAµ
SWZ . To simplify notation it is convenient to introduce the symmetric
and antisymmetric form of the matrix (A−1)
(A−1)νµS =
1
2
((A−1)νµ + (A−1)µν) , (A−1)νµA =
1
2
((A−1)νµ − (A−1)µν) . (2.7)
Now we derive the explicit form of the currents that arise from the WZ term (2.2).
To do this we write (2.2) as (We will closely follow the analysis of the currents for
BPS Dp-brane that was performed in [31].)
SWZ =
∑
n≤0
1
n!(2!)nq!
∫
dp+1ξǫµ1...µp+1V (T )
(
(F)nµ1...µ2nCµ2n+1...µp∂µp+1T
)
, (2.8)
where ǫµ1...µp+1 is Levi-Civita tensor (with no metric factors) and q = (2p+1−1−2n).
The explicit variation of (2.8) is equal to
δSWZ =
∑
n≤0
1
n!(2!)nq!
∫
dp+1ξǫµ1...µp+1
[
V ′(T )δT
(
(F)nµ1...µ2nCµ2n+1...µp∂µp+1T
)
+V (T )
(
(F)nµ1...µ2nCµ2n+1...µp∂µp+1δT
)
+ V (T )
(
n(2∂µ1δAµ2 + ∂KbMNδX
K∂µ1X
M∂µ2X
N+
+2bMN∂µ1δX
M∂µ2X
N)(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T
)
+V (T )(F)nµ1...µ2n
(
qCM1...Mq∂µ2n+1δX
M1 . . . ∂µpX
Mq+
+∂MCM1...MqδX
M∂µ2n+1X
M1 . . . ∂µpX
Mq
)
∂µp+1T
]
.
(2.9)
4
From this equation we obtain following form of the currents
Jµ1 =
∑
n≥0
2n
n!2nq!
ǫµ1...µp+1∂µ2
[
V (T )(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T
]
, (2.10)
JT =
∑
n≤0
1
n!(2!)nq!
ǫµ1...µp+1V ′(T )
(
(F)nµ1...µ2nCµ2n+1...µp∂µp+1T
)
−
−∂µp+1
∑
n≤0
1
n!(2!)nq!
ǫµ1...µp+1
[
V (T )(F)nµ1...µ2nCµ2n+1...µp
]
.
(2.11)
and
JK =
∑
n≤0
1
n!(2!)nq!
ǫµ1...µp+1
[
V (T )∂KbMN∂µ1X
M∂µ2X
N(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T
+V (T )(F)nµ1...µ2n∂KCM1...Mq∂µ2n+1XM1 . . . ∂µpXMq∂µp+1T−
−2n∂µ1
[
V (T )bKM∂µ2X
M(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T
]
−
−q∂2n+1
[
V (T )(F)nµ1...µ2nCKM2...Mq∂µ2n+2XM2 . . . ∂µpXMq∂µp+1T
]]
.
(2.12)
Now we try to find the solution of the equations of motion (2.4), (2.5) and (2.6) that
can be interpreted as a lower dimensional D(p-1)-brane moving in given background.
Without lost of generality we choose one particular worldvolume coordinate, say
ξp ≡ x and consider following ansatz for the tachyon
T (x, ξ) = f(a(x− t(ξ)) , (2.13)
where as in [15] we presume that f(u) satisfies following properties
f(−u) = −f(u) , f ′(u) > 0 , ∀u , f(±∞) = ±∞ (2.14)
but is otherwise an arbitrary function of its argument u. a is a constant that we
shall take to ∞ in the end. In this limit we have T = ∞ for x > t(ξ) and T = −∞
for x < t(ξ). Note also that t(ξ) in (2.13) is function of ξα , α = 0, . . . , p− 1. Let us
also presume following ansatz for massless fields
XM(x, ξ) = XM(ξ) , Ax(x, ξ) = 0 , Aα(x, ξ) = Aα(ξ) , α = 0, . . . , p− 1 , (2.15)
where again ξ ≡ (ξ0, . . . , ξp−1). Before we proceed further we would like to stress
what is the main goal of this analysis. We would like to show that the dynamics of
the kink is governed by the action
S = SDBI + SWZ ,
SDBI = −Tp−1
∫
dpξe−Φ
√− det a˜ ,
SWZ =
∑
n≤0
1
n!(2!)nq!
∫
dpξǫα1...αp(F˜)nα1...α2nC˜α2n+1...αp ,
(2.16)
5
where
a˜αβ = (gMN + bMN )∂αX
M∂βX
N + Fαβ ,
F˜αβ = Fαβ + bMN∂αXM∂βXN ,
C˜α2n+1...αp = CM2n+1...Mp∂α2n+1X
M2n+1 . . . ∂αpX
Mp .
(2.17)
In other words we will show that the modes given in (2.15) that propagate on the
worldvolume of the kink obey the equations of motion derived from (2.16) that have
the form
−δe
−Φ
δXK
V
√− detA−
−e
−Φ
2
(
δgMN
δXK
∂αX
M∂βX
N +
δbMN
δXK
∂αX
M∂βX
N
)
(a˜−1)βα
√− det a˜+
+∂α
[
e−ΦgKM∂βX
M(a˜−1)βαS
√− det a˜
]
+
+∂α
[
e−ΦbKM∂βX
M(a˜−1)βαA
√− det a˜
]
+ J˜K = 0 ,
(2.18)
where
J˜K =
δSWZ
δXK
=
∑
n≤0
1
n!(2!)nq!
ǫα1...αp
[
∂KbMN∂α1X
M∂α2X
N(F˜)n−1α3...α2nC˜α2n+1...αp
+(F˜)nα1...α2n∂KC˜M1...Mq∂α2n+1XM1 . . . ∂αpXMq−
−2n∂α1
[
bKM∂α2X
M(F˜)n−1α3...α2nC˜α2n+1...αp
]
−
−q∂α2n+1
[
(F˜)nα1...α2nCKM2...Mq∂α2n+2XM2 . . . ∂αpXMq
]]
.
(2.19)
In the same way we get that the equation of motion for Aα are
∂β
[
e−Φ(a˜−1)αβA
√− det a˜
]
+ J˜α = 0 , (2.20)
where
J˜α1 =
∑
n≥0
2n
n!2nq!
ǫα1...αp∂α2
[
(F˜)n−1α3...α2nC˜α2n+2...αp
]
. (2.21)
Let us again return to the ansatz (2.13) and (2.15) and calculate the matrix Aµν
A =
(
a˜αβ + a
2f ′2∂αt∂βt −a2f ′2∂βt
−a2f ′2∂αt a2f ′2
)
(2.22)
where
a˜αβ = (gMN + bMN)∂αX
M∂βX
N + Fαβ . (2.23)
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Now using the fact that
detA = det(Aαβ −Aαx 1
Axx
Axβ) detAxx (2.24)
we get
detA = a2f ′2 det a˜ . (2.25)
As a next step we determine the inverse matrix (A−1) up the correction O
(
1
a
)
. After
some algebra we get
(A−1)αβ = (a˜−1)αβ , (A−1)xβ = ∂αt(a˜
−1)αβ ,
(A−1)αx = (a˜−1)αβ∂βt , (A
−1)xx = ∂αt(a˜
−1)αβ∂βt
(2.26)
In the limit of large a. Using also the relation Aµν(A
−1)νρ = δ ρµ and the form of the
matrix A given in (2.22) we easily determine following relation
(A−1)µxS − (A−1)µαS ∂αt =
1
a2f ′2
(
δµx − (A−1)xµS
)
. (2.27)
Now with the help of (2.27) we get
∂µ
[
e−ΦV ∂νT (A
−1)νµS
√− detA
]
=
∂µ
[
e−ΦV af ′((A−1)xµS − (A−1)αµS ∂αt)
√− detA
]
=
= ∂µ
[
e−ΦV (δµx − (A−1)xµS )
√
− det a˜
]
=
∂x
[
e−ΦV (T )(1− (A−1)xxS )
√− det a˜
]
− ∂α
[
e−ΦV (A−1)xαS
√− det a˜
]
=
= V ′af ′e−Φ(1− (a˜−1)αβS ∂αt∂βt)
√
− det a˜+ V ′af ′∂αt(a˜−1)αβS ∂βt
√
− det a˜−
−V ∂α
[
e−Φ(a˜−1)βαS ∂βt
√− det a˜
]
=
= V ′af ′e−Φ
√
− det a˜− V ∂α
[
e−Φ(a˜−1)βαS ∂βt
√
− det a˜
]
,
(2.28)
where we have used the fact that ∂αV = V
′∂αT = −V ′f ′∂αt and also the fact that
the only field that depends on x is tachyon T . Using (2.28) we get following form of
the DBI part of the tachyon equation of motion (2.4)
V ∂α
[
e−Φ(a˜−1)βαS ∂βt
√− det a˜
]
. (2.29)
Now we consider the DBI part of the equation of motion for XK (2.5). With the
ansatz (2.13) and (2.15) the first two lines there take the form
−af ′V ∂K [e−Φ]
√− det a˜
−− af ′V e
−Φ
2
(∂KgMN + ∂KbMN) ∂αX
M∂βX
N(a˜−1)βα
√− det a˜ .
(2.30)
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On the other hand the expression on the third line in (2.5) takes the form
∂µ
[
e−ΦV gKM∂αX
M(A−1)αµS af
′
√− det a˜
]
=
= aV f ′∂β
[
e−ΦgKM∂αX
M(a˜−1)αβS
√− det a˜
]
,
(2.31)
where we have used
∂β[aV f
′] = −∂x[aV f ′]∂βt
(2.32)
and also the fact that XK are function of ξα only. In the same way as in (2.31) we
can show that
∂µ
[
e−ΦV bKM∂αX
M(A−1)αµA af
′
√− det a˜
]
=
= af ′V ∂β
[
e−ΦbKM∂αX
M(a˜−1)βαA
√
− det a˜
]
.
(2.33)
If we collect all these results we obtain that the DBI part of the equation of motion
for XK takes the form
af ′V
(
−∂K [e−Φ]
√− det a˜− e
−Φ
2
(∂KgMN + ∂KbMN) ∂αX
M∂βX
N(a˜−1)βα
√− det a˜
+∂β
[
e−ΦgKM∂αX
M(a˜−1)αβS
√− det a˜
]
+ ∂β
[
e−ΦbKM∂αX
M(a˜−1)αβA
√− det a˜
])
.
(2.34)
Now let us consider the equation of motion for gauge field. For Ax we get
∂ν
[
V e−Φ(A−1)xνA
√− detA
]
= af ′V ∂βt∂α
[
e−Φ(a˜−1)βαA
√− det a˜
]
,
(2.35)
where we have used an antisymmetry of (a˜−1)αβA so that (a˜
−1)αβA ∂α∂βt = 0.
On the other hand the equations of motion for Aα take the form
∂µ
[
e−Φ(A−1)αµA
√
− det(A−1)
]
= ∂x[af
′V ]e−Φ(a˜−1)αβA ∂βt
√− det a˜+
∂β
[
af ′V e−Φ(a˜−1)αβA
√− det a˜
]
= af ′V ∂β
[
e−Φ(a˜−1)αβA
√− det a˜
]
.
(2.36)
As a next step we evaluate the currents given in (2.10), (2.11) and (2.12) for the
ansatz (2.13) and (2.15).
To begin with we determine the components of the embedding of various fields.
It is easy to see that
Fxα = −Fαx = Fxα + bMN∂xXM∂αXN = 0 (2.37)
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due to the fact that all worldvolume massless modes do not depend on x and also
thanks to the fact that Ax = 0. Then the only nonzero components of Fµν are
F˜αβ . For C(n) the situation is the same, namely any component that in the subscript
contains x vanishes since
C...x... = C...M...∂xX
M = 0 . (2.38)
Now we begin with the gauge current Jµ. Firstly, Jx is equal to
Jx =
∑
n≥0
2n
n!2nq!
ǫxα2α3...αpα1∂α2
[
V (T )(F˜)n−1α3...α2nC˜α2n+1...αp∂α1T
]
=
−∑
n≥0
2n
n!2nq!
ǫxα2α3...αpα1∂α1 [V af
′]
[
(F˜)n−1α3...α2nC˜α2n+1...αp∂α1t
]
−
−af ′V ∑
n≥0
2n
n!2nq!
ǫxα2α3...αpα1∂α2
[
(F˜)n−1α3...α2nC˜α2n+1...αp∂α1t
]
= af ′V ∂α1t
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂α2
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
= af ′V ∂α1tJ˜
α1 ,
(2.39)
where we have used the fact that ∂α1(V f
′) = −∂x(V f ′)∂α1t and then an antisymme-
try of ǫxα1...αp so that ǫα1α2...∂α1∂α2t = 0. Also the form of the current J˜
α was given
in (2.21) 7.
On the other hand the current Jα1 is equal to
Jα1 =
∑
n≥0
2n
n!2nq!
ǫα1α2...αpx∂α2
[
V (T )(F˜)n−1α3...α2nC˜α2n+1...αp∂xT
]
+
+
∑
n≥0
2n
n!2nq!
ǫα1xα3...αpα2∂x
[
V (T )(F˜)n−1α3...α2nC˜α2n+1...αp∂α2T
]
=
=
∑
n≥0
af ′V
2n
n!2nq!
ǫα1α2...αpx∂α2
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
= af ′V J˜α1
(2.40)
using the fact that (F)n−1...x and C...x... are equal to zero. If we now combine (2.36)
with (2.40) we get
af ′V
[
∂β
[
e−Φ(a˜−1)αβA
√− det a˜
]
+ J˜α
]
= 0 . (2.41)
Let us now analyse the behaviour of the term af ′V in the limit a → ∞. Since by
definition f ′(u) is finite for all u it remains to study the properties of the expression
aV . Since V ∼ e−T for T →∞ we have
lim
a→∞
aV (f(a(x− t(ξ)) = (for x 6= t(ξ))
lim
a→∞
a
ef(a(x−t(ξ)))
=
1
(x− t(ξ))f ′ lima→∞ e
−f(a(x−t(ξ))) = 0 .
(2.42)
7Note that ǫα1...αpx = ǫα1...αp .
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We see that for x 6= t(ξ) the expression aV goes to zero in the limit a → ∞. On
the other hand for x = t(ξ) the potential V (0) = τp and hence in order to obey the
equation of motion for Aα we find that the expression in the bracket in (2.41) should
vanish. In fact, this expression is the same as the equation of motion for Aα given
in (2.20)
On the other hand using (2.35) and (2.39) the equation of motion for Ax takes
the form
af ′V
[
∂βt
(
∂α
[
e−Φ(a˜−1)βαA
√− det a˜
]
+ J˜β
)]
= 0 (2.43)
that clearly holds using the fact that all modes obey the equation of motion (2.20).
Now we will analyse the current JK . Looking on its form (2.12) it is clear that
the expressions on the first and the second line are nonzero for µp+1 = x only. On
the other hand the expression on the third line can be nonzero for µp+1 = x and for
µ1 = x where we get
−2nǫα1...αpx∂α1
[
aV f ′bKM∂α2X
M(F˜)n−1α3...α2nC˜α2n+1...αp
]
+
+2nǫxα2...αpα1∂x[aV f
′]
[
∂α1tbKM∂α2X
M(F˜)n−1α3...α2nC˜α2n+1...αp
]
=
= −af ′V 2nǫα1...αpx∂α1
[
bKM∂α2X
M(F˜)n−1α3...α2nC˜α2n+1...αp
]
.
(2.44)
Finally, the expression on the last line in (2.12) is equal to
−qǫµ1...µp+1∂µ2n+1
[
V (T )(F)nµ1...µ2nCKM2...Mq∂µ2n+2XM2 . . . ∂µpXMq∂µp+1T
]
=
= −qǫα1...αpx∂α2n+1
[
af ′V (T )(F˜)nα1...α2nCKM2...Mq∂α2n+2XM2 . . . ∂αpXMq
]
+
qǫα1...α2nxα2n+2...αpα2n+1∂x
[
V (T )af ′∂α2n+1t(F˜)nµ1...µ2nCKM2...Mq∂µ2n+2XM2 . . . ∂µpXMq
]
=
= −af ′V qǫα1...αpx∂α2n+1
[
(F˜)nα1...α2nCKM2...Mq∂α2n+2XM2 . . . ∂αpXMq
]
.
(2.45)
If we now combine all these results together we obtain final form of the current JK
JK = af
′V
∑
n≤0
1
n!(2!)nq!
ǫα1...αpx
(
∂KbMN∂α1X
M∂α2X
N(F˜)n−1α3...α2nC˜α2n+1...αp
+(F˜)nα1...α2n∂KCM1...Mq∂α2n+1XM1 . . . ∂αpXMq−
−2n∂α1
[
bKM∂α2X
M(F˜)n−1α3...α2nC˜α2n+1...αp
]
+
+q∂α2n+1
[
(F˜)nα1...α2nCKM2...Mq∂α2n+2XM2 . . . ∂αpXMq
])
≡ af ′V J˜K ,
(2.46)
where J˜K was defined in (2.19). Using (2.34) and (2.46) we obtain the final form of
the equation of motion for XK in the form
af ′V
(
−∂K [e−Φ]
√− det a˜−
10
−e
−Φ
2
(∂KgMN + ∂KbMN) ∂αX
M∂βX
N(a˜−1)αβ
√− det a˜
+∂β
[
e−ΦgKM∂αX
M(a˜−1)αβS
√− det a˜
]
+
+∂β
[
e−ΦbKM∂αX
M(a˜−1)βαA
√− det a˜
]
+ J˜K
)
= 0 .
(2.47)
Following discussion given below (2.41) we see that the expression in the bracket
in (2.47) should be equal to zero. On the other hand this equation is exactly the
equation of motion for the embedding mode that lives on the worldvolume of D(p-
1)-brane that was given in (2.18).
Finally we come to the analysis of the tachyon current JT that can be written as
JT = −
∑
n≤0
V (T )
1
n!(2!)nq!
ǫµ1...µp+1∂µp+1
(
(F)nµ1...µ2nCµ2n+1...µp
)
.
(2.48)
It is not hard to see that the tachyon current is equal to zero. Firstly, the contribution
to JT for which µp+1 = x vanishes thanks to the fact that all massless modes do not
depend on x. On the other hand for µp+1 6= x all contributions to JT vanish since
then there certainly exists F or C with the lower index containing x and as we argued
above these terms are equal to zero. Hence we get
JT = 0 . (2.49)
Then the equation (2.4) takes the form
V ∂α
[
e−Φ(a˜−1)βαS ∂βt
√− det a˜
]
= 0 . (2.50)
Since for general background all massless fields depend on ξ the only way how to
obey this equation for x = t(ξ) where V (0) = τp is to demand that ∂αt = 0. In other
words we obtain a set of the tachyon kink solutions labelled with constant t that
determines the position of the core of the kink on the worldvolume of an unstable
Dp-brane. We mean that this is a natural result for a non-BPS Dp-brane where
no gauge fixing procedure was imposed. In this case the position of a Dp-brane
in the target spacetime is not specified and consequently all kink solutions on its
worldvolume are equivalent.
In summary, we have shown that the spatial dependent tachyon condensation on
the worldvolume of a unstable Dp-brane in general background leads to an emergence
of a lower dimensional D(p-1)-brane where the massless modes that propagate on the
worldvolume of the kink obey the equations of motion that arise from the DBI and
WZ action for D(p-1)-brane.
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2.1 Stress energy tensor
Further support for an interpretation of the tachyon kink as a lower dimensional
D(p-1)-brane can be derived from the analysis of the stress energy tensor for the
non-BPS Dp-brane. In order to find its form recall that we can write the action (2.1)
as
Sp = −
∫
d10xd(p+1)ξδ(XM(ξ)− xM )e−ΦV (T )
√
− detA . (2.51)
From (2.51) we can easily determine components of the stress energy tensor TMN(x)
of an unstable D-brane using the fact that the stress energy tensor TMN (x) is defined
as the variation of Sp with respect to gMN(x)
TMN (x) = −2 δSp√−g(x)δgMN(x) =
= −
∫
d(p+1)ξ
δ(XM(ξ)− xM)√
−g(x)
e−ΦV gMKgNL∂µX
K∂νX
L(A−1)νµS
√− detA .
(2.52)
Now from (2.13) and (2.15) we know that all massless modes are x independent.
Hence (2.52) is equal to
TMN(x) = −
∫
dxaf ′V (f(x))
∫
dpξ
δ(XM(ξ)− xM )√
−g(x)
×
×e−ΦgMKgNL∂αXK∂βXL(a˜−1)βαS
√− det a˜ =
−Tp−1
∫
dpξ
δ(XM(ξ)− xM )√
−g(x)
e−ΦgMKgNL∂αX
K∂βX
L(a˜−1)βαS
√− det a˜ ,
(2.53)
where
Tp−1 =
∫
dxaV (f)f ′ =
∫
dmV (m) (2.54)
is a tension of BPS D(p-1)-brane. In other words the stress energy tensor evaluated
on the ansatz (2.13) and (2.15) corresponds to the stress energy tensor for D(p-1)-
brane.
In the same way we can study other currents that express the coupling of the
non-BPS Dp-brane to closed string massless fields. For example, let us consider
current JM1...MNC corresponding to the variation of SWZ with respect to CM1...MN (x)
JM1...MNC (x) =
1
n!(2!)nN !
∫
dp+1ξδ10(xM −XM(ξ))V (T )ǫµ1...µp+1 ×
×(F)nµ1...µ2n∂µ2n+1XM1 . . . ∂µpXMN∂µp+1T ,
(2.55)
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where n = p−N
2
. It is clear that the nonzero components corresponds to µp+1 = x
(since in the opposite case there will be derivative ∂xX that for (2.15) vanishes) and
we get
JM1...MNC (x) =
∫
dxV (f)f ′a
1
n!(2!)nN !
∫
dpξδ10(xM −XM(ξ))ǫα1...αpx ×
×(F)nα1...α2n∂α2n+1XM1 . . . ∂αpXMN
=
µp−1
n!(2!)nN !
∫
dpξδ10(xM −XM(ξ))ǫα1...αpx ×
×(F)nα1...α2n∂α2n+1XM1 . . . ∂αpXMN ,
(2.56)
where µp−1 = Tp−1 is a Ramond-Ramond charge of D(p-1)-brane and hence (2.56) is
an appropriate current for D(p-1)-brane.
3. Partial fixing gauge
In order to find solution of the tachyon effective action, where the mode t that de-
termines the location of the core of the kink could be interpreted as an additional
embedding coordinate, we should partial fix the gauge. In other words, when we
choose one spatial coordinate on the worldvolume theory on which the tachyon de-
pends we will also presume that this coordinate coincides with one arbitrary spatial
coordinate in the target spacetime. Since both worldvolume theory and spacetime
theory are diffeomorphism invariant we can without loose of generality choose the
worldvolume direction on which the tachyon depends to be ξp and the spacetime
direction to be X9. Then we demand that
X9 = x ≡ ξp . (3.1)
Let us now consider following ansatz for the tachyon
T (x, ξ) = f(a(x− t(ξ)) , (3.2)
where f(u) could be the same function as was defined in previous section. We also
presume following ansatz for massless modes
XI(x, ξ) = XI(ξ) , Ax(x, ξ) = 0 , Aα(x, ξ) = Aα(ξ) , (3.3)
where I, J,K = 0, 1 . . . , 8 and where ξα , α = 0, . . . , p− 1 are coordinates tangential
to the kink worldvolume.
Now we must show that the ansatz (3.2) and (3.3) solve the equation of motion
for T,XM and Aµ. Firstly, for (3.2) and (3.3) the matrix Aµν takes the form
Axx = g99 + a
2f ′2 ,Axβ = g9I∂βX
I + b9I∂βX
I − a2f ′2∂βt ≡ Hxβ − a2f ′2∂βt ,
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Aαx = ∂αX
IgI9 + ∂αX
IbI9 − a2f ′2∂αt ≡ Hαx − a2f ′2∂αt ,
Aαβ = (a
2f ′2 − g99)∂αt∂βt−Hαx∂βt− ∂αtHxβ + a˜αβ ,
a˜αβ = g99∂αt∂βt + gIJ∂αX
I∂βX
J + ∂αX
IgI9∂βt+ ∂αtg9J∂βX
J +
+bIJ∂αX
I∂βX
J + ∂αX
IbI9∂βt+ ∂αtb9J∂βX
J + Fαβ .
(3.4)
As in the previous section we obtain that detA is equal to
detA = a2f ′2 det(a˜αβ) +O(1/a) (3.5)
and the inverse matrix (A−1) when it is expressed as function of (a˜−1) and ∂t takes
the form
(A−1)αβ = (a˜−1)αβ , (A−1)xβ = ∂αt(a˜
−1)αβ ,
(A−1)αx = (a˜−1)αβ∂βt , (A
−1)xx = ∂αt(a˜
−1)αβ∂βt ,
(3.6)
where the relations in (3.6) hold up to corrections of order 1/a2.
Now using the form of the matrix A (3.4) and the equation (A−1)µνAνρ = δ
µ
ρ
we easily determine following exact relation
(A−1)µxS −(A−1)µαS ∂αt =
1
a2f ′2
(
δµx − (A−1)xxS g99 −
1
2
(
(A−1)µαHαx +Hxα(A
−1)αµ
))
.
(3.7)
Then with the help of (3.7) we can write the second term in (2.4) as
∂µ
[
e−ΦV
√− detA(A−1)µνS ∂νT
]
=
∂µ
[
e−ΦV af ′
1
a2f ′2
(δµx − (A−1)xxS g99 −
1
2
((A−1)µαHαx +Hxα(A
−1)αµ))
√− det a˜
]
(3.8)
Following [15] we can now argue that due to the explicit factor of a2f ′2 in the
denominator the leading contribution from individual terms in this expression is now
of order a and hence we can use the approximative results of detA and (A−1) given
in (3.5) and (3.6) to analyse the DBI part of the equation of motion for tachyon (2.4)
∂µ
[
e−ΦV
√− detAaf ′ 1
a2f ′2
(δµx − (A−1)µxg99 −
1
2
(A−1)µαHαx − 1
2
Hxα(A
−1)αµ)
]
−
−e−ΦV ′√− detA =
∂x
[
e−ΦV
√
− det a˜(1− (a˜−1)αβS g99∂αt∂βt−
1
2
∂βt(a˜
−1)βαHαx − 1
2
Hxα(a˜
−1)αβ∂βt)
]
−
−∂α
[
e−ΦV
√− det a˜
(
(a˜−1)αβS g99∂βt+
1
2
(a˜−1)αβHβx +
1
2
Hxα(a˜
−1)αβ
)]
−
14
−af ′e−ΦV ′√− det a˜ =
= V
{
∂x
[
e−Φ
√− det a˜(1− (a˜−1)αβS g99∂αt∂βt−
−1
2
Hxα(a˜
−1)αβ∂βt− 1
2
∂αt(a˜
−1)αβHβx)
]
−
−∂α
[
e−Φ
√− det a˜((a˜−1)αβS g99∂βt+
1
2
(a˜−1)αβHβx +
1
2
Hxβ(a˜
−1)βα)
]}
.
(3.9)
We should now more carefully interpret the result given above. Firstly, as we know
from the previous section the tachyon potential V is equal to zero for x − t(ξ) 6= 0
while for x− t(ξ) = 0 we get V (0) = τp in the limit a→∞. Moreover, we will show
in the next subsection that the tachyon current JT is equal to JT = −V J˜9 when it
is evaluated on the ansatz (3.2) and (3.3). Note that J˜9 is gauge fixed version of the
current (2.19). The main point is that the tachyon equation of motion is obeyed for
x− t(ξ) 6= 0 while for x = t(ξ) we should demand that the expression in the bracket
in (3.9) together with −J˜9 should in be equal to zero. If we now use the fact that
Hxα(a˜
−1)αβ∂βt + ∂βt(a˜
−1)βαHαx = 2(a˜
−1)αβS gI9∂αX
I∂βt− 2(a˜−1)αβA bI9∂αXI∂βt ,
(a˜−1)αβHβx +Hxβ(a˜
−1)βα = 2(a˜−1)αβS gI9∂βX
I − 2(a˜−1)αβA b9I∂βXI
(3.10)
we can write the expression in the bracket in (3.9) with −J˜9 in the form
δe−Φ
δx
√− det a˜+ e
−Φ
2
(
δgMN
δx
∂αY
M∂βY
N +
δbMN
δx
∂αY
M∂βY
N
)
(a˜−1)βα
√− det a˜−
−∂α
[
e−Φ
√− det a˜(a˜−1)αβS g9M∂βY M
]
− ∂x
[
e−Φ
√− det a˜(a˜−1)αβS g9M
]
∂αt∂βY
M −
−∂α
[
e−Φ
√− det a˜(a˜−1)αβA b9M∂βY M
]
− ∂9
[
e−Φ
√− det a˜(a˜−1)αβA b9M
]
∂αY
M∂βt− J˜9 = 0 ,
(3.11)
where we have introduced the notation
Y M ,M = 0, . . . , 9 , Y I = XI , I = 0, . . . , 8 , Y 9 = t . (3.12)
It is important to stress that in (3.11) we firstly perform the derivative with respect
to x and then we replace x with t(ξ). Then the presence of the following expressions
in (3.9)
−∂x
[
e−Φ
√− det a˜(a˜−1)αβg9M
]
∂αt∂βY
M − ∂x
[
e−Φ
√− det a˜(a˜−1)αβA b9M
]
∂αY
M∂βt
(3.13)
is crucial for an interpretation of t(ξ) as an additional scalar field that parametrises
the position of D(p-1)-brane in x direction.
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To see this more clearly let us compare (3.11) with the equation of motion (2.18)
for K = 9 and observe that the expression on the third line in (2.18) can be written
as
∂α
[
e−Φ
√− det a˜g9M∂βY M(a˜−1)βαS
]
=
= ∂α
[
e−Φ(ξ,x)
√
− det a˜(ξ, x)g9M∂βY M(a˜−1)βαS (ξ, x)
]
+∂x
[
e−Φ(ξ,x)
√
− det a˜BPS(ξ, x)g9M(a˜−1)βαS (ξ, x)
]
∂αY ∂βY
M ,
(3.14)
where on the second line the derivative with respect to ξα treats x as an independent
variable so that we firstly perform derivative with respect to ξα and then we replace
x with Y . We see that this prescription coincides with the expressions on the second
line in (3.11). In the same way we can proceed with the expression on the fourth
line in (2.18)
−∂α
[
e−Φ
√− det a˜b9M∂βY M(a˜−1)βαA
]
=
∂α
[
e−Φ(ξ,x)
√
− det a˜(ξ, x)b9M∂βY M(a˜−1)βαA (ξ, x)
]
+∂x
[
e−Φ(ξ,x)
√
− det a˜(ξ, x)b9M (a˜−1)βαA (ξ, x)
]
∂αY ∂βY
M
(3.15)
and this again coincides with the expressions on the fourth line in (3.11). In summary,
the location of the tachyon kink in the x9 direction is completely determined by field
t(ξ) that obeys the equation of motion (2.18) for K = 9.
Now we come to the analysis of the equation of motion for XK , K = 0, . . . , 8.
For the ansatz (3.2) and (3.3) the first term in (2.5) takes the form
δe−Φ
δXK
V
√− detA = af ′V δe
−Φ
δXK
√− det a˜ . (3.16)
On the other hand the expression on the second line in (2.5) can be written as
e−ΦV
[
δgMN
δXK
∂µX
M∂νX
N +
δbMN
δXK
∂µX
M∂νX
N
]
(A−1)νµ
√− detA =
af ′V e−Φ
[
δgMN
δY K
∂αY
M∂βY
N +
δbMN
δY K
∂αY
M∂βY
N
]
(a˜−1)βα
√− det a˜ ,
(3.17)
where we have used the notation (3.12). Finally we will analyse the expression on
the third and the fourth line in (2.5) that can be written as
∂µ
[
e−ΦV (gKM∂νX
M(A−1)νµS + bKM∂νX
M(A−1)νµA )
√− detA
]
. (3.18)
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After some length calculations we obtain that (3.18) for the ansatz (3.2) and (3.3)
takes the form
aV f ′
(
∂x
[
e−Φ(gKM(a˜
−1)αβS + bKM(a˜
−1)αβA )
√− det a˜
]
∂αY
M∂βt
+∂α
[
e−Φ(gKM∂βY
M(a˜−1)βαS + bKM∂βY
M(a˜−1)βαA )
√− det a˜
])
.
(3.19)
Finally, using (3.16), (3.17) and (3.19) we get
af ′V
{
−δe
−Φ
δXK
√− det a˜+
−e
−Φ
2
[
δgMN
δY K
∂αY
M∂βY
N +
bMN
δY K
∂αY
M∂βY
N
]
(a˜−1)βα
√
− det a˜
+∂x
[
e−Φ(gKM(a˜
−1)αβS + bKM(a˜
−1)αβA )
√− det a˜
]
∂αY
M∂βt
+∂α
[
e−Φ(gKM∂βY
M(a˜−1)βαS + bKM∂βY
M(a˜−1)βαA )
√
− det a˜
]
+ J˜K
}
= 0
(3.20)
using the result that will be proven in the next subsection that the current JK is
equal to aV f ′J˜K , where J˜K is given in (2.19).
As we know from the previous section the expression af ′V goes to zero in the
limit a→∞ when x 6= t(ξ). On the other hand for x = t(ξ) the potential V (0) = τp
for arbitrary a and hence in order to obey the equation of motion for XK (2.5) we
get that the expression in the bracket {. . .} should vanish for x = t(ξ). However this
is precisely the equation of motion (2.18) and hence we again obtain the result that
the scalar modes XK should solve the equation of motion that arise from the action
for BPS D(p-1)-brane.
Since we mean that it is very important to find the correct interpretation of the
equation (3.20) we we would like again stress that in the expression in the bracket
in (3.20) we firstly perform a derivative with respect to ξα and then we replace x
with t(ξ) in the limit a → ∞. This fact implies that t(ξ) is an scalar mode that
parametrises the location of D(p-1)-brane in the x9 direction.
To complete the discussion of the equation of motion for XK we should also
analyse the equation of motion for X9. If we proceed in the same way as for XK
that was analysed above we obtain that the equation of motion for X9 takes the form
af ′V
(
−e
−Φ
2
√− det a˜ [∂xgMN + ∂xbMN ] ∂αY M∂βY N(a˜−1)βα − ∂x[e−Φ]
√− det a˜+
+∂x
[
e−Φg9M(a˜
−1)αβS
√
− det a˜
]
∂αt∂βX
M + ∂β
[
e−Φg9M∂αY
M(a˜−1)αβS
√
− det a˜
]
+
∂x
[
e−Φb9M (a˜
−1)βαA
√− det a˜
]
∂αt∂βX
M + ∂β
[
e−Φb9M∂αX
M(a˜−1)αβA
√− det a˜
]
+ J˜9
)
= 0 ,
(3.21)
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where we have again used the result from the next subsection that J9 = afV
′J˜9. We
see that the expression in the bracket (. . .) in (3.21) coincides with the equation of
motion (2.18) for K = 9. This is nice result since we should obtain ten independent
equations for scalar modes and we see that the equation of motion for T and for X9
imply one equation of motion for mode t.
Finally we come to the analysis of the equation of motion for Aµ given in (2.6).
For µ = α the DBI part of the equation of motion (2.6) takes the form
∂x[V af
′]e−Φ(a˜−1)αβA ∂βt
√− det a˜+ ∂β [V af ′]e−Φ(a˜−1)αβA
√− det a˜+
V af ′
(
∂x
[
e−Φ(a˜−1)αβA
√− det a˜
]
∂βt + ∂β
[
e−Φ(a˜−1)αβA
√− det a˜
])
.
(3.22)
Again using (2.32) we see that the expressions on the first line cancel. If we now
combine (3.22) with (3.37) we obtain final form of the equation of motion for Aα
V af ′
(
∂x
[
e−Φ(a˜−1)αβA
√− det a˜
]
∂βt + ∂β
[
e−Φ(a˜−1)αβA
√− det a˜
]
+ J˜α
)
= 0 .
(3.23)
As usual we demand that the expression in the bracket (. . .) in (3.23) should be equal
to zero for x = t(ξ). Then the vanishing of this expression is equivalent to
∂α
[
e−Φ(t(ξ))
√
− det a˜(t(ξ))(a˜−1)βαA (t(ξ))
]
+ J˜α(t(ξ)) = 0 (3.24)
that is an equation of motion for the gauge field given in (2.20).
Finally, the DBI part of the equation of motion (2.6) for µ = x and for the ansatz
(3.2), (3.3) takes the form
∂ν
[
V e−Φ(A−1)xνA
√
− detA
]
= ∂β
[
V af ′e−Φ∂αt(a˜
−1)αβA
√
− det a˜
]
=
= V af ′∂βt∂α
[
e−Φ(a˜−1)βαA
√− det a˜
]
(3.25)
using (2.32) and then an antisymmetry of the matrix (a˜−1)αβA . Now with the help of
the current Jx given in (3.39) and with (3.25) the equation of motion (2.6) for µ = x
takes the form
aV f ′
{
∂βt
(
∂α
[
e−Φ(a˜−1)βαA
√
− det a˜
]
+ J˜β
)}
=
= aV f ′
{
∂βt
(
∂α
[
e−Φ(a˜−1)βαA
√− det a˜
]
+ ∂x
[
e−Φ(a˜−1)αβA
√− det a˜
]
∂αt+ J˜
β
)}
= 0 ,
(3.26)
where we have included an expression aV f ′∂βt∂αt∂x
[
e−Φ(a˜−1)αβA
√− det a˜
]
that van-
ishes thanks to the antisymmetry of (a˜−1)αβA however whose presence is crucial for an
interpretation of t as an embedding coordinate. Following arguments given above we
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obtain that the expression in the bracket {. . .} should be equal to zero for x = t(ξ) in
the limit a→∞. We see that this holds since as we have argued above the massless
modes obey (2.20).
In summary, we have shown that the dynamics of the tachyon kink is governed
by the equation of motion that arises from the DBI and WZ action for D(p-1)-brane
that is localised at the point x = t(ξ). To really conclude this section we should now
evaluate currents JM , J
µ and JT .
3.1 Analysis of currents
In this subsection we will analyse the currents (2.10) , (2.11) and (2.12) for the ansatz
given in (3.2) and (3.3). We will see that this analysis is much more difficult that in
the case when we did not impose any gauge fixing conditions.
We start with the gauge current (2.10) where µ1 = α1. In this case we get
Jα1 =
∑
n≥0
2n
n!2nq!
ǫα1µ1...µp+1∂µ2
[
V (T )(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T
]
=
=
∑
n≥0
2n
n!2nq!
ǫα1α2...αpx∂α2
[
V (T )(F)n−1α3...α2nCα2n+1...αp∂xT
]
+
∑
n≥0
2n
n!2nq!
ǫα1xα2...αp∂x
[
V (T )(F)n−1α2...α2nCα2n+1...αp−1∂αpT
]
+
+
∑
n≥0
4n(n− 1)
n!2nq!
ǫα1α2xα4...αpα3∂α2
[
V (T )Fxα3(F)n−2α5...α2nCα2n+1...αp∂α3T
]
+
+
∑
n≥0
2nq
n!2nq!
ǫα1...α2nxα2n+2...αpα2n+1∂α2
[
V (T )(F)n−1α3...α2nCxα2n+2...αp∂α2n+1T
]
.
(3.27)
It can be shown that for the ansatz (3.2) the expressions on the second and the third
line in (3.27) take the form
af ′V
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂α2
[
(F)n−1α3...α2nCα2n+1...αp
]
+
+aV f ′
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂x
[
(F)n−1α3...α2nCα2n+1...αp
]
∂α2t .
(3.28)
Now we come to one important point. As we know from the previous section the
factor aV f ′ vanishes for x 6= t(ξ) for a → ∞. At the same time we argued that we
should regard t(ξ) as an embedding coordinate. On the other hand Fαβ contains an
embedding of B that is equal to
BIJ∂αX
I∂βX
J (3.29)
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and we also have
Cα2n+1...αp = CI2n+1...Ip∂α2n+1X
I2n+1 . . . ∂αpX
Ip . (3.30)
Now we would like to argue that whenever some term in any current will contain a
factor ∂αxt we can replace all Fαβ and all Cα2n+1...αp with F˜αβ and C˜α2n+1...αp where
F˜αβ = Fαβ +BMN∂αY M∂βY N ,
C˜α2n+1...αp = CM2n+1...Mp∂α2n+1Y
M2n+1 . . . ∂αpY
Mp ,
(3.31)
where Y M was introduced in (3.12). To see that this replacement is correct note
that the additional terms in expressions (We mean expressions with the overall mul-
tiplicative factor ∂αxt) , when we replace F with F˜ and C with C˜ contain derivative
of t in the form ∂αyt. Now thanks to the existence of the factor ǫ
α1...αpx it is clear
that these terms after multiplication with ∂αxt vanish since
ǫα1...αx...αy ...αpx∂αxt∂αy t = 0 . (3.32)
Now we proceed to the analysis of the expression on the fourth line in (3.27)
∑
n≥0
4n(n− 1)
n!2nq!
ǫα1α2xα4...αpα3∂α2
[
V (T )Fxα4(F)n−2α5...α2nCα2n+1...αp∂α3T
]
=
aV f ′
∑
n≥0
4n(n− 1)
n!2nq!
ǫα1...αpx∂α2
[
b9I∂α3t∂α4X
I(F)n−2α5...α2nCα2n+1...αp
]
(3.33)
using the fact that
Fxα = Fxα + b9I∂αXI = b9I∂αXI . (3.34)
Now it is easy to see that (3.33) together with (3.28) gives
af ′V
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂α2
[
(F)n−1α3...α2nCα2n+1...αp
]
+
+aV f ′
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂x
[
(F)n−1α3...α2nCα2n+1...αp
]
∂α2t+
+aV f ′
∑
n≥0
4n(n− 1)
n!2nq!
ǫα1...αpx∂α2
[
b9I∂α3t∂α4X
I(F)n−2α5...α2nCα2n+1...αp
]
=
= af ′V
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂α2
[
(F˜)n−1α3...α2nCα2n+1...αp
]
+
+aV f ′
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂x
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
∂α2t .
(3.35)
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To complete the discussion of the current we should analyse the expression on the
last line in (3.27)
∑
n≥0
2nq
n!2nq!
ǫα1...α2nxα2n+2...αpα2n+1∂α2
[
V (T )(F)n−1α3...α2nCxα2n+2...αp∂α2n+1T
]
=
aV f ′
∑
n≥0
2nq
n!2nq!
ǫα1...αpx∂α2
[
(F)n−1α3...α2nCxα2n+2...αp∂α2n+1t
]
.
(3.36)
Now we see that (3.36) is precisely the expression that is needed to replace Cα2n+1...αp
with C˜α2n+1...αp in (3.27). Finally, if we combine (3.35) with (3.36) we obtain following
form of the current Jα1
Jα1 = af ′V
∑
n≥0
2n
n!2nq!
ǫα1α2...µpx∂α2
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
+
+aV f ′
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂x
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
∂α2t = afV J˜
α1 ,
(3.37)
where J˜α1 is a gauge field current for D(p-1)-brane given in (2.21). Note also that
the term on the second line in (3.37) is exactly the right one in order to interpret
t as an embedding coordinate since in the expression on the first line in (3.37) the
partial derivative ∂α2 treats x as an independent variable. We will also see that in
all other currents similar additional terms appear as well.
Finally, we will analyse the gauge current for µ1 = x
Jx =
∑
n≥0
2n
n!2nq!
ǫxα2α3...αpα1∂α2
[
V (F)n−1α3...α2nCα2n+1...αp∂α1T
]
=
= af ′V ∂α1t
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂α2
[
(F)n−1α3...α2nCα2n+1...αp
]
,
(3.38)
where we have used an antisymmetry of ǫxα1...αp under exchange of α1 and αp so that
ǫα1...αp∂α1∂αpt = 0.
Thanks to the presence of the term ∂α1t we can, following discussion given above,
everywhere replace F with F˜ and C with C˜. From the same reason we can add
to (3.38) an expression aV f ′
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂x
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
∂α2t∂α1t that
formally vanishes however with this term the current (3.38) can be written as
Jx = af ′V ∂α1t
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂α2
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
+
+aV f ′
∑
n≥0
2n
n!2nq!
ǫα1...αpx∂x
[
(F˜)n−1α3...α2nC˜α2n+1...αp
]
∂α2t∂α1t = aV f
′∂α1tJ˜
α1 .
(3.39)
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Let us now proceed to the analysis of the tachyon current (2.11) for the ansatz (3.2)
and (3.3)
JT = −V (T )
∑
n≤0
1
n!(2!)nq!
ǫµ1...µp+1∂µp+1
[
(F)nµ1...µ2nCµ2n+1...µp
]
.
(3.40)
Now we split the calculations into two parts, the first one when µp+1 = x and the
second one when µp+1 6= x. In the first case we get
−V (T )∑
n≤0
1
n!(2!)nq!
ǫα1...αpx∂x
[
(F)nα1...α2nCα2n+1...αp
]
=
= −V ∑
n≤0
n
n!(2!)nq!
ǫα1...αpx∂xbIJ∂α1X
I∂α2X
J
[
(F)n−1α3...α2nCα2n+1...αp
]
−
−V ∑
n≤0
q
n!(2!)nq!
ǫα1...αpx
[
(F)nα1...α2n∂xCI2n+1...Ip∂α2n+1XI2n+1 . . . ∂αpXIp
]
.
(3.41)
Now we extend the expression ∂xbIJ∂α1X
I∂α2X
J as
∂xbIJ∂α1X
I∂α2X
J + ∂xb9J∂α1t∂α2X
J + ∂xbI9∂α1X
I∂α2t−
(∂xb9J∂α1t∂α2X
J + ∂xbI9∂α1X
I∂α2t) .
(3.42)
In the same way we can proceed with the expression ∂xCI2n+1...Ip. Then the expression
(3.41) takes the form
−V ∑
n≤0
1
n!(2!)nq!
ǫα1...αpx∂xbMN∂α1Y
M∂α2Y
N
[
(F)n−1α3...α2nCα2n+1...αp
]
−
−V ∑
n≤0
q
n!(2!)nq!
ǫα1...αpx
[
(F)nα1...α2n∂xCM2n+1...Mp∂α2n+1Y M2n+1 . . . ∂αpY Mp
]
+
+V
∑
n≤0
2n
n!(2!)nq!
ǫα1...αpx[∂xb9N∂α1t∂α2Y
N ](F˜)n−1α1...α2nC˜α2n+1...αp
+V
∑
n≤0
q
n!(2!)nq!
ǫα1...αpx(F)nα1...α2n [∂xC9I2n+2...Ip∂α2n+1t∂α2n+2Y I . . . ∂αpY Ip] ,
(3.43)
where we have included tilde components defined in (3.31). We have also used the
fact that we can write b9I∂α2X
I = b9M∂αY
M and in the same way we can extend the
embedding C9I2n+2...Ip∂α2n+2X
I2n+2 . . . ∂αpX
Ip to C9M2n+2...Mp∂α2n+2Y
M2n+2 . . . ∂αpY
Mp
using antisymmetry of CM1...Mq .
Let us now consider the case when µp+1 6= x in (3.40). In this case we get
−V (T )∑
n≤0
2n
n!(2!)nq!
ǫxα2...αpα1∂α1
[
Fxα2(F)n−1α3...α2nCα2n+1...αp
]
−
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−V (T )∑
n≤0
q
n!(2!)nq!
ǫα1...α2nxα2n+2αpα2n+1∂α2n+1
[
(F)nα1...α2nCxα2n+2...αp
]
=
= V (T )
∑
n≤0
2n
n!(2!)nq!
ǫα1α2...αpx∂α1
[
b9I∂α2X
I(F)n−1α3...α2nCα2n+1...αp
]
+
+V (T )
∑
n≤0
q
n!(2!)nq!
ǫα1...αpx∂α2n+1
[
(F)nα1...α2nC9I2n+2...Ip∂α2n+2XI2n+2 . . . ∂αpXIp
]
(3.44)
using the fact that Fxα1 = Fα1x = 0.
We will again argue that terms written on the third and the fourth line in (3.43)
are important for an interpretation of t as an embedding coordinate. In fact, following
discussion performed in previous section it is easy to see that
∂α1 [b9I∂α2X
I ] = ∂α1(b9I(x,X))∂α2X
I
∣∣∣
x=t(ξ)
+ ∂x(b9I(x,X))∂α2X
I
∣∣∣
x=t(ξ)
∂α1t
+b9I∂α1∂α2X
I
,(3.45)
where the second term vanishes after multiplying this derivative with ǫα1α2.... In the
same way we can show that the derivative ∂α2Fα3α4 takes the form
∂α2Fα3α4 + ∂xbIJ∂α3X
I∂α4X
J∂α2t
∣∣∣
x=t(ξ)
+
+ ∂α2bIJ(x,X)∂α3X
I∂α4X
J
∣∣∣
x=t(ξ)
+ bIJ (x,X)∂α2
(
∂α3X
I∂α4X
J
)
(3.46)
If we multiply the expression given above with ǫα2α3α4... we obtain that the first and
the last term vanishes as can be seen from following examples
ǫα2α3α4∂α2∂α3Aα4 = −ǫα3α2α4∂α3∂α2Aα4 ,
ǫα2α3α4∂α2∂α3X
I = −ǫα3α2α4∂α3∂α2XI .
(3.47)
If we now combine (3.43) with (3.44) we obtain that the tachyon current has nat-
ural interpretation as the current for the scalar mode t(ξ) that parametrises location
of D(p-1)-brane in the x9 direction
JT = −V J˜9 (3.48)
with J˜9 given in (2.21).
Finally we will analyse currents JK given in (2.12). Let us start with the first
term in (2.12)
∑
n≤0
1
n!(2!)nq!
ǫµ1...µp+1V (T )∂KbMN∂µ1X
M∂µ2X
N(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T =
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aV f ′
∑
n≤0
1
n!(2!)nq!
ǫα1...αpx
(
∂KbMN∂α1Y
I∂α2Y
N (F)n−1α3...α2nCα2n+1...αp+
+2(n− 1)∂KbMN∂α1Y M∂α2Y Nb9α4∂α3t(F)n−2α5...α2nC˜α2n+1...αp
+q∂KbMN∂α1Y
M∂α2Y
N(F˜)n−1α3...α2nCxα2n+2...αp∂α2n+1t
)
.
(3.49)
In the previous expressions we have included the terms with tilde from the same
reasons as was argued in case of gauge field current. We can also simplify the
expression above using the fact that
ǫα1α2α3...α2n...
(
Fn−1α3...α2n + 2(n− 1)b9I∂α3t∂α4XI(F)n−2α5...α2n
)
= ǫα1α2α3...α2n...(F˜)n−1α3...α2n .
(3.50)
In the same way we can see that the last term in (3.49) combine with the first term in
(3.49) so that we can replace Cα2n+1...αp with C˜α2n+1...αp . Then (3.49) can be written
as
aV f ′
∑
n≤0
1
n!(2!)nq!
ǫα1...αpx
(
∂KbMN∂α1Y
M∂α2Y
N (F˜)n−1α3...α2nC˜α2n+1...αp
)
.
(3.51)
Looking on the form of the expression on the second line in (2.12) it is clear that it
can be analysed in the same way as we did above
ǫµ1...µp+1V (T )(F)nµ1...µ2n∂KCM1...Mq∂µ2n+1XM1 . . . ∂µpXMq∂µp+1T =
= V af ′ǫα1...αpx
(
(F)nα1...α2n∂KCα2n+1...αp+
+2nb9M∂α1t∂α2Y
M(F˜)n−1α3...α2n∂KC˜α2n+1...αp+
qǫα1...αpx(F˜)nα1...α2n∂KCxα2n+2...αp∂α2n+1t
)
(3.52)
that using the same arguments as were given below (3.49) it can be rewritten in more
suggestive form
aV f ′ǫα1...αpx(F˜)nα1...α2n∂KC˜α2n+1...αp . (3.53)
Now let us consider expression on the third line in (2.12)
−2nǫµ1...µp+1∂µ1
[
V (T )bKM∂µ2X
M(F)n−1µ3...µ2nCµ2n+1...µp∂µp+1T
]
=
= −2naf ′V ǫα1...αpx∂α1
[
bKM∂α2Y
M(F)n−1α3...α2nCα2n+1...αp
]
−
−2nV af ′∂x[bKM(F˜)n−1α2...α2nC˜α2n+1...αp]∂α1t∂α2Y M
−4n(n− 1)af ′V ǫα1...αpx∂α1
[
bKM∂α2Y
Jb9N∂α3t∂α4Y
N(F˜)n−2α5...α2nC˜α2n+1...αp
]
−
−2nqaf ′V ǫα1...αpx∂α1
[
bKM∂α2Y
M∂α3t(F˜)n−1α3...α2nCxα2n+2...αp∂α2n+1t
]
,
(3.54)
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where we have used the fact that
ǫα1α2...∂α1 [V af
′]∂α2t = −ǫα1α2...∂x[V af ′]∂α1t∂α2t = 0 . (3.55)
We see that the expression on the first line in (3.54) together with the expression on
the third and the fourth line arise from expansions of F˜ and C˜ in terms of F , C and
∂t. Consequently (3.54) takes the form
−2naf ′V ǫα1...αpx∂α1
[
bKM∂α2Y
M(F˜)n−1α3...α2nC˜α2n+1...αp
]
−
−2nV af ′∂x[bKM(F˜)n−1α2...α2nC˜α2n+1...αp ]∂α1t∂α2Y M .
(3.56)
Finally, we will analyse the expression on the fourth line in (2.12)
−qǫµ1...µp+1∂µ2n+1
[
V (T )(F)nµ1...µ2nCKM2...Mq∂µ2n+2XM2 . . . ∂µpXMq∂µp+1T
]
=
= −qaV f ′ǫα1...αpx∂α2n+1
[
(F)nα1...α2nCKα2n+2...αp
]
+
−qaV f ′ǫα1αpx∂x
[
(F˜)nα1...α2nC˜Kα2n+2...αp
]
∂α2n+1t−
−2nqaV f ′ǫα1...αpx∂α2n+1
[
b9M∂α1t∂α2Y
M(F˜)n−1α3...α2nC˜Kα2n+2...αp
]
−
−q(q − 1)ǫα1αpx∂α2n+1
[
(F˜)nα1...α2nCKxα2n+3...αp∂α2t
]
.
(3.57)
Following discussion given below (3.54) we can rewrite (3.57) into the form
−qaV f ′ǫα1...αpx∂α2n+1
[
(F˜)nα1...α2nC˜Kα2n+2...αp
]
+
−qaV f ′ǫα1αpx∂x
[
(F˜)nα1...α2nC˜Kα2n+2...αp
]
∂α2n+1t .
(3.58)
If we look on the expressions in (3.56) and (3.58) we see that there are two terms
−2nV af ′∂x[bKM(F˜)n−1α2...α2nC˜α2n+2...αp]∂α1t∂α2Y M ,
−qaV f ′ǫα1αpx∂x
[
(F˜)nα1...α2nC˜Kα2n+2...αp
]
∂α2n+1t . (3.59)
These terms are again important for an interpretation of t(ξ) as an embedding co-
ordinate as was more carefully discussed above. Finally collecting (3.51) , (3.53),
(3.56) and (3.58) together we obtain that the current JK takes the form
JK = af
′V J˜K , (3.60)
where J˜K is given in (2.19).
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As the final point we should determine the form of the current J9. In fact, since
in the analysis performed above there is nothing special about the index K it is clear
that the result obtained there can be applied for K = 9 as well and we get
Jx = af
′V J˜x . (3.61)
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