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ABSTRACT
Motion  analysis  permits  to  improve  surgical  treatment,  rehabilitation  of  locomotive 
pathologies and is very beneficial for biomechanical research. There exists many motion 
analysis  systems based on different  technologies whose costs can reach up to  150 k€ 
(Vicon, Motion Analysis). The aim of this diploma thesis is to develop a low cost prototype 
of the motion analysis system based on the marker's tracking via two simple digital cameras 
and a program of image treatment.
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 I. Introduction
Motion analysis consists to describe the successive positions and variations of the positions 
of human body segments in course of time. These segments are composed from bones 
and tissues. In biomechanics, we are interested especially in the movements of skeletal 
system. Position of a bone segment in the space is entirely determined by given three-
dimensional positions of its three non aligned points. Therefore it is necessary to be able to 
measure the positions of these points of a body segment in course of time. The motion 
analysis systems allow this kind of measurements.
Motion analysis systems are used in the areas of medicine, biomechanics, sport and film 
industries. In the area of medicine, the motion analysis systems are used especially for gait 
analysis, evaluation of treatments of neuro-muscular diseases as well as computer aided 
surgeries. Application in gait analysis permits to optimise the conception of artificial limbs 
ported by amputated subjects in order to bring the prosthesis motion correspondent with the 
behaviour of healthy limb. 
The  systems  which  are  used  for  motion  analysis  nowadays  apply  simple  as  far  as 
sophisticated technologies. However the prices of these systems can reach very high prices 
(up  to  150  k€)  for  systems  composed  from  several  infra-red  cameras.  Therefore  the 
principal aim of this project work is to develop an operational, efficient, precise and low cost 
tracking system for motion analysis. 
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A. Motion analysis systems
In terms of used technology, these systems can be divided to the following categories : 
systems  using  video  recording  of  the  subject,  systems  using  active  markers  and 
optoelectronic systems using passive markers. The motion analysis systems can work  in 
two  or  three  dimensions.  Three-dimensional  tracking  is  fundamentally  identical  to  two-
dimensional tracking, with the added factor of spatial calibration.
1. Systems using video recording
The movements analysis  made by systems using  the  technology of  video recording of 
studied subject is made by one or more digital cameras. It involves to make separately the 
acquisition of studied subject and their processing by an operator. The role of the operator 
consists  the  analysis  of  selected  frames  of  the  recorded  film  in  order  to  select  the 
anatomical points and extract their trajectories.
These  systems  don't  require  the  utilisation  of  active  or  passive  markers.  Principal 
advantages of these systems are low price, simplicity and mobility. Main disadvantages are 
low precision and time necessary to treatments of results which is too long.
Between  systems  utilising  this  kind  of  technology  are  :  3D-Vision  (Biometrics),  Peak 
Performance, Ariel, Saga-3D. One of the software used for processing of recorded films is 
Ethovision.
2. Systems using active markers
Next  group  of  motion  analysis  systems  use  actives  markers  which  are  fixed  on  the 
anatomical points of studied subject. These markers could be ultrasound transmitters or 
light emitting diodes. 
In case of systems with ultrasound emitter markers, the measuring principle is based on 
measuring the  travel  time of  ultrasound pulses.  One of  commercial  systems using this 
technology is  Zebris (figure I.1.).  Even if this system doesn't require any calibration, the 
installation  of  markers  on  anatomical  points  is  complicated  because  of  markers  power 
supply, therefore the number of used markers is limited.
Figure I.1. : Principle of the Zebris system (source www.zebris.de)
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Systems based on active LED markers such as Selspot, Optotrack, Costel use a certain 
number of light emitting diodes. Each LED is connected with wiring to a led control unit 
transported by the subject. Since the markers and the background present high contrast, 
the extraction of the markers is made. The applicability of these systems is reduced by the 
mechanical  restraints  imposed  by  LED-wiring  attached  to  the  subject  as  well  as  the 
necessity of a controlled environment and the limited number of markers.
Figure I.2. : Led markers placed on the subject
3. Optoelectronic systems using passive markers
The  most  widespread  motion  analysis  systems  are  based  on  the  utilisation  of  retro-
reflective passive markers, cameras with illuminator and CCD sensor for infra-red radiation. 
Ball-shaped markers are coated by the material Scotch-lite which consists glass micro-balls 
and makes the markers retro-reflective (figure I.3.).  LED diodes emits the infra red light 
which is reflected by the marker back to the camera objective. Markers are recognised by 
camera  due  to  the  image  treatments  algorithms.  If  the  positions  of  cameras  and  their 
internal parameters are known, the three-dimensional positions of each markers can be 
obtained.  By  recording  the  3D position  for  each marker  in  the  time of  acquisition,  the 
trajectories and consequently speed and acceleration can be obtained. 
Figure I.3. : Retro-reflective passive markers
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The three most important producers of optoelectronic systems used for motion analysis in 
large working spaces are : Vicon systems, Motion analysis and BTS Elite. The synthesis of 
their architectures (number of infra-red cameras) and performances is represented in figure 
II.4.
Figure I.4. : Comparison of optoelectronic systems using passive markers
The main advantage of these optoelectronic systems is their real-time treatment capability 
as well as good precision in large working spaces. It has to be noticed that the size of the 
working space depends on the number of infra-red cameras.
The  main  disadvantage  of  systems  based  on  the  utilisation  of  infra-red  cameras  and 
passive  markers  is  the  high  price  (up  to  150  k€  for  Vicon  or  Motion  analysis  system 
composed from 10 infra-red cameras.).
NDI  Polaris  is  another  producer  of  the  optoelectronic  systems  working  with  passive 
markers. These systems are composed from two or three infra-red cameras (figure II.5.). 
Cameras are pre calibrated and rigidly fixed in the body of the systems. These systems are 
used for markers tracking in small working spaces (about 1 m3).  These devices are the 
most widespread in the domain of computer assisted surgery. Polaris vicra system is used 
in LBM for in-vitro biomechanical tests.
Figure I.5. : Polaris system with 2 and 3 infra-red cameras
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---------------- ----------------
Elite Vicon Motion Analysis
Frequency of 
acquisition up to 500 Hz
up to 120 Hz for 16 Mpx
up to 240 Hz
up to 500 Hz for 2 Mpx
Number of cameras up to 16 up to 10 up to 12
Number of markers no limited no limited up to 5000
Sensor's resolution up to 1,4 Mpx up to 16 Mpx up to 4 Mpx
Accuracy 1/2800 of the view field
B. Optoelectronic systems and their applications at the laboratory 
of biomechanics (LBM) at ENSAM Paris 
There  are  several  motion  analysis  systems  which  are  used  at  the  laboratory  of 
biomechanics at ENSAM. The most frequently used are Polaris and Vicon. These systems 
were  already  briefly  introduced  in  the  preceding  chapter.  This  chapter  describes  their 
applications in biomechanical research. These two systems are mostly used together with 
the stereo radiography EOS which is presented in next paragraph.
1. Stereo radiography EOS
The  EOS  system  (figure  I.6.)  is  the  result  of  a  close  and  multidisciplinary  interaction 
between  Biospace  company,  its  academical  partners  (LBM  ENSAM  Paris)  and 
internationally recognised experts such as the spine specialist  Jean Dubousset and the 
Nobel Prize winner Georges Charpak.
This device permits to obtain frontal and lateral digital radiographies of all patient's body in 
stand  up  position.  These  radiographies  are  used  for  the  three-dimensional  surface 
reconstruction made by software developed at the laboratory of biomechanics at ENSAM 
Paris.  The  accuracy  of  EOS  3D  reconstruction  is  comparable  to  that  of  CT  scan. 
Furthermore,  the  irradiation  delivered  by  EOS system is  10  times  lower  than  common 
radiography and 100 to 1000 times lower than the radiation delivered by CT scan.
Figure I.6. : Cabin EOS (left). Face and profile radiographies with reconstructed 3D model (right) 
The  main  interest  of  EOS  is  in  orthopaedics  (scoliosis  evaluation)  as  well  as  in 
biomechanics by generation of  musculo-skeletal  models whereupon are made personal 
finite element models and personalised motion analysis. 
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2. Vicon personal analysis of human motion
System Vicon together with system EOS are used for personal motion analysis in large 
working spaces. The analysed subject is equipped by passive markers or supports carrying 
markers rigidly fixed one to another (Figure I.7). At least three markers have to be fixed on 
each studied solid (femur, patella, tibia in case of lower limb analysis). Once the subject is 
equipped  by  markers  the  stereography  is  done  in  order  to  reconstruct  geometries  of 
markers and studied anatomical parts (femur, tibia, etc.) of subject's body. Afterwards the 
acquisition of subject motion is made by Vicon system containing 6 infra-red cameras. 
The  output  is  3D  coordinates  of  each  marker  during  the  acquisition.  Because  the 
geometrical relations between the skeleton of the subject and markers are known due to 
the EOS reconstruction, personalised motion analysis can be obtained. Once the motion is 
captured and the 3D reconstruction of subject's body are done, the patient's motion can by 
animated.  Moreover  the  positions  and  motions  (translations,  rotations,  speeds, 
accelerations) of one anatomical part vis-a-vis another can be extracted. For example, the 
motion of the centre of femoral head vis-a-vis the pelvis.
The  main  utilisation  of  this  motion  personalised  analysis  is  walk  analysis  and  its 
pathologies,  optimisation  of  sporting  gestures  and  analysis  of  artificial  limbs  and  their 
optimisation.
Figure I.7 : Acquisition with the system Vicon (left), Infra-red camera Vicon (right)
3. System Polaris Vicra
System  Polaris  Vicra  together  with  stereo  radiography  EOS  are  used  for  in  vitro 
biomechanical tests. The goal of the tests in the majority of cases is to analyse the motion 
of upper or lower limbs as well as influence of spinal (knee, shoulder) implants impact on 
the spine (lower limb, upper limb) mobility. These tests are as well used for the validation of 
finite element models. 
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 II. Description of the project
A. Materiel and methods
The system of motion analysis that makes the object of the diploma work is composed of :
- Ball shaped coloured markers which have to be placed on the subject's anatomical 
points whose movements need to be analysed.
- 2 digital cameras fixed on a support
- A computer program for image treatment developed in Matlab
- A checker board permitting to realize the calibration of the system
The following methodology will be used for motion analysis of a subject : 
- Calibrate the system via checker board and calibration program
- Place the coloured markers on the chosen anatomical  points or on the supports 
linked on the subjects body parts (thigh, shin)
- Make an acquisition of the subject by 2 synchronized digital cameras
- Treat  both  recorded  videos  in  terms  of  spatial  reconstruction  of  each  markers 
movements.
- Analyse the results
B. State-of-the- art, problems and objectives of diploma thesis
During the last 2 years, two teams of students worked on this project. The managed to 
develop a simple and inexpensive system. Students worked especially on the development 
of  a  program that  permits  tracking  of  the  markers  in  2D,  on  the  determination  of  the 
precision in dependence on the working space and on the calibration of 2 digital cameras.
However, the following issues have to be solved in order to make the system operational :
- Execution of the program of video treatment is to long to be accepted in real work 
and clinical environment.
- The  calibration  program  doesn't  work  correctly,  and  for  that  reason,  the  spatial 
coordinates of markers can not be calculated.
- The program permitting the 2D treatment of the markers doesn't allow to follow the 
markers whose speed is superior to 1m/s
- Programs interface is too complicated
- The working space was described as relatively small
Principal objectives to be accomplished this year are :
- To optimise of the program permitting the tracking of the markers in 2D (processing 
time, precision, interface)
- To study the image treatment in RGB space in terms of gain of the time of treatment
- To verify and improve the camera calibration
- To choose the markers towards the improvement of the systems precision
- To study the impact of environment conditions on the results (luminosity, background 
colours, colours of subjects closes, skin etc.)
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- Augmentation of working space
- To validate the brought improvements
- To  compare  the  developed  system  with  one  of  the  optical  tracking  systems 
frequently used in LBM (Polaris or Vicon) in terms of accuracy, simplicity of utilisation 
and the processing time.
C. Expected deliverables
In point of view of materiel we will deliver a support permitting the positioning of two digital 
cameras, ball-shaped markers which we will chose and a calibration object.
In point of view of program, we will provide an operational program of image treatment with 
optimised time of treatment.
In point of view of methodology, we will define a protocol of calibration as well as a protocol 
of acquisition.
III.Preliminary works
A. Synthesis of precedent works 
The project of development of a system analysing the body posture and movement was 
launched at the laboratory of Biomechanics (LBM) at ENSAM in 2005. Since that time two 
teams of students has been working on this topic.
During the academical year 2005/2006 students developed a program permitting :
- To make a 2D localisation of  markers positions on the frames of  recorded films 
(calculation of histogram HS, choice of the region of interest, calculation of markers 
coordinates in image coordinate system)
- To calibrate two digital cameras by Camera Calibration Toolbox (method developed 
by Jean-Yves Bouget)
During the academical year 2005/2006, another group of students kept the same prototype 
and studied :
- Precision of system (systematic error, uncertainty)
- Augmentation of working space
B. Preliminary studies
First  of  all  we assimilated the works  of  our predecessors and we managed to  use the 
developed program of image treatment in Matlab. We treated a video with low resolution 
(320 x 240 pixels), which we took with a common digital camera. This step allowed us to 
validate the stage of markers detection and the determination of the curve representing the 
displacement of markers centres of gravity in 2D, in coordinate system of the frame (u,v). 
We noticed that this part of program works correctly, however the processing time is too 
long. For better understanding of the recuperated program of image treatment in 2D as well 
as  its  problems  which  need  to  be  solved,  we  elaborate  its  organization  chart.  This 
organization chart is presented in Appendix 1.
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Secondly, we used two recuperated films recording a subject equipped by markers as well 
as necessary data for camera calibration. This experiment permitted to test the treatment of 
films with higher resolution (720 x 576 pixels) as well as calibration of two digital cameras. 
After a number of attempts, it  was claimed that the image treatment of two films is not 
stable and in addition the calibration program doesn't  work correctly.  Thereof the three-
dimensional  curve  representing  the  displacements  of  markers  centres  of  gravity  in 
workspace couldn't been obtained.
On account of that fact it was concluded that recuperated system is not operational.
C. Optimization of 2D image treatment in HS space
1. Study of transformation RGB -> HS
One of the most important part of 2D treatment program is the transformation of each pixel 
of  all  frames of  the video from RGB space (red,  green,  blue)  to  the HSV space (hue, 
saturation, value). 
The predecessor supposed that the colours of an image expressed in HSV space are more 
simply  comprehended  and  therefore  treated.  It  is  for  that  reason  that  we  focused  the 
comprehension of this part of program.
For  better  understanding  of  the  function  of  RGB → HSV transformation,  we  used  the 
program developed by predecessors, which we simplified in order to treat just one frame of 
the film. Afterwards I made a transformation of several single-colour images. It was noticed 
that  the  colours  of  images were  represented on  HS diagrams with  values  of  hue  and 
saturation  which  don't  conform to  the  reality  (figure  III.1  and III.2).  It  was  claimed that 
program systematically placed the colour with the highest value of hue and saturation to 
right extremity of the histogram and distributes other colours to the scale defined by this 
way (figure III.2). Consequently this procedure created the problems of scale coherency 
from one histogram to another and that's why the superposition of all  histograms is not 
correct.
User applies only the final superposed histogram for selection of an area representing the 
marker's  colours.  The  result  of  this  is  the  wrong  selection  of  markers  colours  and 
consequently lower precision of results. After modification of this program, it was claimed 
that the treated colours of images have the correct values of hue and saturation (figure 
III.3).  By  realization  of  this  modification,  the  program  of  RGB->HS transformation  was 
simplified, which permitted the gain of time of 6% on the treatment of a film.
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Figure III.1 : Representation of colour's positions on HS histogram
Figure III.2 : RGB -> HS transformation before modification
Figure III.3 : RGB -> HS transformation after modification
2. Reduction of the time of treatment, definition of searching zones
We identified two major problems concerning 2D treatment of images :
− The time of 2D treatment is too long : 6 minutes of treatment for 10 seconds film 
− Detection of markers is impossible if their speeds are higher than 1 m/s.
These problems come from applied method for markers detection. To determinate that a 
detected marker on an image is corresponding to one or another marker on the previous 
image, the entire image has to be analysed in order to detect all markers (filter HS). Than 
the superposition of this filtered image with precedent filtered image is realized in order to 
locate common zones of markers on 2 images (figure III.4). It could be concluded that if the 
displacements of markers from one image to another are superior to markers diametre, 
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there are no more common zones of markers on superposed images and markers are lost. 
In this case the frequency of camera is 20 images per second and the size of markers are 
equal  to 3 centimetres.  These parameters are permitting a maximal  speed for markers 
displacements equal to 0.6 meters per second. During the analysis of body movements 
(walk analysis) the speed of human limbs can easily reach the speed of 1m/s. Hence the 
method is not reliable, markers are easily lost. In addition, the treatment of entire image for 
markers detection takes a lot of time because Matlab has to manipulate big matrices (720 x 
540 for an image transferred from camera to computer by FireWire cable).
Figure III.4 : Risk of markers lost
One possible solution is to define for each marker a searching zone corresponding to the 
probable location of marker.
Method :
- For 1st image : Do the complete analysis of first image in order to locate all markers.
- For 2nd image :  For  each marker  define a searching zone centred with  marker's 
centre from 1st image. The size of searching zone depends on the size of markers (in 
pixels) founded on the 1st image.
- For every following image define the searching zone which centre will be defined by 
speed and acceleration  of  the  marker  (calculated  thanks to  2  or  3  markers  last 
positions in image coordinate system). Its size will be depended on the average size 
of located markers and eventually on the value of speed and acceleration of marker 
(figure III.5).
Figure III.5 : Determination of searching zones positions
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Figure III.6 : Searching zones with detected markers
After  several  tests  it  has  been  noticed  that  the  reduction  of  the  processing  time  was 
between  60%  and  80% and  that  markers  were  detected  without  any  problems  on  all 
recuperated films, even on those where precedent method failed because of too high speed 
of markers displacement.
3. Improvements gained by definition of searching zones
The works leaded until here concern exclusively the treatment of images in order to detect 
the markers. The obtained results are :
- Important gains of time on the program execution
- Better efficiency of markers detection in dynamics
a) Rapidity of execution
Several tests were lead on 4 different films by using the recuperated program from last year 
and the new modified program.
Gain of time on the calculation of mean HS histogram :
The  gain  of  the  time  of  6  % was  already  obtained  thanks  to  the  simplification  of 
transformation of one image from RGB to HS space. But the most essential gain of time 
treatment comes from the number of treated images. It was supposed that 10 images of the 
film  are  sufficient  for  the  obtaining  of  exploitable  histogram.  A  large  number  of  tests 
effectuated after  this modification has shown that 10 images per films are sufficient for 
extraction of an exploitable mean HS histogram and that it  is not necessary to analyse 
colours of each frame (there is nearly no difference between colours presented on different 
frames). Thus the gain of time depends on the length of the film (number of frames).
Figure III.7 : Gain of time on the creation of mean histogram HS
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Test 1 7 187 3 18,7
Test 2 11 360 8 36
Test 3 6 195 1 19,5
Test 4 2 89 2 8,9
Name of the 
video
Duration 
(sec)
Number of 
frames
Number of 
markers Time ratio
Gain of 
time
94%
97%
95%
89%
Most of acquisition to treat have larger size than the films which were treated for evaluation 
of the gain of time on the calculation of mean HS histogram. The gain of time on this treated 
films was always around 90%.
Gain of time on the treatment of films :
The gain of time on the treatments of films was achieved thanks to the creation of the 
searching zones. This gain of time depends on the number of used markers and on the size 
of  searching zones. By treatment of mentioned films it  was found that the gain of  time 
varies between 60% and 80% (figure III.8)
Figure III.8 : Gain of the time on the treatments of films
b) Reliability of makers detection
Before the integration of  searching zones to the program, the tracking and detection of 
markers wasn't done correctly for the markers which speeds were higher than 1 metre per 
second.
The detection method of markers in searching zones signify an important improvement, 
because it permits to realise dynamics tests without the risk of loosing of markers. Actually, 
each searching zone is associated to one marker for all the length of treatment. A marker 
detected in a searching zone is be inevitably correctly identified.
Another advantage of the new method was observed. While the markers are very near one 
to another, the new method is less risky than the former one in term of markers losses. 
Even if two searching zones are partially recovered, the identification of markers and the 
detection of marker's centres is generally done correctly.(figure III.9).
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Time of treatment (sec)
Time ratio
Test 1 7 187 3 197 38 5,2 81%
Test 2 11 360 8 395 143 2,8 64%
Test 3 6 195 1 43 14 3,1 67%
Test 4 2 89 2 19 8 2,4 58%
Name of the 
video
Duration 
(sec)
Number of 
frames
Number of 
markers
Gain of 
timeRecuperated 
program
Modified 
program
Figure III.9 : Covering of searching zones
4. Organisation chart of improved program
Organisation  chart  presenting  the  new  structure  of  2D  image  treatment  program  is 
represented in Appendix 2.
5. Interlacing of recorded frames
Another  source  of  problems is  the  quality  of  the  images captured  by  cameras.  It  was 
claimed that with used cameras, two consecutive images are interlaced into the one image 
(figure III.10). In this case, it is very hard and not enough precise to define the gravity centre 
of the marker. The necessary step that solves this problem is the desinterlacing of the video 
or the utilisation of cameras with higher quality and recording frequency. Desinterlacing of 
the video can be done by help of VirtualDub. This step is more precisely described in the 
procedure of acquisition in Appendix G.
Figure III.10 : Interlacing of two images
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 III. Accomplished works
This chapter represents the works which were realised during the second semester.
A. Optimisation of 2D treatment in RGB space
1. Sobel's filter
Before  the  end  of  the  first  semester,  we  made  the  first  presentation  of  our  project 
demonstrating the advancements of  our works.  During the following discussion with  the 
committee  of  the  laboratory  of  biomechanics  was  mentioned  the  idea  of  the  image 
treatment directly in RGB space. The main advantage would be to avoid the transformation 
from RGB to  HS space for  each frame of  the  film.  This  procedure  made us  hope an 
important gain of time, because the mentioned transformation of each pixel of each frame 
of the film requires a lot of time.
We started to study the Matlab Image treatment toolbox permitting the detection of contours 
of markers on the each frame of the film. Obtained image after the filtration is a binary 
image. After the testing of several filters (Sobel, Prewit, Roberts, Canny), it was mentioned 
that the obtained results aren't satisfying (figure IV.1).
Figure IV.1 : Image treatment by Sobel filter
Contours of markers are very often opened and in certain cases not even detected. The 
time of the image treatment in HS space as well as in RGB space was measured. It was 
found that application of contour detection filters in RGB space is an operation requiring a 
lot of time. The gain of time in comparison with the transformation from RGB -> HS was 
insignificant.
For these reason, we decided to not use the mentioned filters for contour detection.
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2. Algorithm of the form recognition
We found, that another way to track the markers positions in 2D is to employ the algorithms 
of  the  circle  form  recognition.  An  algorithm  permitting  the  recognition  of  ball-shaped 
markers  as  well  as  detection  of  their  centres  exactly  responded  to  our  requirements. 
Implementation  of  the  form  recognition  of  markers  to  the  searching  zones  allowed  an 
important gain on the time treatment as well as amelioration of the precision of detection.
3. Brought improvements
a) Reduction of the time of treatment
For comparison of the treatment time, four different films were treated. In the first case we 
used the recuperated program using the transformation of entire frames to the HS space. In 
the  second case,  the  modified  program applying  the  research  of  markers  in  searching 
zones by form recognition algorithm.
The  table  below (figure  IV.2)  represents  the  times  of  treatments  of  a  video.  Firstly  by 
recuperated  program,  secondly  with  implementation  of  searching  zones  and  thirdly  by 
detection of markers via form recognition in searching zones.
Figure IV.4 Time of treatments of a video by application of 3 methods of treatments
It was claimed that by application of searching zones and form recognition of markers the 
processing time was reduced by 90%. However this gain of time depends on the size of 
searching zones and number of markers.
b) Improvement of the precision of 2D treatment
I  found  that  the  image  treatment  made  by  recuperated  program  using  RGB  ->HS 
transformation is not enough precise in therms of determination of marker's centres. Figure 
IV.3 shows that  found objects representing the markers haven't  the circular forms. It  is 
obvious that the calculated centres of these objects are not conform with centres of markers 
on the original frame.
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Total
360sec 405sec 765sec
------------ 150sec 150sec
------------ 55sec 55sec
Creation of the histogram HS Treatment
Before
With searching zones
With form recognition
Figure IV.3 : Inaccuracy of 2D treatment  in HS space
For compare the precision of determination of marker's centres we realised next test.
we treated one of recuperated videos recording a subject carrying on his thorax a support 
with 4 markers (figure IV.4 on the left). Subject stays immobile during the acquisition.
At he first time we treated the video by recuperated program and in the second time by 
modified  program.  We  calculated,  in  the  image  coordinate  system,  average  distances 
between each pair of markers. This was calculated for each frame of the video. Standard 
deviations of these distances were calculated as well. These data permit to compare the 
precision of markers detections in the image coordinate system (figure IV.4 on the left)
Figure IV.4 : Comparison of the precision of detection of both methods
It  was  claimed that  the  standard  deviations  founded on the  data  obtained by modified 
program are three times smaller than those founded by recuperated program.
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Recuperated p. Modified p.
σ12 0,58 0,19
σ13 0,94 0,28
σ14 0,67 0,21
σ23 0,92 0,42
σ24 0,76 0,28
σ34 0,8 0,16
σmean 0,78 0,26
c) Syntheses of brought improvements
Application of searching zones as well as form recognition provided a lot of improvements 
to program of 2D treatment (time of the treatment, precision, stability). But there is also a 
negative  point  which  must  be  mentioned.  Form  detection  algorithm is  sensitive  to  the 
contract between markers and their background. The low contrast can evoke the lost of 
markers, mainly because of marker's shades.
Organisation  chart  representing  the  new  structure  of  the  program  of  2D  treatment  is 
represented in Appendix 3.
B. Calibration
1. Introduction
Camera calibration is a necessary step in 3D computer vision in order to extract metric 
information from 2D images. One time the positions of marker's centres on the each frame 
of both films are successfully founded, both digital cameras has to be calibrated in order to 
obtain necessary information for finding the spatial position of each marker. The goal of 
calibration  is  to  find  the  internal  and external  parameters  (figure  III.6)  as  well  as  optic 
distortions of used cameras. These parameters are essential for reconstruction of marker's 
spatial positions.
Calibration of parameters for each of cameras :
Internal parameters :
− Focal length (c) - distance between projection centre S and principal point P
− Coordinates of principal point P in the in the image coordinate system u ,v , w 
External parameters:
− Coordinates of point S in the global coordinate system 
− Coordinates of principal point P in the global coordinate system 
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Acceptable
Method Colours recognition (RGB->HS) Entire image
Formes recognition (RGB->B&W) 
Searching zones
Time of treatment Very long
 gain of time ~ 90%
Precision σ = 0,78 σ = 0,26
Robustnes Vlimite = 1 m/s No speed limite
Sensitive on image quality
Figure IV.5 : Internal and external parameters of one camera
We  can  classify  calibration  techniques  roughly  into  two  categories:  photogrammetric 
calibration and self-calibration.
1) Photogrammetric calibration:
Camera calibration is performed by observing a calibration object whose geometry in 3-D 
space is known with a very good precision. The calibration object usually consists one or 
more planes consisting circular or rectangular shapes, which are precisely recognised by 
calibration programme.
2) Self-Calibration
Techniques in this category do not use any calibration object. Just by moving a camera in a 
static scene, the rigidity of the scene provides in general two constraints on the cameras 
internal  parameters  from  one  camera  displacement  by  using  image  information  alone. 
Therefore,  if  images  are  taken  by  the  same  camera  with  fixed  internal  parameters, 
correspondences  between  three  images  are  sufficient  to  recover  both  the  internal  and 
external parameters which allow us to reconstruct 3-D structure up to a similarity. While this 
approach is  very  flexible,  it  is  not  yet  mature.  Because there  are  many parameters  to 
estimate, we can not always obtain reliable results.
Our predecessors have decided to use the calibration method developed by Jean-Yves 
Bouget  which  were  integrated  into  the  Matlab  programmes  as  « Camera  Calibration 
Toolbox ». This method permits to precisely calibrate a digital camera or a couple of digital 
cameras. However our predecessors didn't manage to correctly calibrate a couple of digital 
cameras, so they neither obtain spatial coordinates of markers in the work space.
Within the first appointment with pedagogic team of LBM we learned that several calibration 
methods were developed at LBM at ENSAM. we decided to study one of those methods as 
well as Camera Calibration Toolbox and consequently compare both methods in order to 
choose the more perform one.
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2. Calibration programme based on the DLT algorithm
The program was developed by : Antoine Harfouche, Lebanese student who effectuated his 
intern ship in LBM at ENSAM. His program permit to determinate the calibration parameters 
as well as optic distortions.
a) Function
The calculation of calibration parameters is based on the DLT transformation (Direct Linear 
Transformation). This transformation is more precisely described in Appendix X. Calibration 
object (figure IV.6.) is a support carrying 12 reflective markers.
Figure IV.6 : Calibration object
Positions of 11 markers in the coordinate system defined by markers 1, 3, 4, 9 (figure IV.7.) 
were determined by system Vicon. 
b) Method
For determination of calibration parameters of two digital cameras, two films representing 
calibration object in static position have to be treated. Once we know, for each camera, 
coordinates of markers of calibration object in coordinate system of image (figure III.8) as 
well as the coordinates of markers of calibration object in 3D (figure III.9), we can calculate 
the calibration parameters thanks to the developed program.
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Figure IV.7 : Coordinates 2D of calibration object
Figure IV.8 : Coordinates 3D of calibration object.
c) Evaluation of precision
For determination of precision of this calibration method we followed next procedure :
1) To record the calibration object by two digital cameras (figure IV.9)
Figure IV.9. : 
2) To  treat  both  of  recorded  videos  in  order  to  obtain  the  markers  coordinates  in 
coordinate systems of images.
3) To calculate  the DLT parameters and optic  distortions from 2D and 3D markers 
coordinates.
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4) To reconstruct  the 3D positions of  markers from 2D coordinates of  markers and 
calibration parameters (figure IV.10).
Figure IV.10 : 3D Reconstruction of markers positions
5) To  determinate  the  distances  between  the  real  and  reconstructed  positions  of 
markers. (figure IV.11).
Figure IV.11. : Distances between real and reconstructed positions
The table above shows that the distance between the centre of a marker and the centre of 
his  reconstructed image is  higher  than 10 mm. We are concluding,  that  the calibration 
precision is not sufficient for planned applications of the system.
This low precision is due to insufficient quantity of data used for calibration :
1) Number of utilized markers.
2) Unique position of calibration object during the calibration.
Low precision of calibration can be also due to the precision of system Vicon which was 
used for determination of 3D coordinates of markers of calibration object.
3. Camera Calibration Toolbox for Matlab
For testing the calibration method developed by Jean-Yves Bouget, we downloaded the 
recent version which we consequently integrated to the main program. The principle of this 
method is to evaluate external and internal parameters of two digital cameras thanks to the 
processing of images recording the different positions of calibration object in work space.
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a) Function of the toolbox
The object used for camera calibration is a checker board with black and white squares. 
Contrary to the precedent method, the calibration object is not recorded just in one position, 
but in more positions. The calibration program uses the form recognition of checker board 
squares. When checker board corners are recognised in all pictures containing all positions 
of calibration object it leads to obtaining of big quantity of points in working space. These 
spatial points together with well known dimensions of checker board squares permit the 
precise calculation of calibration parameters.
Procedure  of  this  method  is  described  more  precisely  in  Appendix  E :  Procedure  of 
calibration.
b) Optimization of Camera Calibration Toolbox
Utilisation of calibration program developed by Jean-Yves Bouget permitted to claim that 
principal menu of calibration toolbox (figure IV.12) is composed of multiple functions. Most 
of  these functions are not used during a routine calibration. User has to execute many 
operations by its selection in principal menu :
1) Load the calibration images
2) Read the calibration images
3) Extract the checker board corners on each image
4) Run the calibration : calculation of calibration parameters
5) Verify the calibration results
6) Manually optimize the calibration if necessary
7) Save the calibration results
Figure IV.12. : Principal menu of camera calibration toolbox
Hence  we  simplified  and integrated  the  principal  calibration  program to  the  « mother » 
program of our system. Thanks to the realised modifications, user has just to select the 
folder containing the images for calibration, extract the corner points of checker board and 
confirm the results. Other stages are done automatically. 
We  have  as  well  changed  the  stage  of  creation  of  calibration  images.  The  Camera 
Calibration Toolbox required the recording of checker board in movements and afterwards it 
automatically extracted 10 images of each film of calibrated cameras. We found that this 
procedure has several limits. Firstly the recorded images can be deinterlace. Secondly the 
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synchronization of 2 cameras causes the lost of precision and finally it  is impossible to 
choose the images representing the checker board in requested positions.
Henceforth we use a program permitting to capture simultaneously images by two camera. 
This program was developed by Sylvain PERSOHN in Labview and afterwards encoded to 
C++ by Thomas JOUBERT, both are engineers in LBM.
Another improvement which we brought is the replacement of the calibration object. Our 
predecessors were using a calibration checker board containing 7x9 squares. We made a 
new calibration checker board containing 13x9 squares, which permits to obtain a better 
precision of calibration.
c) Evaluation of optimal calibration conditions
When we managed to accomplish several calibrations of two digital cameras, we pointed 
out that its precision depends on following parameters :
• Number of black and white squares on the checker board.
• Distance between the checker board and cameras
• Number of calibration images
• Inclination of the checker board vis-a-vis cameras
• Distance and angle between cameras.
• Value of expositions of cameras and value of illumination in acquisition room
• Setting of focal length of cameras
We have realized a lot of tests during which we changed mentioned parameters. Once the 
calibration is done the program shows the precision of calculated calibration parameters. 
It can be summarize, that the best results of calibration are obtained by respecting next 
conditions : 
• Number of squares on the checker board : big checker board with 13x9 squares.
• Distance between the checker board and cameras :
- At first, place the checker board as close as possible to cameras
- Then smoothly distance the checker board farther from both cameras to the 
rear border of working space and take a photos of calibration object by cameras 
throughout of this operation.
• Number of photos : For obtaining a good precision of calibration, We found that user 
has to take at least 18 photos of calibration object distributed throughout the working 
space.
• Inclination of the checker board vis-a-vis cameras : If  this inclination become too 
important, the risk of wrong coin extraction of checker board squares is growing. But 
these inclinations have to be enough important in reason of obtaining of calibration 
points distributed throughout all working space. The positions of calibration object, 
which we defined like ideal, are represented on the figure IV.13.
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Figure IV.13 : Positions of calibration object in view of the left camera
• Distance and angle between cameras :  We have obtained the best results  for  a 
maximal distance between the cameras on the support which we possessed with an 
angle between 40 ad 45 degrees. These settings permits to obtain a compromise of 
good calibration precision and sufficient size of working space.
• The  brightness  level  in  acquisition  room  as  well  as  exposition  settings  are 
parameters which has an influence to the quality of recorded pictures. If the level of 
brightness and expositions of camera are too important, there is impossible to detect 
the corners of checker board squares. The same problem occurs if these values are 
too  low.  It  is  necessary  to  have  in  mind  that  the  combination  of  brightness  in 
acquisition room together with exposition setting of cameras has to provide sharp 
contrast between black and white squares of checker board. This contrast should be 
checked on calibration images by zooming of checker board corners, for verifying the 
picture quality.  We can see an example where the checker board corners are not 
visible (figure III.14 left) in comparison with a good quality image (figure IV.14 right).
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Figure IV.14 : Influence of exposition level of cameras and brightness level in acquisition room on 
the image quality
• Focus length of cameras : It is necessary to set manually the value of focus length, 
this is one of the calibration parameters which needs to be determined. Because if 
we  used the  autofocus camera function,  the value of  focal  length would  vary in 
function of distance between the calibration object and camera. The calculated value 
of this parameter by calibration would be just a mean value of focal lengths set for all 
positions of calibration object. So user has to manually set a value of focus length 
providing the sharp image of checker board in all locations of working space.
The procedure of camera calibration is described more precisely in Appendix 5.
d) Precision of camera calibration
By using  the settings  of  calibration parameters defined above,  we realized  the precise 
calibration of two digital cameras.  Figure IV.15 is representing calibration results and its 
precision obtained by treatment of 45 calibration photos of calibration object taken in whole 
working space.
Figure IV.15 :Results and precision of camera calibration
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Figure IV.16 : Different positions of checker board during the calibration
4. Comparison of two calibration methods
After  the studies of  two calibration methods we carried out a testing which aim was to 
compare both methods in terms of precision.
We defined the following procedure : 
1) To record the calibration object Vicon carrying 11 markers (in static position) by two 
synchronized digital cameras.
2) To treat the recorded films in terms of obtaining the 2D coordinates of markers in 
image coordinate system.
3) To calibrate the cameras by using 2D coordinates of markers obtained in step 2 and 
3D coordinates of markers of calibration object determinate before by system Vicon.
4) To reconstruct the the spatial positions of markers from calibration parameters and 
2D coordinates of markers.
5) To  calculate  the  distance  between  each  couples  of  reconstructed  markers.  To 
compare this calculated distances with determinate distance by system Vicon.
6) To make the calibration of digital cameras by camera calibration toolbox.
7) To reconstruct the the spatial positions of markers from calibration parameters (CCT) 
and 2D coordinates of markers.
8) To  calculate  the  distance  between  each  couples  of  reconstructed  markers.  To 
compare this calculated distances with determinate distance by system Vicon.
9) Compare the obtain results for both methods.
Once the comparative testing was accomplished, we obtained for each of two calibration a 
matrix containing the differences between distances by 3D reconstruction and distances 
calculated from Vicon data (figure IV.17, figure IV.18).
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Figure IV.17 : Errors on distances between the markers (system calibrated by 3D object)
Figure IV.18 : Errors on distances between the markers (system calibrated by CCT)
Obtained results clearly prove that Camera calibration toolbox is much more precise than 
calibration with 3D object. Therefore we decided to use only camera calibration toolbox.
C. Synchronization of two digital cameras
1. Manual synchronization
For  realization  of  precise  3D  reconstruction  of  markers  positions,  it  is  necessary  to 
synchronize 2 digital  cameras for  ensure that  left  and right  2D coordinates founded by 
image treatment correspond to the same instant. 
Until  this  year  the  synchronization  has  been  done  manually.  User  had  to  follow  next 
approach :
- Launch the recording by left camera and then by right camera (films are recorded on 
the tapes).
- Launch the flash by a camera or point a red laser to the middle of working space 
where it'll be seen by two cameras.
- Realize the test.
- Load both films to the computer.
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- Open each of film by Virtualdub delete manually the part of film which is situated 
before the flash or laser appearance.
- Films are by this way ready to be treated.
All of this operations always take a lot of time and the synchronization achieved by this way 
is not always perfectly precise. Hence we asked  Sylvain PERSHON, the engineer of LBM 
to create us a program which would permit to acquire the videos directly to the computer by 
Firewire cables, assuming that videos of two cameras would be synchronized.
2. Automatic synchronization
Once Sylvain PERSOHN has developed the program for acquisition and synchronization of 
two digital cameras in Labview and Thomas JOUBERT has coded it in C++ language, the 
procedure of acquisition and synchronization is following : 
- Launch the program DVCapture
- Press once on the enter for launching of acquisition, than second time fro stop it.
- Films are by this way saved in computer and ready to be treated.
3. Verification of synchronization
Since  the  acquisition  program  has  been  coded,  we  decided  to  evaluate  the  time  of 
desynchronization between the beginning of acquisition of first camera and beginning of 
acquisition of second camera. First idea was to film simultaneously by two cameras a digital 
chronometer on LCD screen. But the interlacing of images didn't permit the visualisation of 
numbers which scrolled too quickly.
Therefore we used a laser pointer which we made appear simultaneously on two films. 
Afterwards we analysed the films frame by frame thanks to Virtualdub. We observed that 
desynchronization  of  one  half  frame  is  present  at  the  most  of  acquisitions. 
Desynchronisation of one half frame corresponds to 0.02 seconds for cameras recording 
with  25  Hz  frequency.  However  this  desynchronization  stay  constant  even  for  films 
containing an important number of frames.
4. Consequences of desynchronization of digital cameras 
Desynchronisation  of  0.02  seconds  of  two  cameras  has  no  effect  on  tests  within  the 
markers are in static positions. For the test in dynamics, however, the desynchronisation is 
not negligible : if markers speed is 1 m/s, it means that marker moves by 20mm in 0.02 
seconds. It means that markers position on the left and right image are not corresponding. 
The precision of 3D reconstruction is by this way strongly diminished.
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5. Conclusion
The program made for simultaneous acquisition by two digital cameras permits us to save a 
lot of time (which we lost before by manual cutting and adjustment of videos ), but residual 
desynchronization apparently doesn't permit the precise dynamic tests.
We hadn't  enough of  time for  find  a  solution  of  this  problem,  but  we  know about  this 
problem and we signalize it. If the system will  be used for dynamic test, the problem of 
desynchronization of digital cameras has to be absolutely solved either by modification of 
acquisition  program or  by addition  of  a  second graphic  card  to  the  computer  used for 
acquisition.
D. Interface
Interface  of  program  developed  in  Matlab  is  permitting  the  simple,  quick  and  efficient 
utilization of system. The interface is principally presented in form of questions asked in 
command window in Matlab and of clicks on the images. For even simpler utilization of the 
system, the interface should be presented in form of windows which would permit reply the 
question by clicking on the buttons. 
At the present moment, the system is used in next steps :
− acquisition of calibration photos and films
− If necessary deinterlacement of films (dynamic tests)
− Moving of photos and videos to the work folder
− Starting of Matlab program “startsys” :
− Calibration if the system is not calibrated yet
− 2D treatment of films
− 2D treatment of films
The operations preceding the launching of Matlab program are manuals and could be done 
automatically.
The operations which user has to realize after launching of Matlab program from which the 
interface could be improved are :
− Realisation of  calibration thanks to  Camera Calibration Toolbox developed by Jean-
Yves Bouget. This is the longest operation and most delicate, but once it is done, it is 
not necessary to re calibrate the cameras if the user doesn't change its positions and 
settings of cameras.
− Selection of two films to be treated
− Choice  of  treatment  options  :  number  of  markers  to  follow,  displaying  of  treatment, 
following of markers radius.
− Click to the first image of each film in order to select the markers wanted to be followed
− Choice  of  displaying  of  animation  representing  the  displacement  of  markers  in  the 
working space
For  more  information  about  the  procedure  of  system  utilisation,  read  the  documents  : 
“Procedure of calibration” and “Procedure of acquisition” in Appendix D.
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E. Determination of optimal acquisition conditions
While effectuating the acquisitions with developed system, it was found out that quality of 
acquisition depends on several parameters :
1) Placement and settings of digital cameras.
2) Brightness and colours of markers
3) Speed of markers movements
4) Size of the working space
Thanks to numbers tests we could define the optimal parameters of acquisition : 
1) Placement  and  settings  of  cameras  :  Placement  and  settings  (focus  length  and 
exposition) of cameras Sony is described in optimal calibration conditions (appendix 
2). Once the cameras are placed, adjusted and calibrated, there is not allowed to 
touch them or change their settings until the end of acquisition.
2) Luminosity  and  colour  of  markers  :  Acquisition  room  has  to  be  illuminated  by 
constant way in order to minimize the shades of markers. The colour of markers has 
to assure maximal contrast between themselves and their environment. We have 
realized the majority of our tests with black markers which were moving on the white 
background (Figure IV.19).
Figure IV.19 : Black markers in front of white background
However if there are observed a problems with following of markers (problems of 
shade for example), it is possible to use the fluorescing markers in darkness. This 
combination  provides  a  good detection  of  markers.  We realized  a  test  with  one 
marker which we covered by fluorescent colour. We pointed out that by using the 
“super night shot” camera option, the tracking is done perfectly in quasi statics tests. 
We compared the stability of measurement in static position of a marker in normal 
conditions and in obscurity.  It was concluded, that in terms of stability of markers 
detection the both methods are equivalents (figure IV.20).
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Figure IV.20 : Comparison of markers detection in 2D (fluorescent marker)
3) Speed of markers displacements : Dynamic acquisitions can be realized, but in this 
case it is strongly recommended to deinterlace the films by for example Virtualdub 
software.  The  quasi  statics  and  statics  test  are  preferred  for  reason  of 
desynchronization between two cameras.
4) Volume  of  working  space  :  We obtain  results  with  very  good  precision  in  work 
spaces which volume is smaller than 2 m3. We can not guarantee the precision in 
workspaces which volume is bigger than 2 m3.
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 IV.Validations
A. Determination of system's precision
1. Protocol ENSAM
For determination of  the system's precision we followed the procedure described in the 
documents « lbm04005 » et « lbm05002 ». These protocols are used for verification and 
determination of accuracy of Polaris system.
a) Objective
The goal of test series is to determine the accuracy and global uncertainty of the system. 
Accuracy (noted E) is a systematic error, it means modifiable error. This error is obtained by 
difference  between  the  values  of  real  displacement  of  markers  and  the  values  of 
displacement of markers measured by the system.
Global uncertainty (noted U) is calculated from temporal fidelity (noted CO1), spacial fidelity 
(noted CO2) and repeatability (noted CO3).
b) Equipment
For  the  test  providing  the  determination  of  the  system's  precision  we  used  following 
materials : 
− Developed system for motion analysis
− Tripod set up by three markers and support
− Motorised micro metrical table respecting the national standards 98005 MX.
c) Method
Considering the limited course of the micro metrical table of 10 centimetres, the acquisitions 
were  made  in  the  reduced  working  space  (approximately  0.1m3).  However  the  size  of 
working space is sufficient for quasi-static tests of small cadaveric parts (lumbar or cervical 
spine).
The  Z  axis  of  the  system  is  corresponding  to  the  axis  of  left  camera.  The  X  axis  is 
perpendicular to the axis Z in horizontal plan and Y axis is vertical. We purposely choose 
the same system of coordinates as the system in which we obtain the markers coordinates 
after 3D reconstruction.
The accuracy will be defined by verification of markers displacements along the 3 axes of 
the system (figure V.1).
The accuracy is determined by verification of the measure of one point in the work space.
The repeatability is determined by multiple realisation of acquisition and by comparing of 
measured point in the working space.
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Figure V.1. : Displacement of tripod along the Y axis
d) Parameters of acquisition
Angle between the cameras : 45°
Good brightness, utilization of black markers in front of white curtains
Number of markers : 3
Volume of acquisition : 0.1 m3
Number of table position in each axis : 11 (10 displacement of 10mm between 0 et 100mm)
Number of  measuring for each position of table : 150 (6 seconds of recording)
Number of repetitions : 2
e) Results
First  of  all  we  calibrate  the  system  by  aid  of  checker  board  (precisely  described  in 
calibration procedure). For each repetition, each axe and each position of tripod we realized 
an  acquisition  including  at  least  150  images  per  camera.  So  we  have  to  realize  66 
acquisitions, each acquisition include 2 films (left camera and right camera). Afterwards we 
treated the first 150 images of each recorded film for obtaining 3D positions of each marker 
in course of acquisition.
Once we obtain markers spatial positions for each position of micro metrical table in all of 
three axis we can calculate the temporally accuracy CO1 from first 150 measurements of 
each acquisition. Then we calculate the mean of positions of each acquisition. Afterwards 
we organize the obtained data to the matrix of 4 dimensions (number of markers*3*number 
of positions*number of repetitions)
Out of those 3 matrices (one for each axis) and out of spatial accuracy CO1, we use a 
Matlab program developed by LBM permitting the calculation of accuracy E and uncertainty 
U of system fro each axis (figure V.2.)
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Obtained results :
Figure V.2. : Obtained results
We can point out that if the working space stays small, the obtained precision is very good. 
This  system can then replace the  system Polaris  for  quasi-statics acquisitions  in  small 
working spaces. However the systems precision in larger working spaces has to be verified.
2. Comparison of developed system with Vicon system in terms of 
precision.
a) Objective 
To be able to compare both systems in terms of precision we used a Vicon room equipped 
by 5 infra-red cameras where we installed the developed system. The objective is to realize 
an  acquisition  by  developed  system  simultaneously  with  the  Viconsystem  and  then  to 
compare the obtained results.
b) Equipment
System analysing the body posture and movement using 2 digital cameras, system Vicon 
(containing 5 infra-red cameras), Vicon calibration board holding 4 retro-reflective markers 
on the black plate.
c) Method
In the course of the acquisition we moved an object containing three non aligned markers 
(figure V.2). The distance between 3 markers are well known and constant. The 3 markers 
has  to  be  followed  simultaneously  by  2  systems,  this  feature  doesn't  permit  long 
movements, that's why the working space were limited by 0.5 m3.
We decided to follow the markers of Vicon calibration board, because the markers have to 
be followed at the same time by the system Vicon (retro-reflecting markers) and by the 
developed system (dark markers on the bright background or bright markers on the dark 
background).
In the first time we have decided to follow the markers by 2 digital cameras as well as by 2 
infra-red cameras Vicon, both of them placed in the two corners of the acquisition room. 
The goal was to use the same number of cameras for both systems in order the optimal 
comparison of the results. However the system Vicon didn't manage to follow the markers 
by using just two infra-red cameras. That's why we had to add the third infra-red camera.
Once we obtained the 3D coordinates of markers by both systems, we calculated the 3 
mean distances between the markers, corresponding standard deviations and we compare 
the results (figure V.3.).
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C01 C02 C03 E U
Axis X 0,0106 0,1012 0,0484 0,1198 ±0,0755
Axis Y 0,0116 0,0939 0,0188 0,0865 ±0,0763
Axis Z 0,0111 0,0936 0,0267 0,0867 ±0,0582
Figure V.3. : The comparison of the precision of both systems by using Vicon calibration board.
d) Parameters of acquisition
Angle between the cameras : 41°
Good brightness, utilization of white retro-reflective markers on the black background.
Number of followed markers : 3
Working space volume : 0.5 m3
Number of used Vicon cameras : 3
Number de measurements : 420 for digital cameras (25Hz), 830 for Vicon (50Hz)
e) Results
Figure V.4. : Comparison of the developed system and system Vicon in terms of precision. (mean = 
mean distance between markers, sd = standard deviation of the distance between markers).
We can point out that the standard deviation of distances between the markers has the 
smaller  value for  the developed system. For  better  understanding of  that  difference we 
presented the curve representing evolution of measured distance between markers 1 and 2 
in the course of time for each of two systems (figure V.5.).
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mean12 364,700 363,200 364,000
mean13 403,600 402,800 403,100
mean23 99,320 99,950 100,000
sd12 1,220 0,389
sd13 1,400 0,417
sd23 1,070 0,265
Vicon system Developed system Real distances
Figure V.5. : Distance between markers 1 and 2 in the course of time(system of digital cameras on 
the left, system Vicon on the right)
3. Impact of the spatial fidelity on the precision of measure for larger 
volume of working space.
For the evaluation of precision, especially the spatial fidelity we measured the distances 
between 3 markers fixed on support in the working space as large as our acquisition room 
permitted.
The  angle  between  the  cameras  during  the  acquisition  was  43°  (bigger  is  the  angle 
between the cameras, more the 3D reconstruction is precise, ideal case is 90°). Angle of 
43° degree is a good compromise permitting the precise 3D reconstruction as well as the 
big work space. The volume of work space traced by tripods movement is approximately 2 
m3.
First of all we calibrated the cameras for complete work space as precisely as possible (we 
used 45 picture of checker board which were taken in all volume of work space).
At the second time we recorded the movements of tripod realized in all volume of work 
space and afterwards reconstructed the space positions of markers. Then we calculated the 
distances between the markers in the course of time as well as standard deviations of these 
distances. The results are presented in figure V.6.
Figure V.6. : Distance between 2 markers in large working space
Figure V.7. is representing the evolution of the distance between markers 1 and 2 in course 
of the acquisition in the working space.
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Figure V.7. : Distance between 2 markers in all working space
The obtained precision is satisfying regarding the volume of work space. We have noticed 
that the system can be use for acquisitions in working spaces which volume reaches up to 
2 m3.
4. Conclusion
We can summarize that the precision of the developed system is sufficient in actual state. 
We claim that smaller distance between markers and cameras warrants the better precision 
of calculated spatial positions. Even if we apply the system in larger working spaces (2 m3) 
the spatial position is calculated with a precision in order of one millimetre.
The weak points of the system in terms of precision is firstly imperfect synchronization of 
cameras (about O.02 seconds) which is non negligible in dynamics and secondly the quality 
of  recorded  frames  (caused  by  utilization  of  old  cameras  with  limited  frequency  of 
recording).
We can finally confirm that in term of precision the system compete perfectly with systems 
Polaris and Vicon in small working spaces.
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B. Test : Reconstruction of lumbar spine model movements
Optical tracking systems are commonly used in LBM for 3D movements reconstructions of 
intact  and instrumented cadaver  parts  of  human locomotive  system.  The goal  of  these 
studies is to evaluate the influence of implants on the mobility of the tested parts. These 
kind of tests are usually made vie the system Polaris. 
It  therms  to  prove  the  performance  of  developed  system,  we  decided  to  realise  3D 
reconstruction of lumbar spine model movements. Unfortunately it wasn't possible to make 
a test on a real cadaver lumbar spine, so instead of this, it was used a plastic model of the 
lumbar spine.
1. Interest of 3D reconstruction of movements
This kind of reconstruction permits the evaluation of the influence of spine implants (inter 
vertebral  disk,  posterior  fixations)  on  the  spine  mobility.  Movements  reconstructions  of 
cadaver parts are also used for validation of finite elements models. 
2. Procedure of spine movement reconstruction
For  realisation  of  the  movement  reconstruction  of  lumbar  spine,  we  followed  the  next 
procedure :
1) Fixation of 3 markers on each vertebra which movements have to be reconstructed.
2) Calibration of 2 digital cameras.
3) Recording of spine bending test by 2 synchronized digital cameras (figure V.8.).
Figure V.8. : Spine model viewed by two digital cameras
4) Treatment  of  recorded  films,  calculation  of  marker's  spatial  positions  in  the 
coordinate system of left camera.
5) Stereo radiography by EOS device of spine model equipped by fixed markers. The 
face and profile radiographies are thus obtained (figure V.9.).
6) 3D  reconstruction  of  the  spine  model  geometry  realised  thanks  to  a  software 
developed in LBM. (figure V.10 left)
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7) 3D reconstruction of the spine model movements in Matlab by using of an algorithm 
developed in the LBM. This algorithm is based on the transition matrices.(figure V.10 
right).
Figure V.9. :  Face and profile radiographies of the spine model
Figure V.10. : 3D reconstruction of spine model in a software developed in LBM (left) et its  
interpretation in Matlab (right)
3. Results
By 3D reconstruction of lumbar spine model movements we proved the performance of the 
developed system. We could even earn an improvement which we couldn't  realise with 
optoelectronic  systems  equipped  by  infra-red  cameras  (Polaris,  Vicon).  Reconstructed 
model of a vertebrae can be re-plan to the film recorded by one of the cameras. (Figure 
V.11) The retro projection allowed us to verify the precision of 3D reconstruction of lumbar 
spine model.
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Figure V.11. : Retro projection of one of the lumbar vertebra back to the film
4. Verification of the precision
Considering that each tripod is tightly fixed on the corresponding vertebra, the distances 
between individual markers of each tripod do not change during the test. We have decided 
to measure the variations of those distances between each of three markers corresponding 
to an individual vertebra in the course of time of biomechanical test of spine model. (figure 
V.12.). The results are presented in the figure V.13.
Figure V.12. : Identification of the markers fixed on the spine model
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Figure V.13 : Results
We can clearly see that standard deviation of distances between the markers is in the order 
of 0.2 mm. 
C. Test : Walk analysis
The  optical  systems  used  for  medical  measurements  which  are  equipped  by  several 
cameras, usually more than 6, are widely used for walk analysis of subjects. Thanks to this 
kind  of  analysis  are  gained  the  data  describing  very  precisely  movements  of  subject's 
locomotive system. By this way are found out the pathologies of subjects movements. More 
over these kinds of analysis are permitting the evaluation of progression of neuromuscular 
illnesses as well as the effectiveness of its treatment. Walk analysis is also permitting the 
validation  of  conception  of  artificial  limbs  by  comparing  the  movements  speeds  and 
displacements of artificial and healthy limbs during the walk of subject.
Figure V.14. : Subject equipped by 13 ball-shaped markers
1. Procedure of simplified walk analysis
We decided to prove the system's performance by realisation of simple walk analysis. 
Within this analysis, the volunteer was equipped by 13 black markers. Markers were stuck 
on subject's skin and clothes, on the main joints of his locomotive system (ankles, knees, 
wrists, elbows, shoulder) as well as on the head and pelvis (figure V.14.).
Because the developed system is consisting just 2 digital cameras and the acquisition room 
is not very large, the work space is limited in comparison with systems consisting 6 or more 
cameras. 
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12 13 23 45 46 56 78 79 89
157,3 242,1 124,1 153,4 242,3 126,3 139,1 241,5 126,4
0,176 0,151 0,311 0,302 0,187 0,264 0,245 0,139 0,178
Pair of markers
Mean distance (mm)
Standard deviation
2. Results
Even if the subject was quite far from the support carrying 2 digital cameras and the camera 
resolution  isn't  very  high,  developed system tracked the  markers  and treated  the  films 
without  serious  problems.  In  spite  of  limited  work  space  we  managed  to  record  and 
consequently to treat the films recording the subject's movements who made several steps 
as well as knee-bends. Once we obtained positions of markers in work space during the 
analysis, we could calculate the displacement and speeds of one marker vis-a-vis another. 
Figure V.15. presents the possibility of interpretation of results :  The speeds of markers 
fixed on subject's ankles. The red curve is representing the speed of left feet in course of 
time, the blue curve is representing the speed of right feet. The vertical axis is representing 
the speed of markers in meters per second and the horizontal  axis is representing the 
duration of acquisition (in frames).
Figure V.15. : Interpretation of results of walk analysis
Even if we successfully realised the analysis, it must be noticed that our procedure was 
very simplified compared to the clinical tests. Markers were stuck on the subject clothes not 
directly on the skin, therefore their position vis-a-vis the subject's body were not constant. 
We used just  1  marker  per joint  instead of  3,  which is the minimum for definition of  a 
coordinate system.
Nevertheless we proved that the developed system is able to track a number of markers 
attached  on  the  main  joints  of  walking  subject  in  small  working  space.  However  for 
realisation of full-value walk analysis it is necessary to dispose by optical measurement 
system composed from more than 2 cameras. In the case that one of the markers is not 
targeted by one of the cameras during the acquisition, whole analysis must be repeated. 
Utilisation of more cameras would permit to analyse complex movements in larger working 
space.
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 V.Schedule
Figure V.16. : Schedule representing the accomplished tasks during the academical year
The  figure  V.14.  above  represents  an  advancement  of  our  project  in  the  course  of 
academical year. During the first semester (October till Mars) we were working one day a 
week mainly on the problem of optimisation of 2D treatment.
All the second semester was consecrated for the project work during which we were more 
concerned  on  the  problems  of  calibration,  evaluation  of  acquisition  conditions  and 
validations of developed system.
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 VI.Conclusion and perspectives
The principal aim of this project work was to develop an operational, efficient, precise and 
low cost tracking system. We kept the concept of the system working with 2 digital cameras 
and passive ball-shaped markers. Determination of markers positions on the recorded films 
is now done very quickly and precisely thanks to the optimisation of the image treatment 
program and particularly  by implementation  of  searching  zones and a  form recognition 
algorithm. The implementation of the camera calibration toolbox and a program permitting 
the recording of synchronized films and calibration photos permitted precise determination 
of 3D markers positions in course of acquisition. 
Thanks to  these  improvements,  the  developed system based  on utilisation  of  2  digital 
cameras is now operational, efficient, precise, easy to use and complies the condition of its 
low prize. 
The  brought  improvements  and  system  functionality  were  validated  by  several  tests 
including the determination of the system precision in accordance with  LBM protocols , 
comparison with Vicon system in therms of precision and reconstruction of motion of a 
lumbar spine model.
Elaborated procedures of acquisition and camera calibration were done for the followers 
who will continue to work on the system optimisation and testing as well as for users. These 
procedure  will  facilitate  the  systems  utilisations  and  and  will  permit  a  precise  camera 
calibration.
How we could see, the developed system can compete successfully with systems Polaris 
and Vicon in terms of precision in small  working spaces.  However  there are still  some 
problems which must be solved for reliable utilization of the system in dynamics tests in 
large  work  spaces.  The  principal  problems  to  be  solved  are  the  approximative 
synchronisation  of  digital  cameras  and  the  interlacing  of  images  recorded  by  cameras 
during the dynamic tests. It is also necessary to realise the real biomechanical test with 
cadaver parts in therms to evaluate the influence of contrast between the cadaver parts and 
markers on the precision. 
Realisation of this project was very gratifying, because I was working on concrete problems 
and I  arrived to  produce results  thanks to  the knowledges which I  acquired during the 
engineering  formation  at  Brno University  of  Technology and Ecole  Nationale  Supérieur 
d'Arts et Métiers in Aix-en-Provence and Paris.
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A. Organisation chart of the recuperated program for 2D markers 
tracking in HS space
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B. Organisation chart of the modified program for 2D markers 
tracking in HS space
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C. Organisation chart of the new program for 2D markers tracking 
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D. Procedure of acquisition
Parameters   and   conditions 
Placement of cameras :
Optimal  placement  of  cameras  is  described  in  “calibration  procedure”  and  can  not  be 
modified after the calibration
Options of cameras Sony : these parameters are described in “calibration procedure” and 
can not be modified after the calibration
Luminosity and type of the markers
The acquisition room has to be enlightened so that the shadows of markers are maximally 
reduced. For that, the light sources must not directly illuminate the markers, it is preferable 
that the light is distributed. In case of utilisation of halide lamps, it is necessary to turn them 
against the walls. For assure that the contrast between the markers and their background is 
the best possible, we choose to use black markers and white background (white closes 
have  to  be  worn  by  filmed  subjects).  In  the  case  of  important  shadows  or  insufficient 
detection of markers contours it is possible to use the markers covered by phosphorescent 
colour and to realise the acquisition in darkness. It is necessary to point that the acquisition 
in the darkness is recommended for quasi statics test because of lower camera frequency 
favouring the image interlation.
Speed of markers displacements
Dynamics acquisitions can be realised (in this case it is necessary to deinterlace the films 
through  the  VirtualDub  for  example).  But  the  statics  and quasi  statics  acquisitions  are 
preferable in consideration of desynchronisation of two cameras.
Working space
The acquisitions in volume of working space up to 2 m3 guarantee the accuracy in order of 
one millimetre. Closer is the working space to the cameras, better is the systems accuracy.
Procedure of acquisition
● For realisation of an acquisition, launch the program DVCapture and the press the 
“Enter” button for start to record the acquisition and then one more time “Enter” for 
stop the recording. Two recorded films (for left and right camera) are saved in the 
folder “Videos”. It has to be noticed, that the films having more than 1700 frames 
(approximately 68 seconds with 25 Hz camera) could not be treated. In this case the 
division of the film would be a solution.
● If  the  recorded  film  contains  the  frames  with  interlaced  markers  (dynamic 
acquisitions), launch the “VirtualDub” to treat them. Once the program opened click 
on select “Video” in the menu, then “Filtres”,  “Add” and select “deinterlace”,  then 
“OK”. Sellect “Duplicate field 2” in the option and validate the saving in .AVI format.
● Place these two treated films In the working folder in with is placed the sub folder 
“Calibrage”.
● In Matlab, tape the command “startsys” for launching the principal program.
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● If the camera calibration is already done, reply by taping “N” to the asked question. 
By this way the video treatment will start.
● Select at the first time the left video and then the right one.
● Enter the number of markers to be tracked.
● Select the markers on the first frame of the left video by clicking on their centres.
● Validate  if  the  markers  are  well  tracked  (blue  circle  around  the  markers).  If  the 
markers are not well tracked, verify in the program “traitement2D” the value of the 
parameter “rinit” which corresponds approximatively to the radius of markers on the 
first image (units of rinit are pixels).
● Validate  or  not  the  displaying  of  the  treatment  (recommended)  for  verifying  that 
markers  tracking  is  done  correctly.  Verify  also  that  searching  zones  are  large 
enough, especially for dynamics tests. If the searching zones are not large enough 
(or too large), modify the value of parameter “wincoef” in the program “traitement2D” 
(generally value 2 for static tests and 3 for dynamics).
● Validate or not the tracking of markers radius : this option is activated if the radius of 
markers (in pixels) varies during the acquisition (it is the case of dynamics test during 
throughout the markers approach or get away of cameras).
● Once the tracking of the left video is done, repeat the same operations for the right 
one.
● Validate or not the displaying of the three-dimensional markers trajectories.
● The  results  are  saved  in  the  folder  “résultats  traitement”,  in  the  folder 
“coordonées3D”.  Coordinates of  the markers in  the coordinate system of the left 
camera are stored in the file : “left3D”.
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E. Procedure of calibration
Paramètres et conditions 
Placement of cameras :
The ideal distance between the fixed cameras is approximately 1 meter and the inclination 
between their optical axis the closest possible to 90°. This positioning permits to obtain the 
working space of 2 m3.
Settings of Sony cameras :
● In order to avoid manipulation of cameras during the acquisition, take off the 
cassettes to avoid the cameras save mode. 
● Set the manual focus mode in order to have a sharp and bright image of the working 
space.
● Set the exposition with respect to the luminosity in the acquisition room.
● The result of exposition setting together with acquisition room luminosity have to 
provide a sharp image of calibration checker board. Especially the corners of back 
and white squares has to be perfectly visible. If the halogen lamps are used, it would 
be necessary to turn them against the walls in order to reduce the intensity of the 
illumination.
Calibration object :
Use the biggest checker board possible, with the cases dimensions of 30 mm. The checker 
board which we made has 13 x 9.
Number of calibration images :
Take the maximum of calibration photos with different inclination and distances between the 
calibration object and cameras in all working space. By realising a considerable number of 
calibration we found defined that 18 calibration photos per camera is the minimum. We 
obtained the best calibration accuracy by taking 45 calibration photos.
Procedure :
● Launch the program “DVPhoto” et press “Enter” button for take each photo. The 
photos are simultaneously taken by the left and right cameras.
● Once the photos are taken, close the window of “DVPhoto” program and verify that 
all the photos are well saved in the folder “Photo”.
● Create the work directory in which the videos to treat will be saved. Then create the 
sub-folder “calibrage”. In the folder “calibrage” create a sub-folder “image gauche” in 
which all of the calibration photos taken by left camera have to be moved. Create the 
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sub-folder “image droite” in which all of the calibration photos taken by right camera 
have to be moved.
● In Matlab type the command “startsys” which will launch the principal program.
● Reply “Y” on the question asking calibration start.
● Follow the indications of different stages of calibration displayed results
● Once the calibration of the left camera is done, verify the precision of displayed 
results (errors of different calibration parameters). If the errors are acceptable, 
validate the calibration of the left camera.
● Repeat the same operations for the right camera.
● Run the calculation of stereo calibration, then verify calculated internal and external 
parameters. 
● The treatment of the films placed in the work directory can start.
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