This paper presents a mathematical model of a pneumatic turbine and its pneumatically energized speed control system. The turbine and speed control drive an auxiliary hydraulic pump used on commercial aircraft as a backup system should the main pumps fail. The mathematical model presented here is highly nonlinear, which is a direct consequence of using air to energize the speed control system. The equations that describe air flow between and air pressure within the various control system compartments cannot be linearized. Therefore, no attempt was made to linearize any portion of the model. The actual control system is known to have different performance characteristics ͑e.g., limit cycle problems and stable performance͒ for different operating conditions. Model simulations run under these same conditions exhibit the same performance characteristics as the actual control system. At this basic level of comparison, the model yields acceptable results.
Introduction
This paper presents a mathematical model of a pneumatic turbine and its pneumatically energized speed control system. The turbine and speed control drive an auxiliary hydraulic pump used on commercial aircraft as a backup system should the main pumps fail. The mathematical model presented here is highly nonlinear, which is a direct consequence of using air to energize the speed control system. The equations that describe air flow between and air pressure within the various control system compartments cannot be linearized. Therefore, no attempt was made to linearize any portion of the model. The actual control system is known to have different performance characteristics ͑e.g., limit cycle problems and stable performance͒ for different operating conditions. Model simulations run under these same conditions exhibit the same performance characteristics as the actual control system. At this basic level of comparison, the model yields acceptable results.
Previous studies of turbines and their control systems ͓1-7͔ analyzed hydroelectric generating plants using models linearized about the turbine's operating speed. The nonlinear model presented here, however, allows the system response to be forecast for any situation. The model can, therefore, be used to evaluate both start-up and steady-state operating conditions ͑unlike a linearized model͒.
System Description
The turbine speed control system is made up of the governor, the acceleration controller, and the control valve with its associated butterfly valve. The physical connections between these components, the turbine, and the hydraulic pump are shown in Fig. 1 .
A schematic of the governor is shown in Fig. 2 . The governor controls the pressure within the speed control system ͑control pressure, P c ͒ which, in turn, controls the position of the control valve and butterfly valve, thus regulating the speed of the turbine. The governor regulates the control pressure by opening either a set of air inlet ports or air exhaust ports. The position of the governor piston dictates which ports are open.
When air is initially supplied to the governor, the piston is held in its innermost position by a spring. In this position, the air inlet ports are open. The influx of air increases P c until the control valve opens the butterfly valve and allows air to flow past the turbine, thereby accelerating both it and the governor. Accelera-tion continues until centrifugal force acting on the piston overcomes the preload force of the piston spring, thus allowing the air inlet ports to be closed. Figure 2 shows the piston in its steady state position. Here, both the air inlet ports and exhaust ports are closed, thereby maintaining a constant P c and butterfly valve position. If the governor overshoots its steady state speed, the piston will move outward to open the air exhaust ports to reduce P c and, in turn, move the butterfly valve to restrict air flow to the turbine.
Movement of the piston is dampened by compression or decompression of air in the feedback volume above the piston. When the piston stabilizes at its steady state position, air flow between the feedback volume, the reset volume, and the control system volume allows the pressure above and below the piston to equilibrate.
A schematic of the acceleration controller is shown in Fig. 3 . Its purpose is to dampen the acceleration of the turbine at start-up. It performs this function by releasing air from the control system when P c increases too quickly. If P c increases too quickly, differential pressure exerted on the bellows head will open the needle valve, allowing air to escape from the control volume. The needle valve, however, closes once the bellows pressure ( P b ) and P c equilibrate via the bellows bleed orifice.
A schematic of the control valve is shown in Fig. 4 . As mentioned, P c regulates the position of the control valve piston. P c acts on the constant area, A 1 , and is opposed both by a spring and the supply pressure ( P sup ) acting on the variable area designated as A 2 (x) ͑the area of the control valve variable diaphragm projected in the x direction͒. Movement of the control valve piston away from its resting position increases A 2 (x), thus increasing the force acting on A 2 (x). The opposed diaphragm design for the control valve gives it the flexibility to operate correctly regardless of the magnitude of P sup .
System Model
The equations used to describe the speed control system, hydraulic pump, and turbine were all derived from first principles ͓8͔.
Using Newton's second law, the equation of motion for the governor piston is m gp r g 2 Ϫk gs ͑ rϪr o ͒Ϫ f gsi Ϫc gp ṙ ϩ1000A gp ͑ P c Ϫ P fv ͒ϭm gp r .
The terms on the left-hand side are, respectively, ͑1͒ centrifugal force due to the governor rotation, ͑2͒ force of the governor spring, ͑3͒ preload force of the governor spring, ͑4͒ damping force, and ͑5͒ force due to differential pressure acting on the cross-sectional area of the piston.
In the same fashion, the equation of motion for the control valve piston is 1000A 1 ͑ P c Ϫ P a ͒Ϫ1000A 2 ͑ x ͒͑ P cv Ϫ P a ͒Ϫc cv ẋ Ϫk cvs xϪ f cvsi
where the terms on the left-hand side are, respectively, ͑1͒ force due to differential pressure acting on the constant area diaphragm, ͑2͒ force due to differential pressure acting on the variable area diaphragm, ͑3͒ damping force, ͑4͒ force of the control valve spring, and ͑5͒ preload force of the control valve spring. The equation for A 2 (x) ͑the area of the control valve variable diaphragm projected in the x direction͒ is
The rotational dynamics of the combined turbine and hydraulic pump are described using ⌬hṁ bv t Ϫ0.171T l Ϫc t ϭI t t .
The terms on the left-hand side are, respectively, ͑1͒ torque generated by the turbine from air passing by it, ͑2͒ torque required to turn the hydraulic pump, and ͑3͒ resistance torque generated by rotational damping. The factor 0.171 is the gear reduction between the hydraulic pump and the turbine. When the spring bellows of the acceleration controller is in motion, the inertial forces due to the bellows mass are small compared to the pressure forces acting on the bellows head; therefore,
where the terms on the left-hand side are, respectively, the force due to differential pressure acting on the bellows head and the preload force of the spring bellows. The torque load requirement for the hydraulic pump is described using T l ϭ0.0431*1000͑ P h Ϫ207͒ϩ0.0329 p ,
where ͑1͒ the 0.0431 coefficient is a function of the specific pump design used with this particular system, ͑2͒ 207 represents the suction pressure of the hydraulic pump, and ͑3͒ the 0.0329 coefficient is the rotational damping coefficient of the hydraulic pump as specified by the manufacturer. Determination of the various control system pressures is required to evaluate Eqs. ͑1͒, ͑2͒, and ͑5͒. Since the control system operates at relatively low pressures ͑less than 500 kPa͒, the ideal gas law is employed: 
All changes in pressure are considered isothermal; therefore, the time derivative of Eq. ͑7͒ is
Using the basic form of ͑8͒, the following equations were derived ͓8͔ to describe the rate of pressure change in each compartment of the control system: Governor Servo Pressure
Governor Feedback Volume Pressure
Governor Reset Volume Pressure
Acceleration Controller Bellows Pressure
Control System Pressure
Control Valve Variable Diaphragm Chamber Pressure
Finally, determining the mass flow rate of air, ṁ , through a restriction is required to evaluate ͑4͒ and ͑9͒-͑14͒. The differential equation for isentropic, laminar fluid flow in an enclosed conduit is
Integrating ͑15͒ assuming low pressure conditions ͑less than 500 kPa͒ yields an expression that describes the ideal mass flow rate of air through a conduit containing a restriction. A complete derivation is performed by Upchurch ͓8͔. This ideal mass flow rate expression is the basis for ͑16͒ below, which describes the mass flow rate of air past the control system's butterfly valve:
where the subscript 1 denotes the pressure and conduit crosssectional area upstream of the restriction and the subscript 2 denotes the pressure downstream of the restriction and crosssectional area at the restriction. Assuming that the conduit downstream of the restriction is small relative to the upstream conduit, we can make the following simplifying assumption:
which, if substituted into ͑16͒, yields the equation that describes the mass flow rate of air through a conduit with a substantial restriction ͑e.g., an orifice͒.
The discharge coefficient, C D , in Eqs. ͑16͒ and ͑18͒ relates idealized flow rates to actual flow rates measured through valves and orifices. The work of Deshpande and Kar ͓9͔ is used to evaluate C D for the butterfly valve. The work of Benedict and Wyler ͓10͔ is used to evaluate C D for the orifices in the system. The value of C D is a function of ṁ , therefore, determining its value is an iterative process.
It is important to note that C D is not adjusted or tuned in any way to match actual air mass flow rates for this control system's butterfly valve or its various orifices. The work of Deshpande and Kar ͓9͔ and Benedict and Wyler ͓10͔ are utilized here with no modification or adjustments to their original equations. This same philosophy was used throughout the entire model development, resulting in a model based strictly on first principles and previously published empirical correlations. 
Simulation Results
Simulations for three different control system designs are presented here; each based on the above system model. A detailed description of the computing methods used is presented by Upchurch ͓8͔. The simulations and input conditions mimic full-scale tests the manufacturer performed on three different control system designs. The manufacturer tested all three systems under the same conditions and noted their stability and performance.
Design #1 is identical to Fig. 1 . Design #2 is similar to Design #1 but without a Transient Control Orifice on the governor. And, Design #3 possesses neither a Transient Control Orifice nor a Control Valve Orifice. The purpose of the Transient Control Orifice and the Control Valve Orifice is to help stabilize the system by dampening air flow to the governor and the control valve respectively.
The full-scale test procedure first called for starting the turbinepump-speed control system while holding the supply pressure, P sup , and hydraulic pump pressure, P h , constant at 170 kPa and 17,960 kPa, respectively. After 5 seconds, P h was reduced to 307 kPa to simulate a no-load condition. After 5 more seconds, P h was increased back to 17,960 kPa to simulate drastic load increases while running at full speed.
For the given test conditions, the manufacturer determined that both Design #1 and Design #2 ͑1͒ operated stably throughout the test, ͑2͒ attained 70% of the steady-state turbine speed, tss , within 1.2 seconds after start-up, and ͑3͒ forced the turbine back to steady-state speed within 3 seconds after each change in P h .
Simulation results for Design #1 and Design #2 are shown in Figs. 5 and 6, respectively. Both simulations exhibit performance characteristics similar to the test observations of the actual system.
Under the same test conditions, the manufacturer determined that Design #3 enters a limit cycle upon start-up and maintains the limit cycle so long as P h is maintained at a high level. The high P h exerts a large hydraulic pump torque load, T l , on the control system.
Simulation results for Design #3 are shown in Fig. 7 . The simulation enters a limit cycle similar to the test observations of the actual system.
Conclusions
At a very basic level of comparison ͑i.e., system stability and response time͒, the non-linear mathematical model presented here produces results similar to the actual system when both are subjected to the same conditions. More detailed comparisons to further establish the accuracy of the model have not yet been performed.
Nomenclature and Units "Variables…
A 2 (x) ϭ area of control valve variable diaphragm projected in the x direction, m 2 C D ϭ dimensionless restricted air flow discharge coefficient m ϭ mass, kg m bveq ϭ equivalent mass of butterfly valve gate with respect to direction of control valve piston movement, kg m cvtot ϭ m cvp ϩm bveq , kg ṁ ϭ time rate of mass change, kg/s ṁ b ϭ mass flow rate of air across bellows bleed orifice into bellows, kg/s ṁ cv ϭ mass flow rate of air across control valve orifice into control valve chamber adjacent to variable area diaphragm, kg/s ṁ fv ϭ mass flow rate of air across feedback volume orifice into reset volume, kg/s ṁ ge ϭ mass flow rate of air across governor exhaust valve to atmosphere, kg/s ṁ gi ϭ mass flow rate of air across governor inlet valve into control system, kg/s ṁ nv ϭ mass flow rate of air across needle valve orifice to atmosphere, kg/s ṁ rv ϭ mass flow rate of air across reset volume orifice into control system, kg/s ṁ tc ϭ mass flow rate of air across transient control orifice into servo volume of governor, kg/s P ϭ pressure, kPa P b ϭ bellows pressure, kPa P c ϭ control system pressure, kPa P cv ϭ control valve pressure, kPa P fv ϭ feedback volume pressure, kPa P h ϭ hydraulic pressure, kPa P rv ϭ reset volume pressure, kPa P s ϭ servo pressure, kPa P sup ϭ supply pressure, kPa 
Introduction
The ability of following object contours is a basic task in several indoor applications of autonomous mobile robots, such as map building ͓1,2͔ and obstacle avoidance ͓3͔. For instance, in unknown environments, when the presence of a new wall is detected, some exploration algorithms command a wall-following in order to collect data on orientation, position, and length of the wall ͓4͔.
A sensor fusion integrating data from sensors of distance ͑e.g., sonars͒ and velocity ͑e.g., incremental encoders͒ is usually employed in the algorithms for following object contours ͓2,5,6͔. Obviously, since reliable sensor fusion is mandatory in practical applications, the robustness of wall-following controllers with respect to sensor constraints is a fundamental issue. For instance, ultrasonic sensors require that the difference between the orientation of the surface of the receiver and the wall is within the beamwidth ͓7-9͔, while limits on the supply voltage of the motors impose a constraint on the angular velocity of the wheels.
In this paper we address the problem of designing robust wallfollowing controllers for low-velocity differential-drive mobile robots. The formulation of the problem includes explicit constraints on the velocity of the wheels and the orientation of the ultrasonic sensors. We propose a wall-following control scheme which ensures both global convergence and constraints fulfillment, once the mobile robot position is available. To deal with practical applications where the robot position can be only estimated, an Extended Kalman Filter ͑EKF͒ is added to the controller. Such an EKF provides position and orientation estimates via a sensor fusion approach that integrates the velocity measurements of the 
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Transactions of the ASME encoders with the distance measurements of the sonar. Finally, the robustness of the designed observed-based controller is discussed via experimental tests. The paper is organized as follows. Section 2 presents the wallfollowing problem. Section 3 contains the main theoretical results on the proposed feedback controller. Section 4 is devoted to the design of the EKF. Section 5 contains experimental results to discuss the performance of the designed observer-based controller, and some concluding comments are drawn in Section 6.
Problem Formulation
Consider a differential-drive mobile robot whose coordinates (x,y,) in the reference Cartesian space are related by the kinematic equations ͭ ẋ ϭv cos ẏ ϭv sin ϭ.
(1)
The velocities v and depend on the angular velocities 1 and 2 of the wheels through the relations
where and e are the wheel radius and half the wheelbase, respectively. We suppose that the robot is actuated by DC motors and equipped with incremental wheel encoders and a single sonar sensor, on one side of the robot. We are interested in designing a feedback controller such that the mobile robot moves at a constant speed v des along a wall at a given distance d des from it, as described in Fig. 1 . The wall is considered straight and infinite, and is defined by
where the parameters (x m ,y m ) and ␥ are, respectively, a representative point and the orientation of the wall. Furthermore, let d and r denote the distance of the geometric center C of the mobile robot from the wall and the distance of the sonar from the wall, respectively. It is easy to check that ͑see Fig. 1͒ dϭ͑ yϪy m ͒cos ␥Ϫ͑xϪx m ͒sin ␥,
The quantities D x and D y are the components of the line segment joining the sonar and the robot's centerpoint C, i.e.,
It is well known that the saturation of the motors may prevent the use of large velocity commands. Also, the encoder and sonar measurements are inevitably corrupted by noise. Moreover, the sonar can collect useful data on the distance from the wall ͓see Eq. ͑5͔͒ only when the direction orthogonal to the reflecting surface lies within the beamwidth of the receiver.
Therefore, to ensure robustness of the sought control scheme, we consider explicit constraints in formulating the problem. The motor saturation imposes the velocity constraints
while the beamwidth leads to the orientation constraint
Moreover, it is assumed that max р/4, a relation that is satisfied by any commercial ultrasonic device ͓7-9͔. Note that, by exploiting Eq. ͑2͒, the constraints ͑7͒ can be equivalently rewritten as
"WFP… Wall Following Problem. For the straight and infinite wall described by Eq. ͑3͒, determine a feedback control law such that the mobile robot ͑1͒ moves at a constant speed v des along the wall at a constant distance d des from it, while satisfying the constraints ͑8͒ and ͑9͒.
Note that the constraints in ͑9͒ imply that v des must be chosen such that
Although in the above problem formulation the wall is assumed to be straight and infinite, the controller scheme developed in the next sections can be succesfully applied also to uneven profiles ͑see Section 5͒.
Controller Design for the WFP
In this section we propose a solution to the WFP under the assumptions that the coordinates (x,y,) are known and the robot dynamics can be neglected. The former assumption will be relaxed in Section 4, while the latter will be discussed in Section 5.
Consider the control law
and is selected on-line according to the rule
Theorem 1. Let ␤Ͼ0, ␤ 0 у0 and ␤ 1 у␤/(v des sin max ). Then, for every initial condition (x(0),y(0),(0)) with ͉(0)Ϫ␥͉ р max , the control law ͑11͒-͑13͒ solves the WFP, i.e., ͉v͑t ͒Ϯe͑ t ͉͒р⍀ max (14) ͉͑t ͒Ϫ␥͉р max ,
for all tу0, and
as t→ϱ. Proof. First, we observe that the on-line time-scaling law ͑13͒ guarantees that the velocity constraint ͑14͒ is always satisfied. In particular, for small values of des we have ϭ1, while for larger values it results Ͻ1.
Exploiting the above fact, we first give the proof under the simplifying assumption that ͉v des Ϯe des (t)͉рe⍀ max ͑i.e., (t) ϭ1͒, for all tу0. In such a case, supposing without loss of generality ␥ϭ0 and setting x 1 dϪd des , x 2 ḋ , the closed-loop Eqs. ͑1͒, ͑11͒-͑12͒ have the form
Now, the orientation constraint ͑8͒ induces the feasible set S ͕(x 1 ,x 2 ):͉x 2 ͉рv des sin max ͖. By computing ẋ 2 for x 2 ϭϮv des sin max and taking into account for the relation between ␤ and ␤ 1 , it can be easily shown that S is invariant, and therefore fulfillment of ͑15͒ is ensured. It remains to prove ͑16͒, i.e., the origin is asymptotically stable. This follows from a straightforward application of the LaSalle's theorem to the Lyapunov function
More specifically, taking into account that max р/4 and V is proper in S, the following facts can be easily verified ͓10͔: ͑i͒ V is negative semidefinite in S, ͑ii͒ the origin is the largest invariant set contained in ͕V ϭ0͖പS.
We now remove the simplifying assumption ϭ1. Indeed, it is clear that the asymptotical convergence properties remain unchanged, if a finite time T f exists such that (t)ϭ1 for all t уT f . To this purpose, we introduce the new time variable
It is straightforward to verify that the same proof of the case ϭ1 can be repeated by expressing the dynamics of the system in the new time-reference ͑see ͓10͔ for details͒. In particular, it results lim →ϱ des ͑ ͒ϭ0.
Therefore, Eqs. ͑10͒ and ͑13͒ imply that there exists f such that (t())ϭ1 for all у f , where t() is the inverse of the function defined in ͑18͒. In turn, the sought T f is given by
Remark 1. Theorem 1 does not provide a specific relation between ␤ 0 and ␤ 1 . Indeed, if we let ␤ 0 ϭ␣␤ 1 , simulations show that, for small values ␣, the magnitude of the angular velocity is small enough to avoid sudden rotations of the robot during both steady state and transient operations. On the other hand, simulations also show that larger values of ␣ guarantee better robustness against noise and model uncertainty. Thus, ␣ should be experimentally tuned for the specific application. For our experimental platform, which is described in Section 5, we have chosen ␣ ͓0.05,0.1͔ m.
Observer Based Controller for the WFP
In practical applications the coordinates ͑x,y,͒ and the distance d are not known exactly. They must be estimated on the basis of the ͑noisy͒ measurements of the sonar and the wheel encoders.
Let
, and r(k) denote the value of x, y, , , v, 1 , 2 , d, and r at time kT c , respectively, where T c is the sampling time. Furthermore, let 1 (k) and 2 (k) indicate the measurements at time kT c of the angular velocities 1 and 2 , and r(k) the measurements of the distance r.
We use an Extended Kalman Filter ͑EKF͒ to obtain an estimate x (k), ŷ (k), (k) of the coordinates, and consequently, via ͑4͒, an estimate d (k) of the distance d. The EKF will merge the measurements 1 (k) and 2 (k) of the incremental encoders with the data r(k) of the sonar. To this end, consider the state and velocity measurements vectors
, and the vector functions
Note that Eq. ͑19͒ is simply derived using the Simpson's rule for odometric integration, while Eq. ͑20͒ is the distance between the sonar sensor and the wall ͓see Eq. ͑5͔͒. Furthermore, let E x (k) be a random vector ͓with zero-mean and covariance matrix Q x (k)͔ which takes into account noise and model uncertainties, and (k) a random variable ͑with zero-mean and covariance r 2 ͒ modeling the noise on the sonar measurements. Combining the above relations, we arrive at the nonlinear model
By applying the standard EKF technique to ͑21͒, see e.g. ͓11͔, an estimate X (k) for X(k) is obtained. Note that ͑21͒ includes the encoder measurements V as an input, and the sonar measurements r as an output. The sensor fusion is obtained by the two-step procedure of EKF ͓11͔.
• Time update: The velocity measurements V (k) are used to update the state in the first equation in ͑21͒;
• Measurement update: The difference between the estimated r and the measured r obtained from the sonar sensor is used to correct the estimate ͓see second equation in ͑21͔͒.
The estimate X (k) provided by the EKF allows arriving to the following final form of the control law
where des is given by ͑12͒ with and d in place of and d, and is given by ͑13͒ with des in place of des . Note that is the third component of X , and d is evaluated, via Eq. ͑4͒, by using the first two components of X , i.e., d ϭ͑ ŷ Ϫy m ͒cos ␥Ϫ͑x Ϫx m ͒sin ␥.
Numerical simulations show that the controller ͑22͒ϩEKF solves the WFP for small starting orientation errors and suitable gains ␤, ␤ 0 and ␤ 1 and provides a correct estimation of the robot coordinates. The latter result is no longer obtained if only odometric estimation is performed, i.e., X (k)ϭF(X (kϪ1),V (k)) ͓10͔.
Experimental Results
The aim of this section is to discuss the enforced assumptions in the WFP, i.e., the robot dynamics can be neglected, the initial conditions are exactly known, the wall is straight and known, with specific reference to the experimental set-up concerning the mobile system ULISSE ͑Unicycle-Like Indoor Sonar Sensing Ex-plorer͒. ULISSE is a cylindrical robot with two drive wheels ͑r ϭ0.056 m, eϭ0.189 m͒, equipped with two encoders and five sonar sensors. More details on the architecture can be found in ͓10͔.
It is a standard rule to neglect robot dynamics in low-velocity indoor applications. Indeed, it turns out that the mechanical and electrical time constants are definitely smaller than the sampling time of the controller. This is the case for the robot ULISSE, since the open-loop time constants are in the range of tenths of milliseconds, while the adopted sampling time T c ϭ0.1 s. The experimental tests confirm the validity of the assumption since the obtained trajectories satisfactorily agree with the simulated ones ͑see ͓10͔ for more details͒.
It is well known that the initial conditions are often known only roughly. Therefore, we have investigated the robustness of the control law ͑22͒ϩEKF with respect to errors on the starting position and orientation of the robot. Figure 2 shows the evolutions of the actual coordinates ͑solid line͒ and the corresponding estimates ͑dashed line͒ provided by the EKF during a wall following ͑x m ϭy m ϭ0, ␥ϭ90°, d des ϭ0.5 m͒, when x(0) and y(0) are not known. The control parameters are: ␤ϭ0.
In the shadowed areas the EKF is not active. Note that the initial error on the y-coordinate does not decrease. This is due to the fact that the sonar sensor can only provide information on errors directed orthogonally to the direction of the wall. Experimental results also show that errors on the starting orientation up to 10-15 deg ͑half of the sonar beamwidth͒ can be tolerated.
We have tested the control scheme in some more complex situations, such as following unknown walls, or following walls with discontinuous profiles. Here, we consider only the case of discontinuous profiles ͑the case of unknown wall can be found in ͓10͔͒. In this case, it is possible to use some statistical properties of the EKF to get on-line validation of the environment model. Indeed, if we have a correct parametrization of the environment, it will happen that
where g is a positive threshold value, P x (k͉k) is an estimate of the covariance matrix of the state ͑used by the EKF͒ and X (k͉kϪ1) is the time update of the EKF. Moreover, ͓r(k)ϪG(X (k͉kϪ1))͔ will produce incorrelated time series. On the other hand, if the model is wrong, both the aforementioned conditions will fail. Henceforth, by including the test ͑23͒ and the correlation test in a higher level controller, it is possible to perform a wall-following task of discontinuous profiles, by alternatively selecting whether to use the environmental model information to get better estimates of the robot position, or to upgrade the model itself. reports an experiment where a discontinuous wall is tracked under the assumption that it is straight. Note how the robot tries to keep the correct distance from the wall, by following its discontinuous profile.
Conclusions
In this paper we have considered the problem of wall-following for low-velocity mobile robots. We have described how to design a robust observer-based controller which takes into account constraints on the orientation of the sonar and the velocity of the wheels. The main theoretical result has been the proof of global convergence and constraints fulfillment. From a practical point of view, we have shown how sensor fusion can be achieved by using an EKF, which integrates the measurements of velocity from the encoders and the distance measurements of the sonar. Some experimental results have been reported to discuss the robustness of the designed control scheme. 
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Introduction
The quantitative feedback theory ͑QFT͒ ͑see ͓1͔, for a general reference͒ is an engineering design methodology for robust control of uncertain systems. Many routine computations and design visualization are currently available in commercial CAD software ͓2͔. To reduce the computational overhead in bound calculation, only the ͑nonconvex͒ outside edge of a template should be used. This note presents an algorithm for eliminating interior points of a template ͑defined in Sec. 2.1͒, without over-design that results from using a convex hull of the template points. The reduction in the number of template points is achieved by forming a nonconvex hull of the Nichols chart template with a minimum concave radius smaller than the minimum curvature of the feedback system specification at that frequency. If, for example, the plant templates come from multiple system identification experiments, linearization along operating trajectories or gridding of the parameter space, many of the template points will not be required for bound computation.
The results are partially motivated by the algorithm of Rodrigues, Chait, and Hollot ͓3͔, which reduces the computational effort required for bound calculation at a given frequency and controller phase. In their algorithm, this is achieved by finding a convex hull of the quadratic inequalities that need to be solved as part of finding a bound numerically. As their algorithm is used at each of a number of discrete phase values, considerable savings can be achieved if the algorithm of this paper is used to eliminate the interior points before calculation of these quadratic inequalities. Of course, the algorithm can be used on its own.
Finding Nonconvex Hulls of QFT Templates
2.1 Minimum Radius of a Specification. Robust design on the log-polar plane ͑Nichols and Inverse Nichols chart͒ illustrated in Fig. 1 has the great advantage that at any design frequency, i , the controller, G( j i ), only shifts the plant template, P( j i ) ͕P( j i )͖ ͑the set of all plants͒, rather than rotating and scaling it. ͑This is one of the enduring contributions of the paper of Horowitz and Sidi ͓4͔.͒ Consider a typical frequency domain sensitivity specification, at a discrete frequency, i , Transactions of the ASME
͑i.e., an ''M-circle'' in classical control͒. In the natural log-polar plane of amplitude in nepers (1 neper Ϸ8.7 dB) versus phase in radians (1 radianϷ57.3 deg͒ ͑i.e., grid lines spaced at 9 dB and 60 deg intervals will be approximately square͒, we have,
For M у1, is constrained so that neither the discriminant nor R is negative.
The radius of curvature of a line in the ͑x, y͒ plane with yЈ ϭdy/dx and yЉϭd 2 y/dx 2 , is given by, ϭ(1ϩ(yЈ) 2 ) 3/2 /͉yЉ͉ ͓͑5͔ or any other standard text͒.
The curvature of the sensitivity specification, Eq. ͑1͒, in the (log͉L͉, ͒ plane is therefore given by,
and the minimum curvature is at ϭϪ,
min is illustrated as a function of the specification, M in dB in Fig. 2 .
In two-degree-of-freedom tracking design, the specifications may be in terms of the overall performance but should also include a maximum specification on the complimentary sensitivity and this can be used in the algorithm below in the same way as the sensitivity.
Nonconvex Hull of a Template
With Minimum Curvature, . Figure 3 shows the template calculated at i ϭ1, from Fig. 4 ͓3͔ that results from using a grid of the damping factor, , and corner frequency, n , of a second order, lightly damped system, Pϭ n 2 /(s 2 ϩ2 n sϩ n 2 ) with n ͓0.75,1.25͔ ͑100 points͒ and ͓0.02,0.06͔ ͑10 points͒.
We define the nonconvex vertices for minimum concave curvature as those template points that can be touched by a disk of radius as it is rolled around the outside of the template. Clearly, we must entertain the possibility that the template may be fragmented by this process.
The convex hull is a subset of this nonconvex hull and is equivalent to the nonconvex hull if →ϱ.
Because we will choose a radius equal to the smallest curvature of the specification, ͉1/(1ϩL)͉рM , the nonconvex vertices defined above will be a superset of the ͑critical͒ template vertices that can actually touch the specification limits. ͕͑critical template vertices, given M͖ ʕ nonconvex hull ͕P͖ with radius .͒ 2.3 Algorithm to form the Nonconvex Hull.
1 Find the Delaunay triangulation of the template points. These are the set of triangles whose edges connect each point to its natural neighbors so that any triangle's circumscribing circle contains no other data points ͓6͔.
2 Find the convex hull that is the set of ''outside'' triangles whose edges do not touch another triangle. The end points of these lines are the convex hull vertices.
3 Recursively delete any outside triangle which has an outside edge longer than 2ϫ. Also, recursively delete any outside triangle whose outside edge is the longest and whose circumscribing circle has a radius more than . ͑The reason for this is that a circle of radius can touch the interior vertex and possibly other points.͒ This procedure exposes new outside triangles whose vertices are added to the convex hull vertices to form the ''nonconvex hull.'' 4 Continue until no triangles are left, or all outside triangles have sufficiently short sides to pass step 3.
Computational Savings.
The computational savings achieved by eliminating template points that cannot be critical points for the design ͑i.e., are on the inside of the template͒ depend on the problem setting. In the paper by Rodrigues, Chait, and Hollot ͓3͔, the Matlab ''flops'' command is used to determine the number of floating point operations. This approach is not accurate as most of the calculations for finding the convex hull are coded in ''C'' and are therefore not counted. For this paper, the code is written in Matlab script and generates about 1 Mflop for a template of 1000 points. Many of these ''floating point operations'' are actually operations on sparse matrices with binary elements that could be efficiently coded in C.
For The Matlab QFT toolbox, the most computationally intensive bound computation is for closed loop specifications of the form,
where A and B are user specifications and L( j) and F( j) are the loop transfer function and prefilter transfer function, respectively. For these specifications, the number of computations increases with the square of the number of template points, N, and linearly with the number of phase values at which bounds are calculated (flopsϷ13,500 N 2 ). The savings in the example above for bound computation at a single frequency, with 73 phase points ͑one each 5 deg͒ would amount to close to 1 Gflop or a 95 percent reduction. Another disadvantage of using large template sets, especially for this type of bound, is that the computer may run out of physical memory. If virtual ͑i.e., disk͒ memory is used, the computation time may become unreasonable.
Conclusions
An algorithm to calculate the outside edge of a template ͑non-convex hull with minimum concave radius defined by the feedback system specifications͒ has been presented to reduce the computational overhead in QFT bound computation. Further work might include pruning of outside points to further reduce the number of calculations without serious compromising the design integrity and finding improved algorithms to solve the nonconvex hull algorithm presented here.
Introduction
Hydraulic systems are important actuators in modern industry, principally because they have a high power/mass ratio, fast response, and high stiffness: a combination unmatched by any other commercial technology. Therefore, investigating the control of position or force outputs of hydraulic actuators should be of great interest to both the academic and industrial fields. In Alleyne and Liu ͓1͔, it is shown that fundamental limits exist on simple controllers for force or pressure tracking with hydraulic systems. This has accounted for a relatively scarce amount of research results presented in the literature on hydraulic force control. As shown in Watton ͓2͔, there have been extensive studies done on position and velocity control. However, Heinrichs et al. ͓3͔ and Niksefat and Sepehri ͓4͔ are some of the few results presented that actually have performed experimental force control to date. In both these works the tracking ability is relatively limited in bandwidth to below 2 Hz. The present work utilizes a particular controller structure to address this challenging problem. In Alleyne ͓5͔ a Lyapunov-based force control approach was developed for a model of a hydraulic servo system and a gradient parameter estimation scheme was introduced to solve for modeling uncertainty. The validity of the approach was shown solely through simulation. The present paper uses a similar nonlinear control approach; however, it extends the results to include an important friction compensation scheme and presents experimental results verifying the approach. The experimental results are key to eliciting important issues in force/pressure control that were not evident in previous simulation studies.
System Model and Controller Design
The problem to be studied is depicted in Fig. 1 
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Transactions of the ASME compressing the spring attached between the actuator and a fixed point. The force-producing element is a conventional hydraulic actuator with a single-stage, four-way spool valve. The dynamics of the valve can be approximated as a first order model, and this model matches well with actual time responses. The differential equations governing the dynamics of the actuator are given in Merritt ͓6͔ for a symmetric actuator as follows: The output of interest here is the force ͑or pressure͒ from the actuator, thus yϭAx 3 ͑or x 3 ͒. The relative degree of the nonlinear system is 2. The zero dynamics of the system are the first two state equations with x 3 ϭ0. It can be easily verified that the system is nonlinear minimum phase ͓7͔, and thus the zero dynamics are stable. For ease of following analysis, the 3rd and 4th state equations can be represented as Define the desired value of the valve position x 4desired as g 3 e 3 ͪ , (2.10)
where k 4 Ͼ0. Then V 1 ϭϪ 3 k 3 e 3 2 Ϫ 4 k 4 e 4 2 which is a negative definite function of e 3 and e 4 . Thus using Lyapunov's direct method, and noticing that V is radially unbounded, the global convergence of e 3 and e 4 to zero is guaranteed ͓7͔. The control law is given explicitly as follows: 1/2 ) is seldom zero when the system is operating smoothly, since ͉x 3 ͉ is seldom close to P s . In the rare case g 3 Ј equals zero ͑e.g., due to the noise in x 3 ͒, it is set to a small positive number to avoid the problem of dividing by zero.
The equations of motion in ͑2.3͒ describe a very stiff dynamic system due to low oil compressibility. Therefore, the performance of the controller relies heavily on the accuracy of the model. To account for the parameter uncertainties in the model, a parameter estimation scheme is essential. In particular, the hydraulic parameters in the third state equation are very difficult to measure off line, and their values may be slowly varying during the period of operation. Previous experience has shown that the performance is most sensitive to the ratio of ␣/␥. Therefore, in this investigation we hold ␣ constant and adjust the parameter ␥ online. The follow- Since the parameter ␥ is unknown, its estimate is used in the determination of the synthetic and actual inputs:
(2.14)
Substitute ͑2.14͒ into ͑2.13͒, By LaSalle's theorem ͓7͔, the tracking errors e 3 and e 4 converge to zero globally. In addition, if the condition of persistent excitation is satisfied, the parameter estimate will converge to its true value.
When the direct measurement of force is not available, the problem of pressure tracking arises. This frequently occurs in industrial applications where the environment may be hostile for an on-site force sensor. However, the load pressure ( P L ) can be readily obtained via differencing pressure sensors across the actuator piston. The measurement of load pressure must then be used to estimate the actuator force output to the load. There are some special problems involved with tracking pressure in order to achieve a desired output force, such as a significant amount of pressure sensor noise and friction ͑symbolized as F f hereafter͒. To attenuate the noise inherent in pressure measurement, the raw signal is processed through a 70 Hz, low pass, third order Butterworth filter. To compensate for the effect of friction, the preceding analysis is coupled to a friction cancellation scheme where the friction value is estimated and used to create a new reference pressure signal. The friction cancellation is not included in the feedback controller synthesis since it would involve terms that are not differentiable.
A typical velocity-friction plot of such a friction model is shown in Fig. 2 . The friction model used in the modeling of the system is a novel one: it includes Karnopp's stick-slip model ͓8͔ and the Stribeck effect ͓9͔. In Karnopp's friction model, there are two key points: ͑1͒ a ''stick'' phase occurs when velocity is within a small critical velocity range, instead of only when velocity is exactly zero; ͑2͒ there is a maximum value that friction can have when the mass under consideration sticks. Let this maximum value be denoted as F f static . Within this stick region, the amplitude of friction is not just a constant value multiplied by the sign of the velocity as is the case for a common Coulomb friction model. Instead, it is such that the sum of all forces including friction is zero, i.e., the friction balances the other forces. Once the amplitude of the sum of other forces exceeds that of F f static , stick cannot be maintained and the mass under consideration will move ͑slip͒. The Stribeck effect is also observed in the experiment and included in the friction model. If the range of the Stribeck effect is small, the velocity-friction relation could be approximated as linear, with a negative slope.
Experiments were conducted to test the model. Figure 3 shows the estimated friction-velocity relation, with Coulomb and Stribeck friction, during tracking of a 0.5 Hz square wave. For the friction identification, the spring in Fig. 1 is no longer in contact with the actuator. Therefore, the value of friction was obtained as:
Also shown in Fig. 3 is a hysteresis effect commonly associated with friction. Since the friction in Fig. 3 was not directly mea- Transactions of the ASME sured but rather obtained from the measured system variables, the obtained relation between velocity and friction is termed the estimated friction here.
Experimental Results
The following is an application of the control law and adaptation scheme developed above to a typical electro-hydraulic system. The system used here consists of a double-ended actuator and a servovalve, both made by Moog Inc. Further system description details can be found in Alleyne and Liu ͓1͔. An IBMcompatible personal computer with a Pentium 200 MHz CPU controls the system through an Analog Devices RTI-851 interface board. The derivatives in the control law formulation are obtained by numerical differentiation. With a low pass differentiator and a median filter, the numerical differentiation is accomplished with satisfactory noise reduction. The numerical integration of ␥ is done by a standard Euler method. For the system used in this investigation, differential pressure sensors were available instead of a force sensor. Therefore, the formulated data (kxϩmẍ ) was used to estimate the actuator output force signal since:
where we define P L AϪF f as the actuator output force. If there is an error in the mass or spring constant, the system will be using the incorrect value of force in the feedback law. The result of this will be an actuator that tracks the incorrect force value. However, since the analysis of Section 2 indicated the overall system of Eq. ͑2.3͒ to be nonlinear minimum-phase, the result of a force feedback error will only be the creation of a bounded, yet stable, output of the system's zero dynamics. Additionally, care must also be taken in processing the accelerometer signal to achieve useful feedback signals. The values of the physical and controller parameters of the system used here are shown in Table 1 . Figure 4 shows the result of force tracking for a 1 Hz sine wave. The desired force trajectory is of the form
where A 1 ϭ1013, B 1 ϭ131, ϭ2. A 1 is used as an offset to precompress the spring shown in Fig. 1 . The force tracking begins after the system has regulated to the A 1 offset. Figure 5 shows the resulting tracing error. In Fig. 6 the actual and desired valve position data for the force tracking are shown. Figure 7 shows the valve tracking error.
Clearly the valve position is tracked very well with little discernable difference between actual and desired trajectories. It was found in the experiments that good valve position tracking is necessary for good force tracking. Figure 4 demonstrates the transient response of the adaptive force tracking. At the initiation of the tracking response ͑2 s͒, the tracking performance is relatively poor. As the parameter estimation algorithm adjusts ␥ , it reduces the output tracking error from its initial value. At around 8 s the tracking has settled down to a steady state and does quite well. Figure 8 shows the result of pressure tracking for a 1 Hz signal at steady state; after the adaptation transients have decayed. It also illustrates the noise level inherent in the pressure data measured by the pressure sensors. The data shown in Fig. 8 is after the raw data has been passed through the 70 Hz low pass Butterworth filter. The desired pressure trajectory is in the form
where A 2 ϭ30, B 2 ϭ5, ϭ2, and the value of A is given above. The discontinuity (F f /A) introduced in ͑3.2͒ is a term that serves a dual purpose. First, this term can be used to cancel the effect of friction on the cylinder and obtain a sinusoidal actuator output force against the resistive spring provided the friction model is sufficiently accurate. Shown in Fig. 10 is the verification of the friction model. Second, (F f /A) generates a reference trajectory with ''step''-type discontinuous effects to test high frequency tracking as well as lower frequency components. This gives a demanding test over a wide frequency range. Figure 9 , which shows the pressure tracking error, illustrates the transients associated with the control. The transient performance is obviously less than that of the lower frequency tracking performance. However, these plots clearly show good force and pressure tracking and validate the controller and parameter estimation algorithms devel- oped above. Due to the presence of the filtering, and other unmodeled effects, the bandwidth of the control was limited to approximately 15-20 Hz. Figure 11 demonstrates significant phase lag and attenuation that occurs with a 25 Hz sinusoidal reference pressure signal without any friction cancellation. In Alleyne and Liu ͓10͔, other examples of system performance, including step responses are given.
Conclusion
This paper developed and implemented a Lyapunov-based nonlinear controller for the task of force and pressure tracking of an electro-hydraulic actuator with a single-stage servo valve. The controller relies on an accurate model of the system. Parameter uncertainty in the system model was compensated with an adaptation scheme based on Lyapunov analysis. The coupled control law and adaptation scheme were implemented on an experimental 
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Transactions of the ASME system. Friction cancellation was dealt with in the pressure tracking case, and the Karnopp plus Stribeck friction model used for cancellation was verified. The experimental results showed that the proposed control law and adaptation scheme are effective for force/pressure tracking.
Introduction
Modal analysis approach has been extensively used throughout the literature to model dynamics of distributed parameter systems. Such systems include, but are not limited to, flexible beams and plates ͓1͔, slewing beams ͓2͔, piezoelectric laminate beams ͓3͔ and acoustic ducts ͓4͔. These systems share the property that dynamics of each one of them is described by a particular partial differential equation. In the modal analysis approach the solution of these PDE's is assumed to consist of an infinite number of terms. Moreover, these terms are chosen to be orthogonal. Hence, the modal analysis modeling of a system can result in an infinitedimensional model of that system.
In control design problems, one is often only interested in designing a controller for a particular frequency range. In these situations, one approach is to remove the modes which correspond to frequencies that lie out of the bandwidth of interest and only keep the low frequency modes. To improve the in-bandwidth response a number of out-of-bandwidth modes may also be kept. It is, of course, of interest to work with a low order model since modern controller design techniques result in controllers that are of the same dimension as that of the plant.
It is known that truncation has the potential to perturb the inbandwidth zeros of the system. This problem is addressed in ͓5͔ and was recently revisited ͓6,7͔. The mode acceleration method ͑see 350 of ͓5͔ and ͓6͔͒ is concerned with capturing the effect of higher frequency modes on the low frequency dynamics of the system by adding a zero frequency term to the truncated model to account for the compliance of the ignored modes. In this paper, we allow for a zero frequency term to capture the effect of truncated modes. However, this constant term is found such that the H 2 norm of the resulting error system is minimized.
To this end, we point out that there are alternative methods for modeling of distributed parameter systems. As an example, one can point to the recent works of Pota and Alberts in modeling of such systems using symbolic computations ͓8-10͔. However, the models that are obtained via modal analysis have the interesting property that they describe spatial and temporal behavior of the system. Such models can then be used in designing spatial controllers ͓11-14͔.
Problem Statement
In general, modeling of a flexible structure via model analysis technique results in a model that can be represented by:
This is an infinite-dimensional transfer function due to the existence of an infinite number of modes. We notice that Eq. ͑1͒ does not include any modal dampings. In reality, however, each mode is lightly damped. Therefore, a more precise version of Eq. ͑1͒ can be written as G(s)ϭ͚ iϭ1 ϱ F i /s 2 ϩ2 i sϩ i 2 . It is a difficult task to determine modal structural dampings using physical principles. Therefore, i 's are often determined by experiments. In this paper, we ignore the effect of modal dampings. However, it is straightforward to extend this work to include the effect of modal dampings.
In a typical control design scenario, the designer is often interested only in a particular bandwidth. Therefore, an approximate model of the system is needed that best represents the dynamics of the system in the prescribed frequency range. This is often done by truncating the model to
A drawback of this approach is that the truncated higher order modes may contribute to the low frequency dynamics in the form of distorting zero locations ͓6͔. This problem can be rectified, to some extent, by adding a zero frequency term to G N (s). That is,
where Kϭ͚ iϭNϩ1
The logic behind this choice of K is that at lower frequencies one can ignore the effect of dynamical responses of higher order modes since they are much smaller than the forced responses at those frequencies. This paper is an attempt to find an optimal value for K. In other words, we will try to determine K such that the effect of higher order modes on the low frequency dynamics is minimized in some measure. Our objective here is to choose a value for K such that the following cost function is minimized,
Here, G(s) and Ĝ (s) are defined as in Eqs. ͑1͒ and ͑3͒ and W(s) is an ideal low-pass weighting function with its cutoff frequency c chosen to lie within the interval c ( N , Nϩ1 ). That is, ͉W( j)͉ϭ1 for Ϫ c рр c and zero elsewhere. The reason for this choice of W will become clear soon. To this end, it should be clear that a K chosen to minimize Eq. ͑4͒ will minimize the effect of out of bandwidth dynamics of G(s) on Ĝ (s) in an H 2 optimal sense. Notice that the cost function ͑4͒ conveys no information on frequencies higher than c .
It is easy to see that ͑4͒ is equivalent to
The fact that W is chosen to be an ideal low-pass filter with its cutoff frequency lower than the first out-of-bandwidth pole of G, guarantees that Eq. ͑5͒ will remain finite. Let G (s) 
where Re(f ) represents the real part of the complex number f. Hence, to obtain the optimal K, one has to carry out the following integration.
The optimal value of K is then found to be
Next, we extend our model correction technique to multivariable transfer functions. This is an important issue since in many cases it may not be practical to achieve the required performance by a single actuator and sensor. If a multiple number of actuators and sensors are to be used, and the multivariable model is to be truncated, it is essential to capture the effect of higher order modes on the remaining in-bandwidth modes, as we did in the SISO case. In the multivariable case, the transfer function matrix of the system is given by:
Here, ͓F i mn ͔ represents a matrix whose (m,n)th element is F i mn . Transfer function matrix G(s)ϭ͓G mn (s)͔ has an interesting property. All of its individual transfer functions share similar poles. However, the zeros can be different. Moreover, if the actuators and sensors are collocated, the diagonal transfer functions will possess minimum-phase zeros only. However, the offdiagonal transfer functions may have nonminimum-phase zeros since they correspond to noncollocated actuators and sensors.
It is our intention to approximate G(s) by a finite number of modes, say N modes only. In this case, however, we choose to approximate the effect of higher order modes on the lowfrequency dynamics of G(s) by a constant matrix. That is, we approximate ͑12͒ by
Let Kϭ͓k mn ͔. We will determine K such that the following cost function is minimized:
where for a multivariable F,ʈF(s)ʈ 2 2 ϭ1/2͐ Ϫϱ ϱ trace͕F*( j) ϫF( j)͖d. Here, W is chosen to be a diagonal matrix, where the diagonal elements are ideal low-pass filters W ϭdiag(w,w, . . . ,w) and w is an ideal low-pass filter as described above. The cost function ͑14͒ can be rewritten as JϭʈW(s)
The cost function can then be written as:
Differentiating J with respect to K ͑see p. 592 of ͓15͔͒, we obtain the optimum value of K.
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Copyright © 2000 by ASME Transactions of the ASME What this result implies is that one can use K opt that was determined in Eq. ͑11͒ to approximate the effect of out-of-bandwidth modes on the individual truncated transfer functions of Eq. ͑12͒. The obtained multivariable transfer matrix will be optimal in the sense of Eq. ͑14͒. This is an interesting result which is mainly due to the fact that all individual transfer functions of Eq. ͑12͒ share similar poles.
To this end, we point out that this work does not address the issue of model parameter uncertainty and disturbances. Indeed, if there are uncertainties associated with modal parameters of the structures, the analysis presented in this paper has to be modified to accommodate such parameter deviations.
Example: A Simply-Supported Beam
In this section, we apply the approximation mechanism developed in Sec. 2 to a simple flexible structure. The structure consists of a flexible beam which is pinned at its both ends as shown in Fig. 1 .
Here, y(t,r) denotes the elastic deformation of the beam as measured from the rest position. The elastic deflection y(t,r) is governed by the classical Bernoulli-Euler beam equation and its corresponding pinned boundary conditions. A transfer function for the beam can be found to be ͓1͔
where i (r)ϭ ͱ 2/AL sin(ir/L) and the corresponding natural
Here, E, I, A, u(t,r) , and represent, respectively, the Young's modulus, moment of inertia, cross-sectional area, external force per unit length, and the linear mass density of the beam. This system consists of an infinite number of modes and it describes the elastic deflection of the entire beam due to a point force applied at r 1 .
The parameters of the beam are: Lϭbeam lengthϭ1.3 m, r 1 ϭ0.075 m, r 2 ϭr 1 , Aϭ0.6265 kg/m, EIϭ5.329 Nm 2 , where r 2 is the point at which the sensor is located. Since the actuator and the sensor are located at the same position, this is a collocated system.
In Fig. 2 , we compare the frequency response of the two mode system and the system based on the first thirty modes in the frequency range of up to 100 rad/s, i.e., c ϭ100 rad/s. Figure 2 also plots the corrected version of the two mode system based on the procedure developed in Section 2, i.e., by adding the optimal zero frequency term ͑11͒ to the two mode trucated model of the beam. The correction zero frequency term captures the effect of modes 3 to 30 on the two mode dynamics of the system. It can be observed that the corrected two mode system approximates the thirty mode system reasonably well in the frequency range of interest. 
Introduction
In recent years, several important research directions have been created to design, analyze, and implement micro and nano systems. The atomic force microscope ͑AFM͒ has been a major success in this area in terms of nanoscale imaging and surface manipulation ͑see Fig. 1 for a schematic picture͒. As can be seen from Fig. 1 , a microcantilever is brought to a distance close enough to the sample to allow for surface interactions between the tip of the microcantilever and the sample. One approach to measuring the surface forces is by monitoring the deflection of the microcantilever through a photodiode. This approach is termed contact mode. Another approach, which is termed tapping mode, is performed by vibrating the microcantilever close to its resonance frequency and monitoring the changes in its effective spring constant.
As an imaging tool, the AFM is capable of resolving surface features at the atomic level for conducting and nonconducting samples. Currently, the AFM is used in many imaging applications ranging from biological systems to semiconductor manufacturing. The basic mechanism of the AFM can be used to create a machine tool that is capable of modifying surface features with atomic level resolution. This tool depends on the interaction of a microcantilever with surface forces. The tip of the microcantilever interacts with surface through a surface-tip interaction potential. This basic interaction is the basis of operation of the AFM and its modifications.
The dynamics of a microcantilever-tip-sample interaction in tapping mode have recently been studied experimentally in ͓1͔, where the presence of period-doubling bifurcations was reported. Theoretical studies, based on the techniques of Melnikov theory, have been performed in ͓2,3͔. In these works, a model for the microcantilever-tip-sample interaction was developed and the sinusoidally forced dynamics were studied. Melnikov theory was used to prove the existence of chaotic invariant sets and consequently was used for the design of a controller that eliminates the possibility of chaos.
In this paper we present a numerical study of the dynamics of this model. The presence of chaotic attractors, theoretically indicated by Melnikov method, will be examined using nonlinear analysis techniques on attracting limit sets. One of the aims of this paper is to identify where these chaotic attractors lie in the parameter space. This analysis is useful in many application contexts as, for instance, in the problem of guaranteeing a regular motion by changing the AFM operating conditions, or in control design, where the objective is to stabilize the system on a non-chaotic trajectory.
Model Description
Considering only the first mode of vibration ͓3͔, the cantilevertip-sample interaction is modeled by a sphere of radius R and equivalent mass m, which is suspended by a spring of stiffness k. We will frequently refer to the mass m as being the tip of the cantilever. A schematic of the corresponding system is reported in Fig. 2 .
A commonly used potential for the interaction of an intermolecular pair is given by the Lennard-Jones potential ͓3,4͔. In the work ͓3͔, the tip-sample interaction is modeled by the interaction potential Copyright © 2000 by ASME Transactions of the ASME
ϭ⍀ where (,)R 2 ϫS 1 and Sϭ͓0,2). In ͓3͔ it has been proved via Melnikov theory that chaotic invariant sets exist in an open set S of the parameter space and the boundary has been evaluated in the ͑␣, ⍀, ⌬/⌫͒ space for given values of the remaining parameters.
The presence of a chaotic invariant set does not always imply the existence of a chaotic attractor ͑see, e.g., ͓5͔, Sec. 4.11͒. Therefore, the numerical analysis should be focused on finding chaotic attractors in the region S described above.
Numerical Analysis
Let us consider the system in Eq. ͑8͒, where the parameters have been set as follows ͓3͔:
For these parameter values the unperturbed system (⑀ϭ0) shows the presence of three fixed points where FP 1 and FP 3 are centers, while FP 2 is a saddle. A qualitative phase portrait of the system in this case is shown in Fig. 3 . There are two homoclinic orbits each connected to itself at the point FP 2 . When a small perturbation is added (⑀ϭ0.1) and for small values of ⌫ such that ⌬/⌫Ͼ(⌬/⌫) c , the system shows stable periodic solutions in different regions of the phase space. Increasing ⌫, stable periodic solutions may still exist even though ⌬/⌫ Ͻ(⌬/⌫) c and unstable chaotic invariant sets are present. For example, when ⌫ϭ10 a stable limit cycle enclosing the three fixed points is shown in Fig. 4͑a͒ . Clearly, the figure shows the behavior of the dynamical system after the transient. It is well known that possible scenarios of route to chaos are often connected to bifurcation phenomena, such as cascade of period doubling. This is also the case for the AFM model, as shown in the bifurcation diagram of Fig. 5 , where the parameter ⌫ is plotted versus the position measured on a particular cross section of the flow. Here we have chosen the section ϭ0, which corresponds to sampling the position every time Tϭ2/⍀. The obtained diagram makes it clear how, starting at ⌫ϭ10.5, the periodic orbit undergoes a sequence of period doubling bifurcations, i.e., structural changes in the system dynamics where every stable orbit doubles its period ͑see, e.g., Figs. 4͑b͒, 4͑c͒͒. The region of interest for the subsequent analysis is in the parameter range ⌫(16.3,25) , where the system reveals complex behaviors ͑see, e.g., Fig. 4͑d͒͒ . The diagram of Fig. 5 also shows other bifurcation phenomena which do not involve complex dynamics, as the symmetry-breaking bifurcation at ⌫Ϸ2.
Is This a Strange Attractor?
This question can be formulated as follows: is the chaotic invariant set also an attractor? Since a numerical integration of the system equations always provides us with a closed and stable Transactions of the ASME invariant set ͑an attractor͒, one should conversely check whether this set is really chaotic ͑see the definition of strange attractor in ͓5͔, Sec. 4.11͒.
There are a number of theoretical concepts and numerical tools that can be usefully employed to answer this question. Among them, the most commonly used are the following tests:
1 Sensitive dependence on initial conditions; 2 Spectral analysis; 3 Poincaré map; 4 Lyapunov exponents and dimension.
Hereafter, we consider ⑀ϭ0.1 and the model parameters as in Eq. ͑10͒.
Sensitive Dependence on Initial Conditions
Definition 1: A system flow (t,x) is said to have sensitive dependence on initial conditions on a closed invariant set ⌳ if there exists an ⑀Ͼ0 such that for any x⌳ and any neighborhood U of x, there exists yU and tϾ0 such that ͉(t,x) Ϫ(t,y)͉Ͼ⑀.
A chaotic attractor, by definition, exhibits this property: given two distinct initial conditions arbitrarily close to one another, the trajectories starting from the two points locally diverge and become uncorrelated. Moreover, the error signal always remains bounded ͑so are the trajectories͒ and its norm can be compared to that of the chaotic signal.
System ͑8͒ also presents this feature as it appears clear from Fig. 6 . Here, the state of the system ͑previously in steady-state͒ has been affected by an additive error of only 0.1% at time t ϭ0. The figure shows the evolution of the position error 1 (t) Ϫ 1 (t).
Spectral Analysis.
Spectral analysis can be fruitfully employed to distinguish complex behavior from trajectories which are constant, periodic, or quasiperiodic, see ͓6͔. Indeed, in all the Fig. 7 Power spectral densities of the tip position 1 ; "a… ⌫Ä10; "b… ⌫Ä11; "c… ⌫Ä16.2; "d… ⌫Ä20. To compute the spectra, an FFT algorithm has been used on a window of 4096 data points collected at a sampling rate of 50 radÕs.
above cases, the power spectral density is formed by a numerable set of spikes, while for chaotic behavior the spectrum is broadband continuous.
In Figs. 7͑a-c͒, the power spectral densities of the tip position signals 1 corresponding to three different periodic solutions are formed by spikes at frequencies that are multiples of 2/T, being T the least period of each signal. Conversely, the spectrum of the AFM system at ⌫ϭ20 ͑see Fig. 7͑d͒͒ appears to be continuous.
Poincaré Map.
The Poincaré map replaces the flow of an nth order continuous time system with a (nϪ1)th order discrete time system, reducing the complexity of the problem ͑see ͓5͔͒. In systems of order р 4-such as the one under investigation-the Poincaré maps provide a useful insight of the global dynamics of the system.
In order to build a Poincaré map we consider the autonomous system in Eq. ͑9͒ generating the flow t ͑ 0 , 0 ͒ϭ͑ ͑t ͒,⍀tϩ 0 ͒
where ( 0 , 0 ) is a given point on the attracting limit set. Moreover, we define the cross-section ⌺ ϭ͕͑, ͒R 2 ϫS 1 ͉ϭ ͓0,2, ͖͒,
transverse to the vector field of system ͑9͒. The corresponding map P :⌺ →⌺ defined as
is reported in Fig. 8 , for ⌫ϭ20 and the cross-section ⌺ with ϭ0.
The set of points shown in Fig. 8 does not lie on a simple geometrical object as in the case with periodic and quasiperiodic behavior. Its fine structure, reminiscent of Cantor sets, is typical of chaotic systems and is characterized by a fractional dimension ͑see next subsection͒. Then from the ergodic theorem ͓7͔ the following limits exists for almost all xR n with respect to any ergodic measure: 
Lyapunov Exponents and
The Lyapunov exponents are related to the expanding or contracting nature of different directions in phase space. They provide the average exponential rate of divergence of infinitesimally nearby initial conditions along the flow. For a dissipative n-dimensional dynamical system, the sum of all the n exponents is negative and at least one of the exponents is negative. An attractor with at least one positive Lyapunov exponent is often referred to as strange or chaotic. Indeed, for such an attractor, at least in one direction, any small error in the specification of an initial state leads to complete loss of predictability of the state.
For ⌫ϭ20, and the map given in Eq. ͑14͒, the following exponents have been computed using standard numerical algorithms ͓8͔:
1 ϭ0.0395624, 2 ϭϪ0.0795616
The presence of a positive Lyapunov exponent ( 1 Ͼ0) is significant for a strange attractor, see ͓9,10͔. Moreover, the sum of the Lyapunov exponents is negative ( 1 ϩ 2 Ͻ0) because the system is dissipative. Definition 3: Let K be the largest integer such that ⌺ iϭ0 K i у0, then the Lyapunov dimension is defined as:
For the map in Eq. ͑14͒ the Lyapunov dimension is D L ϭ1.49725. As shown in ͓9͔, the fact that the Lyapunov dimension is a noninteger number is related to the fractal characteristic of the strange attractor.
Changing the AFM Parameters
In the previous sections the AFM model was analyzed as a function of the amplitude of the forcing term ⌫. It is also important to study the additional influence of other physical parameters on the system behavior. In particular, we are interested in varying the distance of the tip from the sample, i.e. changing the parameter ␣. 
