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Molecular Communication for Equilibrium State
Estimation in Biochemical Processes on a
Lab-on-a-Chip
Bayram Cevdet Akdeniz and Malcolm Egan
Abstract—A basic problem in molecular biology is to esti-
mate equilibrium states of biochemical processes. To this end,
advanced spectroscopy methods have been developed in order
to estimate chemical concentrations in situ or in vivo. However,
such spectroscopy methods can require special conditions that do
not allow direct observation of the biochemical process. A natural
means of resolving this problem is to transmit chemical signals to
another location within a lab-on-a-chip device; that is, employing
molecular communication in order to perform spectroscopy in
a different location. In this paper, we develop such a signaling
strategy and estimation algorithms for equilibrium states of a
biochemical process. In two biologically-inspired models, we then
study via simulation the tradeoff between the rate of obtaining
spectroscopy measurements and the estimation error, providing
insights into requirements of spectroscopy devices for high-
throughput biological assays.
I. INTRODUCTION
A key challenge in molecular biology is to understand how
environmental conditions affect the dynamics of biochemical
processes. For example, under what conditions does bacteria
chemotaxis [1] occur? Or, in the context of quorum sensing
[2], when does a bacteria colony exhibit a population response
to increases in density? This type of question can often
be rephrased in terms of the equilibrium state of complex
chemical reaction systems—i.e., the long-term values for the
concentration of each chemical species—which varies depend-
ing on the external environment (e.g., temperature or chemical
composition) [3].
To answer these questions in practice, it is necessary to
measure the concentration of chemical species produced by the
biochemical process under observation—known as an assay.
However, it is not always straightforward to perform such
measurements in situ or in vivo. Nevertheless, they are required
in order to understand how the environmental biochemistry
affects the biochemical process.
To perform measurements of concentrations in situ or
in vivo, advanced spectroscopy measurement techniques are
required (see, e.g., [4], [5]). Often these techniques require
special environmental conditions; for example, in force spec-
troscopy utilizing atomic force microscopy, well-defined, flat
and non-reactive substrates are required [6]. In this case, it may
be desirable to extract samples from the process and perform
spectroscopy elsewhere.
B. Akdeniz and M. Egan are with the CITI Laboratory, a joint laboratory
between the University of Lyon, INSA Lyon and INRIA, France.
On the other hand, recent advances in microfluidic technolo-
gies now provide a means to both house a biochemical process
and perform spectroscopy on a single chip; often referred to
as a lab-on-a-chip (LoC) or micro total analysis system [7].
To perform spectroscopy on the same chip, it can be desirable
to transfer chemical signals from the biochemical process to
another location on the chip, which can be viewed as a form
of molecular communication (MC).
A number of previous works have investigated microfluidic
systems from a MC perspective. In [8], the pulse width, pulse
delay and pulse amplitude were studied under a convection-
diffusion-reaction channel. In [9], [10], microfluidic circuits
were developed in order to produce a desired pulse shape at the
transmitter and perform detection at the receiver. In [11], [12],
droplet-based microfluidic channels were characterized and the
information capacity evaluated. Further work investigating the
information capacity of microfluidic channels has been carried
out in [13]–[17], often under the assumption of laminar flow
modeled by convection-diffusion equations.
In this paper, we consider a biochemical process under
observation contained in a chamber, connected to spectroscopy
chamber—where the quantity of a given chemical species can
be directly observed—via a microfluidic channel, illustrated
in Fig. 1. Based on the observations from the spectroscopy
chamber, the aim is to reliably estimate the equilibrium state
of the biochemical process under investigation.
Fig. 1: System Model.
While microfluidic channels often support laminar flow, it is
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also true that the small scale of the channel can facilitate rapid
diffusion [18]. For example, diffusion-based microfluidics has
a long history in validating stochastic diffusion models [19].
As such, we focus on microfluidic channels with dynamics
purely driven by reactions and diffusion, without convection.
The absence of convection often means that, under certain
reversibility conditions on the chemical reactions in the sys-
tem, that the statistics for the quantity of molecules in the
spectroscopy chamber converges to an steady state. Moreover,
this steady state can be readily characterized, depending only
on the total quantity of molecules in the system, the reaction
rates, and the volume [20]; all of which can be readily
estimated.
As such, it is feasible to utilize observations from the
spectroscopy chamber in order to estimate the equilibrium
state of the biochemical process. There are three scenarios: (i)
the set of equilibrium states is known completely, either from
a mechanistic description or from previous experimentation;
(ii) the set of equilibrium states is unknown; and (iii) the
set of equilibrium state is partially known. Scenario (i) bears
strong similarities to the standard MC framework, where it is
necessary to detect one of a set of known messages. On the
other hand, in Scenarios (ii) and (iii), the set of equilibrium
states must be estimated.
Aside from the fact that the set of equilibrium states (or
messages) is unknown in Scenarios (ii) and (iii), another key
difference from standard MC schemes is that even in Scenario
(i), signaling is often non-binary (corresponding to multiple
equilibrium states of the biochemical process). Traditionally,
MC systems have struggled with non-binary message sets due
to high levels of noise unless multiple chemical species are
utilized [21]. Nevertheless, in our approach, we show that
multiple possible equilibrium states in Scenario (i) can be
dealt with via multiple samples from a single experiment. In
Scenarios (ii) and (iii), we develop an estimation procedure
by exploiting a Gaussian mixture model. This is feasible due
to the fact, shown in the sequel, that the steady state statistics
for the quantity of molecules in the spectroscopy chamber can
be well approximated via a Gaussian distribution.
We illustrate our estimation procedure on two biologically-
inspired models for the biochemical process. The first model
is based on a self-actuating toggle switch circuit, which plays
an important role in cellular differentiation [22]. A key feature
of the toggle switch circuit is that it can admit tristability; that
is, the circuit can produce three distinct equilibrium states. As
such, a non-binary signaling scheme is required. The second
model is based on the signaling pathway involved in bacte-
rial chemotaxis—an example of the phenomenon of robust
adaptation—where the chemical species to be observed is
based on the CheY protein governing rotation of the bacterial
rotor [23].
In both models, we numerically investigate the performance
of our estimation procedure under each scenario. In particular,
we obtain tradeoffs between the number of required samples
on the probability an equilibrium state is misidentified (called
a clustering error), and on the mean-square error of the
estimated equilibrium states in Scenarios (ii) and (iii). These
results provide guidelines for the required rate of spectroscopy
measurements for high-throughput biological assays.
II. SYSTEM MODEL
A. Biochemical Assay Setup
Consider a microfluidic chip consisting of two chambers
and a microchannel, as illustrated in Fig. 1. The first cham-
ber houses the biochemical process under investigation. This
chamber is separated from the microchannel by two gates.
The first gate is opened once the biochemical process reaches
an equilibrium state, allowing molecules S1 from the first
chamber to diffuse inside. The second gate acts as a filter,
allowing only a further information-carrying molecule S2,
distinct from any of the molecules produced by the bio-
chemical process, to pass through. After a short period of
time, the first gate is closed, allowing no further molecules
from the biochemical process to enter the beginning of the
microchannel. We expect that such gates can be implemented
using microfiltration techniques [24].
When molecules of species S1 from the biochemical process
enter the beginning of the microchannel, they are able to
react to form information-carrying molecules of species S2
(detailed in Sec. II-B). The molecules of S2 can then pass
through the second gate and diffuse through the remainder of
the microchannel towards the spectroscopy chamber.
Within the spectroscopy chamber, the molecules of S2
can then react to form molecules of species S3 (detailed in
Sec. II-B). Between the microchannel and the spectroscopy
chamber is a third gate, which prevents molecules of species
S3 to pass back into the microchannel, while allowing
molecules of species S2.
The spectroscopy chamber is equipped with a spectroscopy
device able to passively count how many molecules of species
S3 are present. The precise form of the spectroscopy device
depends on the species S3. The spectroscopy device then
passes the count to an external processor, which is used to
estimate the quantity of molecules of S1 which were present
initially at the beginning of the microchannel between the first
and second gates.
A concrete example of this setup can be developed for
detection of autoinducer molecules arising in bacteria colonies
for the purpose of quorum sensing. In this case, each bacteria
forms a biochemical switch; able to produce either a small
or large quantity of autoinducer molecules depending on the
density of the bacteria colony.
In order to observe the quantity of autoinducer, Raman spec-
troscopy has been exploited in [4] for bacteria colonies in situ.
This previous work does not consider distributed spectroscopy;
i.e., the spectroscopy is performed in the same chamber as the
biochemical process. Nevertheless, it is feasible that, equipped
with a LoC, the spectroscopy could be performed in a separate
chamber. In fact, Raman spectroscopy has been proposed as a
means of cooperative in-vivo sensing in [25]. We also highlight
that a distributed implementation is likely to be necessary for
other systems, where the spectroscopy method may perturb the
biochemical process or the detection chamber requires special
preparation (such as in force spectroscopy [6]).
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B. Dynamics of the Microfluidic Channel
The portion of the first chamber used to produce signaling
molecules, the microchannel, and the detection chamber are
assumed to form a domain Ω ⊂ Rd, d ∈ {1, 2, 3} with smooth
boundary ∂Ω. Consider the discretization of Ω into N volume
elements (voxels) each of volume Vvox, with the subdomain
forming voxel i denoted by Vi, i = 1, . . . , N . Here, volume
is interpreted as length in R1, area in R2, and volume in R3.
The portion of the first chamber housing the biochemical
process used to produce the signaling molecules, called the
transmitter, has volume VTx. The production of signaling




In particular, the transmitter produces information-carrying
molecules of species S2 by the first reaction in (1). In general,
a more complex reaction pathway may be present; however,
we assume in this case that the intermediate reactions occur
rapidly as is common, for example, in enzyme-based reactions
[20]. We also note that unimolecular reactions are capable of
modeling the dynamics of a range of biochemical systems
[26].
We assume that molecules of species S1 produced in the
transmitter are not capable of diffusing into the channel. On
the other hand, this is possible for species S2.
In the detection chamber, called the receiver, with volume
VRx (not necessarily the same as VTx), molecules of species




The molecules of S3 are then used for the purpose of spec-
troscopy (e.g., Raman or force spectroscopy) in the detection
chamber. We assume that the spectroscopy is passive, which
means that no molecules of S3 are removed by the detection
process. As such, the detection process can be viewed as a
passive receiver, which has been considered in previous work
on MC in different contexts (see, e.g., [27]).
In order to capture the effect of small quantities of each
chemical species in the system (i.e., S1,S2,S3), we consider
a stochastic model for the dynamics. To formally describe the
setup, we introduce the following notation. Let M li (t), l =
1, 2, 3, i = 1, . . . , N denote the random variable for the
number of molecules of species S1,S2 or S3 in voxel i at




i (t)] as the state
vector in voxel i and the matrix consisting of all state vectors
by M(t) = [M1(t), . . . ,MN (t)]. The probability that M(t)
has value m at time t is then denoted by
P (m, t) = Pr(M(t) = m|M(0) = m0), (3)
where M(0) is the initial quantity of molecules of each species
in each voxel. In the present context, the M(0) is dependent
on the equilibrium state of the biochemical process under
observation.
Since each reaction is unimolecular, it follows that in each
reaction the number of molecules of the three species involved
can only increase or decrease by one. Let 1li be the state
where the number of molecules in all voxels is zero, except
for species l in voxel i. That is, M(t) + 1li means that the
number of molecules of species l in voxel i is increased by
one.
A popular model for stochastic dynamics of molecules is the
reaction-diffusion master equation (RDME) [28], also utilized
in the context of MC in [29]. In this model, the diffusive
jump rate is denoted by κlij for each individual molecules
of the l-th species moving from voxel j into voxel i, with
κii = 0, i = 1, . . . , N . In particular, the probability per unit
time that a molecule of Sl diffuses from voxel j to voxel
i at time t is given by κlijM
l
j(t). We expect that in many
microfluidic systems, κlij is constant for a given species Sl
over all voxels i, j. Nevertheless, it is also possible to consider
spatially inhomogeneous diffusion [20].
Let the reactions in (1) and (2) be indexed by r = 1, 2, 3, 4,
respectively. In the case of mass-action kinetics and first-order
reactions, the probability per unit time that the substrate of
reaction r, corresponding to l = lr, in voxel i reacts at time
t is given by ariM
lr
i (t) with rate constants a
r
i . In general, the
reaction rate is dependent on the voxel index. The net change
of each chemical species due to the reaction r is expressed via
the column vector νr ∈ N3. The term νr1i indicates that M(t)
changes by νr in the i-th voxel. In order to model production
of S1,S2,S3 in the transmitter and receiver, we assume that
for the voxels i comprising the transmitter ari = a
r, r = 1, 2
and the receiver ari = a
r, r = 3, 4, while ari = 0 for voxels
comprising the channel.
In the RMDE model, the probability distribution P (m, t)
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)
. (4)
The sums in (4) correspond to net changes in probability per
unit time due to diffusion and reactions, respectively. We refer
the reader to [30] for further details.
The system of ordinary differential equations in (4) corre-
sponds to the Kolmogorov forward equation for a continuous-
time Markov chain; that is, the evolution of the system state
is Markovian. In our setting, the Markov chain corresponding
to the RDME is irreducible and positive recurrent. Therefore,
a stationary distribution exists and is given by [31]
π(m) = lim
t→∞
Pr(M(t) = m|M(0) = m0). (5)
III. MOLECULAR COMMUNICATION SCHEME
A. Signaling
We are concerned with the scenario that the system is reset
for each experiment; i.e., when the biochemical process is ex-
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posed to new environmental conditions, such as concentrations
of input molecules or temperatures. In particular, no molecules
of species S1,S2 or S3 are present in the channel nor the
spectroscopy chamber at time t = 0.
After an external stimulus is introduced, we assume that the
biochemical process converges rapidly to an equilibrium state
indexed by an element of {1, . . . ,K}. For example, in the case
of a unique equilibrium state (e.g., if the process is governed
by a deficiency zero chemical reaction network [32]), K = 1.
On the other hand, if the biochemical process is bistable (e.g.,
in quorum sensing [2]), K = 2. Larger numbers of equilibrium
states can occur if the underlying chemical reaction network
has more complex structure [22], as will be considered in
Sec. V.
An equilibrium state corresponds to a concentration of S1
denoted by Ci, i = 1, . . . ,K. As such, the quantity of S1 in
the entrance to the microchannel is given by
∆i = CiVTx. (6)
The index of the equilibrium state is denoted by i ∈
{1, . . . ,K}.
At a time δ shortly after the biochemical process reaches
equilibrium, a quantity of S1 is present in the beginning of
the microchannel, depending on equilibrium state of the bio-
chemical process. In particular, assuming that the equilibrium
state of the biochemical process is indexed by i,
NTx,1(δ) = NTx,1 + ∆
i, (7)
where ∆i corresponds to the quantity of molecules of S1 in the
beginning of the microchannel, as defined in (6). We note that
δ > 0 is chosen to be a sufficiently small period of time such
that no reactions occur in the beginning of the microchannel.
The key idea behind our approach is that for sufficiently
large Ts, the total number of molecules of species S2 and
S3 in the detection chamber at the time of sampling will be
approximately drawn from the stationary distribution of the
RDME. As such, if the stationary distribution is known, then
reliable detection of the equilibrium state for the biochemical
process can be obtained.
B. Statistics for the Quantity of S3
We now seek to obtain a good approximation for the
statistics of the quantity of S3; i.e., N3(Ts). Suppose that the
measurement process results in the production of ∆i at the
transmitter. Then, by the analytical and empirical evaluation
in [20], the following assertion provides an accurate charac-
terization for sufficiently large Ts.
Assertion 1: Let N3(Ts|i) denote the number of molecules
of S3 in the system at time Ts given an equilibrium state of
the biochemical system i corresponding to a measurement of
∆i defined in (6). Then,
N3(Ts|i) ∼ N (µi, µi), (8)
where µi > 0 is a known constant, only dependent on
the volume of the enclosing container and not the specific
geometry, and N (µ, σ2) denotes the Gaussian law with mean
















So far, we have assumed that Ts is sufficiently large such
that the steady state of the RDME is approximately reached.
However, it is also desirable to obtain multiple observations
per symbol in order to improve the detection performance. In
this case, the time interval between samples is smaller and
independence cannot be guaranteed from mixing properties
of the RDME Markov chain. Nevertheless the convergence is
rapid, as illustrated in Fig. 2, which plots the autocorrelation,
Rss(m) of NTx,3 for delays m.














Fig. 2: Autocorrelation for NTx,3 with a1 = a2 = 1s−1; D1 =
D2 = D3 = 1.51 × 10−12 m2/s and VRx = VTx and L =
40× 10−5m.
Let Ns be the maximum number of independent samples
that the receiver can observe per measurement; e.g., due
to time constraints. Under the assumption of independent
observations and the Gaussian law in Assertion 1, it is possible







where tj ∈ {t1, t2, . . . , tNs}, where tj > Ts. Then the corre-
sponding distribution of the averaged observations NRx,3(Ts|i)









IV. BIOLOGICAL ASSAYS VIA EQUILIBRIUM SIGNALING
The aim of this work is to establish a communication
mechanism to detect the equilibrium state of the biochemi-
cal process from a distributed detection chamber. While the
problem bears similarities with standard formulations of MC
systems—namely, that an element of a discrete set of states
(or messages) is to be detected—there are two key differences.
One difference is that each equilibrium state is not in
general equally likely to arise. This is due to the fact that
the equilibrium state depends on the environmental input of
the biochemical process and different equilibrium states are
associated to a larger set of the inputs. The consequence of this
is that the average probability of error is not an appropriate
performance metric. Instead, the error for each equilibrium
state is a more useful metric.
Perhaps the most significant difference is that the set of
equilibrium states is not necessarily known before the experi-
ment begins. This may be due to limited pre-trials, which were
only able to identify a subset of the equilibrium states of the
biochemical process. As such, there are three scenarios:
(i) All equilibrium states of the biochemical process have
been characterized;
(ii) No equilibrium states of the biochemical process have
been characterized;
(iii) A subset of the equilibrium states of the biochemical
process have been characterized.
For instance, initial experimentation may have revealed that
various perturbations of the biochemical process lead to two
distinct equilibrium states. If it is reasonable to assume there
are only two states, then Scenario (i) is relevant. On the other
hand, if there is some uncertainty and a strong possibility
that additional equilibrium states may arise, then Scenario (iii)
is relevant. If very limited initial experimentation has been
performed, then Scenario (ii) is relevant.
Each scenario lends itself to a different detection or esti-
mation strategy. In particular, Scenario (i) closely resembles
a standard MC setup, where the goal is to detect an element
from a known set transmitted messages. On the other hand,
a desirable strategy for Scenario (ii) is to directly estimate
the concentration inducing the observed signal in the receiver.
Scenario (iii) lies in between Scenarios (i) and (ii).
In this section, we develop detection strategies for each of
the three scenarios. In the following section (Sec. V), we eval-
uate their performance for biochemical processes modeled by
chemical reaction systems arising in real biological systems.
A. Equilibrium State Estimation in Scenario (i)
In Scenario (i), all possible equilibrium states are known,
lying in a set {∆i}. By Assertion 1, the statistics for the
number of molecules of S3 in the detection chamber are known
for each input of ∆i. As such, near optimal detection can be
obtained by exploiting the statistics in (12).
In particular, the optimal detection rule in the maximum
likelihood sense is given by
ŝ∗ = arg max
i∈{1,...K}
f(NRx,3(Ts|i)), (13)
where the density f is defined in (12). For most biochemical
processes K ≤ 4 and as such, evaluating the maximum
likelihood detection rule is not computationally prohibitive1.
B. Equilibrium State Estimation in Scenario (ii)
In Scenario (ii), none of the equilibrium states are known.
Nevertheless, by Assertion 1, the concentration of the bio-
chemical system can be estimated. We seek to both identify
the set of equilibrium states and also estimate the equilibrium
states arising from each measurement. To do so, we model the
observations from a number of experiments (corresponding to
changes in the environment) as a Gaussian mixture [34]. This
is motivated by the fact that the observation in the detection
chamber is Gaussian conditioned on the equilibrium state, with
statistics given in (12).
Recall that a Gaussian mixture model is defined by a


















In the Gaussian mixture model, the parameters µ correspond to
the estimated values of the equilibrium states, σ corresponds
to the standard deviation associated to each cluster, and π
corresponds to the weight associated to each cluster, which is
related to how likely it is that a point belongs to each cluster.
To estimate the Gaussian mixture model parameters, the
standard method is based on the expectation-maximization al-
gorithm. Suppose D measurements—corresponding to differ-
ent perturbations of the biochemical process, distinct from the
number of samples Ns—are taken. Then under the assumption
there are K clusters, the inner loop in Algorithm 1 details the
expectation-maximization procedure (i.e., the E-step and the
M-step).
The parameters γ̂ij estimate the likelihood that measurement
i is associated to cluster j, which provides the basis for
clustering the observations. In particular, measurement i is
associated to the cluster j = arg maxk γ̂ik.
However, when the biochemical process under observation
is not well understood, it may not be clear how many equi-
librium points and hence which cluster size K should be
chosen. In order to select the cluster size K, we exploit the
Akaike information criterion (AIC) [35], detailed in line 9 of
Algorithm 1. In particular, AIC is given by
AIC = 2K − 2L (16)
where L represents the maximized log likelihood function
given in line 8 of Algorithm 1. As detailed in Algorithm 1,
the GMM is applied for different values of K (corresponding
to a different number of equilibrium states). The value of K
then corresponds to the minimum AIC.
1We note that Scenario (i) can also be viewed as a form of multi-level
equilibrium signaling developed further in [33].
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The AIC can be replaced by the Bayesian Information
Criterion (BIC) [36], given by
BIC = K log(D)− 2L. (17)
This can be implemented in Algorithm 1 by replacing the AIC
in line 8 with the BIC.
Algorithm 1 GMM Clustering Algorithm for Scenario (ii)
1: For K = 1 : Kmax
2: Initialize: µ̂1:K , σ̂21:K , ˆπ1:K
3: While not converged
4: φj ∼ N (µ̂j , σ̂2j ) j = 1 : K
5: E-step : γ̂ij =
π̂jφj(xi)∑K
k=1 π̂kφk(xi)
j = 1 : K, i = 1 : D






























9: AICK = 2K − 2L
10: End for
11: Return Kopt = minK AICK , µ̂1:Kopt
C. Equilibrium State Estimation in Scenario (iii)
In Scenario (iii), only a subset of the equilibrium states
{∆i} are known. The goal is therefore to identify whether
each observation corresponds to a known equilibrium state,
and if not, estimate the new equilibrium state.
In order to estimate the equilibrium states, we follow a
similar approach to Algorithm 1 for Scenario (ii). The key
difference, as detailed in Algorithm 2, is that since some
equilibrium states are known, the means of some clusters
can be initialized as these equilibrium states. Then, during
the expectation-maximization algorithm, the means of these
clusters are not updated. Moreover, in applying the AIC, the
minimum number of clusters is given by the number of known
equilibrium states. As for Algorithm 1, line 10 in Algorithm 2
can be replaced with the BIC defined in (17).
V. EVALUATION IN REALISTIC BIOCHEMICAL PROCESSES
A. Self Activating Toggle Switch Circuits
Gene regulatory networks play a key role in cellular dif-
ferentiation. In particular, the decision networks often heavily
rely on a regulatory motif in which the proteins of two genes
act as mutually inhibiting transcription factors [22]. It is often
the case that one or both genes also act as self-activating
transcription factors, leading to a self-activating toggle switch.
A key example is the (CDX2-OCT3/4) pair [22], which is
associated with the differentiation of embryonic stem cells.
An important feature of self-activating toggle switches is
that they can admit tristability. That is, three distinct stable
equilibrium states are present. Moreover, the occurrence of
distinct equilibrium states varies from one equilibrium state
Algorithm 2 GMM Clustering Algorithm for Scenario (iii)
1: Input: Known Ku Equilibrium points and corresponding
means µ1:Ku
2: For K = Ku : Kmax
3: Initialize: µ̂1:K , σ̂21:K , ˆπ1:K
4: While not converged
5: φj ∼ N (µ̂j , σ̂2j ) j = 1 : K
6: E-step : γ̂ij =
π̂jφj(xi)∑K
k=1 π̂kφk(xi)
j = 1 : K, i = 1 : D
7: M-step : µ̂j = µj , σ̂2j =
µj
Ns
































10: AICK = 2K − 2L
11: End for
12: Return Kopt = minK AICK , µ̂1:Kopt
to another. As a consequence, some equilibrium states can be
much rarer than others.
We consider an experiment where the goal is to identify the
equilibrium states corresponding to different initial conditions
of a self-activating toggle switch, when none, some, or all
equilibrium states are known. In particular, the system consists
of two transcription factors and two noncompetitive binding
sites, which facilitate transcription of proteins A and B.
The self-activating toggle switch is governed by the system
of ordinary differential equations [22]
dcA
dt
= GA(cA, cB)− kAcA
dcB
dt
= gB(cB, cA)− kBcB, (18)
where the mean transcription rate of X is given by
GX(cA, cB)
= (gX,AB + gX,AH
−(cB))H
+(cA) + gX,B + gX,0H
−(cB),
(19)
with transcription rates for each promoter state given by
gX,A  gX,0, gX,B  gX,0, gX,AB ≈ gX,0, and the dynamics




H+(cA) = 1−H−(cA). (20)
Fig. 3 plots the equilibrium states arising from the model
in (18) with parameters detailed in the figure. In this figure,
equilibrium concentration of species A (denoted by cA) is plot-
ted for different initial concentration of species A and species
B. Observe that the system is tristable, with three equilibrium
states that occur with different frequencies. Moreover, each
equilibrium state does not occur with the same frequency. In
other words, as can be seen in Fig. 3, the frequency of an
equilibrium state indicated by blue is much smaller than the
states indicated by cyan and magenta.
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Fig. 3: Equilibrium states of type A for different initial inputs
of A and B in the toggle switch system with nA = 4, kA =
4s−1, kB = 4s−1, gA,A = 5s−1, gA,0 = 1s−1, gA,B = 0.1s−1,
gA,AB = gA,0, gB,A = 0.1s−1, gB,0 = 1s−1, gB,B = 10s−1
gB,BA = gB,0 resulting in three different equilibrium points
µ1 = 1.01, µ2 = 6.64 µ3 = 23.29.
We now evaluate the performance of each algorithm in
Section IV for the biochemical process defined by (18) with
parameters the same as in Fig. 3. In particular, Fig. 4 shows
the probability that an observation is incorrectly clustered. In
the case of Scenario (i), this means that the wrong equilib-
rium state has been identified and can be interpreted as the
clustering error. Observe that as the number of samples for
each measurement increases, the clustering error decreases.
This is expected as increasing the number of samples reduces
the variance of the approximate Gaussian model in (12). We
also observe that the clustering error differs for each of the
three equilibrium points. This is also expected since different
equilibrium points have different variances at the detection
chamber, which follows from (12).
In the case of Scenario (ii), no equilibrium states are initially
known to the receiver. In order to estimate the equilibrium
states and identify which equilibrium state each observation
should be assigned to, we utilize Algorithm 1. In this case,
the clustering error is the proportion of points that are not
associated with the cluster with mean closest to the true equi-
librium state for the point. Observe that again, the clustering
error decreases with an increase in the number of samples, as
for Scenario (i).
In Scenario (iii), the second and the third equilibrium points
are assumed to be known. While the first equilibrium point
and the total number of actual equilibrium points are initially
not known. The estimates of the unknown equilibrium states
are found via Algorithm 2. As for Scenario (i) and Scenario
(ii), the clustering error decreases for an increasing number of
samples. We also observe that the clustering error is slightly
higher than the Scenario (ii) and slightly lower than Scenario
(i). This is also expected since in Scenario (i), the set of
equilibrium states is completely known, while in Scenario (iii)
there is only partial knowledge of the set of equilibrium states.
In Fig. 5, the estimation error of the equilibrium states in
Scenario (ii) and Scenario (iii) is plotted. The parameters for
the tristable model in (18) are the same as for Fig. 4. For
Scenario (ii), corresponding to Fig. 5a, no equilibrium states
are known. Observe that the estimation error for all states as
the number of samples increases. As expected, the estimation
error measured by the normalized mean-square error (NMSE)
decreases as the number of samples increases.
Similar behavior is exhibited in Fig. 5b for Scenario (ii)
where only the third equilibrium state is unknown. Indeed, the
NMSE again decreases as the number of samples is increased.
Moreover, the estimation error is significantly smaller than for
Scenario (ii). This can be explained by the fact that a fewer
number of parameters are required to be estimated via the
Gaussian mixture model.
B. Robust Adaptation
In order for biological systems to adapt to changes in the
their environment, a means of sensing is required in order
to determine the concentration of various chemical species in
their environment. This kind of sensing mechanism, known
as chemosensing, involves two key aspects: receptors on the
surface of the biological system to bind with chemicals in the
environment; and a network of chemical reactions to produce
a desired response within the biological system. This response
can be quantified in terms of the steady-state concentration
levels of certain chemical species within the biological system.
A popular example of chemosensing arises in bacteria
chemotaxis in E. coli [23], where each bacterium seeks to
move closer to attractants such as glucose and away from
repellants such as phenol. This is achieved via proteins on
the surface of the bacterium’s membrane, which bind to
attractants and repellants resulting in changes to steady state
concentrations of proteins within the bacterium (e.g., phospho-
CheY). The consequence of this change in concentration of
phospho-CheY is an increase or decrease in the probability a
rotor attached to each bacterium spins. This in turn leads to
changes in the direction of the bacterium.
An important feature of the chemosensing mechanism in
E. coli is that the phospho-CheY response should remain ap-
proximately constant when the concentration of attractants or
repellants exceeds a given level, known as robust adaptation.
This is to ensure that the rotor control mechanism is not
overwhelmed.
We now consider the scenario where a biological assay
is performed in order to study robust adaptation, such as in
bacterial chemotaxis. We assume that the biological system is





Let cA(t) and cB(t) denote the concentration of species A
and B, respectively. Define Θ = cA(0) + cB(0). Then, the
unique positive equilibrium concentrations under mass action
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(a) Detection error of the Equilibrium states
for Scenario (i).





























(b) Detection error of the Equilibrium states
for Scenario (ii).





























(c) Detection error of the Equilibrium states
for Scenario (iii).
Fig. 4: Detection error of the equilibrium states for different scenarios in Self Activating Toggle Switch Circuits

















(a) NMSE for the estimation of
equilibrium states for Scenario
(ii).












(b) NMSE for the estimation of
equilibrium states for Scenario
(iii).
Fig. 5: Estimation error of the equilibrium states in the self
activating toggle switch model.








Suppose from a preliminary investigation, it is suspected
that there is a unique positive equilibrium corresponding to
c∞A =
β
α . The purpose of the assay is to verify that there are
no larger positive equilibria.








(a) Akaike Information Criterion
(AIC) for the robust adaptation
model.









(b) Bayesian Information Crite-
rion (BIC) for the robust adapta-
tion model.
Fig. 6: Selection of K for the robust adaptation model using
AIC and BIC.
In order to do so, we apply Algorithm 2 corresponding to
Scenario (iii), where a subset of equilibrium states are known
for β = 0.5 and α = 0.1. Since the system has only one
positive equilibrium state, we should expect that the Gaussian
mixture model has only a single cluster. That is, the AIC
and BIC is minimized for a single cluster. To confirm this
hypothesis, Fig. 6 plots the AIC and the BIC for varying
choices of K, corresponding to the number of equilibrium
states. Observe that the AIC and BIC are minimized for a
single cluster, consistent with the model.
VI. CONCLUSION
Advanced spectroscopy methods provide a means of pas-
sively estimating the number of molecules of a given chemical
species. One application is to investigate the equilibrium
behavior of a range of biochemical processes. However, spec-
troscopy devices may require special conditions to operate,
which are not consistent with normal behavior of the bio-
chemical process. In this case, it is desirable to exploit LoC
technology to measure chemical signals in a location away
from where the biochemical process.
In order to do so, it is necessary to introduce a communica-
tion channel and a means of characterizing the statistics for the
number of molecules in the external spectroscopy chamber. In
this paper, we have proposed an approach exploiting the steady
state behavior of reaction-diffusion systems. We have shown
that this approach yields reliable estimates of equilibrium
states, even if the full set of possible equilibrium states is
not known.
In particular, we have studied the tradeoff between estima-
tion error in the equilibrium states with the measurement rate
required for spectroscopy. This provides a basis for further
work investigating spectroscopy methods in the context of LoC
devices for high-throughput biological assays.
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