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A B S T R AC T
The ongoing increase of inverter-interfaced distributed energy generation based
on renewable energy sources is notably changing the structure of modern power
systems. Particularly in low-voltage grids, the large-scale implementation of
droop-controlled distributed generation gives rise to stability issues, given the
dynamic response of the power inverters and the complex coupling that arises
from the inductive and resistive behavior of the power lines.
This work focuses on the analysis of the small-signal stability of a low-voltage
grid with distributed generation and on the design of a proper control law that
assures stability independently from the chosen power droops. After a detailed
introduction on the fundamentals of the operation of a low-voltage grid with
distributed generation, appropriate models are introduced for the power invert-
ers and the grid to which they are connected, followed by a discussion on their
dynamics and the limits to which these models are subject.
The implementation of a so-called improved droop controller on a single inverter
is proposed and studied in depth, which modifies the dynamics with which a
power inverter operates. The damping and stabilizing capabilities of the improved
droop controller are studied at full length with the help of graphical control tools
such as root-locus, Bode, and Nyquist plots. From this analysis, three systemati-
cal design methods are derived, which allow for the tuning of the improved droop
controller in a way that enough damping can be guaranteed.
Subsequently, the analysis is extended to a grid with several inverters. Although
the tuning of a group of inverters is traditionally done disregarding their cou-
pling, this work considers a low voltage grid as a whole, explicitly contemplating
the interaction between power inverters. Accordingly, two methods to tune the
improved droop controller for a given group of inverters are derived.
Finally, a reduced-order model of the grid is derived, which captures the most
significant aspects of the dynamic behavior of a low-voltage grid with distributed
generation.
Laboratory small-scale experiments are included to show the performance and
the limits of the proposed approach.
x C O N T E N T S
K U R Z FA S S U N G
Die Struktur moderner Energiesysteme hat sich durch das laufende Wachstum
der umrichterbasierten dezentralen Energieerzeugung auf Basis erneuerbarer En-
ergiequellen enorm gea¨ndert. Besonders in Niederspannungsnetzen fu¨hrt der
großfla¨chige Einsatz von verteilten Erzeugungsanlagen fu¨hrt zu Stabilita¨tsprob-
lemen, denn die Dynamik der Wechselrichter und die durch das ohmsche
und induktive Verhalten der Stromleitungen komplexe Verkopplung ko¨nnen zu
ungeda¨mpften Schwingungen fu¨hren.
Diese Arbeit setzt den Schwerpunkt auf die Analyse der Kleinsignalstabilita¨t
eines Niederspannungsnetzes mit dezentraler Erzeugung und auf die Auslegung
eines geeigneten Regelgesetzes, das Stabilita¨t gewa¨hrleisten kann. Nach einer
detaillierten Einfu¨hrung in die Arbeitsweise eines Niederspannungsnetzes mit
dezentraler Erzeugung werden geeignete Umrichter- und Netzmodelle eingefu¨hrt.
Darauf folgt eine Diskussion des dynamischen Verhaltens dieser Modelle und
deren Grenzen.
Als Regler wird ein so genannter improved-droop Regler vorgeschlagen, der
als PDT-Regler auf die Wirkleistungsstatikkennlinie des Umrichters wirkt. Das
Da¨mpfungs- und Stabilisierungsvermo¨gen des PDT-Reglers werden in vollem
Umfang mit Hilfe von Wurzelortskurven, Bode- und Nyquist-Diagramme un-
tersucht. Diese Analyse mu¨ndet in drei Designmethoden, die die systematische
Auslegung des Reglers ermo¨glichen.
Anschließend wird die Analyse auf ein Niederspannungsnetz mit mehreren
dezentralen Umrichtern erweitert. Im Gegensatz zur traditionellen entkoppelten
Reglerauslegung mehrerer Umrichter wird in dieser Arbeit deren Kopplung ex-
plizit betrachtet. Zwei solcher Verfahren zur Auslegung der PDT-Regler jeder
Umrichter werden entsprechend entworfen.
Schließlich wird ein Modell reduzierter Ordnung hergeleitet, das die
wesentlichen Aspekte des dynamischen Verhaltens eines Niederspannungsnetzes
mit dezentraler Erzeugung nachbildet.
Die Leistungsfa¨higkeit und die Grenzen der vorgeschlagenen Ansa¨tze werden
mittels Laborversuchen demonstriert.
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I N T RO D U C T I O N
For more than a century, large power generating stations have delivered energy
to a great amount of smaller distributed loads through several power systems
across the world. But rising demand, new technologies, and environmental and
reliability concerns are transforming the power grid, particularly through the
incorporation of medium and small size generators based on renewable energy
sources (RES), shifting the paradigm from a vertically operated system to a more
horizontal one.
Moving to a more dynamic interconnected power system inherently enhances
its performance since it enables power export between regions and shared load-
coverage, making for a more robust grid. At the same time, further including
small distributed energy resources (DER) based on RES maximizes the amount
of green energy produced, eventually lowering costs and reducing our carbon
footprint on the planet. However, changing the way power is generated and trans-
ported gives rise to new problems, which have to be thoroughly studied in order
to guarantee a reliable energy supply in the future.
The magnitude and complexity of a large-scale power system, such as the Euro-
pean grid, makes an integrated analysis a demanding challenge, which requires
appropriate modeling tools. A valid approach to studying such a system consists
in analyzing the different processes that are present, observing the distinct time
domains in which they take place. An example of the nature of such processes
and their related time domains is shown in Fig. 1.1.
Complex phenomena down to the atomic level can be found for instance in a
power semiconductor device, which needs extensive expertise in quantum me-
chanics for its modeling and understanding, while the study of market mecha-
nisms and the demographics of energy consumption is related to sociology and
strategic decision making, being game theory the preferred modeling tool. On the
other hand, the construction of new generating stations and power lines relates
2 I N T RO D U C T I O N
Se
m
ic
on
du
ct
in
g
ph
en
om
en
a
Se
ns
or
s &
ac
tu
at
or
s
In
te
rn
al
co
nt
ro
l-l
oo
ps
H
ar
m
on
ic
s
Po
w
er
os
ci
lla
tio
ns
Lo
ad
/g
en
er
at
io
n
m
is
sm
at
ch
M
ar
ke
t
m
ec
ha
ni
sm
s
W
ea
th
er
flu
ct
ua
tio
ns
D
em
og
ra
ph
ic
s
N
ew
de
ve
lo
pm
en
ts
10 -8 10 910 810 -6 10 -3 10 -2 10 0 10 610 510 3
t [s]
Figure 1.1: Several process present in a power system with different time do-
mains.
to technological advances and political decisions, which are long-term develop-
ments usually hard to model or predict.
The diverse nature of these processes makes it necessary to model the related
phenomena in each situation with different tools. In some cases, even new dis-
ciplines arise. For example, energy meteorology is a recent field of research in-
terfacing renewable energy and atmospheric physics, which develops methods
for the characterization of the fluctuating power output from RES [1]. In each
case, the chosen modeling approach only makes sense in the context of a given
system structure and a given time domain. For instance, modeling the dynamics
of a power switch on a photovoltaic converter with more or less detail will not
alter the quality of the model that predicts the amount of solar energy that will be
available at a given point in time.
Focusing on one of these processes and its related time domain does not neces-
sarily imply disregarding the rest of the system. Continuing with the example
of the photovoltaic converter, a simplified aggregated model of the unit should
be considered in order to contemplate power losses or maximum ratings that
could indeed modify the solar energy prediction. Establishing the scope of such
a model and defining its interface with the rest of the system is a key element of
this modeling approach.
This work focuses on power oscillations in low-voltage (LV) grids with dis-
tributed generation (DG), which arise from dynamic interactions between power
sources and can be found in the range of 1 to 10 Hz. Although the analysis pre-
sented in this work shall be extended to medium-voltage (MV) and high-voltage
(HV) systems, the focus is stressed on LV grids since the dynamic processes are
much more complex in that domain. Similar processes present in MV and HV
systems are merely simplifications of the more general LV case.
In addition to the dynamics of the power sources, the factors that play a decisive
role in the resulting oscillations are the provision of load-following energy and
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the structure of the power system. Introducing these shall help understand the
processes present on this time domain.
1.1 L O A D - F O L L O W I N G E N E R G Y A N D F R E Q U E N C Y C O N T RO L
A very interesting aspect of the electrical power grid is the practical absence of
energy storage, which implies that the amount of power produced at any given
moment must exactly match the power consumed. Traditional power generating
stations rely on producing electrical energy from some sort of potential energy, be
it chemical or mechanical. In this sense, energy is initially stored and can be con-
verted into electricity at a given rate. However, the inverse process of converting
electrical energy into potential energy is usually not possible, either because the
process used for the generation of electricity is not reversible or because the prime
movers are designed to operate as generators but not as motors, compressors, or
pumps. In this case, the only way of fictitiously storing energy is to reduce the
amount of generation, which leaves fuel available for a later point in time. In the
case of RES such as wind and solar, all energy has to be converted into electricity
as it reaches the generator and there is no direct way of storing it.
Although some small-scale pilot projects with different storage technologies do
exist [2], the current share of energy storage in power systems is rather negligible.
As a consequence, some procedure to ensure the matching of supply and demand
is imperative. There are several mechanisms that work to this goal, which operate
on different time scales. On a seasonal and day-ahead basis, power generation is
scheduled in advance according to forecasts. Many economical and regulatory
issues are related to its scheduling and dispatch, which are not topic of this work.
The coordination of several power generating stations is based on asynchronous
communications between power providers and the transmission system operator,
which orchestrate a generating schedule.
In a second-to-second basis, any deviation between forecasted and actual con-
sumption must be constantly compensated for, producing more or less energy
in accordance to the demand. Figure 1.2 shows the generation schedule for a
simplified scenario with three generating stations that supply a given demand, as
well as the actual consumption.
In order to supply this demand, every power imbalance between generation and
load must be actively compensated. To do so, the power plants have to deviate
from their schedule and slightly adjust their power output within short response
times as the demand fluctuates. This additional amount of energy provided ac-
cording to the actual demand is called load-following energy, sometimes referred
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Figure 1.2: Scheduled generation and actual consumption as a percentage of in-
stalled capacity
to as control energy as well. Note that load-following energy can be either posi-
tive or negative, according to whether the scheduled generation exceeds or falls
behind the actual demand.
On a rotating synchronous generator, this power imbalance translates naturally
into an accelerating (or decelerating) torque, which changes rotating speed of
the generator and hence the grid frequency. Should the local control loops of the
generator not intervene, the frequency would further diverge and the generator
would trip. To assure a stable operation, each generator features a governor that
controls its frequency by simply changing the amount of energy supplied to the
prime mover, which increases the electrical output of the generator. This is a
classic example of proportional control and has been in operation since the very
first days of power systems.
As a result, there is a coupling between the active power being generated (and
hence consumed) and the grid frequency which acts as an indicator of the power
balance in the system. A grid frequency lower than nominal represents excess
of demand and accordingly lack of generation, while an increase in frequency
signals the opposite situation. Because of this inherent coupling, the provision of
load-following energy in order to match the demand is also known as frequency
control.
In a similar manner, the terminal voltage of a generator is coupled to the reactive
power it delivers through the exciter. If the terminal voltage decreases, the exciter
will modify the excitation on the rotor to increase the reactive power output of the
generator. The opposite happens if the voltage increases. Although different type
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of control laws can be chosen, exciters are usually implemented as proportional
controllers as well.
These steady state characteristics between frequency and active power, as well
as between voltage and reactive power are called active and reactive droops re-
spectively. A graphic representation of these droops is shown in Fig. 1.3. The
slope of these lines result from the parameters of the governor and exciter. Mod-
ern systems based on power electronics instead of rotating generators achieve a
similar behavior by implementing droop-controlled power inverters, which will
be discussed in detail in Chapter 3.
f
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Figure 1.3: Active and reactive power droops
A distinction is made between primary, secondary, and tertiary frequency control.
Primary control is achieved through the active power droop, while a deviation
from scheduled active power results in a proportional deviation of the frequency.
This type of control acts in a matter of seconds to prevent frequency decay, accel-
erating autonomously the generator to a new rotating speed. Secondary control
acts as an outer control loop in order to restore to nominal frequency. This is a
type of integral control which slowly shifts the droop line vertically in a way that
the desired power output P is achieved at nominal frequency f0. Finally, tertiary
or peak-load control involves additional power plants that are brought in line,
freeing capacity on all other generating stations.
As in almost every aspect of a power system, there are not only technological
but also economical and regulatory issues related to the functioning of frequency
control. These shall nonetheless remain uncovered in this work. For the purposes
of power oscillations, the process of frequency restoration can be studied as out-
lined in Fig. 1.4.
In a system with DG, a load step ∆P produces an increase in the amount of power
each generator produces which is proportional to the active power droop of each
unit, while the frequency of the system changes until a new steady state value
f0−∆f is achieved. Although the steady state frequency is the same throughout
the whole system, the instantaneous frequencies of the generators might differ
over short periods of time, due to heterogeneous coupling between generators and
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Figure 1.4: Outline of frequency control after a load step [3]
the large inertia of each unit which results in a lagged response. Consequently, all
power stations contributing to frequency control interact with each other, which
can yield stability issues. The different overshoots shown in Fig. 1.4 illustrate
this effect. The frequency of all generators must settle within 30 seconds after a
load step, while the transient response and the interactions between units must be
stable and well damped.
Power generator interactions and so-called inter-area oscillations are a well
known issue of primary frequency control [4]. The resulting low frequency os-
cillations are generally mild but can eventually lead to grid instability. In a future
scenario with growing DG, these interactions become a rising problem, since a
much larger number of smaller generators interact with each other through the
MV and LV grids as well. Furthermore, the coupling between distributed genera-
tors is much different in lower voltage grids, since the inductive to resistive ratio
of the power lines is completely different from those of a HV system. In order to
assure a stable functioning of a future power system with large amounts of DG,
the small-signal stability of this process needs to be better studied. The analysis
of such oscillations constitutes the core motivation of this work.
1.2 M I C RO G R I D S A N D V I RT UA L P O W E R P L A N T S
Increasing integration of DER and the promotion of the smart grid is modifying
the way electricity is generated and consumed. In some European countries like
Germany, this development has been intensively supported by government laws,
which have further accelerated the expansion of smaller DER at the MV and LV
levels. Despite the benefits of DG based on RES, their penetration in the power
system gives rise to new challenges. For instance, the intermittent nature of RES
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and the resulting bidirectional power flows on existing power networks have a
large impact on the operation of the grid.
Traditionally, DGs have been operated as grid-feeding units, acting as mere cur-
rent sources that inject all power available blindly into the grid. This works out
satisfactorily in a system with comparatively little integration of DER, but needs
to be reviewed if the share of DG increases greatly as envisioned. The future
power system will need to become more intelligent, and even new market models
will have to be developed in order to successfully accommodate the new scheme
in the existing infrastructure.
In order to handle and integrate DG in the power system, the ideas of microgrids
(MG) [5] and virtual power plants (VPP) [6] have emerged. A microgrid is a
localized group of DER that is normally connected to a traditional grid at a single
point of common coupling (PCC). This system can operate as a grid-feeding unit
or autonomously in case of a disconnection to the power grid. A virtual power
plant is essentially an improvement to this concept, which consists in combining
various small-size DG to form a single virtual generating unit that can behave
as a conventional power plant, capable not only of feeding current into the grid
but also of managing power flow between units and of providing frequency and
voltage control.
A VPP operating solely in a given LV grid is electrically no different than a
MG. In that case, the PCC is simply the transformer that interfaces the MV and
LV grids. While a MG is usually operated with power droops only in islanded
mode, a VPP providing frequency and voltage control implements power droops
invariably. In the framework of this work, both MG and VPP alternatives will be
addressed indistinctly as a LV grid with DG, since the focus will be set on the
stability analysis of the system, which relates simply to the distributed implemen-
tation of power droops.
Another important aspect of modern DG is the inclusion of energy management
systems (EMS). Such systems can operate a group of DER according to differ-
ent targets which can be, for example, the minimization of the generation costs,
maximization of the reliability of the system, or best use of RES. In this case,
the power droops on the distributed units must be constantly modified, involving
more or less load-following energy on each unit according to the optimization
goals of the EMS.
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1.3 S TAT E O F T H E A RT
When considering a number of medium and small size DER in a LV grid, some
important issues regarding its proper and stable functioning arise. In particular,
the stability of such a system is known to be dependent on the droop parameters
of the power inverters [7–10], which in turn define as well the contribution of each
inverter to frequency control and hence to system performance and efficiency.
This raises the question of how to choose the droops in an optimal way without
compromising the stability of the system. A valid approach is to vary their static
droop parameters as needed to ensure a stable functioning of the system. This is
usually done considering small-signal stability, finding a set of droops that yields
a stable configuration [7, 8]. A more elaborate approach consists in taking into
account other characteristics of the resulting system, such as reliability, efficiency,
or costs of the energy that must be provided according to the chosen droop gain.
Good examples of this are shown in [9, 10], where the droop gains in a MG are
chosen in a way that fuel consumption is optimized while the resulting small-
signal dynamics is stable. In doing so, the stability of the system becomes part
of a set of constraints in a multivariable optimization problem which yields an
optimal tradeoff between different aspects of a grid. Similar approaches can be
found in the literature, with the goal of optimizing the droop gain in a way that
the damping of the system is maximized [11–13].
Under the framework of an EMS, the selection of the units that make up a MG
or VPP and the optimal configuration of its droops is itself a topic of great com-
plexity. Intensive research is being carried out on the concepts of self-organized
coalitions [14] and active rescheduling in real time [15], which will lead to flexi-
ble VPP based on RES in MV and LV grids. The solutions proposed in this area
are usually numerically complex, even though generally no stability analysis is
included. Further limiting these algorithms with stability constraints results fre-
quently in ill-posed problems when considering real-world scenarios. As a result,
there are often very few possible solutions to the optimization problem that fulfill
all the necessary constraints. For instance, a group of inverters could be set to
provide load-following energy with a given droop characteristic that maximizes
the use of renewables available at the time or is optimal from an economical or
operational point of view, yet the dynamics resulting from the chosen droop gains
turns out to be unstable. In this sense, the droop parameters cannot be modified
since they serve some other purpose, and the only alternative left to stabilize the
system is to modify the local control loops of the inverters.
One effective means of achieving this is by a so-called improved droop controller,
which incorporates a dynamic response to the otherwise static active power droop
gain [16–20]. This approach is referred to as improved droop control [17], angle
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droop control [18], phase-shift control [19], or transient droop control [20] in
contrast to conventional droop control which governs merely the frequency of
the inverter. Such an approach incorporates additional degrees of freedom, allow-
ing the stabilization of the system even when unfavorable droops are selected.
In this way, design considerations for static requirements of a MG or VPP can
be decoupled from dynamic stability constraints [20]. Experimental results have
shown in [21] the feasibility of this approach for a system with parallel inverters,
but an analytical method to tune the dynamic droop gain in a system with DG is
yet to be found.
1.4 AVO I D I N G R E A L - T I M E C O M M U N I C AT I O N
Another interesting aspect of distributed generation is the communication require-
ments between inverters, which should be by all means minimized. Relying on
real-time transmissions of inverter internal states would greatly degrade the reli-
ability and robustness of the system, making the communication channel a vul-
nerable element. This renders some inverter control methods such as shown in
[18] unsuitable for real-world large-scale applications, although laboratory tests
under controlled conditions have shown good results. The authors in [22] have
shown a three-inverter MG to be stable when controlled over an ideal wireless
link, whereas a delay of 20 ms in the communication channel turned the system
unstable. This was considering only a small-scale experiment, without packet
losses and with the same delay for every inverter. Needless to say, the chances of
such a control scheme to function robustly at large scale with current communi-
cation technologies are very low.
Although the resulting dynamics depends on all the variables of the system, each
inverter should be stabilized only through feedback of the state variables that
are locally measurable. At the same time, these controllers have to account for
the stabilization of the interconnected system, which also depends on distributed
parameters such as the coupling through the grid. In this sense, the controller
strategy faces a contradiction, having to account for global effects but having
access only to local variables.
Traditional state-space controller design with closed-form solutions such as pole
placement and LQR turn out not to be implementable in this case, since not all of
the system variables are available at a local level. However, communication is at
the same time inevitable in an interconnected system. Even under the traditional
power system structure there is an information exchange between the different
generating stations and the system operator, although asynchronous and with low
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real-time requirements. For example, network load flow calculations take place
in order to avoid overloading the power lines and to establish transmission con-
straints due to the market outcome [23]. Once the process finishes, the related
information is sent to the power stations and the system continues functioning
without further communication.
In a similar way, the dynamics of the power inverters can be set with knowl-
edge of the whole LV grid, while the resulting configuration is able to operate
autonomously without real-time communication with the rest of the system. The
stability of the system must still be evaluated for a selected configuration before
tuning the inverters, but once a stable configuration is found, no further infor-
mation exchange between inverters is necessary and the system can continue to
function autonomously.
1.5 C O N T R I B U T I O N A N D S T RU C T U R E O F T H I S W O R K
Although much has been researched on the topic of traditional power system
stability and many different solutions have been proposed, there have been none
or very little references regarding the massive implementation of DG and its par-
ticipation on the provision of frequency and voltage control. This thesis focuses
on the small-signal stability of a LV grid with distributed droop-controlled gen-
erators and the possibility to better damp and even stabilize a system by properly
implementing improved droop controllers.
The distribution of the power lines that make up the LV grid is supposed to be
well known, as well as their admittance characteristics. Several distributed loads
might be connected at different points of the grid, which can also be represented
through admittance parameters. At some of the nodes of the grid there are in-
verters configured with a droop-controlled scheme. The energy source of each
inverter (for instance wind, solar, batteries) is in this case indistinct, since the dif-
ferences in availability and fluctuations are slower than the dynamic interactions
analyzed in this work. Slower processes such as market mechanism and weather
fluctuations will be considered exogenous to the models and their slow dynamics
neglected, while faster processes such as the dynamics of the power lines and the
internal control loops of a power inverter will be replaced with simplified models
accordingly.
This work is organized as follows. A simplified model of a LV power grid will
be derived in Chapter 2. The structure of a droop-controlled power inverter and
its stability when connected to a stiff grid will be investigated in Chapter 3. To
conclude the analysis of a single inverter, the improved droop controller will be
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discussed in Chapter 4. A model for distributed generation in a LV grid will be
derived in Chapter 5 and two methods to tune the improved droop controllers
for a system with several generating units will be presented in Chapter 6. An
aggregated reduced-order model of the LV grid with DG will be discussed in
Chapter 7, which allows to extend the stability analysis performed in the LV grid
hierarchically to the MV and HV levels. Finally, experimental results showing
the performance of the proposed improved droop controllers will be shown in
Chapter 8, followed by a concluding Chapter 9.

13
2
M O D E L O F A L OW- VO LTAG E P OW E R G R I D
One of the critical aspects that defines frequency stability on a given network
is the electrical coupling between inverters. A valid grid model is in this sense
of importance, in order to be able to derive conclusions on the dynamics of the
system. Nevertheless, including the whole network or even a detailed section of
it in the stability analysis comprises vast calculation power, while not gaining
much insight on the functioning of the system itself, since most of the nodes on a
distribution network are loads that can be considered constant in the scope of the
oscillations between power inverters. The same is true for those nodes at which a
power inverter is connected, when acting as a constant current source, not imple-
menting power droops and hence not affecting the stability of the system other
than changing the operation point. These loads and sources can be replaced by
equivalent parameters, sacrificing only local information at those specific nodes,
but not changing the global description of the system. One way of achieving
this simplification is by grouping sets of passive nodes that are connected to each
other and deriving equivalent admittance parameters, building pi-pads that replace
these groups of nodes. This process could be repeated iteratively until a minimal
representation of the grid is found. However, recurring to some basic tools of
linear algebra can greatly minimize this effort.
2.1 K RO N R E D U C T I O N O F A N E L E C T R I C A L N E T W O R K
Lets consider an arbitrary AC electrical network withm nodes and complex node
voltages U˜Ei , for i = 1...m. By writing the node equation in matrix form accord-
ing to Kirchhoff’s current law, the current I˜ injected at every node is related to
the node voltages through the admittance matrix Y˜Net, such that
I˜ = Y˜NetU˜E . (2.1)
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This admittance matrix is composed of the branch conductances that determine
the coupling between nodes, and the shunt conductances that define the loads
between nodes and ground. Its derivation is left out of this work, given its preva-
lence in the field [24].
The distribution transformer and those nodes to which an inverter providing ancil-
lary services is connected form a subset of n < m nodes. Arranging accordingly,
the admittance matrix Y˜NetEq can be divided into four submatrices, and Eq.
(2.1) can be rewritten as
I˜1
...
I˜n
I˜n+1
...
I˜m

=

Y˜Net1,1 Y˜Net1,2
Y˜Net2,1 Y˜Net2,2


U˜1
...
U˜n
U˜n+1
...
U˜m

(2.2)
The nodes n+1 tom are passive, i.e. they inject or consume power independently
of the state of the grid and do not provide load following energy. The voltage at
these nodes is determined by the voltages at the first n nodes, while the only
current that flows is the one dictated by the admittance values. Considering this,
Eq. (2.2) can be split into the equation system
I˜1...n = Y˜Net1,1U˜E1...n + Y˜Net1,2U˜En+1...m (2.3)
0 = Y˜Net2,1U˜E1...n + Y˜Net2,2U˜En+1...m (2.4)
The solution of this system for the currents I˜1...n and voltages U˜1...n is obtained
by computing the Schur complement, resulting in the equivalent impedance ma-
trix Y˜NetEq , which allows for a compact representation of the net considering
only the interaction between the first n nodes. The invertibility of Y˜Net2,2 is
provided by physical properties of the admittance matrix [24].
I˜1...n =
(
Y˜Net1,1 − Y˜Net1,2Y˜ −1Net2,2Y˜Net2,1
)
︸ ︷︷ ︸
Y˜NetEq
U˜E1...n (2.5)
This reduction of an electrical network applying the Schur complement of the
associated admittance matrix is known as Kron reduction, after the work of the
Hungarian mathematician Gabriel Kron [25], who promoted the application of
linear algebra in the electrical engineering field. The graph-theoretic properties
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of the Kron reduction process and its resemblance with an iterative derivation of
pi-pads are studied in [26].
To illustrate this transformation, an arbitrary network with 12 nodes is presented
in Fig. 2.1. In this example, the transformer is located at node 1, while three
distributed power generators are placed at nodes 2, 3, and 4. Since their energy
source is indistinct in the scope of small signal stability, the generators are here
treated equally. All other energy sources and loads that do not provide ancillary
services are represented through equivalent parameters, resulting in an admit-
tance matrix Y˜Net of size 12× 12.
UE5
~
UE1
~
UE2
~
UE3
~
UE4
~
UE6
~
UE7
~
UE8
~
UE9
~
I2
~
I4
~
I3
~
UE10
~ UE11
~
UE12
~
I1
~
Figure 2.1: Arbitrary network representing a power grid with twelve nodes, one
distribution transformer and three distributed power generators
Since only the interactions between nodes 1 to 4 are of interest, Eq. (2.5) can
be applied to obtain the equivalent admittance matrix Y˜NetEq , which describes
the current of each power source as a function of their voltages. The elements
of Y˜NetEq can be related to an equivalent minimal network rewriting the Kirch-
hoff’s current equations in matrix form for these four nodes, which yields

I˜1
I˜2
I˜3
I˜4
 =

Y˜L1+Y˜12+Y˜13+Y˜14 −Y˜12 −Y˜13 −Y˜14
−Y˜12 Y˜L2+Y˜12+Y˜23+Y˜24 −Y˜23 −Y˜24
−Y˜13 −Y˜23 Y˜L3+Y˜13+Y˜23+Y˜34 −Y˜34
−Y˜14 −Y˜24 −Y˜34 Y˜L4+Y˜14+Y˜24+Y˜34


U˜E1
U˜E2
U˜E3
U˜E4
 (2.6)
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The equivalent minimal network described by Eq. (2.6) is shown as a mesh of
admittances in Fig. 2.2. If the transformer is considered as an ideal voltage source,
any load parallel to it can be neglected. Otherwise, an equivalent impedance at
the transformer could also be included.
YL4
YL2
YL3
UE2
UE4
UE3
~
~
~
I2
~ I4
~
I3
~
Equivalentnetwork
Y12
Y23
Y14
Y13
Y24
Y34
I1
UE1
~
~
~
~
~
~
~
~
~
~
~
Figure 2.2: Mesh representation of the equivalent network
2.2 S TA R A N D M E S H E Q U I VA L E N T S
The proposed Kron transformation of the power grid results in the equivalent
admittance matrix shown in Eq. (2.6), which can easily be interpreted graphically
as seen in Fig. 2.2. This mesh representation arises naturally from the admittance
parameters, giving an idea of the distribution of energy sources and loads, and
their coupling in a given grid. The admittances in parallel to each node represent
a portion of the combined effect of the distributed loads “as seen” at those nodes.
On the other hand, the admittances between nodes define the coupling between
energy sources, which is crucial in the study of oscillations.
This approach yields one admittance in parallel to each node, and n − 1 admit-
tances connecting it to each other. For a simple system with four nodes, this
results in six parameters that define their coupling (Y˜12, Y˜13, Y˜14, Y˜23, Y˜24, and
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Y˜34). For the general case, the number of coupling admittances is determined by
the binomial coefficient (
n
2
)
= nC2 =
n!
2(n− 2)! , (2.7)
which diverges as n grows, being the number of coupling admittances n−12 times
the amount of nodes.
A different approach would be to think of a star representation of the system. In
this case, nodes are not connected to each other but to an additional virtual point
U˜0, while their coupling is defined through two impedances in series, as shown
in Fig. 2.3.
ZL
EquivalentnetworkI1
UE2
UE1
UE4
UE3
~
~
~
~
~
Z04
Z03
Z01
Z02
U0
~
I2
~
I4
~
I3
~
~
~
~
~
~
Figure 2.3: Assumed star representation of the equivalent network
This representation would minimize the amount of parameters needed for a given
network, since there are as many coupling impedances as nodes. One might be
seduced by this idea and try to find the inverse of the admittance matrix, looking
for an equivalent star representation of the system. In fact, this is often done
in power and electrical engineering for the case with 3 nodes, which yields the
well-known delta-wye transformation. Unfortunately, this transformation is not
possible for an arbitrary system with more than three nodes, since the converse
of the star-mesh transformation does not always exist [27]. While the delta-wye
transformation relates three impedances to three admittances, it is not always
possible to transform a set of nC2 admittances into n − 1 impedances without
additional constraints. Furthermore, a single intermediate node U˜0 might not have
any physical significance in a distributed network, since its voltage could be un-
defined. Further mathematical and topological arguments for this can be found
for instance in [28].
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There are a few particular cases in which it is nonetheless possible to find this
transformation, as determined in [29]. However, this imposes strong conditions
on the topology of the network and the values of the admittances, which cannot
be guaranteed for an arbitrary power grid. Therefore, the representation through
a star equivalent shall not be used as a foundation for the study of interactions in
a distributed power grid.
2.3 T Y P I C A L I M P E DA N C E VA L U E S I N A L O W- VO LTAG E G R I D
The following analysis will focus on a benchmark real-world low-voltage grid
which has been available for studies within the scope of the project Smart Nord
[30]. Applying a Kron reduction to such a benchmark system will give an overall
idea on the typical impedance values that can be found.
The benchmark grid under consideration consists of 71 lines connecting 71 nodes
to each other. The system is three-phase and is considered balanced. Details on
its topology and the values of its elements can be found in Appendix I. The
transformer which interfaces with the MV grid is connected at node number 1.
An ideal voltage source will be considered at this node, although an equivalent
impedance different from zero between LV and MV grids could be as well con-
sidered, which does not modify the analysis method presented in this work. The
following 10 nodes are related to busbars, while the remaining 60 are connections
to buildings, i.e. nodes 12 to 71.
2.3.1 Single inverter connected to a stiff grid
Since a power inverter could be connected at any of the 60 buildings, it is inter-
esting to study the equivalent impedance between each of these nodes and the
transformer. This value is crucial for the stability analysis of a single inverter
connected to a stiff grid, as it will become clearer in Chapter 3. Applying the
Kron reduction discussed before, a single equivalent impedance can be computed
for every pair of nodes {1, i}, with i = 12...71. Each resulting impedance value
determines the coupling between the chosen node i and the transformer, while all
other nodes are considered as constant impedances. The magnitude and angle of
these equivalent impedances can be seen in Fig. 2.4.
It is interesting to note that the phase angles of the equivalent impedances stay
fairly constant in all cases, which is due to the resistive to inductive nature of
the power cables that make up the grid. On the other hand, the magnitude varies
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Figure 2.4: Value of the equivalent single impedance
from a few tens of mΩ up to 1 Ω. This is due to the fact that the buildings are dis-
tributed geographically in a neighborhood, which implies different total lengths
of the power lines between a given building and the transformer. Furthermore,
each section of the grid is made of cables of different categories, which yield
different impedance parameters. Particularly interesting in this sense are nodes
43 to 48, which are the farthest from the transformer and at the end of a branch.
This yields larger equivalent impedances not only because the distance between
these nodes and the transformer is large, but also because the power cables cho-
sen for this portion of the grid are of smaller cross section, which increases their
impedance. Please refer to Appendix I for details on the types of power cable and
for a graphical scheme of the grid.
Computing a mean value out of these equivalent impedances would help find the
coupling between a power inverter and the stiff grid that is typically present in a
LV system. However, the arithmetic mean might not yield a proper indicator of
this, since individual data points, such as seen with nodes 43 to 48, skew the data
set. For this reason, it is of better practice to use the median instead, so that these
few extreme values do not distort what will be considered typical. The resulting
median of these impedances is Z˜med = 0.202e0.374j Ω = 0.187 + j0.073 Ω.
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2.3.2 Multiple inverters in parallel
Although the analysis just presented results in a typical equivalent impedance for
the coupling of a single inverter connected to a stiff grid, it could be argued that
this value should differ when considering a grid with multiple power sources,
since the coupling between inverters comes as well into play. These consider-
ations are commonly left out when studying the stability of multiple inverters
connected to a LV grid, since inverters are considered in a star configuration
with a single impedance connecting them to an infinite bus at the PCC. However,
as shown in the equivalent mesh representation of a LV grid of Fig. 2.2, there
is not only an equivalent coupling between each inverter and the transformer
(Z˜12, Z˜13, Z˜14) but a coupling between inverters as well (Z˜23, Z˜24, Z˜34). The
latter shall be disregarded only if negligible with respect to the former, which is
in fact not always the case.
In order to illustrate the significance of the coupling between inverters, a Kron
reduction of the 71-node grid shall be computed for the case of three inverters
operating in parallel. The equivalent grid is derived considering the transformer
node and a selection of three of the 60 nodes at which an inverter could be con-
nected. This is repeated for every possible combination of nodes, without repe-
tition, resulting in 60C3 = 34220 equivalent three-inverter grids. This yields a
set of values that characterize the equivalent impedances possible in a real-world
grid. Each of these equivalent grids has a unique set of six impedance parameters,
which are composed of three inverter-to-transformer impedances (Z˜12, Z˜13, Z˜14)
and three inverter-to-inverter impedances (Z˜23, Z˜24, Z˜34), such as seen in Fig.
2.2. It is worth to mention that some of these impedances are infinite and have
to be removed from the data set, since a direct coupling between two nodes is
not always present, as in the case of a simple series connection. As a result,
73273 inverter-to-transformer and 26197 inverter-to-inverter non infinite impe-
dances are obtained.
Since in this case a scatter diagram such as the one shown in Fig. 2.4 would con-
tain almost 105 points, it makes more sense to visualize the values of impedances
by means of a histogram. Moreover, merely the absolute value of the impedances
shall be studied, since the angle was shown to stay fairly constant. Fig. 2.5 shows
the relative frequency of the absolute values of the impedances, which gives an
idea of the empirical probability of a group of impedance values. To better deal
with outliers, the histogram was computed using logarithmic binning [31].
The histogram shown is divided in inverter-to-transformer and inverter-to-
inverter impedances. The median of the inverter-to-transformer impedances is
Z˜i−t = 0.219e0.373j , which is very similar to the one obtained for the case of a
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Figure 2.5: Normalized histogram of the absolute value of (Z˜)
single inverter. On the other hand, the values of the equivalent inverter-to-inverter
impedances are more spread and their median results in Z˜i−i = 0.506e0.353j ,
which is larger than Z˜i−t. Even though larger impedance values decouple the
inverters, it is the probability of smaller inverter-to-inverter impedances that has
to be taken into account, since a coupling between inverters that is as strong
or even stronger than the coupling with the stiff grid intensifies the interactions
between them. From the histogram it follows that about a third of the resulting
inverter-to-inverter impedances are equal or smaller than the average inverter-to-
transformer coupling, which justifies the need of a proper network model contem-
plating inverter-to-inverter interactions when studying the effects of distributed
generation in a LV grid.
This statistical analysis was kept rather simple and does not account for corre-
lation between both groups of impedances, which could be further studied by
means of Bayesian statistical methods. However, it is not the topic of this chapter
- nor the focus of this thesis - to study the topology and statistical properties of
LV grids, and the above should serve as a mere rule-of-thumb for the impedance
values that will be used in the stability analysis on Chapter 3. A detailed analysis
on grid topologies and their statistical properties can be found on [32, 33].
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2.4 D E P E N D E N C E O N T H E L O A D
The typical impedance values derived before were computed assuming constant
impedances as loads, which were obtained from an average over a day of the
load at each node as shown in Appendix II. However, the load in a LV grid is
all but constant, and large variation can be observed within a day. Studying the
statistical properties of such load variations allows for the generation of intra-day
load profiles, which can be computed for winter, summer, and mid-season, as
well as for residential, commercial, and industrial areas accordingly.
Of particular interest in Germany are the standardized load profiles defined by
the BDEW [34]. Households with a maximum annual consumption of less than
8000 kWh are integrated into the so-called H0 profile, which exposes the typical
load profile of a residential low-voltage grid at three different periods of the year.
This benchmark profile has been averaged over many households and represents
a smooth profile with typical load levels shown at 15 minute intervals.
This standard H0 load profile can be compared with that of the benchmark grid of
Appendix II. For this purpose, the loads connected at each node of the benchmark
grid were registered at an interval of 15 minutes during a whole day. The chosen
day was April 14th, 2009, which was a Tuesday. The variation of the total load
on the grid normalized by the mean annual load can be seen in Fig. 2.6, as well
as the standard H0 profile for mid-season. Notice the correlation of both lines,
particularly at early morning, noon, and evening, where the changes in load are
more notable.
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Figure 2.6: Variation of the load on a mid-season day
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These intra-day variations of the load are reflected on the equivalent impedance
values Z˜i−t. To illustrate this, the equivalent impedances between the transformer
and each single node can be computed as for the case of Fig. 2.4 but instead of
using the mean value of the load, the measured load values for every 15 minute
interval within the day shall be used. As a result, a varying impedance is obtained
for each node, whose changes on their relative amplitudes are shown in Fig. 2.7
as a function of time.
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Figure 2.7: Intra-day relative change of the equivalent impedance
It is interesting to note that the resulting equivalent impedances Z˜i−t are inversely
correlated with the load profile of Fig. 2.6. This is perfectly normal and expected,
since power is inversely proportional to impedance and hence larger loads are
related to smaller impedance values.
More interesting than this is the fact that the total variation of the equivalent im-
pedances within a day is relatively small, bounded in most cases by about ±2 %.
The same stays true when studying different days of the year. These relatively
small changes on the equivalent impedances are also logical from the point of
view of the design of a power grid. If the impedance between two points changed
considerably with the load, it would mean that there is a significant voltage drop
and subsequent power loss in the line. Hence, the impedances of the lines have to
be much smaller than those of the loads. This is very well known by the designers
of power systems and considered at the time of dimensioning the grid, which is
why the analysis with a real-world low-voltage grid yields such small changes of
the equivalent impedances when the load varies.
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With this in mind, the variations of the equivalent impedances with respect to the
load can be safely disregarded, and the analysis can continue considering merely
constant impedances between any two nodes of the grid.
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Although there are different concepts for the design and control of a power in-
verter, this work focuses on the basic structure shown in Fig. 3.1, which com-
prises a traditional voltage source inverter (VSI) with current and voltage loops
and an outer power loop that implements the droops. This structure has been
widely implemented for distributed generation in MGs and for the provision of
load-following energy in grid-connected LV networks [9, 16, 18, 20, 35–37].
Energy
source
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Controller Front-end
Measurements
Coupling
point
Droop
configuration
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uC
iL
C
Output
filter
Power
controller
iO
Power
module
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Figure 3.1: Basic structure of a power inverter
The inverter front-end consists of a power module and an output filter. The power
module is typically composed of a B6 full bridge based on IGBTs with the related
PWM drivers. The output filter is essentially a three-phase low-pass LC filter
that limits the injection of harmonics into the grid. Some alternatives include
a coupling inductor and even an output transformer, resulting in an LCL filter.
However, in the scope of the present work this only changes the output impedance
of the inverter, which can be introduced in series to the network model.
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Current and voltage measurements are made on the filter, which are in turn used
by the control system. The measurement of the output current iO is omitted in
some designs in order to reduce costs. This introduces error in the calculation of
the output power, which has to be estimated in this case from the inductor current
iL. The same occurs when estimating the output voltage of the system in case
an output impedance is present between the capacitor and the actual coupling
point.
The inverter controller itself can be divided in two sections. On the one hand, the
cascaded current and voltage controllers regulate the current iL and the voltage
uC on the filter. This is normally achieved either with standard PI controllers in a
grid-synchronous dq rotating reference frame or with PR controllers in an αβ sta-
tionary reference frame, which are designed to damp the output filter and avoid
high frequency disturbances. Some authors have proposed different configura-
tions and improvements to these controllers, which range from the compensation
of coupling effects in the filter [38] to the control of harmonic distortion [39]. In
any case, the goal of these faster control loops is to ensure that the voltage at
the coupling point follows the reference as smoothly and undistorted as possible,
while the resulting bandwidth is in the order of a few hundred Hz.
The remaining section of the inverter controller is the power controller that gener-
ates the amplitude and phase of the voltage reference through the implementation
of the power droops as an outer, slower control loop. The phase θ is related to the
frequency f through an integration, such that
θ˙ = ω = 2pif, (3.1)
while the frequency and amplitude are governed through the droop equations
f = fnom − kP (Pˆ − Pset), (3.2)
U = Unom − kQ(Qˆ−Qset), (3.3)
where fnom represents the nominal frequency, Unom the nominal voltage, Pset
and Qset the active and reactive power set-point, kP and kQ the droops, and Pˆ
and Qˆ the estimated active and reactive power at the coupling point.
The power estimation is normally achieved by averaging the instantaneous ap-
parent power computed from the three phase voltages and currents measured
locally, separating it into real (P) and imaginary (Q) parts. Under this scheme,
the quadratic mean of the instantaneous power is not calculated over an exact
period of the grid frequency as it should after definition of power for AC systems,
but rather low-pass filtered with a bandwidth much smaller than that of the PWM
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controller and the internal voltage and current control loops. This method is not
exact and allows a small ripple in the estimation, but has extensively been tested
and used as a decent estimator [16, 18, 35–37, 40–42]. As a result, the inverter
behaves with the slower dynamics of the estimation filters, which also decouple
the dynamics of the power controller from the faster internal control loops.
The estimations Pˆ and Qˆ result from the instantaneous active and reactive power
P and Q after a one-pole filter with time constants TP and TQ, such that:
Pˆ (s) =
1
1 + sTP
P (s), (3.4)
Qˆ(s) =
1
1 + sTQ
Q(s). (3.5)
It is common practice to set both filter constants to
TP = TQ =
1
ωf
. (3.6)
The constant ωf is usually set to a tenth of the nominal frequency ωnom =
2pifnom, with fnom = 50 Hz in Europe, providing 20 dB of attenuation at this
frequency.
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In order to study the dynamic behavior of an inverter, a detailed analysis could be
considered, describing each portion of the structure shown in Fig. 3.1 with a set
of differential algebraic equations. The authors in [37] derive a full small-signal
state-space inverter model with this concept, resulting in a set of 13 state variables
for a single inverter. However, different dynamic modes are shown to be present.
High frequency modes are affected by the filter and the faster current and voltage
controllers, while the more critical low-frequency modes that are of interest in
an inverter dominated grid are mainly influenced by the frequency droops. The
effects of the controllers and the filter’s passive components are also taken into
account in the modeling of the inverter in [16, 42], but both analytic and exper-
imental results have shown that the dynamics related is in fact negligible with
respect to the behavior of the grid-connected inverter [40, 41, 43]. Alternatively,
these effects can be as well represented by a single equivalent inductor, which
adds up nicely to the admittance parameters of the grid without need to modify
the model [44].
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With this in mind, the stability analysis of an inverter can be carried out in two
separate ways. On the one hand, the stability of the internal current and voltage
loops of a given inverter should be studied, considering the specifications of its
output filter. Provided that the internal loops are stable and their bandwidth large
enough, they can be simplified to a voltage source with adjustable amplitude
and phase followed by an equivalent output impedance, which depends on the
type of output filter and its control strategy. This yields a The´venin equivalent of
the inverter as seen in Fig. 3.2, whereas the equivalent voltage source features
the dynamics of the slower power controller. In this way, a reduced model of a
droop-controlled inverter is obtained, which only comprises three state variables.
This allows to study the interactions between several inverters in a larger grid and
keeps the simulation complexity to a minimum.
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Figure 3.2: The´venin equivalent of the voltage source inverter with droop con-
troller
Considering this simplified approach, the dynamics of the inverter are merely
described through the filter on the power controller of Eq. (3.4) and (3.5) together
with the relationship between phase and frequency of Eq. (3.1) and the droop
equations (3.2) and (3.3). The block diagram shown in Fig. 3.3 arises from these
equations. The output impedance is not considered in this diagram since it can be
taken into account together with the network model.
3.2 S Y N C H RO N O U S G E N E R AT O R S
The model discussed so far has been developed for a droop-controlled inverter
with filtered active and reactive power estimators. Although there is no physical
inertia in the power inverter, there is a lagged response caused by the filters, which
resembles the natural reaction of a synchronous generator. Indeed, the proposed
inverter model could also be adopted for this type of machine by simply adapting
its parameters, as it will be demonstrated.
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Figure 3.3: Simplified block diagram of a droop-controlled inverter
On the one hand, the parameters for the dynamics of the reactive power controller
can be set directly. In this case, the reactive power droop coefficient is assigned
according to Eq. (3.3), while the related constant TQ is replaced with the equiva-
lent exciter time constant.
On the other hand, the dynamics of the power controller can be derived by study-
ing the rotor and governor equations as follows. A simplified diagram of a syn-
chronous generator connected to a grid is shown for this purpose in Fig. 3.4.
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Figure 3.4: Simplified model of a synchronous generator
The input torque mm is applied by the prime mover to the generator, which
rotates with electrical frequency f . The generator delivers the active power P ,
which relates to the counter-reacting torque on the prime mover mel through
P = 2pifmel (3.7)
Considering the equivalent moment of inertia J and neglecting losses, the rotor
dynamics can be described by
Jθ¨ = mm −mel. (3.8)
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Finally, the prime mover is controlled by a governor which implements the active
power droop d, which can be written as a function of the set-point mset and the
nominal frequency fnom:
mm = mset − d(f − fnom). (3.9)
Linearizing Eq. (3.7) and replacing in (3.8) and (3.9) yields the active power
dynamics
Jθ¨ = mset − d(f − fnom)− 1
2pifnom
P +
Pset
2pif2nom
f. (3.10)
This second order linear differential equation can be directly brought to the form
in Fig. 3.3 with the equivalent parameters
TP =
4pi2f2nomJ
2pif2nomd− Pset
, kP =
fnom
2pif2nomd− Pset
. (3.11)
In this way, the slower dynamics of synchronous machines are brought to the
same basic structure used for power inverters, simplifying the simulations with
different types of generators.
3.3 DY N A M I C P H A S O R M O D E L
While operating with the traditional concept of phasors facilitates the analysis
of power systems reducing the mathematical complexity of the model, it implies
working in a stationary reference frame. This leads to the assumption that the
frequency is constant and equal at every node of the grid, which is not well suited
anymore in the case of a system with decentralized generation of load-following
energy. To address this issue, the concept of dynamic phasors developed in [45]
can be applied.
The main idea of the dynamic phasor model (DPM) is to derive a time varying
Fourier coefficient for the fundamental frequency of each sinusoid. This makes
it possible to include the dynamics of the power grid during transitions, whereas
in steady state it becomes a standard phasor. The authors in [46] have shown that
it is possible to extend this concept to higher order Fourier coefficients, which
enables the analysis in unbalanced systems as well.
3.3 DY N A M I C P H A S O R M O D E L 31
To derive the dynamic phasor model, the current through a transmission line in
a balanced three phase system shall be studied, which can be represented by its
equivalent single-phase model as shown in Fig. 3.5.
L
u2u1
i2Ri1
Figure 3.5: Single-phase model of a power line
The currents and voltages can be written as
u1(t) =
√
2U1(t) sin(ωnomt+ θ1(t)), (3.12)
u2(t) =
√
2U2(t) sin(ωnomt+ θ2(t)), (3.13)
i1(t) = −i2(t) =
√
2I(t) sin(ωnomt+ φ(t)). (3.14)
The termsU and I represent the effective values of the sinusoids, which shall vary
with time, while their arguments are represented by a constant nominal angular
frequency ωnom plus a term that varies with time as well.
Writing the Kirchhoff’s voltage law equation for the line of Fig. 3.5 results in
u1 − u2 = Ri+ Ldi
dt
. (3.15)
Replacing with Eqs. (3.12) through (3.14) and dividing by
√
2 yields
U1 sin(ωnomt+θ1)−U2 sin(ωnomt+θ2) = RI sin(ωnomt+φ)+LI˙ sin(ωnomt+φ)+
LIωnom cos(ωnomt+ φ) + LIφ˙ cos(ωnomt+ φ). (3.16)
Making use of Euler’s formula and simplifying the term ejωnomt, it follows
U1e
jθ1 − U2ejθ2 = (R+ jωnomL)Iejφ + LI˙ejφ + LIjφ˙ejφ, (3.17)
which can be rewritten using complex notation as
U˜1 − U˜2 = (R+ jωnomL)I˜ + L ˙˜I. (3.18)
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In the traditional quasi-static representation, the rightmost term of this formula is
ignored, assuming that the dynamics of the phasor is negligible. This holds true
for most power systems, considering the slow dynamics of large power generators
and their coupling through MV and HV grids. However, this may not be the case
in LV grids with faster reacting power inverters. Studying these effects further
provides a better understanding of the dynamics of a phasor in a general case.
Rearranging Eq. (3.18) and considering I˜ = I˜1 = −I˜2 results in the equation
I˜1 =
1
(R+ jωnomL)
(
U˜1 − U˜2
)
− 1
(R/L+ jωnom)
˙˜I1, (3.19)
I˜2 =
1
(R+ jωnomL)
(
U˜2 − U˜1
)
− 1
(R/L+ jωnom)
˙˜I2. (3.20)
The block diagram shown in Figure 3.6 can be derived from these equations
considering vector notation, being Y˜Eq the admittance matrix of the quadripole
in Fig. 3.5. The dynamic phasor model can then be included in series to the
traditional admittance matrix and be later added easily to the nonlinear model, as
it will be discussed in Chapter 5. Thanks to vector notation, this model can also
be extended for several nodes, and even load dynamics can be studied with this
approach considering ground as another node.
R/L+jwnom
U
~
YEq
-
I
~
Dynamic Phasor Model (DPM)
~
Figure 3.6: Admittance matrix and dynamic phasor model
Since the voltages U˜ and the currents I˜ are (complex) causal signals that vary
with time, Eq. (3.18) can be rewritten in the Laplace domain, which yields
I(s) = (U1(s)− U2(s)) 1
R+ jωnomL+ Ls
(3.21)
This equation suggests a single complex pole of value −(R/L + jωnom) to be
present on the system. However, care should be taken when analyzing this result,
keeping in mind that the state variable I˜ of this model is also complex. This
actually yields two state variables, since the integration over time of a complex
variable implies two integrations along the real and imaginary components.
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Having found an expression for the dynamics of the current through a line, it is of
interest to find a similar expression for the dynamics of active and reactive power
related to it, since the power controller of the inverter works based on the power
flow and not on its current. With this purpose, the apparent power S flowing into
a node can be computed from
S˜ = P + jQ = U˜ I˜∗, (3.22)
where S˜, P˜ , Q˜, U˜ , and I˜ are functions in the time domain.
The authors in [47] and [48] analyze the related power dynamics directly on
the Laplace domain, neglecting some basic mathematical properties of this ap-
proach. In the first place, the Laplace transform of instantaneous active and reac-
tive power is not equal to the product of the Laplace transforms of voltage and
current. In fact, the power flow should be calculated in the s-domain through the
limit of the complex convolution
S(s) =
1
2pij
lim
T→∞
∫ ς+jT
ς−jT
U(ς)I∗(s∗ − ς∗)dς
which has to be performed along the vertical line Re{ς} = c within the region of
convergence of U(s) [49]. Therefore, dealing with power and energy variables in
the Laplace domain is better avoided, given its mathematical complexity.
In order to better understand the dynamics of power flow, the expression of appar-
ent power in the time domain shown in Eq. (3.22) can be linearized. The prefix
∆ denotes the linearized state, whereas the partial derivatives must be evaluated
at the linearization point.
∆P =
∂P
∂U˜
∆U˜ +
∂P
∂I˜∗
∆I˜∗ (3.23)
∆Q =
∂Q
∂U˜
∆U˜ +
∂Q
∂I˜∗
∆I˜∗ (3.24)
Rewriting these equations for both nodes of the power line yields:
∆P1 = Ir∆U1r + Ii∆U1i + U1r∆Ir + U1i∆Ii (3.25)
∆Q1 = Ir∆U1i − Ii∆U1r + U1i∆Ir − U1r∆Ii (3.26)
∆P2 = −Ir∆U2r − Ii∆U2i − U2r∆Ir − U2i∆Ii (3.27)
∆Q2 = −Ir∆U2i + Ii∆U2r − U2i∆Ir + U2r∆Ii (3.28)
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where the suffixes r and i denote real and imaginary parts.
The linearized current ∆I can be rewritten from Eq. (3.19) in a similar manner,
resulting in
L∆I˙r = ∆U1r −∆U2r −R∆Ir + ωnomL∆Ii, (3.29)
L∆I˙i = ∆U1i −∆U2i −R∆Ii − ωnomL∆Ir. (3.30)
Recall here that the frequency ωnom represents the constant portion of the instan-
taneous frequency, whereas its variations in time are contemplated in the phase
θ.
Last, the amplitude and phase of the voltage at each node can be introduced
through the variables ∆U and ∆θ, linearizing the functions Ur = U cos θ and
Ui = U sin θ:
∆U1r
∆U1i
∆U2r
∆U2i
 =

cos θ1 −U1 sin θ1 0 0
sin θ1 U1 cos θ1 0 0
0 0 cos θ2 −U2 sin θ2
0 0 sin θ2 U2 cos θ2

︸ ︷︷ ︸
T

∆U1
∆θ1
∆U2
∆θ2
 (3.31)
The equations (3.23) through (3.31) allow for a state space model of the line:
˙(∆Ir
∆Ii
)
= A
(
∆Ir
∆Ii
)
+BT

∆U1
∆θ1
∆U2
∆θ2
 (3.32)

∆P1
∆Q1
∆P2
∆Q2
 = C (∆Ir∆Ii
)
+DT

∆U1
∆θ1
∆U2
∆θ2
 (3.33)
with
A =
(−R/L ωnom
−ωnom −R/L
)
(3.34)
B =
(
1/L 0 −1/L 0
0 1/L 0 −1/L
)
(3.35)
3.4 M O D E L V E R I F I C AT I O N 35
C =

U1r U1i
U1i −U1r
−U2r −U2i
−U2i U2r
 (3.36)
D =

Ir Ii 0 0
Ii −Ir 0 0
0 0 −Ir −Ii
0 0 −Ii Ir
 (3.37)
Defining the resistive to inductive ratio of the line ν = R/(ωnomL), the charac-
teristic equation of the linearized system can be written as
det(λ1−A) = λ2 + 2νωnomλ+ ω2nom(ν2 + 1) = 0. (3.38)
An interesting implication arises from the analysis of the eigenvalues λ of this
equation. Opposite to what intuition might suggest, the resulting phasor dynamics
depend merely on the resistive to inductive ratio ν of the line and not on its length.
Nor plays the operating point any role on the resulting poles. The eigenfrequency
and damping ratio of the pole pair can be seen in Fig. 3.7 for different values of
ν. For the classical case in LV grids where R ≈ ωnomL (ν ≈ 1), this analysis
yields an eigenfrequency of 71 Hz with a damping ratio of 0.71. The damping
decreases for more inductive grids, while the lower limit of the eigenfrequency
is the nominal frequency of 50 Hz. For resistive grids, the system becomes faster
and better damped.
3.4 M O D E L V E R I F I C AT I O N
In order to validate the proposed simplified model, the benchmark system of Fig.
3.8 is studied, which consists of a single inverter connected to a stiff grid. The
voltage at the transformer is therefore considered as an ideal voltage source with
adjustable amplitude and phase. The output impedance of the inverter is set to
≈ 1 mH (0.3 Ω), which is an average value of the output filters implemented
by different authors [16, 21, 37, 40]. An equivalent load of 10 kW is connected
in parallel to the inverter, while an impedance Z˜ = 0.2 + 0.1j Ω represents
the equivalent coupling between the inverter and the transformer as discussed in
Chapter 2.
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Figure 3.7: Eigenvalue resulting from the DPM as a function of ν
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Figure 3.8: Single inverter connected to a stiff grid
The detailed small-signal state-space model deduced in [37] is implemented as
a reference model, which has been proven to accurately reproduce the behavior
of a real power inverter. Simulations are then compared with the proposed model
with and without DPM.
For the system of Fig. 3.8, the detailed model in [37] delivers 15 state variables,
10 of which stem from the internal control loops of the inverter, 3 from the power
controller, and 2 from the coupling through the grid. On the other hand, the pro-
posed model makes use of only 3 state variables in its simplest form, or rather
5 state variables when including dynamic phasors. Considering a stiff grid, there
are no state variables related to the power flow at the transformer node, since they
are linear combination of the state variables at the inverter.
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The power controller is set with the same control parameters as in [37], namely
kP = 1.5e-5 Hz/Watts, kQ = 1.3e-3 V/var, (3.39)
TP = TQ = 3.14e-2 s. (3.40)
The output inductance of the inverter is considered in series to the grid model,
from which the equivalent admittance matrix is obtained:
Y˜eq =
(
0.876− 1.365j −0.855 + 1.374j
−0.855 + 1.374j 0.897− 1.384j
)
. (3.41)
The nominal inverter voltage is chosen so that no power is initially delivered by
the inverter, which results in
Unom = 392.57. (3.42)
In order to compare the performance of these three models, a frequency drop of
100 mHz at the transformer is simulated. Moreover, the simulation is repeated
increasing and decreasing the active power droop ±50%, which alters the sta-
tionary values reached. The power delivered by the inverter can be seen in Fig.
3.9 for the three models in these cases.
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Figure 3.9: Active and reactive power delivered by the inverter after a frequency
drop of 100 mHz at the transformer.
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A voltage drop of 20 V at the transformer is simulated as well, producing the
results shown in Fig. 3.10.
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Figure 3.10: Active and reactive power delivered by the inverter after a voltage
drop of 20 V at the transformer.
In all cases, the proposed model follows the detailed model appropriately. Some
inevitable deviations can be recognized during the first few milliseconds, which
are caused by neglecting the faster internal control loops of the inverter and the
output filter dynamics. After these initial differences, all three models continue
to behave in the same way.
Integrating dynamic phasors certainly improves the modeling but intrinsically
adds two state variables, which increases the computational power needed to
study the system. This is not an issue when considering only one inverter, but
might play a decisive role in the simulation of larger interconnected systems. Fur-
thermore, the improvement on the model is minimal, considering the frequency
range of the phasor dynamics and that of the interactions in a typical LV power
grid. Since phasor dynamics were proven to be in the order of 70 Hz, with an ab-
solute minimum of 50 Hz, they shall be further neglected, as long as the resulting
dynamics of the power system continue to be in the lower range of a few hertz.
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Even though the stability of an isolated inverter does not in any way guarantee
that several such inverters will be stable when connected together to the same LV
grid, studying it can illustrate and help understand the effects that different pa-
rameters have on the dynamics of the system. For this purpose, a simplified setup
is considered, consisting of a single and balanced three-phase inverter connected
to an ideal stiff grid through a single impedance. The single-phase equivalent of
such system is shown in Fig. 3.11. The voltage phasors at the transformer and
inverter nodes can be written as U˜0 = U0 and U˜1 = U1ejθ1 respectively.
~
Z=R+jX
Stiff
grid
U0
~
U1
~~
Figure 3.11: Single inverter connected to a stiff grid.
Recalling Eqs. (3.1) through (3.5), the dynamics of the power inverter can be
described by the integral relationship between frequency and phase and the power
droop equations, according to
f = fnom − kP (Pˆ − Pset), (3.43)
U = Unom − kQ(Qˆ−Qset), (3.44)
θ˙ = ω = 2pif, (3.45)
together with the first-order power estimation dynamics, which are normally writ-
ten directly in the s-domain as
Pˆ (s) =
ωfP
s+ ωfP
P (s)and (3.46)
Qˆ(s) =
ωfQ
s+ ωfQ
Q(s), (3.47)
(3.48)
where ωfP = 1/TP and ωfQ = 1/TQ.
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The power flow out of the inverter can be expressed as
P =
1
R2 +X2
(
RU21 −RU0U1 cos(θ1) +XU0U1 sin(θ1)
)
, (3.49)
Q =
1
R2 +X2
(
XU21 −XU0U1 cos(θ1)−RU0U1 sin(θ1)
)
. (3.50)
These two equations can be linearized at a given point U˜0l = U0l, U˜1l = U1lejθ1l ,
resulting in the linear relationships
∆P = kPU∆U1 + kPθ∆θ1, (3.51)
∆Q = kQU∆U1 + kQθ∆θ1, (3.52)
with
kPU =
1
R2 +X2
(2RU1l −RU0l cos(θ1l) +XU0l sin(θ1l)) , (3.53)
kPθ =
1
R2 +X2
(RU0lU1l sin(θ1l) +XU0lU1l cos(θ1l)) , (3.54)
kQU =
1
R2 +X2
(2XU1l −XU0l cos(θ1l)−RU0l sin(θ1l)) , (3.55)
kQθ =
1
R2 +X2
(XU0lU1l sin(θ1l)−RU0lU1l cos(θ1l)) . (3.56)
Replacing the power estimation dynamics of Eq. (3.46) and (3.47), it follows:
∆Pˆ =
ωfP
s+ ωfP
(kPU∆U1(s) + kPθ∆θ1(s)) (3.57)
∆Qˆ =
ωfQ
s+ ωfQ
(kQU∆U1(s) + kQθ∆θ1(s)) (3.58)
Closing the loop related to the reactive power droop replacing equation (3.44)
yields
∆Pˆ (s)
∆θ1(s)
=
ωfP
s+ ωfP
GQ(s) (3.59)
with
GQ(s) =
kPθs+ ωfQ(1 + kQ(kQUkPθ − kQθkPU ))
s+ ωfQ(1 + kQkQU )
. (3.60)
Further closing the loop with the active power droop equation (3.43) leads to
the known closed-loop dynamics of a single inverter connected to a stiff grid, as
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shown for instance in [41]. However, studying the open-loop dynamics at this
point allows for a better insight on the behavior of the system. Fig. 3.12 shows
an equivalent block diagram for the single inverter connected to a stiff grid, high-
lighting the linearized equations of power flow through the line and the equivalent
closed-loop dynamics of the reactive droop controller.
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Figure 3.12: Open-loop diagram for a single inverter connected to a stiff grid
The open-loop transfer function of this system can be written as
Gopen(s) =
2pikP
s
ωfP
s+ ωfP
GQ(s). (3.61)
This transfer function does not necessarily have any physical meaning, since the
loop is cut open at Pˆ , which is an internal variable of the inverter’s controller.
In a similar way, the analysis could be carried on by closing the active power
loop first and the reactive power loop thereafter. Nonetheless, this sets a base
for the later improvement of the active power controller and some interesting
properties related to the dynamics of the inverter can be investigated in this way.
For instance, the value of the line impedance Z˜ does not appear directly on the
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open-loop equation (3.61) but indirectly through a pole-zero pair in GQ(s). The
location of this pole and zero depends on the line parameters kPU , kPθ, kQU ,
and kQθ, which in turn depend on the impedance Z˜ and the linearization point as
shown in Eqs. (3.53) to (3.56). This linearization might be affected by the choice
of the linearization point, yielding erroneous values that could distort the stability
analysis.
It was shown in Chapter 2 that the equivalent impedance on a power grid is practi-
cally unaffected by changes on the load. However, the linearized line parameters
do not only depend on the equivalent resistance R and reactance X but also on
the operating voltages U0l and U1l, as well as on the inverter phase θ1l, which
define the linearization point. Before studying the sensitivity of the linearized pa-
rameters to changes on the voltages and phase that define the linearization point,
it is necessary to estimate the admissible range in which they can vary.
Assuming a constant transformer voltage U0l = 400 V and a maximal voltage
deviation of 10 %, the inverter voltage U1l may vary between 360 and 440 V .
This is usually the case in a power grid, since the maximal voltage deviation
is regulated and has to be guaranteed. On the other hand, the analysis is not as
straightforward for the inverter phase θ1l. In MV and HV power networks, the
maximum phase difference is known to be bounded by pi/2 to avoid generator
tripping. However such a large phase difference might not be possible in a LV
grid, since the lines are much shorter and current flow is limited. To illustrate this
effect, lets analyze the current that flows through the line, which can be written
as
Il =
U0l − U1lejθ1l
R+ jX
. (3.62)
The absolute value of this current can be expressed as
|Il|2 = (RU0l−RU1l cos(θ1l)−XU1l sin(θ1l))
2+(XU0l−XU1l cos(θ1l)+RU1l sin(θ1l))2
R2+X2
(3.63)
which is essentially similar to the equation of a cone. Fig. 3.13 shows the mag-
nitude of the current as a function of the inverter voltage and phase for a line of
impedance Z˜ = 0.2 + 0.1j Ω.
It is interesting to note that the current through the line rapidly reaches a magni-
tude of over 300A for a phase difference of±0.1 radians. This limits intrinsically
the admissible phase difference, since the lines that make up a LV grid are usually
rated at a maximum of 100 to 300 A. With this in mind, the following analysis
will focus on a voltage domain of 400 ± 40 V and a phase domain of ±0.1
radians.
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Figure 3.13: Absolute value of the current for a variation of the inverter voltage
and phase
The location of the pole and zero of GQ(s) can be computed for every lineariza-
tion point within the mentioned admissible domain. Fig. 3.14 shows the values
of the pole and zero given the reactive droop value of Eq. (3.39). Note in the
z-axis that the filter frequency ωfQ was factored out when computing the pole
and zero. The resulting pole of GQ(s) is about 1.2 times faster than the filter
frequency ωfQ, while the zero is 1.4 times faster than ωfQ. Their relative change
remains within a 10 % band for the whole domain. Although this might seem
quite a large error caused by wrongly choosing the linearization point, moving
from one extreme of the domain to the other means having a maximum voltage
of 440 V and 300 A flowing in one direction to a minimum of 360 V and 300 A
flowing in the opposite direction, which is a massive error in the estimation of the
operating point of the system. Therefore, the influence of the linearization point
on the resulting dynamics shall be further neglected.
It should also be noted in Eq. (3.60) that for the case of no reactive power droop
(kQ = 0) the pole and zero in GQ(s) directly cancel each other, while increasing
the droop value moves the pole-zero pair to a higher frequency range and farther
apart from each other. No reactive droop means that the inverter voltage has to be
kept constant, which is clearly optimal for the stability of the system but might
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Figure 3.14: Pole and zero value of GQ(s)
in turn yield to saturation of the power inverter, having to provide large amounts
of power to prevent small voltage deviations. On the other hand, a larger value of
the reactive power droop diminishes the reactive power requirements but yields
larger voltage deviations and a faster response which might lead to unstable be-
havior due to interaction with unmodeled dynamics.
The value of the line impedance Z˜ has the opposite effect on Eq. (3.61). A larger
impedance implies a looser coupling of the inverter to the grid, which moves the
pole and zero in GQ(s) closer together, as seen in Eq. (3.60). Smaller values of
Z˜ signal a stronger coupling of the inverter with the rest of the system, resulting
in faster and worse damped dynamics on GQ(s).
The influence of the bandwidth ωfP and ωfQ of the power filters should also be
considered when studying the stability of an inverter. Most authors set both active
and reactive power filter dynamics equal to a tenth of the nominal frequency of
the grid, or even lower [16, 18, 21, 41]. This is motivated by the necessity of
filtering out possible ripple in the power estimation due to power harmonics and
unbalance, as well as limiting the bandwidth of the input of the inverter’s voltage
controller. A larger bandwidth is therefore not desired. However, the implications
of yet slower filter dynamics should be as well studied.
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The family of Nyquist plots of Gopen(s) shown in Fig. 3.15 helps illustrate the
impact that changing some of the inverter’s parameters has on closed-loop stabil-
ity.
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kP ,wfP
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jIm{G}
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f ≈ 6 Hz
wfQ
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Figure 3.15: Family of Nyquist plots of Gopen(s) for different parameters
The solid line shown in Fig. 3.15 reflects the typical characteristic of the system,
which is obtained implementing the inverter with the parameters shown in [37]
and a line impedance of Z˜ = (0.2 + 0.1j) Ω. Since the active power droop
kP acts as a gain in Gopen(s), increasing it simply scales up the plot, as shown
with the dotted line. The similar happens when decreasing ωfP , which moves the
asymptote a farther to the left (see Appendix II for a detailed analysis on this).
In both cases the system remains stable, although its relative stability decreases,
which can be noticed on the intersection with the unit circle and the resulting
decreased phase margin.
The presence of the pole and zero in GQ(s) is difficult to tell apart, since both
result almost equal for the inverter parameters considered. Hence, the shape of
the Nyquist plot resembles that of a first-order lag element with integrator, which
is absolutely stable in closed loop. However, increasing the reactive power droop
kQ or decreasing the line impedance Z˜ separates the pole-zero pair in GQ(s) as
discussed before. Since the pole in Eq. (3.60) is always slower than the zero, an
increase and later decrease of the phase in clockwise direction can be observed,
creating a small hump as shown with the dashed line. This could yield enough
phase shift so as to jeopardize the stability of the system. Note that a proper selec-
tion of both droop gains could make the plot encircle the point (−1, 0), turning
the closed-loop system unstable.
Although the stability of an inverter results clearly dependent on the selection of
the droop gains, this work focuses on the possibilities of stabilizing the inverter
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without modifying these droops. Both modifying the droop gains and changing
the output impedance of the inverter can alter the dynamic response of the in-
verter, but this also modifies the nominal power deviation given a variation on the
voltage or frequency, which shall remain unchanged in the scope of this work.
In order to cope with probable unstable behavior of the inverter caused by un-
favorable droops, the dynamics of the power controller could be modified. One
way of achieving this is by decreasing the reactive power filter bandwidth ωfQ,
which makes the pole-zero pair in GQ(s) slower. Note that the intersection with
the unit circle corresponds to a frequency of about 6 Hz for the given choice of
inverter parameters, while this value normally lies between 1 and 10 Hz for LV
grids [16, 37, 40, 41, 43, 50, 51]. Sufficiently decreasing ωfQ moves the hump on
the Nyquist plot to a lower frequency range, assuring that the phase of the open-
loop transfer function Gopen(s) never surpasses 180◦. This is a simple solution
that can help avoid instability but it cannot guarantee a good damping of the
closed-loop poles, since the intersection with the unit circle does not move to the
right. A more elaborate strategy must be employed for this purpose, which will
be covered in the next Chapter.
3.6 I N C R E A S I N G T H E S Y S T E M ’ S I N E RT I A
It has been argued in the last years that the stability problems of an inverter-
dominated grid are merely related to a decrease in the system’s inertia. With
this background, many authors have proposed inverter structures that mimic the
functioning of a synchronous generator, coining terms such as VISMA (Virtual
Synchronous Machine) [52], VSG (Virtual Synchronous Generator) [53], and
Synchronverters [54]. The droop-controlled power inverter is itself a variation of
this approach, given that the resulting dynamics are equivalent (recall the anal-
ogy between droop-controlled power inverters and synchronous generators on
Section 3.2).
Since in a power inverter there is no physical inertia that stores kinetic mechanical
energy that could be injected back into the grid if needed, electrical potential
energy has to be secured in exchange. There are two main options that can be
used for this purpose. The first one is to include some sort of storage in the power
inverter, which is usually done in the form of batteries connected to the DC bus.
The second option is to operate the inverter below its optimal operation point,
which leads to a large waste of energy in the case of renewable sources. The
selection of one or the other of these strategies makes a difference in costs and
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efficiency of the system, but does not affect its small signal stability, provided
that a given equivalent inertia can be guaranteed.
However, the size of this equivalent inertia has a direct impact on the system’s dy-
namics. The traditional argument holds that a larger inertia has a stabilizing effect
on the grid, since more energy can be injected in the event of a disturbance. This
neglects the fact that increasing the inertia makes the system slower, as shown in
Eq. (3.11). This slower behavior yields a worse damped system, which is shown
through the Nyquist plot in Fig. 3.15. In the end, the larger the inertia the greater
the phase lag in the feedback loop of a second order system which is naturally
prone to oscillate.
Some other controller structure should explore the possibilities of stabilizing the
system without necessarily adding more virtual inertia but rather systematically
modifying the response of a simple rotating generator to exhibit a more complex
dynamic behavior that can successfully damp the system. The analysis of such a
controller is the topic of Chapter 4
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The basic idea behind the improved droop controller is to compensate for the slow
dynamic response of the inverter by adding an additional term to the active power
droop controller. Instead of using the conventional droop equation [41,55–57]
∆θ˙ = −2pikP∆Pˆ , (4.1)
a power-dependent term is added directly to the phase θ [16–20], which becomes
∆θ = −2pikP
∫
∆Pˆ dt− kPd∆Pˆ . (4.2)
This control structure can be considered a PI controller acting on the phase θ
of the inverter, as seen in Fig. 4.1. The physical relationship between phase and
frequency together with the droop gain kP is seen here as an integral controller,
while a proportional gain is added in parallel to improve the dynamic response.
The gain kP is referred to as the static droop gain, while kPd is called the dynamic
droop gain. A further extension of this scheme implemented as a PID controller
was demonstrated in [16], although the inclusion of the derivative term did not
show any remarkable improvement on the closed-loop dynamics of the system
and could even give rise to an unwanted response in high frequency bands, par-
tially compensating the low-pass behavior of the power filters and amplifying
noise due to harmonics and unbalance.
To better understand the functioning of this controller, it helps to review some as-
pects of power generation with conventional synchronous generators [4,58]. The
power injected by a generator is a nonlinear function of the rotor displacement
angle or load angle. Given a drop in load, the generator has to accelerate in order
to achieve a new load angle and then decelerate to maintain this operating point.
Accordingly, a rise in load pushes the load angle in the other direction. The large
inertia of the generator makes a sudden change in load angle impossible, which
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Figure 4.1: Improved active power droop implemented as a PI controller
in turn makes the rotor being pulled into the new load angle to overshoot and
oscillate around it with decreasing amplitude. Since a droop-controlled inverter
mimics a synchronous generator, the same oscillatory behavior can be observed
in this case. Nevertheless, the overshoot is not caused by a physical inertia but
due to the delayed response of the active power filter. The role of the dynamic
droop gain kPd is to compensate for this delayed action by providing a direct path
between power and phase. This helps the virtual load angle to shift to a new oper-
ating point according to the injected power. As a result, the load angle stabilizes
faster and the oscillations are damped. A similar effect is achieved traditionally
by the damper winding in a synchronous generator, which provides magnetic flux
to compensate the transient relative motion between the rotor and stator.
It is important to note that the zero associated to the PI controller could cancel
the pole at ωfP = 1/TP on the filter, giving the false impression that the inverter
does not present any dynamics. This could give rise to unmodeled dynamics and
instability due to the response of the inverter’s internal current and voltage control
loops. Furthermore, even when pole and zero do not exactly compensate each
other, the bandwidth of the input to the inverter’s internal controller should be
limited in order to avoid noise and ripple to be fed back into the system. For this
purpose, another first-order low pass filter with time constant TPl can be added
to the controller. The constant TPl should be chosen to limit the bandwidth of the
controller, which can be achieved for instance with TPl = TP /20. If this pole is
not added in the implementation of the controller, there will still be a dominant
pole on the system in that frequency range, which stems from the internal voltage
controller in closed loop. This is normally not considered, since most authors
configure their inverters in a way that the resulting poles of the droop controller
lay in a frequency range much lower than the bandwidth of the voltage controller,
but it must be nonetheless considered in the stability analysis to study possible
interactions with the droop controller, as it will become apparent in the following
paragraphs.
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Another way of studying the improved droop structure is as a PD controller.
Rewriting Eq. (4.2) in the Laplace domain yields
∆θ = −
(
2pikP
s
+ kPd
)
∆Pˆ (4.3)
which can in turn be rewritten as
s∆θ = ∆ω = −2pikPGPD(s)∆Pˆ (4.4)
with
GPD(s) = 1 +
kPd
2pikP
s (4.5)
This simplifies the integration with the conventional droop controller since, in-
stead of modifying the controller structure, a simple element is added in series.
Although an ideal PD controller is not realizable, this could be implemented to-
gether with the low pass filter to form a causal subsystem. In this way, instead of
implementing the PD controller as such, an equivalent behavior is obtained with
a phase lead controller.
It is also crucial that the lead controller has a unity gain at lower frequencies,
ensuring that the inverter will operate with the selected power droop kP in steady
state. The resulting transfer function of this controller can be expressed as
Glead(s) =
1 + TPds
1 + TPls
, (4.6)
with
TPd =
1
ωd
=
kPd
2pikP
. (4.7)
The resulting block diagram of the improved active power droop implemented
as a lead controller can be seen in Fig. 4.2, which illustrates the addition of a
controller block in series to the conventional droop scheme.
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Figure 4.2: Improved active power droop implemented as a lead controller
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4.1 DA M P I N G C A PA B I L I T I E S O F T H E I M P ROV E D C O N T RO L L E R
The effect that this controller has on the stability of the inverter can be clearly
shown by means of a Nyquist plot. The solid line in Fig. 4.3 recalls the Nyquist
plot of Gopen(s) as shown in Fig. 3.15 while the dashed line shows the Nyquist
plot of Gopen(s)Glead(s).
Phase lead
-1a
Dψ
Re{G}
jIm{G}
Figure 4.3: Nyquist plot of Gopen(s) (solid) and Gopen(s)Glead(s) (dashed).
The damping capability of the improved droop becomes clear by looking at the
intersection with the unit circle, observing an increase ∆ψ in the phase margin.
Moreover, it is worth noting that a larger droop gain kP or a slower filter constant
ωfP , which were shown in Fig. 3.15 to decrease the damping, could as well be
implemented provided that the lead controller is set in a way that enough phase
margin is allowed. Setting this parameter correctly is therefore crucial to assure
an adequate damping of the system, which will be discussed in the following
Section.
4.2 S TA B I L I T Y A S S E S S M E N T O F A S I N G L E I N V E RT E R W I T H I M -
P ROV E D D RO O P C O N T RO L L E R
Several authors have shown experimentally that the improved droop controller
can successfully damp a given power inverter when the dynamic droop gain kPd
is properly tuned [16, 17, 20, 35, 59, 60], but a fundamental groundwork yielding
a simple analytical criterion for its optimal choice is up-to-date missing. In order
to derive a proper method to tune this controller, lets consider the closed-loop
diagram of Fig. 4.4.
4.2 S TA B I L I T Y O F A S I N G L E I N V E RT E R W I T H I M P ROV E D D RO O P 53
fnomPset
1
2p
q
-
TP
P
^
P
kP
kPd
TPl
GQ(s)
Figure 4.4: Equivalent block diagram of a single inverter with improved droop
controller
This block diagram shows the equivalent dynamics of a single inverter connected
to a stiff grid. The improved droop is implemented as a PI controller, while a
second low-pass filter with time constant TPl was included as discussed before.
The element GQ(s) introduces the closed-loop behavior of the reactive power
controller when the inverter is connected to a stiff grid, as discussed in Chapter
3.
Two main paths can be recognized from this diagram. On the one hand, the in-
tegral branch of the PI controller represents the conventional droop relating the
instantaneous frequency of the inverter to the power injected. On the other hand,
the proportional branch generates an offset in the phase as a function of the power.
To further understand how the dynamic droop gain affects the closed-loop dynam-
ics of the inverter, this diagram can be reshaped as seen in Fig. 4.5 and the loop
can be cut open at the output of the gain kPd.
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Figure 4.5: Reshaped block diagram of a single inverter with improved droop
controller
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The section outlined in blue and the related transfer functionGclosed(s) represent
the closed-loop dynamics of the conventional droop-controlled inverter. If no im-
proved droop was implemented (kPd = 0), the outer loop remains open and
the poles of Gclosed(s) determine the stability of the inverter. However, closing
the loop with the improved droop gain kPd affects the location of the poles of
Gclosed(s), which can be made clear through the root locus plot of Fig. 4.6.
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Figure 4.6: Root locus of Gclosed(s)
The open-loop complex pole pair p1, p2 signals a poorly damped response of
the inverter without improved droop. A zero z1 appears at the origin due to the
presence of the integrator in the feedback path, while the higher frequency pole
p4 originates from the band-limiting low-pass filter with time constant TPl. If
this second low-pass filter was not implemented, an equivalent pole p4 would
still exist, governed by the limited bandwidth of the inverter’s internal voltage
and current loops. The pole-zero pair p3, z2 stems from the reactive power closed
loop GQ(s).
A higher gain kPd increases the damping of the poles p1, p2, while p3 shifts to
the right becoming slower. With a proper choice of the gain, both p1 and p2 can
be located at the break-in point bi yielding a critically damped response. Further
increasing the gain separates the pole pair, shifting one pole to the right towards
z2 and the other to the left. Notice that a break-out point bo appears between p4
and bi, and there are two asymptotes with centroid α and depart angle of ±90
degrees. Care should be therefore taken when selecting a large loop gain, which
can yield high frequency oscillatory behavior due to the interaction with p4.
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4.3 D E P E N D E N C E O N T H E S TAT I C D RO O P G A I N S
The root locus plot of Fig. 4.6 was derived for the inverter parameters shown in
[37]. However, it is important to make sure that the root locus remains qualita-
tively similar for other droop values kP and kQ before formalizing a method for
finding the optimal gain kPd. With this purpose, the root-contour (family of root-
loci) shown in Fig. 4.7 is introduced. In this plot, the root-loci of Gclosed(s) are
shown for different droop values. The first plot shown in Fig. 4.6 is kept in black
as a reference. The blue lines show the new root-loci when varying the active
power droop, while the green lines represent a change in reactive power droop.
In order to allow for a qualitative comparison of these plots, each root locus plot
was scaled horizontally in a way that the zero z2 is located at the same place in
the graphic.
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Figure 4.7: Root contour of Gclosed(s) for different values of kP and kQ
To better understand this figure, the root-contour shall be analyzed in parts as
follows:
4.3.1 Increase in active power droop
For larger values of kP , the poles ofGclosed(s) become worse damped. This is in
accordance with the Nyquist plot of Fig. 3.15, which showed a decrease in phase
56 I M P ROV E D D RO O P C O N T RO L L E R F O R A S I N G L E I N V E RT E R
margin when increasing kP . The break-in point stays almost unchanged and so
does the behavior in higher frequencies. An optimal value of kPd can be found,
which shifts both poles to the break-in point.
4.3.2 Decrease in active power droop
On the other hand, a smaller active droop further damps the poles of Gclosed(s).
This could give rise to a new break-in and break-out pair between p3 and z2,
providing for a region of lower frequencies in which critical damping could be
achieved. Furthermore, a value of kP that is small enough would turn the complex
pole pair into two real poles, removing the break-in point and rendering the use
of the improved droop controller unnecessary, but power output of the inverter
could saturate since more active power has to be provided for the same frequency
deviation.
4.3.3 Increase in reactive power droop
Increasing the reactive power droop moves the pole-zero pair z2, p3 farther apart
from each other and to a higher frequency range, which makes the asymptote
α become closer to them. For a value of kQ large enough, the break-in point bi
disappears, limiting the maximal damping achievable. Note that, if no break-in
point is provided, a critical damping cannot be achieved.
4.3.4 Decrease in reactive power droop
A small enough value of kQ improves the stability of the inverter, allowing a
smaller voltage deviation. In the root locus plot this translates into a slight shift
of all open-loop poles to the left, while the locus itself stays almost unchanged.
As when decreasing the active power droop, saturation of the inverter could be
an issue.
From this analysis it follows that the improved droop controller can considerably
damp an inverter even when the chosen static droops yield an oscillatory behavior.
However, the optimal damping achievable with the improved droop controller is
still limited by the choice of static droops.
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Based on the stability analysis introduced, three methods can be derived to sys-
tematically tune the dynamic droop gain.
4.4.1 Controller design based on root locus
The root locus analysis provides a robust way of tuning the dynamic droop pa-
rameter kPd, choosing a value that optimizes the damping of the complex pole
pair. The advantage of selecting the loop gain via root locus is that the location
of the closed-loop poles can be precisely computed, yielding an optimal damping
for a given configuration. However, the achievable optimal damping was shown
to depend on the static droop values, which makes the search for an optimal
gain hard to automate, having to account for the different possibilities discussed
before, whether there is one, two, or no region on the real axis to which the com-
plex poles can be shifted. Whenever possible, the dynamic droop gain should be
chosen in a way that critical damping of the complex pole pair can be achieved.
4.4.2 Controller design based on Bode plot
A different approach to designing the dynamic droop is by looking at the Bode
plot of Gclosed(s), which is shown in Fig. 4.8. A factor of 2pikP is included to
normalize the plot so that the amplitude is unitary at a frequency of 1 radian per
second, which results from removing the gain from the integral feedback loop
seen in Fig. 4.5.
The Bode plot shows a maximum gain at the frequency ωm, which is the cen-
ter frequency of the complex pole pair on Gclosed. At this frequency, the phase
crosses 0 degrees, while the magnitude varies depending on the damping of the
poles which can be seen in dotted lines. The effects that different droops and
the line impedance have are already accounted for in the closed-loop transfer
function Gclosed, yielding different center frequencies ωm and damping. Since
the gain is unitary at a frequency of 1 rad/s, the straight-line bode plot yields
a maximum gain of ωm. Therefore, by decreasing the loop gain ωm times, the
amplitude plot moves downwards, shifting the gain crossover frequency ωc to
ωm, hence maximizing the phase margin ψ. Further decreasing the loop gain is
unnecessary, since it would overdamp the closed-loop response.
Since this method is based on the straight-line bode plot, the actual phase margin
obtained might not be minimal. However, an improvement on the phase margin
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Figure 4.8: Bode plot of 2pikPGclosed(s)
is still achieved, enhancing the dynamics of the inverter. Although this does not
provide any quantitative information a priori on the closed-loop poles of the sys-
tem, it is a simple yet effective way of designing the improved droop controller
which only requires computing the center frequency of the complex pole pair of
Gclosed(s).
The dynamic droop gain is hence obtained from
kPd =
2pikP
ωm
. (4.8)
If Gclosed does not present a complex pole pair, the system is already critically
damped and no improved droop gain is necessary (kPd = 0).
4.4.3 Controller design based on line impedance
The third method proposed to design the dynamic droop gain kPd is less based on
control engineering tools and more founded on the physical properties of power
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generation. As discussed before, the role of the dynamic droop is to compensate
for the delayed action of the generating source by providing a direct path between
power and phase, helping to achieve a new stationary operating point after a
given disturbance. With this in mind, the linearized line parameters can serve as
indicators of the coupling between power and phase, and in turn be used to derive
the dynamic droop gain kPd.
In particular, the line parameter kPθ was calculated in Eq. (3.54) as
kPθ =
∂P
∂θ
∣∣∣∣
xlin
(4.9)
where xlin represents the chosen linearization point at which the partial derivative
is evaluated. This linearized gain relates to a small change in phase equivalent to
the resulting change in power, which is precisely what the dynamic droop gain
kPd aims to compensate. According to this, the dynamic droop gain can easily
be estimated as
kPd =
∂θ
∂P
∣∣∣∣
xlin
=
1
kPθ
. (4.10)
Note that the gain designed with this method only depends on the line impedance
and on the choice of linearization point. Neither the dynamics of the power in-
verter nor the magnitude of the droops, which were shown to impact the dynamics
of the system, are considered in the choice of kPd. This renders this method ex-
tremely simple to compute, at the expense of control quality. Nevertheless, the
results obtained with this approach are usually satisfactory for most real-world
inverter configurations.
Although the resulting damping achieved with this method is far from optimal,
the role of coupling through the power line in the design of the dynamic droop
gain is worth paying attention at, which will be addressed again in Chapter 6.
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In order to illustrate the results obtained with the three design methods proposed,
the response of the same benchmark system as discussed in Chapter 3 is studied
when implementing the improved droop controller. All the same parameters of
the system are used, only adding an improved droop gain to the inverter.
Table 4.1 shows the dynamic droop gains in mrad/kW and the resulting poles of
the system obtained with the three methods, as well as the poles of the inverter
60 I M P ROV E D D RO O P C O N T RO L L E R F O R A S I N G L E I N V E RT E R
without dynamic gain. The equivalent zero ωd that results from the improved
droop controller is shown as well.
Table 4.1: Resulting poles for different dynamic droop gains
Open-loop Root locus Bode plot Impedance
kPd = 0 kPd = 2.88 kPd = 8.06 kPd = 2.39
ωd =∞ ωd = 32.62 ωd = 11.66 ωd = 39.24
−629.94 −525.10 −597.04 −602.87
−13.66 + 29.62j −95.30 −36.74 + 6.67j −30.45 + 17.38j
−13.66− 29.62j −95.30 −36.74− 6.67j −30.45− 17.38j
−67.98 −9.55 −54.72 −61.47
Note that the design based on root locus yields all real poles, which is achieved
by increasing the gain until both complex poles are shifted to the break-in point
present in the root locus. The other two methods preserve the pair of complex
poles but with improved damping.
Figure 4.9 shows the power output of the inverter when a frequency drop of
100 mHz is introduced at the transformer. The response of the inverter without
dynamic droop is shown in gray while the blue lines show the response of the
inverter for the different dynamic droop gains shown in Table 4.1. Although such
a step in frequency is unlikely to be present in the real world, this simulation
helps illustrate the transient dynamics of the inverter.
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Figure 4.9: Response of the inverter to a frequency step at the transformer with
different values of kPd
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An interesting result can be observed by comparing the step responses of the sys-
tem. The design based on line impedance damps the initial oscillatory behavior
of the inverter without improved droop, yet the step response stays underdamped.
The response obtained with the design based on Bode plot seems fairly damped,
although a small overshoot can be noticed. On the other hand, the droop gain
based on root locus, which critically damps both complex poles, yields a transient
response which might seem unnecessary slow and overdamped. This is caused by
the dominant effect of the slowest pole of the system, since increasing the gain
needed to shift both complex poles to the real axis also shifts the slowest pole to
the right, making it slower.
Under the same test scenario, it is interesting to observe as well the instantaneous
frequency of the inverter, which is shown in Fig. 4.10. The dynamic droop gain
subtly “pushes” the frequency towards its steady state value, resulting in a better
transient response. Note that the design based on root locus yields the fastest rise
time but a slower settling time, as expected from the resulting eigenvalues.
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Figure 4.10: Instantaneous frequency of the inverter after a frequency step at the
transformer with different values of kPd
In all cases, the transient response settles within 200-300 ms, while the right
choice of dynamic droop gain turns the system faster. However, the goal of the
improved droop controller is not to make the system faster but better damped, in
order to avoid undesirable oscillations. Faster dynamics could actually be harm-
ful to the stability of the system, since the model used to design the improved
droop controller assumes that the internal inverter dynamics and the power line
dynamics can be neglected. A given configuration resulting in an excessively fast
response could therefore lead to interactions with unmodeled dynamics yielding
an unstable behavior. This will be better illustrated in the next Section.
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4.6 I N A D M I S S I B L E F A S T DY N A M I C S
The example shown before is based on real-world inverter parameters, whereas
the impedance chosen was a result of a statistical analysis made on a real-world
low-voltage grid as presented in Chapter 2. A larger line impedance was shown
in Chapter 3 to better damp the system, while a smaller value increases the cou-
pling of the inverter yielding worse damped oscillatory modes and even unstable
behavior.
In order to further study the damping capabilities of the improved droop con-
troller, lets assume that the power line between the inverter and the transformer is
ten times smaller, i.e. Z˜ = 0.02 + 0.04j Ω. The resulting poles obtained without
dynamic droop and those resulting from each of the methods proposed are shown
in Table 4.2, as well as the gain kPd and the equivalent zero ωd related to each
case.
Table 4.2: Resulting poles for different dynamic droop gains with smaller
impedance
Open-loop Root locus Bode plot Impedance
kPd = 0 kPd = 1.77 kPd = 0.95 kPd = 0.31
ωd =∞ ωd = 52.92 ωd = 98.67 ωd = 300.79
−643.02 −336.56 −533.86 −611.51
−3.80 + 98.60j −177.01 −61.97 + 93.86j −20.19 + 99.81j
−3.80− 98.60j −177.01 −61.97− 93.86j −20.19− 99.81j
−98.33 −58.36 −91.16 −97.07
As it was the case before, the dynamic droop controller shows its ability to damp
the system. The complex poles resulting from the inverter without improved
droop are damped in all cases, while the design based on root locus even accom-
plishes a critical damping of them, at least theoretically. However, the simulation
of the full model without disregarding higher order dynamics shows that the sys-
tem is actually unstable for half of the cases shown before, which can be seen in
Fig. 4.11.
The response of the system without improved droop is clearly underdamped yet
stable. According to the analysis presented before, increasing kPd should shift the
complex poles along the root locus as shown in Fig. 4.6, resulting in a faster and
better damped response. Nonetheless, the simulation shows a different behavior.
The smallest of the gain values, i.e. the one obtained with the method based on the
line impedance, results in faster and worse damped dynamics. This means that
the complex pole pair did not shift to the left as much as expected from Table 4.2.
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Figure 4.11: Response of the inverter to a frequency step at the transformer with
different values of kPd with smaller impedance
Further increasing the gain up to the value obtained based on Bode plot results in
a stable and better damped response, while the improved droop gain calculated us-
ing the root locus yields instability. This does not relate to the behavior expected
from the analysis derived before and rather signals that the model used to analyze
the stability of the system was wrong. This is indeed the case, since the model
was derived based on the assumption that the inverter’s internal dynamics and the
power line dynamics could be neglected, while the resulting eigenvalues shown
in Table 4.2 are rather fast, located close to the grid frequency, which suggests
that the model might not be accurate. The system without improved droop has a
pair of poles with a natural frequency of about 16 Hz. For the other gain values
shown from left to right, the complex poles have a natural frequency of 28, 18
and 16 Hz respectively, which is about half the nominal grid frequency of 50 Hz.
Furthermore, the equivalent zero of the improved droop controller lies between 8
and 48 Hz, which is overly close to the grid frequency.
Interestingly enough, the dynamic gain based on Bode plot yields a stable be-
havior, even though the model used is not accurate. This is the case because of
the tradeoff between the need of model accuracy and the resulting control per-
formance of this method. In the Bode plot, all system parameters are computed
together resulting in a single center frequency which is used to derive the dynamic
droop gain, maximizing the phase margin of the system. Unmodeled higher fre-
quency dynamics alter the accuracy of the plot, but an optimization of the phase
margin is still achieved. In the case of the root locus plot, a gain is found which
shifts the poles to a precise location of the s domain, while the trajectory of the
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poles is strongly affected by each and all of the parameters of the system. Hence,
the sensitivity of this method to unmodeled dynamics is larger and the resulting
dynamics of the real system can be in turn unstable.
An enhanced model of the system could be derived considering the faster dy-
namics that arise from the power line impedance as discussed in Chapter 3. In
this way, new root locus plot and Bode plots could be obtained, allowing for a
better design of the dynamic gain. However, there are a few reasons not to do
this. In the first place, the order of the model would increase by two, which might
not be prohibitive for the analysis of a single inverter, but would complicate the
later extrapolation of the results obtained in this section to a system with many
inverters operating in parallel. Moreover, the simple analysis in a quasi-stationary
reference frame cannot reproduce correctly current harmonics and asymmetries
in the three-phase system, which introduce further errors in the model in a fre-
quency range close to 50 Hz and higher. In a real-world grid the voltages and
currents are rarely perfectly sinusoidal, presenting nonlinear distortion and con-
stant stochastic disturbances caused by load changes. This makes it difficult, if
not impossible, to derive a small signal linear dynamic model which is accurate
enough so as to allow for the design of a controller in a frequency range close to
the nominal frequency of the grid. Still, the inverter under consideration should
be able to be connected to the grid through a smaller line impedance and yet be
stable. A different approach to solving these unpredicted instability issues is in
this sense required.
4.7 S L O W E R F I LT E R DY N A M I C S
When studying the stability of a single inverter connected to the grid it was shown
that reducing the bandwidth of the reactive power filter ωfQ shifts the internal
closed-loop dynamics GQ(s) to a lower frequency range, while reducing the
active power filter cut-off frequency ωfP has a negative effect on the relative
stability of the system. Increasing the bandwidth of the filters is impracticable,
since enough filtering is necessary for the estimation of active and reactive power
from the measured voltages and currents.
Although a slower filter response degrades the stability of the system, the result-
ing dynamic droop gain can compensate this destabilizing effect. To illustrate this
process, lets consider the same scenario as before in which the line impedance
was reduced ten times to Z˜ = 0.02 + 0.04j Ω. In addition, the filter cut-off
frequencies ωfp and ωfQ shall now be reduced ten times as well, resulting in
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ωfP = ωfQ = pi. With these values, the system without improved droop be-
comes slower and unstable, which can be seen in the first column of Table 4.3.
In spite of this, the three methods proposed provide values for the dynamic gain
that stabilize the system.
Table 4.3: Resulting poles for different dynamic droop gains with smaller
impedance and slower filter constants
Open-loop Root locus Bode plot Impedance
kPd = 0 kPd = 5.85 kPd = 3.05 kPd = 0.31
ωd =∞ ωd = 16.09 ωd = 30.86 ωd = 300.79
−629.82 −564.64 −597.70 −626.68
0.15 + 30.86j −32.81 −16.23 + 27.28j −1.72 + 30.89j
0.15− 30.86j −32.81 −16.23− 27.28j −1.72− 30.89j
−10.27 −10.13 −10.22 −10.26
Unlike before, the resulting center frequencies of the oscillatory modes are much
lower than the nominal grid frequency. The open loop system oscillates with a
frequency of about 4.9 Hz, while the complex pole pairs resulting from the three
methods yield natural frequencies of 5.2, 5.0, and 4.9 Hz, from left to right.
The response of the system to a frequency step at the transformer is simulated as
before, which can be seen in Fig. 4.12. Given that the natural frequencies are now
much slower than the grid frequency, the simulation reproduces the dynamics
from Table 4.3 as expected. The marginal stability resulting from the dynamic
gain derived with the method based on line impedance can as well be noticed.
The procedure just shown constitutes a method to stabilize a given system which
otherwise would result in fast and unstable behavior. The first step consists in
making the system slower and worse damped through the choice of a lower cutoff
frequency for the power filters. Subsequently, the dynamic droop gain is designed
to damp the system. As a result, a slower and better damped response can be
achieved.
The example scenario shown was obtained considering a smaller line impedance.
However, the same approach is valid when an unfavorable choice of droop pa-
rameters yields unacceptably fast dynamics.
As a consequence of turning the inverter’s response slower, a larger dynamic
droop is necessary in order to push the phase forward and compensate for the
delayed action of the filters. A disadvantage of larger dynamic droop gains could
be argued when it comes to noise sensitivity. However, the equivalent zero on the
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Figure 4.12: Response of the inverter to a frequency step at the transformer with
different values of kPd
PI controller lies in the range of a few Hz, which should not jeopardize the stabil-
ity of the system due to its sensitivity to noise and the faster nonlinear processes
present in a power grid.
4.8 C O M PA R I S O N O F T H E M E T H O D S P RO P O S E D
The three methods proposed in this chapter were shown capable of deriving a
dynamic droop gain that stabilizes a given inverter connected to the grid within
certain limits. Table 4.4 resumes the characteristics of each method evaluated
according to different criteria. A plus sign means good, a circle average, and a
minus sign poor performance.
The method based on root locus was the only capable of achieving critical damp-
ing of the complex poles, considering explicitly all parameters of the system
when computing the transfer function Gclosed(s). This makes it powerful but
hard to compute, which in turns makes it prone to error caused by unmodeled
dynamics.
The method based on Bode plot only depends on the center frequency of the
complex pole pair. All other parameters are accounted for implicitly in this value.
Although the resulting poles are not critically damped, this method is the best
compromise between closed-loop dynamics and robustness against model uncer-
tainties.
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Table 4.4: Comparison of the different methods proposed to derive the dynamic
droop gain
RL Bode Z˜
Easiness to compute - ◦ +
Sensitivity to unmodeled dynamics - ◦ -
Damping of the resulting closed-loop poles + ◦ -
Accounts for no need of kPd + + -
Accounts for the values of kP and kQ + ◦ -
Accounts for the value of the line impedance + ◦ +
Accounts for the values of ωfP and ωfQ + + -
The method based on line impedance was proven to be the simplest to compute,
yet the resulting performance is far from being optimal. The dynamic droop gain
is derived only based on the impedance parameters and linearization point. There-
fore, the sensitivity of this method to changes in the rest of the system parameters
is poor. However, the role of coupling through the power line in the design of the
dynamic droop gain is worth paying attention at, especially when several invert-
ers are connected to each other through impedances of different values. For such
a scenario, some extension of these methods or even a combination between them
shall be studied. This will be addressed in Chapter 6.
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The dynamics studied so far has been derived considering a single inverter con-
nected to an ideal stiff grid. However, in a real-world grid the inverters are not
isolated but rather interconnected through power lines, which couple their dy-
namics and give rise to more complex behavior. In addition, the meshed nature
of the grid can render the concept of a single PCC inappropriate. In this sense, a
proper model for a group of inverters in a distributed grid is needed, which has
to reproduce the complex phenomena that arises from their coupling.
5.1 S Y N C H RO N I Z AT I O N
When several simple systems are put together into a larger more complex struc-
ture, surprising behavior can arise. When the behavior of such a system is not a
property of any single portion of that system but rather a property that emerges
due to interactions among them, it is called emergent behavior. The existence of
emergent properties is one of the most distinguishing features of complex sys-
tems. Particularly interesting is the phenomenon of synchronization, which is the
adjustment of the rhythms of oscillating objects due to their weak interaction [61].
Although the terms rhythm and oscillating objects are vaguely defined, the syn-
chronization of several complex systems can be studied by deriving mathematical
models accordingly.
The first documented scientific observation of synchronization phenomena dates
back to 1665, when the physicist Christiaan Huygens noted that two pendulum
clocks hanging from the same wooden beam will swing coherently. However, the
basic idea behind emergent behavior has been around since the time of Aristotle,
who first postulated that the whole is greater than the sum of the parts. In this
sense, the complexity of the resulting synchronization is not in the individual
objects, but rather in the way in which they interconnect.
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Nowadays, the emergence of synchronization is a fascinating topic in various
scientific disciplines that range from engineering, chemistry, and biology, to neu-
roscience and sociology. There are hundreds of examples of this, ranging from
synchronous pendulums as those from Huygens to more abstract behavior such as
birds flying in flocks, fish schools, voting patterns and even trends in the fashion
industry. The synchronization of several rotating generators in a power system is
no exception to this phenomenon.
5.1.1 The Kuramoto model
The simplest and most used model for synchronization phenomena available to-
day is the so called Kuramoto Model, propsed in 1975 by Yoshiki Kuramoto [62].
The model considers a set of N coupled oscillators, each of which is governed
by the equation
θ˙i = ωi +
N∑
j=1
µij sin(θj − θi), i = 1, ..., N. (5.1)
Each oscillator has an intrinsic random natural frequency ωi, distributed with a
given probability density, and is coupled to all other oscillators through the gains
µij . If one isolates the oscillators (µij = 0∀i, j), each one will oscillate with its
distinct frequency ωi. However, all oscillators will synchronize spontaneously to
a collective frequency when sufficient coupling is provided. Despite its apparent
simplicity, this model gives rise to highly complex dynamic behavior, and it can
be further modified to include damping and other sorts of coupling between nodes
[63].
A simple graphical interpretation of this phenomenon can be seen in Fig. 5.1,
which shows three points connected to each other through springs while rotating
in a circle. Note that this is a simplified two-dimensional representation and no
collisions are possible. If the springs were not provided, each point will con-
tinue to rotate with its natural frequency ωi. When the springs are added to the
system, each oscillator becomes coupled with the other two. In this way, any dif-
ference between their frequencies will compress or expand a spring, generating
a compensating force that accelerates or decelerates the oscillators. As a result
of the coupling, a synchronization of the oscillators arises and the three points
rotate synchronously. Should a disturbance on the system modify this phase dif-
ference, the synchronization process starts over again and a new equilibrium state
is achieved.
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Figure 5.1: Mechanical analog of three coupled oscillators.
This model has found applications in the power generation area, since Eq. (5.1)
is identical to the simplified model of a synchronous generator in a HV power
grid, whereas the coupling µij relates to the inductance of the power line [4].
Surprisingly, this fully nonlinear dynamic model can be solved exactly in the
limit of infinite number N of oscillators, assessing the absolute stability of the
system for a given coupling between oscillators. The existence of such a solution
has fascinated researchers for decades and has yielded sophisticated methods to
study the nonlinear dynamics of such systems. Particularly worth to mention is
the capacity to asses the transient stability of a power system and to estimate its
region of attraction, that is the stability of a new equilibrium state arising after
a large change in the network parameters or topology, as it is usual after a fault
event.
However, there are some disadvantages and limitations related to this. For in-
stance, the assumption that a closed-form solution with N → ∞ is related to a
real power system can be accepted in a large-scale interconnected system such
as the European power grid, but to perform a similar analysis in a LV grid with
only 10 or 20 generating units might not be logical. Moreover, the authors in
[64] postulate that a MG with several droop-controlled inverters is mathemati-
cally equivalent to a group of coupled oscillators. Nonetheless, this is only the
case when considering a single common load in the grid and perfectly inductive
power lines, which is certainly not the case in a real LV grid.
Some limitations on the model can be bypassed by modifing Eq. (5.1) accord-
ingly. For instance, the non-uniform Kuramoto model introduced in [65] incorpo-
rates the resistive nature of the power lines in a LV grid to the model but further
neglects the dynamics of voltage control. As a matter of fact, coupled and higher
order dynamics are hard to integrate into the model, and a closed-form solution
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to the synchronization problem might not be feasible. Compared with the simple
mechanical analog of Fig. 5.1, including the voltage dynamics into the model
would mean that the points do not simply rotate in a common circle, but also the
radius of each circle changes with time.
Last but not least, it is essential to note that a nonlinear analysis in a LV grid only
makes sense in the context of transient stability and post-fault events, whereas
the small-signal dynamics of a system during normal functioning has to be sta-
ble as well. In this case, the selection of the inverters’ control parameters is a
small-signal stability problem for which a linearization at the working point is
sufficient.
For these purposes, the following will focus on deriving a complete model for
the dynamics of a group of droop-controlled inverters in a LV grid considering
their coupling through the power flow in the grid and the linear dynamics of each
inverter. This model will later be linearized and used for controller design.
5.2 N O N L I N E A R M I M O P O W E R F L O W M O D E L
In order to calculate the power flow through a network, it is necessary to derive
the voltages and currents at each node, which are related to each other through
the admittance matrix Y˜NetEq (see Chapter 2), such that
I˜ = Y˜NetEqU˜E . (5.2)
Note that I˜ and U˜E are vectors that contain the voltages and currents at each of
the n nodes of the power grid to which energy sources are connected.
The network model is completed as shown in Fig. 5.2, recalling the The´venin
equivalent of the power inverter, which includes a non-zero output impedance.
Adding the output impedance of the inverters in series yields the equivalent ad-
mittance matrix Y˜Eq , which relates the inverter currents I˜i to their voltages U˜i.
This admittance can easily be computed from
Y˜Eq
−1
= Y˜NetEq
−1
+ Z˜Out, (5.3)
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Figure 5.2: Example of an equivalent LV grid with three inverters and the admit-
tances between nodes.
with the diagonal output impedance matrix
Z˜Out =

0 0 0 0
0 Z˜O2 0 0
0 0 Z˜O3 0
0 0 0 Z˜O4
 . (5.4)
The vector of apparent powers S˜ can then be computed as the element-wise pro-
duct of the voltage vector with the complex conjugate of the current, such that:
S˜ = U˜ .I˜∗ (5.5)
Equations (5.2) and (5.5) together with the phasor equation U˜ = Uejθ add up to
the nonlinear MIMO system shown in Fig. 5.3, which describes the power flow
in the grid, in a first instance without dynamic phasors. 2n inputs are grouped in
the vectors U and θ, and 2n outputs are grouped in P andQ. All signals on this
diagram are vectors as well.
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Figure 5.3: Nonlinear power flow model
5.3 L I N E A R M I M O I N V E RT E R M O D E L
For the case of several inverters, the model presented in Chapter 3 can easily be
extended changing all scalars to vectors. In this case, the voltages Ui and phases
θi at a given node i of a total of n nodes are grouped together in the vectors
U =

U1
U2
...
Un
 , θ =

θ1
θ2
...
θn
 . (5.6)
The same is done with every other variable in Fig. 3.3, while KP and KQ
are n × n diagonal matrices with the droop coefficients kP1 , kP2 , ...kPn and
kQ1 , kQ2 , ...kQn . This method describes a linear MIMO system with 2n inputs
grouped in the vectors P and Q, 2n outputs grouped in U and θ, and 3n state
variables in the vectors θ, Pˆ , and Qˆ.
The block diagram of Fig. 3.3 stays unchanged, although it has to be noted now
that all signals on the diagram turn into vectors. This block diagram is repeated
with vector notation in Fig. 5.4 for clarity
U
Unom
fnom
f
1
2p
Qset
-
TP
TQ
-
P
Q
^
^
Pset
P
Q
DroopsFilters q p=2 f
.
KQ
KP
q
Figure 5.4: Simplified block diagram of a set of droop-controlled inverters
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5.4 J O I N T M O D E L
Linking the inverter and grid models together delivers the closed-loop nonlinear
system shown in Fig. 5.5, which describes the power flow between inverters cou-
pled through a power grid. The dynamic phasor model is shown with a dashed
contour, since its implementation is optional.
KQ
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2p
fnom
q
U
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KPPset
P
Q
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TQ
DPM
f
P
Q
^
^
U
~
U=Ue
j q~ YEq
I
~
~
S=U.I*
~
Inverters and transformer Coupling through the grid
~
-
- ~
Figure 5.5: Proposed nonlinear model for multiple interconnected inverters
This model can be used to simulate the dynamics of one or more inverters con-
nected to a power grid in a simple yet powerful way. Its realization in MAT-
LAB/Simulink is straightforward, following the block diagram of Fig. 5.5. The
scalability of this approach is also a point worth to mention, since all signals on
this diagram are actually vectors whose elements describe different nodes of the
grid.
5.5 G R I D - C O N N E C T E D A N D AU T O N O M O U S O P E R AT I O N
When studying the stability of parallel-connected power inverters in LV grids,
it is common to find different modeling approaches depending on the case that
is being considered. For a grid-connected MG, the transformer is generally rep-
resented by an infinite bus with a given amplitude and frequency which cannot
be influenced by the MG. To the contrary, the transformer node is ignored in
autonomous operation. Both approaches can be obtained modifying the simple
model proposed. Moreover, a third option could also be considered.
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The case of a stiff grid can be easily achieved by setting the droop parameters
of the corresponding node t to zero. In this case, the state variables Pˆt and Qˆt
vanish, while the nominal values Unt and fnt are left as inputs, reducing the
order of the system. This provides a simple way to simulate disturbances such as
voltage drops or frequency swings at the transformer.
Ignoring the transformer can as well be done, simply removing the equations for
the given node. This makes it possible to study the interaction between several
inverters in autonomous operation. Considering more than one transformer is also
possible, although this is rarely the case in LV grids.
The third option is to establish equivalent droops and dynamics at the transformer
node, replacing the corresponding droop parameters and time constants with
those of the equivalent MV grid. This lays down a simulation framework for
future scenarios, where the amount of load-following energy generated in a de-
centralized manner could surpass the one available on the MV grid. The impact
of the dynamics between medium and low-voltage grids could hence be studied
in this way.
5.6 S M A L L - S I G N A L DY N A M I C S O F M U LT I P L E I N V E RT E R S
The nonlinear model derived accounts for the local dynamics of each inverter
and the emergent behavior that arises from their coupling through the grid. The
dynamics of the power flow between n nodes can be easily simulated with this
complex-valued nonlinear model. However, this approach does not provide any
information a priori about the stability of the system. With this purpose, the sys-
tem can be linearized at an operating point, allowing for an eigenvalue analysis
of the complete system.
The linear MIMO model for a set of droop-controlled inverters shown in Fig. 5.4
can be directly described in state space form as:
x˙Inv = AInvxInv +BInvuInv, yInv = CInvxInv (5.7)
with the matrices:
AInv =
0 −2piKP 00 −ωfP 0
0 0 −ωfQ
 (5.8)
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BInv =
 0 0ωfP 0
0 ωfQ
 (5.9)
CInv =
(
1 0 0
0 0 −KQ
)
(5.10)
considering the states xInv , inputs uInv , and outputs yInv:
xInv =
θPˆ
Qˆ
 , uInv = (PQ
)
, yInv =
(
θ
U
)
, (5.11)
where 1 and 0 indicate identity and zero matrices respectively.
Recall that θ, Pˆ , Qˆ, P , Q, and U are vectors with n elements, while the
matrices AInv, BInv and CInv result of size 3n× 3n, 3n× 2n, and 2n× 3n
respectively.
The coupling through the grid can be considered as a nonlinear gain, which must
be linearized at the complex operating point U˜0 = U0ejθ0 = U0r + jU0i.
A matrix representation of the linearized power flow in the grid is possible recall-
ing equations (3.23) through (3.28), which yield
(
∆P
∆Q
)
=
(
U0r
d U0i
d
U0i
d −U0rd
)
︸ ︷︷ ︸
U0r,i
(
∆Ir
∆Ii
)
+
(
I0r
d I0i
d
−I0id I0rd
)
︸ ︷︷ ︸
I0r,i
(
∆Ur
∆Ui
)
(5.12)
The symbol d indicates an extension of the vector to a diagonal matrix whose
non-zero elements are those of the vector, in the same order. This is a simple
mathematical subtlety that allows for a compact representation of the linearized
equations (3.23) through (3.28) in matrix form.
The currents and voltages are related through the equivalent impedance matrix
Y˜eq , which can be separated into a conductance matrix and a susceptance matrix,
resulting in
GEq = Re{Y˜Eq}, BEq = Im{Y˜Eq}, (5.13)
78 M O D E L O F A LV G R I D W I T H D I S T R I B U T E D G E N E R AT I O N
(
∆Ir
∆Ii
)
=
(
GEq −BEq
BEq GEq
)
︸ ︷︷ ︸
Yr,i
(
∆Ur
∆Ui
)
(5.14)
Last but not least, the phasor equation can be separated into real and imaginary
parts, and linearized as a function of its amplitude and phase, as shown in Eq.
(3.31), which yields(
∆Ur
∆Ui
)
=
(−U0d ◦ sin(θ0)d cos(θ0)d
U0
d ◦ cos(θ0)d sin(θ0)d
)
︸ ︷︷ ︸
T0
(
∆θ
∆U
)
(5.15)
Replacing equations (5.14) and (5.15) into Eq. (5.12) yields the linearized power
flow equation (
∆P
∆Q
)
= N
(
∆θ
∆U
)
, (5.16)
with
N = (U0r,iYr,i + I0r,i)T0. (5.17)
The matrix N is of size 2n × 2n and represents the linearized coupling of the
inverters due to the power flow through the grid.
Combining the inverter model of Eq. (5.7) with the linearized coupling matrix on
Eq. (5.16) gives rise to the closed-loop system matrix Asys, whose eigenvalues
characterize the small signal dynamics - and hence the stability - of the power
flow between inverters:
Asys = AInv +BInv N CInv. (5.18)
Considering the frequency ∆fnom and voltage amplitude ∆Unom at each node
as inputs and the resulting power flow ∆P , ∆Q as outputs, the state-space rep-
resentation of the linearized system is completed by the matrices:
Bsys =
 2pi1 0(ωfP 0
0 ωfQ
)
N
(
0 0
0 1
) (5.19)
Csys = N
(
1 0 0
0 0 0
)
(5.20)
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Dsys = N
(
0 0
0 1
)
. (5.21)
The transfer functions from each input to each output can be obtained by evaluat-
ing the transfer matrix
Gsys = Csys(s1−Asys)−1Bsys +Dsys. (5.22)
For a system with n inverters in autonomous operation, the matrixAsys is of size
3n×3n. The rank of this matrix is however 3n−1. This is a small drawback of the
proposed modeling approach, which implies describing the phase locally at every
inverter, whereas the actual power flow is not governed by the absolute phases
of the voltage phasor at the nodes but by the phase differences between them.
Most authors [7, 16, 18, 40, 57, 58, 66, 67] consider this physical property when
modeling power interactions through the grid from start on, selecting one node
as base and referring all other inverter phases to it. In the grid-connected case,
the transformer is selected as a reference. As a result, the modeling technique is
restricted to a given configuration and has to be modified, however slightly, when
adding or removing inverters to the system, or when changing the configuration
of the grid. The proposed modular model does not depend on a reference, hence
simplifying the modeling for any chosen configuration. Ultimately, the reduced
rank of the system matrix only produces an extra pole at zero, which can be easily
disregarded when studying the eigenvalues of the system.
For the grid-connected case, in which n − 1 inverters are connected to an ideal
transformer through a grid, the rank of Asys further reduces in two to 3(n− 1),
since the two state variables related to the estimation of active and reactive power
at the transformer vanish when considering it as an ideal voltage source with no
dynamics. In this case, the eigenvalue analysis yields two extra poles at the origin,
which must as well be disregarded. With this in mind, the small-signal stability of
a given LV grid with DG can be studied computing the eigenvalues of the matrix
Asys, disregarding additional poles at the origin when proper.
5.7 V E R I F I C AT I O N O F T H E M O D E L
A validation scenario for the proposed model can be seen in Fig. 5.6, which
consists in three inverters functioning in autonomous operation. The same con-
figuration and parameters as in [37] are chosen in order to compare results. Two
loads of value Z˜L1 = 25 Ω and Z˜L3 = 20 Ω are connected at nodes 1 and 3,
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representing 12.9 kW of load. The inverters are configured to provide 3.8, 4.3,
and 4.8 kW of active power and 0, -200 and 200 var of reactive power at steady
state.
~
ZO1
U1
~
~
ZO2
U2
~
~
ZO3
U3
~
ZL3ZL1
~
~
~ ~
~
Node 1 Node 2 Node 3
Z =0.23+0.1j12 W Z =0.35+0.58j23 W
~ ~
Figure 5.6: Three inverters in autonomous operation
The authors in [37] have shown experimental results from a MG with this config-
uration after being excited with a controlled current source in parallel to the load
at node 1, providing a step change of 3.8 kW. In the proposed model, this trans-
lates to an equivalent decrease of the load impedance Z˜L1, which is changed to
Z˜L1 = 15 Ω. This yields the simulation results shown in Fig. 5.7. The complete
model of the system as shown in [37] was implemented in MATLAB/Simulink
and the solid lines show the resulting behavior obtained with this model. On the
other hand, the dashed lines show the behavior of the proposed model. A verifica-
tion against experimental results can be done by comparing to the measurements
shown in [37], Fig. 14 and 15.
Some small deviation from nominal values are observed in the simulation, which
are due to the fact that the proposed model neglects power loses in the inverter,
whereas the reference model includes small resistors that introduce power loses
in the output filter of the inverter.
In order to examine the low frequency modes under a severe step in RL load, the
authors in [37] repeated the experiment exciting the unloaded system with a load
step of 16.8 kW, 12 kvar at bus 1. To recreate this disturbance, the equivalent
admittance parameters Y˜L1 and Y˜L3 are initially set to zero, while the load step is
achieved changing Y˜L1 to 116.3−83.1j mS. Simulation results for the proposed
model are shown in Fig. 5.8. The solid lines represent the full model, while the
dashed line shows the behavior of the proposed model. Note the small 50 Hz
ripple present in the full model, which is due to resonance in the inductive load.
Please refer to [37], Fig. 16 and 17, for a comparison with experimental results.
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Figure 5.7: Active and reactive power delivered by the inverters after a 3.8 kW
load step at node 1
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Figure 5.8: Active and reactive power delivered by the inverters after a 16.8 kW
+ 12 kvar load step at node 1
82 M O D E L O F A LV G R I D W I T H D I S T R I B U T E D G E N E R AT I O N
The complete linearized state space model for this three-inverter autonomous
MG yields 43 state variables, most of which are related to faster modes, while
considering only the slower dynamics of the power controller reduces the order
of the system to only 9. The active and reactive power response simulated in
Fig. 5.7 and 5.8 are analogous to those obtained through the detailed modeling
of the system and experimentally through measurements in a real test system in
[37]. Some minor differences arise, proper of neglecting high order dynamics.
Note as well that the curves do not match perfectly mostly because of the initial
conditions following the disturbance, whereas the eigenfrequency and damping
on all curves are very similar. Thus, it is worth to highlight that the low fre-
quency modes present in a typical LV grid are still correctly reproduced with the
proposed approach, even though the faster dynamics are neglected.
5.8 E I G E N VA L U E S A N D S E N S I T I V I T Y A N A LY S I S
The model just studied is composed of three inverters in autonomous operation,
which results in an Asys matrix with rank eight. Replacing with the parameters
used for the simulation, the eight eigenvalues λi of Table 5.1 are obtained.
Table 5.1: Eigenvalues of the simulated system
λi Damping Freq. (rad/s)
−11.76 + 44.35j 0.256 45.89
−11.76− 44.35j 0.256 45.89
−14.31 + 21.49j 0.554 25.82
−14.31− 21.49j 0.554 25.82
−31.42 1 31.42
−31.42 1 31.42
−55.83 1 55.83
−97.50 1 97.50
These eigenvalues result of the interaction of all three inverters with each other
through the inductances Z˜12 and Z˜23. A direct relationship between each pole and
a given inverter is not perceivable, since the eigenvalues result from the dynamics
of the system as a whole and not from an inverter in particular. However, it is
possible to define a sensitivity of each eigenvalue to the variation of the droop
parameter kPj of each inverter j, as described by Eq. (5.23).
Sj =
∣∣∣∣ 1λi ∂λi∂kPj
∣∣∣∣ (5.23)
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The resulting sensitivities for the system under simulation have been computed
numerically and are shown in Table 5.2.
Table 5.2: Eigenvalues of the simulated system
λi S1 S2 S3
−11.76 + 44.35j 0.2048 0.2907 0.0090
−11.76− 44.35j 0.2048 0.2907 0.0090
−14.31 + 21.49j 0.1417 0.0536 0.3875
−14.31− 21.49j 0.1417 0.0536 0.3875
−31.42 0.0001 0.0000 0.0002
−31.42 0.0002 0.0001 0.0000
−55.83 0.0252 0.0275 0.0001
−97.50 0.0132 0.0002 0.0180
By computing the sensitivity of the poles, it is possible to understand the relation-
ship between the modes of the system and each individual inverter. As a matter of
fact, it turns out that not every inverter has the same impact on the eigenvalues of
the system. For instance, the first and worst damped complex pole pair is mostly
related to inverter number two, whereas the second complex pole pair can be
better influenced through the third inverter.
This sensitivity information could be used to tune the system in a way that
maximum damping is achieved. Indeed, similar sensitivity measures are nor-
mally used in optimization problems, which interpret a vector of sensitivities
S = (S1, S2, ..., Sn) as the direction of steepest descent in which a minimum
can be found [9]. However, this requires modifying the static droop gains, which
might not be possible in a complex system that has to cope with other constraints.
Implementing improved droop controllers on each inverter can in fact optimize
the dynamic response of the system, which will be addressed in Chapter 6.
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I M P ROV E D D RO O P C O N T RO L L E R F O R M U LT I P L E
I N V E RT E R S
Having dealt with the optimal selection of the dynamic droop gain for a single
inverter in Chapter 4, it is now necessary to extend this process for a system with
several inverters operating in parallel.
In many works [16, 18, 20, 35] the dynamic droop gains of several inverters op-
erating in parallel are tuned independently supposing an ideal star configuration
of the system. In that case, each inverter is connected directly through a single
equivalent impedance to a common node at which an ideal voltage source is
present, which is usually referred to as point of common coupling (PCC). This
decouples the dynamics of each inverter from all the others, reducing the problem
to the one of a single inverter connected to a stiff grid. However, the assumption
of a perfect decoupling between inverters is far from reality, since the impedance
between two given inverters on a real low-voltage grid can even be smaller than
the one between each inverter and the stiff grid, as shown in Chapter 2.
To address this issue, some different method for tuning the dynamic droop gain
has to be proposed, which must consider not only the dynamics of each inverter
but also the coupling between them. With this in mind, two methods for the
derivation of the dynamic droop gains of a group of inverters will be derived,
based on the methods studied for a single inverter.
6.1 S M A L L - S I G N A L DY N A M I C S O F M U LT I P L E I N V E RT E R S W I T H
I M P ROV E D D RO O P C O N T RO L L E R
The linear system matrix Asys of Eq. (5.18) has been derived considering tra-
ditional droop-controlled voltage source inverters. This has to be modified to
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contemplate the action of the improved droop controller on the dynamics of the
system, which adds a power-dependent term to the phase θ of each inverter:
∆θ˙i = −2pikPi ∆Pˆ − kPdi∆ ˙ˆPi (6.1)
Incorporating the action of the improved droop controller to each inverter of the
system yields the linear model∆θ˙∆ ˙ˆP
∆ ˙ˆQ
 = Asys
∆θ∆Pˆ
∆Qˆ
−
KPd∆ ˙ˆP0
0
 (6.2)
which can be rewritten in the form T x˙sys = Asysxsys, with
T =
1 KPd 00 1 0
0 0 1
 . (6.3)
The matrix KPd is diagonal, being composed of the dynamic droop coefficients
kPd1 , kPd2 , ...kPdn . Since all non-diagonal elements are zero, these coefficients
can simply be written as a row vector kPd = diag(KPd), where diag() is the
main diagonal of the matrix.
The stability of the new system can then be analyzed through the eigenvalues
λi = σi + jωi of the matrix A∗sys = T
−1Asys. The invertibility of T is triv-
ially proved, since it is an upper triangular matrix with every element on the
main diagonal different from zero. Note that, for the case of conventional droop
controller [40] (KPd = 0), the system matrixA∗sys reduces toAsys.
6.2 D E S I G N M E T H O D A : E X T E N S I O N O F T H E C O N T RO L L E R D E -
S I G N B A S E D O N RO OT L O C U S
In Chapter 4, studying the root locus plot of a single inverter led to a systematic
approach to finding an optimal gain for the dynamic droop controller. As a result,
a single parameter can be chosen in a way that the poles of the linearized system
are shifted to the desired location, achieving critical damping. This root locus
analysis can be extended for the case in which more than one parameter varies to
the so-called root contours analysis. However, this is only possible when dealing
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with a small number of inverters - normally two - while the selection of parame-
ters is done manually by a human having specific knowledge and intuition on the
interpretation of these plots. Besides, each root locus plot does not strictly apply
to a system with more than one simultaneously varying gain.
The search for a set of dynamic droop gains is formulated in this occasion as an
optimization problem, minimizing a cost function Φ(kPd). Since it is particularly
interesting to avoid system instability but not necessary to improve the response
time, the angle δi of each eigenvalue λi of the linearized system matrix A∗sys is
taken into consideration. With this concept, the following cost function can be
established:
Φ =
∑
i
δ2i , where (6.4)
δi = tan
−1
( |ωi|
−σi
)
, (6.5)
with tan−1 defined between 0 and pi.
The cost is therefore related to the damping ratio of the eigenvalues, which char-
acterize the small-signal dynamics of the system. A smaller cost means in this
context better damping. For 0 < |δi| < pi/2, the cosine of the angle is the
damping ratio of the ith eigenvalue, which increases when minimizing δi. Angles
greater or equal than pi/2 imply poles with non-negative real part, which indicate
system instability and should be avoided by all means. Finally, the case δi = 0
represents real negative poles, which are not of interest since they influence the
response time of the system but do not compromise its stability.
The optimization is solved numerically by a first-order gradient descent algo-
rithm. This algorithm increases the dynamic droop gains in the direction of max-
imum damping according to the negative of the gradient, until a stop criterion is
reached. In this sense, the Jacobi matrix computed at each iteration step is similar
to the one resulting from a sensitivity analysis, although in this case the matrix
obtained relates to the sensitivity to the dynamic droop gain.
Figure 6.1 illustrates the optimization process for a system with two inverters in
grid-connected mode, resulting in six poles. The original location of the closed-
loop poles is denoted on the complex plane with the subscript 1, while the loca-
tion after the optimization carries the subscript 2. The pole angles are minimized,
hence diminishing the cost Φ and increasing their damping. An interesting side
effect is the movement to the right of one of the poles on the real axis, which
maintains zero angle and therefore is not contemplated by the optimization.
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Figure 6.1: Pole movement during optimization. The angle δ of each pole dimi-
nishes as the cost function is minimized
The cost function will have a minimum at zero only for the case when system
poles can be shifted to the real negative semi-axis by the derivative action on the
droops. However, this is not necessarily always the case, since the controller ma-
trix is constrained as it follows from Eq. (6.3), and therefore not every pole can be
placed at an arbitrary position. This was as well observed in Fig. 4.7 when study-
ing a single inverter. The damping of the remaining complex conjugate poles can
be optimized, but a convergence to zero cost cannot be guaranteed.
6.2.1 Optimization stop criterion
The optimization is run iteratively until the gradient step is smaller than a value ,
signaling that an extremum has been found. Yet in doing this, the related system
of nonlinear equations is only assumed to be convex, which does not guarantee
the reached minimum to be global. This is not necessarily an issue, since the pro-
posed optimization is only aimed to stabilize the system by keeping the poles on
the left half-plane and maximizing their damping, but not thoroughly searching
for an optimal configuration which would complicate the optimization problem
and extend the amount of processing power needed, providing little improvement
on the dynamics of the system itself.
Moreover, since only the angles of the poles are contemplated on the optimization
and not their position on the real negative semi-axis, a discontinuity is implied on
the cost function. Those real negative poles will be influenced by the optimized
parameters as shown in Fig. 6.1 although not implicitly considered on the selec-
tion of the steepest descent. This could cause poles to slide to the right on the real
6.3 D E S I G N M E T H O D B : C O N T RO L L E R D E S I G N B A S E D O N B O D E P L OT 89
axis until becoming unstable, increasing abruptly the cost function. In this case,
a critical condition is reached and the optimization stops, returning the controller
obtained in the preceding iteration.
6.3 D E S I G N M E T H O D B : E X T E N S I O N O F T H E C O N T RO L L E R D E -
S I G N B A S E D O N B O D E P L OT
Alternatively to the design based on root locus, which computes exactly the lo-
cation of all the eigenvalues of the system, the simplified design methods based
on Bode plot and line impedance shown for a single inverter in Chapter 4 only
compute one single parameter that increases the damping of the system, without
the need to derive any complex root-locus plots. However, these two methods are
not easy to extrapolate to the case of several inverters.
The design for a single inverter based on Bode plot yields a gain that maximizes
the phase margin of a single inverter. For a system with multiple inverters, the
concepts of phase and amplitude margin are not uniquely defined but rather de-
pendent on the chosen input/output pairs. Several proposals can be found in the
literature to transfer these fundamental concepts to MIMO systems, but they do
not exactly match the concept of stability margin of the SISO case [68]. Even the
idea of a single Bode plot does not make sense for MIMO systems and instead a
Bode plot for every transfer function from input i to output j has to be studied.
The design based on line impedance stressed the role that the coupling between a
single inverter and the transformer has on its stability. A linearized line parameter
was used as an indicator of this coupling and a dynamic droop gain was derived
proportionally to it. However, a system with multiple inverters does not have a
single line parameter but an impedance matrix whose elements determine the
equivalent coupling between any two nodes of the system. In this sense, some
operation has to be performed on this matrix in order to derive a dynamic droop
gain that considers the coupling between a given inverter and every other inverter
of the system.
Tuning each inverter by only considering its local dynamics is always an option
but this can yield erroneous results, since the dynamics of the complete system
are heavily dependent on the interactions between inverters as discussed before.
Particularly in a real-world low-voltage grid, an inverter cannot be considered a
closed system anymore, since the interaction with other inverters alters the dy-
namics of the system as a whole. As shown in Chapter 5, the eigenvalues of the
system are not uniquely dependent on a single inverter and, although a relation-
ship between each oscillating mode and a given inverter can be derived by means
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of a sensitivity analysis, there is still a correspondence between all inverters and
all modes.
An interesting consequence observed when studying the Bode plot of a single
inverter is that the resulting dynamic droop gain is essentially proportional to the
natural frequency of the complex pole pair of the system without improved droop.
In the case of several inverters, there might be more than a single complex pole
pair among the eigenvalues of the matrix Asys which have to be dealt with. A
simple yet practical way of doing this is to find an equivalent natural frequency
of the interconnected system, which can be computed as
ωm =
K
√√√√ K∏
j=1
|λj |, (6.6)
where K is the number of complex poles λj of the system without dynamic
droops (kPd = 0). This geometric mean of all the oscillatory modes allows for
the tuning of the dynamic droop gains in an analogous way as it was done for a
single inverter, considering the dynamics of the whole system. The vector kPd
can be obtained from
kPd =
2pi
ωm
diag(kP ). (6.7)
A set of dynamic droop gains can be derived with this simple approach which
only requires to compute the eigenvalues of the matrix Asys once instead of
depending on an iterative optimization method that can be computationally inten-
sive. However, simplicity comes at the price of having to assign to all the inverters
the same time constant to their derivative term. This is not optimal, since the same
dynamic droop gain acting on a different inverter can influence the dynamics of
the system in different ways.
Moreover, the mean frequency ωm is computed with the matrix Asys, which
describes the dynamics of the interconnected inverters with the improved droop
control loop left open. Traditional SISO controller design bases on the idea that
the open-loop transfer function can be studied and modified to optimize the
closed-loop dynamics of the system. However, this is a well-known limitation
of controller design for MIMO systems, since the open-loop transfer function for
a given input-output pair depends on the way all other loops are closed. Studying
the impact that closing other loops has on the dynamics of a given input-output
pair will help better assign the dynamic droop gains to each inverter. The concept
of relative gain array can be introduced to handle this, which will extract infor-
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mation of the coupling between inverters out of the matrix N and exploit it for
better damping.
6.3.1 RGA - Relative gain array
In a large system that is composed of many dynamic subprocesses that are cou-
pled in a given way, the variables of those processes can interact with each other.
In order to control such a system, there are mainly two possibilities. The first
approach is known as multivariable control, which is a strategy that consists on
controlling each subprocess with additional information from the other processes.
Although such a control system usually yields satisfactory results, for its imple-
mentation it is necessary that all the variables of the system are available at a
local level, which can not be the case in a power grid with distributed generation
and lack of reliable real-time communication.
The second possibility to control such a system is by means of multiloop control.
In an ideal multiloop control system, each given subprocess is controlled locally
and regardless of the rest of the system as if it was isolated, while changes on the
variables of the other processes are considered simply as disturbances. Unfortu-
nately, these disturbances are as well fed back into other control loops, and they
interact with each other. A power system with droop-controlled inverters suits
perfectly into this scheme, since each inverter represents a local control loop,
while all the inverters are coupled to each other through the grid. Understanding
the coupling between these multiple control loops is therefore crucial for the
implementation of such a multiloop control system.
A widely used tool in control system design for MIMO systems is the relative
gain analysis [69, 70]. This technique bases on the Relative Gain Array (RGA),
which is a matrix that measures the interaction of all possible SISO pairings
between the inputs and outputs of a MIMO system. To better illustrate this, lets
study a square linear MIMO system GC(s), with n inputs u and n outputs y
which is controlled by a multiloop controller, as shown in Fig. 6.2.
The idea behind the RGA is to find a measure that determines how the relation-
ship between a given input uj and a given output yi is affected by the control of
all other variables. The relative gain of a given input-output pair is hence defined
as the ratio of two stationary gains that represent first the uncontrolled gain (all
other loops open) and second the controlled gain, i.e. the apparent gain when all
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Figure 6.2: Controlled MIMO system with a disconnected input-output pair
other control loops are closed in a way that all other outputs are set to zero. This
can be expressed mathematically as
ρij =
∂yi
∂uj
∣∣∣
uk=0 ∀ k 6=j
∂yi
∂uj
∣∣∣
yk=0 ∀ k 6=i
. (6.8)
Note that this stationary relative gain does not depend on the multiloop controller
implemented, provided that it effectively forces the other outputs to zero. A lim-
itation of this analysis is that the MIMO system GC(s) cannot contain pure in-
tegrators, although some workarounds to this exist [71]. Extending Eq. (6.8) to
every possible input-output pair gives rise to the RGA matrix, which consolidates
all the information on the coupling of the system. The element of the j-th column
and i-th row of the RGA matrix gives information of the coupling between the
j-th input and i-th output.
RGA =

ρ11 ρ12 · · · ρ1n
ρ21 ρ22 · · · ρ2n
...
...
. . .
...
ρn1 ρn2 · · · ρnn
 (6.9)
An alternative way of computing the RGA matrix is by using the MIMO transfer
matrixG(s), which yields
RGA = G(0)G(0)−T . (6.10)
6.3 D E S I G N M E T H O D B : C O N T RO L L E R D E S I G N B A S E D O N B O D E P L OT 93
The symbol denotes element-wise or Hadamard product and −T the transposed
inverse of the matrix. Note that the relative gains are usually computed at station-
ary state, i.e. s = 0, whereas an extension to the dynamic RGA (DRGA(s))
can be performed by computing the RGA matrix as a function of s [72].
There are some useful properties and interpretations of the RGA matrix that assist
in control design, some of which include the following:
• The RGA matrix is a normalized measure of coupling. For a system with
full rank, any row or column adds up to one, independently of the scaling
of the processG(s).
• If ρij is close to zero, the input-output pair ij is decoupled, i.e. the input
uj has no effect on the output yi.
• Values of ρij close to one indicate ideal coupling. The multiloop controller
should be designed in a way that input-output pairs with relative gains close
to unity are chosen.
• If the RGA matrix is close to diagonal, then the MIMO system is decoupled
and well suited for multiloop control.
6.3.2 RGA applied to the linearized model of the grid
The linear model of distributed generation derived in Chapter 5 describes the
dynamics of the inverters and their coupling through the grid. The inverters rep-
resent a multiloop controller while the coupling through the grid is described
through the linearized matrix gain N , such that(
∆P
∆Q
)
= N
(
∆θ
∆U
)
. (6.11)
Since the dynamics associated to the inductive and capacitive nature of the power
lines are neglected, the RGA matrix shall be directly obtained from
RGA = N N−T . (6.12)
Despite this simple approach, the proposed RGA matrix cannot be computed,
since the matrixN is singular. This is not surprising, since the coupling through
the grid in Eq. (5.17) was described in terms of the phases θ at each node, while
the power flow is actually described by the phase differences. However, it has
been shown that the RGA matrix can still be computed for coupling processes
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without full rank by means of the Moore–Penrose pseudoinverse N+ [73], re-
sulting in
RGA = N  (N+)T . (6.13)
Although some mathematical properties of full-rank RGA don’t hold anymore,
the matrix obtained still allows for the analysis of the interactions between the
nodes of the system. The resulting RGA matrix can be interpreted as a normalized
measure of the coupling between the voltage at each node (in amplitude and
phase) and the resulting active and reactive power that flows through the grid.
Each element of this matrix can be analyzed according to its position as seen in
Eq. (6.14) resulting in a relative gain between a given input (voltage amplitude
or phase) and a given output (active and reactive power). The RGA matrix can
therefore be divided in four sub-matrices according to these inputs and outputs:
RGA =

ρ1,1 ρ1,2 · · · ρ1,n ρ1,n+1 ρ1,n+2 · · · ρ1,2n
ρ2,1 ρ2,2 · · · ρ2,n ρ2,n+1 ρ2,n+2 · · · ρ2,2n
...
...
. . .
...
...
...
. . .
...
ρn,1 ρn,2 · · · ρn,n ρn,n+1 ρn,n+2 · · · ρn,2n
ρn+1,1 ρn+1,2 · · · ρn+1,n ρn+1,n+1 ρn+1,n+2 · · · ρn+1,2n
ρn+2,1 ρn+2,2 · · · ρn+2,n ρn+2,n+1 ρn+2,n+2 · · · ρn+2,2n
...
...
. . .
...
...
...
. . .
...
︸ ︷︷ ︸
∆θ
ρ2n,1 ρ2n,2 · · · ρ2n,n ︸ ︷︷ ︸
∆U
ρ2n,n+1 ρ2n,n+2 · · · ρ2n,2n

∆P∆Q
(6.14)
To better illustrate this, lets study a simple three-node system with three power
lines connected in delta, as seen in Fig. 6.3.
U3
Z1 Z2
Z3
U2
U1
~
~ ~
~
~ ~
Figure 6.3: Simple three-node system
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For the sake of simplicity, lets consider pure inductive and equal lines Z˜1 = Z˜2 =
Z˜3 = jX . The resulting RGA matrix is
RGA =
1
9

4 1 1 0 0 0
1 4 1 0 0 0
1 1 4 0 0 0
0 0 0 4 1 1
0 0 0 1 4 1
0 0 0 1 1 4
 (6.15)
As expected from the inductive lines, there exist couplings between active power
and phase, and reactive power and voltage amplitude. This sort of coupling is
well known and is the base for the decoupled control of active and reactive power
on HV grids. However, considering the lines Z˜1 = Z˜2 = Z˜3 = R + jX with
X = 2R yields a much different RGA matrix, which results in
RGA =
1
45

16 4 4 4 1 1
4 16 4 1 4 1
4 4 16 1 1 4
4 1 1 16 4 4
1 4 1 4 16 4
1 1 4 4 4 16
 (6.16)
In this case, the coupling between active and reactive power becomes apparent
and yet again it can be seen that the same control structures that are used in
HV systems cannot be implemented in LV grids without having to deal with
coupling.
Last but not least, it is interesting to consider different values of impedances. For
instance, the RGA matrix for Xi = 2Ri and |Z˜1| = 2|Z˜2| = 4|Z˜3| is:
RGA =
1
630

228 44 64 57 11 16
44 260 32 11 65 8
64 32 240 16 8 60
57 11 16 228 44 64
11 65 8 44 260 32
16 8 60 64 32 240
 (6.17)
It is important to note that the largest values in the RGA matrix are related to the
diagonal elements of the four sub-matrices, since the power flowing into a node
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can be better controlled by manipulating the voltage at that node. The other ele-
ments of the matrix yield a measure of the relative gain between different nodes.
For example, the element ρ1,3 is larger than ρ1,2, since the coupling between
nodes 1 and 3 is stronger than the coupling between 1 and 2. A similar analysis
can be done with all the elements of the matrix, obtaining a normalized mea-
sure of the interactions between the nodes. The RGA matrix is hence a simple
yet powerful tool to study the coupling processes that appear in a given power
grid.
6.3.3 Setting the dynamic droop gains with help of the RGA matrix
Traditionally, the RGA matrix is used as a measure of interactions for multivari-
able, decentralized control, with the goal of finding the best suitable input-output
control pairs. The authors in [74, 75] have shown the effectiveness of RGA in
identifying electromechanical modes in different multimachine power systems
and in selecting the optimal location for placement of power system stabilizers.
This helps select the signals that will participate in the control system but no quan-
titative information is extracted from the RGA matrix to tune these controllers.
Analyzing the physical meaning of the RGA matrix as applied to the coupling
matrixN can yield helpful information that aids in the tuning the dynamic droop
gains.
The first n rows and columns of the RGA matrix measure the coupling between
active power ∆P and the phase ∆θ at each node. This sub-matrix can be called
RGA1,1. Particularly, the main diagonal of RGA1,1 relates a change in the
phase of a node to the resulting change in the active power flowing through it,
which is precisely what the dynamic droop gain kPd aims to compensate.
When designing the improved droop gain for a single inverter based on line
impedance, merely the linearized line parameter was used as an indicator of the
coupling between power and phase. The RGA matrix operates in a similar way,
giving information on this very same coupling in a more elaborated way. How-
ever, the values on the RGA matrix are normalized and have no physical meaning
themselves. To overcome this, it is possible to combine this normalized indica-
tion of the coupling from the RGA matrix with the mean frequency ωm obtained
when studying the dynamics of the system. The vector of dynamic droop gains
results from
kPd =
2pi
ωm
diag(kP ) diag(RGA1,1). (6.18)
By combining the results from the RGA matrix with the eigenvalue analysis of
the interconnected system a set of dynamic droop gains is obtained, which ac-
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counts for the damping of the oscillatory processes that occur in the intercon-
nected system while considering at the same time the coupling of each inverter
and the impact of closing all other control loops. In this way, the tuning meth-
ods for a single inverter based on Bode plot and line impedance introduced in
Chapter 4 are now combined together into a single method suitable for multiple
inverters.
This approach results in a closed-form solution for the problem of tuning the
improved-droop gain for several inverters. However, there is no information a
priori on the location and damping of the closed-loop poles of the system. In
order to guarantee that the resulting dynamic droop gains do effectively damp
the system, the poles of the related A∗sys matrix should be computed, making
sure that the system is stable and that the resulting dominating modes lie in a
frequency range much lower than the nominal grid frequency.
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To further illustrate the functioning of both design methods, the same three-
inverter scenario used for the validation of the model in Chapter 5 is used,
which is repeated here for matters of clarity. This system reproduces a MG in
autonomous operation, i.e. without connection to a distribution transformer. Two
set of dynamic droop gains will be derived by means of the design methods intro-
duced.
~
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~
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Z =0.23+0.1j12 W Z =0.35+0.58j23 W
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Figure 6.4: Three inverters in autonomous operation
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6.4.1 Design with method A
The search for an optimal set of dynamic droop gains is performed by running
the optimization algorithm introduced in Section 6.2. A trivial nonzero initial
condition kPd = 1 · 10−6 is used to avoid singularities in the numerical solution.
As a result, the optimization increases iteratively the value of each dynamic droop
gain, while the angle δi of the closed-loop poles and consequently the cost func-
tion Φ converge to zero. This iterative process is pictured in Fig. 6.5, showing the
evolution of the cost function and the angles of the poles. The stop criterion is
fulfilled and an optimal controller is found after 29 iterations.
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Figure 6.5: Evolution of the angles of the poles and the cost function during the
optimization
The resulting vector of dynamic droop gains is
kPd = 10
−5 (0.801 1.014 1.325) , (6.19)
and the frequencies of the equivalent zeros of the improved droop controllers are
ωd = (11.74 9.27 7.09) . (6.20)
6.4.2 Design with method B
The dynamic droop gains computed with method B are related to the dynamics of
the system without dynamic droop and to information of the coupling obtained
with the RGA matrix. The eigenvalues of the system were shown in Table 5.1.
Only two pairs of complex poles result from this system, which yields a mean
frequency of
ωm =
√
45.89× 25.82 = 34.42 rad/s. (6.21)
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The RGA analysis yields the matrix
RGA1,1 =
 0.3716 −0.0786 0.0456−0.0626 0.4655 0.1953
0.0258 0.0886 0.2575
 , (6.22)
which results in the dynamic droop gains
kPd = 10
−5 (0.735 0.587 1.060) . (6.23)
and the frequencies of the equivalent zeros
ωd = (12.79 16.02 8.86) . (6.24)
6.4.3 Comparison of both methods
The closed-loop dynamics of the system with the improved droop gains can be
evaluated by computing the eigenvalues of the matrixA∗sys. Table 6.1 shows the
resulting values for the system using the gains obtained with both methods. The
eigenvalues of the system without dynamic droop gains are shown as well for
reference.
Table 6.1: Eigenvalues of the system in autonomous operation with and without
dynamic droop gains
kPd = 0 Method A Method B
−11.76 + 44.35j −182.43 −118.85− 71.47j
−11.76− 44.35j −182.43 −118.85 + 71.47j
−14.31 + 21.49j −110.69 −74.50− 14.79j
−14.31− 21.49j −72.52 −74.50 + 14.79j
−31.42 −31.41 −31.41
−31.42 −31.41 −31.41
−55.83 −6.22 −7.56
−97.50 −9.47 −12.98
As expected, the poles obtained with method A are all real and stable. The second
pair of complex poles shifts to the real axis, while the first pair results critically
damped since the stop criterion of the optimization is fulfilled at this point. Two
of the poles obtained from the filter with a cutoff frequency of 5 Hz (31.42 rad/s)
barely move, while the remaining poles slide along the real axis. The poles ob-
tained with method B are not as well damped, which was expected. However, the
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damping of both pairs of complex poles is as well improved with this method,
while all other poles stay on the real axis.
The results shown in Table 6.1 can be better visualized on the pole diagram of
Fig. 6.6. The poles in grey are those of the system without improved droop, while
the ones in green represent the poles obtained with method B and those in blue
the ones resulting from method A.
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Figure 6.6: Pole diagram of the system with and without dynamic droop gains
Although two pairs of complex poles are still present on the system when im-
plementing the dynamic droop gains obtained with method B (in green), their
damping is much higher. Better still, the low frequency poles become dominant,
which makes additional damping actually unnecessary. Further optimizing the
damping with method A shifts all poles to the real axis, but the performance of
the system is barely affected by this, since enough damping is already guaranteed
by the dominant slower poles. This stresses again the fact that the design based
on RGA is a compromise between different aspects of the system, while the opti-
mization method only focuses on maximizing the damping of all poles, which is
not necessarily the best approach.
The simulation done for this three-inverter system in Chapter 5 is repeated im-
plementing the improved droop controller with the gains obtained with both
methods. The same configuration and parameters are used as before, exciting
the system with a load step of 3.8 kW at node 1. Figure 6.7 shows the results
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obtained through simulation implementing the complete model of the system in
MATLAB/Simulink. The response without dynamic droop gains is shown with
dotted lines for reference.
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Figure 6.7: Active and reactive power delivered by the inverters after a 3.8 kW
load increase at node 1
The increased damping that results from the improved droop controller can be
noticed on all three nodes. Although method A is able to critically damp the
system, the results obtained with method B are as well satisfactory. The same
can be observed in the instantaneous frequency of the inverters, which is shown
in Fig. 6.8
The original delayed reaction of the inverters, shown in Fig. 6.8 with dotted
lines, is successfully improved by the action of the dynamic droops. Note that
the well-damped response of the frequency without improved droops yields an
underdamped behavior of the system, while the faster reacting frequencies that
result from the improved droop controller damp the system by ”‘pushing”’ the
phase and helping it achieve a new stationary value.
The lines in Fig. 6.8 give the false impression that the dynamics of node 1 is
worse damped than the rest, since a larger transient frequency deviation can be
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Figure 6.8: Instantaneous frequencies of the inverters after a 3.8 kW load increase
at node 1
observed for that node. However, the disturbance is larger at node 1 since the load
step is introduced at this node. Consequently, the transient frequency deviation
at node 3 is the smallest, since this node is the most distant to the load. The over-
shoot seen in Fig. 6.8 is hence caused by the equivalent frequency impulse that
arises from connecting abruptly the load. The same simulation can be repeated
by introducing the load step at different nodes of the system, yielding equivalent
results. In those cases, the amplitude of the transient of the instantaneous fre-
quency of each inverter differs from node to node, but the resulting eigenvalues
stay unchanged.
The steady state frequency achieved after the load step remains as well unaffected,
since the dynamic droops do not modify the stationary gain. A deviation of 19
mHz relates to the load step of 3.8 kW and the static droop gain chosen based on
[37] (66.84 kW/Hz for each inverter).
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An alternative scenario can be considered by connecting the three inverters to
the MV power grid through a transformer. The connection to the transformer is
done through the impedance Z˜02, which was chosen to be half the average value
found in Chapter 2, which better represents a real-world system, since the non-
zero impedances Z˜12 and Z˜23 are as well part of the grid. This system models
a real-world low-voltage grid with distributed generation. A diagram of this con-
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figuration can be seen in Fig 6.9. Note that the grid model has now four nodes,
since the transformer has to be as well considered.
Z =0.23+0.1j12 W
~
ZO1
U1
~
~
Z =0.1+0.2j02 W
U2
~
Z =0.35+0.58j23 W
~
ZO3
U3
~
ZL3ZL1
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grid
U0
~
ZO2
~
~
~
~
~ ~
~
~
Node 1 Node 2 Node 3
Figure 6.9: Three inverters in grid-connected mode
6.5.1 Design with method A
The optimization method is repeated in this case with a small modification. Al-
though this grid has four nodes, there is no way of deriving a dynamic droop gain
for the node at which the transformer is connected, since at that node there is
merely a simple transformer and its dynamics cannot be modified. With this in
mind, the optimization algorithm introduced before is slightly modified removing
the dynamic droop gain from the transformer, i.e. forcing the gain to zero. The
resulting vector of dynamic droop gains is:
kPd = 10
−5 (0 1.006 0.753 1.408) , (6.25)
and the frequencies of the equivalent zeros of the improved droop controllers
ωd = (∞ 9.39 12.48 6.68) . (6.26)
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6.5.2 Design with method B
The modified grid with an additional impedance connecting to the transformer
yields a mean frequency of
ωm = 28.93 rad/s (6.27)
Note that, only by adding a node to the system, the mean frequency dropped from
34.42 rad/s, although all the parameters of the inverters were kept unchanged.
This is the case, since now power flow between the inverters and the MV grid
is possible through the impedance Z˜02, which changes the dynamics of the sys-
tem.
The RGA analysis yields the matrix
RGA1,1 =

0.7163 0.0016 −0.0919 0.0798
−0.0182 0.3576 −0.0441 0.0357
−0.1414 −0.0222 0.6919 0.1575
0.0230 0.0158 0.0493 0.2920
 , (6.28)
which results in the dynamic droop gains
kPd = 10
−5 (0 0.908 0.470 1.113) , (6.29)
and the frequencies of the equivalent zeros
ωd = (∞ 10.35 20.01 8.45) . (6.30)
6.5.3 Comparison of both methods
This grid-connected system is composed of three inverters and a fourth node
with fixed voltage which represents the connection to a stiff grid, resulting in an
Asys matrix of rank nine. The nine eigenvalues computed for the system without
improved droop controller and those resulting from the implementation of the
dynamic droop gains obtained with both methods are shown in Table 6.2.
The same load step as before has been simulated for this system, i.e. a step of
3.8 kW at node 1. In this case, the inverters are configured to provide 4, 3.5, and
3 kW of active power and 0, -200 and 200 var of reactive power at steady state
before the load step. The remaining 2.5 kW and 100 var needed to supply the
initial loads and maintain the voltage amplitude at its nominal value are provided
by the stiff grid, while new steady state values are achieved after the load step.
The behavior of the active and reactive power at all four nodes can be seen in
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Table 6.2: Eigenvalues of the grid-connected system with and without dynamic
droop gains
kPd = 0 Method A Method B
−12.87 + 46.07j −50.95 −49.97 + 7.71j
−12.87− 46.07j −64.91 −49.97− 7.71j
−13.60 + 24.45j −94.75 −78.80 + 21.45j
−13.60− 24.45j −94.75 −78.80− 21.45j
−15.00 + 10.12j −142.24 −125.95+67.59j
−15.00− 10.12j −261.33 −125.95−67.59j
−44.01 −4.55 −5.32
−59.67 −7.33 −8.10
−106.72 −10.78 −16.85
Fig. 6.10. Four colors are used to distinguish the power flowing into each node,
while three different stroke styles are used for each configuration of the improved
droop controllers.
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Figure 6.10: Active and reactive power delivered by the inverters after a 3.8 kW
load increase at node 1
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Note that, after the transient, the increased load causes the stiff grid to provide
more active power, while an adjustment in reactive power can be seen as well,
due to changes in the power flow through each impedance. However, it is not
the end values at steady state that are of interest in this work, but rather the dy-
namic response of the inverters. Compared to the system without improved droop
controller, both methods damp the transient response significantly. The settling
time stays almost unchanged, but the observed oscillations are suppressed. A
difference between the dynamics resulting from both methods is almost unno-
ticeable.
Unlike the system in autonomous operation, in grid-connected mode each in-
verter reacts to the load step but the nominal frequency is restored after the tran-
sient, since the voltage from the MV grid stays constant and practically unaf-
fected by the relatively small load step. By observing the trajectory of the instan-
taneous frequency at each node, which is shown in Fig. 6.11, the compensating
effect of the improved droop controller becomes again evident: the phase of each
inverter reacts faster with the improved droop controller, which helps achieve a
stationary value without oscillations. The impact of the dominant poles of the sys-
tem becomes clear as well, yielding small differences between both methods.
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Figure 6.11: Instantaneous frequencies of the inverters after a 3.8 kW load in-
crease at node 1
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The implementation of the improved droop controller and its design based on the
two methods proposed have proven capable of damping a power system with dis-
tributed generation. The methods proposed achieve good results both for islanded
and grid-connected systems. However, questions arise regarding the practicability
and robustness of this approach.
The improved droop controller itself has been shown to be rather robust regarding
parameter variation, since the resulting small-signal dynamics of a given system
stay fairly unaffected by the choice of linearization point. Nevertheless, there are
two aspects that are critical to the correct functioning of such a distributed power
system. First of all, its topology has to be well known, since the coupling between
inverters plays a decisive role in the dynamics of the interconnected system and
the related dynamic droop gains necessary to damp it. The availability of such
information has been taken for granted in this thesis and all the examples shown
are based on a given power system, with a known distribution of power lines.
Since knowing the values of the impedances in a grid is crucial to understanding
the dynamics of the system, several methods to identify the equivalent impedance
seen by an inverter can be found in the literature. Passive methods are based on
monitoring grid distortions and using this to estimate the grid impedance between
the inverter and a virtual point where the voltage is considered constant. A major
drawback of this method is that the variations present on the grid might not be
sufficiently large to be detected, failing to yield an estimation of the impedance.
To overcome this, active identification methods create deliberately a disturbance
on the grid so that the impedance can be then calculated based on the response
to the distortion. The most common disturbances are summarized in [76], and
require either the injection of a signal of higher frequency, the generation of a
transient, or the variation of the fundamental frequency of the inverter. Although
this approach has been successfully tested for a single grid-connected inverter in
[77], there are concerns regarding the scalability of such an identification, since
signals injected by different inverters could interfere with each other, yielding
erroneous results.
In any case, knowing the topology of the power lines that make up a grid should
not be a challenge in any modern power system, where the distribution of the
power lines and their properties can be well identified and documented. An ex-
ample of such documentation for a benchmark German low-voltage grid can be
found in Appendix I.
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A second and more critical characteristic of the proposed stabilization by means
of the improved droop controller is that the parameters of all the inverters present
on a given grid have to be set properly in order to assure stable operation. Whether
this is done by a central master controller or in a decentralized way does not
play any role. Decentralized computing techniques and peer-to-peer networks
have gained increasing momentum in the last decade, and several researchers are
working on agent-based systems that can solve different kinds of optimization
problems related to the distributed generation of electricity in a decentralized way
[14,78,79]. There might be security and data privacy protection issues, but those
are not topics of this work. Nonetheless, what remains critical is the necessity
to tune the dynamic droop gains of all the inverters of the system by assessing
the stability of the system as a whole, rather than studying and stabilizing each
inverter as an isolated system.
Keeping in mind that the small-signal stability of a grid with distributed genera-
tion depends on the resulting dynamics that arise from the interactions between
inverters, and that this dynamic behavior is damped by assigning a dynamic droop
gain to each and every inverter, a simple question arises naturally: what happens
if one of the inverters of the system cannot implement the dynamic droop gain
it was assigned, either because of lack of communication or because its software
does not allow it? Put in other terms: can the stability of the system still be guar-
anteed, if the improved dynamic gains which were derived to stabilize the system
are not implemented by all the inverters?
In order to evaluate such a situation, the simulation for the grid-connected system
studied in the previous section is repeated with some variations, which will be
represented in two cases, namely case I and case II. In case I, the dynamic droop
gain of the inverter at node 2 is removed. The behavior of the system to a load
step under these conditions is shown in Fig. 6.12 with dashed lines. In case II,
both static and dynamic droop gains of the inverter at node 2 are removed, which
is shown with solid lines. The behavior of the system without dynamic droop
gains is shown as a reference with dotted lines. Four different colors are used to
distinguish each node.
Compared to the behavior of the system without improved droop, the overall
dynamics are still improved even though one inverter does not implement the
dynamic droop gain. Nevertheless, the active and reactive power flowing into
node 2 in case I results clearly worse damped than it was without dynamic droops
(kPd = 0). This is somehow curious, since one would expect that the damping
action of the dynamic droop gains acting on all other inverters would still help
compensate the oscillations on the system. However, the other inverters can only
damp locally the oscillations at nodes 1 and 3, while node 2 is left to behave
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Figure 6.12: Different response of the system when one of the inverters does not
implement a dynamic droop gain
with the natural dynamics that emerge from the configuration of the system. As
a result, a larger and worse damped transient appears at this node.
Repeating the simulation for several different systems and parameters shows that
implementing only partially the dynamic droop gains derived for a given system
cannot guarantee its stability. In some cases, such as shown in Fig. 6.12, the
resulting dynamics at the node that does not implement the dynamic droop is
worse damped but the system remains stable, whereas in other cases the absence
of a dynamic droop gain at a single node jeopardizes the stability of the whole
system. A sweeping statement cannot be done in the sense as to whether a system
will be stable or not when one or more inverters are not able to implement the
computed dynamic droop gains. The only option left is to perform an eigenvalue
analysis with the corresponding dynamic droop gains set to zero and asses the
stability of the system in that way.
A totally different situation arises in case II. Since the inverter at node 2 has both
its static and dynamic droop gains set to zero, it acts injecting constant power
regardless of any change in frequency and therefore does not react to the load
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step. There is no transient behavior at node 2, while the dynamics of the rest
of the system are successfully damped by those inverters that do implement a
dynamic droop gain. Completely removing the feedback from the inverter at node
2 hence reduces the order of the system and yields a better dynamic response than
implementing only the static droop gain.
From these observations it can be noted that an inverter should only be configured
with a static droop gain if and only if it can also implement a dynamic droop gain
accordingly. Certainly, this inverter won’t be able to provide ancillary services to
the grid, but at least it won’t jeopardize its stability either.
6.7 A L A R G E - S C A L E R E A L - W O R L D S C E N A R I O
Several simulations with one and three inverters have been shown throughout this
thesis with the purpose of clarifying and illustrating the functioning of the invert-
ers and the improved droop controller. The methods derived were tested through
simulations for systems with one and three inverters. However, the scalability of
these methods should also be studied, considering its potential contribution to a
future power system with a large amount of decentralized power generation.
With this in mind, a group of power inverters in a real-world low-voltage grid
is configured to provide load following energy and voltage control through the
implementation of static droops. See Appendix I for details on the benchmark
grid under study. Ten out of the 60 nodes of the grid at which there are residential
buildings connected are chosen to inject energy in a distributed way, as it would
be the case in a future virtual power plant. An inverter is connected to each one
of these nodes, each providing 1 kW of active power in steady state. The active
and reactive power droops are selected randomly with some dispersion, assuming
that an EMS has assigned a larger participation in the ancillary service product
to some nodes. The mean values of the static droops represent an injection of 1
kW for a frequency deviation of 100 mHz, and 1 kvar per Volt. The exact droop
gains implemented at each inverter can be seen in Table 6.3.
The chosen configuration represents a viable future scenario for decentralized
generation of energy and ancillary services as discussed in [80]. Assuming in-
verters with a rating of 10 kVA, the parameters proposed are easily implemented
without exceeding their power rating. The total distributed load of the system of
31.1 kW is provided in part by the inverters and the rest comes from the MV
grid through the distribution transformer. Although the amount of power being
injected and circulating through the grid lies perfectly within the practicable lim-
its of the inverters and the power lines, the question that remains unanswered at
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this point is whether such a configuration would show stable small-signal dynam-
ics.
To study the dynamics of such a system that implements only traditional droop
controllers, a simulation is carried out. The frequency at the transformer drops
100 mHz at t = 1 second and the simulation extends over a few seconds show-
ing the theoretical unstable behavior of the system under test, according to the
nonlinear model of Chapter 5. The behavior of the active power injected by each
inverter can be seen in Fig. 6.13, which is clearly unstable. The same conclusion
is obtained by computing the 31 poles of the system, ten of which have positive
real parts.
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Figure 6.13: Active power injected by the inverters after a disturbance at the trans-
former at t = 1 second
A real system with the parameters proposed would probably not come to oscillate
in such a chaotic way, since different safety mechanisms would take the inverters
out of operation, disconnecting them before exceeding their power ratings so
disproportionately. Either way, the dynamics of the system is unstable, which
renders such a configuration impracticable. The zoomed area in Fig. 6.13 shows
that the system’s behavior assimilates an unstable linear system in the range of
interest, i.e. within a few kW, which is consistent with Lyapunov’s first method
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for stability. A linear controller, such as the improved droop controller proposed,
can hence stabilize this unstable system.
Considering both design methods introduced, two sets of dynamic droop gains
can be derived. For method A, the optimization is run as done before, with the
difference that the size of the system is now much larger. This yields Jacobi ma-
trices of bigger size, the inversion of which is computationally more expensive,
which causes the optimization to take a longer time. However, a set of dynamic
droop gains is found after 80 iterations, which were processed in about 4.3 sec-
onds running on a PC with 4 GB of RAM and a quad-core microprocessor @
2.4 GHz. The iterative optimization process can be visualized in Fig. 6.14, which
shows the minimization of the angles of all the poles of the system. The five pairs
of complex poles that were unstable are highlighted initially in red, denoting an
angle larger than pi/2. Withing a few iterations, these poles are damped, resulting
in stable dynamics. Note that, in this case, a critical damping of all the poles of
the system is not achieved.
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Figure 6.14: Evolution of the angles of the poles during the optimization
For method B, a mean frequency of 12.203 rad/s is found computing the 31 poles
of the system without improved controller. The RGA matrix is computed from
the admittance matrix of the system and a set of dynamic droop gains is obtained
according to Eq. (6.18). The resulting dynamic droop gains obtained with both
methods for each inverter, together with the static droop gains and the equivalent
zeros, can be found in Table 6.3.
The unstable poles of the system are shifted to the left half-plane by implement-
ing the dynamic droop gains resulting from either two methods. To illustrate this,
the poles of the system without improved droop controller are plotted in grey in
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Fig. 6.15, while the poles that result from implementing the dynamic droop gains
obtained with method A and B are shown in blue and green respectively.
Table 6.3: Parameters used for the simulation of a real-world low-voltage grid
Node kP kQ kPd(A) ωd(A) kPd(B) ωd(B)
15 0.1023 1.0225 0.0244 8.75 0.0734 8.75
21 0.0982 0.9821 0.0287 13.78 0.0448 13.78
27 0.1008 1.0082 0.0245 14.88 0.0426 14.88
33 0.1099 1.0988 0.0332 21.67 0.0319 21.67
39 0.1057 1.0574 0.0253 16.38 0.0406 16.38
45 0.0937 0.9373 0.0023 12.98 0.0453 12.98
51 0.1107 1.1073 0.0268 7.65 0.0909 7.65
57 0.0932 0.9322 0.4525 20.00 0.0293 20.00
63 0.1092 1.0922 0.4195 21.05 0.0326 21.05
69 0.0967 0.9673 0.0293 25.65 0.0237 25.65
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Figure 6.15: Poles of the system with and without dynamic droop gains
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Note that the damping obtained with method A is greater, but at the same time
some poles shift further to the right on the real axis, which makes their dynamics
dominant. This can be better seen by simulating again a frequency step at the
transformer and observing the transient response of the inverters when imple-
menting the improved droop controller. The behavior resulting from both meth-
ods can be seen in Fig. 6.16.
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Figure 6.16: Active and reactive power injected by the inverters after a frequency
drop at the transformer
The resulting dynamics is in both cases clearly stable, although the impact of
the dominant poles of method A can be seen at two of the inverters, whereas
the responses of the inverters obtained with method B are more balanced. The
end values achieved after a few seconds by each inverter differ, since their static
droop gains are all different. Collectively, the ten inverters inject 10 kW of active
power as a reaction to the frequency drop of 100 mHz. This can be seen as well
at the transformer, which is shown in Fig. 6.17.
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Figure 6.17: Active and reactive power through the transformer
Although the inverters respond to the frequency step with different dynamics, to-
gether they form a stable virtual power plant that can inject load following energy
into the MV grid through the transformer with an equivalent power droop and a
resulting dynamic response. This equivalent combined response of the distributed
system will be topic of Chapter 7.
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When studying the dynamics of distributed generation in a LV grid, be it in a MG
or a VPP, the MV grid to which the system is connected is usually considered stiff.
Its dynamics and its power droops are entirely disregarded, and an ideal voltage
source is used to model it as an infinite bus instead. This helps study the behavior
of the LV grid but disregards the dynamics and the droops of the distributed
generators present in the MV grid and hence the interactions between both. In a
similar manner, traditional power system stability analysis is carried out at HV
and MV levels, disregarding the behavior of the LV grids or considering them as
mere loads [4].
However, in a future scenario with larger amounts of distributed generation at the
LV level, the dynamics and the presence of power droops might play an important
role on the stability of the power system. For instance, inter-area oscillations
could appear between two LV grids that interact over a MV grid, or the dynamics
of one grid could affect the behavior of the other.
Running a complete simulation of a power system including details of the HV,
MV, and LV grids would of course allow to study in detail the stability of the
system, but the implementation of such a model is unrealistic, since the immense
amount of nodes present in a power system such as the synchronous grid of con-
tinental Europe (ENTSO-E) would render any simulation impracticable.
A suitable approach to solving the problem of simulating such a large system is to
build hierarchical models that can be integrated into higher-level simulations as
needed. Although this is usual practice in the power stability analysis, very little
has been done up to date to include aggregated LV models into higher-voltage
grids. Reduced-order models of AC and DC MG can be found in the literature
within the scope of stability analysis [81–83] but these studies focus on the is-
landed operation of a MG rather than on the interactions between LV and MV
grids.
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In the following, a nonlinear reduced-order model for a LV grid with distributed
generation will be proposed, based on an equivalent single inverter which can be
later integrated hierarchically into the model of a MV grid.
7.1 P RO P O S E D M O D E L
The easiest way to derive a reduced-order model of the system would be to apply
order-reduction techniques to the linearized model presented in Chapter 5. In
this way, a state space representation of reduced order could easily be achieved.
However, instead of making use of mathematical tools to derive systematically
a reduced-order model of the system, a given model structure is followed. This
aims to derive a set of parameters with physical meaning rather than to obtain
some values that are correct in a mathematical sense but do not provide any fur-
ther understanding on the functioning of the system.
The proposed structure of the reduced-order model consists in a single droop-
controlled inverter connected to the grid through an impedance of value Z˜ =
R+ jX , as seen in Fig. 7.1.
~
Z=R+jX
Stiff
grid
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~
U0
~
I
~
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~~
Figure 7.1: Proposed reduced-order model
The stiff grid is represented at the point of coupling with the MV grid by the
voltage phasor U˜0 = U0, while the voltage E˜ = Eejθ of the equivalent inverter
is governed by the equations:
f = fnom − kPf (Pˆ − Ps)− kQf (Qˆ−Qset) (7.1)
E = Enom − kQE(Qˆ−Qs)− kPE(Pˆ − Pset) (7.2)
θ = 2piTPdf +
∫
2pifdt (7.3)
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Equations (7.1) and (7.2) implement active and reactive power droops on the
equivalent inverter. Under nominal conditions, the inverter has a frequency f =
fnom and a voltage amplitude E = Enom, while it injects an apparent power
S˜set = Pset + jQset. Note that two cross-coupled droop gains kQf and kPE are
included in these equations. Although traditional droop-controlled inverters do
not implement this kind of cross-coupled droops, it is important to introduce them
in the equivalent reduced-order model to account for the coupling of active and
reactive power through the power grid, which will become clearer when studying
the equivalent model of a real-world grid in Section 7.3.
The dynamics of the equivalent inverter are modeled including a dynamic droop
in Eq. (7.3). Although this term is not mandatory on an equivalent inverter and
does not increase the order of the model, it allows for a better fitting of the dy-
namics of the reduced-order model to that of the complete system, since it allows
to better tune the zeros of the equivalent system.
The active and reactive powers Pˆ and Qˆ are modeled by first-order filters, which
can be written in the s-domain as
Pˆ (s) =
1
1 + sTP
P (s), (7.4)
Qˆ(s) =
1
1 + sTQ
Q(s), (7.5)
where P and Q are the instantaneous active and reactive power injected by the
equivalent inverter. These two equations can be related to the filters on the power
estimations of the inverters on the grid or as well be interpreted as an equivalent
inertia of a rotating generator as discussed in Chapter 3. In any case, both inter-
pretations relate to the equivalent dynamics of distributed power generation in
the grid.
Equations (7.1) through (7.5) are essentially similar to those of a single inverter
connected to a stiff grid, except from the cross-coupled droop gains. The model
becomes nonlinear when considering the power flow through the impedance Z˜,
which couples the voltage E˜ from the equivalent inverter to the voltage U0 at the
stiff grid, introducing a nonlinearity into the model. The premise behind this mod-
eling approach is that a given LV grid with distributed generation, as seen from
the point of coupling to the MV grid, will behave similarly to an equivalent single
inverter connected at the same point through an equivalent impedance. However,
the parameters of the equivalent inverter and the equivalent coupling impedance
will differ from those of each inverter, and have to be identified accordingly in
order to correctly reproduce the behavior of the system.
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7.2 PA R A M E T E R F I T T I N G
A total of eleven parameters define the reduced-order model of the system. These
parameters can be divided into three groups, according to their physical mean-
ing:
• Four parameters are related to the power flow in steady state when the
system is operating at nominal values, i.e. two real values for the equivalent
impedance Z˜ (R and X) and two real values for the voltage phasor E˜ (E
and θ).
• Another four parameters are related to the power flow in steady state when
the frequency and/or voltage differ from nominal values. These are the four
droop gains of the equivalent inverter (kPf , kQE , kQf and kPE).
• Three parameters relate to the linearized dynamic response of the system,
namely the time constants TP , TQ, and TPd.
Since these sets of parameters can be attributed to distinct processes on the sys-
tem, they can be identified and/or tuned separately. The voltage U0 of the stiff
grid is considered exogenous to the model.
7.2.1 Coupling impedance and nominal operating point
In steady state, both the stiff grid and the equivalent inverter have a voltage value
that, together with the impedance Z˜, defines the current I˜ and therefore the power
flow S˜0 into the system. Although the voltage U˜0 and the current I˜ can be taken as
given and even measured in a real system, the voltage E˜, as well as the impedance
Z˜ and the apparent power S˜ injected by the equivalent inverter are prototypical
values that do not exist at any point of the real grid. These have to be estimated
indirectly based on observations made at the point of coupling with the stiff grid,
which can be obtained either through simulations or by solving analytically for a
known system with distributed generation. The way in which the power S˜0 flows
to the different nodes of the real grid is at this point unimportant. What interests is
only the current I˜ flowing into the grid as a response to the distributed generators
and loads.
For a given nominal voltage U˜0nom, the current I˜nom is related to the equivalent
impedance Z˜ = R + jX and to the nominal voltage of the equivalent inverter
E˜nom = Enome
jθnom through
U˜0nom = I˜nomZ˜ + E˜nom. (7.6)
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Changing the nominal value U˜0nom to U˜0∆U = U˜0nom + ∆U would make the
droop-controlled inverters react to this new voltage, reaching a new equivalent
operating point E˜∆U . However, since the inverters present a lagged response,
they remain momentarily unaffected by a sudden change on the voltage U˜0 until
the droop controllers take over. A stepwise change on amplitude creates therefore
an initial step on the current I˜ that depends only on the equivalent impedance
Z˜ = R+ jX and the nominal inverter voltage E˜nom, which can be expressed as
U˜0∆U = I˜nom∆U Z˜ + E˜nom. (7.7)
Separating Eqs. (7.6) and (7.7) in real and imaginary parts yields a system of
four linear equations with four unknowns (R,X ,Enom, θnom ∈ <), which can be
easily solved for known values of U˜0 and I˜ . As a result, the equivalent impedance
Z˜ and the nominal operating point E˜nom are found.
The equivalent impedance obtained refers to the coupling of the equivalent in-
verter to the stiff grid. Note that this value is not necessarily equal to the equiv-
alent impedance that can be obtained through computations with the admittance
matrix of the grid, since the latter considers only the nature of the power lines but
disregards the power flow produced by the distributed generators. Moreover, all
the loads that were present on the complete LV grid have now been included into
the equivalent power source. The set-point of the apparent power of the equivalent
inverter can be computed as
S˜set = Pset + jQset = −E˜nomI˜∗nom, (7.8)
which reproduces the power imbalance in the grid, i.e. the difference between
loads and distributed generation. The single equivalent inverter recreates, at nom-
inal values, both distributed generation and loads.
7.2.2 Droop gains
After the transient response of the inverters, the current I˜ settles at a value I˜∆U
and the equivalent inverter has a voltage of value
E˜∆U = U˜0∆U − I˜∆U Z˜, (7.9)
which yields the power
S˜∆U = P∆U + jQ∆U = −E˜∆U I˜∗∆U . (7.10)
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In a similar fashion, a step ∆f on the frequency of the voltage source U0 triggers
the droop controllers of the distributed generators, which, given enough settling
time, yields a new current I˜ of value I˜∆f . The equivalent inverter will settle at
the same frequency and with a voltage of value
E˜∆f = U˜0 − I˜∆f Z˜, (7.11)
which yields the power
S˜∆f = P∆f + jQ∆f = −E˜∆f I˜∗∆f . (7.12)
Evaluating the droop equations (7.1) and (7.2) for the voltage and frequency steps
yields a system of four linear equations:
0 = −KPf (Pset − P∆U )−KQf (Qset −Q∆U ) (7.13)
Enom − E∆E = −KPU (Pset − P∆U )−KQU (Qset −Q∆U ) (7.14)
∆f = −KPf (Pset − P∆f )−KQf (Qset −Q∆f ) (7.15)
Enom − E∆f = −KPE(Pset − P∆f )−KQE(Qset −Q∆f ) (7.16)
Solving this system returns the droop gains KPf , KQf , KPU , and KQU of the
equivalent inverter.
7.2.3 Linearized dynamics
Considering the frequency f and the voltage U0 at the transformer as inputs and
the active and reactive power flow P0 andQ0 as outputs yields a 2-input 2-output
MIMO system. The derivation of the transfer functions of each input-output pair
can be obtained from the linearized state-space model of the system shown in Eq.
(5.22).
Using the nominal conditions as linearization point, the transfer matrix of the
system can be expressed as
Gsys0(s) =
(∆P0
∆f (s)
∆P0
∆U0
(s)
∆Q0
∆f (s)
∆Q0
∆U0
(s)
)
. (7.17)
For a system with n distributed generators, each of these four transfer functions
has an order 3n.
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In a similar manner, the transfer matrix of the reduced order system can be ex-
pressed as
Geq(s) =
(∆P0
∆f (s)
∆P0
∆U0
(s)
∆Q0
∆f (s)
∆Q0
∆U0
(s)
)
, (7.18)
which are third order transfer functions that depend on the eleven parameters of
the equivalent model.
When solving for the coupling impedance and the nominal operating point, the
response of the current immediately after the voltage step was considered. On the
other hand, the steady state values of the current were used when solving for the
droop gains. From a dynamic system point of view, this means that the initial and
final values of the reduced system match with those of the complete system. Put
in mathematical terms, this implies:
Gsys0(0) = Geq(0), Gsys0(∞) = Geq(∞), ∀ TP , TQ, TPd. (7.19)
Although the initial and final values already match, the transfer functions in
Gsys0(s) and Geq(s) should depict a similar dynamic behavior for the whole
frequency range. A perfect fitting of both is of course impossible, given the re-
duced order of the equivalent model. However, the time constants TP , TQ, and
TPd can be optimized to best fit the transfer functions. This can be formulated as
an optimization problem posed to minimize the quadratic objective function
m∑
k=1
|Gsys0(jωk)−Geq(jωk)|2, (7.20)
which constitutes a nonlinear least-squares optimization problem. A valid set of
m data points is obtained by sampling Eqs. (7.17) and (7.18) atm frequencies ωk
(m >> 3). The three equivalent time constants can be found out by solving the
nonlinear least-squares problem. A suitable algorithm for solving such a problem
can be found for instance in [84].
7.3 R E D U C E D - O R D E R M O D E L O F A R E A L - W O R L D G R I D
A large-scale real-world scenario with sixty households and ten distributed gen-
erators was examined in Chapter 6. The resulting active and reactive power flow
through the transformer after a frequency step was shown in Fig. 6.17 for the
dynamic droop gains derived with methods A and B. The following reduced-
order model will be obtained for the system with the droop gains resulting from
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Method B, with the goal of reproducing the same dynamics at the transformer.
The same process can be easily repeated for the dynamics resulting from Method
A.
Out of the 31.1 kW of load present in the grid, 10 kW are supplied by the dis-
tributed generators. Additionally, each distributed generator injects 0.1 kvar of
reactive power at nominal conditions. The MV grid has to supply the remaining
21.1 kW of active power, as well as enough reactive power necessary to main-
tain a nominal voltage of 400 Vrms phase to phase at the transformer. Accord-
ing to the droop-controlled inverters used for distributed generation, a deviation
from nominal values at the transformer triggers a deviation in active and reactive
power flow, which is proportional to the droop gains on the inverters. Studying
these deviations allows for the identification of the parameters of the equivalent
system.
By increasing stepwise the voltage U˜0 at the transformer in ∆U = 1 V , the
parameters P0set, Q0set, P0∆U , and Q0∆U are obtained. Likewise, a frequency
step of 10 mHz at the transformer allows for the identification of P0∆f , andQ0∆f .
These parameters are inputs to Eqs. (7.6) through (7.7) and (7.13) through (7.16),
whose solutions yield the equivalent impedance Z˜, the nominal voltage E˜nom,
and the equivalent droop gains. These values are summarized in Table 7.1
Table 7.1: Static parameters of the equivalent system
Parameter Value Units
Measurements
S0set 21.17− j0.845 kVA
S0set∆U 28.61 + j2.002 kVA
S0∆U 21.36 + j4.544 kVA
S0∆f 22.17− j1.915 kVA
Equivalent parameters
Z˜ 0.273 + j0.106 Ω
E˜nom 227.52− j1.0766 V
KPf 9.923 10
−3 mHz/Ws
KPU 7.792 10
−2 mV/Ws
KQf −3.025 10−4 mHz/var
KQU 1.344 10
−1 mV/var
Note that, although the inverters were configured without coupled droops, the
resulting system has values of KPU and KQf different from zero. This means
that, given a frequency deviation at the transformer, the LV grid responds with a
change in active and reactive power. Although this might seem counter-intuitive,
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this coupling is a natural phenomenon in LV grids, since each inverter will react
to the frequency deviation by injecting only active power at its terminals, but the
resistive nature of the grid and the voltage drop related to the current flow through
it implies additional reactive power, which is seen at the transformer as a reaction
to the frequency step. The same phenomenon couples a voltage deviation at the
transformer with a phase difference at the inverters.
Having found the static parameters, the final step to derive the reduced-order
model is to fit its dynamics to that of the complete system. The transfer func-
tions of the complete system considering all ten distributed inverters has order
30, whereas the goal of the reduced-order model is to reproduce a similar be-
havior of only third order. Since the static parameters already guarantee that the
initial and final values of the transfer functions match, the order of the equivalent
system simply relates to the accuracy with which the transfer functions can be
approximated.
The transfer matrixGsys0(s) of the complete system is sampled at 100 logarith-
mically spaced frequencies between 0.1 and 100 Hz, yielding a nonlinear least-
squares problem with three unknowns and 400 data points.The time constants
resulting from solving the optimization problem are shown in Table 7.2.
Table 7.2: Dynamic parameters of the equivalent system
Parameter Value Units
ωP = 1/TP 47.91 rad/s
ωQ = 1/TQ 44.94 rad/s
ωPd = 1/TPd 10.99 rad/s
The Bode plots of both the original and the reduced-order model are shown in
Fig. 7.2. Note that the values for ω → 0 and ω → ∞ match perfectly, whereas
the response in the whole frequency range is merely an approximation. Although
a better fit could be achieved by increasing the order of the equivalent model, it
is important to keep in mind that the time constants of the equivalent system are
not directly the poles of Gsys0(s), but rather related to them through the static
parameters of Table 7.2 on which the transfer functions depend. Hence, these
three time constants cannot be directly read out of the Bode plot and must rather
be found through nonlinear fitting.
The dynamic response of the active and reactive power flow into the grid to a
voltage step of 1 V can be seen in Fig. 7.3, and that to a frequency step of 10
mHz in Fig. 7.4. The key-values needed to compute the inverter parameters are
denoted in these figures as well.
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Figure 7.2: Bode plots of the original and the reduced-order model
Although the dynamic responses of the complete and the reduced-order models
are not identical, a suitable fit can be achieved. The stationary values of both
models are nonetheless perfectly reproduced.
7.4 A DVA N TAG E S O F T H E N O N L I N E A R M O D E L
The reduced-order model proposed was derived with the purpose of finding the
equivalent dynamics of a LV grid with distributed generation. To do this, a model
structure was followed and its parameter fit comparing the responses of the
reduced-order model with those of the complete system. However, a question
arises as to whether the parameters obtained, which were derived at a given lin-
earization point and with a stiff MV grid, will perform as well at other operating
points and coupled to a non-stiff grid.
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Regarding the operating point, the chosen model structure has a further advantage
over traditional model-order reduction tools, since the voltage E˜nom at which the
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system is linearized is one of the parameters of the equivalent model. With this
in mind, the equivalent voltage E˜nom could be adapted to reproduce changes on
the system without having to modify the remaining parameters.
For instance, if the total load was cut to a half and the inverters continued to
provide the same amount of active and reactive power, the MV grid would only
have to provide 5.23−0.86j kVA to maintain the same voltage at the transformer.
With this new nominal value, and recalling Eq. (7.6), a new voltage E˜nom =
229.2− 10.04j V for the equivalent inverter can be computed.
The complete process described in Section 7.3 could be repeated for the modi-
fied system with half as many loads, but repeated experiments for different sys-
tems show that the equivalent impedance, droop gains, and time constants barely
change. Adapting the linearization voltage E˜nom is therefore enough to introduce
the modifications into the equivalent model.
Another important aspect is the dynamic interaction with the MV grid. The volt-
age and frequency steps simulated on the stiff grid are not realistic, but rather
chosen as suitable inputs when identifying the system. Instead of such arbitrary
steps, a real-world grid faces constantly load steps of various amplitude. How-
ever, if the MV grid was further considered as an ideal voltage source, all loads
parallel to it would not trigger any interaction with the distributed inverters.
To better study these interactions, the dynamics of the MV grid could also be
simulated, replacing the ideal voltage source with an equivalent rotating genera-
tor and a series impedance. To further intensify the coupling of the medium and
the LV grid, the active and reactive power droops of the rotating generator are
chosen of the same order as those of the equivalent inverter, with kP = 0.01
mHz/kW and kQ = 0.1 mV/kvar. This is of course not realistic in a scenario in
which a small residential LV grid is connected to an urban MV grid, which itself
is supplied by a larger system of interconnected higher-voltage grids, because
much more load-following energy is provided by the higher voltage levels than
from the LV grid. However, if most load-following energy is provided by the MV
grid, it acts as an almost ideal voltage source, omitting any interaction with the
dynamics of the LV grid. Choosing similar droop gains allows to better study the
equivalent dynamics of the LV grid with distributed generation and to analyze
the limits of the proposed approach.
The time constants of the rotating generator are set to 1 Hz, which is about the
average frequency usually present in MV grids. Finally, the series impedance is
chosen as the benchmark value of Z˜series = 0.2 + 0.1j Ω, discussed in Chapter
2. A load of 5 kW and a switch are included in the LV grid, which can be seen in
Fig. 7.5.
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Figure 7.5: Test system with non-stiff MV grid
This system is simulated once with the complete model of the LV grid and again
with the equivalent reduced-order model. The switch is closed at t = 1 second.
The response of the active and reactive power flowing into the LV grid is shown
in Fig. 7.6.
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Figure 7.6: Response of the active and reactive power flow into the grid after a
load step
The resulting frequency deviation caused by the load step can be seen in Fig.
7.7. The frequency of the equivalent inverter builds an average of those of the
distributed inverters. The faster dynamics of the LV grid compared to the rotating
generator can also be appreciated on this plot.
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Note that, although the parameters of the equivalent system were originally de-
rived considering a stiff MV grid and twice as many loads, the reduced-order
model reproduces the dynamics of the modified system correctly. Although
some minor differences proper of such an approximation arise, the reduced-order
model can be used to accurately replicate the dynamics of a LV grid with dis-
tributed generation without having to model each power source in detail. This
sort of macro-model allows for the feasible integration of the dynamics of the
LV grid into MV models, which will be necessary in a future power system with
large amounts of distributed generation at the LV level.
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E X P E R I M E N TA L R E S U LT S
In order to test the feasibility of the theoretical analysis and the simulations pre-
sented, a small-scale experimental setup was used. These tests are based on droop-
controlled voltage source inverters which are set up in different configurations
to test the response of a single inverter and of several inverters in a distributed
system.
8.1 VO LTAG E S O U R C E I N V E RT E R
Each VSI consists of a Danfoss FC302 2.2 kVA three-phase three-legs power
module, together with an output three-phase LCL filter and voltage and current
sensors. An independent DC power supply is used to provide energy to the DC
bus with the voltage UDC . The schematic diagram of this voltage source inverter
can be seen in Fig. 8.1
UDC
Lo
uC
iL
io
L
CPWMG (s)U
abc
abR + jV wLV
G (s)I
--
Ue jq
abq
U
Figure 8.1: Schematic diagram of a voltage source inverter
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The inverter is controlled implementing two cascaded loops. The internal loop
consists of a proportional-resonant controller GI(s) that regulates the inductor
current iL. The controller has the form
GI(s) = kpI +
krIs
s2 + ω20
, (8.1)
where kpI and krI are the proportional and resonant controller gains and ω0 is the
nominal frequency of the grid1. The PWM unit generates the switching signals
that command each leg of the power module. The DC voltage is measured and
used in the generation of the PWM signals to compensate for possible ripple on
the DC bus.
The outer loop consists of a controller GU (s) that regulates the voltage uC on
the capacitors. Analogously to the current controller, the voltage controller is
implemented as a proportional-resonant controller of the form
GU (s) = kpU +
krUs
s2 + ω20
. (8.2)
A virtual impedance loop is included in the voltage control loop, which helps tune
the output impedance of the inverter. Note that the control loops of the inverter
take place in the stationary two-phase reference frame αβ, while transformations
must be done between the natural reference frame (abc) and the equivalent one-
phase rotating system (Uejθ).
The choice of parameters for the internal voltage and current controllers was
made based on [21] followed by additional empirical fine-tuning. Details on the
inverter parameters used for the experimental setup are shown on Table 8.1.
Provided that these internal control loops are tuned with enough bandwidth, the
inverter behaves as an equivalent voltage source with magnitude U , phase θ, and
output impedance Z˜o = Rv + jω(Lv +Lo). However, the concept of bandwidth
on such a system is not trivially defined, since the inverter operates at 50 Hz
in steady state and the input U is modulated nonlinearly by the phase θ. The
proportional-resonant controller assures no error in steady state, i.e. for an input
of constant amplitude U and a phase θ that rotates at a constant rate of 50 Hz,
but the behavior of the system for time-varying inputs has to be further studied
in order to guarantee that the voltage source inverter effectively operates approx-
imately as an ideal voltage source with negligible lag.
1 Some authors use the reference frequency from the droop controller instead, which yields a better
response over a wider frequency range.
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Table 8.1: Parameters of the voltage source inverter
Parameter Symbol Value Units
Power Stage
Nominal grid effective voltage Ug 400 V
Nominal grid frequency f 50 Hz
Output inductance Lo 1.8 mH
Filter inductance L 1.8 mH
Filter capacitance (∆) C 27 (3× 9) µF
DC Voltage UDC 650 V
Switching Frequency fSW 20 kHz
Voltage/Current PR Control
Voltage loop PR kpU , krU 0.35, 150 -
Current loop PR kpI , krI 1, 1000 -
To better illustrate the functioning of the internal control loops, the Bode plot of
the closed-loop transfer function from uref to uC is shown in Fig. 8.2. From this
plot it is easy to see that the inverter responds with a unity gain and without phase
lag for an input with a constant frequency of 50 Hz, but it is not immediately clear
how the inverter will respond to a change in amplitude or phase of the input.
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Even though an approximate 3 dB bandwidth of 125 Hz centered at 50 Hz can be
read out of the Bode plot, the equivalent bandwidth of the system in the rotating
reference frame is about one half of it. This can be observed by studying the
response of the inverter to a step input on the voltage amplitude U , which is
shown in Fig. 8.3. Although highly nonlinear due to the transformation between
stationary and rotating reference frames, this step response can be approximated
by means of a least square estimation to that of a first-order system, which is also
shown in Fig. 8.3. The equivalent cutoff frequency was found to be of 64.3 Hz.
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Figure 8.3: Simulated step response and estimated equivalent first-order response
From this analysis it follows that the dynamic response of the inverter with the
chosen parameters can be in fact disregarded, since the lag introduced by the
internal control loops is negligible compared to the slower dynamics of the droop
controller.
The analysis and tuning of the closed-loop dynamics of the internal control loops
of a voltage source inverter can be investigated in depth and is itself a topic
of great complexity and constant research, although it shall not be further ap-
proached in this work. A comprehensive overview on proportional-resonant con-
trol theory followed by a number of practical cases can be found in [85]. An
extension of this scheme to control harmonics is shown in [86], while further
damping on the resonance of the LCL output filter is introduced in [87]. An anal-
ysis and comparison of DQ frame and resonant controllers is presented in [88],
while alternative, more complicated nonlinear control schemes can be found for
instance in [89].
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8.2 S I N G L E I N V E RT E R
The design methods of the improved droop controller for a single inverter pro-
posed in Chapter 4 can be validated by building a simple experimental setup as
shown in Fig. 8.4, which consists of two VSIs and a dSPACE1006 which imple-
ments the control algorithms. The first inverter is configured as a programmable
voltage source with adjustable amplitude and frequency, which functions as a grid
simulator [90]. The second inverter implements the improved droop controller. In
this way, the first inverter acts as a stiff grid, which allows for the study of the
response of the other inverter without having to cope with external sources of er-
ror present on a real grid such as power fluctuations and deviations from nominal
values.
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Figure 8.4: Schematic diagram of the experimental setup
The experimental setup was configured with the parameters described in Table
8.2, while different values of dynamic droop gains kPd were tested. An equivalent
inverter-to-grid inductance is obtained by tuning the virtual output impedance of
both inverters. Details on this method can be found for instance in [36, 91]. As a
result, the electrical equivalent of Fig. 8.5 is obtained.
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Figure 8.5: Electrical equivalent of the experimental setup
Table 8.2: Parameters used for the test
Parameter Symbol Value Units
Virtual output impedance
Virtual output resistance Ro 0.5 Ω
Virtual output inductance Lo 2 mH
Droop Control (only at inverter 2)
Power filters ωfP = ωfQ 2pi rad/s
Active power droop kP 0.25 rad/kWs
Reactive power droop kQ 0.01 V/var
Table 8.3 shows the dynamic droop gains in mrad/kW and the resulting poles of
the system obtained with the three methods proposed, as well as the poles for the
case without dynamic gain. The equivalent zero ωd that results from the improved
droop controller is shown as well. Note that the design based on root locus yields
all real poles, which is achieved by increasing the gain until both complex poles
are shifted to the break-in point present in the root locus. The other two methods
preserve the pair of complex poles but with improved damping.
Table 8.3: Resulting poles for different dynamic droop gains
Open-loop Root locus Bode plot Impedance
kPd = 0 kPd = 70.5 kPd = 25.9 kPd = 18.1
ωd =∞ ωd = 3.55 ωd = 9.65 ωd = 13.82
−628.5 −602.7 −619.3 −622.1
−2.72 + 9.26j −21.81 −8.21 + 6.27j −6.32 + 7.69j
−2.72− 9.26j −21.81 −8.21− 6.27j −6.32− 7.69j
−15.66 −3.203 −13.89 −14.86
To better visualize the dynamics of the droop-controlled inverter in each case, a
frequency drop of 50 mHz is introduced with the other inverter. The active and
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reactive power for the different dynamic droop gains shown in Table 8.3 can be
seen in Fig. 8.6. Although such a step in frequency is unlikely to be present in
practice, these experimental results help illustrate the transient response of the
inverter and validate the feasibility of the resulting dynamic droop gains, as well
as the accuracy of the model.
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Figure 8.6: Active and reactive power response of the inverter to a frequency step
of the grid emulator with different values of kPd
As already seen in the theoretical analysis, the design based on line impedance
damps the initial oscillatory behavior of the inverter without improved droop,
yet the step response stays underdamped. The response obtained with the design
based on Bode plot seems fairly damped, although a small overshoot can be no-
ticed. On the other hand, the droop gain based on root locus, which critically
damps both complex poles, yields a transient response which might seem unnec-
essary slow and overdamped. This is caused by the dominant effect of the slowest
pole of the system, since increasing the gain needed to shift both complex poles
to the real axis also shifts the slowest pole to the right, making it slower.
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The consistency of the simulation results with the measurements seen in Fig. 8.6
furthers validates the modeling approach.
8.3 T H R E E I N V E RT E R S
Experimental results for the design methods for a system with multiple inverters
introduced in Chapter 6 were obtained by considering a three-inverter scenario.
An experimental setup was built according to this configuration as shown in Fig.
8.7, which consists of three voltage source inverters and a dSPACE1006 which
implements the control algorithms. Each inverter is controlled with cascaded volt-
age and current loops as discussed before, implementing the parameters of Table
8.1.
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Figure 8.7: Schematic diagram of the experimental setup
The virtual output impedance Z˜O of the inverters is used to mimic an equivalent
grid impedance. Each output impedance was chosen deliberately different from
the others to better represent a real system with distributed generation. As a re-
sult, the electrical equivalent of Fig. 8.8 is obtained, which reproduces a MG in
autonomous operation.
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Figure 8.8: Electrical equivalent of the experimental setup
The experimental setup was configured with the parameters described in Table
8.4, while two set of dynamic droop gains derived by means of the design meth-
ods introduced in Chapter 6 were tested.
Table 8.4: Parameters used for the test
Parameter Symbol Value Units
Virtual output impedance
Virtual output resistance RO1 0.25 Ω
RO2 0.5 Ω
RO3 1.0 Ω
Virtual output inductance LO1 1 mH
LO2 2 mH
LO3 4 mH
Droop Control
Power filters ωfP = ωfQ 2pi rad/s
Active power droop kP 0.1 rad/kWs
Reactive power droop kQ 0.01 V/var
Load
Resistive Load Z˜L1 = Z˜L2 230 Ω
8.4 D E S I G N W I T H M E T H O D A
The search for an optimal set of dynamic droop gains is performed by running the
optimization algorithm of Method A. A trivial nonzero initial condition kPd =
1 · 10−8 is used to avoid singularities in the numerical solution. As a result, the
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optimization increases iteratively the value of each dynamic droop gain and an
optimal controller is found after 29 iterations. The resulting vector of dynamic
droop gains is:
kPd = (67.1 104.2 81.7) , (8.3)
and the frequencies of the equivalent zeros of the improved droop controllers are
ωd = (1.49 0.96 1.22) . (8.4)
8.5 D E S I G N W I T H M E T H O D B
The dynamic droop gains computed with method B are related to the dynamics
of the system without dynamic droop and to information of the coupling obtained
with the RGA matrix. The matrixAsys possess only two pairs of complex eigen-
values, which yields a mean frequency of
ωm =
√
7.837 . 5.658 = 6.659 rad/s. (8.5)
The RGA analysis yields the matrix
RGA1,1 =
0.3005 0.1144 0.04370.1075 0.3072 0.0403
0.1084 0.0806 0.3898
 , (8.6)
which results in the dynamic droop gains
kPd = (50.2 48.6 38.6) , (8.7)
and the frequencies of the equivalent zeros of the improved droop controllers
ωd = (4.98 5.14 6.48) . (8.8)
8.6 C O M PA R I S O N O F B OT H M E T H O D S
The closed-loop dynamics of the system with the improved droop gains can be
evaluated by computing the eigenvalues of the matrixA∗sys. Table 8.5 shows the
resulting values for the system using the gains obtained with both methods. The
eigenvalues of the system without dynamic droop gains are shown as well for
reference.
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Table 8.5: Eigenvalues of the system in autonomous operation with and without
dynamic droop gains
kPd = 0 Method A Method B
−2.84 + 4.89j −21.93 −14.76 + 5.49j
−2.84− 4.89j −21.93 −14.76− 5.49j
−2.85 + 7.30j −46.79 −25.81 + 8.03j
−2.85− 7.30j −24.77 −25.81− 8.03j
−6.28 −6.28 −6.28
−6.28 −6.28 −6.28
−13.77 −0.92 −1.76
−20.20 −1.19 −1.83
As expected, the poles obtained with method A are all real and stable. The second
pair of complex poles shifts to the real axis, while the first pair results critically
damped. Two of the poles obtained from the power filter with a cutoff frequency
of 1 Hz (6.28 rad/s) barely move, while the remaining poles slide along the real
axis. The poles obtained with method B are not as well damped, which was ex-
pected. However, the damping of both pairs of complex poles is as well improved
with this method, while all other poles stay on the real axis.
To visualize these dynamic responses, the experimental setup is excited by clos-
ing the switch S1 at t = 1 s. Before closing the switch, the inverters are config-
ured with offsets of 130, 230 and 300 W and -30, 0, and 30 var respectively to
provide the load Z˜L1 and ensure nominal voltage and frequency. Fig. 8.9 shows
the active and reactive power response obtained experimentally. Simulation re-
sults are also shown with superimposed faded lines.
From these measurements it can be noted that the response of the inverters be-
comes more sensible to high frequency perturbations as the damping increases,
as it was expecting from increasing the derivative term on the controller. This can
be better illustrated by observing the output currents of the inverters, which are
shown in Fig. 8.10. The increase in current after the load step can be noticed at
t = 1 s, while the zoomed in area shows in detail the distortion for each case.
To better quantify this effect, the total harmonic distortion was computed for each
phase in each case. The resulting values are shown in Table 8.6 together with the
Euclidean norm of the THD of all three phases.
On this account, care should be taken when tuning the dynamic droop gains, since
overdamping the system makes the inverters less robust against non-modeled
high frequency dynamics. To better handle this, harmonic controllers can be used
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Figure 8.9: Active and reactive power response of the inverter to a load step with
different values of kPd
Table 8.6: Total harmonic distortion (THD) of the output current. Values in %
THDa THDb THDc ||THD||
kPd = 0 14.73 15.87 16.37 15.67
Method A 18.38 19.63 19.67 19.24
Method B 17.42 18.66 18.89 18.33
when implementing the voltage and current loops, which allows for better shar-
ing of unbalanced and nonlinear loads [92,93]. However, the contribution of this
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work has focused merely on the slower dynamics due to the power filters and the
droop controller, which shall be studied independently.
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C O N C L U S I O N S
This thesis studied the dynamic behavior of a LV grid with DG and presented
systematical methods to stabilize and better damp the system. The analysis fol-
lowed a modular approach, going from the simplified models of a power grid and
a single power generator to the complex interaction of several generating units
distributed in a real-world grid.
The main contributions of this work are many-fold. On the first hand, a compact
model for the stability analysis of distributed generation was derived. The result-
ing nonlinear model can be represented in a simple block diagram employing
complex vectors, while disturbances can be simulated either as load steps or as
voltage or frequency changes at a given node of the grid. The stability of a LV grid
was studied and simulated with the nonlinear model proposed, which reproduces
the behavior of the grid in a way that is simple enough in order to reduce compu-
tational costs, yet allows for the analysis of the fundamental dynamic interactions
between distributed power inverters.
The dynamics of energy flow through the power lines was studied with the con-
cept of dynamic phasors, extending the admittance parameter with a complex
pole. It was also shown that the related eigenvalues depend only on the resistive to
inductive ratio of the line, while the eigenfrequency is always higher than 50 Hz.
This justifies that the power interactions between inverters can be further studied
without considering phasor dynamics, as long as the resulting eigenfrequencies
lie in the single-digit Hz range.
The implementation of a decentralized controller in the form of improved droop
gains allowed for a better damping of the system and even the stabilization in
case of instability. Different tuning methods for a single and several inverters
were presented, which enhance the dynamics of the system.
A reduced-order model reproduced the dynamic response of the aggregated LV
grid as seen from the MV grid in a simplified manner, which enables the hierar-
chical integration into higher-level simulations.
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The proposed models and controllers were implemented in MATLAB/Simulink
under different validation scenarios. The results of these simulations were com-
pared with more complex models and experimental results found in the litera-
ture.
Finally, measurements were conducted on a small-scale laboratory setup, which
further validated experimentally the approaches presented in this work.
9.1 F U RT H E R R E S E A R C H A N D O U T L O O K
The droop-controlled voltage source inverter is nowadays the inverter structure
mostly employed in MGs and some research VPPs. However, some not-so-
popular alternatives to this scheme also exist. For instance, a current source con-
troller could also be modified to implement power droops. This scenario should
be seriously analyzed in the future, since such controllers must implement a PLL
for the synchronization to the grid and inverse power droops as an outer loop to
provide load-following energy, which plays a decisive role in the dynamics of the
system. Although a single such inverter can be configured to be stable, the sta-
bility of both control loops in a system with several distributed inverters should
be further studied, and eventually a damping approach similar to the improved
droop controller presented in this work should be performed.
When considering the real-world large-scale implementation of the inverters stud-
ied in this work, two critical aspects must be further analyzed. On the first hand,
asymmetrical systems must be taken into account, particularly since it is not in-
frequent to find unbalanced loads and single-phase power inverter in LV grids.
A second important issue is the existence of constant-power and nonlinear loads,
which are rather common in the LV level and have a destabilizing effect on the
system.
Further possibilities with the RGA should also be investigated. For instance, the
matrices KP , KQ, and KPd were considered diagonal throughout this work,
under the premise that each inverter should only operate autonomously, hence
avoiding any kind of real-time comunication. However, the non-zero elements of
these matrices could be used to couple the control loops of two or more invert-
ers, in case that this was critical to the stability of the system. The RGA matrix
could further aid in the search of critical control signals, identifying a minimal set
of inverters that should be communicated with each other in order to guarantee
stability.
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Last but not least, the incorporation of stability analysis and systematic controller
design must be intensively promoted in the area of energy management systems.
Only by considering both technical and economical aspects together can we ac-
complish a green, reliable, and stable power system of the future.
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B E N C H M A R K G R I D
A real-world low-voltage grid has been available for studies during the project
Smart Nord [30] and has been used as a benchmark grid in this thesis. The system
consists of 71 power lines that connect 71 nodes forming a LV power grid of a
German urban area.
The length and type of each line is well known, which is shown in Table I.1.
Each node has a number from 1 to 71 assigned to it, while each line connecting
any two nodes is documented. The transformer which interfaces with the MV
grid is related to node number 1. Nodes number 2 to 11 are bus-bars, while the
remaining 60 are connections to buildings. The system is three-phase and is con-
sidered balanced, hence equivalent single-phase resistances and reactances are
considered.
Table I.1: Details of a real-world low-voltage grid
From To Type of cable R [mΩ] X [mΩ] Iso [A] Len [m]
2 54 NAYY 4*025/0.4 4.80 0.35 102 4.0
54 55 NAYY 4*025/0.4 93.60 6.86 102 78.0
34 35 NAYY 4*025/0.4 52.80 3.87 102 44.0
4 14 NAYY 4*035/0.4 30.38 2.98 122 35.0
4 15 NAYY 4*035/0.4 39.06 3.82 122 45.0
16 13 NAYY 4*035/0.4 30.38 2.98 122 35.0
16 17 NAYY 4*035/0.4 4.34 0.42 122 5.0
45 46 NAYY 4*035/0.4 22.57 2.21 122 26.0
45 47 NAYY 4*035/0.4 22.57 2.21 122 26.0
10 70 NAYY 4*035/0.4 17.01 1.67 122 19.6
10 71 NAYY 4*035/0.4 98.95 9.69 122 114.0
3 33 NAYY 4*070/0.4 28.35 5.25 179 64.0
5 52 NAYY 4*070/0.4 20.07 3.71 179 45.3
52 2 NAYY 4*070/0.4 15.06 2.79 179 34.0
continues on next page...
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...continued from previous page
From To Type of cable R [mΩ] X [mΩ] Iso [A] Len [m]
28 29 NAYY 4*070/0.4 10.19 1.89 179 23.0
29 30 NAYY 4*070/0.4 14.62 2.71 179 33.0
30 31 NAYY 4*070/0.4 17.99 3.33 179 40.6
31 32 NAYY 4*070/0.4 12.58 2.33 179 28.4
33 34 NAYY 4*070/0.4 19.05 3.53 179 43.0
44 45 NAYY 4*070/0.4 65.56 12.14 179 148.0
8 48 NAYY 4*070/0.4 70.88 13.12 179 160.0
11 27 NAYY 4*070/0.4 34.73 6.43 179 78.4
27 28 NAYY 4*070/0.4 13.29 2.46 179 30.0
62 63 NAYY 4*120/0.4 2.58 0.82 245 10.2
63 64 NAYY 4*120/0.4 7.34 2.32 245 29.0
64 65 NAYY 4*120/0.4 6.93 2.19 245 27.4
65 66 NAYY 4*120/0.4 11.97 3.78 245 47.3
66 67 NAYY 4*120/0.4 5.06 1.60 245 20.0
67 68 NAYY 4*120/0.4 3.67 1.16 245 14.5
68 69 NAYY 4*120/0.4 9.36 2.96 245 37.0
36 37 NAYY 4*120/0.4 4.73 1.50 245 18.7
37 38 NAYY 4*120/0.4 13.66 4.32 245 54.0
38 39 NAYY 4*120/0.4 15.46 4.89 245 61.1
39 40 NAYY 4*120/0.4 16.19 5.12 245 64.0
40 41 NAYY 4*120/0.4 8.35 2.64 245 33.0
41 42 NAYY 4*120/0.4 1.52 0.48 245 6.0
42 43 NAYY 4*120/0.4 2.78 0.88 245 11.0
43 8 NAYY 4*120/0.4 2.53 0.80 245 10.0
8 44 NAYY 4*120/0.4 2.83 0.90 245 11.2
9 19 NAYY 4*120/0.4 4.05 1.28 245 16.0
11 36 NAYY 4*120/0.4 7.34 2.32 245 29.0
2 53 NAYY 4*150/0.4 9.89 3.84 275 48.0
5 49 NAYY 4*150/0.4 7.05 2.74 275 34.2
18 9 NAYY 4*150/0.4 21.63 8.40 275 105.0
49 50 NAYY 4*150/0.4 5.97 2.32 275 29.0
50 51 NAYY 4*150/0.4 9.56 3.71 275 46.4
69 10 NAYY 4*150/0.4 130.40 50.64 275 633.0
7 1 NAYY 4*150/0.4 15.66 6.08 275 76.0
1 5 NAYY 4*150/0.4 34.61 13.44 275 168.0
20 21 NAYY 4*185/0.4 2.05 1.00 313 12.5
21 22 NAYY 4*185/0.4 5.77 2.82 313 35.2
16 6 NAYY 4*185/0.4 4.43 2.16 313 27.0
continues on next page...
B E N C H M A R K G R I D 151
...continued from previous page
From To Type of cable R [mΩ] X [mΩ] Iso [A] Len [m]
22 11 NAYY 4*185/0.4 10.99 5.36 313 67.0
9 20 NAYY 4*185/0.4 20.66 10.08 313 126.0
6 7 NAYY 4*185/0.4 1.69 0.82 313 10.3
7 4 NAYY 4*185/0.4 6.89 3.36 313 42.0
23 6 NAYY 4*185/0.4 18.04 8.80 313 110.0
23 24 NAYY 4*185/0.4 7.95 3.88 313 48.5
24 25 NAYY 4*185/0.4 6.40 3.12 313 39.0
25 26 NAYY 4*185/0.4 3.00 1.46 313 18.3
26 11 NAYY 4*185/0.4 3.61 1.76 313 22.0
3 56 NAYY 4*240/0.4 3.25 2.05 364 26.0
12 3 NAYY 4*240/0.4 5.25 3.32 364 42.0
56 57 NAYY 4*240/0.4 7.25 4.58 364 58.0
57 58 NAYY 4*240/0.4 4.38 2.77 364 35.0
58 59 NAYY 4*240/0.4 1.79 1.13 364 14.3
59 60 NAYY 4*240/0.4 2.13 1.34 364 17.0
60 61 NAYY 4*240/0.4 5.66 3.58 364 45.3
61 9 NAYY 4*240/0.4 17.13 10.82 364 137.0
1 12 Two in parallel 22.70 10.43 275 131.0
1 62 Two in parallel 33.48 12.40 245 155.0
Out of this data, it is possible to build a graph representation of the system as
seen in Fig. I.1, which shows the topology of this grid. Note that the resulting
disposition of nodes in the graph is not necessarily related to the real geographi-
cal location of the nodes. To better visualize the system, the transformer node is
denoted in gray and the bus-bars in green. All other nodes are related to build-
ings.
Information about the consumption of energy in this benchmark grid has been
as well available. The loads at nodes 12 to 71 were registered during the whole
year 2009 at an interval of 15 minutes, yielding over 35000 data-points for each
of these 60 nodes. The annual load mean of each node is depicted in Table I.2.
Intra-day variations of the load were as well considered in this thesis, but have to
be left out of this appendix for matter of space.
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Figure I.1: Graph representation of the benchmark low-voltage grid
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Table I.2: Annual mean load at each node
Node Load [W]
12 283.81
13 247.24
14 353.27
15 281.62
16 304.18
17 952.96
18 765.11
19 811.06
20 833.76
21 990.87
22 295.45
23 376.32
24 398.44
25 248.78
26 263.62
27 271.54
28 380.28
29 244.66
30 279.58
31 255.10
Node Load [W]
32 275.67
33 391.73
34 252.88
35 315.10
36 332.43
37 348.70
38 355.72
39 305.46
40 274.73
41 385.84
42 264.96
43 365.72
44 313.58
45 292.84
46 279.90
47 303.94
48 316.03
49 792.69
50 960.39
51 1040.52
Node Load [W]
52 1055.04
53 900.54
54 1338.99
55 1334.15
56 243.47
57 362.03
58 319.97
59 1584.70
60 380.12
61 278.03
62 868.42
63 516.53
64 572.90
65 473.60
66 491.72
67 454.60
68 516.53
69 772.43
70 819.12
71 787.17
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A S Y M P T OT E O F T H E N Y Q U I S T P L OT O F A S Y S T E M
W I T H A P O L E AT T H E O R I G I N
Let the transfer function of a linear system be given by:
G(s) =
k
s
∏q
i=1(s− szi)∏n
i=1(s− spi)
(II.1)
Such a system has a single pole at the origin, n non-zero poles, and q non-zero
zeros, with q < n. The Nyquist plot of this transfer function for an arbitrary set
of parameters can be seen in Fig. II.1.
a
j w(j )
|G
(j
)|
w
Re{G}
jIm{G}
Figure II.1: Nyquist plot with asymptote
Although the behavior of the system for higher frequencies and how the curve
approaches the origin is at this point of little interest, the existence of a verti-
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cal asymptote for lower frequencies deserves further study. The distance to the
imaginary axis is described by the limit
a = lim
ω→0
Re{G(jω)}, (II.2)
which can as well be expressed as
a = lim
ω→0
|G(jω)| sinϕ(jω), (II.3)
with
ϕ(jω) =
q∑
i=1
tan−1
(
ω − Im{szi}
−Re{szi}
)
−
n∑
i=1
tan−1
(
ω − Im{spi}
−Re{spi}
)
+ pi(q− − n−)
(II.4)
The term pi(q− − n−) accounts for additional rotations of 180◦, where q− and
n− are the amounts of zeros and poles in the right half-plane respectively. This
term is necessary since the range of the arctangent function is limited to values be-
tween pi/2 and−pi/2. The same could be achieved considering the two-argument
arctangent function, which otherwise complicates the mathematical analysis that
follows, since its limit for ω → 0 is not univocally defined.
Considering complex conjugate pole pairs and making use of trigonometric prop-
erties, the following identity holds [94]:
n∑
i=1
tan−1
(
ω − Im{spi}
−Re{spi}
)
=
q∑
i=1
tan−1
(−ω
spi
)
(II.5)
The same is valid for the argument of the complex zeros of the system.
With this in mind, and replacing Eqs. (II.1) and (II.4) into Eq. (II.3), it results
a = lim
ω→0
k
ω
∏q
i=1 |szi |∏n
i=1 |spi |
sin
(
n∑
i=1
tan−1
(
ω
spi
)
−
q∑
i=1
tan−1
(
ω
szi
)
+ pi(q− − n−)
)
(II.6)
Keeping in mind that for every integer k it holds
sin(x+ pik) = (−1)k sin(x), (II.7)
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and taking the limit on Eq. (II.6), it results in
a = k(−1)q−−n−
∏q
i=1 |szi |∏n
i=1 |spi |
(
n∑
i=1
1
spi
−
q∑
i=1
1
szi
)
(II.8)
Finally, considering that |x| = x for real positive values of x, |x| = −x for real
negative values of x, and |x|2 = xx∗ for complex values of x, the asymptote a
results in
a = k
∏q
i=1−szi∏n
i=1−spi
(
n∑
i=1
1
spi
−
q∑
i=1
1
szi
)
(II.9)
Note that a lead controller, in which a pole-zero pair is present and the pole is
faster than the zero, results in a shift of the asymptote to the right. The opposite
is true for a lag controller, which shifts the asymptote to the left.
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