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In jedem realen Metall nden sich zahlreiche Defekte, wie Fremdatome oder
Gitterfehlstellen, an denen die Elektronen streuen. Ist diese Unordnung stark
genug, hat sie einen dramatischen Eekt auf die Wellenfunktionen der Elek-




ande zu allen Seiten ex-
ponentiell ab. Obwohl die Teilchen durch Potentialbarrieren tunneln k

onnen,
verhindern Interferenzeekte ihre Ausbreitung. Das Verhalten von Elektro-
nen in einem Unordnungspotential ist auch 40 Jahre nach der grundlegenden





Nach wichtigen Vorarbeiten von Thouless [36] stellten 1979 Abrahams, An-
derson, Licciardello und Ramakrishnan die Ein-Parameter-Skalentheorie [37]
auf. Sie besagt, da es in ein und zwei Dimensionen (ohne Magnetfeld) keinen
metallischen Zustand gibt und beschreibt in drei Dimensionen den Metall-
Isolator-

Ubergang, was auch durch zahlreiche numerische Untersuchungen
und Experimente best

atigt wird [34]. Die Entdeckung einer scheinbar metal-
lischen Phase in zwei Dimensionen [38] gibt Anla zu der Vermutung, da
Wechselwirkung eine metallische Phase stabilisiert. Die G

ultigkeit der Ein-




aftigen uns in dieser Arbeit mit nichtwechselwirkenden Elektronen
im tief lokalisierten Regime. Zur systematischen Berechnung von Ein- und
Zwei-Teilchen Green-Fuktionen im Instantonbild geht man von \typischen"
Kongurationen der Unordnung mit tief lokalisierten Zust

anden aus; dem




Im ersten Kapitel erl

autern wir detailliert die Variationsmethode oder Metho-
3
de der \optimalen Fluktuation" anhand der Berechnung der Zustandsdichte
im Lifshitz-tail f

ur Gausche Unordnung. Dabei wird auch der Fall einer be-
liebigen Korrelationsfunktion des Unordnungspotentials behandelt.



















oer als eins sind die Resultate bereits in der umfang-
reichen Arbeit von Houghton, Sch

afer und Wegner [7] zu nden, deren Vor-
gehensweise wir aber, bis auf einen Bereich exponentiell kleiner Frequenzen,
deutlich vereinfachen k

onnen. Wir erweitern die eindimensionale, supersym-
metrische Rechnung von Hayn und John [6] auf Dimensionen gr

oer als eins.
Im eindimensionalen Fall zeigen wir den Fehler in [7] auf, der zum Wider-
spruch mit den Resultaten von [6] f

uhrt. Im dritten Kapitel behandeln wir
den \hydrodynamischen Limes" kleiner Frequenzen. Anh

ange A und B be-
ziehen sich auf die Berechnung der quadratischen Sattelpunktsuktuationen.









Wir berechnen die Zustandsdichte freier Elektronen in einem Zufallspotential
V (x) in d Dimensionen (d=1, 2 oder 3) im tief lokalisierten Bereich, d.h. f

ur
groe negative Energien. In diesem Bereich sind die Elektronen in groen,
seltenen Fluktuationen des Potentials gebunden und die Zustandsdichte ist








) i =W (x  x
0
) ; (1.1)
der Mittelwert des Potentials liege bei Null. F

ur die konkreten Rechnungen













aherung bedeutet, da die Lokalisierungsl






oer als die Korrelationsl

ange der Unordnung sein soll (sie-
he auch Kapitel 1.5). Die Wahrscheinlichkeitsdichte f

ur eine bestimmte Rea-
lisierung V (x) ist dann gegeben durch das Gewicht


























































h: : :i bedeutet die Unordnungsmittelung
h: : :i 
Z
DV P [V ] : : : mit h1i = 1 ; (1.6)










gergleichung (wir verwenden ~ = 2m = 1)
( r
2







n = 0; 1; : : : : Das Problem besteht nun darin, die

uber die Unordnung gemit-































[V ]) : (1.8)
Man kann die Zustandsdichte auch als Imagin

arteil der unordnungsgemittel-
































uhrte Felder schreiben, wel-
ches dann mit der Supersymmetrie- oder der Replika-Methode ausgewertet
6
wird [33], [20], [9]. In diesem Kapitel werden wir stattdessen direkt das Funk-
tionalintegral (1.8) auswerten [8]. Diese Methode hat neben der Vermeidung
gewisser | zumindest bei der Berechnung von 2-Teilchen Green-Funktionen
| problematischer analytischer Fortsetzungen den Vorteil, da die Sattel-
punkte unmittelbar physikalisch interpretierbar sind als wahrscheinlichste
oder \optimale" Realisierungen des Zufallspotentials unter den gegebenen
Nebenbedingungen.
1.3 Die Variationsmethode
Nur Potentiale, die einen gebundenen Zustand bei der vorgegebenen Energie
E < 0 besitzen, liefern einen Beitrag zum Funktionalintegral (1.8). Die Varia-
tionsmethode von Houghton und Sch

afer [8] ist eine Sattelpunktsentwicklung











(x). Wegen der Translationsinvarianz
von (1.5) gibt es mit einer L

osung des Variationsproblems gleich eine ganze
Schar von Sattelpunkten, parametrisiert durch eine Schwerpunktskoordinate,
die wir zun










onnen wir annehmen, da der gebundene Zustand bei E der Grund-






ur einen Sattelpunkt lautet ( ist ein Lagrange-
Multiplikator)





[V ]  E) = 0 : (1.10)
Wir berechnen die Variation der Grundzustandsenergie E
0















































die (reelle und normierte) Grundzustands-Wellenfunktion ist.
1 2




ugt also der Bedingung
V
Sp












alt man die nichtlineare
Dierentialgleichung








(x) =  jEj 
0
(x) : (1.14)

















x  x =  (1.16)









(x) = 0 : (1.17)
Die Variable
e
x haben wir in (1.17) wieder x genannt. Wir messen also in
(1.17) L








Einheiten der Bindungsenergie jEj.

























(siehe (1.24)) ist kugelsymmetrisch
















Den zweiten Term der Entwicklung (1.11) ben





Das ist in f





siehe z.B. die ausf

uhrlichen Darstellungen [16],[18]. Der Name Instanton stammt aus




ur Dimensionen d > 1 mu '
0
(r) numerisch bestimmt werden, siehe Anhang

















durch die Form der nichtlinearen Gleichung (1.17) festgelegt ist. Da  
0
auf







































in das Funktionalintegral (1.8) liefert f













































, die Sattelpunktswirkung, ist eine numerische Konstante, sie h

angt mit


















= 16=3; die Zahlenwerte f

ur d=2 und d=3 lauten (siehe (C.11):
S
0












aherung wird exakt im Limes g ! 0 (jEj ! 1
bei festem  oder  ! 0 bei fester Energie), d.h. falls die Zust

ande im
Vergleich zu den typischen Fluktuationen des Potentials tief gebunden sind;
dies entspricht der exponentiell kleinen Zustandsdichte (1.22).
9
1.4 Die Sattelpunktsuktuationen
Um den Vorfaktor der Zustandsdichte zu bestimmen, m

ussen wir den Beitrag
























+ V ]) :
(1.25)
Wir entwickeln die Abweichung von V
Sp
in einer Orthonormalbasis fV
i
g im













































. In erster Ordnung St

orungstheorie (1.11) bedeu-
tet die Nebenbedingung E
0
= 0, da nur Fluktuationen orthogonal zu V
0
erlaubt sind, d.h. a
0













x V V = 0 f





















ucksichtigt man nun auch die zweite Ordnung St

orungstheorie, so de-





die wir in einer Umgebung des Sattelpunktes mit fa
i
g; i > 0, parametrisie-
ren: a
0
ist dann eine Funktion der a
i
, wobei die ersten Ableitungen an der
Stelle a
i
= 0; i = 1; 2; : : :, verschwinden.
Wir transformieren zun

achst wieder auf dimensionslose Einheiten,
~
























wobei der Vorfaktor f














































































































































































als Funktion der ~a
i





eine quadratische Funktion der ~a
i
; im zweiten Term von (1.36) brauchen
wir deshalb (wir rechnen in zweiter Ordnung in ~a
i
) nur die Summanden mit
i; j > 0 zu ber

ucksichtigen. Einsetzen der Nebenbedingung (1.36) in den
Exponenten des Funktionalintegrals (1.25) beseitigt den linearen Term
5
und







































































































den Term   (E
0










, d.h. senkrecht zu der Hyper

ache, wollen wir durch
eine Integration





a erster Ordnung St

orungs-
























































Bisher haben wir die Translationssymmetrie des Modells noch nicht ber

uck-
sichtigt. Die Wirkung ist invariant unter einer Verschiebung des Potentials

















z), parametrisiert durch die Schwerpunktskoordinate z. Ent-



















; i = 1; : : : ; d: (1.41)












































































































































benutzt und in der








= 0 keinen Beitrag
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(x) = 0 : (1.45)
Die Nullmoden von M w


















































uber die Schwerpunktskoordinate z der Sattelpunktsl

osung,
die wir bisher Null gesetzt haben (siehe (1.21)). Die Jacobi-Determinante
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d

































































mit i > d,





: dies ist eine numerische Konstante, die unabh

angig von den
physikalischen Parametern E und  ist.
6
Wir fassen alle Beitr



















































Der Strich bedeutet, da die Determinante ohne die Nullmoden berechnet wird.
13
mit 1=g = jEj
2 d=2
























. Gl. (1.49) ist genau derselbe Ausdruck, wie man ihn nach der Replika-
Methode [9] bzw. der Supersymmetrie erh

alt! Genauer gesagt ist (1.49) die
Verallgemeinerung des eindimensionalen Resultats von [6]; man erh

alt es
durch eine Supersymmetrie-Rechnung, die v

ollig analog zu der Rechnung













. Es sei bemerkt, da sich die Berech-
nung der Leitf

ahigkeit nicht so einfach von d = 1 auf d > 1 verallgemeinern
l





In einer Dimension gibt es mehrere Methoden, den Quotienten der Deter-
minanten analytisch zu bestimmen. Zuerst wurde er 1966 von Zittartz und
Langer [13] berechnet; eine besonders elegante Herleitung ist bei Coleman





















sowie (siehe (C.10), (C.8)) k'
0










3 und wir erhalten




















. Dies ist ein Ar-
tefakt des verwendeten weien Rauschens f






ange beseitigt diese Divergenz, siehe hierzu Ka-
pitel 1.5. Die Abh






at sich durch eine Renormierung der Energie beseitigen. In
linearer Ordnung in dem Unordnungsparameter  bedeutet dies eine Ver-
schiebung der Energieskala.
Damit haben wir das Funktionalintegral (1.8) in der Sattelpunktsn

aherung






















































oherer Ordnung um den
Sattelpunkt liefern Korrekturen (1+O(g)). Demgegen

uber sind die Beitr

age
von weiteren Sattelpunkten | falls der betrachtete gebundene Zustand mit





ahnlicher Energie gibt (Multi-Instanton-Beitr















uhrenden Term. Wir sind hier weit weg von der Mobilit

atskante. Man beach-
te, da g sogar divergiert bei der Ann

aherung an E = 0 (bei festgehaltenem
Unordnungsparameter ).
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Die in den letzten Abschnitten angegebene Rechnung l

at sich recht leicht
auf den Fall einer allgemeinen Korrelationsfunktion W (x   x
0
) der Unord-
nung verallgemeinern. Die Wahrscheinlichkeits-Dichte f

ur eine bestimmte
Realisierung V (x) des Zufallspotentials ist nun durch das Gewicht P [V ] =
exp( S[V ]) gem











































wieder der Grundzustand des Potentials V
Sp

























(x) = 0 : (1.56)
Sie hat die Form einer Hartree-Gleichung, die man im allgemeinen numerisch
l
















































Wir diskutieren nun den Sattelpunktsbeitrag in Abh

angigkeit von der Korre-
lationsl















 Falls die Korrelationsl

ange L der Unordnung wesentlich kleiner als









x W (x), ersetzen und erh

alt wieder denselben Sattelpunkt wie












angen L  jEj
 1=2
ist der Durchmesser des Poten-
tialtopfes von der Ordnung L anstelle von jEj
 1=2
, wobei die \Tiefe"
des Potentials (bei vorgegebener Bindungsenergie) nur leicht verringert
ist. Die Sattelpunktswirkung erh

alt also einen zus

atzlichen (Volumen-)




. Angewandt auf ein hinreichend glattes Potential
liefert W
 1










(Siehe hierzu auch die qualitativen

Uberlegungen mit einem Kastenpotential







{ Verhalten des Exponenten der Zustandsdichte, d.h. zu einem





 1 : (1.62)
In der Arbeit [3] wurde f










angigkeit des Exponenten f

ur verschiedene
Formen der Korrelationsfunktion des Zufallspotentials numerisch untersucht.
Sie nden in diesem

Ubergangsregime ein linear-exponentielles Verhalten
der Zustandsdichte in

Ubereinstimmung mit den experimentell beobachte-
ten Urbach-Tails. Allerdings h

angt die Ausdehnung des

Ubergangsbereichs
stark von der Form der gew

ahlten Korrelationsfunktion ab.
1.5.2 Die quadratischen Fluktuationen
Wir ber















+ V ]) : (1.63)
Mit unserer Normierung (1.6) lautet das Integrationsma (vgl. (1.26), (1.27))












proportional zu  
2
Sp
(welches jetzt nicht mehr proportional zu V
Sp
ist).
Bei der Sattelpunktsentwicklung f

allt wieder der lineare Term heraus, wenn
































































































































































Wir erhalten also f




























































Im letzten Schritt haben wir die Determinante von M als Quotient zweier
Determinanten ausgedr

uckt. Die Rechnung hierzu ist in Anhang A.2 angege-










Wir wollen nun etwas genauer auf die Renormierung der Energie in drei Di-
mensionen eingehen. In Anhang B.2 zeigen wir, da der Vorfaktor in der










divergiert. Dieser Term wird nun (in f

uhrender Ordnung in der Unord-
nungsst

arke ) durch eine Verschiebung der Energie eliminiert. Diese Ener-
gieverschiebung entspricht zugleich der \mittleren Energieabsenkung" in 2.
Ordnung St

orungstheorie durch die typischen Abweichungen (V (x)) des Un-
ordnungspotentials von der exakten Form des Sattelpunktspotentials. Dies ist































































h  i steht f

ur die Unordnungsmittelung (1.6). Tief im Isolatorbereich und
f

ur kleine ! kommt der Hauptbeitrag vom Tunneln zwischen zwei Poten-
tialt

opfen im Abstand D. Es gibt einen minimalen Abstand D
0
, denn der
Tunneleekt bewirkt eine Niveauabstoung
E  exp( D=) ; (2.3)
die h

ochstens gleich dem vorgegebenen Energieunterschied ! sein darf,
E(D
0
) = !. F

ur D > D
0
gleichen wir die geringere Tunnelaufspaltung







ist das nicht m

oglich.
Der Hauptbeitrag stammt von den Potentialt




















und wir erhalten die Mott-Formel [22],[23]













ufen, werden wir im fol-
genden f

ur das Modell des gauschen weien Rauschens die Unordnungsmit-
telung f

ur die 2-Teilchen-Spektralfunktion (2.2) durchf

uhren. Die Vorgehens-
weise ist analog zur Berechnung der Zustandsdichte in Kapitel 1, nur gibt es
jetzt zwei Nebenbedingungen anstatt einer.
2.2.1 Herleitung der Sattelpunktsgleichungen
Wir betrachten also Potentiale mit zwei gebundenen Zust






, die wir schreiben als
E
1=2
=  jEj (1 !) ; 0 < ! =
!
2jEj
< 1 : (2.6)
Den Hauptbeitrag zum Funktionalintegral (2.2) liefern wieder diejenigen Po-
tentiale, f




















. Die Variation der beiden Bindungsenergien E
1=2
nach dem Potential lie-
fert wie in (1.11) das Quadrat der zugeh

origen Wellenfunktionen  
1=2
, also













































Die noch zu bestimmenden Lagrangemultiplikatoren stecken wir also in die
Normierung der Felder '
1=2













die beiden gekoppelten nichtlinearen Dieren-
tialgleichungen










(x) = 0 : (2.9)
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Dies sind die Gleichungen f












Ortskoordinaten. Die Gleichungen (2.9) sind dann die Bewegungsgleichun-
gen eines klassischen Teilchens in einem zweidimensionalen Potential. Dieses
System ist integrabel und man kann die L

osungen exakt angeben [6]: Es gibt
eine ganze Schar von L

osungen, die neben der frei w

ahlbaren Schwerpunkt-
skoordinate von einem weiteren Parameter abh







ur Dimensionen d > 1 besteht kein solcher Zusammenhang mit einem in-










! ! 0, d.h. wir entwickeln im folgenden in dem kleinen Parameter !.
2.2.2 Ansatz zur L

osung der Sattelpunktsgleichungen
Wir suchen Potentiale mit zwei nahe beieinander liegenden Energieeigenwer-






minimal sein soll, kommt ein einzi-
ger, \groer" Potentialtopf nicht in Frage, sondern wir gehen aus von zwei
separaten Potentialt






origen Wellenfunktionen wird dabei h

ochstens von der Ordnung ! sein.

































im wesentlichen die Wellenfunktionen der einzelnen Potenti-
alt












schungswinkel  ergibt sich als Funktion des Abstandes D  D
0
der Instan-
tonen. Beim minimalem Abstand D
0
ist das Potential spiegelsymmetrisch
(x !  x) und  = =4, d.h. '
1=2
sind die symmetrische bzw. die antisym-
















wobei wir deniert haben
 = ! cos 2 ;
t = ! sin 2 ; (2.12)
wird (2.9) zu













 beschreibt die Asymmetrie zwischen den Potentialt

opfen und t ist das
Tunnel-Matrixelement. In Ordnung ! ber

ucksichtigen wir die leicht unter-
schiedliche Tiefe der beiden Potentialt







































= 0 : (2.15)
Aufgrund der

Uberlapp- und Kopplungsterme in (2.13) gibt es weitere Kor-



















































































Wir wollen auf der rechten Seite zun

achst jeweils nur die ersten beiden Terme
ber








. Die rechte Seite von (2.17) hat ihr Maximum im Bereich des
rechten Topfes ('
r
 1) und ist dort von der Ordnung !. Wir k

onnen dar-












bis auf Anteile proportional zu den Nullmoden des Klammerausdrucks auf der linken
Seite, siehe unten.
23






ochstens O(!) ist. Die Terme in der zweiten
Zeile von (2.17)/(2.18) sind damit nur zweiter Ordnung in !, dies rechtfertigt
unsere Vorgehensweise.
Im Bereich des linken Topfes sind alle Terme auf der rechten Seite von (2.17)




). Im Bereich des rech-









ahnt, haben noch zu beachten, da der Operator auf der








(wegen der Translationsinvarianz, siehe (1.42)) besitzt: Die rechte Seite mu
hierzu in f
















ullt (mit den Termen zweiter Ordnung




aftigen). Die Mode '
r
legt t und damit den
Winkel  fest: Wenn wir (2.17) mit '
r
multiplizieren und integrieren, so






















 (1 +O(1=D)) : (2.20)










ur d = 3
ist der relative Fehler nur O(e
 D
). Wegen t = ! f

ur D = D
0
nden wir den
Zusammenhang zwischen ! und dem minimalen Abstand D
0
,









und zugleich den Winkel  als Funktion des Abstandes D  D
0
,




















ur d = 3 ndet man numerisch c = 4:8938 .
24
2.2.3 Die Sattelpunktswirkung
Mit dem obigen Ansatz k

onnen wir die Wirkung S=g in zweiter Ordnung in























































































































































nur in der Umgebung des rechten Topfes




sei der Projektor auf den




osung von (2.17) in diesem Unterraum ist (in
f




























































Wir betrachten nun das asymptotische Verhalten der einzelnen Terme: Der
Term (2.28) ist proportional zum Wert von '
2
l
im Zentrum des rechten Po-
tentialtopfes, also proportional zu t
2




































) und die Integration liefert
























= 4(D   1)  t
2
: (2.31)









achsten Unterkapitel zeigen wir, da in einer Dimension auch die












und nden wie im

























lnD d = 3
1 d > 3
(2.33)










































;  ist eine positive numeri-
sche Konstante.
Da die Wirkung (f










Die Reskalierung in (2.14) ist in f












denn die Wirkung ist unter Variationen des Abstandes nicht station

ar! Man
kann sich die Wirkung im Funktionenraum als ein Tal in einem (hochdimen-
sionalen) Gebirge vorstellen: (D; (D)) parametrisiert die Position im Tal,
nur f

ur d = 1 ist der Talboden aber v




















otigt man deshalb in (2.9) wegen der Nichtstationarit

at
von S(D) einen Zusatzterm, siehe Anhang D, der allerdings vernachl

assigbar
ist, da er sich in der Wirkung erst in Ordnung !
4
bemerkbar macht.
2.2.4 Der eindimensionale Fall
In einer Dimension k























































































































































uft man sofort durch Multiplikation mit '
r
und der De-












































































































Wir haben also gezeigt, da in einer Dimension die Sattelpunktswirkung,
zumindest in zweiter Ordnung in !, unabh





In [6] wurde eine Schar von exakten L

osungen der Sattelpunktsgleichun-
gen (2.9) angegeben, die mit unserem Ansatz in O(!)

ubereinstimmt. Das
ist nicht ganz oensichtlich wegen der komplizierten Parametrisierung der
L

osungen in [6], wir wollen aber die Rechnung hier nicht angeben. Dar-
aus folgt insbesondere, da die Sattelpunktswirkung in einer Dimension un-
abh





















Wenn wir das f







2.3 Der Beitrag der quadratischen Fluktua-
tionen













. Die Abweichung von
V
Sp

































sei die zu V
1







Analog zur Vorgehensweise bei der Zustandsdichte in Kap. 1.2 berechnen
wir die






orungstheorie. Die (normierten) Eigenfunktionen und Eigenwerte
des ungest





















ur k > 2.
























































































bis zu Kap. 2.3.5 weg, wo die





































































































































= 0. In  
"






















































wird ersetzt durch eine Integration

uber
die beiden Energien E
1=2
(V ); zusammen mit den beiden -Funktionen im



































onnen wir in v

olliger Analogie zum 1-Instanton-















jeweils 2 2 - Matrizen sind.
Dies entspricht dem supersymmetrischen Ausdruck, wenn wir, genau wie bei






















2.3.1 Die Berechnung der Determinante










in erster Ordnung in !.
Wir wollen hier zun

achst einen etwas anderen Weg angeben, um direkt die





ahrlich" kleinen Eigenwerte proportional zu ! auf-





Rechnung auf den Limes \schwacher Unordnung".
Es sei V
i



























































= 0 : (2.57)
Es gen



































































































In nullter Ordnung in ! ist das
= R










0  + 1  '
2
l;0











sind durch die bereits beim 1-Instanton-Problem auftretende Glei-
chung (Anh. B.1, [1])
 




























; k = 1; : : : ; d, entspricht den Translations-Nullmoden von M.
Da das Potential kugelsymmetrisch ist, sind die 	
0;i
zugleich Drehimpulsei-
genfunktionen und die 
i
sind entsprechend (in 3 Dimensionen 2l+1 - fach)
entartet.
In nullter Ordnung hat (2.57) f


























































von (2.60) sind. 
l=r;0









sind aber keine L



















entsprechen Rotationen des Winkels  (im linken und rechten Poten-
tialtopf unabh

angig voneinander). Der Winkel ist festgelegt, wenn man den





ucksichtigt. Es bleibt also die erwar-


























ur festgehaltenes i und eine fe-
ste Drehimpulskomponente von 	
0;i
. Wir erwarten eine kleine Verschiebung
des Eigenwertes:  = 
i
+ " mit " = O(!).
9



































ist ein Term zweiter Ord-
nung, siehe den Text nach Gl. (2.17)/(2.18). Der Klammerausdruck in (2.64)
mit 
i















wie man durch Reskalierung von (2.60) sieht (vergleiche die reskalierten In-
stantongleichungen (2.15)). Deshalb fallen in (2.64) die Beitr






























=  2  +O(!
2
) (2.66)
















= 0 : (2.67)
9















































Um den Term mit '
r



































Auf der linken Seite der Gleichung wenden wir den Operator nach links an.
Mit (2.60) ergibt das, wieder unter Vernachl


























Eingesetzt in (2.69) erh






















































achst den Fall 
1
= 2, d.h. die Nullmoden von M.
































































(Die Minuszeichen kommen daher, da beim Vertauschen l $ r (Spiegeln









ubergeht.) In diesem Fall ist die De-





. Es folgt also " = 0 (in O(!)). Wir nden wie erwartet






































































ubrigen Eigenwerte der 4 4 - Matrix. In (2.80) ersetzen wir





















osungen kennen wir bereits die Abh

angigkeit des Win-
kels  vom Abstand D. Mit t = ! sin 2 (2.12) folgt
dt
dD







Wegen der Schar von (Nahezu-)Sattelpunktsl

osungen, die wir mit D parame-
trisieren k





































































Die Mode (2.79) liefert also genau den erwarteten Zusammenhang von Ab-
stands












































Dies sind die beiden \Nahezu-Nullmoden" von O
x
, siehe die Formeln (B.7),




osungen unserer Gleichungen (2.57)








: Die echten Nullmoden von O
x
korrespondieren eins zu eins mit den Nullmoden von M.
2.3.3 Die










mit Drehimpuls l > 0. Wegen































uglich der x-Achse ist (d.h. Dre-
himpulskomponente m
x
= 0 und damit im allgemeinen A 6= 0), dann erh

alt
man dieselbe Struktur der 4  4 - Matrix O
mn
wie im letzten Abschnitt.
















































uglich der x-Achse be-
sitzt, dann verschwinden alle nichtdiagonalen Matrixelemente (A = 0) und
es gibt, zumindest in O(!), keine Kopplung zwischen den einzelnen Moden,









osungen von (2.57) sind, wie wir bereits erw

ahnt haben.


































Setzen wir die Determinante von O
mn
gleich Null, so erhalten wir eine qua-
dratische Gleichung f

























=) = O(!= cos 2) : (2.91)
In diesem Fall tritt also eine Verschiebung der Eigenwerte 
i
auf. Wegen des









liefert dies lediglich eine ver-
nachl

assigbare Korrektur 1 +O(!
2
) in detM.
In dem extrem kleinen Winkelbereich j cos 2j
<


















ur " ergibt "
1=2
= O(1). Es gibt aber weitere Beitr

age von Korrek-





uber die Eigenwerte machen, ihr Beitrag im Integral

uber 
bzw. D (siehe n

























Die Determinante ist invariant unter einer Vertauschung der beiden Potentialt

opfe










funktionen bei einer innitesimalen Potential






























' dem Anteil von 	
i
orthogonal zu '.
2.3.4 Translationen und Rotationen



















































z : : : ; (2.94)
wobei nun die um z verschobenen Wellenfunktionen '
1=2
einzusetzen sind.










































uhrender Ordnung besitzt M jeden der bereits beim Ein{Instanton{
Problem auftretenden Eigenwerte doppelt. Der einzige Eekt, der in dieser




ubrigbleibt, ist die Kombina-
tion von Abstands

anderung und Rotation des Mischungswinkels. Wir erset-
zen die Integration

uber diese nichttriviale \Nahezu-Nullmode" oder Quasi-
Nullmode durch eine Integration

uber den Abstand D. Obwohl die Wirkung
von D abh

angt, behandeln wir diese Mode so, als w

are sie eine Nullmode,
siehe hierzu Anhang D. Dies ist m

oglich, weil die Zusatzterme von dS=dD bei
38
der Berechnung der Sattelpunktsuktuationen, die wir ja nur in f

uhrender



























































dD : : : (2.97)































(x  z) : (2.98)



































Wir integrieren in (2.98) zuerst

uber x und dann











Wir haben die H

augkeit von Kongurationen des Zufallspotentials mit zwei
gebundenen Zust









aumlichen Abstand D jEj
 1=2
zwischen den beiden Potentialminima
berechnet. Die Wellenfunktionen sind in f

uhrender Ordnung in ! die Linear-
kombination (2.10) der beiden Instantonl

osungen mit dem Mischungswinkel



















































Im hydrodynamischen Limes, !
2















































dE (!;E) : (2.104)
Im Limes \schwacher Unordnung", !
2
=g  1, tritt das Maximum im Expo-


















+O(ln ln j ln gj)
auf und man erh

















Den Hauptbeitrag liefern in diesem Regime Potentialt







In einer Dimension gilt S(D)  0 und wir erhalten im gesamten Bereich






















In [7] wird nicht ber

ucksichtigt, da die Sattelpunktswirkung im eindimen-
sionalen Fall unabh




















g ! 0 nur eine kleine Umgebung von Potentialen einen Beitrag
zum Funktionalintegral liefert, die Abweichung V (x) vom Sattelpunktspo-
tential wurde als kleine St

orung behandelt.
Im hydrodynamischen Limes, ! ! 0 bei festem g, ist aber die Amplitude
p
g der quadratischen Fluktuationen des Potentials gro gegen

uber der Ener-
gieaufspaltung 2! und man mu die Energieniveaus der beiden gebundenen
Zust

ande des Potentials V = V
Sp





andert sich dabei der Mischungswinkel .










sind zum Teil nur von der Ordnung ! kV k, man muss deshalb auch Beitr

age
zweiter Ordnung in V ber

ucksichtigen, d.h. wir ersetzen die Matrixelemente
V
ij




























 E, wobei wir E in f





































































= 0 : (3.5)















andert sich von dem Sattel-
punktswert (D), den wir im folgenden 
0





















uckt in der Basis fjli; jrig der gebundenen Zust

ande der beiden ein-
zelnen T

































= 0 : (3.7)














































Alternative Vorgehensweise: Man berechne die Korrekturen f

ur die Bindungs-
energien und Wellenfunktionen der beiden zun

achst als isoliert betrachteten
Potentialt

opfe durch die St

orung V . Anschlieend bestimmt man das Tun-
nelmatrixelement und erh

alt als Beitag der St

orung V (d.h. neben hljV
Sp
jri =








a (3.2), wobei die Terme zweiter Ordnung
in V nun von den Korrekturen erster Ordnung f





ande jli; jri stammen.
Wir wollen nun genauer untersuchen, in welchem Parameterbereich und f

ur
welche Werte von 
0




Da orthogonal zu der Quasi-Nullmode, d.h. bei festgehaltenem Abstand D
bzw. Winkel 
0
(D), nur kleine Potentialdeformationen von O(
p
g) einen Bei-
trag liefern, besteht bei den zugeh








Anderung im Mischungswinkel [V ]. Wir werden
sehen, da f

ur exponentiell kleine Werte von ! diese

Anderung von  gro
werden kann. In der Umgebung von V
Sp
dominieren dann Terme h

oherer
Ordnung. Auerdem darf man dann den Vorfaktor sin
2
2 im Funktionalin-




ersetzen, sondern es ist explizit

uber [V ] zu
integrieren.








In Kapitel 2 haben wir nur die Bedingung benutzt, da die Summe der bei-













festgelegt. Die zweite Nebenbedingung (die Dif-





















































/ g gilt, ist der Beitrag von a
2





tritt im Gegensatz zu a
1




achst den sehr kleinen Parameterbereich j cos 2
0
j . ! aus-


























, denn die Moden V
i




































































haben wir wie in [7] deniert: s = (3  d)=4 f

ur d < 3, s = 0
f











 1 : (3.12)
Die relative

Anderung des Tunnelmatrixelements bzw. von sin 2 gem

a der





sin 2   sin 2
0







Allerdings darf das Tunnelmatrixelement nicht gr

oer als ! werden, damit
(3.4) erf

ullt ist. Falls also sin 2
0







, wird die Deformation proportional zu  V
3
, die die Tunnelbar-





































3.3 Der Bereich starker Winkeluktuationen













uhren wir die zus

atzliche Nebenbedingung
[V ] =  (3.16)
44
ein und bestimmen das Sattelpunktspotential V
Sp
(D; ) unter dieser Neben-
















































zur Sattelpunktswirkung S(D) gem

a Formel (3.28)







uber  und D ist in [7] ausgef

uhrt,
siehe dort die Formeln (4.1), (4.5), (4.7), und liefert erstaunlicherweise den







uhrt zur Lokalisation von Elektronen. In dieser Arbeit
wurde die Zustandsdichte und die dynamische Leitf

ahigkeit nichtwechselwir-
kender Elektronen tief im lokalisierten Bereich, d.h. f

ur Energien E weit un-
terhalb der Bandkante des geordneten Systems, untersucht. In diesem Regime
dominieren seltene Potentialkongurationen, tiefe \L

ocher" in der Potenti-
allandschaft, mit gebundenen Zust

anden der Energie E. Diese Physik kann
systematisch im Instantonbild untersucht werden, qualitativ und quantitativ.
Der Ausgangspunkt dieser Arbeit war das Resultat der eindimensionalen,





ahigkeit im Limes \schwacher Unordnung", welches der Arbeit von
Houghton, Sch

afer und Wegner [7] widerspricht, die auf der Analyse \opti-
maler Fluktuationen" des Unordnungspotentials basiert.
Es gelang, die supersymmetrische Rechnung [6] von einer auf zwei und drei
Dimensionen zu verallgemeinern. Dabei kann man nicht mehr auf die nur










osung ausreicht, um die Sattelpunktswir-





oer als Eins mit [7]

uberein. Die Dis-






atigen die Vorgehensweise von [7] und k






Aquivalenz der Resultate der beiden Vorgehensweisen, der Variations-
methode von [8] und der supersymmetrischen Rechnung wird gezeigt. Dabei
ist der G

ultigkeitsbereich der letzteren auf den Limes \schwacher Unord-
nung" beschr

ankt, deshalb haben wir haupts

achlich die Variationsmethode
beschrieben, deren Sattelpunkte auch direkt interpretiert werden k

onnen als
wahrscheinlichste Realisierungen des Zufallspotentials, die gewisse Nebenbe-
dingungen erf

ullen, d.h. einen Beitrag zur Zustandsdichte bzw. zur Leitf

ahig-
keit liefern bei vorgegebener Energie oder Frequenz.






(!) sogar im ge-





angigkeit ist aber die Energieabh

angigkeit der Zustandsdichte-
Faktoren, d. h. im wesentlichen n(E
F











Die Determinante detM der quadratischen Fluktuationen des Zufallspo-
tentials um die Sattelpunktsl

osung, wobei die Energie des gebundenen Zu-
standes unver

andert bleiben soll, l

at sich als Quotient zweier Determinan-
ten ausdr

ucken, wie er als Beitrag der Sattelpunktsuktuationen bei der
Supersymmetrie- bzw. der Replika-Methode auftritt. Wir folgen in diesem
Abschnitt dem Anhang der Arbeit von Houghton und Sch

afer [8].







, in dem die Determinante von M zu
berechnen ist, k





































) = det  
"
: (A.3)
Die Sattelpunktsgleichung (1.17) lautet  '
0
























































































































, i = 1; : : : ; d, sind n
























































Wir dividieren diese Moden auf beiden Seiten von (A.3) heraus und kenn-
zeichnen die ohne die Nullmoden berechneten Determinanten mit einem
Strich. Die gesuchte Determinante von M im Unterraum orthogonal zu '
2
0



































































Quotient ist zugleich der Beitrag der quadratischen Fluktuationen um den





































Wir verallgemeinern die Rechnung des letzten Abschnitts auf Unordnung
mit einer allgemeinen Korrelationsfunktion W (x   x
0
























































) = 0 (A.13)














) = det  
"
: (A.14)





























= 0 : (A.15)
Die f









lauten damit (in f























































































) = 0 : (A.18)
50





an, es folgt dann nach einer kleinen
















































ur "! 0 verschwindende, d-fach entartete (i = 1; : : : ; d) Eigenwert von
M
"














































































































































































































































































Ubergang zum weien Rauschen
Im Limes Korrelationsl

ange L ! 0, d.h. W (x   x
0









ur das weie Rauschen











































a (A.18). Dieses Produkt ist dimensionslos im Gegensatz zur





Die Determinante von MW im Unterraum orthogonal zu den Nullmoden










































) = 0 ;
(B.2)







= : : : = 
d
= 2 gebildet wird.
B.1 Weies Rauschen in drei Dimensionen
F












= 0 : (B.3)





 60) sind in Tabelle 1 von [1] angegeben.



























































also gilt in guter N

aherung, wenn man die 
i


























Allerdings divergiert das Integral fur groe  wie  
1=2
, wenn  der Cuto
f













ist. Zur Behandlung dieser Divergenz betrachten wir Unordnung mit einer
kleinen, aber endlichen Korrelationsl

ange.










































































) = 0 (B.8)














) leicht berechnen, wie wir gleich sehen werden. F

ur festes i und










Mit dieser Denition k



































































W (x) : (B.10)
F

ur die Gausche Korrelationsfunktion (1.59) ist also
f





















B.3 Berechnung der Determinanten bei
Brezin/Parisi
Zur Berechnung des Quotienten der Determinanten (A.9) bzw. (A.25) wird
in [1],[3] Z






Im Falle des weien Rauschens in drei Dimensionen, welcher in [1] behandelt
wird, divergieren Z

ahler und Nenner und m

ussen beide renormiert werden.




















































(x) = 0 (C.1)


















Aus (C.1) erhalten wir f






























































und da die Wirkung bei ' = '
0








































ur allgemeines Potential V ['] ndet man z.B. in [21], [19].
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ur d = 1; 2; 3.




































] divergiert also f

ur d = 4, lokalisierte L

osungen mit end-
licher Wirkung gibt es somit nur f

























(r) = 0 (C.9)
f































(x) = 16=3 : (C.10)





(0) = 2:2062 bzw. '
0
(0) = 4:3374 :
F






















Wir haben gesehen, da die \Sattelpunkswirkung" eine Funktion des Ab-
standes D der Potentialt








nur, wenn man sie durch eine weitere Nebenbedingung auf einen Unterraum
einschr

ankt, d.h. man gibt den Abstand D vor. Die Nebenbedingung kann






















ankt. Anstelle von (2.9) gilt nun















(x) = 0 ; (D.2)
mit dem weiteren Lagrangemultiplikator 
D







und der Zusatzterm hat keine Auswirkung auf




























Bei der supersymmetrischen Rechnung erh

alt man in direkter Verallgemei-
nerung von [6], (s. Formel (3.5)) f










































Die Variation von (D.3) liefert genau die Sattelpunktsgleichungen (2.9),










(x) = 0 : (D.4)







der Sattelpunktsgleichungen, denn f

























































und die Variation der Wirkung verschwindet h


























(mit dem Ansatz aus Kap. 2.2)
und man ndet "(D)  !
2
. Dies ist nicht genau derselbe Zusatzterm wie bei
(D.2), gibt aber ebenfalls nur eine vernachl





Bei der Berechnung der quadratischen Fluktuationen, die nur in f

uhrender




behandelt. Die anschlieende Integration

uber den Abstand D kann man sich
vorstellen wie die Integration l

angs eines sanft geneigten Talbodens, man
spricht auch von der \Valley-Methode" [31], [32].
59
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Und nun zu Dir, Katja, seit Anfang des Jahres bist Du der frische Wind in
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