Abstract. In Baraka's paper [2] , he obtained the Littlewood-Paley characterization of Campanato spaces L 2,λ and introduced
Introduction
The Q α spaces were first introduced in [1] as a proper subspace of BMOA defined by means of modified Garcia norm. In [5] , authors showed that: Let α ∈ (0, 1), an analytic function f in the Hardy space H 1 on the unit disc belongs to Q α , if and only if its boundary values on the unit circle T satisfies:
|f (e iθ ) − f (e iϕ )| 2 |e iθ − e iϕ | 2−p dθdϕ < ∞ Where the supremum is taken over all subarcs I ⊂ T. In [4] , the Q α was extended to Euclidean space R n (n ≥ 2). They gave the definition of this kind of space as follows: For α ∈ (−∞, +∞), f ∈ Q α (R n ) if and only if Here I ⊂ R n be a cube with the edge parallel to the coordinate axes, and let l(I) be the length of I. The supremum is taken over all cubs I ⊂ R n . There are systematic research of Q α (R n ) in [4] .
In [4] , we have known that if α < 0, Q α = BM O. And if α ≥ 1, Q α = {constants}. We have also known ( [7] theorem 1.2 (1))
for the nontrivial case α ∈ (0, 1). L 2,n−2α denote the Campanato spaces: Combining this result with ( [2] , theorem 10). We can immediately obtain:
The Littlewood-Paley characterization is now clear by the
In this paper we present an alternative proof of the result. Unlike J. Xiao's arguments, which make a systematic research of fractional Carleson measures [3] . Our methods are in the spirit of [2] . We directly prove the Littlewood-Paley characterization from (1.1) which is the definition of Q α (R n ). Let ψ(x) be a Schwartz function. suppψ(ξ) = {ξ ∈ R n : 1 2 ≤ |ξ| ≤ 2} is compact and ψ j (ξ) ≡ 1. We define the Littlewood-Paley operator by
where
In this paper, we study the case f ∈ S ′ /P. The homogeneous decomposition of f is given by the formula
We denote A B if A ≤ C(n, α)B. And define A ≈ B if A ≤ C(n, α)B and B ≤ C(n, α)A. We have the following main result.
The main theorem essentially contains two statements as follows:
Remark From the main theorem, we get the relationship between Q α spaces and Morrey type Besov spaces: In [6] , authors introduced a kind of Morrey type Besov spaces:
We immediately have the embedding property: M B 2,n−2α α,2 ⊂ Q α for 0 < α < 1.
Preliminary Lemmas
The proof of the main theorem relies on following lemmas. To start with, we introduce some notations: Let I be the any fixed cub in R n with the edge parallel to the coordinate axes. We let D k (I), k ≥ 0, denote the set of the 2 kn subcubes of edge length 2 −k l(I) obtained by k successive bipartition of each edge of I. We define D(I) be the set of all the dyadic subcubes of I. Let a > 0 be a fixed number. We assume aI be the dilation cube with the same center of I, and its length is al(I).
Then we have quasi-norm f L 2,n−2α,α is well-defined. Proof: As for another bump test function, we have the expression
We let f = (−△)
By the proof of Lemma 24 in [2] . We have known that ( [2] , (22))
is Campanato space and thus well defined. We have g L 2,n−2α sup
by lemma 24 in [2] .
Lemma 2.2 Let α > 0. We have another quasi-norm definition of L 2,n−2α,α as follows:
If f ∈ L 2,n−2α,α . By Fubini theorem, we exchange the order of summation of above identity as follows:
On the other hand. If
We have (2.1) is also valid by Fubini theorem. Then we complete the proof.
for any fixed cub I ⊂ R n .
Proof: If m ≥ 2, We also adopt the idea of lemma 5.3 in [3] but need more complexity techniques. Observe that
And we have the following identity:
We let Γ {J ∈ D(I) : x, y ∈ mJ}. Then we get the alternate expression of k(x, y):
It is crucial to estimate the magnitude of k(x, y).
To begin with, we give a definition of allowed cubes: Let J be an allowed cube if there is no such dyadic subcube J ′ ⊂ J, such that J ′ ∈ Γ. We note Γ a be the set of allowed cubes. We immediately conclude that all the allowed cubes disjoint each other. We assert
We now prove(2.3): First, it is trivial
For any J ∈ Γ, there exists only one sequence of dyadic cubes J k (k = 1, ...), such that J ⊂ J 1 ⊂ J 2 ⊂ ..., and J k ∈ Γ. We define a partial order "<": J 1 < J 2 if and only if J 1 ⊂ J 2 . Notice that Γ a essentially correspond the equivalent class of Γ. We denote T J0 be the tree which contains J 0 . We have the covering property:
By α > − n 2 we have following estimate:
Having established (2.3), we turn to estimate the magnitude of k(x, y). We denote a initial cube I 0 with the edge parallel to the coordinate axes and contains x, y. The I 0 is fixed and set its length l(I 0 ) = √ n|x − y|. Here I 0 does not necessary belongs to D(I). We define a sequence of cubes I k (k = 0, 1, 2, ...) such that I k = 2 k I 0 . Then we split Γ a into two kinds of sets. First, we let
When k ≥ 1, we define the following first kind of sets inductively:
We get first kind of sets by induction. The second kind of sets are the complement of the first kind of sets counterpart. We construct these sets as follows: Let Γ
and also define:
j=0 I j = ∅}. The second kind of sets then given by induction.
We can immediately deduce
The estimate of I: For any cube J ∈ Γ 
Since all of the cubes in Γ
k contained in I k+1 . We could calculate the number of elements in Γ (1)
Thus the estimate of I is clear:
The estimate of II:
k , notice that all of J intersect the area of
. The cross-sections R k are rectangles have the mini-length greater than 2 k−1 l(I 0 ), or at least contain a rectangle which has the mini-length greater than 2 k−1 l(I 0 ). Also, J ∈ Γ
k disjoint each other and therefore all of R k are disjoint each other as well. (See figure 2) We immediately obtain the number of elements in Γ (2) k satisfies:
Thus we have the estimate of II:
Because α > − n 2 . We have proved following estimate:
Combining estimates (2.3)(2.4)(2.5)(2.6), we get the desired conclusion by (1.1). Notice that if there exists some k or j (j = 0, 1) such that Γ (j) k = ∅. It will lead the (2.4) be a lacunary series, and this do not effect the correctness of the results. We then complete the proof of Lemma 2.4.
Proof of the main theorem
In the following discussion, all of the cube I ⊂ R n have the parallel to the coordinate axes edges.
For f ∈ S ′ /P, and for a fixed cube I, we decompose f as follows:
Then we have
The estimate of III:
In [2] , we have known
Combining the trivial property L 2,n−2α,α ⊂ BM O and the fact α ∈ (0, 1). We have
The estimate of IV: First, we rewrite
The following arguments are rather standard as the proof of f L 2,λ f L 2,n−2α,α in [2] , but need a slight modification.
There exists θ(ξ) ∈ C ∞ 0 be a positive and radial function such thatθ(x) ≥ 1, for |x| ≤ 1 π and supported in {ξ ∈ R n : |ξ| ≤ 1 2 }. We denote c(I) be the center of I. Let
For this fixed cube I, Schwartz function ϕ I has the following properties:
By Plancherel theorem,
And because of |1 − e −2iπyξ | ≤ min{2, C µ0 |y| µ0 |ξ| µ0 }. We note µ 0 be a fixed positive number with α < µ 0 < 1. We have the fact
We define another Littlewood-Paley operator:
Because of the orthogonality property, we citing the following estimate in [2] | j≥− log 2 l(I)
Combining (3.3)(3.4)(3.5)(3.6)(3.7) as well as exchange the order of integration of (3.3), we have
The following arguments are almost the same as in [2] .
We let Q k be the disjoint cubes in R n have the center at l(I)k with the length of l(I). Then Q k (k ∈ Z n ) become the partition of R n . We have
By the property of Schwartz function and Lemma 2.1 we have
Combining above estimate and (3.1)(3.2), we have
for any fixed cube I. By (1.1) we complete the proof of f Qα f L 2,n−2α,α .
The proof of statement:
To begin with, by lemma 2.2, it suffices to show
for any fixed cube I. For any fixed subcube J ⊂ I, we have the decomposition of f related to J as follows:
Then we have the following decomposition:
It is obviously that f 2J is a constant and we have ∆ j (f 2J ) ≡ 0 for all the j ∈ Z and all the subcube J ⊂ I. Then we have VII = 0. In order to prove (3.8), we only need to demonstrate V f 2 Qα and also VI f 2 Qα . The estimate of V: By Plancherel theorem, we have
We can deduce
Qα follows by (2.2) with the case of m = 2. The estimate of VI: To start with, we assume x ∈ J. We give the following arguments:
Since ψ is a Schwartz function, then ψ descend faster than any polynomial. Let M > 2α + n be a fixed large number. We have
−M−n (3.10)
Notice that |x − y| ≥ 2 l−1 l(J). By (3.9)(3.10), we have the Littlewood-Paley operator could be controlled by the mean oscillation:
We could also deduce the following estimate by Cauchy-Schwarz inequality
(3.12)
Combining (3.11)(3.12) and using the Jensen inequality, we get the estimate of VI as follows:
Using the growth estimate provided in Lemma 2.3. The above summation could be exchanged and we could obtain VI This completes the proof.
Remark
In fact, we have known that Q α (R n ) ⊂ L 2,n−2α,α for −∞ < α < ∞. But L 2,n−2α,α ⊂ Q α (R n ) probably no longer available for α ≥ 1. That means if α ≥ 1, f ∈ L 2,n−2α,α . Then we cannot deduce f (x) is a constant function. At least, if we let α = 1, n = 2. We could easily construct a non-constant Sobolev function f (x), such that ∂ x f (x) ∈ L 2 (R 2 ). For example, let f (x) be a non-constant Schwartz function. By ( [2] , theorem 10), we know that f ∈ L 2,0,1 .
