Abstract. We give a necessary and sufficient condition for the existence of nondegenerate holomorphic mappings between pseudoellipsoidal real hypersurfaces, and provide an explicit parametrization for the collection of all such mappings (in the situations where they exist).
Introduction
In recent years, much effort has been devoted to the ambitious program of classifying local holomorphic mappings H (or more generally CR mappings) sending a given real hypersurface M ⊂ C n+1 into a model hypersurface M ′ ⊂ C N +1 . In the strictly pseudoconvex case, the natural model is the sphere M ′ = S 2N +1 ⊂ C N +1 (and, more generally, in the Levi nondegenerate case the model is the hyperquadric of signature l). Of particular interest is the case where the source manifold M is the model itself. There is a large body of work studying local holomorphic mappings H sending a piece of the sphere S 2n+1 into S 2N +1 . The reader is referred to e.g. [28] , [17] , [18] , [10] , [9] , [20] , [21] , [22] , [11] , [23] and the references therein; see also [14] , [15] for the case of general strictly pseudoconvex source manifolds M. The classification of such holomorphic mappings in low codimensions N − n is completely understood due to the works [17] , [21] , [22] , [23] . In particular, it was shown in [17] that any local holomorphic mapping H sending a piece of S 2n+1 into S 2N +1 with N −n < n is necessarily of the form H = T • L, where L denotes the standard linear embedding of S 2n+1 into an (n + 1)-dimensional complex subspace section of S
2N +1
and T is an automorphism of S 2N +1 . (This is often referred to as rigidity.) In this note, we shall consider local (non-constant) holomorphic mappings sending a pseudoellipsoid in C n+1 into another pseudoellipsoid in C N +1 in low codimension. A pseudoellipsoid in C N +1 is a compact, algebraic real hypersurface of the form We note that E N q is weakly pseudoconvex along those coordinate planes z j = 0 for which q j ≥ 2, and in particular at the point p 0 := (0, . . . , 0, 1) ∈ E N q (unless all q j = 1 and E N q is the sphere). The pseudoellipsoids are natural models (albeit not homogeneous in general, of course) for certain classes of weakly pseudoconvex hypersurfaces. The domains that they bound are the only ones, up to biholomorphic equivalence, with noncompact automorphism groups in a fairly general class of smoothly bounded pseudoconvex domains [7] (as with the case of the ball in the strictly pseudoconvex category [29] ); see also [24] . Biholomorphic equivalence of pseudoellipsoids, their automorphism groups, as well as the existence and geometric properties of (non-constant) local holomorphic mappings between pseudoellipsoids in the equidimensional case (i.e. the source and target are both hypersurfaces in C n+1 ) have been investigated in e.g. [25] , [13] , [12] , [26] , [27] . In particular, the following result follows from these works:
Theorem 0. Let p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) be n-tuples of positive integers.
Then there exists a non-constant local holomorphic mapping
, sending E n p into E n q if and only if there exists a permutation σ : {1, . . . , n} → {1, . . . , n} such that q k |p σ(k) for all k = 1, . . . , n.
Moreover, if such mappings H exist, then the collection of all such H can be described as follows:
, . . . , z
where σ ranges over all permutations {1, . . . , n} → {1, . . . , n} such that q k |p σ(k) , for k = 1, . . . , n, and T over the automorphisms of E n q . A complete and explicit description of the automorphism group of E n q also follows from the works mentioned above (see e.g. [25] ). For the readers convenience, we provide in Section 3 a description (or, more precisely, a decomposition into elementary mappings) of the stability group of E n q at p 0 , i.e. the group of automorphisms of E n q preserving p 0 . The main purpose of this note is to extend Theorem 0 to the positive (but low) codimensional situation. We note, for reference, that the defining equation for E N q is plurisubharmonic and, hence, by a standard application of the Hopf boundary point lemma it follows that any nonconstant holomorphic mapping sending E It is convenient to note that E N q minus a point is biholomorphically equivalent (via a linear fractional transformation) to the real algebraic hypersurface given by
with the point p 0 := (0, . . . , 0, 1) on E N q corresponding to the origin on P N q . Our main result is a necessary and sufficient condition for the existence of local holomorphic mappings H : (C n+1 , 0) → (C N +1 , 0) sending P n p transversally into P N q , as well as a description of the collection of all such mapping (when they exist). The latter description is also given in an explicit formula in Theorem 2.1 below.
, where p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q N ) are an n-tuple and N-tuple, respectively, of positive integers, the latter arranged such that q 1 = . . . = q s = 1 and q k ≥ 2, k = s + 1, . . . , N, for some s ≥ 0. Assume that
The following are equivalent:
N} (possibly empty) and a map
holds then the collection of all such mappings H can be described as follows. Let σ and K be as in (i), and W = (u ij ) an n × N matrix such that (a) W W * = I n×n , and (b) for every j ∈ {s + 1, . . . , N}, it holds that u ij = 0 if and only if j ∈ K and σ(j) = i. Then, the monomial mapping H σ,W (z, w) = (F (z), w), where The proof of Theorem 1.1 will be given in Section 3 below. Remark 1.2. In the equidimensional case N = n, we note that any subset K and mapping σ as in (i) in Theorem 1.1 must be such that K = {s + 1, . . . , n} and such that σ can be extended to a permutationσ on {1, . . . , n} with q k |pσ (k) for all k = 1, . . . , n, and vice versa, any such permutationσ induces a mapping σ by taking K := {s + 1, . . . , n} and σ :=σ| K . If we reorder the coordinates on the source side so that the permutationσ becomes the identity, then any n × n matrix W satisfying (a) and (b) has the block form
where U is a unitary s × s matrix and D is a diagonal (n − s) × (n − s) matrix whose diagonal elements have modulus one. The corresponding mapping H σ,W (where now σ is the identity on {s + 1, . . . , n}) is then of the form H σ,W := T W • H 0 , where
and T W is the automorphism of P n q given by
with z ′ = (z 1 , . . . , z s ) and z ′′ = (z s+1 , . . . , z n ). Returning to the original ordering of the source coordinates, we recover the equidimensional result stated in Theorem 0 above. We notice a redundancy in the statement of the theorem in this case; the additional mappings afforded by the choice of W can be incorporated into the action of the stability group. In the general case, there may also be some redundancy in that H σ,W could equal
′ and a suitable choice of automorphism T , but for N > n there will be (in general) different choices of W such that the corresponding mappings are not related by an automorphism of P N q . This is explained more closely in the context of an example in Section 5.
A consequence of Theorem 1.1 (or, more precisely, a consequence of Theorem 2.1 below) is the following "localization principle" (c.f. [12] , [26] ).
, where p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q N ) are an n-tuple and N-tuple, respectively, of positive integers, and assume that N − n < n. If a local holomorphic mapping
transversally into P N q , then H extends as an algebraic mapping which is holomorphic in a neighborhood of P n p .
The (short) proof of Theorem 1.3 is given in Section 2.
Remark 1.4. The extendability of H as an algebraic map, possibly singular and multivalued, follows from previous results due to Huang [19] (see also [30] ). In the setting of Theorem 1.3, it follows (see the proof) that, in fact, the H q k k are rational, and are (possibly) ramified along a complex hypersurface that does not meet P n p .
We shall conclude this introduction with a brief discussion of an analogous nonpseudoconvex situation. Consider the "positive signature" counterparts of P N q , i.e. the "pseudohyperboloids" given by
where ·, · ℓ is the standard hermitian form of signature ℓ > 0, i.e.,
In the Levi nondegenerate case, i.e. q = (1, . . . , 1), the pseudohyperboloid P N q,ℓ coincides with the standard hyperquadric Q N ℓ of signature ℓ. For a local holomorphic mapping
super-rigidity holds, in stark contrast to the pseudoconvex case, as in [17] , where N − n < n is necessary for rigidity to hold). By following the same arguments as in the pseudoconvex case (modulo replacing the use of the rigidity result in [17] by the super-rigidity result in [5] ), one obtains analogous classification results to those in Theorems 1.1 and 2.1 for local mappings P n p,ℓ → P N q,ℓ with ℓ > 0, the major difference being that the conditions (3) and (7) in Theorems 1.1 and 2.1, respectively, are no longer needed. In the positive signature case (ℓ > 0), one needs, however, to distinguish between the coordinates that appear with a plus sign and those that appear with a minus sign in the hermitian form ·, · ℓ , which has as a consequence that there are different cases to consider and the results become more cumbersome to state. The diligent reader is invited to work out the details.
2. An explicit formula for mappings from P n p into P
N q
In this section, we shall prove the following result, which is the main ingredient in the proof of Theorem 1.1. Assume that
is a local holomorphic mapping sending P 
such that H takes the following form: . Thus,φ q • H is a non-constant mapping from a neighborhood of 0 in P n p into H N . We also introduce
, which is a holomorphic mapping sending P n p into H n . Let a ∈ P n p be some point near 0 whose coordinate components do not vanish, and U a neighborhood of a such that U ∩ {z j = 0} = ∅ for all j = 1, . . . , n. We can also choose U small so that φ p is biholomorphic on U. Now, let τ ∈ Aut(H n ) be such that τ (φ p (a)) = 0 and T ∈ Aut(H N ) such that T (0) = φ q (H(a)). Consider the following mapping defined onÛ = τ (φ p (U))
Clearly,Ĥ(Û ∩ H n ) ⊂ H N andĤ(0) = 0. Since N − n < n, we can apply the rigidity theorem in [17] , mentioned in the introduction, to conclude that there is an automorphism T ∈ Aut(H N , 0) such thatĤ =T • L with L(z, w) = (z, 0, w). This implies that the following holds on U and, by analytic continuation, in any connected open set containing a where H is defined (in particular, in an open neighborhood of 0):
Since the non-constant mapping T •T • L • τ sends H n into H N and 0 into 0, it follows
, and hence:
It follows from the explicit description of Aut(H N , 0) (see, e.g., [8] or [2] ) that there are λ > 0, r ∈ R, b ∈ C N and a unitary N × N-matrix U = (u ij ) (i.e. UU * = U * U = I) such that
where
Recall that q 1 = . . . q s = 1 and 2 ≤ q s+1 ≤ · · · ≤ q N . By setting z = 0 in (12), we have For k ∈ K, we claim that there is a unique t * ∈ {1, 2, . . . n} such that u t * k = 0 and u tk = 0 for all 1 ≤ t ≤ n, t = t * . To prove the claim, suppose that there are two indices t, say t = 1, 2, such that u kt = 0. Setting z 3 = · · · = z n = w = 0 in equation (12) we would obtain (16) (
2 ), which is impossible. Indeed, by differentiating both sides of (16) with respect to z 1 we note that H
. The same argument with z 1 replaced by z 2 shows that H
, which would lead to a contradiction since q k − 1 ≥ 1 and H k is not an unit. The claim follows. We now define a map σ : K → {1, 2, . . . n} by σ(k) = t * . Thus, we note that H k ≡ 0 for k ∈ {s + 1, . . . , N} \ K and
σ(k) /δ(z, w), for k ∈ K. From this it readily follows that q k | p σ(k) . We conclude that
where v
To show that #σ(K) ≥ n − s, we shall need the following lemma, whose proof is deferred to Section 4. We observe from (11) that H is transversal to P N q at 0, which is well known to be equivalent to w ∈ I(H) (see e.g. [16] for a general discussion). Thus, by Lemma 2.2, I(H) has finite codimension in C{z, w}. Since w ∈ I(H), we also have dim C{z, w}/(H) = dim C{z}/I(h),
only by a unit in C{z}, we conclude that I(h) is contained in the ideal generated by h 1 , . . . , h s and z σ(k) for k ∈ K. Since the latter ideal must have finite codimension, it follows that s + #σ(K) ≥ n, or equivalently, #σ(K) ≥ n − s. This proves the existence of the subset K ⊂ {s+1, . . . , N} and the mapping σ : K → {1, . . . , n} possessing the properties claimed in (A) of Theorem 2.1. The existence of r ∈ R, λ > 0, b ∈ C N and a unitary matrix U = (u ij ) was established above. The property in (B) of U and that in (C) of b were also established. If s = 0, then we have bU = 0, and since U is invertible, we deduce that b = 0. If N = n, then (A) immediately implies that K = {s + 1, . . . , n} and #σ(K) = n − s, which in turn implies that σ is injective. It is clear that σ can be extended to a permutation.
Proof of Theorem 1.3. It follows immediately from Theorem 2.1 that H is algebraic; in fact, H q k for k = 1, . . . , N and H N +1 are all rational with poles along the complex hypersurface δ(z, w) = 0 (unless b = 0 and r = 0, in which case H is a polynomial mapping). To complete the proof of Theorem 1.3 it remains to verify that δ(z, w) does not vanish along P n p (i.e. for w = u + i z p ,z p ). This is straightforward and left to the reader.
3. Stability group of P N q at the origin A special case of Theorem 2.1 is when P n p = P N q . In this case, Theorem 2.1 describes the stability group of P N q at 0 (i.e. the group of automorphisms of P N q preserving the origin), denoted by Aut(P N q , 0). This description is previously known due to work mentioned in the introduction. In this section, however, we shall (for the reader's convenience) use the formulae in Theorem 2.1 to provide a decomposition of the automorphisms of P N q fixing the origin into simpler ones. First, we note that when P n p = P N q the subset K in (A) must equal {s + 1, . . . , N} and σ is a permutation of K such that q σ(k) = q k for all k ∈ K. Also, the unitary matrix U in (B) must have the block form
whereŨ is a unitary s × s matrix and E is a unitary (n − s) × (n − s) matrix (such that after reordering the coordinates (z s+1 , . . . , z N ) on the source side according to the permutation σ, the matrix E becomes diagonal with diagonal elements of modulus one). It then also follows that
Also, for each λ > 0, we define the (non-isotropic) dilation ∆ λ ,
and, for each b = (β, 0) ∈ C s × C N −s (with b = 0 if s = 0) and r > 0, we define It is readily seen from Theorem 2.1 that Σ σ , ∆ λ , ψ b,r , ΛŨ ,θ ∈ Aut(P N q , 0), and it is straightforward (and left to the reader) to check, using Theorem 2.1, that these elementary mappings generate Aut(P N q , 0) via compositions; we mention here that Aut(P N q , 0) is a finite dimensional Lie group (see [6] ). 
forŨ , θ, b, r, λ, σ as described above. Furthermore, the identity component Aut Id (P N q , 0) consists of mapping of form (24) in which σ = Id. In fact, each choice of σ gives rise to a connected component of Aut(P N q , 0). Remark 3.2. A similar decomposition for CR mappings between connected pieces of generalized pseudoellipsoids was also given is the recent paper [27] using a very different method.
We shall now give a proof of Theorem 1.1.
Proof of Theorem 1.1. The implication (ii) =⇒ (i) follows from Theorem 2.1 (A). Moreover, any mapping H as in (ii) is of the form described in Theorem 2.1. It is straightforward (and left to the reader) to check that there are σ and W as in Theorem 1.1 and U , θ, b, r, λ as in Theorem 3.1 such that
Next, assume that (i) holds. We shall construct a transversal map H : P n p → P N q as follows. If K = ∅, then necessarily s ≥ n. In this case, we can simply take (25) H(z, w) = (z
Suppose now that K is nonempty. Since #σ(K) ≥ n − s, we can write
for some r ≤ s (with r = 0 if σ(K) = {1, . . . , n}). We define a transversal (to P N q at 0) map H(z, w) = (F (z), w) with
where the coefficients v k are chosen such that, for every l ∈ σ(K),
It is easy to check that H sends P n p into P N q . The proof is complete.
Proof of Lemma 2.2
Recall (see [3] ) that given a real-analytic hypersurface M ⊂ C n+1 and p ∈ M, there are so-called normal coordinates (z, w) ∈ C n × C, vanshing at p, such that M is given by
where φ(z, 0, s) = φ(0, χ, s) ≡ 0, or in complex form
where Q satisfies Q(0, χ, τ ) ≡ Q(z, 0, τ ) ≡ τ and the reality condition
We note that P n p and P N q are already presented in normal coordinates. It is convenient to use the complex defining equation (28) to define the notions of essential finiteness and essential type as follows. We replacez,w by independent variables χ, τ and write 
is said to be finite at p if the ideal I(H) generated by the components of H in the ring O p of germs of holomorphic functions at p is of finite codimension. In this case, we shall refer to this codimension as the multiplicity of H at p,
It is well known (see e.g. [1] ) that if H is finite at p, then for every q close p the number of preimages m := H −1 (H(q)) is finite and m ≤ mult p H. (In the equidimensional case N = n, the generic number of preimages equals mult p H, but in general we only have the inequality). Now we can state and prove the following result, which in view of the above comments regarding P n p proves Lemma 2.2. Proof. Suppose that M and M ′ are given in normal coordinates Z = (z, w) and Z ′ = (z ′ , w ′ ), vanishing at p and p ′ respectively, by complex defining functions ρ and ρ ′ of the forms:
ρ(z, w,z,w) = w − Q(z,z,w), ρ
Since H sends M into M ′ , the following holds for some real-analytic function a(Z, ξ). Since H is transversal, we have a(0) = 0 (see e.g. [4] ). Therefore, a(z, 0, χ, 0) is nonvanishing for (z, χ) close to zero and hence On the other hand, it follows from (32) and the invertibility of a(Z, 0) that w ∈ I(H) and, hence, H is also finite and (40) mult 0 (H) = mult 0 (F (·, 0)).
From (39) and (40), we obtain (30) . 
