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ABSTRACT 
Based on Pearlin and colleagues' Stress Process Theory and Levinger's social psychological 
perspective on marital dissolution, this study examines the chronic nature of certain dyadic 
properties of couples in determining the timing of marital dissolution. Three hundred and seven 
couples, who had been married for almost 20 years, participated in the Iowa Youth and Families 
Project and the Midlife Transitions Project. The results of the log-normal accelerated failure time 
model showed that a chronically high level of marital quality and commitment is beneficial, but a 
chronically high level of hostility is detrimental, to the survival of marriages. Dissatisfaction with 
the division of household labor also shortens the expected time to marital dissolution. Nevertheless, 
warmth/support and relative egalitarianism between spouses do not have noticeable effects as 
hypothesized. In addition, the findings regarding the relative income between spouses must be 
interpreted with caution. Future research may continue using couples as the unit of analysis. When 
considering the occurrence of marital dissolution, future research should take into account the time 
that couples experience divorce or separation. 
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INTRODUCTION 
Although many studies addressing marital relationships still use individuals as the unit of 
analysis (e.g., Frisco & William, 2003; South & Spitze, 1986; White & Booth, 1991), researchers 
have gradually acknowledged the importance of using couples as the unit of analysis (Bradbury, 
1998; Maguire, 1999). After all, individuals in a dyadic relationship are highly interdependent. One 
individual's problems or actions no doubt can have an influence on the other person (Pearlin & 
Turner, 1987). 
In the marital literature, several dyadic properties of couples have garnered much attention, 
such as "similarity, discrepancy, mutuality, complementarity, and reciprocity" (Maguire, 1999, p. 
214). Several important predictors of marital dissolution are also identified. However, the 
importance of these predictors may vary depending upon the duration of the marriage. For instance, 
a study finds that couples who are married for a short time (e.g., less than 5 years) divorce for 
various reasons even if they do not have low marital happiness. Conversely, couples who are 
married for a longer period of time (e.g., 20 years) are more likely to break up due to low marital 
happiness (White & Booth, 1991). This finding implies that it is necessary to investigate separately 
the determinants of marital dissolution for couples with different marital durations. 
While acknowledging major theories of marital dissolution that propose important 
components (e.g., attractions, barriers, and alternatives in Social Exchange Theory), Tzeng, Yoo, 
and Chataignier (1992) criticize these theories for not suggesting the relative importance of these 
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components in accounting for marital dissolution. Similarly, since few studies regarding marital 
dissolution have focused solely on the dyadic properties of couples, it might be necessary to 
explore the relative importance of dyadic variables, which fall within different components, in 
predicting marital dissolution. 
Finally, several studies utilize the logistic regression model to predict marital dissolution (e.g., 
Frisco & Williams, 2003; Heaton & Blake, 1999; Sayer & Bianchi, 2000). However, this analytical 
approach does not take into account the timing of marital dissolution (Allison, 1995). Besides, 
retrospective data are recognized as less reliable than prospective data (Conger, Cui, Biyant, & 
Elder, 2000). 
The present study remedies these shortcomings by using prospective data from both spouses 
within long-time marriages. In addition, this study uses survival analysis, which takes into account 
the timing of marital dissolution. Thus, the precision of the estimates can be increased (Allison, 
1995). Finally, this study examines the relative importance of dyadic variables in predicting the 
occurrence and timing of marital dissolution. 
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LITERATURE REVIEW 
Several variables pertaining to dyadic properties of couples (e.g., hostility, warmth/support, 
marital commitment, and dissatisfaction with division of household labor) are suggested to 
predict—either positively or negatively—marital dissolution (i.e., divorce or separation, e.g., 
Godecker, 2003). The present study argues that these properties of couples (or lack of these 
properties) can create marital strains and hypothesizes that marital strains can reduced marital 
quality and can lead eventually to marital dissolution. This argument is based on the "stress 
process" model proposed by Pearlin and colleagues. In addition, the dyadic properties of couples 
can be regarded as rewards, costs, or barriers within a marriage, according to Levinger's social 
psychological perspective on marital dissolution. These two theories are introduced below. 
Theoretical Background 
Stress process theory 
Different theories or models have tried to illustrate how a family's or an individual's stress or 
well-being results from or is influenced by events and/or strains (e.g., Boss, 2002; Conger, Elder, 
Lorenz, Conger, Simons, Whitbeck, Huck, & Melby, 1990; Kwon, Rueter, Lee, Koh, & Ok, 2003; 
Pearlin, Menaghan, Lieberman, & Mullan, 1981). In the midst of these stress theories or models, 
Pearlin and colleagues' Stress Process Theory provides an interesting framework that can be used 
to study the manner in which various dyadic properties of couples influence marital outcomes. 
The Stress Process Theory (Pearlin et al., 1981) suggests that when individuals encounter 
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undesirable life events (e.g., loss of job, death of spouse, and divorce), their psychological stress 
(e.g. depression) is not solely a response to the events per se. Instead, the elevation of stress is the 
result of a "stress process." 
According to this theory, when people experience undesirable life events (e.g., loss of job), 
some unpleasant changes in life immediately occur (e.g., loss of income). These unpleasant 
changes produce new strains (or stressors) or elevate "chronic strains," which is defined as "the 
relatively enduring problems, conflicts, and threats that many people face in their daily lives" 
(Pearlin, 1989, p. 245). These strains tend to keep reminding people of their inability to change 
unpleasant situations. Under such circumstances, people gradually lose self-esteem and masteiy, 
which then ends up increasing their stress level (Pearlin et al., 1981), although certain coping 
reactions or support from others may decrease the impact of various sources of stress (Pearlin et al., 
1981; Pearlin & Schooler, 1978). 
It is important to keep in mind that "events" and "strains" are not the same as "stress" within 
this group of stress theories. Boss (2002) clearly points out the confusion that is often seen in the 
literature. In Pearlin et al.'s "stress process" model, both events and strains are a source of "stress" 
(Pearlin et al., 1981). In other words, events and strains are a "cause" of stress and stress is 
"outcome" of strains and events. Therefore, these terms should not be regarded as synonymous. 
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Marital strains 
The ability of chronic strains to produce stress is highlighted in Pearlin and colleagues' "stress 
process" model. After all, undesirable life events (e.g., death of spouse) do not happen often 
(Pearlin, 1983); they tend to be "exotic, unusual, or episodic" (Pearlin & Turner, 1987, p. 148) and 
"discrete" (Wheaton, 1996, p. 44). 
People tend to experience a wide range of strains on a daily basis (Pearlin, 1989). "The warp 
and woof of the fabric that makes up ordinary daily life often contains much that has the capacity 
to arouse stress" (Pearlin & Turner, 1987). A major source of chronic strains is the so-called "role 
strains" (Pearlin, 1989), which reflect the hardships and challenges that people experience while 
engaging in their everyday social roles (Pearlin, 1983). These social roles are often enduring and 
people usually attach great significance to these social roles (Pearlin, 1989). Role strain can have a 
negative impact on individuals (Pearlin, 1989) because it can lead to conflicts. Chronic conflict can 
lead to stress (Pearlin, 1989; Pearlin & Skaff, 1998). 
In other words, although conflicts and problems arising within social roles can be short-term, 
they tend to become long-term. Only conflicts, problems, or strains that endure can be called 
"chronic strains," and they can increase individual stress levels. Wheaton (1996) also examines 
chronic stressors and finds that chronic stressors tend to last over five years. 
Role strains are categorized into several types. One type that is seen most 
commonly—"Interpersonal conflicts"—illustrates the problems experienced among family 
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members, such as between husbands and wives, or between parents and children (Pearlin, 1983; 
Pearlin & Turner, 1987). 
Four dimensions of marital strain (or marital conflict) have been identified. The first 
dimension is "lack of reciprocity." It is a sense of imbalance or unfairness, where one spouse feels 
he or she contributes more to the relationship, but receives less in return from the other spouse. 
Conflicts then arise over the perception of unfairness. The second dimension is the "lack of 
affective exchange." Marital conflicts arise when one spouse feels a lack of warm attention from 
the partner; or sex is not satisfactory. Marital conflicts also occur if a partner rejects the affection 
expressed by the spouse. The third dimension of marital conflicts is called "failure of 
authentication of the self." It describes the situation where the unique characteristics of a spouse 
are not favored or recognized by the partner. The last dimension is "frustration of role 
expectations," which refers to the spouse's frustration regarding the inability of the partner to share 
household tasks and financial burdens as expected. Finally, theorists also acknowledge the 
possibility that certain marital strains cannot be categorized into any of these four dimensions 
(Pearlin, 1983; Pearlin & Turner, 1987, p. 149). 
In addition, Pearlin and Skaff (1998) mentioned that, although the outcomes in this "stress 
process" model are usually conditions related to one's mental/physical health (e.g., elevation in 
stress level), some scholars use outcomes such as "life satisfaction, quality of life, or "successful 
aging" " while applying the Stress Process Theory (p. 326). Therefore, the present study also 
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replaces the original outcome (i.e., mental/physical health) in Pearlin et al.'s (1981) "stress 
process" model with "marital quality," while applying their theory to study marriage. 
Pearlin (1989) also notes that not only do events cause strains, but strains can cause new 
undesirable life events (or discrete outcomes (Wheaton, 1996)) such as divorce. Therefore, the 
present study assumes that the original "stress process" model (Pearlin et al., 1981) can be 
expanded by adding another outcome variable—a new undesirable life event, such as "marital 
dissolution." 
In addition, some empirical studies suggest that low marital quality leads to marital 
dissolution (Broman, 2002; DeMaris, 2000; Gottman & Levenson, 2000; White & Booth, 1991). 
Therefore, the relationships among marital strains, marital quality, and marital dissolution should 
resemble Figure 1. 
The present study argues that (1) marital strains can decrease marital quality, and (2) marital 
strains also can lead to marital dissolution. Although both marital quality and marital strains 
predict marital dissolution, this study argues that marital quality is a stronger predictor of marital 
dissolution than marital strains, because marital quality is more contiguous with marital dissolution 
than marital strains. In addition, marital quality is not expected to mediate the influence of marital 
strains on the timing of marital dissolution. This proposition is based on Pearlin's (1989) argument 
that marital strains per se can lead to new events—i.e., marital dissolution. 
A new study tests the effect of perceived unequal division of household labor on the marital 
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happiness and divorce of married employees. Although this study uses individual data instead of 
dyadic data, the findings are still important and relevant. The results indicate that perceived 
Figure 1. Relationships among marital strains, marital quality, and marital dissolution 
unfairness significantly decreases the marital happiness of both men and women; in addition, 
perceived unfairness increases the odds of divorce for women, not men. Most importantly, marital 
happiness is not a mediator as speculated. In other words, perceived unfairness still significantly 
increases the odds of divorce for women, after marital happiness is added into the logistic 
regression model (Frisco & Williams, 2003). 
Marital 
Strains 
Marital 
issolutioi 
Marital 
Quality 
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Although the researchers do not clearly describe their theoretical model, in their analysis, they 
use a variable (i.e., perceived unequal division of household labor) which can be regarded as a 
marital strain—as suggested by Pearlin and Turner (Pearlin, 1983; Pearlin & Turner, 1987)—to 
predict marital dissolution, after controlling for the effect of marital happiness. Therefore, their 
findings seem unintentionally to support Pearlin's (1989) argument that marital strains per se can 
have a direct impact on marital dissolution. In addition, marital happiness (which also can be 
regarded as an outcome in Pearlin et al.'s (1981) "stress process" model) does not mediate the 
causal relationship between marital strain and marital dissolution. 
In conclusion, the present study will test the impact of both marital strains and marital quality 
on the timing of marital dissolution. Most importantly, this study will include more than one 
marital strain, which fall within different dimensions, in order to examine their relative importance 
in influencing marital dissolution. 
A social psychological perspective of marital dissolution 
Based on Social Exchange Theory and the concept of group cohesiveness suggested by 
Festinger, Schachter, and Back (Previti & Amato, 2003; Tzeng et al, 1992), Levinger proposes his 
perspective regarding marital dissolution. For him, marriage is a two-individual social group. Like 
all other social groups, within which some forces keep members together, there are forces within 
marriage that keep spouses together. These forces include attractions within the marriage and 
barriers that keep spouses from leaving. Furthermore, these two forces need to be stronger than the 
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third force, alternative attractions, to assure the cohesiveness between spouses (Levinger, 1976; 
Tzengetal., 1992). 
Attractions—both positive and negative—are the first force Levinger (1976) suggests. 
Positive attractions are those rewards a spouse perceives in the relationship, such as being loved, 
admired, assisted, and supported. Negative attractions refer to the costs a person needs to invest in 
the relationship, such as time and energy. Marital dissolution is often characterized by a strong and 
sudden change in the perceived level of rewards and costs. For instance, when the relationship is 
"on the upswing," both partners anticipate high rewards and ignore potential costs. Later on, 
"during disenchantment," either or both partners perceive that the former rewards are less likely to 
be present and that there are higher costs within the relationship than originally thought (Levinger, 
1976, p. 25). 
On the other hand, couples may remain married because of some "restraining forces," which 
only become effective when a spouse is trying to leave the relationship. The restraining forces that 
develop from barriers are particularly crucial for the stability of long-term marriages. These 
barriers include the presence of children, religious beliefs, moral responsibility to the covenant or 
to the partner, and fear of losing respect or being excluded by others. These barriers help to 
decrease the impact of alternative attractions and help spouses stay in the relationship even when 
the perceived costs become larger than the perceived rewards (Levinger, 1976, p. 25). 
Based on the relative strength of attractions and barriers, Levinger categorizes relationships 
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into four types. The first type has high levels of attractions and barriers. The second type has high 
attractions but weak barriers, such as unmarried couples who extremely care about each other. The 
third type has low attractions but strong barriers to leave. The fourth type has low attractions and 
weak barriers, such as two ex-spouses (Levinger, 1976; Tzeng et al., 1992). 
The third force Levinger suggests is the alternative attractions. Besides the spouse, a married 
person often has relationships with other family members, colleagues, and friends, and may have 
interests in other things, such as lifestyles, hobbies, and sports. These alternatives have their own 
attractions, and can consume a person's time and energy. If a person is involved too much in 
alternative relationships, he or she cannot spend as much time and energy on his or her marriage. 
This could increase marital conflicts. Marital dissolution also can happen if the person favors the 
alternatives and chooses to leave (Levinger, 1976; Tzeng et al., 1992). 
Based on Levinger's framework, a new study categorizes the open-ended responses of 
married individuals regarding their reasons to remain married into three categories: rewards, 
barriers, and alternatives. Though not using dyadic data, findings of this study are relevant and 
insightful. Results show that most people suggest rewards (e.g., love, respect, and happiness), 
barriers (e.g., children, religion, and commitment to the marriage), or both, as reasons to stay 
married. People who only mention barriers as reasons tend to have low marital happiness and 
stability. They are also more likely to divorce within fourteen years than people who only mention 
rewards. Only 2% of the respondents mention no alternatives as one of the reasons. This low 
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percentage is suspected as an effect of social desirability. In addition, participants in the survey 
tend to have longer, more stable marriages (Previti & Amato, 2003), which might also explain the 
low percentage, since older people may have fewer alternatives. In light of these findings, the 
effect of alternative attractions will not be tested in the present study, because the sample used in 
the present study is also comprised of long-time married couples. 
The present study will investigate the survival experience of four types of marriage—that is, 
marriages with different levels of barriers and attractions (Levinger, 1976). It is hypothesized that 
(a) marriages with low barriers and low attractions tend to dissolve much earlier than (b) marriages 
with high barriers and high attractions. The survival experiences of the other two types of 
marriage—i.e., marriages with (c) high barriers and low attractions, and (d) low barriers and high 
attractions—are assumed to be in between, although couples in type "c" might experience marital 
dissolution earlier than those in type "d." This idea is derived from Previti & Amato's (2003) 
suggestion that rewards might be more powerful than barriers in maintaining marital cohesiveness. 
Empirical Findings 
In the following section, empirical findings regarding seven dyadic variables (hostility, 
warmth/support, marital quality, marital commitment, gender ideology—egalitarianism, income, 
and dissatisfaction with division of household labor) will be reviewed. 
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Dyadic variables 
Marital interaction—hostility and warmth/support 
A high frequency of disagreement between spouses, regarding various issues, is found to 
slightly increase the odds of marital dissolution (Heaton & Blake, 1999). However, since 
disagreements might commonly exist within many marriages, it is also found that the manner in 
which spouses argue—rather than the issues of disagreement per se—can really influence marital 
outcomes (Stanley, Markman, & Whitton, 2002). In the present study, however, only hostility and 
warmth/support during conflict resolution will be examined due to their known association with 
marital outcomes (Weiss & Heyman, 1997). 
No doubt, a spouse's hostility or lack of warmth/support can leave the partner a feeling of 
receiving insufficient affection, which can lead to conflicts within the dyad. If such a situation 
continues, the couples are considered experiencing the second dimension of marital strains—"lack 
of affective exchange"—as suggested by Pearlin and Turner (Pearlin, 1983; Pearlin & Turner, 
1987). In addition, hostility of a spouse can be considered a cost within the marriage, but the 
warmth/support a reward, based on Levinger's (1976) perspective. 
Although warmth and hostility are believed to be the opposite ends of a single scale (e.g., 
Conger et al., 2000); Lorenz, Hraba, and Pechacova (2001) suggest that hostility and 
warmth/support are simply associated but are two distinctive concepts. In their own study 
conducted in the Czech Republic, the correlation between hostility and warmth/support is only 
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about -.50. Their argument regarding the independent effects of hostility and warmth/support on 
marriage is supported by their findings. The level and change of spouses' self-reported hostility 
toward partners increase the level and change, respectively, of partner's marital instability (i.e., 
thinking about or acting on divorce). However, warmth/support does not have comparative 
predictability. Only the level of wives' warmth/support can predict the level of husbands' marital 
stability. Most importantly, divorce thinking and behaviors are reported to increase the odds of 
divorce (Previti & Amato, 2003). 
Other studies using observed hostility (e.g., angry, critical, and disrespectful) and 
warmth/support (e.g., helpful, attentive, complementary) of spouses show similar phenomena. A 
cross-sectional study finds the hostility (but not warmth/support) of husbands directly elevates 
wives' marital instability. Although wives' hostility and warmth/support do not directly predict 
husbands' marital instability; wives' hostility indirectly elevates husbands' marital instability by 
first decreasing husbands' marital quality (Conger et al., 1990). Two other studies examine the 
effect of hostility minus warmth/support (called "destructive behaviors") and find that, over time, 
more hostility than warmth/support within a marriage predicts marital instability and marital 
dissolution (Matthews, Wickrama, & Conger, 1996; Wickrama, Bryant, Conger, & Brennom, 
2004). 
Gottman & Levenson (2000) do not really examine the effects of hostility and 
warmth/support in their study; but their findings suggest a different predictability of negative (e.g., 
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criticism, "yes-but," defensiveness, complaints) and positive (e.g., "humor-laugh," "assent") 
behaviors. Compared to constantly married couples, "early-divorcing" couples (i.e., divorcing 
about 7 years after marriage) tend to exhibit stronger negative affects during the "conflict 
resolution" and "events of the day" discussions at Time 1. However, "later divorcing" couples (i.e., 
divorcing about 14 years after marriage) tend to show a lower level of positive affects, instead of 
stronger negative affects, during the same discussion tasks. The researchers conclude "intense 
marital conflict likely makes it difficult to stay in the marriage for long, but its absence makes 
marriage somewhat more acceptable. Nonetheless, the absence of positive affect eventually takes 
its toll." (pp. 739,743). 
Based on these findings, this study will examine the effects of hostility and warmth/support 
independently. Hostility and warmth/support are hypothesized to shorten and lengthen the survival 
time of a marriage, respectively. However, the effect of warmth/support might be weaker than that 
of hostility, even though both are categorized within the same dimension of marital strains—"lack 
of affective exchange" (Pearlin, 1983; Pearlin & Turner, 1987). 
Marital quality 
Marital quality refers to "how good the marriage is from the standpoint of the spouses at one 
point in time." As many researchers have done, the present study will also measure marital quality 
by spouses' self-report of marital satisfaction and happiness (see Glenn, 1990, p. 821). 
Feeling satisfactory and happy about one's marriage can be considered a reward within a 
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marriage, according to Levinger's (1976) perspective. In fact, "not feeling loved and appreciated 
by one's spouse" is commonly mentioned by divorced individuals (particularly women) as a reason 
for divorce (Gigy & Kelly, 1992, p. 173). Correspondingly, most married individuals in a recent 
study also report love as an important reason to stay married (Previti & Amato, 2003). Although 
many dissatisfied couples stay married for a long time (Booth & White, 1980; Kaslow & Robison, 
1996), researchers still find the predictability of marital quality on marital dissolution (Broman, 
2002; DeMaris, 2000; Gottman & Levenson, 2000; White & Booth, 1991). 
In addition, marital quality seems to be particularly important to the stability of long-time 
marriages. Findings from an earlier study indicate that couples who are married for five years or 
less and have low marital happiness are 2.4 times more likely to experience marital dissolution 
than those with high marital happiness. However, couples who are married for twenty years or 
more and have a low level of happiness are 7.6 times more likely to experience marital dissolution 
than happy couples. The researchers suggest that people within short-term marriages divorce for 
various reasons. Consequently, those who divorce may not really have low marital happiness. 
However, long-term married couples, who have more barriers (e.g., home ownership, shared 
friends) and fewer alternatives, tend not to break up unless they have very low marital happiness 
(White & Booth, 1991). 
On the other hand, except for being labeled as a reward within a marriage, marital quality can 
also be regarded as an outcome in Pearlin et al.'s (1981) "stress process" model, as stated earlier. 
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Previous studies find associations between marital strains and marital quality. For instance, both 
men and women who report sharing more household labor than they expect (i.e., unfairness) have 
lower marital happiness than those who perceive fair division of household labor (Frisco & 
Williams, 2003). The observed warmth and hostility of young adults (married, dating, or 
cohabiting) predict the level of partners' relationship success (Bryant & Conger, 2002; Conger et 
al., 2000), i.e., satisfaction, happiness, and stability (Glenn, 1990). Some studies report the 
association between commitment and marital happiness/satisfaction (Cox, Wexler, Rusbult, & 
Gaines, 1997; Kaslow & Robison, 1996; Stanley, Markman, & Whitton, 2002). Married 
individuals tend to have lower marital happiness if they report money as the issue (instead of any 
other issues), which often initiates argument within their marriage (Stanley, Markman, & Whitton, 
2002). Conger et al. (1990) find that family economic strain is associated with husbands' elevated 
hostility and reduced warmth toward their wives, which are further related to wives' lower marital 
quality. 
Based on these findings, marital quality is hypothesized to increase the survival time of 
long-time marriages. In addition, since marital quality operates as a proximal predictor of marital 
dissolution, marital quality is hypothesized as a better predictor of marital dissolution than most of 
the other dyadic variables in the present study. Furthermore, marital quality is not assumed to 
mediate the relationship between marital strains (e.g., hostility) and marital dissolution; although 
the effects of other dyadic variables (or marital strains) on the timing of marital dissolution might 
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slightly decrease, but not disappear, after marital quality is added in the analysis. 
Marital commitment 
In the present study, marital commitment is defined as one's willingness to see the 
relationship continue for a long time (Bryant & Conger, 2002) and is considered a barrier within a 
marriage, according to Levinger's (1976) perspective. Correspondingly, low commitment of a 
spouse somewhat implies his or her lack of motivation to make efforts to improve the marital 
relationship, which can lead to conflicts within a dyad. If such a situation continues, the couple is 
considered to be experiencing marital strain, although this type of marital strain does not fit well 
into any of the four dimensions of marital strain suggested by Pearlin and Turner (Pearlin, 1983; 
Pearlin & Turner, 1987). 
Previous studies do show the negative association between commitment and marital 
dissolution, although the definitions of marital commitment may vary across studies. A 
cross-sectional study finds that believing a marriage to be a lifelong commitment decreases the 
marital instability (i.e., self-evaluation of possible dissolution in the future) of unhappily married 
respondents (Heaton & Albrecht, 1991). Amato and DeBoer (2001) study intergenerational 
transmission of marital instability and conclude that the greater tendency of marital dissolution of 
adult children from divorced families is due mainly to their weaker belief in a lifelong marriage. In 
anther study, married individuals suggest their commitment to their spouses and to the institution 
of marriage is part of the reasons to stay married (Previti & Amato, 2003). 
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The present study hypothesizes that marital commitment of spouses, i.e., one's willingness to 
see a long-time marriage through, will increase the survival time of marriages. 
Gender ideology—egalitarianism 
Traditionalism refers to an attitude that favors a "doctrine of separate spheres," such as "ideal 
marriage consists of an economically successful husband and a dependent, nurturing wife" 
(Greenstein, 1995, p. 33). Considering only female respondents, a study finds no significant 
difference in the risks of marital dissolution between traditional and nontraditional women 
(Greenstein, 1995). Other studies that include both male and female respondents, however, suggest 
different results. One study that includes married individuals indicates the traditionalism of men 
and women decreases the possibility of divorce (Frisco & Williams, 2003). Another study finds 
that the likelihood of marital dissolution is higher if wives are less traditional; although such an 
effect is not found among husbands (Heaton & Blake, 1999). Another study, which also includes 
both wives and husbands, finds that the gender ideology of husbands, instead of wives', is pivotal. 
As long as husbands are more egalitarian, the odds of divorce are lower (Sayer & Bianchi, 2000). 
Though all use logistic regression analyses, the inconsistent findings among these three 
studies might be due to various reasons. For instance, the findings might differ simply because of 
the sample, e.g., married individuals vs. couples. They might also differ depending on whether 
husbands' and wives' data are analyzed together or separately. In addition, results might vaiy 
depending on what other variables are included in the analyses. It is also possible that none of 
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these studies uncover the true effect of gender ideology on marital dissolution because the relative 
egalitarianism between spouses, instead of their individual absolute levels of egalitarianism, is 
what matters. 
In another study, in which only one spouse in a household is interviewed, "marital 
satisfaction" is measured by: (a) expectation for a better life after marital dissolution, (b) frequency 
of marital disagreements, (c) marital unhappiness, (d) anticipation of marital dissolution, and (e) 
having trouble with spouse within the last year. Respondents tend to report higher marital 
satisfaction if they and their spouse are both traditionalists or both egalitarians; although the 
respondents who are traditionalists are a little more satisfied. Marital satisfaction is lower when 
one spouse is more egalitarian than the other, particularly, if the more egalitarian one is the wife. In 
other words, when wives are relatively more egalitarian than their husbands, the respondents are 
more likely to: predict marital dissolution in the future, report their marriage was in trouble last 
year, and expect a better life if they separate from or divorce their current spouse (Lye & Biblarz, 
1993). 
Although it is cross-sectional in nature, this previous study points out an alternative way of 
examining the effect of gender ideology on marital outcomes. In fact, it is reasonable to assume 
that different gender ideologies between spouses could trigger quite a bit of tension, 
disappointment, or resentment within the dyad. A spouse's failure to fulfill his/her partner's 
expectations (regarding division of household labor, sexuality, parenting, decision making, etc.) or 
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a spouse's unwillingness to comply with a partner's expectation could eventually lead to conflict. 
Over time, these conflicts become another type of marital strain though it is not directly mentioned 
by Pearlin and Turner. This type of marital strain can also be considered as a major source of the 
fourth dimension of marital strain as mentioned earlier, which specifically refers to the chronic 
conflicts originating from a spouse's inability to share household tasks and financial burdens as 
expected (Pearlin, 1983; Pearlin & Turner, 1987). In this sense, different gender ideologies 
between spouses and their partners can also be regarded as a "cost" within a marital relationship 
according to Levinger (1976). 
In summary, the present study will explore the effect of relative egalitarianism between 
spouses on the timing of marital dissolution. Based on the findings—though inconsistent—of 
previous studies, the present study hypothesizes the survival time of marriage will be shorter if 
wives' egalitarianism is higher than that of husbands. 
Income 
Based on Levinger's perspective (1976), a spouse's income can be considered a reward 
within a marriage. In addition, the low (or zero) income of a spouse, especially the husband, 
may induce conflicts over time. Such enduring conflicts are considered a marital strain due to 
the "frustration of role expectations," as defined by Pearlin and Turner (Pearlin, 1983; Pearlin 
& Turner, 1987). 
According to the U.S. Bureau of the Census, in 1998, the percentage of employed husbands 
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has been decreasing steadily over the past few decades, while the percentage of employed wives 
has been increasing (Teachman, Tedrow, & Crowder, 2000). Simply knowing that husbands' higher 
incomes relate to longer marriages (Hoffman & Duncan, 1995; South & Lloyd, 1995) is no longer 
sufficient. It becomes important to also understand how wives' incomes might determine the 
longevity of marriages. Unfortunately, as White and Rogers (2000) conclude in their decade review, 
there are inconsistent findings regarding the effect of wives' income on marital dissolution. Some 
studies suggest the higher the women's income, the lower the chance of marital dissolution (e.g., 
Hoffman & Duncan, 1995). Other studies suggest just the opposite (e.g., Amato & Rogers, 1997; 
Heaton & Blake, 1999) and some do not find any effect (e.g., South & Lloyd, 1995). 
A possible explanation for these inconsistent findings—there might be a nonlinear effect of 
wives' income on marital dissolution. For instance, a longitudinal study divides couples, either in 
their first marriage or cohabiting, into four groups based on the relative "labor income" of men and 
women. The four groups are: 
Table 1. Relative earnings of husbands and wives 
Group Husband's portion of earnings 
Traditional Three-fourths to all 
New Traditional One-half to three-fourths 
Nontraditional One-fourth to one-half 
Reverse Traditional Zero to one-fourth 
Note: Wife's portion is omitted because it is the remaining balance in each group 
Source: Heckert, Nowak, & Snyder (1998, p. 695) 
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The results show the odds of marital dissolution in a year are highest among "nontraditional" but 
lowest among "reverse traditional" couples. "Traditional" and "new traditional" couples are in 
between and they have similar odds of marital dissolution (Heckert, Nowak, & Snyder, 1998). In 
other words, the odds of marital dissolution do not go up linearly with wives' greater contributions 
to family income. 
Another possible explanation for the inconsistent findings about women's income is that 
although the income of wives is not negligible, it is relatively less important than variables directly 
related to the relationship per se. For instance, a recent study finds the odds of divorce are higher 
when the proportion of wives' contribution in household income increases. However, such an 
effect disappears when variables measuring wife's marital satisfaction and commitment are added 
into the analysis. The researchers conclude that marital satisfaction and commitment can better 
predict divorce than how much women share the financial burden (Sayer & Bianchi, 2000). 
Since the present study uses couples as the unit of analysis, the income information being 
tested in this study will be based on the relative income between husbands and wives, rather than 
spouses' absolute incomes. It is hypothesized that the relatively lower income of husbands to wives 
will shorten the timing to marital dissolution. However, the effect of this variable might become 
insignificant when other dyadic variables that are more directly related to the relationship per se 
are also included in the analyses. 
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Dissatisfaction with the division of household labor 
Based on Levinger's perspective (1976), dissatisfaction with the division of household labor 
can be considered a cost within a marriage. In addition, either or both spouses' dissatisfaction with 
division of household labor can create conflicts within the dyad. Chronic conflict is then 
considered a marital strain due to the "frustration of role expectations" (Pearlin, 1983; Pearlin & 
Turner, 1987). 
Although there are increasing percentages of wives being employed, contemporary women 
still do a lot more housework than their husbands (Coltrane, 2000). One study finds that, among 
the total weekly household labor hours, wives work at least three-fourths of this time; husbands 
work one-fourth or less of this time (Heckert et al., 1998). Studies using respondents outside the 
U.S. also find the unequal division of household labor between genders (e.g., Brayfield, 1992; 
Kluwer, Heesink, & Vliert, 1996). This phenomenon exists even if wives are employed, or 
husbands have no income or have less income than wives (Atkinson & Boles, 1984; Brayfield, 
1992; Demo & Acock, 1993; Tichenor, 1999). 
Interestingly, neither men nor women assume a 1:1 division of household labor. Fairness, for 
men, is self-defined as performing 1/3 or none of the household tasks; for women, fairness is 
self-defined as performing 2/3 or even all of the housework tasks (Frisco & Williams, 2003; 
Lennon & Rosenfeld, 1994). Women become unhappy with division of household labor only when 
they do more than they expect and husbands do not do enough (Kluwer et al., 1996). It becomes 
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clear that the perception of fairness is what matters, rather than an equal division of chores. 
Suitor (1991) finds, regardless of the "family life cycle" stage, there is a significantly higher 
percentage of married men (rather than women) who feel satisfied with the division of household 
labor. In addition, men's satisfaction level is considerably higher than that of women. People 
satisfied with the division of household labor tend to report higher marital quality (Firsco & 
Williams, 2003; Pina & Bengtson, 1993; Suitor, 1991), lower marital conflict (Suitor, 1991), and 
think less of divorce (Pina & Bengtson, 1993). Married women who perceive a fair division of 
household labor are also less likely to divorce than their counterparts; although no such result is 
found among the male respondents in the same study (Frisco & Williams, 2003). 
Since the present study uses couples as the unit of analysis, and given that women tend to feel 
greater dissatisfaction than men (Suitor, 1991), it would be more sensible to examine how the 
relative dissatisfaction between husbands and wives—instead of their average dissatisfaction-
influences marital dissolution. It is hypothesized that when wives' dissatisfaction is greater than 
that of husbands, the survival time of marriage will be shorter. 
Control variables 
Some variables which may influence the analysis results are included as controls. These 
variables are: age at marriage, divorce experience, number of children, and educational level of 
spouses. 
The age at marriage is consistently reported to predict marital dissolution. That is, the younger 
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an individual marries, the more likely he/she will experience marital dissolution (Amato, 1996; 
Amato & Rogers, 1997; DeMaris, 2000; Feng, Giarrusso, Bengtson, & Frye, 1999; Greenstein, 
1990,1995; Heaton, 1991; Heaton & Blake, 1999; Heckert et al., 1998; Hiedemann, Schomlinova, 
& O'Rand, 1998; Hoffman & Duncan, 1995; South & Spitze, 1986; Wu & Penning, 1997). The 
probability of marital dissolution is also found to be higher when one of the spouses has been 
divorced previously (Amato & Roger, 1997; DeMaris, 2000; Heaton & Blake, 1999). Based on 
these findings, the present study will control for spouses' age at marriage and divorce experience. 
Also, there are inconsistent findings regarding the effects of number of children (Greenstein, 
1990; Waite & Lillard, 1991) and spouse's education (Greenstein, 1995; Heaton, 1991; Heaton & 
Blake, 1999; Hiedemann, Schomlinova, & O'Rand, 1998; South & Lloyd, 1995; South & Spitze, 
1986; Waite & Lillard, 1991; Wu & Penning, 1997) on marital dissolution. Therefore, these two 
variables will also be controlled in the present study. 
Finally, to grasp the idea of chronic strains, multiple waves of data are used in the present 
study. In addition, as Pearlin and Skaff (1998) suggest, the family "is an institution in which 
relationship at one moment in time may be quite different than those at another" (p. 337). This also 
supports the usage of multiple waves of data for the same variable. Such a procedure is not new in 
the literature. For instance, in a recent study, respondents' warmth is constructed by the average of 
the same variable across four waves (Conger et al., 2000). 
Analytical Methods 
Data in the present study are analyzed using an accelerated failure time (AFT) model, which 
is a type of survival analysis. Allison (1995) defines survival analysis as "a class of statistical 
methods for studying the occurrence and timing of events" (p. 1). The event refers to "a qualitative 
change.. .a transition from one discrete state to another" (p. 2). In the current study, the event is the 
occurrence of marital dissolution (i.e., divorce or separation). 
One of the special attributes of survival analysis is its ability to take care of censoring data. 
Other statistical methods often have a hard time dealing with such data. Uncensored cases refer to 
observations that experience the event, such as the divorced/separated couples in the current study. 
In contrast, those who do not experience the event are called censored cases. 
There are different types of censoring. Right censoring is the type of censoring which is 
commonly seen in the social sciences. To explain what right censoring means, let T be the random 
variable representing the length of time a person waits until the event happens, or simply, "the time 
of occurrence for some event" (Allison, 1995, p. 10). Right censoring refers to the situation in 
which some observations have T larger than some value c. Allison (1995) gives a nice example: "if 
T is a person's age at death (in years), you may know only that T>50, in which case, the person's 
death time is right censored at age 50" (p. 10). 
Moreover, right censoring also has several types. The type of right censoring that is often seen 
in a longitudinal study is called random censoring. Random censoring happens when some 
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observations drop out during the study for various reasons, such as death or refusal of further 
participation by the participant. Random censoring also happens "when there is a single 
termination time, but entry times vary randomly across individuals" (Allison, 1995, p. 13). For 
instance, in the current study, the data ended at year 2000. However, the survival times for those 
censored couples who did not drop out are not the same due to their various wedding years. Based 
on the figures in Allison (1995, pp. 11, 12), this study uses the following figure to illustrate the 
cases of uncensored and random censoring in the present study. In Figure 2, the * symbol refers to 
the year of marriage. The X symbol refers to the occurrence of marital dissolution. The O indicates 
a case dropped out of the survey. 
Year 1989 1993 2000 
ID #1 * 1 >X 
ID #2 * |->X 
ID #3 * >X | 
ID #4 * > O | 
Note: 
The year 1989 is the year IYFP started. 
The year between 1993 and 2000 is the period of observation for marital dissolution. 
Figure 2. Uncensored and censored data 
The ID number 3 is an uncensored case in the present study, because this couple experienced 
marital dissolution between the period of observation in the present study (i.e., 1993-2000). ID 
numbers 1, 2 and 4 are all censored cases and are also called random censoring, since their years of 
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marriage are different. However, the first two couples (i.e., ID 1 and 2) stayed married until year 
2000; ID number 4 dropped out of the survey in 1990. Due to a listwise deletion during the 
analysis, cases like ID number 4 are excluded from the present study. 
Random censoring deserves attention because it might cause bias if the censoring is not 
noninformative, which refers to "...an individual who is censored ate should be representative of all 
those subjects with the same values of the explanatory variables who survive to c..." (Cox & Oakes, 1989, 
in Allison, 1995, p. 13). For random censoring caused by random entry times, Allison (1995) 
suggested including the entry time (e.g., the wedding year in the current study) in the regression 
model. For random censoring caused by drop out cases, there is still no test to determine whether 
these cases are informative or not. The best solution involves finding ways to decrease the 
occurrence of random censoring while planning the studies. 
Two important statistics in survival analysis need to be introduced. They are the survivor 
function and the hazard function. 
1. Survivor function 
The survivor function, S(t), is defined as the probability that event time is larger than some value t, 
i.e., "S(t)= P{T>t} =1-F(t)" (Allison, 1995, p. 14). The F(t) is known as the cumulative distribution 
function and is equal to P{T<t}. Since F(t) cannot be less than zero or exceed 1, thus S(t) is also 
within the range of zero to one. In the current study, S(t) is the probability that marital dissolution 
does not happen before or at time t (in year), or, similarly, the probability that the marriage 
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survives beyond time t. 
2. Hazard function 
The hazard function, h(t), is defined as " lim ?  -  t  +  & \ T  - t }  „ an(j -g interpreted as "the A/->0 A? 
instantaneous risk that an event will occur at time t" (Allison, 1995, p. 15). In the current study, h(t) 
is the instantaneous risk that divorce or separation happens at year t. Unlike the survivor function, 
the hazard function can be greater than one; thus, the hazard is NOT a probability. In addition, 
although hazard can be constant, it often changes with time as conditions change. 
There is a close relationship between hazard and survivor functions. The relationship can be 
illustrated by the following equations (Allison, 1995, pp. 15, 16): 
"/,(/) = Z^" (1) 
S(') 
(Note: /(0 is the probability density function, and " f(t) - ") 
dit) 
"h{t) = -^-\o%S{t) " (2) 
at 
" S(t) = Qxp{-jtjh(u)du}" (3) 
"-\ogS(t)= [h(u)du" (4) 
For simplicity, one can simply remember that there is a reverse relationship between h(t) and 
S(t). As Allison (1995) suggested, "if the hazard is high, then events occur quickly and survival 
times are short. On the other hand, when the hazard is low, events are unlikely to occur and 
survival times are long" (p. 67). In addition, based on equation (4), the "log survivor function" is 
also called the "cumulative hazard function" (p. 56). 
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Accelerated failure time (AFT) model 
The current study mainly uses PROC LIFEREG, one of the SAS procedures useful for 
survival analysis, to analyze the data. This procedure uses maximum likelihood to estimate the 
regression coefficients of a special case of "the accelerated failure time (AFT) model" (Allison, 
1995, p. 62). The model is as follows. 
"log7] = j30 +/?,%„ + ...+ flkxik +ae" (Allison, 1995, p. 63) (5) 
This model is different from a linear regression model due to its having a parameter, a, in front of 
the random disturbance term, s, as well as having the event times, T, logged. However, as usual, 
the si are assumed to be independent and have a probability distribution with a constant mean 
and variance over i, because 
The a can be omitted, which requires that the variance of s be allowed to vary from one 
data set to another. But it is simpler to fix the variance of s at some standard value (e.g., 1.0) 
and let u change in value to accommodate changes in the disturbance variance (Allison, 
1995, p. 63). 
In addition, the random disturbance term (and also the value of log 7") is likely to have a (1) 
normal, (2) logistic, (3) log-gamma, (4) extreme value (with one parameter), or (5) extreme value 
(with two parameters) distribution. 
The previous model can also be expressed as the following equation. 
" Tt = exp{/?„ +y?,x., + ... + J3kxik + <T£.} " (Allison, 1995, p. 63) (6) 
This is a result after taking exponential functions on both sides of the 5th equation. 
Correspondingly, the event times, T, are likely to have a (1) log-normal, (2) log-logistic, (3) 
(standard or general) gamma, (4) exponential, or (5) Weibull distribution. In fact, the distribution 
of T is how these different types of AFT models are named. 
An important issue regarding these various kinds of AFT models is: even if the estimated 
coefficients (produced by PROC LIFEREG) might be similar across different AFT models, each of 
these AFT models has different shapes of hazard function. For instance, the hazard functions of 
log-normal and log-logistic models have a nonmonotonic shape; but that of Weibull and gamma 
are monotonie. As for the exponential model, its hazard is constant over time. Therefore, it is 
important to choose an AFT model that best fits the data. 
One of the methods that may help when choosing an appropriate AFT model is the 
"goodness-of-fit tests with the likelihood-ratio statistic" (Allison, 1995, p. 88). This test works here 
because most of the AFT models (except for the log-logistic model) are the special cases of the 
general gamma model. Nevertheless, this test requires "the (at least approximate) truth of the more 
general model." In other words, "if that (general) model does not fit the data well, then the test can 
be quite misleading" (p. 90). 
Graphical methods may help when choosing a good model. Allison (1995) introduced two of 
them. The first one is based on the estimated survivor function. For instance, if the line in the 
graph of" - log 5(?) versus t" (p. 91) looks straight, then the event times, T, have an exponential 
distribution. In addition, the line in this plot also suggests the shape of the hazard function. 
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Furthermore, if the event times have a Weibull distribution, the line in the graph of 
"log [-log5(0 ] versus log?" (p. 91) will be linear. If T has a log-normal distribution, the line in 
the graph of "^"'[1 - 5(0] versus log/" (p. 92) will be straight. Finally, the line in the graph of 
A j A 
"log[(l - S(t)/ S (0] versus log/" (p. 92) should be straight if event times have a log-logistic 
distribution. Unfortunately, this graphical method has its limitation: 
One difficulty with all these plots is that they are based on the assumption that the sample is 
drawn from a homogeneous population, implying that no covariates are related to survival 
time. In practice, that means that a model that looks fine on the plots may not fit well when 
covariates are taken into account. Similarly, a model that is rejected on the basis of the plots 
may be quite satisfactory when survival time is allowed to depend on covariates (Allison, 
1995, p. 94). 
Because of this limitation, Allison (1995) suggested another graphical method to help choose 
a good AFT model—residual plot. This plot is based on "Cox-Snell residuals," which is 
"e, = - log S(ti | x, ) " (p. 94). If a particular AFT model fits the data well, the line in the residual 
plot should look linear with an origin at zero. The advantage of this plot is its taking into account 
of the covariates while evaluating the fit of models. 
Finally, the survival curves produced by another SAS procedure, PROC LIFETEST, can be 
used for group comparison. Based on the graphs, one can judge whether the survivor functions of 
two groups (e.g., one is the treatment group; the other is the control group) are the same. 
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METHODS AND MEASUREMENTS 
Sample 
The data for the present study are from the Iowa Youth and Families Project (IYFP) and the 
Midlife Transitions Project (MTP). The MTP is essentially a follow-up for the parent generation in 
IYFP. 
The IYFP project started in 1989. Children in the 7th grade, who lived with their biological 
parents, and had a sibling within four years of their age, were recruited from the local schools in 
eight Iowa counties. A letter explaining the purpose of the IYFP was first delivered to the eligible 
families. The families were contacted later by phone or visited in person. About 78% of the 
families (i.e., 451) agreed to participate in the study. All of them were Caucasians and mainly in 
the middle-class, with a median annual income of about $33,700 in 1989. They lived in rural areas 
or in cities with 12,000 residents. 
In the first wave of the survey, no parents were divorced or separated, and their marriages had 
lasted for 13 years or longer. The median age for husbands and wives was 39 and 37, respectively. 
The median year of education for both spouses was 13. The number of family members ranged 
from 4 to 13, and the median family size was 4.95. 
Trained field staff visited these families twice a year. Each interview lasted for two hours. 
During the first interview, information about family members (e.g., income, attitudes, family 
characteristics, health conditions, network relationships, and marital relationships) was obtained 
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through questionnaires. During the second interview, usually scheduled within two weeks of the 
first one, data were collected from additional questionnaires. In addition, four structured discussion 
tasks (e.g., marital problem-solving tasks) were videotaped at home and later coded by trained 
observers. Families were paid $10 per hour for their participation. 
The parent generation in the IYFP was not interviewed after 1994, although the youth 
generation was followed continually. In 2001, the parent generation was interviewed again, under 
the MTP. Within this interview, couples provided updated information, including their marital 
status from 1995 to 2000. 
The sample for the present study was the parent generation in the IYFP and the MTP. Only 
those couples who participated in all four waves of the IYFP (i.e., 1989-1992) and the MTP (i.e., 
2001) surveys were included. This left a sample size of 307 couples. Among these couples, 267 
stayed married until the year 2000 (i.e., censored cases). The remaining 40 couples (i.e., 
uncensored cases) separated or divorced between 1993 and 2000. T-tests were performed to 
compare the demographic and marital characteristics (measured during 1989-1992) of censored vs. 
uncensored couples (see Table 2); those annually collected data (Table 2) were later used to 
construct the variables used in the present study. 
No significant differences were found between the two groups regarding their year of 
marriage, educational level, number of children, age at marriage, and the percentage of couples in 
which either spouse experienced divorce before their current marriage. However, couples who 
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Table 2. Demographic and marital characteristics of two groups 
Couple-level characteristics Censored Uncensored T tests 
(Married) (Dissolved) 
Year of marriage/Entry time 1 9 7 0 .  81 1 9 7 1 .  08 0 . 5 1  
Mean educational level of couples (1989-1992) 1 3 .  67 1 3 .  41 -1 . 09 
Mean number of children (1989-1992) 3. 09 3. 14 0 .28 
Mean age at marriage of spouses (1989) 2 1 .  85 2 1 .  35 -0 . 9 1  
% (of divorce experience of either spouse) (1989) 8. 61 1 7 .  , 5 0  1 . 4 1  
Sum of warmth/support of spouses (1989) 3 3 .  45 2 9 .  70 -3 . 4 4 * * *  
Sum of warmth/support of spouses (1990) 2 7 .  76 24 . , 5 0  -3 . 0 6 * *  
Sum of warmth/support of spouses (1991) 2 4 .  , 6 7  2 3 .  . 7 5  -0 . 71 
Sum of warmth/support of spouses (1992) 2 8 .  . 0 7  2 5 .  . 2 0  -2. . 1 4 *  
Sum of hostility of spouses (1989) 1 6 .  , 8 0  2 0 .  . 5 5  3 . 22** 
Sum of hostility of spouses (1990) 1 4 .  , 9 9  1 9 .  . 4 0  3 . 1 4 * *  
Sum of hostility of spouses (1991) 1 6 .  . 1 3  2 0 ,  . 5 5  2. . 4 8 *  
Sum of hostility of spouses (1992) 1 7 .  . 8 1  2 0 ,  . 9 5  2 . 0 9 *  
Sum of marital quality of spouses (1989) 1 6 .  . 2 0  1 3 ,  . 5 8  - 6 . 0 3 * * *  
Sum of marital quality of spouses (1990) 1 5 ,  . 9 7  1 3 ,  . 1 0  - 6 .  0 0 * * *  
Sum of marital quality of spouses (1991) 1 5 .  . 7 5  1 1 .  . 8 3  -7 . 8 2 * * *  
Sum of marital quality of spouses (1992) 1 5 ,  . 5 8  11 . 9 3  - 8 .  0 2 * * *  
Sum of marital commitment of spouses (1989) 1 7 ,  . 8 2  1 6 .  . 5 8  -3 . 7 7 * * *  
Sum of marital commitment of spouses (1990) 1 7 ,  . 7 3  16 . 8 0  -2 . 7 5 * *  
Sum of marital commitment of spouses (1991) 17 . 6 6  15 . 6 5  - 5 .  0 0 * * *  
Sum of marital commitment of spouses (1992) 17 . 4 3  15 . 2 8  - 5 .  0 9 * * *  
Relative egalitarianism between spouses (1992) 0 . 5 6  0 . 6 3  0 . 1 6  
Sum of weekly income of spouses (1989) 6 7 5  . 0 7  7 2 0  . 9 8  0 . 6 8  
Sum of weekly income of spouses (1990) 7 1 1  . 3 1  7 9 3  . 7 3  1 . 2 7  
Sum of weekly income of spouses (1991) 7 9 6  . 0 3  8 9 8  . 8 9  1 . 3 2  
Sum of weekly income of spouses (1992) 7 9 3  . 5 8  8 5 4  . 9 1  0 . 9 5  
Relative dissatisfaction w/ DHL between spouses (1992) 1 . 0 5  1 . 8 8  3 . 3 7 * * *  
Number of couples 2 6 7  40 
Note: * p<.05; ** p<.01; *** p<.001 
DHL=division of household labor 
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stayed married until 2000 (i.e., censored cases) had significantly higher levels of marital quality, 
marital commitment, and warmth/support, and had a significantly lower level of hostility 
throughout the early years than did couples who experienced marital dissolution between 1993 and 
2000 (i.e., uncensored cases). In addition, although the uncensored couples seemed to have a 
higher weekly income between 1989 and 1992 than did the censored couples, the differences were 
not significant at the a - .05 level. Finally, although wives in both groups were more dissatisfied 
with division of household labor than their husbands, differences between spouses was 
significantly greater (p < .001) in the uncensored group. Similarly, on average, wives in both 
uncensored and censored groups were slightly more egalitarian than their husbands; however, 
spouses' differences were not significantly different between the two groups. 
Measures 
As explained earlier, to capture the idea of chronic strains, the present study used multiple 
waves of data to construct study variables. The IYFP essentially had such data, except for two 
dyadic variables—egalitarianism and dissatisfaction with the division of household labor. Related 
items needed to create these two variables did not appear until the fourth wave of the survey (i.e., 
1992); and reappeared in the sixth wave (i.e., 1994, the last year of the survey for couples). 
Conversely, items used to construct all other study variables were available in almost every year of 
the IYFP, i.e., 1989-1992, and 1994. 
Due to such a situation, there were two choices: either include these two variables in the study 
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(but lose 12 uncensored cases due to a shorter observation period for marital dissolution, i.e., 
1993-2000) or exclude these variables (and keep these 12 uncensored cases due to a longer 
observation period for marital dissolution, i.e., 1992-2000). Of course, the first choice—to keep 
these important variables in the analysis—was preferable. Furthermore, if these two variables were 
included in the analysis, there were still two other options. One was to create these two variables 
based on items in the fourth wave of IYFP only. The other was to create these two variables based 
on items in both the 4th and the 6th waves of the IYFP. The first option did NOT allow the present 
study to take into account the chronic nature of these two variables, but would keep 14 uncensored 
cases due to a longer observation period for marital dissolution (i.e., 1993-2000). The second 
option did take into account the chronic nature of these two variables, but would result in the loss 
of the 14 uncensored cases due to a shorter observation period for marital dissolution (i.e., 
1995-2000). 
This study finally included these two important variables in the analyses, but only items from 
the fourth wave of the IYFP, not both the fourth and the sixth waves, were used to construct these 
two variables. Such a choice may not be ideal, but allowed the inclusion of important variables in 
the analyses, and kept as many uncensored cases as possible as a result of a longer observation 
period for marital dissolution, i.e., from 1993 to 2000 instead of from 1995 to 2000. 
The following paragraphs illustrate the approaches used to create the study variables. The 
items used to construct each variable are listed in Appendix A. 
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Dyadic variables 
To capture the idea of chronic strains, four dyadic variables—hostility, warmth/support, 
marital commitment, and income—were constructed in categorical form. To remain consistency 
marital quality was also constructed this way. However, egalitarianism and dissatisfaction with 
division of household labor were created in a different manner due to the limitation of data 
explained earlier. 
Marital quality 
The following five steps illustrate how a categorical form of marital quality was created. 
Step 1 : To obtain the individual score for each of the four years 
For each of the four years (i.e., 1989-1992), the scores of two questionnaire items were 
summed to show the individual level of marital quality for both spouses. The two items were 
"How happy are you, all things considered, with your marital relationship?" and "All in all, how 
satisfied are you with your marriage?" The response range for each item was from 1 (very 
unsatisfied/unhappy) to 5 (very satisfied/happy). Potential scores for each spouse ranged from 2 to 
10. The higher the score, the more satisfied/happy a spouse was for that year. The actual range for 
the husbands was 3 to 10 for the first three years, but 2 to 10 for the fourth year. The actual range 
for the wives was 2 to 10 for each of the four years. The reliabilities for the husbands for the four 
years—1989, 1990, 1991, and 1992—were .85, .86, .78, and .76, respectively. The reliabilities for 
the wives were .85, .89, .88, and .83, respectively. 
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Step 2: To obtain the couple-level score for each of the four years 
For each of the four years (i.e., 1989-1992), the individual scores for the husband and wife 
were summed to obtain the couple-level marital quality score. Potential scores ranged from 4 to 20. 
Actual scores, from 1989 to 1992, ranged from 8 to 20, 5 to 20, 5 to 20, and 4 to 20, respectively. 
The reliabilities for the four years were .64, .65, .70, and .64, respectively. 
Step 3: To obtain the couple-level scores for the "early waves" and "late waves" 
The couple-level marital quality scores for 1989 and 1990 were averaged, and represented the 
level of marital quality in the "early waves." Similarly, the couples' marital quality scores in 1991 
and 1992 were averaged, and represented the level of marital quality in the "late waves." The 
potential range of scores was from 4 to 20. The actual scores in the "early" and "late" waves 
ranged from 6.5 to 20 and from 4.5 to 20, respectively. 
Step 4: To assign couples into three groups (low, medium, and high) in both the "early waves" and 
the "late waves" 
According to the frequencies of couple-level marital quality scores in the "early waves," each 
couple was assigned to one of three approximately equal-sized groups (low, medium, and high 
marital quality). The actual number of couples in each group was 101,112, and 94, respectively. 
Similarly, according to the frequencies of couple-level marital quality scores in the "late waves," 
each couple was assigned to one of three marital quality groups. The actual number of couples in 
each group was 87, 104, and 116, respectively. 
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Step 5: To assign couples into chronically low, chronically high, or mixed groups 
A value of "1" was assigned to each couple in the "low" marital quality group in both the 
"early" and the "late" waves. These couples had chronically low levels of marital quality and were 
called the "Low-Low" marital quality group in the rest of the paper. Next, each couple who was in 
the "high" marital quality groups in both the "early" and "late" waves received a value of "3" and 
was part of the "High-High" marital quality group. Each couple that did not fit into one of the 
previous two groups received a value of "2." Their marital quality might have increased or 
decreased or remained in the medium levels across the "early" and the "late" waves. These couples 
belonged to the "Neither Low-Low nor High-High" group; however, for simplicity, this group was 
called the "Mixed" marital quality group in this study. As a result, the actual number of couples in 
the "Low-Low," "Mixed," and "High-High" marital quality groups was 69, 161, and 77, 
respectively. 
Using these five steps, a categorical variable of marital quality was constructed. The 
following three variables (i.e., marital commitment, warmth/support, and hostility) were 
constructed the same way. 
Marital commitment 
Since the process used to create marital commitment was identical to that described earlier for 
marital quality, in the pages that follow, the steps taken to create this variable are outlined. 
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Step 1 : To obtain the individual score for each of the four years 
For each of the four years (i.e., 1989-1992), the scores from two questionnaire items were 
used to measure the level of commitment of each spouse to his/her marriage. The first item was 
"How much do you want your relationship with your wife/husband to continue and be a success?" 
The response ranged from 1 (I want desperately for our relationship to succeed) to 5 (I don't want 
our relationship to succeed). The second item was "How hard are you willing to work to make 
your marriage a success?" The response ranged from 1 (I would go to any length to see that it 
succeeds) to 5 (I have given up trying to make it succeed). Both items were reverse coded and 
summed. As a result, higher scores reflected more committed spouses. The potential scores for 
each spouse ranged from 2 to 10. The actual ranges of scores for the husbands across the four years 
were 4 to 10, 5 to 10,4 to 10, and 2 to 10, respectively. The actual ranges of scores for the wives 
were 3 to 10 in the first year, but 2 to 10 in the last three years. The reliabilities for the husbands in 
the four years were .76, .76, .82, and .85, respectively. The reliabilities for the wives in the four 
years were .80, .82, .88, and .82, respectively. 
Step 2: To obtain the couple-level score for each of the four years 
For each of the four years, the individual scores for the husband and wife were summed to get 
the couple-level marital commitment score. Potential scores ranged from 4 to 20. Actual scores, 
from 1989 to 1992, ranged from 10 to 20,11 to 20,10 to 20, and 8 to 20, respectively. The 
reliabilities for the four years were .21, .22, .37, and .36, respectively. 
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Step 3: To obtain the couple-level scores for the "early waves" and "late waves" 
The same procedure used in Step 3 for marital quality was used here to obtain the 
couple-level marital commitment score in both the "early" and "late" waves. The potential range 
was from 4 to 20. The actual scores in the "early" and "late" waves ranged from 10.5 to 20 and 
from 9 to 20, respectively. 
Step 4: To assign couples into three groups (low, medium, and high) in both the "early" and the 
"late" waves 
Each couple was assigned to a low, medium, or high marital commitment group in both the 
"early" and the "late" waves. The actual number of couples in each group was 74, 127, and 106, 
respectively, for the "early waves" and 103, 72, and 132, respectively for the "late waves." 
Step 5: To assign couples into chronically low, chronically high, or mixed groups 
The same procedure used in Step 5 for marital quality was used here. As a result, the actual 
number of couples in the "Low-Low," "Mixed," and "High-High" marital commitment groups was 
61, 161, and 85, respectively. 
Hostility 
The steps taken to create this variable are outlined in the pages that follow. 
Step 1 : To obtain the individual score for each of the four years 
For each of the four years, observers' assessments (ranging from values of "1" (low) to "9" 
(high)) for each spouse's hostile behaviors (i.e., hostility, angry coercion, and anti-social behavior 
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toward the other spouse during the marital problem-solving discussion) were summed to obtain the 
individual level hostility score. The higher the score, the more hostility a spouse exhibited. 
Potential scores for each spouse ranged from 3 to 27. The actual ranges of scores for the husbands 
were 3 to 23 for the first two years, but 3 to 27 for the last two years. The actual ranges of scores 
for the wives were 3 to 23 in the first year, but 3 to 27 for the last three years. The reliabilities for 
the husbands for the four years were .76, .74, .83, and .88, respectively. The reliabilities for the 
wives for the four years were .77, .77, .71, and .77, respectively. 
Step 2: To obtain the couple-level score for each of the four years 
For each of the four years, the individual scores for the husband and wife were summed to 
obtain the couple-level hostility score. Potential scores ranged from 6 to 54. Actual scores, from 
1989 to 1992, ranged from 6 to 44, 6 to 44, 6 to 50, and 6 to 54, respectively. The reliabilities for 
the four years were .66, .72, .74, and .73, respectively. 
Step 3: To obtain the couple-level scores for the "early waves" and "late waves" 
The couple-level hostility scores in both the "early" and the "late" waves were obtained. The 
potential range of scores was from 6 to 54. The actual scores in the "early" and the "late" waves 
ranged from 6 to 40 and from 6 to 45, respectively. 
Step 4: To assign couples into three groups (low, medium, and high) in both the "early" and the 
"late" waves 
Each couple was assigned to a low, medium, or high hostility group in both the "early" and 
the "late" waves. The actual number of couples in each group was 88, 111, and 108, respectively, 
for the "early waves" and 99, 101, and 107, respectively, for the "late waves." 
Step 5: To assign couples into chronically low, chronically high, or mixed groups 
A value of "1" and "3" was assigned to the couples belonging to the "Low-Low" and 
"High-High" hostility group, respectively. The rest of the couples received a value of "2" (i.e., the 
"Mixed" group). The actual number of couples in the "Low-Low," "Mixed," and "High-High" 
hostility groups was 59, 177, and 71, respectively. 
Warmth/support 
The steps taken to create this categorical variable are outlined in the pages that follow. 
Step 1 : To obtain the individual score for each of the four years 
For each of the four years, observers' assessments (ranging from values of "1" (low) to "9" 
(high)) for each spouse's warmth/support behaviors (i.e., warmth/support, communication, and 
pro-social behavior, toward the other spouse during the marital problem-solving discussion) were 
summed to obtain the individual level warmth/support score. The higher the score, the more 
warmth/support a spouse exhibited. Potential scores for each spouse ranged from 3 to 27. The 
actual ranges for the husbands in the four years were 7 to 25, 5 to 27,3 to 25, and 5 to 26, 
respectively. The actual ranges for the wives were 7 to 27, 5 to 25, 7 to 25, and 3 to 25, 
respectively. The reliabilities for the husbands for the four years were .83, .86, .89, and .91, 
respectively. The reliabilities for the wives were .82, .80, .73, and .80, respectively. 
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Step 2: To obtain the couple-level score for each of the four years 
For each of the four years, the individual scores for the husband and wife were summed to 
obtain the couple-level warmth/support score. Potential scores ranged from 6 to 54. Actual scores, 
from 1989 to 1992, ranged from 18 to 52, 12 to 52, 12 to 48, and 10 to 48, respectively. The 
reliabilities for the four years were .58, .68, .70, and .64, respectively. 
Step 3: To obtain the couple-level scores for the "early waves" and "late waves" 
The couple-level warmth/support scores for both the "early" and the "late" waves were 
obtained. The potential range was from 6 to 54. The actual scores in the "early" and the "late" 
waves ranged from 16 to 46 and from 14 to 46.5, respectively. 
Step 4: To assign couples into three groups (low, medium, & high) in both the "early" and the 
"late" waves 
Each couple was assigned to a low, medium, or high warmth/support group in both the 
"early" and the "late" waves. The actual number of couples in each group was 99,91, and 117, 
respectively, for the "early waves" and 98, 96, and 113, respectively, for the "late waves." 
Step 5: To assign couples into chronically low, chronically high, or mixed groups 
The actual number of couples in the "Low-Low," "Mixed," and "High-High" warmth/support 
groups was 60, 177, and 70, respectively. 
The variables were categorized into three levels as a means of capturing the enduring and 
complex nature of marital strains. For example, a couple might experience low warmth/support in 
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the "early waves" but experience high warmth/support in the "late waves." Another couple might 
experience a medium level of warmth/support in the "early waves" and a low level in the "late 
waves." A third couple might have a medium level of warmth/support in both the "early" and the 
"late" waves. Since marital strains tend to last for a long time—e.g., Wheaton (1996) reports that 
chronic stressors tend to last over five years—these three aforementioned types of couples were 
NOT considered to be experiencing marital strain in the present study. Only couples who 
experienced low warmth/support in both the "early" and the "late" waves were considered to be 
experiencing marital strain, and their tendency to experience marital dissolution earlier was highly 
suspected. 
The existence of this group (i.e., experiencing marital strains) naturally made the existence of 
its contrast group necessary—the group in which couples had high warmth/support in both the 
"early" and the "late" waves. The investigation of the impact of marital strains on marital 
dissolution would be much clearer if such a contrast group existed in the analyses. As for the rest 
of the couples, since they neither had chronically high nor chronically low warmth/support, their 
various experiences in warmth/support, though interesting, had to be intentionally ignored in the 
present study. That was why the rest of the couples were lumped together into a single group—the 
"Mixed" group. 
Using three groups had another statistical benefit. Increasing the number of groups (i.e., 
categories of a variable) should be avoided because a larger number of categories would mean a 
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huge increase in the total number of parameters being estimated later in the analysis, which could 
cause a non-convergence of the model. Therefore, it would be practical to keep the number of 
groups as low as possible, since there were quite a few study variables involved. 
Income 
Relative labor income was the last dyadic variable constructed in categorical form. However, 
the method used to construct this variable was slightly different from that described for the 
previous four variables. Most importantly, this variable only utilized two waves of income 
information (i.e., 1989 and 1992) instead of four (i.e., 1989-1992). This was done because the 
variable created with four years of income information always caused the non-convergence of 
models in later analyses. 
Step 1 : To obtain the individual weekly income for each of the two years 
For each of the two years (i.e., 1989 and 1992), each spouse's individual weekly income was 
derived from his/her employment status, weekly working hours, payment style (e.g., salary, hourly 
pay), and payment rate. For instance, if an individual was paid yearly, his/her weekly income was 
equal to the amount of the yearly income divided by 52. If an individual earned a monthly salary, 
his/her weekly income was equal to one-fourth of that salary. If an individual was paid by the hour, 
his/her weekly income was equal to the payment rate times the number of hours worked per week. 
Many people were paid weekly, thus their weekly income was directly derived from the data. If an 
individual was unemployed, retired, on long-term sick leave, or was a homemaker, the weekly 
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income was assigned a value of zero. The actual ranges of husbands' weekly income were from $0 
to $3461.54 and from $0 to $2884.62 for 1989 and 1992, respectively. The ranges of wives' 
weekly income were from $0 to $2500 and from $0 to $961.54 for 1989 and 1992, respectively. 
Step 2: To assign couples to two categories in both 1989 and 1992 
For each of the two years (i.e., 1989 and 1992), each couple was assigned to one of two 
categories: (a) the weekly income of the husband was less than that of his wife , or, (b) the weekly 
income of the husband was higher than or equal to that of his wife. The number of couples 
belonging to the first category was 28 in 1989 and 53 in 1992. The number of couples belonging to 
the second category was 279 in 1989 and 254 in 1992. 
Step 3: To assign couples into chronically lower income of husbands, chronically higher income of 
husbands, or varying groups 
Finally, a value of "1" was assigned to each couple where the husband's weekly income was 
greater than or equal to his wife's in both 1989 and 1992. This group was called "Husbands earned 
more or equal to wives." For simplicity, it was called the "Husbands earned more" group. A value 
of "3" was given to each couple where the husband earned less than his wife in both 1989 and 
1992. This group was simply called the "Husbands earned less" group. A value of "2" was given to 
the rest of the couples. In other words, couples whose husbands earned more than or equal to their 
wives in 1989, but earned less than their wives in 1992 belonged to this group. Couples whose 
husbands earned less than their wives in 1989, but earned more than or equal to their wives in 1992, 
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belonged to this group, too. This group was called the "Varying" group. The number of couples in 
each group was: 245 for "Husbands earned more"; 19 for "Husbands earned less"; and 43 for 
"Varying." 
Instead of being created as categorical variables, the following two dyadic variables were 
created as continuous variables due to the late appearance of related items in the IYFP. 
Gender ideology—egalitarianism 
Four items in the fourth wave of the IYFP (i.e., 1992) were used to construct a measure of 
individual egalitarianism. Items included "Husbands should earn a living and wives should run the 
home." The range of responses for each item was from "1" (strongly agree) to "5" (strongly 
disagree). Items were coded into the same direction and summed. A higher score reflected a more 
egalitarian attitude. The potential range for this measure was from 4 to 20. The actual ranges for 
husbands and wives were 8 to 20 and 10 to 20, respectively. The reliabilities for husbands and 
wives were .64 and .60, respectively. 
The relative egalitarianism between spouses was computed by subtracting the husbands' 
scores from the wives'. The potential range of this measure was from -16 to 16. The actual range 
was from -5 to 7, with a mean of .57 and a standard deviation of 2.36. A result of zero indicated 
that husbands and wives were similarly egalitarian. Only 16.6% of the couples fell into this 
category. A number larger than zero indicated wives were more egalitarian than their husbands. 
Interestingly, more than half of the couples (52.8%) fell into this category. Finally, a number less 
51 
than zero indicated that wives were less egalitarian than husbands. Nearly one-third of the couples 
(31.6%) belonged to this category. 
Dissatisfaction with division of household labor 
Two items in the fourth wave of the IYFP (1992) were used to measure individual 
dissatisfaction with division of household labor. Each spouse evaluated his or her dissatisfaction 
regarding the partner's contribution to household chores and child rearing. Both items ranged from 
"very satisfied" (1) to "not at all satisfied" (4). They were coded in the same direction and summed. 
A higher score indicated greater dissatisfaction. The potential range for the summed scores was 
from 2 to 8. The actual range was from 2 to 8 for both husbands and wives. The reliabilities for 
husbands and wives were .65 and .68, respectively. 
The relative dissatisfaction with division of household labor between spouses was computed 
by subtracting the husbands' scores from the wives'. The potential range of this measure was from 
-8 to 8. The actual range was from -4 to 6, with a mean of 1.16 and a standard deviation of 1.46. A 
result of zero indicated that husbands and wives had the same levels of dissatisfaction. 
Twenty-eight percent of the couples fell into this category. A number greater than zero indicated 
that wives were more dissatisfied than husbands. Almost two-thirds of the couples (63.2%) fell 
into this category. A number less than zero indicated that husbands were more dissatisfied than 
wives. Only 8.8% of the couples fell into this category. These findings were consistent with Suitor 
(1991). 
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Control variables 
Number of children 
The number of children in the household was the average of each of the four years. The 
results ranged from 2 to 11.50, with a mean of 3.10 and a standard deviation of 1.15. The reliability 
of this measure was .99. This variable was treated as a time invariant variable in the present study, 
since few families reported different numbers of children over the years. This phenomenon was 
understandable since couples had been married for 18.16 years on average, with a standard 
deviation of 3.14 years, in the first wave of the survey. 
Education 
Each spouse reported the level of education in each of the four years (i.e., 1989-1992). These 
four scores were averaged to represent an individual's educational level. Then, a couple's mean 
educational level was obtained by averaging the educational levels of the husband and wife. A 
higher score indicated more years of formal education for the couple. The range of educational 
level was from 10 to 19.13 years, with a mean of 13.64 and a standard deviation of 1.61. The 
reliability was .99. 
There were two reasons to treat couples' educational levels as a time invariant variable. First, 
most spouses reported the same levels of education over the years. Second, some individuals 
reported confusing information, i.e., a higher educational level in early waves but a lower 
educational level in later waves. Thus, the average score was taken for the accuracy of measure. 
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Year of marriage 
Since all censored couples in this study were considered "random censoring," due to their 
different wedding years (i.e., different "entry times"), the year of marriage was included in the 
analyses to avoid bias, as suggested by Allison (1995). In the first wave of the survey, each spouse 
reported the year of wedding. In a few cases the husbands provided different answers from their 
wives. For those cases, the wives' answers were used because women tend to be better at keeping 
track of anniversary dates. The range of year of wedding was from 1954 to 1976, with a mean year 
of 1970.84 and a standard deviation of 3.14 years. 
There is another benefit to include this variable. Previous studies find that as marital duration 
increases, the risk of marital dissolution decreases (Amato & Rogers, 1997; DeMaris, 2000; 
Heckert, Nowak, & Snyder, 1998; Hiedemann et al., 1998; Hoffman & Duncan, 1995; South & 
Spitze, 1986; White & Booth, 1991; Wu & Penning, 1997). In other words, it would be ideal to 
have marital duration under control. Interestingly, if marital duration was computed by subtracting 
the year of marriage from the first year of the survey (1989), the resulting variable correlated -1.00 
with the year of marriage. Therefore, to include the year of marriage in the analyses seemed to 
have the same effect as controlling for marital duration. 
Age at marriage 
In the first wave of the IYFP, each respondent indicated the year of birthday. A spouse's age at 
marriage was then computed by subtracting the year of birth from the year of marriage. Then, the 
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couple's age at marriage was the average of the husband's and the wife's ages at marriage. The 
range of this variable was from 16.50 to 41, with a mean of 21.78 and a standard deviation of 3.22. 
The reliability of this variable was .78. 
Divorce experience 
This was a binary variable with a value of 0 or 1. A "1" was given to a couple if either the 
husband or the wife answered "yes" to the question "Have you been married more than once?" in 
the first wave of the IYFP. The rest of the couples received a score of "0." Among the 307 couples, 
30 couples (9.8%) experienced divorce before their current marriage. 
Event and event time 
Finally, the analysis of the AFT models required two more variables. The first one was called 
"event" and was a binary variable indicating whether a couple experienced marital dissolution 
between 1993 and 2000. Couples who did were assigned a "1." In contrast, couples who stayed 
married until 2000 were assigned a "0." As mentioned earlier, 40 couples out of 307 experienced 
marital dissolution. 
The second variable was called "event time." It was defined as the years between the wedding 
and marital dissolution (for uncensored couples) or the years between the wedding and the end of 
observation, i.e.. year 2000 (for censored couples). Not all couples were separated and divorced in 
the same year. In such cases, the year of separation was recorded as the year of marital dissolution. 
The range of this variable was from 18 to 46, with a mean of 28.58 and a standard deviation of 
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3.57. 
The bivariate correlations between study variables are listed in Table 3. Some of the dyadic 
variables were significantly correlated to each other. The highest correlation was between marital 
quality and marital commitment {r = .54, p < .01). This suggested: couples who had chronically 
high marital commitment also tended to have chronically high marital quality; couples whose 
commitment levels stayed within the medium levels, or increased or decreased over the years, 
might also have medium levels or changing levels of marital quality; couples who had chronically 
low commitment might have chronically low marital quality. Marital quality also correlated .32 
(p < .01) and -.29 (p < .01) with warmth/support and hostility, respectively. These findings 
indicated that couples with chronically high marital quality tended to have chronically high 
warmth/support and chronically low hostility. 
Marital commitment only correlated . 13 (p < .05) with warmth/support and -.13 (p < .05) 
with hostility. This indicated that couples who consistently looked forward to seeing their marriage 
continue tended to have higher warmth/support and lower hostility. Hostility and warmth/support 
correlated negatively (r = -.33, p < .01) with each other. This suggested that couples who 
consistently had high warmth/support tended to be less hostile. 
Relative egalitarianism did not correlate with any other dyadic variables. Relative labor 
income between husbands and wives only correlated with one of the dyadic variables, 
warmth/support (r = -.13, p < .05). This suggested that, to a certain degree, chronically high 
Table 3. Correlation matrix of study variables 
Event E.T. Entry Ed. # Child M_Age D e x p  W/S Host. Quality Comm. Ega. Income DHL 
Event 1 . 0 0  
Event time -  . 4 5 * *  1 . 0 0  
Y ear of Marriage/Entry time . 0 3  - . 8 9 * *  1 . 0 0  
Educational level - . 0 5  .  0 9  -  .  0 8  1 . 0 0  
Number of children . 0 2  . 2 2 * *  -  . 2 6 * *  -  . 1 0  1 . 0 0  
Age at marriage - . 0 5  -  .  0 8  . 1 1  . 2 5 * *  .  0 2  1 . 0 0  
Divorce experience . 1 0  - . 1 4 *  . 1 2 *  -  . 0 4  . 1 5 * *  . 3 9 * *  1 . 0 0  
Warmth/support - . 1 1  . 0 2  . 0 6  . 2 5 * *  -  .  0 8  . 0 0  -  . 0 5  1 . 0 0  
Hostility . 2 2 * *  -  . 1 6 * *  .  0 8  -  . 2 2 * *  .  0 1  -  . 1 3 *  .  0 1  - . 3 3 * *  1 . 0 0  
Marital quality -  . 3 2 * *  . 0 7  .  0 8  . 0 1  - . 0 7  - . 0 3  -  . 1 1  . 3 2 * *  - . 2 9 * *  1 . 0 0  
Marital commitment - . 2 8 * *  .  0 4  . 0 8  - . 0 8  .  0 5  -  .  0 4  -  .  0 5  .  1 3 *  - . 1 3 *  . 5 4 * *  1 . 0 0  
Relative egalitarianism . 0 1  . 0 9  -  . 1 2 *  -  . 0 2  .  0 3  . 0 4  . 0 2  -  . 0 2  r
H O
 
O
 
O
 . 0 2  1 . 0 0  
Relative labor income . 1 1  -  . 0 6  - . 0 2  . 0 0  . 0 6  . 0 6  . 1 0  -  . 1 3 *  
0
0 O
 
r-o
 - . 0 4  . 0 1  1 . 0 0  
Relative dissatisfaction w/ DHL . 1 9 * *  -  . 1 0  - . 0 1  - . 1 7 * *  .  0 6  -  .  0 9  .  0 5  - . 1 6 * *  . 1 2 *  - . 2 2 * *  - . 1 1  . 0 0  . 0 6  1 . 0 0  
Note: ** p<01 * p<05 (2-tailed) 
DHL indicates division of household labor 
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warmth/support was more likely to be seen among couples whose husbands earned an income that 
was equal to or greater than their wives' income in both 1989 and 1992. Relative dissatisfaction 
with division of household labor correlated negatively with warmth/support (r = -.16, p < .01) 
and marital quality ( r = -.22, p < .01), but correlated positively with hostility (r = .12, p < .05). 
This indicated that if the wives were more dissatisfied with the division of household labor than 
their husbands in 1992, the same couples tended to have chronically low warmth/support, low 
marital quality, and high hostility. 
Some of the control variables correlated with each other. Couples whose spouse experienced 
d i v orce before the current marriage tended to report older ages at marriage (r = 39, p < .01), had 
more children (r = .15, p < .01), and married in later calendar years (r = .12, p < .05 ). Couples 
who had higher levels of education had a tendency to marry late ( r = .25, p < .01 ). In addition, 
couples who married in earlier calendar years tended to have more children than those who 
married in later calendar years ( r = -.26, p < .01). 
Generally speaking, control variables had low correlation with dyadic variables. The 
exception might be educational level. Couples with more education were more likely to have 
chronically high warmth/support (r = .25, p < .01 ) and low hostility ( r - -.22, p < .01). There 
was also a slight tendency (r = -. 17 , p < .01) for wives of highly educated couples to have a 
lower dissatisfaction with the division of household labor in 1992 than did their husbands. But, 
wives of less educated couples reported greater dissatisfaction than did their husbands. In addition, 
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the negative correlation ( r  -  -.13, p  <  . 0 5 )  between hostility and age at marriage indicated that 
couples who married at an older age were less likely to have chronically high hostility. Couples 
who divorced in later calendar years (e.g., in 1985) had husbands who tended to be more 
egalitarian than their wives (r = -.12, p < .05). 
Not surprisingly, the year of marriage was highly correlated ( r  =  -.89, p < .01) with "event 
time," which was defined as: (a) the years between wedding and 2000 for censored cases, and (b) 
the years between wedding and marital dissolution for uncensored cases. This high correlation can 
be illustrated with uncensored cases. Suppose two couples experienced marital dissolution in 1998. 
The couple that married in an earlier calendar year naturally would have a longer event time (i.e., 
1998 minus the wedding year); but the couple that married in a later calendar year naturally would 
have a shorter event time. 
Event time also correlated .22 (p < .01) with number of children, -. 14 ( p  <  .05 ) with divorce 
experience, and -. 16 (p < .01) with hostility. Continuing to use uncensored cases to illustrate these 
correlations, couples who married in earlier calendar years (i.e., longer event time) tended to have 
more children, were less likely to experience a divorce, and were less likely to have chronically 
high hostility. Conversely, couples who married in later calendar years (i.e., shorter event time) 
tended to have fewer children, were more likely to incur a divorce experience for either spouse, 
and were more likely to have chronically high hostility. 
Finally, several dyadic variables and one control variable, i.e., "event time," correlated 
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significantly with the binary variable "event," which indicated whether a couple experienced 
marital dissolution between 1993 and 2000. The correlations showed couples who experienced 
marital dissolution tended to have chronically low marital quality ( r = -.32, p < .01), low marital 
commitment (r - -.28, p < .01), and high hostility (r = 22, p < .01), compared to couples who 
stayed married until 2000. Couples who experienced divorce or separation also had shorter event 
time ( r = -.45, p < .01), and the wives were more likely to feel a stronger dissatisfaction with 
division of household labor in 1992 than their husbands (r = .19, p < .01). These correlations not 
only corresponded to the findings in the literature but also implied the potentially significant 
predictors in later AFT models. 
Finally, the percentages of couples who experienced marital dissolution in each of the two or 
three groups of dyadic variables were investigated. The results are shown in Table 4. 
It was obvious that a higher percentage of couples in the "Low-Low" marital quality and 
"Low-Low" marital commitment groups experienced marital dissolution during 1993-2000 than 
did couples in the "Mixed" and the "High-High" groups. A similar trend was observed among the 
three warmth/support groups, although the contrast among percentages was not as obvious. Also, a 
higher percentage of couples in the "High-High" hostility group experienced marital dissolution 
than did couples in the other two groups. It was interesting that both the "Husbands earn less" and 
"Varying" groups had almost twice the percentage of uncensored cases than the "Husbands earn 
more" group. Similarly, almost twice as many couples in which either spouse experienced 
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Table 4. Percentage of dissolved cases, by group (1993-2000) 
Low-Low Mixed High-High 
Marital quality 3 3  . 3 0 %  9 . 9 0 %  1 . 3 0 %  
Marital commitment 3 1 . 1 0 %  1 1 . 8 0 %  2 . 4 0 %  
Warmth/support 2 1 . 7 0 %  1 1 . 3 0 %  1 0 %  
Hostility 8 . 5 0 %  7 . 9 0 %  2 9 . 6 0 %  
Husbands earn more Varying Husbands earn less 
Relative labor income 1 1 . 0 0 %  2 0 . 9 0 %  2 1 . 1 0 %  
Husbands > Wives Husbands=Wives Husbands < Wives 
Egalitarianism 1 2  . 4 0 %  2 1 . 6 0 %  1 0  . 7 0 %  
Dissatisfaction w/ DHL 1 4 . 8 0 %  3 . 5 0 %  1 7 . 0 0 %  
Divorce experience No such experience 
Divorce experience 2 3  . 3 0 %  1 1 . 9 0 %  
Note: DHL=division of household labor 
divorce before, experienced marital dissolution in their current marriage, compared to couples 
where both spouses were in their first marriage. 
Also, to obtain such information for both egalitarianism and dissatisfaction with division of 
household labor (they were continuous variables), couples were temporarily assigned to one of the 
following two groups. One group included couples whose husbands were more dissatisfied with 
the division of household labor and were more egalitarian than their wives. This group was 
represented by "Husbands > Wives" in Table 4. The second group included couples whose wives 
were more dissatisfied with the division of household labor or who were more egalitarian than 
their husbands. This group was called "Husbands < Wives" in Table 4. In addition, a third group, 
"Husbands=Wives," included couples in which both spouses had the same level of dissatisfaction 
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with division of household labor and same level of egalitarianism. 
Surprisingly, a higher percentage (21.60%) of marital dissolution occurred in the third group, 
in which spouses had the same level of egalitarianism. The other two groups had only half the 
percentage of marital dissolution. Conversely, a low percentage (3.50%) of marital dissolution was 
found in the group in which husbands and wives had the same level of dissatisfaction with division 
of household labor. The percentages for both of the other two groups were at least 10% higher. In 
particular, the group in which the wives had a higher level of dissatisfaction than their husbands 
had the highest percentage of marital dissolution. 
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RESULTS 
As a preliminary analysis, PROC LIFETEST in SAS with the Kaplan-Meier method was 
executed. Part of the SAS output is listed below (please see Appendix B for a complete version). 
Product-Limit Survival Estimates 
Event Survival 
Time Standard Number Number 
(in Year) Survival Failure Error Failed Left 
0.0000 1.0000 0 0 0 307 
18.0000 0.9967 0.00326 0.00325 1 306 
19.0000 2 305 
19.0000 0.9902 0.00977 0.00561 3 304 
20.0000 0.9870 0.0130 0.00647 4 303 
21.0000 5 302 
21.0000 6 301 
21.0000 7 300 
21.0000 8 299 
21.0000 9 298 
21.0000 0.9674 0.0326 0.0101 10 297 
22.0000 11 296 
22.0000 0.9609 0.0391 0.0111 12 295 
23.0000 13 294 
23.0000 0.9544 0.0456 0.0119 14 293 
24.0000 15 292 
24.0000 16 291 
24.0000 17 290 
24.0000 18 289 
24.0000 19 288 
24.0000 20 287 
24.0000 0.9316 0.0684 0.0144 21 286 
24.0000* 21 285 
25.0000 22 284 
25.0000 23 283 
35.0000* 40 14 
35.0000* 40 13 
35.0000* 40 12 
35.0000* 40 11 
35.0000* 40 10 
35.0000* 40 9 
36.0000* 40 8 
36.0000* 40 7 
36.0000* 40 6 
37.0000* 40 5 
39.0000* 40 4 
41.0000* 40 3 
41.0000* 40 2 
43.0000* 40 1 
46.0000* 40 0 
NOTE : The marked survival times are censored observations. 
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In this output, each row, except for the first one, represented one of the 307 couples in the 
data set. As mentioned previously, event time (first column) was the years between the marriage 
year and marital dissolution (for uncensored cases) and the years between the marriage year and 
year 2000 (for censored cases). The stars in that column indicated the censored cases. Column 
"Survival" listed the Kaplan-Meier estimates for the survivor function, which were the estimated 
probabilities that event time was larger than some year t. It should be noted that S ( t )  was 
reported only for uncensored times. Furthermore, for tied cases, estimation was listed for the last 
tied case. 
The S(t) in the first row of the output was the estimated probability that a marriage would 
survive from 0 to 17 years of the marriage. The value 1 corresponded to the fact that no couples in 
the present study experienced marital dissolution during the first 17 years of marriage. The S(t) 
dropped from 1 to .9967 in the 2nd row, when event time was equal to 18. This corresponded to the 
fact that one couple in the present study started to experience marital dissolution at the 18th year of 
marriage. Another two couples were divorced or separated in the 19th year of marriage. Column 
"Number Failed" simply showed the cumulative number of couples who experienced marital 
dissolution up to the current event time. 
Except for the previous output, PROC LIFETEST also produced a plot of survivor functions 
(Figure 3). The horizontal axis represented the event time. The vertical axis was the estimated 
survivor function, S(t). Since all couples in the present study stayed married for at least 17 years, 
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the survival curve stayed on the top until the 18th year of marriage. The survival curve dropped 
whenever some couples experienced marital dissolution. The curve stopped dropping after the 
A 
event time was 30 and remained at S(t) = .8388 until the largest censoring time, i.e., 46 years of 
marriage. This corresponded to the fact that no couples with a marital duration longer than 30 
years experienced marital dissolution in the present study. 
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Figure 3. Plot of the survivor function 
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Proc LIFEEST also produced a graph of - log S ( t )  versus event time (see Figure 4). The 
cumulative hazard function (i.e., | h(u)du , which was equal to - log S(t) ) inside the graph 
yielded two important messages. First, since the plot was not a straight line, it indicated that the 
hazard of marital dissolution was not constant over time. In other words, the event time did not 
have an exponential distribution. Second, the hazard of marital dissolution, overall, increased with 
time at an increasing rate. The instantaneous risk of marital dissolution was particularly high at the 
21st, 24th, and 25th wedding anniversaries, where the slope of the line in the figure increased 
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Figure 4. Log-survival plot 
noticeably. In summary, the present study showed the risk of marital dissolution increased as the 
duration of these long-time marriages increased. However, this was not true if a marital duration 
extended beyond 30 years. 
After these preliminary analyses were completed, the effects of dyadic variables on the timing 
of marital dissolution were examined. The equation of the AFT model for the present study was 
introduced as: 
log 7] = J 3 0 +  PxYrMart + /31ED[ + jB}Childi + jB4Magef + J35DIVi 
+ + AA + & A + + A.CQ, 
+ + AzDm, + or, (7) 
The first line of the equation included the dependent variable, the intercept, and control 
variables (i.e., year of marriage/entry time, educational level, number of children, age at marriage, 
and divorce experience). The second line included the categorical variables showing the chronic 
nature of warmth/support, hostility, marital quality, and marital commitment. Since each 
categorical variable had three levels, two degrees of freedom were used to estimate the effect of 
each variable. Besides, to estimate the parameters, PROC LIFEREG forced the last parameter to be 
zero; therefore, the last level of the variable (i.e., the reference group) would always be estimated 
as zero. The third line included two continuous variables (relative egalitarianism and relative 
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dissatisfaction with division of household labor), one categorical variable (relative labor income), 
the random error term s, and the scale parameter a. 
As introduced earlier, the random disturbance term, s i, (and also the log of the event time, 
log(7] ) ) had a probability distribution with a mean and a constant variance over i. Although the 
distributions of et or Tt were unidentified for the moment, it was important to figure out the 
distribution because that determines which type of AFT model would best fit the data. 
The distribution of s i  or T i  could be identified by the methods Allison (1995) suggests. 
One method was the goodness-of-fit tests with the likelihood-ratio statistic. These tests were based 
on the result of doubling the positive differences of the log-likelihoods of the nested models. 
Before discussing that computation, the log-likelihoods of different AFT models were listed as 
Table 5. 
Table 5. Log-likelihoods of the various AFT models 
AFT models Log-likelihoods 
Log-normal model - 4 9 .930544 
Log-logistic model -51.886780 
Weibull model -52. 4 5 5 3 5 9  
Exponential model - 9 9 .210499 
Generalized gamma model 
Note: Gamma model does not converge. 
Unfortunately, the generalized gamma model did not converge; thus, no log-likelihood was 
listed in the table. Allison (1995) suggests some possibilities for nonconvergence, such as small 
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sample size, many censoring cases, or the large number of parameters. Since the other AFT models 
in the present study did not have a problem with convergence, the first two reasons might not 
apply here. However, the PROC LIFEREG needed to estimate one more parameter (i.e. S ) for the 
generalized gamma model. Therefore, the estimation for this extra parameter was suspected to 
cause the nonconvergence. 
As a result, it was not possible to compare each small model with the generalized gamma 
model using the goodness-of-flt tests. The only possibility to use this test was to compare the 
Weibull (i.e., the general model) and the exponential models (i.e., a special case of the Weibull 
model), under the assumption that the Weibull model fits the data well. However, this was not a 
valid premise, since there was no way to know whether Weibull fit the data well. 
For the sake of argument, it was assumed, temporarily, that the premise was valid. Then, the 
likelihood-ratio x2 statistic equaled 2 * (-52.4554 - (-99.2105)) = 93.5103, which was larger 
than the chi-square value of 3.84, with one degree of freedom. This result led to the rejection of the 
null hypothesis H0 : a = 1, suggesting that the hazard of marital dissolution did not stay constant 
over the years. Interestingly, this test result seemed to echo what was found earlier from the 
log-survival plot (Figure 4). 
Although it was unfortunate that the goodness-of-fit tests could not be performed, Allison 
(1995) also mentions that a small magnitude of log-likelihood implied a better fit of the model. As 
shown in Table 5, the log-likelihood of the exponential model was huge in its magnitude, almost 
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twice that of other models. This phenomenon, again, suggested that the event time did not have an 
exponential distribution. Conversely, the other three models in the table (i.e., log-normal, 
log-logistic, and Weibull) had smaller and similar log-likelihoods; although the log-normal model 
had the smallest one and might have better fit. 
Another method suggested by Allison (1995)— the residual plot—was tried to identify the 
best AFT model for the data. As introduced earlier, if an AFT model fit the data well, the line (with 
origin at 0) in the residual plot was supposed to be straight. 
Figure 5 showed the residual plot of the log-normal model. The residual plots of the 
log-logistic and Weibull models are shown in Figure 6 and Figure 7, respectively. For a 
comparison, the residual plot of the exponential model is also shown in Figure 8. 
These residual plots corresponded to the previous conclusion for the comparison of 
log-likelihoods. In other words, the residual plot of the log-normal model looked quite straight and 
indicated a good fit. The residual plots of log-logistic and Weibull models had obvious jags though 
they were still fairly straight. The residual plot of the exponential model was somewhat curved, 
which, again, implied that the hazard of marital dissolution did not remain constant over time. 
In conclusion, the event time in the present study was most likely to have a log-normal 
distribution, or, the random disturbance term had a normal distribution. Therefore, log-normal 
models were used to estimate the parameters of covariates. 
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Figure 5. Residual plot for log-normal model 
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Figure 6. Residual plot for log-logistic model 
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Figure 7. Residual plot for Weibull model 
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Figure 8. Residual plot for exponential model 
Log-normal models 
Table 6 presented three log-normal models. The baseline model (Model l) included only 
control variables. The second model (Model 2) added dyadic variables, except for marital quality. 
The third model (Model 3) included all study variables. 
All the estimated coefficients (except for the scale parameter) in the table had been 
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Table 6. Hierarchical log-normal models 
Covariate Model 1 Model 2 Model 3 
Control Variables 
Intercept 
Year of marriage (Entry time) 
Educational level 
Number of children 
Age at marriage 
Divorce experience of either spouse 
Dyadic Variables 
Marital quality 
Low-Low group 
Mixed group 
High-High group 
Commitment 
Low-Low group 
Mixed group 
High-High group 
Warmth/Support 
Low-Low group 
Mixed group 
High-High group 
Hostility 
Low-Low group 
Mixed group 
High-High group 
Relative egalitarianism 
Relative labor income 
Husband earned more group 
Varying group 
Husband earned less group 
Relative dissatisfaction w/ DHL 
Scale 
Log-likelihoods 
4 1 9  . 3 8 9 5 * * *  
0  .  9 6 2 5 * * *  
1 . 0 0 7 2  
0 . 9 9 3 6  
1 . 0 1 4 7  
0 . 8 4 4 3  
0 . 3 0 3 7  
-  8 2 . 2 6 3 6  
7 4 1 . 2 2 1 9 * * *  
0 . 9 5 8 1 * * *  
0 . 9 9 0 1  
0 . 9 9 2 4  
1 . 0 1 1 4  
0 . 9 0 9 0  
0 . 7 3 3 3 * * *  
0 . 8 4 9 9 *  
1.0000 
0 . 9 7 5 5  
1 . 0 1 2 5  
1.0000 
1 . 1 3 4 7  
1 . 2 3 3 3 * * *  
1.0000 
0 . 9 9 8 2  
1 . 1 3 0 0  
0 . 9 7 5 7  
1.0000 
0 . 9 5 7 3 * *  
0 . 2 3 5 4  
-  5 4 . 5 2 1 9  
9 8 9 . 5 9 9 2 * * *  
0 . 9 5 6 5 * * *  
0 . 9 9 1 0  
0 . 9 9 6 2  
1 . 0 1 0 3  
0 . 9 2 6 2  
0 . 7 6 9 9 *  
0 . 8 9 0 4  
1.0000 
0 . 8 1 2 9 *  
0 . 8 8 7 7  
1.0000 
1.0611 
1 . 0 5 2 3  
1.0000 
1.1018 
1.2111** 
1.0000 
0 . 9 9 6 4  
1 . 1 1 9 9  
0 . 9 6 8 7  
1.0000 
0 . 9 6 4 7 *  
0 . 2 2 5 8  
-  4 9 . 9 3 0 5  
Note: Estimated coefficients are shown in format of exp(Beta), except for the estimate of Scale 
* p<05; ** p<01; *** pc.001 
DHL=division of household labor 
transformed from /?y in the original SAS output (i.e., the estimated coefficient when the 
dependent variable of the AFT model was log(7 ) ) to eP' (i.e., the coefficient when the 
dependent variable was T ). This transformation allowed for a direct interpretation for the 
estimated coefficients. As for the scale parameter, although different values for this parameter 
directly implied different shapes of hazard functions for other AFT models; different values of this 
parameter in log-normal models referred only to some contraction or extension of the hazard 
functions. 
Generally speaking, the effects of study variables on the timing of marital dissolution were 
consistent across the three models. Even though few estimated coefficients decreased in 
significance after marital quality was added into the analysis, important variables found in Model 2 
remained direct influences on the timing of marital dissolution in Model 3. Thus, as hypothesized, 
marital quality did not mediate the effects of other dyadic variables on the timing of marital 
dissolution. Therefore, the following explanation of findings is based on the result in Model 3. 
None of the estimated coefficients of control variables reached the a = .05 significance level, 
except for the entry time (i.e., the year of marriage). For this variable, the chi-square test 
evaluating the null hypothesis H0 : PEntry - 0 was significant at the a - .05 level (p < .0001). 
The estimated coefficient was originally -.0445 (not shown) and became .9565 after transformation 
(as shown in Table 6). This indicated that as the (calendar) year of wedding increased one unit (e.g., 
from 1970 to 1971), the marriage had a 4.35% shorter survival time (i.e., ((1 - .9565) *100)% ), 
while all other variables were under control. Equivalently, each additional year added to the year of 
wedding reduced the expected time to marital dissolution by 4.35%. This result could also be 
interpreted as the longer the marital duration, the longer the expected time before marital 
dissolution. 
The interpretation for categorical variables was a little different from that for continuous 
variables (e.g., entry time). For instance, in row "Low-Low group" under "Marital quality," a 
chi-square test was performed using PROC LIFEREG to test the null hypothesis 
H0 : J3Low_Low = PHigh_High • The null hypothesis was rejected at the a = .05 level (p = .0277). The 
estimated coefficient (e/3Low'Low = .7699) indicated that the expected time to marital dissolution for 
couples in the "Low-Low" marital quality group was 23.01% shorter than that of the "High-High" 
marital quality group (i.e., the reference group), while all other variables were under control. In 
other words, couples who had consistently low levels of marital quality tended to experience 
marital dissolution sooner than those who had high marital quality over the years. 
Similarly, in row "Mixed group" under "Marital quality," a chi-square test again was 
performed to test the null hypothesis H0 : pMixed = /3High_High. The result was not significant at the 
a = .05 level (p = .2873) ; thus the null hypothesis was not rejected. In other words, the expected 
time to marital dissolution was not significantly different between the "High-High" and the 
"Mixed" marital quality groups. 
The PROC LIFEREG did not test the difference between the "Low-Low" and the "Mixed" 
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marital quality groups. In order to test the null hypothesis H0 : fiLow„Low = pMjxed, Allison (1995) 
suggests using the Wald test which had the following test statistic: 
A A 2 
^-P' Low-Low PMixed ) 
) 
The variances and covariance were available in the output of PROC LIEFREG: 
VariPLo»-loJ = -0141 ' Var(p mm ) = -0119, and CovCpLow-Low P mm ) = *01M. In addition, the 
untransformed estimated coefficients PLow_Low and PMixed were equal to -.2615 and -.1161, 
respectively. As a result, the previous equation was equal to 
[—26l5-(—1161)]1 _ 
.0141 + .0119 - 2(.0114) 
which was larger than the chi-square value of 3.84146 with one degree of freedom at the a = .05 
level. Therefore, the null hypothesis was rejected and the result indicated the expected time to 
marital dissolution for couples who had consistently low marital quality was 13.53% shorter than 
that of couples whose marital quality increased, decreased, or remained within the median levels 
over the years. 
In summary, when all other study variables were under control, the result showed there was a 
significant difference between the expected time to marital dissolution between couples in the 
"High-High" and "Low-Low" marital quality groups and between couples in the "Mixed" and 
"Low-Low" marital quality groups. There was no significant difference between the "High-High" 
and "Mixed" marital quality groups. 
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The chi-square test comparing the "Low-Low" and the "High-High" marital commitment 
groups was significant at a- .05 level (p = .0255) . This result indicated that, while all other 
variables were held constant, couples with chronically low levels of marital commitment had a 
18.71% shorter time to marital dissolution than did couples who had high levels of marital 
commitment over the years. The other chi-square test testing H0 : (3Mixed = PHigh.High was not 
statistically significant at a = .05 level (p = .1636). This suggested that the expected time to 
marital dissolution was not significantly different between the "High-High" and the "Mixed" 
marital commitment groups. However, the same null hypothesis in Model 2 was rejected at the 
a - .05 level (p = .0468). The different results between Model 2 and Model 3 showed that the 
predictability of marital commitment was reduced, but did not disappear, after marital quality was 
added into the analysis. 
A Wald test also was performed to test the null hypothesis H0 : PLow.Low =PMUed • The test 
statistic was equal to 2.5607, which was smaller than the chi-square .05 critical value of 3.84146. 
Therefore, the null hypothesis was not rejected and indicated that the expected time to marital 
dissolution was not significantly different between the "Low-Low" and the "Mixed" commitment 
groups. However, a Wald test for the same null hypothesis in Model 2 was rejected at the a - .05 
level. 
In summary, when marital quality was not included in the analysis, the results indicated there 
were significant differences in the timing to marital dissolution among all three commitment 
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groups. However, after marital quality was added in the analysis, a significant difference was 
found only between the "High-High" and the "Low-Low" commitment groups. This corresponded 
to the hypotheses that marital quality, though not a mediator, was a stronger predictor than marital 
strains. 
Contrary to the hypothesis, warmth/support in the current study did not show any significant 
influence on deferring marital dissolution. More precisely, there was no difference in expected 
time to marital dissolution between the "Low-Low" and the "High-High" as well as between the 
"Mixed" and the "High-High" warmth/support groups. A Wald test was performed to compare the 
"Low-Low" and the "Mixed" groups; the result was far from significant (Note: Wald statistic 
= .0187). The same results were found in Model 2 in which no marital quality existed. In summary, 
warmth/support did not have a significant influence on the timing of marital dissolution, regardless 
of whether marital quality was included in the analysis. 
Unlike warmth/support, hostility showed some effects in predicting the timing of marital 
dissolution. While all other covariates were under control, couples who remained at median levels 
of hostility or couples who increased or decreased the levels of hostility over the years (i.e., the 
"Mixed" hostility group) had a 21.11% longer time to marital dissolution (p = .0011) than couples 
who had consistently high levels of hostility. However, there was no significant difference in the 
expected time to marital dissolution between the "Low-Low" and the "High-High" hostility groups. 
A Wald test also was performed to test the null hypothesis H0 : /9Low_Low = /3Middle. The test statistic 
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was equal to 1.7704, which was smaller than the chi-square value of 3.84146 with one degree of 
freedom. Thus the null hypothesis was not rejected, indicating that there was no significant 
difference in the expected time to marital dissolution between the "Low-Low" and the "Mixed" 
hostility groups. The same results were found in Model 2, where marital quality was not included 
in the analysis. 
In summary, when all other study variables were under control, there was significant 
difference between the expected time to marital dissolution between the "High-High" and the 
"Mixed" hostility groups. However, there was no significant difference between the "High-High" 
and the "Low-Low" or between the "Mixed" and the "Low-Low" hostility groups. 
In fact, the findings regarding hostility were a little strange. The reason was when hostility 
was alone in the model with the control variables (Model A in Table 7), both the "Low-Low" and 
the "Mixed" hostility groups had a significantly longer time to marital dissolution than the 
"High-High" hostility group. There was no significant difference between the "Low-Low" and the 
"Mixed" hostility groups. Such results corresponded to the fact that the percentages for marital 
dissolution in both the "Low-Low" (8.5%) and the "Mixed" (7.9%) hostility groups were much 
lower than that of the "High-High" hostility group (29.60%) (see Table 4). 
However, when other dyadic variables were added into the model (Model 2 and Model 3 in 
Table 6), the estimated coefficient associated with the "Low-Low" hostility group suddenly lost its 
significance. Was this illogical result caused by the correlation between hostility and the other 
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study variables? To find out the truth, two other models (Model B and Model C) were executed 
and the results were shown in Table 7. 
Table 7. Log-normal models—Hostility with warmth/support, and marital quality 
Covariate Model A Model B Model C 
Control Variables 
Intercept 
Year of marriage (Entry time) 
Educational level 
Number of children 
Age at marriage 
Divorce experience of either spouse 
Dyadic Variables 
Hostility 
Low-Low group 
Mixed group 
High-High group 
Warmth/Support 
Low-Low group 
Mixed group 
High-High group 
Marital quality 
Low-Low group 
Mixed group 
High-High group 
Scale 
Log-likelihoods 
3 2 0 . 8 5 8 4 * * *  3 7 1 . 9 2 7 9 * * *  7 5 1  
0 . 9 6 6 7 * * *  
0 . 9 9 2 9  
0 . 9 9 7 9  
1 . 0 1 2 5  
0 . 8 4 2 9  
1 . 2 5 1 2 * *  
1 . 2 7 7 9 * * *  
1.0000 
0 . 2 7 9 1  
7 2  . 6 2 5 6  
0 . 9 6 5 4 * * *  
0 . 9 8 9 2  
0 . 9 9 9 2  
1 . 0 1 3 4  
0 . 8 4 2 1 *  
1 . 2 2 5 4 *  
1 . 2 5 6 6 * * *  
1.0000 
0 . 9 4 1 0  
1.0001 
1.0000 
0 . 2 7 7 9  
7 2 . 1 8 0 6  
0. 
0. 
1. 
1. 
0. 
1. 
1. 
1. 
2211*** 
9 5 9 0 * * *  
9 9 1 2  
0 0 1 4  
0 1 3 4  
8 8 4 2  
0940 
1 9 1 0 * *  
0000 
0. 
0. 
1. 
0. 
5 9  
6 5 0 3 * * *  
7 8 8 0 *  
0000  
2 5 0 2  
. 3 8 5 0  
Note: Estimated coefficients are shown in format of exp(Beta), except for the estimate of Scale 
* p<05; ** p<01; *** p<001 
Since warmth/support correlated -.33 ( p  < .01) with hostility (Table 3), warmth/support was 
considered first for this experiment. As Model B showed, when warmth/support was added into the 
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analysis, although the estimated coefficients of the "Low-Low" hostility group were still 
significant, its p-value dropped from .0065 (Model A) to .0179 (Model B). In other words, even 
though warmth/support was not a strong predictor for the timing of marital dissolution, the 
existence of warmth/support made hostility less informative (i.e., hostility and warmth/support 
provided some overlap information). 
However, when marital quality, which correlated -.29 (p < .01) with hostility, was added into 
the model (Model C), not only did the estimated coefficient for the "Mixed" hostility group 
decrease in significance (p < .0001 in Model A, but p = .0024 in Model C), the estimated 
coefficient for the "Low-Low" hostility group became insignificant (p = .2440 ). 
Although the correlations between hostility and both warmth/support and marital quality 
seemed to be low, a chi-square test legitimately testing the independence between two categorical 
variables indicated that hostility was significantly dependent on both warmth/support and marital 
quality ( p < .0001). A two-way contingency table (Table 8) showed how hostility and marital 
quality were dependent. A similar table was found between hostility and warmth/support (not 
shown). 
In this table, the first row in each cell indicated the real number of couples in that combined 
group. For instance, there were 8 couples in the "Low-Low" hostility and "Low-Low" marital 
quality group. The second row in each cell indicated the expected counts in the cell if hostility and 
marital quality were independent. Since this was not the case, the numbers in the second row were 
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often different from those in the first row. For instance, more than the expected number of couples 
in the "High-High" hostility group belonged to the "Low-Low" marital quality group. Conversely, 
less than the expected number of couples in the "High-High" hostility group belonged to the 
"High-High" marital quality group. Such a discrepancy between the expected and real counts 
occurred in almost every cell in the table, except for one cell belonging to the "Mixed" and another 
cell belonging to the "High-High" hostility groups. 
Table 8. Contingency table of hostility by marital quality 
Marital quality 
Hostility 
Frequency 
Expected 
Percent 
Row Pet 
Col Pet 
Low-Low 
marital 
quality 
Mixed 
marital 
quality 
High-High 
marital 
quality Total 
Low-Low 
Hostility 
8 
13.261 
2.61 
13.56 
11 .59 
25 
30.941 
8.14 
42.37 
15.53 
26 
14.798 
8.47 
44.07 
33.77 
59 
19.22 
Mixed 
Hostility 
33 
39.782 
10.75 
18.64 
47.83 
100 
92.824 
32.57 
56.50 
62.11 
44 
44.394 
14.33 
24.86 
57.14 
177 
57.65 
Bàtïiïï?; 
28 
15.958 
9.12 
39.44 
40.58 
36 
37.235 
11 .73 
50.70 
22.36 
7 
17.808 
2.28 
9.86 
9.09 
71 
23.13 
Total 69 
22.48 
161 
52.44 
77 
25.08 
307 
100.00 
However, the larger sample size in each of the three cells belonging to the "Mixed" hostility 
group somewhat made the discrepancy between the real and expected counts negligible. In other 
words, the "problem" of dependence between hostility and marital quality seemed to be less 
serious in the "Mixed" hostility group. As a result, when SAS tested the difference in expected 
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time to marital dissolution between the "High-High" and the "Mixed" hostility groups, the result 
was still significant, even though marital quality was included in the analysis. 
Conversely, the smaller sample size in each of the three cells belonging to the "Low-Low" 
hostility group made the discrepancy between the real and expected count very obvious. In other 
words, the "problem" of dependence between hostility and marital quality seemed to be more 
serious in the "Low-Low" hostility group. As a result, when SAS tested the difference between the 
"High-High" and the "Low-Low" hostility groups, the existence of marital quality in the analysis 
caused the unreasonably insignificant test result. 
In conclusion, although hostility was supposed to be a strong predictor for the timing of 
marital dissolution (see Model A in Table 7), some relationship between hostility and another study 
variable (in particular, if this other variable was also a strong predictor for the timing of marital 
dissolution, such as marital quality) could cause an unreasonable test result. Fortunately, the 
phenomenon of multicollinearity in this case was not very serious (i.e., only the magnitude of 
A A 
Plw-low was decreased thus no longer significant, but the sign of fîLow_Low was not flipped); 
therefore, the predictability of hostility was still revealed in the analysis. 
Similarly, the chi-square test for independence between marital commitment and marital 
quality was rejected (p < .0001), indicating that these two variables were highly dependent. This 
also explained the different results found for marital commitment between Model 2 and Model 3 
(Table 6). In other words, when marital quality was added into the analysis (Model 3 in Table 6), 
marital commitment became less informative. Thus, the significance levels of the test results were 
reduced. Fortunately, marital commitment had a unique importance in determining the expected 
time to marital dissolution, thus its predictability was not concealed by the existence of marital 
quality. However, since two pairs of group comparisons were significant for marital quality (Model 
3 in Table 6), but only one pair of comparison was significant for marital commitment, the present 
study still concluded that marital quality was a stronger predictor to the timing of marital 
dissolution than marital commitment. 
However, the insignificance of warmth/support shown in Model 2 and Model 3 (Table 6) was 
a different story. On the one hand, warmth/support was significantly dependent on marital quality 
and hostility (both chi-square tests were rejected, p < .0001). On the other hand, when 
warmth/support was alone in the model with control variables, the analysis result indicated the 
only group difference (i.e., "High-High" vs. "Low-Low") just reached the a - .05 level 
(p = .0414). Therefore, even though the close relationship between warmth/support and other 
dyadic variables partly accounted for its loss of significance, the relatively weak predictability of 
warmth/support per se was the real problem. 
After experimenting on the strange result about hostility, the explanation for the result in 
Model 3 (Table 6) was pursued further. In Model 3, the transformed estimated coefficient of 
relative egalitarianism was .9964. A chi-square test for H0 : fiEGA = 0 was not rejected. This 
result indicated the relative egalitarianism between husbands and wives had nothing to do with the 
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timing of marital dissolution, while all other covariates were under control. This insignificant 
result was still true even when relative egalitarianism was alone in the model with control variables. 
This contradicted the hypothesis of the present study. 
This curious result led to the following question. Would using another way to construct this 
variable make the analysis result different? For instance, one alternative was to ignore the degree 
of difference between spouse's egalitarianism, but focus on whether spouses had the same level of 
egalitarianism. If different, who was the more egalitarian spouse? A 3-level categorical variable of 
relative egalitarianism was created. The three levels of this variable were: (a) couples whose 
husbands were more egalitarian than their wives in 1992, (b) couples with the same level of 
egalitarianism between spouses in 1992, and (c) couples whose wives were more egalitarian than 
their husbands in 1992. Then, Model 3 (Table 6) was rerun using this new variable. 
Although the estimated coefficients of this 3-level categorical variable of relative 
egalitarianism were still not significant, there was an interesting tendency. Couples whose spouses 
had the same level of egalitarianism had a relatively shorter time to marital dissolution than the 
other two groups, where spouses had different levels of egalitarianism. Such a tendency was even 
clearer if no other dyadic variables were included in the analysis (Model M in Table 9). 
Due to the similarity in timing to marital dissolution between groups (a) and (c), a two-level 
categorical variable of relative egalitarianism was created. One group included couples whose 
spouses had the same level of egalitarianism. The other group included couples whose spouses had 
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Table 9. Log-normal models—Relative egalitarianism between spouses 
Covariate Model M Model N 
Control Variables 
Intercept 
Year of marriage (Entry time) 
Educational level 
Number of children 
Age at marriage 
Divorce experience of either spouse 
Dyadic Variables 
Relative egalitarianism 
Husbands more egalitarian than wives 
Husbands = Wives 
Wives more egalitarian than husbands 
OR 
Relative egalitarianism 
Husbands =Wives 
Different level of egalitarianism between spouses 
Scale 
Log-likelihoods 
4 2 1 . 8 2 9 0 * * *  4 2 9 . 2 7 6 0 * * *  
0 . 9 6 3 4 * * *  0 . 9 6 3 2 * * *  
1 . 0 0 4 8  
0 . 9 9 3 3  
1 . 0 1 4 1  
0 . 8 3 6 4  
0 . 9 8 1 6  
0 . 8 8 5 3 +  
1 . 0 0 0 0  
0 . 3 0 1 1  
8 0 . 7 2 5 6  
1 . 0 0 4 2  
0 . 9 9 2 7  
1 . 0 1 4 2  
0 . 8 3 5 8 *  
0 . 8 9 1 5 +  
1.0000 
0 . 3 0 1 1  
-  8 0 . 7 6 9 4  
Note: Estimated coefficients are shown in format of exp(Beta), except for the estimate of Scale 
+ p<10 * p<05; ** p<01; *** pc.001 
different levels of egalitarianism. The result was shown in Model N in Table 9. Model N indicated 
that couples whose spouses had the same level of egalitarianism had a 10.85% (p<.10) shorter 
time to marital dissolution than couples whose spouses had different levels of egalitarianism. 
However, the estimated coefficient of this 2-level categorical variable of relative egalitarianism 
was not significant if other dyadic variables were put back into the analysis. In conclusion, it 
seemed that relative egalitarianism did not have a direct influence on the timing of marital 
dissolution. 
In Model 3 (Table 6), the transformed estimated coefficient of relative dissatisfaction with 
division of household labor was .9647. A chi-square test of H0 : /3DHL = 0 was significant at the 
a = .05 level, indicating that while all other variables were under control, as the relative 
dissatisfaction regarding division of household labor between wives and husbands (i.e., wives' 
dissatisfaction minus husbands') increased one unit, the marriage had a 3.53% shorter survival 
time. A similar result was found in Model 2 (Table 6), although the inclusion of marital quality 
decreased the significance level of this variable (p = .0055 in Model 2 and p = .0180 in Model 
3). 
Due to the interesting findings resulting from using categorical variables of relative 
egalitarianism, a 3-level categorical variable of relative dissatisfaction with the division of 
household labor was also attempted. The three groups were: (a) couples whose husbands were 
more dissatisfied with the division of household labor than their wives in 1992, (b) couples who 
had same level of dissatisfaction in 1992, and (c) couples whose wives were more dissatisfied than 
their husbands in 1992. Using this new categorical variable, the Model 3 (Table 6) was rerun. 
Interestingly, the result indicated that couples, where both spouses had the same level of 
dissatisfaction with division of household labor, had a longer time of marital dissolution than 
couples where either spouse was more dissatisfied than the other. A clearer picture was seen in a 
model that did not consider other dyadic variables (Model P in Table 10). 
Since the difference between "Husbands more dissatisfied than wives" and "Wives more 
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Table 10. Log-normal models—Relative dissatisfaction with division of household 
labor 
Covariate Model P Model Q 
Control Variables 
Intercept 
Year of marriage (Entry time) 
Educational level 
Number of children 
Age at marriage 
Divorce experience of either spouse 
Dyadic Variables 
Relative dissatisfaction w/ DHL 
Husbands more dissatisfied than wives 
Husbands = Wives 
Wives more dissatisfied than husbands 
OR 
Relative dissatisfaction w/ DHL 
Husbands =Wives 
Different level of dissatisfaction between spouses 
Scale 
Log-likelihoods 
4 2 1 . 0 2 8 3 * * *  4 1 6 . 7 1 3 9 * * *  
0 . 9 6 3 9 * * *  0 . 9 6 3 9 * * *  
1 . 0 0 2 3  
0 . 9 9 2 0  
1.0108 
0  .  8 4 4 9  
1 . 0 1 4 7  
1 . 2 6 7 7 * *  
1.0000 
1 . 0 0 2 8  
0 . 9 9 1 8  
1 . 0 1 0 8  
0 . 8 4 4 1 *  
0 . 2 9 4 8  
7 7 . 0 5 8 8  
1 . 2 6 5 7 * *  
1.0000 
0 . 2 9 4 9  
-  7 7 . 0 7 1 3  
Note: Estimated coefficients are shown in format of exp(Beta), except for the estimate of Scale 
+ p<10 * p<05; ** p<01; ***p<.001 
DHL=Division of household labor 
dissatisfied than husbands" was not statistically significant at the a = .05 level, a 2-level 
categorical variable of relative dissatisfaction with division of household labor was created. One 
group included couples with the same level of dissatisfaction. The other group included couples 
with different levels of dissatisfaction. The result (Model Q in Table 10) indicated that couples 
with the same level of dissatisfaction with division of household labor had a 26.57% (p = .0063) 
longer time to marital dissolution than couples with different levels of dissatisfaction. This 2-level 
variable was still significant at the a = .05 level when other dyadic variables were put back into 
the analysis; although the previous percentage decreased from 26.57% to 17.45% {p = .0463). 
In conclusion, no matter which of the three ways the relative dissatisfaction with division of 
household labor were constructed, relative dissatisfaction with division of household labor 
continually showed its predictability on the survival time of marriage. 
Finally, in Model 3 (Table 6), the analysis result indicated that there was no significant 
difference in expected time to marital dissolution between the "Husbands earned more" and the 
"Husbands earned less" groups as well as between the "Varying" and the "Husbands earned less" 
groups. However, a Wald test comparing the "Husbands earned more" and the "Varying" groups 
was significant at the a = .05 level (test statistic = 5.6142, p = .0178). In other words, couples 
in the "Husbands earned more" group had a 13.50% longer time to marital dissolution than couples 
in the "Varying" group. The same result was found in Model 2 (Table 6), when marital quality was 
not in the analysis. 
In fact, this result was quite unreasonable. When relative labor income was alone in the model 
with control variables (Model X in Table 11), the Type III analysis of effects testing 
H0 : PHusbands _ earned _ more = Pvaryins = PHusbands _ earned _ less = 0 W3S TlOt rejected ( /? = .0688). 
Furthermore, the tests for group comparisons also showed there was no significant difference 
between the "Husbands earned more" and the "Varying" groups as well as between the "Varying" 
and the "Husbands earned less" groups. The only marginally significant difference was between 
the "Husbands earned more" and the "Husbands earned less" groups (p = .0696 ), indicating the 
former group had a longer time to marital dissolution than the latter group. This result was 
obviously very different from that in Model 2 and Model 3 (Table 6), in which other dyadic 
variables were included in the analysis. 
Again, whether the dependence between relative labor income and other study variables 
would account for the unreasonable results in Model 2 and Model 3 (Table 6) was highly suspected. 
According to Table 3, relative labor income correlated significantly with only one of the study 
variables (i.e., warmth/support, r = -.13, p < .05). Also, the chi-square tests of independence 
showed only marginal dependence between relative labor income and: warmth/support 
(p = .0942) and hostility (p = .0684). Thus, two other small models were executed and the 
results shown in Table 11. 
As mentioned earlier, when relative labor income was alone in the model with control 
variables (Model X), there was a marginally significant difference between the "Husbands earned 
more" and the "Husbands earn less" groups. When warmth/support was further added into the 
analysis (Model Y), the three income groups were no longer significantly different in the expected 
time to marital dissolution. However, when hostility was added into the model (Model Z), the Wald 
test (test statistic = 5.9121, p = .0150 ) indicated that there was a significant difference between 
the "Husbands earned more" and the "Varying" groups. This was exactly the unreasonable result 
found in Model 2 and Model 3 (Table 6). 
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Table 11. Log-normal models—Relative labor income with other dyadic variables 
Covariate Model X Model Y Model Z 
Control Variables 
Intercept 
Year of marriage (Entry time) 
Educational level 
Number of children 
Age at marriage 
Divorce experience of either spouse 
Dyadic Variables 
Relative labor income 
Husband earned more group 
Varying group 
Husband earned less group 
Warmth/Support 
Low-Low group 
Mixed group 
High-High group 
Hostility 
Low-Low group 
Mixed group 
High-High group 
Scale 
Log-likelihoods 
3 3 6 . 9 7 2 1 * * *  
0 . 9 6 2 9 * * *  
1 . 0 0 8 1  
0 . 9 9 7 3  
1 . 0 1 5 0  
0 . 8 6 1 7  
1 . 1 9 1 0 +  
1 . 0 5 6 8  
1.0000 
0 . 2 9 2 9  
-  7 9 . 5 7 1 6  
4 7 6 . 1 8 1 9 * * *  2 8 2 . 1 1 0 8 * * *  
0 . 9 6 0 6 * * *  0 . 9 6 6 7 * * *  
0 . 9 9 6 3  
1.0016 
1 . 0 1 7 1  
0 . 8 5 6 2  
1 . 1 6 0 3  
1 . 0 2 4 8  
1.0000 
0 . 8 5 6 2 +  
0 . 9 7 6 0  
1.0000 
0 . 2 8 6 6  
-  7 7 . 1 2 9 1  
0 . 9 9 5 3  
1.0022 
1 . 0 1 1 9  
0 . 8 6 3 6  
1 . 1 2 0 5  
0 . 9 5 2 4  
1.0000 
1 . 2 4 1 8 * *  
1 . 2 9 0 8 * * *  
1.0000 
0 . 2 6 7 3  
-  6 9 . 1 9 8 3  
Note: Estimated coefficients are shown in format of exp(Beta), except for the estimate of Scale 
+ p<10; * p<05; ** p<01; *** p<001 
Obviously, even though the relative labor income was only marginally dependent on 
warmth/support, the existence of warmth/support could still make relative labor income less 
informative. In addition, the change in the signs of /3Varying (i.e., /3Varying = .0552 in Model X, 
Pvarying = 0245 in Model Y, but PVarying - -.0488 in Model Z) showed evidence of 
multicollinearity, which was possibly caused by the dependence between relative labor income and 
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hostility. The small sample size in the "Husbands earned less" group might cause problems, too. 
Only 19 couples in the present study belonged to this group. In contrast, there were 245 and 43 
couples in the "Husbands earned more" and the "Varying" groups, respectively. If there had been 
more cases in the "Husbands earned less" group, the chi-square tests may have detected possible 
group differences. Thus, findings regarding relative income must be interpreted with caution. 
Survival experiences of four types of marriages 
Finally, based on the relative strength of barriers and attractions within the marriage, couples 
were grouped into one of four types of marital relationship: (a) high barrier and high attraction, (b) 
high barrier and low attraction, (c) low barrier and high attraction, and (d) low barrier and low 
attraction (Levinger, 1976). The survivor experiences of four types of marriage were investigated. 
Among the seven dyadic variables in the present study, one was a barrier and the other six 
were either positive or negative attractions. Therefore, four types of marriage would be categorized, 
based on a combination of marital commitment with: (1) marital quality, or (2) hostility, or (3) 
warmth/support, or (4) relative dissatisfaction with division of household labor, or (5) relative 
egalitarianism, or (6) relative labor income. 
In addition, it was difficult to utilize the variables constructed earlier—which showed the 
chronic nature of dyadic variables—to categorize couples into four types of marriage. The 
difficulty could be illustrated by the following example. A combination of barrier (i.e., marital 
commitment) and attraction (e.g., marital quality) produced nine groups (Table 12). 
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Table 12. Sample size for different marital commitment/quality groups 
Marital quality 
Low-Low Mixed High-High 
Marital 
commitment 
Low-Low 
Mixed 3 1  
3 4  
1 0 4  
26 
26 
1 
High-High 4  3 1  5 0  
Note: N=307 
The number in each cell indicated the number of couples in that combined group of marital 
commitment and marital quality. If only the four corner cells were picked to represent the four 
types of marriage, the small sample size in two of the corner cells would decrease the power 
needed to detect the differences among survivor functions. If consideration was given to combine 
cells in order to form larger groups, then there was ambiguity in combining a non-comered cell 
with an adjacent corner cell. For instance, should the cell of "Mixed" commitment * "Low-Low" 
marital quality be regarded as the type of marriage with "high barrier and low attraction" or "low 
barrier and low attraction?" Also, which type of marriage should the cell of "Mixed" commitment 
* "Mixed" marital quality be assigned to? 
As a result, this study assigned couples into four types of marriage based on the following two 
steps. 
First step: Couples were assigned into two groups for each of the seven dyadic variables. 
For instance, couples were assigned to the high commitment (i.e., high barrier) group if their 
average level of marital commitment during 1989-1992 was above the average. Couples were 
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assigned to the low commitment (i.e., low barrier) group if their average commitment level during 
1989-1992 was equal to or less than the average. Similarly, couples were assigned to the high 
marital quality (i.e., high attraction) group if their average level of marital quality during 
1989-1992 was above the average. The rest of the couples were assigned to the low marital quality 
(i.e., low attraction) group. The two groups for hostility and warmth/support were formed in a 
similar manner. For relative labor income, the high attraction group included couples whose 
husbands' average weekly income during 1989-1992 was greater than or equal to their wives' 
average income. The low attraction group included couples whose husbands' average weekly 
income during 1989-1992 was lower than that of wives. For both relative egalitarianism and 
relative dissatisfaction with division of household labor, one group included couples in which both 
spouses had the same level of egalitarianism or dissatisfaction in 1992. The other group included 
couples in which spouses had a different level of egalitarianism or dissatisfaction in 1992. 
Second step: Each couple was assigned to one of four types of marital relationship based on 
their relative strength of barrier (i.e., marital commitment) and attractions (e.g., marital quality). 
The survival curves for the four types of marriage based on the combination of marital 
commitment and marital quality are first presented in Figure 9. The "HC" and "LC" in this figure, 
and in all succeeding figures, indicate high and low marital commitment, respectively. The "HMQ" 
in this figure indicates high marital quality, and the "LMQ" indicates low marital quality. 
The Wilcoxon test, which evaluated the null hypothesis that the four types of marriage had the 
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Figure 9. Survivor functions for four types of marriage defined by the combination of marital 
commitment and marital quality (HC—high marital commitment; LC—low marital commitment; 
HMQ—high marital quality; LMQ—low marital quality) 
same survivor functions (H 0  :  =  S H  L ( t )  =  S L  H ( t )  =  S L  L ( t ) ,  for all /), was rejected 
( p  <  .0001). This indicated that the survivor functions of four types of marriage were not the same. 
As shown in Figure 9, it was obvious that the survival curves for both the LCLMQ and HCLMQ 
groups dropped rapidly over the years. However, the survival curves for both the HCHMQ and 
LCHMQ groups only dropped mildly. 
It was particularly interesting to notice that marital quality alone seemed to dominate how fast 
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couples experienced marital dissolution. In other words, couples were less likely to experience 
marital dissolution early as long as their average level of marital quality during 1989-1992 was 
higher than the average. This was true regardless of whether their average level of marital 
commitment during 1989-1992 was higher or lower than the average. In contrast, couples with low 
marital quality experienced marital dissolution early even though they had high marital 
commitment. This result supported White and Booth (1991), who conclude that marital happiness 
is particularly important to the stability of long-time marriages. This finding also corresponded to 
Previti & Amato's (2003) suggestion that rewards (e.g., marital quality) are more powerful than 
barriers (e.g., marital commitment) in maintaining marital cohesiveness. 
Figure 10 shows the survivor functions of four types of marriage defined by the combination 
of marital commitment and hostility. The "HHS" in this figure indicates high hostility. The "LHS" 
indicates low hostility. The "HC" and "LC" are defined the same way as in the previous figure. 
The significant Wilcoxon test ( p  -  .0006) suggested that the survivor functions of the four 
types of marriage were not the same. As shown in Figure 10, one survival curve, belonging to the 
LCHHS group, dropped to a greater extent than did any of the other three curves, particularly the 
curve belonging to the HCLHS group. The survival curves of the LCLHS and HCHHS groups 
crossed each other, and the rate their curves drop were in between the previous two groups (i.e., 
LCHHS and HCLHS). The results clearly indicated that couples with a low barrier to leave and a 
low attraction (hostility) to the marriage were more likely to experience marital dissolution earlier 
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Figure 10. Survivor functions for four types of marriage defined by the combination of marital 
commitment and hostility (HC—high marital commitment; LC—low marital commitment; 
HHS—high hostility; LHS—low hostility) 
than any of the other three types of marriage. 
The findings also suggested that the effect of hostility is stronger within marriages with low 
commitment (rather than high commitment). Similarly, the effect of commitment was stronger 
within marriages characterized by high hostility (rather than low hostility). This corresponded to 
Levinger's idea that the "perceptions of barriers become important psychological forces only when 
people are unhappy and begin to think about leaving their marriages" (Previti & Amato, 2003, p. 
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570) and "barriers act to continue the relationship" "even if attraction becomes negative" (Levinger, 
1976, p. 26). 
Figure 11 shows the survivor functions of four types of marriage defined by marital 
commitment and warmth/support. The "HWM" and "LWM" indicate high and low warmth/support, 
respectively. 
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Figure 11. Survivor functions for four types of marriage defined by the combination of marital 
commitment and warmth/support (HC—high marital commitment; LC—low marital commitment; 
HWM—high warmth/support; LWM—low warmth/support) 
The Wilcoxon test again rejected the null hypothesis ( p  =  .0006), indicating the survivor 
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functions of the four types of marriage were not the same. The survival curve of the LCLWM 
group dropped much faster than that of the other three groups, especially the HCHWM group. It 
indicated that couples with a low barrier to leave and a low attraction (low warmth/support) to the 
marriage were most likely to experience marital dissolution earlier than any of the other three types 
of marriage. 
Figure 12 shows the survivor functions of the four types of marriage defined by marital 
commitment and relative dissatisfaction with division of household labor. The "DFDHL" indicates 
different levels of dissatisfaction with division of household labor between spouses in 1992. The 
"EQDHL" indicates the same levels of dissatisfaction between spouses in 1992. 
The Wilcoxon test rejected the null hypothesis ( p  = .0006), indicating the survivor functions 
of the four groups were not the same. Couples in the LCDFDHL group tended to experience 
marital dissolution much earlier than couples in any of the other three groups. No couples in the 
HCEQDHL group experienced marital dissolution. Thus, their survivor functions stayed at 1 and 
never dropped. The other two groups (i.e., LCEQDHL and HCDFDHL) had survival curves that 
crossed and were not distinguishable. However, these two groups definitely experienced marital 
dissolution at a slower rate than the LCDFDHL group. These results indicated a high barrier (high 
commitment) and a high attraction (couples who had the same level of dissatisfaction with division 
of household division) obviously extended the survival of marriages. Conversely, a low barrier and 
a lot attraction obviously shortened the survival of marriages. However, a high barrier and a low 
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Figure 12. Survivor functions for four types of marriage defined by the combination of marital 
commitment and relative dissatisfaction with division of household labor (HC—high marital 
commitment; LC—low marital commitment; DFDHL—different levels of dissatisfaction between 
spouses in 1992; EQDHL—same levels of dissatisfaction between spouses in 1992) 
attraction or a low barrier and a high attraction posed a similar risk of marital dissolution. 
Figure 13 shows the survivor functions of the four types of marriage defined by the 
combination of marital commitment and relative egalitarianism. The "DFEGA" indicates different 
levels of egalitarianism between spouses in 1992. The "EQEGA" indicates the same levels of 
egalitarianism between spouses in 1992. The Wilcoxon test indicated the four survivor functions 
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Figure 13. Survivor functions for four types of marriage defined by the combination of marital 
commitment and relative egalitarianism (HC—high marital commitment; LC—low marital 
commitment; DFEGA—different levels of egalitarianism between spouses in 1992; 
EQEGA—same levels of egalitarianism between spouses in 1992) 
were not the same ( p  =  .0033) . Couples in the HCEQEGA group tended to experience marital 
dissolution at a slower rate than couples in each of the other three groups. As for these other three 
groups, their survival curves were indeed crossed and it was hard to differentiate clearly their 
differences in a meaningful way. 
Finally, Figure 14 shows the survivor functions of the four types of marriage defined by 
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Figure 14. Survivor functions for four types of marriage defined by the combination of marital 
commitment and relative labor income (HC—high marital commitment; LC—low marital 
commitment; MORE—Husbands earned more than or equal to wives during 1989-1992 on 
average; LESS—Husbands earned less than the wives during 1989-1992 on average) 
marital commitment and relative labor income. The "MORE" represents cases in which husbands 
earned a weekly income that was greater than or equal to their wives' weekly income during 
1989-1992 on average. The "LESS" represents cases in which husbands who earned a weekly 
income that was less than their wives' weekly income during 1989-1992 on average. Again, the 
Wilcoxon test indicated the four survivor functions were not the same (p - .0087). The 
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HCMORE group tended to experience marital dissolution at a slower rate than the group of (1) 
LCLESS, and (2) LCMORE. It seemed that marital commitment had a stronger effect in 
determining the survival experience of couples than the relative labor income. 
In summary, generally speaking, marriages with high barriers and high attractions had a 
higher chance to survive at all times than marriages with low barriers and low attractions, as 
hypothesized. However, this conclusion did not apply to the findings in which attraction was 
measured by marital quality. In addition, contrary to the hypothesis, the chance of survival for 
marriages with low barriers and high attraction was not obviously higher than that for marriages 
with high barriers and low attractions. Also contrary to the hypothesis, the spouses' same level of 
egalitarianism did not have a protective effect on the survival of marriages. In contrast, the 
spouses' different levels of egalitarianism did have such effect. 
Finally, it is important to keep in mind that the conclusions derived from the comparison of 
survival curves of 4 types of marriage were based on variables constructed in a different way from 
those variables used in the earlier AFT modeK Therefore, the conclusions from both sections 
might have slight differences, though the general conclusions regarding each variable were similar. 
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DISCUSSION 
Using Pearlin and colleagues' Stress Process Theory and Levinger's social psychological 
perspective on marital dissolution, the present study examined the manner in which dyadic 
properties of couples influenced the occurrence and timing of marital dissolution of long-time 
married couples. In order to capture the idea of chronic strains, multiple waves of data were used. 
In addition, unlike many previous studies which used individual spouses as the unit of analysis 
when discussing marital dissolution, the present study used couples as the unit of analysis. 
Therefore, all the conclusions were based upon couples, not individuals. 
Results from PROC LIFETEST indicated that the risk of marital dissolution for long-time 
married couples increased as the length of the marriages increased; however, this pattern is not 
seen in those marriages that lasted longer than 30 years. Log-normal models revealed several 
important results. The controls (i.e., educational level, number of children, age at marriage, and 
divorce experience) used in the present study did not significantly influence the timing of marital 
dissolution of the long-time married couples. Furthermore, results indicated that couples who had 
been married for a longer period of time tended to experience marital dissolution later than did 
those who were married for a shorter period. 
The insignificance of "age at marriage" contradicted the hypothesis posed here and in other 
studies. However, an earlier study conducted by South and Spitz (1986), which only included 
married women, might explain this finding. In that study, the negative impact of early marriage on 
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marital dissolution was found to slightly decrease as marital duration increased. An individual's 
maturity as well as knowledge of marriage tended to offset the drawbacks of early marriage. Such 
an explanation also might apply to the IYFP couples, who were married for almost twenty years 
during the first wave of data collection. 
Also contradictory to the hypothesis, the divorce experience of either spouse did not have a 
noticeable influence on the timing of marital dissolution; although there was a slight tendency (not 
significant) for couples who had been married before (in other words, this was not their first 
marriage) to experience marital dissolution earlier than their counterparts. Two possibilities might 
explain such an insignificant result. First, the divorce experience of either spouse had a .39 
correlation (p < .01) with age at marriage. It is possible that these two variables provided 
overlapping information, thus their individual unique importance was decreased when another 
variable was included in the analysis. Second, it is possible that remarried people who had the 
strongest tendency to divorce again were indeed divorced during the time that families were 
initially recruited into IYFP and were therefore ineligible (because they were not married). 
Conversely, those remarried people included in the IYFP survey might tend to be those who 
learned from their divorce experience (e.g., choosing more compatible partners, or greater 
maturity), and thus were able to at least remain married for 18 years (i.e., at the first wave of 
IYFP). 
The number of children was not significantly associated with the timing of marital dissolution. 
There are three possible explanations for this phenomenon. First, there was a -.26 ( p  <  .01) 
correlation between number of children and year of marriage. As a result, number of children was 
not significant when year of marriage, a very strong predictor, was also included in the analysis. 
Second, during 1989 and 1992, when the dyadic relationship of couples was observed, children 
were about 13 to 17 years old. Raising a teenager might be challenging. The challenge apparently 
increased if there were more children in this age range in the household. As a result, the dyadic 
relationship of couples might be negatively influenced to a great extent. Even if this is the case, 
some couples might have remained married for the sake of the children. Thus, their marriage 
survived during the first four years of the study (1989-1992), and their marriages might have been 
improving between 1993 and 2000 when marital dissolution was investigated in the present study. 
The educational level of couples was also not significantly associated with the timing of 
marital dissolution, regardless of whether dyadic variables were included in the analysis or not. 
This variable significantly correlated with age at marriage ( r = .25, p < .01). As a result, when 
both variables were included in the analysis, the unique contribution of education was not strong 
enough to predict the timing of marital dissolution. It is also possible that less educated couples 
compensated for their lack of education as they grew older and learned from experience. Perhaps 
educational level was only important for short-time marriages and not for long-time marriages. 
108 
Comparing the dyadic variables 
Among the dyadic variables examined in the present study, marital quality was found to be 
the best predictor of the timing of marital dissolution, as hypothesized using the framework of the 
"stress process" model. The results of a log-normal model (Model 3 in Table 6) of marital quality 
showed two out of three group comparisons were statistically significant. In other words, couples 
who had a consistently low level of marital quality tended to experience marital dissolution sooner 
than both (a) couples who had a chronically high level of marital quality and (b) couples whose 
marital quality increased, decreased, or remained at the medium level over the years. Other dyadic 
variables, which were considered "chronic strains," had less of an influence on the survival of 
long-time marriage than did marital quality. For instance, marital commitment seemed to be a 
better predictor than other strains (i.e., hostility, low warmth/support, relative dissatisfaction with 
the division of household labor, relative labor income, and relative egalitarianism). However, the 
results of the log-normal model (Model 3) of commitment showed that only one out of three 
(instead of two out of three) group comparisons was statistically significant. This indicated that 
couples who suffered from the marital strain of "low commitment" were more likely to experience 
marital dissolution sooner than were couples who did not suffer from that type of strain at all from 
1989 to 1990 and from 1991 to 1992. 
The survival curve of four types of marriage defined by marital commitment and marital 
quality also supported this conclusion. Results indicated that couples with low marital quality 
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tended to experience marital dissolution early, regardless of their high marital commitment. This 
finding corresponded to the findings indicating the importance of marital happiness in long-time 
marriages (White & Booth, 1991). This result also indicated that although there were various kinds 
of rewards within the marriage (Levinger, 1976), some rewards, e.g., marital quality, are better at 
keeping long-time married spouses together than are other kinds of rewards, e.g., warmth/support. 
Furthermore, since only one dyadic variable in the present study—namely, marital 
commitment—was considered a barrier to leaving a marriage (Levinger, 1976), this study was 
unable to conclude whether rewards or barriers within the marriage are more likely to increase the 
chance of survival of long-time marriage. 
As discussed earlier, the effect of hostility on the timing of marital dissolution was somewhat 
influenced by the existence of other study variables that were not statistically independent of 
hostility. However, results still suggested that couples who suffered from such a marital strain (i.e., 
chronically hostile) tended to experience marital dissolution sooner than did those couples who 
remained at the median level of hostility or who increased and decreased their level of hostility 
over the years. In other words, marriages were harmed less if couples did not suffer from this 
chronic strain. Results also suggested that warmth/support was unimportant in predicting the 
timing of marital dissolution. Although both hostility and lack of warmth/support were marital 
strains that fall within the dimension of "lack of affective exchange," it seemed that lack of 
warmth/support did not harm long-time marriages as much as hostility. 
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Another dyadic variable, relative dissatisfaction with division of household labor, was 
constructed using only one wave of IYFP data. Results suggest that as the relative dissatisfaction 
with the division of household labor increased one unit, the marriage had a 3.53% shorter survival 
time. This implied that even a temporal strain of this type had the potential of shortening the 
timing of marital dissolution. 
Relative labor income was considered a chronic strain within the dimension of "frustration of 
role expectations." Results suggested that couples whose husbands' earnings were greater than or 
equal to that of their wives in both 1989 and 1992 were married 13.50% longer than were those 
couples whose husbands' earnings were greater than or equal to that of their wives in one of the 
years but less in the other year. Unfortunately, as mentioned earlier, the estimated coefficients of 
this variable were not reliable. Thus, findings involving income must be interpreted with caution. 
In retrospect, the unreliable result regarding relative labor income might be eliminated, or at 
least improved, by constructing the measure itself better. It is very possible that within these 
Midwest families, husbands tend to be the main breadwinner or they tend to earn a higher income 
than their employed wives. Therefore, instead of assigning couples into groups of (a) Husbands 
earn more than or equal to X of family weekly income, (b) Varying, and (c) Husbands earn less 
than y2 of family weekly income, future studies may include groups such as (a) Husbands earn 
more than or equal to % of family weekly income, (b) Varying, and (c) Husbands earn less than 
% of family weekly income. The % is simply an arbitrary number. Other ratio choices are worth 
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trying, e.g., % . The point is to try ratios that would indicate that the husband earn the vast 
majority of the family's income. 
Relative egalitarianism was also constructed using one wave of IYFP data. The result in the 
present study suggested that the difference between couples' levels of egalitarianism did not 
significantly influence the timing of marital dissolution. In fact, the data showed that couples with 
similar levels of egalitarianism had a slight tendency to experience marital dissolution earlier than 
did couples exhibiting different levels of egalitarianism. This result was quite different from that 
obtained by Lye and Biblarz (1993), who used married individuals, instead of couples, as the unit 
of analysis in their cross-sectional study. Future studies exploring the manner in which 
egalitarianism influences marital dissolution are suggested. 
In conclusion, the findings suggest that there is a tendency for long-time marriages to survive 
even though one spouse may feel disappointed with his or her partner's contribution to income and 
household labor. Long-time marriages could also survive even if there was low warmth/support 
between spouses. However, long-time marriages could not survive very long if couples were 
hostile toward each other, lacked commitment, and, most importantly, had low marital quality. 
Limitations of the study 
The present study is not without limitations. Its generalizability is limited because the study 
participants were all White and all lived in the Midwest. Moreover, the marriages were relatively 
stable. As a result, the occurrence and timing of marital dissolution might be underestimated. 
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Unavoidable dependence among the study variables also influenced the parameter estimations to a 
certain extent. In addition, to avoid excluding more uncensored cases, two dyadic variables were 
constructed using only one wave of data. As a result, the chronic nature of these two variables 
could not be examined. 
Another limitation comes from the three-level categorical variables defined for marital quality, 
marital commitment, hostility, and warmth/support in the present study. As explained earlier, it was 
necessary to put couples without chronically high and low levels of dyadic properties together into 
one single large group, i.e., the "Mixed" group. Using hostility as an example, this group included 
couples whose hostility increased from low to medium, from medium to high, or from low to high 
levels in the "early" and the "late" waves. Couples whose hostility level decreased from high to 
medium, from medium to low, or from high to low levels across waves also belonged to this group. 
This group also included couples who had medium levels of hostility across waves. 
The potential problem is couples in these subgroups might have different experiences with 
marital dissolution. It is possible that couples in one of these subgroups had a higher chance of 
dissolving their marriages and dissolved them in an earlier year than did couples in other 
subgroups. Under this circumstance, forcing different subgroups into one single large group could 
lead to the loss of important information. 
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Implications 
While several recent studies show the importance of the changing characteristics of couples in 
predicting marital outcomes (e.g., Lorenz, et al., 2001; Wickrama et al., 2004), the present study 
finds that the stable characteristics of couples (e.g., chronically low levels of marital quality and 
commitment, and chronically high level of hostility) can never be ignored. 
Gottman and Levenson (2000) find that couples who divorced 14 years after their wedding 
tend to show a lower level of positive affect rather than a higher level of negative affect. However, 
in the present study, couples who divorced within the third decade of their marriage (on average, 
i.e., during the 22nd-29th year) were still characterized by a chronically high level of hostility, 
which was observed years before marital dissolution. Therefore, future studies should continue to 
pay attention to the harmful influence of negative affect (e.g., hostility) exchanged between 
long-time married spouses. 
Findings of the present study support the argument that hostility and warmth/support have 
independent effects on marital stability (Lorenz et al., 2001). However, due to the unavoidable 
dependence between these two variables and the weaker predictability of warmth/support shown in 
the previous and the present studies, future studies focusing on long-time marriages might consider 
only including hostility in the analyses. Or, consider using measures that can eliminate the 
dependence between hostility and warmth—e.g., hostility minus warmth (Matthews, et al., 1996; 
Wickrama, et al., 2004). 
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This study suggests that one should be cautious when interpreting the results of regression 
analyses (including logistic regression) when the variables included are correlated to a certain 
extent. For example, variable X might be insignificant in a small model but it may become 
significant in a larger model due to the inclusion of Z (another variable), which is correlated with 
X. 
The findings of this study have implications for marital therapists, because factors associated 
with the dissolution of long-term marriages are identified. This can be helpful for therapists 
working with long-time married couples. Since not all types of marital strains have the same 
degree of influence on marital dissolution, those types that are relatively critical should be taken 
into consideration during the early stages of therapy. For instance, instead of focusing on the 
frequency with which husbands express affection, one should instead focus on helping clients 
control hostility. As the present study shows, hostility is far more damaging to the stability of 
long-time marriages than is low warmth/support. 
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APPENDIX A. MEASURES USED IN THE STUDY 
Dyadic variables 
Marital quality 
1. How happy you are, all things considered, with your marital relationship? 
2. All in all, how satisfied are you with your marriage? 
Marital commitment 
1. How much do you want your relationship with your spouse to continue and be a success? 
2. How hard are you willing to work to make your marriage a success? 
Hostility 
1. Hostility 
2. Angry coercion 
3. Anti-social behavior 
Warmth/support 
1. Warmth/support 
2. Communication 
3. Pro-social behavior 
Egalitarianism 
1. Husbands should be just as involved as wives in raising their children. 
2. Husbands should earn a living and wives should run the home. 
3. In general, I think wives should not work outside the home. 
4. Husbands need to contribute as much as wives to household chores and responsibilities. 
Dissatisfaction with division of household labor 
1. How satisfied are you with your spouse's contribution to completing household chores, 
such as doing the laundry, cleaning, preparing meals, and so on? 
2. How satisfied are you with your spouse's contributions to raising your children? 
Income 
1. How would you describe your current (employment) situation? 
2. About how many hours per week do you normally work on this job? 
3. How are you paid? 
116 
Controls 
Education 
Year of formal education? 
Number of children 
How many children do you have altogether, either living at home or outside the home? 
Age at marriage 
1. Year of marriage 
2. Year of birthday 
Divorce experience of either spouse 
Have you been married more than once? 
Year of marriage 
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28.0000* 33 
28.0000* 33 
29.0000 34 
29.0000 35 
29.0000 0.8696 0.1304 0.0209 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
29.0000* 36 
30.0000 37 
30.0000 38 
30.0000 39 
30.0000 0.8388 0.1612 0.0252 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
30.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31 .0000* 40 
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150 
149 
148 
147 
146 
145 
144 
143 
142 
141 
140 
139 
138 
137 
136 
135 
134 
133 
132 
131 
130 
129 
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119 
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117 
116 
115 
114 
113 
112 
111 
110 
109 
108 
107 
106 
105 
104 
103 
102 
101 
100 
99 
98 
97 
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95 
94 
93 
92 
91 
90 
89 
88 
87 
86 
85 
84 
83 
82 
81 
80 
79 
78 
77 
76 
75 
74 
73 
72 
71 
70 
69 
68 
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31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
31.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
32.0000* 40 
33.0000* 40 
33.0000* 40 
33.0000* 40 
33.0000* 40 
33.0000* 40 
33.0000* 40 
33.0000* 40 
33.0000* 40 
34.0000* 40 
34.0000* 40 
34.0000* 40 
34.0000* 40 
34.0000* 40 
34.0000* 40 
35.0000* 40 
35.0000* 40 
35.0000* 40 
35.0000* 40 
35.0000* 40 
35.0000* 40 
36.0000* 40 
36.0000* 40 
36.0000* 40 
37.0000* 40 
39.0000* 40 
41.0000* 40 
41.0000* 40 
43.0000* 40 
46.0000* 40 
NOTE: The marked survival times are censored observations 
Summary of the Number of Censored and Uncensored Values 
Percent 
Total Failed Censored Censored 
307 40 267 86.97 
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66 
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64 
63 
62 
61 
60 
59 
58 
57 
56 
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54 
53 
52 
51 
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49 
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44 
43 
42 
41 
40 
39 
38 
37 
36 
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33 
32 
31 
30 
29 
28 
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26 
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24 
23 
22 
21 
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1 6  
15 
14 
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1 2  
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5 
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