Abstract. Let f and g be weakly holomorphic modular functions on Γ 0 (N ) with the trivial character. For an integer d, let Tr d (f ) denote the modular trace of f of index d. Let r be a rational number equivalent to i∞ under the action of Γ 0 (4N ). In this paper, we prove that, when z goes radially to r, the limit QĤ (f ) (r) of the sum 
Introduction
The j-invariant function is defined by Zagier [24] proved that the generating series of Tr d (j 1 ), defined by and the multiplier system χ 3 θ on Γ 0 (4). Here, θ(z) := 1 + 2 ∞ n=1 q n 2 is the theta function, and χ θ is the theta multiplier system of weight (4) . In this paper, we use the convention: z = |z|e iarg(z) , −π < arg(z) ≤ π as in [9] . Bruinier and Funke [10] extended the result of Zagier to weakly holomorphic modular functions on modular curves of arbitrary genus.
For d > 0, the modular trace Tr d (j 1 ) of index d is defined by the sum of cycle integrals of j 1 . Cycle integrals were used to define the Shintani lifting in [22] , and Kaneko [17] used them to compute values of j(τ ) at real qudratics.
Let us assume that d > 0, and that Q(x, y) = ax 2 + bxy + cy 2 is in Q d . If a, b, and c have no non-trivial common divisor, then, for a non-square integer d, we let t and u be the smallest half-integral solutions of the Pell equation t 2 − du 2 = 1, and
−2au t−bu ∈ SL 2 (Z). Let δ be the greatest common divisor of a, b, and c, and Q ′ := Q/δ. Then c(Q) denotes any rectifiable curve in H from z to g Q ′ z, where z is any point on H. (see [14, Section 1] for the definition of Tr d (j 1 ) when d is a square of an integer). In [14] , Duke, Imamoḡlu, and Tóth proved that the generating series of Tr d (j 1 ) for d > 0, defined by
is a mock modular form of weight 1 2 and multiplier system χ θ on Γ 0 (4) such that its shadow is −2g 1 in (1.1), i.e., ξ 1 2 F = −2g 1 , where ξ k := 2iy
, y is the imaginary part of z, andF is a harmonic weak Maass form of weight 1 2 on Γ 0 (4) obtained as a completion of F . Recently, Bruinier, Funke, and Imamoḡlu [11] generalized the result of Duke, Imamoḡlu, and Tóth to weakly holomorphic modular functions on modular curves of arbitrary genus. They also gave a geometric interpretation of Tr d for square integers d.
In this paper, we investigate connections between Tr d (f ) (d > 0) and Tr d (f ) (d < 0) for a weakly holomorphic modular function f by considering a certain asymptotic behavior of twisted sums of Tr d (f ) over d > 0 and d < 0, respectively. For this purpose, we define a regularized twisted L-function of a weakly holomorphic modular form, which has a meromorphic continuation on C and satisfies a certain functional equation.
To state our main theorem, we introduce more notation. Let N be a positive integer. For k ∈ are regularized integrals, as defined by Bruinier, Funke, and Imamoḡlu [11] (for their precise definitions, see Section 2).
It was proved in [11] for all primes p|N. For a weakly holomorphic modular function f on Γ 0 (N) with an arbitrary positive integer N, we give an explicit expression for W (f ) in Section 2.4.
Z, let g be a weakly holomorphic modular form in M ! k (Γ 0 (4N)). Let Γ(s, x) be the incomplete gamma function as in (6.5.3) of [1] (see also Section 3 of [9] ). Assume that, for each
has a Fourier expansion of the form
where κ γ ∈ [0, 1) and λ γ is a positive integer. If γ = I, then we drop γ from the notation. For r ∈ Q, we define a regularized twisted L-function of g associated with r by
, where δ κγ ,0 is the Kronecker delta, and
is independent of the choice of γ (see Lemma 4.1 (2)). To state the first theorem, we introduce some notations. For odd d, let ε d be defined by
If d is an odd prime, then let We also let 0 ±1 = 1. The following theorem shows that, as z approaches a rational number, the limit of the sum d>0 Tr d (f )e 2πidz is a special value of a regularized twisted L-function defined by
with Fourier expansion as in (1.2) , and that its constant coefficients vanish at all cusps of Γ 0 (N). If r = a c is a rational number such that c ≡ 0 (mod 4N), gcd(a, c) = 1 and c > 0, then
where
Z. The regularized L-functions of weakly holomorphic modular forms satisfy the following properties (for the details, see Proposition 4.1 in Section 4).
(1) The series L reg r (g, s) defined in (1.6) converges absolutely on C except s = 0 and s = k. (2) If g is a cusp form, then the usual L-function L(g, s) of g is the same as L reg 0 (g, s). Remark 1.3. The limit in (1.7) is the radial limit that was used by Ramanujan in explaining what he meant by a mock theta function, in his last letter to Hardy (for example, see [2] ). Ramanujan claimed that, for a mock theta function f (q) and a root of unity ζ, there is a modular form θ f,ζ (q) such that the difference
is bounded as q → ζ radially. Watson [23] was the first to prove Ramanujan's claim concerning the mock theta function
Folsom, Ono, and Rhoades [16] gave a new proof of this result, and obtained a simple closed formula for the suggested O(1) constants as values of a "quantum" q-hypergeometric series. The authors and Rhoades [12] computed the radial limit of (1.8) by using special values of the twisted L-functions of their shadows.
Duke, Imamoḡlu, and Tóth [13, 14] studied period functions of modular integrals whose Fourier coefficients are given by cycle integrals of certain weakly holomorphic modular forms. Note that H(f ) defined in (1.3) is a mock modular form of weight 1 2 . The following corollary describes the limit behavior of period functions of the mock modular form H(f ).
For r ∈ Q equivalent to i∞ under the action of Γ 0 (4N), let
In the following theorem, we prove that, for two weakly holomorphic modular functions f and g on Γ * 0 (N) with a square-free integer N, if QĤ (f ) (r) and QĤ (g) (r) have the same values at rational numbers r equivalent to i∞ under the action of Γ 0 (4N), then Tr d (f ) = Tr d (g) for each index d. Theorem 1.5. Let N be a square-free integer and f, g ∈ M ! 0 (Γ * 0 (N)) such that their constant terms vanish in Fourier expansions at i∞. Suppose that the identity
holds for all rational numbers r equivalent to i∞ under the action of Γ 0 (4N). Then, for each integer d,
The remainder of this paper is organized as follows. In Section 2, we review the basic notions of modular traces and their modularity which were proved by Duke, Imamoḡlu, Tóth [14] and Bruinier, Funke, Imamoḡlu [11] . In Section 3, we define regularized Eichler integrals for weakly holomorphic modular forms, and then we prove that the regularized Eichler integrals are well defined and that, for a harmonic weak Maass form f , the nonholomorphic part of f is the same as the regularized Eichler integral of its shadow. In Section 4, we define a regularized L-function for a weakly holomorphic modular form, and we prove that the regularized L-function is meromorphic on C and satisfies a certain functional equation. In Section 5, we prove Theorem 1.1 and Corollary 1.4. In Section 6, we review the Eichler-Shimura cohomology theory for weakly holomorphic modular forms, which were proved by Bruggeman, Choie, and Diamantis [7] . And then, by using the result, we prove that there is no nonzero harmonic weak Maass form of half integral weight such that its holomorphic part is zero. In Section 7, we prove Theorem 1.5.
Modular traces and their modularity
In this section, we review basic notions of harmonic weak Maass forms, definitions of modular traces of weakly holomorphic modular functions, and the results [11, 14] on modularity of modular traces of a weakly holomorphic modular function. We follow the notation in [11] (see also [18, 20, 22] ).
Harmonic weak Maass forms.
A harmonic weak Maass form represents a special case of the real analytic modular forms introduced by Maass [21] . For z ∈ H, let x (resp. y) denote the real part (resp. imaginary part) of z. Let
For γ = ( a b c d ) ∈ Γ 0 (4N) and a function f on H, we have a slash operator defined by
where γz = az+b cz+d . Definition 2.1. A harmonic weak Maass form of weight k on Γ 0 (4N) is a smooth function on H satisfying the following properties
there exists a constant δ > 0 such that
Let H k (Γ 0 (4N)) denote the space of harmonic weak Maass forms of weight k on Γ 0 (4N). Let
e −t t −k dt, which converges for k < 1 and is holomorphically continued in k (for x = 0) in the same manner as the gamma function. If f is a harmonic weak Maass form in
Here, c(y) = log y if k = 1 and c(y) = y 1−k otherwise. It was proved that there is a constant C > 0 such that the Fourier coefficients satisfy
(see [9, Lemma 3.4] ). In this decomposition, f + (resp. f − ) is called the holomorphic part (resp. nonholomorphic part) of f . Remark that this decomposition depends on the choice of the branch. In this paper, we follow the choice of the branch in [9] .
2.2. Quadratic spaces. Let (V, Q) be the 3-dimensional quadratic space over Q given by
with the quadratic form Q(X) := −Ndet(X). We let G = Spin(V ), viewed as an algebraic group over Q, and writeḠ for its image in SO(V ). The corresponding bilinear form is (X, Y ) = Ntr(XY ), and its signature is (2, 1). The group SL 2 (Q) acts on V by
for X ∈ V and g ∈ SL 2 (Q), which gives rise to isomorphisms G ∼ = SL 2 andḠ ∼ = PSL 2 .
We realize the associated hermitian symmetric space as the Grassmannian of negative lines in V (R)
We identify D with the complex upper half plane H as follows. Let z 0 ∈ D be the line spanned by ( 0 1 −1 0 ). Its stabilizer in G(R) is equal to K = SO (2) . For z = x + iy ∈ H, we choose g z ∈ G(R) such that g z i = z and put
We obtain the isomorphism Φ :
Let L ⊂ V (Q) be an even lattice of full rank and write L ′ for the dual lattice of L. Let Γ be a congruence subgroup of Spin(L) which takes L to itself and acts trivially on the discriminant group L ′ /L. We set M := Γ \ D.
Since V is isotropic, the modular curve M is a non-compact Riemann surface. The group Γ acts on the set Iso(V ) of isotropic lines in V . The cusps of M correspond to the Γ-equivalence classes of Iso(V ), with i∞ corresponding to the isotropic line l 0 spanned by u 0 := ( 0 1 0 0 ). For l ∈ Iso(V ), we pick σ l ∈ SL 2 (Z) such that σ l l 0 = l and set u l := σ −1 l u 0 . We let Γ l be the stabilizer of l in Γ. Then
for some α l ∈ Z >0 . There is β l ∈ Q >0 such that β l u l is a primitive element of l ∩ L. We write ǫ l := α l /β l .
Modular traces.
For X ∈ V of negative length Q(X) = m < 0, we put z X := RX ∈ D. We also write z X for the corresponding point in H and we have
= m} with finitely many orbits. For a function f on M, we define a modular trace of index m < 0 by
For X ∈ V of positive length Q(X) = m > 0, we define a modular trace by using the period
f (z)dz X as follows. We define a geodesic c X in D via
We also write c X for the corresponding geodesic in H and, for X = b 2c
where Re(z) denotes the real part of z ∈ C. We orient the geodesics as follows. For X = ± ( 1 0 0 −1 ), the geodesic c X = ±(0, i∞) is the imaginary axis with the indicated orientation. The orientation preserving action of SL 2 (R) induces an orientation for all c X . We define the line measure dz X for c X by dz X := ± dz √ mz for X = ± m/N (
We set c(X) := Γ X \ c X , and we use the same symbol for the image of c(X) in M. The stabilizer Γ X is either trivial or infinite cyclic. IfΓ X is infinite, then c(X) is a closed geodesic in M. Hence, for a continuous function f on M, the period c(X) f (z)dz X converges.
is an infinite geodesic and we need to regularize the period c(X) f (z)dz X . Assume that X with Q(X) = m > 0 gives rise to an infinite geodesic in
with a l (n) = 0 for n ≪ 0. Note that X ⊥ is split over Q, a rational hyperbolic plane spanned by two rational isotropic lines l X andl X . Note thatl X = l −X . We can distinguish these isotropic lines by requiring that l X represents the endpoint of the oriented geodesic. The geodesic c X is explicitly given in D ∼ = H by c X = σ l X {z ∈ D| z = Φ(r + it) for some t > 0}.
We call r = Re(c X ) the real part of the geodesic c X . Pick a number c > 0. We set
,r is the real part of c −X and EI(w) is defined by
Then, we define the trace for positive index m and h ∈ L ′ /L of f by
Here, if X is a closed geodesic, then
By Proposition 4.7 of [10] , we have
where δ l (m, h) = 1 if there exists a vector X ∈ L m,h such that c X ends at the cusp l and δ l (m, h) = 0 otherwise. If such X exists, then r ± is the real part of ±X. In particular, tr c m,h (f ) = 0 for m ≫ 0. To define the trace for the index (0, h), we need to truncate M as follows. For every cusp l ∈ Γ \ Iso(V ), we choose sufficiently small neighborhood U l . We write q l := e 2πi(σ −1 l z/α l ) with z ∈ U l for the local variable around l ∈M , whereM is the compact Riemann surface obtained by adding a point for each cusp
. We truncate M by setting
We define the regularized average value of a function f on M by
For h ∈ L ′ /L, we define the trace of f for the index (0, h) by
2.4. Modularity of modular traces. In this subsection, we review results on modularity of modular traces of a weakly holomorphic modular function. Let Mp 2 (R) be the two-fold metapletic cover of SL 2 (R) realized as the group of pairs (g, φ(g, z)), where g = ( a b c d ) ∈ SL 2 (R) and φ(g, z) is a holomorphic square root of the automorphy factor j(g, z)
the inverse image of SL 2 (Z) under the covering map. We denote the standard basis of the group
a harmonic weak Maass form of weight k for Γ ′′ with representation ρ L if ∆ k (f ) = 0 and f has at most linear exponential growth at the cusps of Γ ′′ . In [14] , Duke, Imamoḡlu, and Tóth proved that the generating series of
is a mock modular form of weight 1 2 and multiplier system χ θ on Γ 0 (4) such that its shadow is the weakly holomorphic modular form −2g 1 , where
theorem is the extension of [14] , by Bruinier, Funke, and Imamoḡlu [11] , to weakly holomorphic modular functions on modular curves of arbitrary genus.
be a weakly holomorphic modular function whose constant coefficients a l (0) vanishes at all cusps l. Then, the generating seriesĜ(f ) = h∈L ′ /LĜ (f ) h e h is a harmonic weak Maass form of weight
Here, erfc(w) = 2 √ π ∞ w e −t 2 dt is the complementary error function.
We consider the lattice
Its dual lattice is
gives a scalar-valued form of weight k for Γ 0 (4N). From this, we have the following corollary.
) be a weakly holomorphic modular function whose constant coefficients a l (0) vanish at all cusps l. Then,
is a harmonic weak Maass form in
,h (f ). In particular,
we have
Although this corollary was explained in [11] , we will sketch the proof for the convenience of the reader (see also [10, Section 6] 
Z, we can correspond an integral binary
Z, then the discriminant of g X is 4Nm ∈ Z. With this correspondence, if m < 0, we have
The number 2 comes from the fact that the left hand side counts positive and negative definite binary quadratic forms of discriminant m. If m > 0, then we have
The number 2 √ N comes from the fact that
. Finally, note that
From the relations (2.5), (2.6), and (2.7), we can see that 
Regularized Eichler integrals
Let g be a weakly holomorphic modular form in
has a Fourier expansion of the form as in (1.5). For a complex number z, let Re(z) and Im(z) denote the real and imaginary part of z, respectively.
We consider an integral of the form
Let us fix z 1 and z 2 such that Im(z 1 ) + Im(z 2 ) > 0. For Re(α) ≪ 0 and Re(β) ≫ 0, the above integral converges absolutely and defines a holomorphic function of (α, β). If, for a fixed α such that Re(α) ≪ 0, the integral I s (g, z 1 , z 2 , α, β) has analytic continuation at β = 0, then the value of this analytic continuation at β = 0 is denoted by [
has analytic continuation at α = 0, then the value of this analytic continuation at β = 0 is denoted
. If these two continuations exist, we define the regularized Eichler integral associated with g by
More generally, if we let r ∈ Q and γ = ( a b c d ) ∈ SL 2 (Z) such that r = γ(i∞), then the regularized Eichler integral associated with g for a cusp r is defined by
.
Since χ θ (T ) = 1, this definition is independent of the choice of γ, i.e., the right hand side of (3.3) remains the same when we replace γ by ±γT n for n ∈ Z, where T = ( 1 1 0 1 ). For two distinct cusps r 1 and r 2 , we define
for any z 1 ∈ H. Let us note that a regularized integral in (3.4) is independent of the choice of z 1 (see Lemma 3.8 in Section 3.2). In this section, we prove the following theorem.
is well defined for z 1 and z 2 . Moreover, we have
Remark 3.2. It was noted by Bruggeman that one can also use the method in Section 3 of [7] to define the regularized Eichler integrals and to prove their properties obtained in this paper.
Asymptotic behavior of a generalized incomplete gamma function A(x, y, s). To prove the well-definedness of the regularized Eichler integral
for x, y ∈ R and s ∈ C. Note that if y = 0, then the function A(x, y, s) is well defined for x ∈ R and y ∈ R. If y = 0, then we define A(x, y, s) as the analytic continuation of the incomplete gamma function Γ(s + 1, x). This function appears in series expressions of the regularized Eichler integrals (see Lemma 3.5).
It is known that the incomplete gamma function satisfies the following asymptotic properties
s as x → ±∞ (for example see [9, Section 3] ). In the following lemma, as x → ±∞, we prove the asymptotic properties of A(x, y, s) for general y and s.
Lemma 3.3. We assume the above notation.
(1) For each fixed y ∈ R, we have A(x, y, s) ∼ e −x (x + iy) s as x → ±∞.
Proof of Lemma 3.3. First, we consider the case when x goes to ∞. In this case, we only need to prove the part (2) since the part (1) comes by setting c(x) = y. If we use the integration by parts, A(x, c(x), s) is equal to
for x > 0 and n > 0. We take n such that n ≥ 2 and Re(s) − n + 1 < 0. Note that
For t ∈ [x, ∞), we have
The right hand side of (3.8) is equal to
On the other hand, we have
Here, we used (3.9) and the fact that n ≥ 2. If we combine all these limits with (3.6), then we have
Now, we will prove the part (1) as x → −∞. We may assume that y = 0 since the asymptotic properties of A(x, 0, s) comes directly from (3.5). Note that the integral We will use the similar argument as above. Suppose that x < −1. Note that the integral
We take n such that n ≥ 2 and Re(s) − n + 1 < 0. The terms in the last line of (3.11) are constant terms with respect to the x variable. Therefore, they do not contribute in the computation of the limit (3.10) since lim x→−∞ |e −x x s | = ∞. One can also see that
Thus, it is enough to show that (3.12) lim
For t ∈ [x, −1], we have 0 < −t ≤ |t + iy| and |arg(t + iy)| ≤ |arg(x + iy)|.
If we use (3.7), then we obtain (3.13) e
The right hand side of (3.13) is equal to
Therefore, the equation (3.12) holds since the fact that n ≥ 2 implies that
This completes the proof.
In the following lemma, we prove the uniform convergence of a certain series by using Lemma 3.3. 
Since E is bounded, the sets {b(t) | t ∈ E} and {c(t) | t ∈ E} are also bounded. This means that there exists N 2 ∈ N such that A(n(b(t) + α), nc(t), s) e n(b(t)+α) e nβ < 1 2 for all n ≥ N 2 and all t ∈ E. Therefore, for all n ≥ max(N 1 , N 2 ), we have
Hence, the series (3.14) converges uniformly.
3.2.
Well-definedness of regularized Eichler integrals. The following lemma shows that the regularized Eichler integral associated with g defined in (3.2) is well defined for z 1 ∈ H and z 2 ∈ C if s = 1 and Im(z 1 ) + Im(z 2 ) > 0.
Lemma 3.5. Let z 1 ∈ H and z 2 ∈ C. Suppose that s = −1, 4N) ) for n 0 ∈ Z. Then, the regularized Eichler integral associated with g is well defined, and can be written as
where x i (resp. y i ) denotes the real part (resp. imaginary part) of z i for i ∈ {1, 2}.
Proof of Lemma 3.5. By the Fourier expansion of g, we have
Suppose that n + Re(β) > 0 for all n ≥ n 0 and Re(α) < −Re(s) − 1. Then, the integral in the right hand side of (3.15) is well defined and we can exchange the order of summation and integration in (3.15). Thus, we have
We denote the first summand (resp. the second summand) in (3.16) by S 1 (z 1 , z 2 , α, β) (resp. S 2 (z 1 , z 2 , α, β)).
Let us note that Re(α) < −Re(s) − 1. We have
On, the other hand, by applying the change of variables τ = x 1 + i(t − y 2 ), we obtain
×A(2π(n + β)(y 1 + y 2 ), 2π(n + β)(x 2 − x 1 ), s + α).
Let us note that
for a constant C > 0. If we use Lemma 3.3 with (3.17), then, for a fixed α such that Re(α) < −Re(s) − 1, the function I s (f, z 1 , z 2 , α, β) has an analytic continuation to β = 0 as
Finally, if s = −1, then we have
Thus, the regularized Eichler integral
is well defined for z 1 ∈ H, z 2 , s ∈ C with y 1 + y 2 > 0 and s = −1. 
s dτ is not the same as the limit of integrals lim y→∞
s dτ . In fact, this limit does not converge if g has a principal part at the cusp i∞. However, if g is a cusp form, then the limit converges and is equal to 4N) ) with the multiplier system χ 2k θ , the statement of Lemma 3.5 is valid for all multiplier system χ on Γ 0 (4N) of weight k with χ(T ) = 1. (5) If we set z 1 = z 2 = z ∈ H, then we obtain
By the definition of B k (x), we have
, we obtain
Note that the Fourier expansion of
g(τ )(τ − z) k−2 dτ is of the same form with that of the nonholomorphic part of a harmonic weak Maass form of weight 2 − k (see (2.2)). In other words, we have
The following lemma shows that the regularized Eichler integral defined in (3.3) is well defined on certain conditions. Lemma 3.7.
(1) The regularized Eichler integral
dτ is well defined for z 1 ∈ H and z 2 ∈ C with z 2 = r and Im(γ −1 z 1 ) + Im(γ −1 z 2 ) > 0, and equal to
where γ = ( a b c d ) ∈ SL 2 (Z) satisfies r = γ(i∞). In particular, if γ ∈ Γ 0 (4N) and z 2 ∈ H, then the regularized Eichler integral is equal to
(2) If z 2 = r and Re(s) > k − 1, then the regularized Eichler integral (3.3) is well defined for z 1 ∈ H such that Re(z 1 ) = r. Furthermore, it has a meromorphic continuation to all s ∈ C, which has a pole at s = k − 1.
Proof of Lemma 3.7.
(1) For any τ ∈ H and z ∈ H, we obtain
By Lemma 3.5, this integral is well defined for z 1 ∈ H and z 2 ∈ C if z 2 = r and Im(γ
(2) By the definition of the regularized Eichler integral in (3.3), we have
, where γ = ( a b c d ) ∈ SL 2 (Z) satisfying r = γ(i∞). Let z 1 = r + it for t > 0. By applying the change of variables w = γτ − r, we obtain
Then, by the change of variables z = − 1 w , we have
Note that 
Therefore, we obtain
If we employ the Fourier expansion of (cz
If n + κ γ = 0, then, by the change of variables y = z/i, we obtain
n+κγ λγ
By the same argument as in the proof of Lemma 3.5, we obtain
The last integral can be computed as
Therefore, we have
As in the proof of Lemma 3.5, we can see that the series in (3.21) converges absolutely for any s ∈ C except s = k −1 by the asymptotic properties of the incomplete gamma function and Fourier coefficients of g, i.e.,
for a constant C > 0. Hence, this series gives the desired meromorphic continuation.
The following lemma shows that the regularized integral defined in (3.4) is independent of the choice of z 1 .
if each integral is well defined.
Proof of Lemma 3.8. Let us compute the following sum of the integrals
From the definition of the regularized Eichler integral in (3.3), we see that (3.22 ) is equal to
s is holomorphic on H as a function of τ for i = 1, 2, the last sum is equal to
By applying the change of variables w = γ i τ for i = 1, 2, the sum in (3.23) takes the form
Properties of regularized Eichler integrals.
The following lemma shows that the regularized Eichler integral (3.4) satisfies certain transformation properties. 
. If we use (3.24), we have
Note that by the consistency condition of the multiplier system χ 2k θ we have
for w ∈ H and i = 1, 2. If we take w = γ −1 z, then we obtain
for i = 1, 2. This implies that (3.25) is equal to
If we take z 2 = γ −1 z 1 , then by (3.24) we see that (3.26) is equal to
The following lemma shows that we can do some change of variables in the regularized Eichler integrals as we do in the usual integrals.
Then, we have
Proof of Lemma 3.10. Let z 1 ∈ H be fixed. Note that we have
Therefore, by Lemma 3.7, we obtain
Note that we have
for z ∈ H. Therefore, (3.27) is equal to
The formula (3.18) applies to compute the period function of the nonholomorphic part of f in terms of regularized Eichler integrals associated with g.
We may assume that c > 0 since we have
By Lemma 3.7, we have
If we combine (3.18) and (3.28), we have
which completes the proof.
Remark 3.12. The proof of Theorem 3.1 is given by Lemma 3.5, 3.7, and 3.11 and Remark 3.6 (5).
Regularized L-functions
This section is devoted to studying the regularized L-function of a weakly holomorphic modular form. Especially, we prove that the L-function is meromorphic on C and satisfies a certain functional equation.
Let g be a weakly holomorphic modular form in M ! k (Γ 0 (4N) ). Assume that, for each γ = ( a b c d ) ∈ SL 2 (Z), the function (cz + d) −k g(γz) has a Fourier expansion as in (1.5). For r ∈ Q, we define a regularized twisted L-function of g associated with r by
, where δ κγ,0 is the Kronecker delta, and γ = ( a b c d ) ∈ SL 2 (Z) such that r = γ(i∞). When the constant term of g is zero, this L-function was defined in [15] . This definition is independent of the choice of γ (see Lemma 4.1 (2)). 4N) ), then the integral in (4.1) is entire as a function of s. In particular, the definition of L reg r (g, s) is independent of the choice of γ.
Proof of Lemma 4.1.
(1) Note that Γ(s, x), b(n) and b γ (n) have the following asymptotic behaviors
converges absolutely on C except at s = 0 and s = k.
n s Γ(s, 2πn) for n ∈ N. Let A ⊆ C be bounded. Then, we obtain
By the asymptotic behavior of the incomplete gamma function, for a given ǫ > 0, there exists N ∈ N such that if n ≥ N and s ∈ A, then
Moreover, since we have
Therefore, if n ≥ max{N, N ′ } and s ∈ A, then we have
This implies that the series n≫−∞ n =0 f ′ n (s) converges uniformly on A. Therefore, the series
is entire as a function of s. In the same way, we can see that the series
is also entire as a function of s. Hence, L 
g(τ )(τ − r) s−1 dτ for any z 1 ∈ H. Let z 1 = r + it for t > 0. Then, Lemma 3.5 and (3.21) implies
If we combine (4.3) and (4.4), then we obtain
for any t > 0. If we let t = 1, then we see that
for s > k. Therefore, the integral
s−1 dτ can be continued meromorphically to all s ∈ C and is equal to the regularized L-function L reg r (g, s). In the above computation, we need the condition Re(s) > k only for the regularized integral 
for z 1 = r + it ∈ H, and the integral in the right hand side is well defined for all s ∈ C except at s = k. Therefore, we have
Here, we can take any positive real number t > 0. Note that (4.7) is equal to
Here, we used the identity (c 2 ) The following theorem shows that, for g ∈ H 2−k (Γ 0 (4N)), the limit of g + can be described in terms of the special value of the regularized L-function of ξ 2−k (g). 
where b(0) is the constant term of the Fourier expansion of ξ 2−k (g) at the cusp i∞. In particular,
, then we have
(1) When ξ 2−k (g) is a cusp form, it was proved in [12] . (2) Assume that g is a harmonic weak Maass form of real weight k on SL 2 (Z) with η-multiplier system. Let G − be the regular part of g − , i.e.,
For S = (
Proof of Theorem 4.2. Note that
for z ∈ H. Since g + (z) does not have neither principal part nor constant term in the Fourier expansion at the cusp i∞, it decays exponentially as z goes to i∞. Therefore, we have
This implies that (4.8) is equal to
Suppose that z ∈ H. By Theorem 3.1 and Lemma 3.9, we see that
For any z 0 ∈ H, by Lemma 3.7, we have
i. Then by Lemma 3.5, we obtain
By Lemma 3.3 and 3.4, the last limit in (4.10) is equal to
In a similar way, we also see that
,
can be written as in (4.5), we see that (4.8) is equal to 4N) ) and r be a rational number which is equivalent to i∞ under the action of Γ 0 (4N). Then we define Q g (r) by
The following corollary shows that the period function of Q g is the limit value of the period function of g + if the constant term of ξ 2−k (g) at the cusp i∞ vanishes. 4N) ) such that g + does not have neither principal part nor constant term in the Fourier expansion at the cusp i∞. Suppose that the constant term of ξ 2−k (g) at the cusp i∞ vanishes. Let ψ(g) γ = g + − g + | 2−k γ for γ ∈ Γ 0 (4N). Then, we have
for γ ′ ∈ Γ 0 (4N) and r ∈ Q equivalent to i∞ under the action of Γ 0 (4N) with r = (γ ′ ) −1 (i∞). If we combine all these equalities, then we obtain This is the desired result.
6. Eichler-Shimura cohomology for weakly holomorphic modular forms
Knopp [19] used holomorphic functions on the complex upper half plane H to study EichlerShimura cohomology for real weights. In [7] , Bruggeman, Choie, and Diamantis worked with functions on the complex lower half plane H − instead of H to establish the Eichler-Shimura cohomology theory for holomorphic automorphic forms. This approach avoided complex conjugation when dealing with period functions and led to a C-linear map from modular forms to cohomology classes. As remarked in [7] , these two methods in [19] and [7] are equivalent by the involution ι in (1.6) and (1.12) in [7] . In this section, we review the Eichler-Shimura cohomology theory for weakly holomorphic modular forms by following Bruggeman, Choie, and Diamantis [7] . And then, by using a result in [7] , we prove that there is no nonzero harmonic weak Maasss form of half integral weight such that its holomorphic part is zero. Now, we introduce some notions in [7] . A set Ω ⊂ P with excised set E, we shall write E-excised neighborhood.
For k ∈ 
