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A COMBINATORIAL APPROACH TO CENTRAL SET
THEOREM
SAYAN GOSWAMI
Abstract. H. Furstenberg introduced the notion of central set
in terms of topological dynamics and established the central
set theorem. The essence of central set theorem is that it
is the simultaneous extension of van der Waerden’s theorem
and Hindman’s theorem. Later V. Bergelson and N. Hind-
man established a connection between central sets and the
algebra of Stone-Čech compactification and proved that the
central sets are the member of minimal idempotent ultrafil-
ters of discrete semigroup. In some subsequent papers the
central set theorem has been studied more deeply and some
generalizations has been established. Those works use the
techniques of Stone-Čech compactification of discrete semi-
group. In this work we will prove central set theorem via
combinatorial approach using the combinatorial characteri-
zation of central set established by N. Hindman, A. Malkeki
and D. Strauss. Though we will use the combinatorial ap-
proach but the technique of the proof is similar to the proof
of D. De, N. Hindman, D. Strauss.
1. introduction
A subset S of Z is called syndetic if there exists r ∈ N such that
⋃r
i=1 (S − i) =
Z and it is called thick if it contains arbitrary long intervals in it. Sets which
can be expressed as intersection of thick and syndetic sets are called piecewise
syndetic sets.
For a general semigroup (S, ·), a set A ⊆ S is said to be syndetic in (S, ·),
if there exists a finite nonempty set F ⊆ S such that
⋃
t∈F t
−1A = S where
t−1A = {s ∈ S : t · s ∈ A}. A set A ⊆ S is said to be thick if for every finite
nonempty set E ⊆ S, there exists an element x ∈ S such that E · x ⊆ A. A
set A ⊆ S is said to be piecewise syndetic set if there exist a finite nonempty
set F ⊆ S such that
⋃
t∈F t
−1A is thick in S. It can be proved that a
piecewise syndetic set is the intersection of a thick set and a syndetic set.
Central set was defined in terms of topological dynamics by H. Fursten-
berg [4] and it’s equivalent algebraic characterization was established by V.
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Bergelson and N. Hindman in [9]. H. Furstenberg first established the central
set theorem and his proof was in terms of topological dynamics. Later this
theorem was generalized and all those proofs uses the techniques of algebraic
structure of the Stone-Čech compactification of discrete semigroup. One can
see [2] for the details history of central set theorem. Recently we came to
know from [9] that there is no combinatorial approach to central set theorem
is known. So in this work we tried to give a combinatorial approach to cen-
tral set theorem. To do this we will use the combinatorial characterization
of central sets.
Central sets has an combinatorial characterization which will be needed for
our purpose, stated below.
Theorem 1. [6, Theorem 3.8] For a countable semigroup (S, .), A ⊆ S is
said to be central iff there is a decreasing sequence 〈Cn〉
∞
n=1 of subsets of A
such that,
(1) for each n ∈ N and each x ∈ Cn, there exists m ∈ N with Cm ⊆
x−1Cn and
(2) Cn is collectionwise piecewise syndetic ∀n ∈ N.
The following famous central set theorem is due to H. Furstenberg.
Theorem 2. [4] Let A be a central subset of N, let k ∈ N and for each i ∈
{1, 2, ..., k}, let 〈yl,n〉
∞
n=1 be a sequence in Z. There exist sequences 〈an〉
∞
n=1
in N and 〈Hn〉
∞
n=1 in Pf (N) such that
(1) for each n, maxHn < minHn+1 and
(2) for each i ∈ {1, 2, ..., k} and each F ∈ Pf (N),∑
n∈F
(
an +
∑
t∈Hn
yi,t
)
∈ A.
The following theorem is called central set theorem for arbitrary semi-
group.
Theorem 3. Let (S,+) be a countable commutative semigroup, let A be a
central set in S, and for each l ∈ N, let 〈yl,n〉
∞
n=1 be a sequence in S. There
exist a sequence 〈an〉
∞
n=1 in S and a sequence 〈Hn〉
∞
n=1 in Pf (N) such that
maxHn < minHn+1 for each n ∈ N and such that for each f ∈ Φ,
FS

〈an + ∑
t∈Hn
yf(n),t
〉∞
n=1

 ⊆ A,
where Φ is the set of all functions f : N→ N for which f (n) ≤ n for all
n ∈ N.
The following central set theorem is for general commutative semigroup:
Theorem 4. [8, Theorem 14.8.4, page 337] Let (S,+) be a commutative
semigroup. Let C be a central subset of S. Then there exist functions α :
Pf
(
SN
)
→ N such that
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1) let F,G ∈ Pf
(
SN
)
and F ( G, then maxH (F ) < minH (G),
2) whenever r ∈ N, G1, G2, ..., Gr ∈ Pf
(
NS
)
such that G1 ( G2 ( ..... (
Gr and for each i ∈ {1, 2, ...., r}, fi ∈ Gi one has
r∑
i=1

α (Gi) + ∑
t∈H(Gi)
fi (t)

 ∈ C.
Various stronger non-commutative version of the above central set theorem
can be found in [3].
There is an important set, which is intimately related to central set theo-
rem is known as J-set. In commutative semigroup it is defined as,
Definition 5. [7] Let (S,+) be a commutative semigroup and let A ⊆ S is
said to be a J-set iff whenever F ∈ Pf
(
SN
)
, there exist a ∈ S andH ∈ Pf (N)
such that for each f ∈ F, a+
∑
t∈H f(t) ∈ A.
In non-commutative case the situation is little different. Here the analo-
gous notion of J-sets are defined as,
Definition 6. [8, Definition 14.14.1, page 342] Let (S, ·) is a semigroup.
(1) T = SN
(2) For m ∈ N, Jm =
{
(t (1) , t (2) , . . . , t (m)) ∈ Nm :
t (1) < t (2) < . . . < t (m)
}
(3) Given m ∈ N, a ∈ Sm+1, t ∈ Jm and f ∈ T ,
x (m,a, t, f) =

 m∏
j=1
(a (j) · f (t (j)))

 · a (m+ 1)
(4) A ⊆ S is called a J − set iff for each F ∈ Pf (T ), there exists m ∈ N,
a ∈ Sm+1, t ∈ Jm such that, for each f ∈ T ,
x (m,a, t, f) ∈ A.
We will use the Hales-Jewett theorem in our proof. The following is a brief
introduction to that theorem.
Conventionally [t] denotes the set {1, 2, . . . , t} and words of length N over
the alphabet [t] are the elements of [t]N .A variable word is a word over [t]∪{∗}
in where ∗ occurs at least once and ∗ denotes the variable. A combinatorial
line is denoted by Lτ = {τ(1), τ(2), . . . , τ(t)} where τ(∗) is a variable word
and Lτ is obtained by replacing the variable ∗ by 1, 2, . . . .t.
The following theorem is due to Hales-Jewett.
Theorem 7. [5] For all values t, r ∈ N, there exists a number HJ(r, t) such
that, if N ≥ HJ(r, t) and [t]N is r colored then there will exists a monochro-
matic combinatorial line.
The following is a strong form of Hales-Jewett theorem,
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Lemma 8. [7, Lemma 14.8.1, page 335] Let A be a finite nonempty alphabet
and let r ∈ N. There is some m ∈ N such that whenever the length m words
over A is r-colored, there is a variable word ω(v) such that ω(v) begins and
ends with a constant, ω(v) has no occurrences of v, and {ω(a) : a ∈ A} is
monochromatic.
In section 2, we will give a combinatorial proof of central set theorem for
commutative semigroup and in section 3, this technique will be extended to
non commutative semigroup.
2. central set theorem in commutative semigroup
In this section we will work with the commutative semigroup and use the
notation (S,+) to denote this.
Lemma 9. Every piecewise syndetic set is a J- set
Proof of stronger central set theorem. Let (S,+) be a commutative semigroup.
Let A ⊆ S be a piecewise syndetic set. Then there exists a finite set E
such that ∪t∈E − t + A is thick. Let | E |= r. Let F ∈ Pf
(
NS
)
be given.
Let | F |= n.
Enumerate the set F as F = {f1, f2, . . . , fn}
Then take the Hales-Jewett number N = N (r, n). Consider the set G =
[n]Nand consider the map
g : G→ S defined by g (a1, a2, . . . , aN ) =
∑
fai (i).
Now as g (G) is a finite set, there exists an element b ∈ S such that b+g (G) ⊂
∪t∈E − t+A.
Now induce an r-color χ of g (G) as χ (a) = i iff b + g (a) ∈ −ti + A for
minimum 1 ≤ i ≤ r.
Then there is a monochromatic combinatorial line in G and this correspond
to a configuration
b+ a+
∑
t∈H
fi (t) ∈ Afor allfi ∈ F
i.e., there is an element s ∈ S such that s+
∑
t∈H fi (t) ∈ A for all fi ∈ F .
Let A be central set in (S,+) and then from theorem 1 there exists a chain
of piecewise syndetic set
A ⊇ A1 ⊇ A2 ⊇ · · · ⊇ An ⊇ · · ·
satisfying property 1. Let us fixed any N ∈ N and take the pieecewise
syndetic set AN .
We define α (G) ∈ S and H (G) ∈ Pf (N) for F ∈ Pf
(
SN
)
by induction on
| F | satiesfying the following inductive hypothesis:
1) for F,G ∈ Pf
(
SN
)
and ∅ 6= G ( F , then maxH (G) < minH (F ),
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2) whenever n ∈ N, G1, G2, ..., Gn ∈ Pf
(
NS
)
such that G1 ( G2 ( ..... (
Gn = F and 〈fi〉ni=1 ∈ ×
n
i=1Gi one has
n∑
i=1

α (Gi) + ∑
t∈H(Gi)
fi (t)

 ∈ AN
Let F = {f} then as from lemma 9 AN is piecewise syndetic set there is
a ∈ S and L ∈ Pf (N) such that
a+
∑
t∈L f (t) ∈ AN . Now define α ({f}) = a and H ({f}) = L.
Now assume | F |> 1 and α (G) ∈ S and H (G) ∈ Pf (N) have been defined
for all proper subsets G of F .
Let K =
⋃
{H (G) : ∅ 6= G ( F}and let m = maxK.
Let,
M = {
n∑
i=1

α (Gi) + ∑
t∈H(Gi)
fi (t)

 : n ∈ N and
G1 ( G2 ( ..... ( Gn ( Fand〈fi〉
n
i=1 ∈ ×
n
i=1Gi}
As M is a finite set and M ⊂ AN , let AN ∩x∈M (−x+AN ) ⊇ AP for some
P ≥ N . Let F then as AP is piecewise syndetic set, it is a J-set. So, by [7,
Lemma 14.8.2] there exists a ∈ S and L ∈ Pf (N) such that minL > m and
a+
∑
t∈L f (t) ∈ AP for all f ∈ F .
Define α (F ) = a and H (F ) = L.
Then as minL > m we have the first hypothesis of induction is satiesfied.
And if n = 1, we have
a+
∑
t∈L f (t) ∈ AP ⊆ AN . And if n > 1,
n∑
i=1

α (Gi) + ∑
t∈H(Gi)
fi (t)

+
(
a+
∑
t∈L
f (t)
)
∈ AN
for all G1 ( G2 ( ..... ( Gn = F .
This completes the inductive proof of central set theorem.

3. central set theorem in non commutative semigroup
In this section we will give a combinatorial proof of the non commutative
extension of central set theorem. The non commutative central set theorem
was first established in [3]. A version of this paper was established in [8].
To prove that result we first need that a piecewise syndetic set is a J- set.
We first have to prove piecewise syndetic sets are J-sets in non commutative
settings.
Theorem 10. For a semigroup (S, ·), let A ⊆ S be a left piecewise syndetic
set then A is J- set.
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Proof. Let A ⊆ S be a left piecewise syndetic set, then there exists a finite
set F such that
⋃
x∈F x
−1A is left thick.
Take any G ∈ Pf
(
SN
)
and G = {f1f2, . . . , fk}. Let, | F |= r and take
the Hales-Jewett number N = N(k, r) guranteed by Lemma 6.
Now, take a correspondence map sending each (i1, i2, . . . , iN ) ∈ [k]N to
the element fi1 (1) · fi2 (2) · · · fiN (N).
Let, H =
{
fi1 (1) · fi2 (2) · · · fiN (N) : (fi1 , fi2 , . . . , fiN ) ∈ G
N
}
be a finite
set and note that each element in H is correspond to at least one element in
[k]N .
Now choose an element x ∈ S such that H · x ⊂
⋃
x∈F x
−1A. Thus the
set H · x is finitely colored into | F |= r color.
Give a coloring of [k]N say χ such that,
χ (i1, i2, . . . , iN ) = χ (fi1 (1) · fi2 (2) · · · fiN (N) · x)
Then there is a monochromatic combinatorial line in [k]N and this corre-
sponds a monochromatic configuration of the form,
{a1 · f (t1) · a2 · f (t2) · · · an · f (tn) · an+1 : f ∈ G} ⊂ x
−1A
for some x ∈ F . Where F1 = {t1, t2, . . . , tn} is the position of the wildcart
set.
So,
{x · a1 · f (t1) · a2 · f (t2) · · · an · f (tn) · an+1 : f ∈ G} ⊂ A
and letting, x · a1 = a (1) and ai = a (i) for all i ∈ {2, 3, . . . n+ 1} and
t = (t1, t2, . . . tn) we have the required result.

Theorem 11. For a semigroup (S, ·), let A ⊆ S be a central set then, there
exists m : Pf
(
SN
)
→ N, α ∈ ×
F∈Pf (SN)
Sm(F )+1 and τ ∈ ×
F∈Pf (SN)
Jm(F ) such
that
(1) If, F,G ∈ Pf
(
SN
)
and F ⊂ G, then τ (F ) (m (F )) < τ (G) (1) and
(2) Whenever n ∈ N, G1, G2, . . . , Gn ∈ Pf
(
SN
)
, G1 ⊂ G2 ⊂ . . . ⊂ Gn
and for each i ∈ {1, 2, . . . , n}, fi ∈ Gi, one has
n∏
i=1
x (m (Gi) , α (Gi) , τ (Gi) , fi) ∈ A
Proof. Let A be central set in (S, ·) and then from theorem 1 there exists a
chain of piecewise syndetic set
A ⊇ A1 ⊇ A2 ⊇ · · · ⊇ An ⊇ · · ·
satisfying property 1. Let us fixed any N ∈ N and take the pieecewise
syndetic set AN .
We define m (F ), α (F ) and τ (F ) for F ∈ Pf
(
NS
)
by induction on |F | so
that
(1) if ∅ 6= G ( F , then τ (G) (m (G)) < τ (F ) (1) and
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(2) whenever n ∈ N, ∅ 6= G1 ( G2 ( . . . ( Gn = F and for each
i ∈ {1, 2, . . . , n}, fi ∈ Gi, then
∏n
i=1 x (m (Gi) , α (Gi) , τ (Gi) , fi) ∈ AN .
Assume first that F = {f}. Then AN is a J-set so pickm (F ) ∈ N, α (F ) ∈
Sm(F )+1 and τ (F ) ∈ Jm(F ) such that x (m (F ) , α (F ) ,H (F ) , f) ∈ AN .
Now assume that |F | > 1 and that m (G), α (G) and H (G) have been de-
fined for all proper subsetsG of F . Let k = max {τ (G) (m (G)) : ∅ 6= G ( F}.
Let
M = {
n∏
i=1
x (m (Gi) , α (Gi) , τ (Gi) , fi) : n ∈ N, ∅ 6= G1 ( G2 ( . . . ( Gn ( F.
and fi ∈ Gi for each i ∈ {1, 2, . . . , n}}
Let B = AN ∩
⋂
b∈M b
−1AN . Since M is a finite subset of AN , B ⊇ AM
for some M ∈ N and therefore B is a J-set. Since AM is a J-set. Pick by
Lemma [7, 14.14.3] m (F ) ∈ N, α (F ) ∈ Sm(F )+1 and τ (F ) ∈ Jm(F ) such
that τ (F ) (1) > k and for each f ∈ F , x (m (F ) , α (F ) , τ (F ) , f) ∈ AM .
Hypothesis (1) is satisfied directly. To verify hypothesis (2), let n ∈
N, ∅ 6= G1 ( G2 ( . . . ( Gn = F and for each i ∈ {1, 2, . . . , n}, let
fi ∈ Gi. If n = 1, then x (m (G1) , α (G1) , τ (G1) , fi) ∈ AM , so assume
that n > 1. Let b =
∏n−1
i=1 x (m (Gi) , α (Gi) , τ (Gi) , fi). Then b ∈ AM so
x (m (Gn) , α (Gn) , τ (Gn) , fi) ∈ b
−1AM so
∏n
i=1 x (m (Gi) , α (Gi) , τ (Gi) , fi) ∈
AM as required.

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