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CLASSIFICATION OF GLOBALLY COLORIZED CATEGORIES OF
PARTITIONS
DANIEL GROMADA
Abstract. Set partitions closed under certain operations form a tensor category.
They give rise to certain subgroups of the free orthogonal quantum group O+n , the
so called easy quantum groups, introduced by Banica and Speicher in 2009. This
correspondence was generalized to two-colored set partitions, which, in addition,
assign a black or white color to each point of a set. Globally colorized categories
of partitions are those categories that are invariant with respect to arbitrary per-
mutations of colors. This article presents a classification of globally colorized
categories. In addition, we show that the corresponding unitary quantum groups
can be constructed from the orthogonal ones using tensor complexification.
Introduction
The subject of this article is to classify certain categories of two-colored partitions
as defined in [TW18]. By a partition we mean a set partition, i.e. a decomposition
of a finite set of points into disjoint subsets called blocks. A two-colored partition, in
addition, assigns to every point of the set a black or white color. Such two-colored
partitions can be represented by pictures. Below, we give two examples of two-
colored partitions of seven points. Each example consists of seven points of either
black or white color. The lines connect those points that are in the same block.
p =
• ◦ • • • ◦ •
q =
• ◦ ◦ • • ◦ ◦
We can define certain operations on such partitions (see Section 1.2). If a col-
lection of partitions is closed under those operations, we call it a category of (two-
colored) partitions.
This paper can be divided into two parts. The first one being purely combinatorial
is a contribution to the classification of categories of two-colored partitions, by which
it extends the work [TW18]. The second part applies the results on the theory of
compact matrix quantum groups using techniques developed in [TW17].
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2 DANIEL GROMADA
Let us now briefly describe the theory of compact quantum groups, which is the
main motivation for this theory. For more details, see e.g. [TW17]. The idea
behind compact (matrix) quantum groups defined by Woronowicz in [Wor87] is the
following. For a compact group G, we can construct a commutative C*-algebra
A := C(G) of continuous complex-valued functions over G. The multiplication
µ : G × G → G can be described by a comultiplication ∆: A → A ⊗ A. The group
axioms can also be dualized and formulated in terms of the commutative algebra
A and the comultiplication ∆. Such an alternative definition of a group can be
generalized by dropping the commutativity condition on A. The resulting structure
called compact quantum group forms a counterpart of groups in non-commutative
geometry. In particular, generalizing compact matrix groups, we get compact matrix
quantum groups.
By some Tannaka–Krein result of Woronowicz [Wor88], compact matrix quantum
groups are determined by their representation theory. More precisely, the intertwiner
spaces of a quantum group form a certain category. On the other hand, for any such
category of intertwiners, one can construct a corresponding quantum group. In 2009,
Banica and Speicher observed that such categories arise from certain categories of
partitions (without colors). Thus, for any category of partitions, one can construct
so called easy quantum group. For all such easy quantum groups G we have Sn ⊆
G ⊆ O+n , i.e. they are between the group of permutations Sn and the free orthogonal
quantum group O+n defined by Wang in [Wan95a].
The definition of a partition was generalized using colorings in [TW18] by Tar-
rago and Weber in order to be able to construct a larger class of quantum groups.
The easy quantum groups arising from their definition of two-colored partitions sit
between Sn and the free unitary quantum group U
+
n defined also by Wang [Wan95a].
The categories of partitions according to the original definition of Banica and Spe-
icher were already fully classified [RW16] providing the full classification of orthogo-
nal easy quantum groups. The paper [TW18] provides a classification of two-colored
partitions only in the so called non-crossing case and the group case. Thus, the
problem of classification of unitary easy quantum groups is still open.
In this paper we deal with a special case when the partition ◦◦ ⊗ •• is an element
of the category. This case is called globally colorized and in some sense it behaves
very similarly as the categories with no colors. Thanks to this property we are able
to find a complete classification of such categories.
Theorem A (Theorem 3.10). Every globally colorized category C is determined by
the number k(C) and a non-colored category of partitions not containing the single-
ton. The full classification of globally colorized categories is summarized in Table 1
(see page 14).
In the second part of the article we prove that the corresponding unitary easy
quantum groups can be constructed from the orthogonal ones by a process called
tensor complexification. This construction was defined in [TW17], where it was
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applied on the non-crossing globally colorized categories. Using the same proof
technique, we are able to formulate this theorem for any globally colorized category.
Theorem B (Theorem 5.3, Corollary 5.7). Let C be a globally colorized category of
partitions, denote k := k(C). Denote H ⊆ O+n the quantum group corresponding to
the non-colored category of partitions 〈C, ◦◦ 〉. Then C corresponds to the quantum
group H ×˜ Zˆk ⊆ U+n . In the case k = 0, we replace Zˆk by Zˆ. Conversely, any
quantum group of the form H ×˜ Zˆk, where H is an orthogonal easy quantum group
and k ∈ N0, is a unitary easy quantum group corresponding to a globally colorized
category.
The paper is structured as follows. The first three sections belong to the purely
combinatorial part of the paper. In the first section we recall the basic definitions for
categories of partitions. In Section 2 we summarize the classification results for cate-
gories of non-colored partitions and we also mention important results from [TW18]
regarding the relationship between categories of partitions with colors and those
without colors. Finally, Section 3 contains the classification of globally colorized
categories of partitions.
The quantum group part of the article is introduced in Section 4 summarizing
the definition of unitary easy quantum groups. In Section 5 we recall the tensor
complexification and prove Theorem B.
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1. Categories of partitions
First of all we recall the definition of two-colored partitions, which was intro-
duced in [TW18] and which extends the combinatorial approach to quantum groups
introduced by Banica and Speicher in [BS09].
1.1. Partitions. A non-colored partition of k points, k ∈ N0 is a partition of the set
{1, 2, . . . , k}, that is, a decomposition of the set {1, . . . , k} into non-empty disjoint
subsets called blocks. The set of all non-colored partitions of k points is denoted
by P (k). The set of all partitions is denoted by P =
⋃∞
k=0 P (k). The number k is
called the length of the partition and is denoted by |p| = k for p ∈ P (k).
We illustrate partitions graphically by putting k points representing the numbers
1, . . . , k in a row and connecting by lines those that are grouped in one block. All
lines are drawn above the points. Another possibility of representing the partitions
is to assign a letter to each block. Then a partition p ∈ P (k) can be represented by
the word a1a2 · · · ak, where ai is the letter representing the block of the point i.
Below, we give an example of two partitions p, q ∈ P (7) including their graphical
and word representation. The first set of points is decomposed into three blocks,
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whereas the second one has four blocks. In addition, the first one is an example
of a non-crossing partition, i.e. a partition that can be drawn in a way that lines
connecting different blocks do not intersect (following the rule that all lines are
above the points). On the other hand, the second partition has one crossing.
p := {{1, 2, 7}, {3, 4}, {5, 6}} = = aabbcca
q := {{1, 2}, {3, 5}, {4, 6}, {7}} = = aabcbcd
A two-colored partition is a generalization of this concept, where, in addition, we
assign to each point the color white or black. Bellow, we show an example of a
possible coloring of the partitions above. The set of all two-colored partitions of k
points is denoted by P ◦•(k) and we also denote P ◦• =
⋃
k P
◦•(k).
p =
• ◦ • • • ◦ •
q =
• ◦ ◦ • • ◦ ◦
In the colored case we can also use the word representation, but have to somehow
indicate the colors. We may, for example, use lower case letters for white and upper
case letters for black, so the example looks as follows.
p = AaBBCcA, q = AabCBcd.
In this paper, by partition, we mean a two-colored partition if not stated otherwise.
We will use mostly the graphical representation to describe partitions since it is
more illustrative. However, in some cases, it will be more convenient to use the
word representation.
1.2. Operations on partitions. We define the following operations on the set P ◦•.
Each operation is provided with an example using the partitions p and q defined
above.
• The tensor product of two partitions p ∈ P ◦•(k) and q ∈ P ◦•(k′) is the
partition p⊗q ∈ P ◦•(k+k′) obtained by writing the graphical representations
of p and q “side by side”
p⊗ q =
• ◦ • • • ◦ • • ◦ ◦ • • ◦ ◦
• Let p ∈ P ◦•(k) be a partition such that the i-th point has a different color
than the (i + 1)-st point for some i ∈ {1, . . . , k} (if i = k, the (i + 1)-st
point means the first point). The contraction of p at i-th position is the
partition Πip ∈ P ◦•(k − 2) obtained by unification of the blocks of the i-th
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and (i+ 1)-st point and removing those points.
Π2p = • • • ◦ •
=
• • • ◦ •
Π7q = ◦ ◦ • • ◦
=
◦ ◦ • • ◦
• The reflection of a partition p ∈ P ◦•(k) is the partition p˜ ∈ P ◦•(k) obtained
by reflecting p at the vertical axis and inverting all colors of the points.
p˜ =
◦ • ◦ ◦ ◦ • ◦
• The rotation of a partition p ∈ P ◦•(k) is the partition Rp ∈ P ◦•(k) given by
shifting the last point to the beginning not changing the block it belongs to.
Rp =
• • ◦ • • • ◦
These operations are called the category operations on partitions.
The category operations on non-colored partitions are defined in the same way as
in the colored case ignoring any information about colors. That is, we do not have
to change colors when reflecting vertically and we do not have to check the colorings
for performing contractions.
1.3. Categories of partitions. A set of partitions C ⊆ P ◦• is a category of parti-
tions, if it is closed under the category operations and if it contains the two-colored
pair partitions •◦ , ◦• ∈ P ◦•(2). We denote by C(k) := {p ∈ C | |p| = k}.
We denote C = 〈p1, . . . , pn〉 the smallest category containing given partitions
p1, . . . , pn ∈ P ◦•. We say that the category C is generated by those partitions. Note
that the pair partitions are contained in such category by definition, so we do not
explicitly write those generators.
1.4. Some important partitions. We already mentioned the definition of pair
partitions in the definition of category of partitions. Note that appart from the
two-colored pair partitions •◦ , ◦• , we have also unicolored pair partitions ◦◦ and
•• .
Then, let us mention the partition consisting of a single point, which will be called
the singleton and for clarity denoted by arrow as ↑◦ , ↑• , or ↑ (the white, black, and
non-colored version).
A partition, where all points belong to a single block will be called simply a block
partition. The block of k white points will be denoted bk and the block of k black
points will be denoted b−k. So, for example b2 = ◦◦ , b−3 = •••.
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Let us also define the following
uk := ◦◦ ⊗k/2, u−k := u˜k = •• ⊗k/2 for k ∈ 2N0 = {0, 2, 4, . . . },
sk := ↑◦
⊗k
, s−k := s˜k = ↑•
⊗k
for k ∈ N0.
Some partitions are particularly important, because their presence in some cate-
gory tells us that the category is closed under some additional operations. In this
paper, we are especially interested in operations of shifting or changing colors pro-
vided by partitions ◦◦ and ◦◦ ⊗ •• . Those properties will be studied in Section 2.
Other important partitions are ↑◦ ⊗ ↑• and ◦•◦• . They allow us to do the following
operations.
Lemma 1.1 ([TW18, Lemma 1.3]). Let C be a category of partitions.
• If ↑◦⊗↑• ∈ C, then C is closed under “disconnecting points”. That is, if p ∈ C,
then p′ ∈ C, where p′ was created from p by disconnecting one point and thus
making a new block consisting of this point.
• If ◦•◦• ∈ C, then C is closed under connecting neighbouring blocks if they
meet at two points with inverse colors.
We can expect that the classification of categories of partitions could be quite
different depending on whether those partitions are elements or not. Therefore, we
define the following four cases for categories of partitions.
• C is in case O, if ↑◦ ⊗ ↑• /∈ C and ◦•◦• /∈ C,
• C is in case B, if ↑◦ ⊗ ↑• ∈ C and ◦•◦• /∈ C,
• C is in case H, if ↑◦ ⊗ ↑• /∈ C and ◦•◦• ∈ C,
• C is in case S, if ↑◦ ⊗ ↑• ∈ C and ◦•◦• ∈ C.
The letters O, B, H, and S stand for orthogonal, bistochastic, hyperoctahedral, and
symmetric group, which are groups corresponding to particular instances of those
categories.
1.5. Partitions with upper and lower points. The usual definition of partitions
used in papers related to easy quantum groups (including [BS09, TW18]) is a bit
different. To each partition p ∈ P ◦•(k) (or p ∈ P (k)) we, in addition, assign a
number l ∈ {0, . . . , k} and we say that the first k − l points are upper and the
remaining l points are lower. The category operations are defined a bit differently
giving rise to different definition of the category of partitions.
Proposition 1.2. Our definition is equivalent to the original definition in the fol-
lowing sense.
• Let C˜ be a category of partitions according to [BS09, TW18]. Let C ⊆ P ◦• be
the set of partitions in C˜ containing lower points only (i.e. l = k). Then C
is a category of partitions in the sense of Section 1.3.
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• Let C ⊆ P ◦• be a category of partitions in the sense of Section 1.3. Let C˜ be
the set of all partitions p ∈ C together with all possible choices of l. Then C˜
is a category of partitions in the sense of [BS09, TW18].
This correspondence is bijective.
Proof. Let C˜ be a category of partitions according to [BS09, TW18]. By definition
it contains the pair partitions •◦ and ◦• . As follows from [TW18, Lemma 1.1],
the subset of partitions with lower points is closed under the category operations as
defined in Section 1.2. Thus C is a category of partitions according to Section 1.3.
In addition, [TW18, Lemma 1.1, item (a)] essentially says that the category C˜ is
closed under changing the number of upper/lower points. It follows that C˜ can be
reconstructed from C by considering all partitions p ∈ C together with all possible
choices of the number l. 
2. Globally colorized partitions
The aim of this article is to classify globally-colorized categories of two-colored
partitions, which are in some sense very close to the categories of partitions without
colors. The result is based on the available classification of non-colored categories
of partitions.
In this section we summarize the results on the classification of categories of
non-colored partitions, define the globally-colorized categories and recall important
results about the relationship between the non-colored and two-colored categories
of partitions obtained in [TW18].
2.1. Classification in the case of non-colored partitions. The categories of
non-colored partitions were studied in [BS09, BCS10, Web13, RW14, RW15] and
their full classification was completed in [RW16].
The classification is summarized in the following table. It is divided into four
cases. The non-crossing categories consisting of non-crossing partitions, the group
categories containing the crossing partition , the half-liberated categories con-
taining the half-liberating partition , but not the crossing partition, and the
rest.
Non-crossing 〈〉, 〈 〉, 〈 , ↑ ⊗ ↑〉, 〈↑ ⊗ ↑〉, 〈 〉, 〈↑〉, 〈↑, 〉
Group 〈 〉, 〈 , ↑〉, 〈 , ↑ ⊗ ↑〉
〈 , 〉, 〈 , , ↑〉, 〈 , , ↑ ⊗ ↑〉 (∗)
Half-liberated 〈 〉, 〈 ↑ ⊗ ↑〉
〈 , 〉, 〈 , , hs〉, s ≥ 3 (∗)
The rest 〈pis〉, s ≥ 2, 〈pil | l ∈ N〉, AE Z∞2
Here, we denote by hs, s ∈ N0 (here s ≥ 3) the partition of length 2s consisting
of two blocks, where the first block connects all odd points and the second block
connects all even points. We can represent this partition by the word (ab)s =
ab ab ab · · · ab︸ ︷︷ ︸
s×
.
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By pis, we denote the partition represented by the following word of length 4s
pis = a1a2 · · · asas · · · a2a1a1a2 · · · asas · · · a2a1.
Finally, consider the infinite free product Z∗∞2 and denote its generators by ai,
i = 1, 2, . . . Then the elements of Z∗∞2 are words over the alphabet {ai}i∈N and
therefore stand for partitions. It can be shown that if a normal subgroup AEZ∗∞2 is
so called sS∞ invariant, i.e. invariant with respect to the homomorphisms of the form
ai 7→ aϕ(i) where ϕ : N → N is an arbitrary map, then the corresponding partitions
form a category. Such categories are called group-theoretical. This is indicated in
the last entry of the summary.
The group categories and half-liberated categories in the rows marked by asterisk
(∗) are special instances of group-theoretical categories. Except for this fact, all the
categories in the summary are pairwise distinct.
2.2. Non-colored categories of colored partitions. As described in [TW18],
there is a bijection between categories of non-colored partitions and categories of two-
colored partitions containing the unicolored pair ◦◦ . More precisely, the following
holds.
Lemma 2.1 ([TW18]). Let C be a category of partitions containing the unicolored
pair partition ◦◦ ∈ C. Then C is closed under arbitrary choice of colors. That is, if
p ∈ C, then p′ ∈ C, where p′ is obtained from p by making arbitrary choice for the
colors of the points (keeping all blocks the same).
This means that if a category contains the unicolored pair, then the coloring of
its elements is irrelevant. Hence, such a category can be identified with a category
of non-colored partitions in the following way.
Let Ψ: P ◦• → P be the map given by forgetting the colors of a two-colored
partition. For C ⊆ P , denote Ψ−1(C) ⊆ P ◦• its preimage under Ψ.
Proposition 2.2 ([TW18, Proposition 1.4]).
(a) Let C ⊆ P be a category of non-colored partitions. Then Ψ−1(C) ⊆ P ◦• is
a category of two-colored partitions containing the unicolored pair partitions
◦◦ and •• .
(b) Let C ⊆ P ◦• be a category of two-colored partitions containing the unicolored
pair partition ◦◦ (or equivalently •• ). Then Ψ(C) ⊆ P is a category of
non-colored partitions and Ψ−1(Ψ(C)) = C.
Hence, there is a one-to-one correspondence between categories of non-colored par-
titions and categories of two-colored partitions containing ◦◦ .
In the following, we will not distinguish between categories of non-colored parti-
tions and categories of two-colored partitions containing ◦◦ . In particular, a (two-
colored) category will be called non-colored if it contains ◦◦ .
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2.3. Globally colorized categories. The tensor product ◦◦ ⊗ •• possesses a
similar, but weaker property.
Lemma 2.3 ([TW18]). Let C be a category of partitions such that ◦◦ ⊗ •• ∈ C.
Then C is closed under permutation of colors. That is, if p ∈ C, then p′ ∈ C, where
p′ is obtained from p by changing colors in such a way that the number of white
points (and black points) in p′ is the same as in p.
So, in the case of globally colorized categories the only thing that matters is the
number of white and black points. The actual distribution of colors in a partition is
irrelevant. This was also pointed out in [TW18], where the following two definitions
were introduced.
Definition 2.4. A category of partitions C ⊆ P ◦• is
• globally colorized, if ◦◦ ⊗ •• ∈ C
• and locally colorized if ◦◦ ⊗ •• /∈ C.
Definition 2.5. For a partition p ∈ P ◦• we denote by c◦(p) the number of white
points in p, c•(p) the number of black points in p and finally we define c(p) :=
c◦(p)− c•(p).
Definition 2.6. Let C be a category of partitions. We set k(C) as the minimum
of all numbers c(p) such that c(p) > 0 and p ∈ C, if such a partition exists in C.
Otherwise k(C) := 0. The parameter k(C) is called the degree of reflection of C. It
is the global parameter of C.
Lemma 2.7 ([TW18, Lemma 2.6]). For the map c : P ◦• → Z, the following holds
true.
(1) c(p⊗ q) = c(p) + c(q),
(2) c(Πip) = c(p),
(3) c(p˜) = −c(p),
(4) c(Rp) = c(p).
Here, we suppose that the assumptions for the contraction in (2) are satisfied.
Lemma 2.8 ([TW18, Proposition 2.7]). Let C be a category of partitions. If the
number k(C) is nonzero, then it is a divisor of c(p) for every p ∈ P ◦•.
3. The classification of globally colorized categories
In this section we perform the classification of globally colorized categories.
3.1. Categories with zero degree of reflection. As we described in the previous
section, the globally colorized categories are somehow close to the non-colored ones.
Such a correspondence is a central tool for their classification. In this subsection we
formulate this correspondence in the case when k(C) = 0.
Lemma 3.1. Let C be a category of partitions.
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(1) If k(C) = 0 then all partitions in C have even length.
(2) Let ◦◦ ∈ C. Then all partitions in C have even length if and only if ↑◦ 6∈ C.
Proof. The first part is obvious: If a partition p ∈ C has an odd length then it cannot
have the same amount of white and black points, so c(p) 6= 0 and hence k(C) 6= 0.
The assumption of (2) means that C is a non-colored category. Let p ∈ C have
odd length. Since the coloring of p does not matter, we can perform contractions
(and necessary color changes) on p until we get the singleton ↑◦ . 
Definition 3.2. Let C be a category of partitions. Denote C0 := {p ∈ C | c(p) = 0}.
Lemma 3.3. Let C be a category of partitions. Then C0 is a category of partitions
with k(C0) = 0.
Proof. Using Lemma 2.7 we see that the category operations applied on partitions
with c(p) = 0 again produces partitions with c(p) = 0. Thus, the subset C0 ⊆ C is
closed under the category operations. Moreover, c( •◦ ) = c( ◦• ) = 0, so •◦ , ◦• ∈ C0.
The fact that k(C0) = 0 follows directly from the definition of C0. 
Recall the definition of the map Ψ: P ◦• → P from Section 2.2. Then we can
formulate the following.
Lemma 3.4. Let C be a globally colorized category with k(C) = 0 (or equivalently
C = C0). Then
(1) Ψ(C) is a category of non-colored partitions.
(2) In terms of two-colored partitions, it corresponds to the non-colored category
Ψ−1(Ψ(C)) = 〈C, ◦◦ 〉.
(3) Moreover, C = 〈C, ◦◦ 〉0.
Proof. To prove the first statement, we have to show that Ψ(C) contains pair parti-
tions and it is closed under category operations. We have that •◦ ∈ C, so ∈ Ψ(C).
For p, q ∈ C we have that Ψ(p)⊗Ψ(q) = Ψ(p⊗ q). We also have that Ψ˜(p) = Ψ(p˜).
Finally, for any p ∈ C(k) and any i ∈ {1, . . . , k}, we can shift colors in p in a way
that the i-th and (i+ 1)-st point have different colors. Then Πi(Ψ(p)) = Ψ(Πip).
The second statement is obvious. Surely both C ⊆ Ψ−1(Ψ(C)) and ◦◦ ∈ Ψ−1(Ψ(C)),
so we have the inclusion ⊇. For the other one, we use Proposition 2.2 to see that
Ψ−1(Ψ(C)) ⊆ Ψ−1(Ψ(〈C, ◦◦ 〉)) = 〈C, ◦◦ 〉.
In the third statement, the inclusion ⊆ is obvious. For the opposite inclusion, take
p ∈ 〈C, ◦◦ 〉0. This means that we are taking an arbitrary element of 〈C, ◦◦ 〉 such
that c(p) = 0. Applying Ψ on the equality in (2), we get Ψ(C) = Ψ(〈C, ◦◦ 〉). This
means that there is p′ ∈ C such that Ψ(p′) = Ψ(p). Since we have c(p′) = c(p) = 0
and since C is globally colorized, we can shift colors in p′ to obtain p ∈ C. 
Lemma 3.5. Let C˜ ⊆ P be a category of non-colored partitions such that ↑ 6∈
C˜. Denote C¯ := Ψ−1(C˜) ⊆ P ◦• the corresponding category in terms of two-colored
partitions.
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(1) It holds that C˜ = Ψ(C¯0) or, equivalently, C¯ = 〈C¯0, ◦◦ 〉.
(2) If C˜ = 〈p1, . . . , pn〉 for some p1, . . . , pn ∈ P , then C¯0 = 〈p′1, . . . , p′n, ◦◦ ⊗ •• 〉,
where, for every i ∈ {1, . . . , n}, p′i is a coloring of pi such that c(p′i) = 0.
Proof. The inclusion C˜ ⊇ Ψ(C¯0) is obvious. For the opposite, take p ∈ C˜. Since
↑ 6∈ C, p must have even length. Thus, it has a coloring p′ such that c(p′) = 0, so
p′ ∈ C¯0 and hence p ∈ Ψ(C¯0). The equivalent description of this equality follows
from Lemma 3.4.
For the second statement, the existence of appropriate p′1, . . . , p
′
n again follows
from the fact that ↑ 6∈ C, so all the partitions p1, . . . , pn have even length. Then
it is easy to see that all the generators p′1, . . . , p
′
n and ◦◦ ⊗ •• are elements of C¯0.
Finally, take arbitrary p ∈ C¯0. Then
Ψ(p) ∈ Ψ(C¯0) = C˜ = 〈p1, . . . , pn〉 ⊆ Ψ(〈p′1, . . . , p′n, ◦◦ ⊗ •• 〉),
where we used that 〈p′1, . . . , p′n, ◦◦ ⊗ •• 〉 satisfies the assumptions of Lemma 3.4, so
its image under Ψ is a category containing p1, . . . , pn. So, there is p
′ ∈ 〈p′1, . . . , p′n, ◦◦ ⊗
•• 〉 such that Ψ(p) = Ψ(p′). Since c(p) = c(p′) = 0 and since the category
〈p′1, . . . , p′n, ◦◦ ⊗ •• 〉 is globally colorized, it must contain also p. 
Proposition 3.6. There is a bijection between globally colorized categories C with
k(C) = 0 and non-colored categories C¯ with ↑◦ 6∈ C¯ given by C 7→ 〈C, ◦◦ 〉 with inverse
C¯ 7→ C¯0.
Proof. Denote Φ1 the mentioned map and Φ2 the alleged inverse. Lemma 3.4 says
that Φ2Φ1 is the identity and Lemma 3.5 says that Φ1Φ2 is the identity. 
3.2. Categories with non-zero degrees of reflection.
Lemma 3.7. Let C be a globally colorized category.
(1) If ↑◦ ⊗ ↑• 6∈ C, then ↑ ↑◦◦•• 6∈ C.
(2) If ↑ ↑◦◦•• 6∈ C, then all partitions have even length.
Proof. The first part follows from the fact that ↑◦ ⊗ ↑• is a contraction of ↑ ↑◦◦•• .
Now, suppose that |p| is odd for p ∈ C. Then take
p′ := p⊗R(p˜⊗ ◦• ) = p◦ p˜ • .
Since there is the same amount of black and white points in p′, we can use Lemma
2.3 to permute colors in such a way that we can contract the partition to ↑ ↑◦◦•• . 
Recall the definition of partitions uk and sk in Section 1.4.
Lemma 3.8. Let C be a globally colorized category, denote k := k(C).
(1) If C contains only partitions of even length (in particular, if ↑ ↑◦◦•• 6∈ C or↑◦ ⊗ ↑• 6∈ C), then k is even and C = 〈C0, uk〉.
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(2) If ↑◦ ⊗ ↑• ∈ C, then C = 〈C0, sk〉.
Proof. We begin with the statement of (1). Suppose that every partition p ∈ C has
even length. Since k(C) = k, there is a partition p ∈ C such that c(p) = k. We can
repeatedly perform contractions on p until we get p′ containing only k white points.
Since every partition is of even length, we have that k is even.
Now, let us prove the inclusion ⊇ in (1). Again, take p ∈ C such that c(p) = k.
Using Lemma 2.3 we can permute colors in •◦ ⊗k/2 ⊗ p ∈ C in such a way that the
first k points are white. Then we can perform contractions on the rest of the points
and obtain ◦◦ ⊗k/2 = uk. Note that uk ∈ C also implies that unk ∈ C for any n ∈ Z.
Indeed, for positive n, we have unk = u
⊗n
k and u−nk = u˜
⊗n
k .
Now, we prove the inclusion ⊇ in (2). Again, take p ∈ C such that c(p) = k.
Perform contractions until we get p′ consisting of k white points only. Now, according
to Lemma 1.1 we can disconnect all points in p′ using ↑◦ ⊗ ↑• to obtain ↑◦
⊗k
= sk.
Again, note that it follows that snk ∈ C for any n ∈ Z.
The proof of the inclusion ⊆ is the same in both cases. Denote qk the partition uk
or sk depending on whether we are in the case (1) or (2). We have already proven
that qnk ∈ C for all n ∈ Z. Take an arbitrary p ∈ C. From Lemma 2.8 we see
that c(p) is a multiple of k, so q−c(p) ∈ C and hence p′ := p ⊗ q−c(p) ∈ C. Since
c(p′) = 0, we have p′ ∈ C0. Finally, p can be obtained by repeated contraction of
p⊗ q−c(p) ⊗ qc(p) = p′ ⊗ qc(p) ∈ 〈C0, qk〉. 
Lemma 3.9. Let C1, C2 be non-colored categories such that ↑◦ 6∈ C1, C2. Suppose one
of the following is true
(1) 〈(C1)0, uk1〉 = 〈(C2)0, uk2〉 for k1, k2 ∈ 2N0 or
(2) ↑◦ ⊗ ↑• ∈ C1, C2 and 〈(C1)0, sk1〉 = 〈(C2)0, sk2〉 for some k1, k2 ∈ N0.
Then k := k1 = k2 and
(a) C1 = C2 if k is even,
(b) 〈C1, ↑◦〉 = 〈C2, ↑◦〉 if k is odd.
Proof. Suppose 〈(C1)0, qk1〉 = 〈(C2)0, qk2〉, where qj denotes uj in case (1) or sj in
case (2). Then k1 = k2 follows from the fact that k(〈C0, qj〉) = j. If k is even, we
can use Lemma 3.4 to obtain
C1 = 〈(C1)0, ◦◦ 〉 = 〈(C1)0, qk1 , ◦◦ 〉 = 〈(C2)0, qk2 , ◦◦ 〉 = 〈(C2)0, ◦◦ 〉 = C2.
If k is odd, we have
〈C1, ↑◦〉 = 〈(C1)0, ◦◦ , ↑◦〉 = 〈(C1)0, sk1 , ◦◦ 〉 =
= 〈(C2)0, sk2 , ◦◦ 〉 = 〈(C2)0, ◦◦ , ↑◦〉 = 〈C2, ↑◦〉.

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3.3. The classification theorem.
Theorem 3.10 (Theorem A). Every globally colorized category C is determined by
the number k(C) and a non-colored category of partitions not containing the single-
ton. Therefore, the right column of Table 1 forms a complete classification of globally
colorized categories. All of them are pairwise inequivalent except for the rows de-
noted by asterisk (∗), which are special instances of the last family parametrized by
normal subgroups of Z∗∞2 .
Before proving the theorem, let us comment on Table 1. Most of its notation is
explained in Subsections 1.4 and 2.1.
The first column of the table lists all categories of non-colored partitions that do
not contain the singleton ↑. The summary of the full classification is provided in
Subsection 2.1. See also [RW16].
Note that there are two instances of group-theoretical categories that contain ↑⊗↑
and hence they have to be treated separately. Namely, it is 〈 , ↑, 〉 (which
should not be considered at all since it contains the singleton) and 〈 , ↑⊗↑, 〉.
Besides that, we also treat separately those group-theoretical categories that con-
tain the crossing partition or the half-liberating partition . The corre-
sponding rows are denoted by asterisk (∗).
The right column lists the corresponding globally colorized categories. We use the
following notation. By h0s we denote a colored counterpart of hs for which c(h
0
s) = 0.
Thanks to the global colorization, it does not matter which particular colorization
we choose. For definiteness, we can say, for example, that the colors in h0s alternate
beginning with white. In the same way we define pi0s . For A a sS∞-invariant normal
subgroup of Z∗∞2 , we denote by A0 the category of partitions arising from the non-
colored category of partitions corresponding to A in the sense of Definition 3.2.
Note that the first five rows describe the classification of globally colorized cat-
egories of non-crossing partitions, the following four lines classify the globally col-
orized group categories, i.e. those containing the crossing partition ◦◦•• (cf. results
obtained in [TW18]), and the following four rows classify all globally colorized half-
liberated categories of partitions, i.e. those containing the half-liberating partition
◦◦◦••• , but not the crossing partition ◦◦•• .
Proof of Theorem 3.10. Proposition 3.6 tells us how to obtain all globally colorized
categories with k = 0 from non-colored ones (containing partitions of even length).
Lemma 3.8 tells us how to obtain all globally colorized categories from those with
k = 0.
The left column of Table 1 contain all non-colored categories of partitions of
even length. All of them are pairwise distinct (except for the ones denoted by
asterisk being special instances of the last one). In the right column, we construct
the corresponding globally colorized categories. For k = 0, the generators of the
category are given by Lemma 3.5. For k 6= 0, we just have to add the partition uk
or sk according to Lemma 3.8.
1
4
D
A
N
IE
L
G
R
O
M
A
D
A
〈〉 −→ Oglob(k) = 〈uk, ◦◦ ⊗ •• 〉, k ∈ 2N0
〈 〉 −→ Hglob(k) = 〈uk, ◦•◦• , ◦◦ ⊗ •• 〉, k ∈ 2N0
〈 , ↑ ⊗ ↑〉 −→ Sglob(k) = 〈sk, ◦•◦• , ↑◦ ⊗ ↑• , ◦◦ ⊗ •• 〉, k ∈ N0
〈↑ ⊗ ↑〉 −→ Bglob(k) = 〈sk, ↑◦ ⊗ ↑• , ◦◦ ⊗ •• 〉, k ∈ 2N0
〈 〉 −→ B′glob(k) = 〈sk, ↑ ↑◦◦•• , ◦◦ ⊗ •• 〉, k ∈ N0
〈 〉 −→ Ogrp,glob(k) = 〈uk, ◦◦•• , ◦◦ ⊗ •• 〉, k ∈ 2N0〈 , 〉 −→ Hgrp,glob(k) = 〈uk, ◦•◦• , ◦◦•• , ◦◦ ⊗ •• 〉, k ∈ 2N0 (∗)
〈 , ↑ ⊗ ↑, 〉 −→ Sgrp,glob(k) = 〈sk, ◦•◦• , ↑◦ ⊗ ↑• , ◦◦•• , ◦◦ ⊗ •• 〉, k ∈ N0
〈↑ ⊗ ↑, 〉 −→ Bgrp,glob(k) = 〈sk, ↑◦ ⊗ ↑• , ◦◦•• , ◦◦ ⊗ •• 〉, k ∈ N0
〈 〉 −→ Ohl,glob(k) = 〈uk, ◦◦◦••• , ◦◦ ⊗ •• 〉, k ∈ 2N0
〈 , 〉 −→ Hhl,glob(k, 0) = 〈uk, ◦•◦• , ◦◦◦••• , ◦◦ ⊗ •• 〉, k ∈ 2N0 (∗)
〈 , , hs〉 −→ Hhl,glob(k, s) = 〈uk, hs, ◦•◦• , ◦◦◦••• , ◦◦ ⊗ •• 〉, k ∈ 2N0, s ≥ 3, (∗)
〈↑ ⊗ ↑, 〉 −→ Bhl,glob(k) = 〈sk, ↑◦ ⊗ ↑• , ◦◦◦••• , ◦◦ ⊗ •• 〉, k ∈ 2N0
〈pis〉 −→ Hpi(k, s) = 〈uk, pis, ◦◦ ⊗ •• 〉, k ∈ 2N0, s ≥ 2
〈pil | l ∈ N〉 −→ Hpi(k,∞) = 〈uk, pil, ◦◦ ⊗ •• | l ∈ N〉, k ∈ 2N0
AE Z∗∞2 sS∞inv. −→ HA(k) = 〈uk, A0, ◦◦ ⊗ •• 〉, k ∈ 2N0
↑ ⊗ ↑ 6∈ A
Table 1. Complete classification of globally colorized categories
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To prove that all categories we have constructed are pairwise distinct, we use
Lemma 3.9. According to this lemma, distinct non-colored categories C1 6= C2 can
lead to equal globally colorized categories only in the case ↑⊗↑ ∈ C1, C2 if 〈C1, ↑◦〉 =
〈C2, ↑◦〉. The only pairs (C1, C2) of non-colored categories containing ↑ ⊗ ↑ and
satisfying 〈C1, ↑〉 = 〈C2, ↑〉 are (〈↑ ⊗ ↑〉, 〈 〉) and (〈↑ ⊗ ↑, 〉, 〈↑ ⊗ ↑, 〉).
For the corresponding globally colorized categories we may easily see that indeed
Bglob(k) = B′glob(k) and Bgrp,glob(k) = Bhl,glob(k) for k odd. 
Remark 3.11. The set of generators for the categories is of course not unique. We
used the partition sk for the cases ↑◦ ⊗ ↑• ∈ C and the partition uk for the rest.
Nevertheless, as we see from Lemma 3.8, we could have used uk for all cases when
C consists of partitions of even length and sk for the rest. In addition, we could
reformulate Lemmata 3.8 and 3.9 and use the block partition bk in all cases when
◦•◦• ∈ C.
Remark 3.12. Our results in the non-crossing case and the group case indeed match
with those obtained in [TW18]. The only difference is that, for the hyperoctahedral
categories, the generator bk is used instead of uk in [TW18].
4. Unitary easy quantum groups
In this section we summarize the definition of the quantum group corresponding
to a category of partitions. This correspondence was described in [TW17]. To every
category of partitions a unitary compact quantum group is assigned. It generalizes
the approach invented by Banica and Speicher in [BS09], which assigns orthogonal
quantum groups to categories of non-colored partitions.
4.1. Compact matrix quantum groups. The following definitions were first for-
mulated by Woronowicz in [Wor87]. For more details about this subject, see e.g.
[Tim08, NT13].
Definition 4.1. Let A be a C*-algebra, uij ∈ A, where i, j = 1, . . . , n for some
n ∈ N. Denote u := (uij)ni,j=1 ∈ Mn(A). The pair (A, u) is called a compact matrix
quantum group if
(1) the elements uij i, j = 1, . . . , n generate A,
(2) the matrices u and ut = (uji) are invertible,
(3) the map ∆: A → A ⊗min A defined as ∆(uij) :=
∑n
k=1 uik ⊗ ukj is a ∗-
homomorphism.
Compact matrix quantum groups are generalizations of compact matrix groups in
the following sense. For G ⊆Mn(C) we can take the algebra of continuous functions
A := C(G). This algebra is generated by the functions uij ∈ C(G) assigning to each
matrix g ∈ G its (i, j)-th element gij. The so called co-multiplication ∆: C(G) →
C(G) ⊗ C(G) ' C(G × G) is connected with the matrix multiplication on G by
∆(f)(g, h) = f(gh) for f ∈ C(G) and g, h ∈ G.
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Therefore, for a general compact matrix quantum group G = (A, u), the algebra
A should be seen as an algebra of non-commutative functions defined on some non-
commutative compact underlying space. For this reason, we often denote A = C(G)
even if A is not commutative. The matrix u is called the fundamental representation
of G.
Definition 4.2. A compact matrix quantum group H = (C(H), uH) is a quantum
subgroup of G = (C(G), uG), denoted as H ⊆ G, if uG and uH have the same size
and there is a ∗-homomorphism ϕ : C(G)→ C(H) sending uGij 7→ uHij .
Definition 4.3. We say that compact matrix quantum groups G = (C(G), u) and
H = (C(H), v), where u and v are of the same size, are identical if there is a
∗-isomorphism ϕ : C(G)→ C(H) mapping uij 7→ vij.
There are two particularly important examples of compact matrix quantum groups.
It is the free unitary quantum group U+n and the free orthogonal quantum group O
+
n ,
which were defined by Wang in [Wan95a] as follows.
C(U+n ) = C
∗(uij | u and ut are unitary),
C(O+n ) = C
∗(uij | u is orthogonal).
By u being unitary we mean simply uu∗ = u∗u = 1, where u∗ = (u∗ji). By u being
orthogonal, we mean uij = u
∗
ij and uu
t = utu = 1, where ut = (uji). A quantum
group G is called unitary or orthogonal if it is a subgroup of U+n or O
+
n , i.e. if its
fundamental representation satisfies the relations of U+n or O
+
n .
Another example of a compact matrix quantum group is the group C*-algebra
C∗(G) corresponding to some discrete group G. We will, in particular, use the
quantum group Zˆk = (C∗(Zk), (z)) and Zˆ = (C∗(Z), (z)), where
C∗(Zk) = (z | z∗z = zz∗ = 1, zk = 1), C∗(Z) = (z | z∗z = zz∗ = 1).
4.2. Relations associated to partitions. Each partition defines a C*-algebraic
relation, which in the end gives rise to a C*-algebra of a quantum group correspond-
ing to some category of partitions.
Definition 4.4. Let p ∈ P ◦•(k) be a partition, α = (α1, . . . , αk) a multi-index with
αi ∈ {1, . . . , n}. The multi-index can also be understood as a function assigning to
each point in p a number from 1 to n. We define δp(α) := 1 if α is constant on the
blocks, otherwise we put δp(α) = 0.
We can give the following example.
For p =
• ◦ • • • ◦ •
we have
δp(1, 1, 3, 3, 6, 6, 1) = 1,
δp(1, 1, 3, 3, 1, 1, 1) = 1,
δp(1, 2, 3, 3, 6, 6, 1) = 0.
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Definition 4.5. Let n ∈ N, p ∈ P ◦•(k) be a partition an let s1, . . . , sk ∈ {◦, •} be
its color pattern. The following equation
δp(β) =
n∑
γ1,...,γk=1
δp(γ)u
s1
β1γ1
· · ·uskβkγk ,
where we set u◦ij = uij and u
•
ij = u
∗
ij, will be called the relation corresponding to the
partition p and denoted Rp(u).
4.3. Important examples of relations. We list a few partitions and the relations
that can be derived directly from the definition. We also mention an equivalent
formulation of those relations assuming that the matrices u = (uij) and u
t = (uji)
are unitary, i.e.∑
k
uiku
∗
jk =
∑
k
u∗kiukj =
∑
k
u∗ikujk =
∑
k
ukiu
∗
kj = δij.
See [TW17], Section 2 for more details.
↑◦ ⊗ ↑• : 1 =
(∑
j1
ui1j1
)(∑
j2
ui2j2
)
⇔
∑
k
ukj =
∑
l
uil
↑ ↑◦◦•• : δi2i4 =
∑
j1,j2,j3
ui1j1ui2j2u
∗
i3j3
u∗i4j2
⇔ uij
(∑
k1
uk1j1
)
=
(∑
l1
ui1l1
)
uij
◦◦ ⊗ •• : δi1k1δi2k2 =
(∑
j1
ui1j1uk1j1
)(∑
j2
u∗i2j2u
∗
k2j2
)
⇔ u∗ijukl = uiju∗kl
u2l : δi1k1 · · · δilkl =
(∑
j1
ui1j1uk1j1
)
· · ·
(∑
jl
uiljlukljl
)
⇔ ui1j1 · · ·uiljl = u∗i1j1 · · ·u∗iljl
sk : 1 =
(∑
j1
ui1j1
)
· · ·
(∑
jk
uikjk
)
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4.4. Definition of unitary easy quantum groups.
Definition 4.6. A compact matrix quantum group G is called easy if there is a set
of partitions S ⊆ P ◦• such that G = (A, u), where
A = (uij, i, j = 1, . . . , n | Rp(u), p ∈ S; u and ut unitary)
for some n ∈ N.
It can be shown that for every set S ⊆ P ◦• and for every n there exists such an
easy quantum group. Moreover, we have the following.
Lemma 4.7 ([Web17, Lemma 2.7, see also Section 4.1.4]). The easy quantum group
corresponding to a set S ⊆ P ◦• is identical to the easy quantum group corresponding
to the category 〈S〉 generated by this set.
Theorem 4.8 ([TW17, Corollary 3.13]). Categories of partitions are in one-to-one
correspondence with sequences (Gn)
∞
n=1 of easy quantum groups with fundamental
representation of size n.
5. Quantum groups corresponding to globally colorized categories
In [TW17] the authors study several possibilities for constructing unitary quantum
groups from the orthogonal ones. They extend the work of Wang who defined tensor
and free products of quantum groups in [Wan95a, Wan95b]. Using these techniques
they construct the quantum groups corresponding to categories of colored partitions
found in [TW18]. In this section, we follow their argumentation to construct the
quantum groups of the globally colorized categories classified in this article.
5.1. The tensor complexification.
Proposition 5.1 ([Wan95b]). Let G = (C(G), u) and H = (C(H), v) be compact
matrix quantum groups. Then G × H := (C(G) ⊗max C(H), u ⊕ v) is a compact
matrix quantum group. For the co-multiplication we have that
∆×(uij ⊗ 1) = ∆G(uij), ∆×(1⊗ vkl) = ∆H(vkl).
Note that the algebra C(G)⊗maxC(H) can be described as a universal C*-algebra
generated by elements uij and vkl such that every uij commutes with every vkl, the
elements uij satisfy the same relations as uij ∈ C(G) and the elements vkl satisfy
the same relations as vkl ∈ C(H). Thus, the matrix
u⊕ v =
(
u 0
0 v
)
∈Mn(C(G)⊗max C(H))
indeed consists of generators of the algebra C(G)⊗maxC(H). From now on, we will
use such interpretation of the maximal tensor product and we will write just uijvkl
instead of uij ⊗ vkl without the explicit tensor sign.
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Proposition 5.2 ([TW17]). Let G = (C(G), u) and H = (C(H), v) be compact
matrix quantum groups. Let A be the C*-subalgebra of C(G) ⊗max C(H) generated
by the products uijvkl, i.e. generated by the elements of the matrix u ⊗ v. Then
G ×˜H := (A, u⊗ v) is a compact matrix quantum group. For the co-multiplication
we have that
∆×˜(uijvkl) = ∆G(uij)∆H(vkl)
Note that the co-multiplication ∆×˜ is just the restriction of the comultiplication
∆× to the subalgebra A. The quantum group G ×˜ H is called the glued tensor
product of G and H.
In this work, we will use the product of the form G ×˜ Zˆk or G ×˜ Zˆ, which is
called the tensor k-complexification or tensor complexification, respectively. Note
that if u is the fundamental representation of G and z is the generator of Zˆk, then
the fundamental representation of the tensor k-complexification is the matrix uz =
(uijz), which is of the same size as u.
5.2. Quantum groups corresponding to globally colorized categories. The
following theorem was proven in [TW17] for the non-crossing and group categories
of partitions. Here, we apply the same technique of proof on all of the globally
colorized categories.
Theorem 5.3 (Theorem B). Let C be a globally colorized category of partitions,
denote k := k(C). Denote by H ⊆ O+n the quantum group corresponding to the non-
colored category of partitions 〈C, ◦◦ 〉. Then C corresponds to the quantum group
H ×˜ Zˆk ⊆ U+n . In the case k = 0, we replace Zˆk by Zˆ.
Proof. We will divide the proof into two cases: Case (a) ↑ ↑◦◦•• ∈ C and case (b)
↑ ↑◦◦•• 6∈ C. According to Lemma 3.8, we have C = 〈C0, sk〉 in case (a) and C =
〈C0, uk〉 in case (b). Since large parts of the proof will be identical for both cases,
let us denote C = 〈C0, qk〉, where qk is either sk or uk. Denote by G the quantum
group associated to the category C.
Denote by R(u) the relations associated to the category C0. Note that the uni-
colored pair ◦◦ = u1 corresponds to the relation making the matrix u orthogonal.
So, we have
C(G) = (uij | R(u), Rqk(u), u and ut unitary),
C(H) = (vij | R(v), Rqk(v), v orthogonal),
C(H)⊗max C∗(Zk) =
(
vij, z
∣∣∣∣ R(v), Rqk(v), v orthogonal,vijz = zvij, zz∗ = z∗z = 1, zk = 1
)
,
C(H ×˜ Zˆk) ⊆ C(H)⊗max C∗(Zk) generated by u′ij := vijz.
According to Definition 4.3, we have to show that there exists a ∗-isomorphism
α : C(G) → C(H ×˜ Zˆk) mapping uij 7→ u′ij. We will show it in two steps. First,
we are going to use the universal property of C(G) to find such a surjective map α.
Secondly, we find a ∗-homomorphism β : C(H)⊗max C∗(Zk)→Mt(C(G)) such that
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β ◦ α = ι, where t = 1 in case (a) and t = 2 in case (b) and ι : C(G) → Mt(C(G))
is the embedding x 7→ x · 1Ct . This will prove the injectivity of α.
C(G) C(H×˜Zˆk)
C(H)⊗max C∗(Zk)Mt(C(G))
⊆ι
α
β
Step 1. There is a surjective ∗-homomorphism α : C(G) → C(H ×˜ Zˆk) mapping
uij 7→ u′ij.
We show that the elements u′ij ∈ C(H ×˜ Zˆk) ⊆ C(H) ⊗max C∗(Zk) satisfy the
relations of uij in C(G).
Indeed, the unitarity is clear since u′u′∗ = vzz∗v∗ = vv∗ = 1 and similarly for u∗u
and for ut.
Moreover, all elements p ∈ C0 satisfy c(p) = 0, so they have the same amount of
white and black points. Thus, in the relations R(u) there is the same amount of
conjugated u∗ij as not conjugated uij. If we put vz instead of u, there is the same
amount of z and z∗ in every relation. So, since z and z∗ commute with everything,
they all cancel out. Therefore, the relations R(vz) = R(v) are also satisfied in
C(H)⊗max C∗(Zk).
Similarly for the case Rqk . We know that c(qk) = k and since z
k = 1, it follows
that Rqk(vz) = Rqk(v), which is satisfied in C(H)⊗max C∗(Zk).
Finally, from the universal property of C(G), we know that there is a ∗-homomorphism
α : C(G) → C(H ×˜ Zˆk) mapping uij 7→ u′ij. Since C(H ×˜ Zˆk) is generated by u′ij,
the homomorphism must be surjective.
Step 2a. Suppose ↑ ↑◦◦•• ∈ C. Define in C(G)
z′ :=
∑
l
uil =
∑
l
ulj, v
′
ij := uijz
′∗.
There is a ∗-homomorphism β : C(H) ⊗max C∗(Zk) → C(G) mapping vij 7→ v′ij,
z 7→ z′ satisfying β ◦ α = id.
We will again show that v′ij and z
′ in C(G) satisfy the relations of vij and z in
C(H)⊗max C∗(Zk). Then the existence of β will follow from the universal property
of C(H)⊗max C∗(Zk).
First of all note that ↑ ↑◦◦•• ∈ C implies that ↑◦ ⊗ ↑• ∈ C, so we indeed have∑
l uil =
∑
l ulj for any i, j (see Subsection 4.3). Since we are in case (a), we have
sk ∈ C if k 6= 0, which corresponds to the relation z′k = 1. The unitarity of z′ follows
from
z′z′∗ =
∑
j
uij
∑
l
u∗il =
∑
j
δjl = 1 =
∑
j
u∗ij
∑
l
uil = z
′∗z′.
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The relation for ↑ ↑◦◦•• means that uijz′ = z′uij, which implies that
v′ijz
′ = uijz′∗z′ = uij = z′uijz′∗ = z′v′ij.
The relation for ◦◦ ⊗ •• implies that
uijz
′∗ =
∑
l
uiju
∗
kl =
∑
l
u∗ijukl = u
∗
ijz
′,
from which we can deduce that
v′ij = uijz
′∗ = u∗ijz
′ = z′u∗ij = v
′∗
ij .
The orthogonality of v′ follows simply from the equality v′v′∗ = uu∗ and v′∗v′ =
u∗u, which follows from the fact that u commutes with z′. Similarly, all relations
R(v′) are satisfied since they are equivalent to R(u) thanks to the fact that u
commutes with z′ and hence all occurrences of z′ cancel with z′∗. Finally, if k 6= 0,
we can use the relation z′k = 1 to show that the relation Rsk(v
′) is equivalent to
Rsk(u).
Step 2b. Suppose ↑ ↑◦◦•• 6∈ C. Denote w :=
∑
l u
2
il =
∑
l u
2
lj ∈ C(G). Define in
M2(C(G))
z′ :=
(
0 w
1 0
)
, v′ij :=
(
0 uij
u∗ij 0
)
.
There is a ∗-homomorphism β : C(H)⊗maxC∗(Zk)→M2(C(G)) mapping vij 7→ v′ij,
z 7→ z′ satisfying β ◦ α = ι.
Again, we will prove that v′ij and z
′ satisfy the appropriate relations and the
statement will follow from the universal property of the algebra C(H)⊗max C∗(Zk).
From the relation corresponding to ◦◦ ⊗ •• it follows that indeed∑
l
u2il =
∑
l,m
uiluilu
∗
mjumj =
∑
l,m
uilu
∗
ilumjumj =
∑
m
u2mj,
so w is well-defined. We can also use this relation to prove that
ww∗ =
∑
l1
u2il1
∑
l2
u∗2il2 =
∑
l1
uil1u
∗
il1
∑
l2
uil2u
∗
il2
= 1
and similarly w∗w = 1, so w is unitary. Then we use the relation to prove that
u∗ijw =
∑
l
u∗iju
2
il =
∑
l
uiju
∗
iluil = uij
and similarly wu∗ij = uij. And also together with the relation for uk to prove that
wk/2 =
∑
l1
uil1uil1 · · ·
∑
lk/2
uilk/2uilk/2 =
∑
l1
uil1u
∗
il1
· · ·
∑
lk/2
uilk/2u
∗
ilk/2
= 1.
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One can now easily check the validity of all the relations. In particular, we have
that
v′ijz
′ = z′v′ij = uij
(
1 0
0 1
)
,
so v′ij = uijz
′∗ 1C2 . Therefore, for the relationsR(v) we can apply the same argument
as in case (a). 
5.3. Characterization of the tensor complexification. In Theorem 5.3, we
constructed precisely all quantum groups of the form H ×˜ Zˆk, where either
(1) H ⊆ O+n corresponds to a category C˜ such that ↑ 6∈ C˜ and k is even or
(2) H ⊆ O+n corresponds to a category C˜ such that ↑ ∈ C˜ and k is odd.
Indeed, consider a globally colorized category C. If k := k(C) is odd, then C must
contain a partition of odd length. According to Lemmata 3.7 and 3.8, we have that
sk ∈ C and hence ↑◦ ∈ C¯ := 〈C, ◦◦ 〉. On the other hand, if k is even, then C does
not contain any partition of odd length and hence ↑◦ 6∈ C¯.
Conversely, let C˜ be any category of non-colored partitions corresponding to an
orthogonal quantum group H ⊆ O+n and denote C¯ := Ψ−1(C˜) the corresponding
category in terms of two-colored partitions. If ↑ ∈ C˜, then we can construct C :=
〈C¯0, sk〉 for k odd and convince ourselves that C¯ = 〈C, ◦◦ 〉. Thus, Theorem 5.3
implies that H ×˜ Zˆk is a unitary easy quantum group corresponding to the category
C. If ↑ 6∈ C˜, then we can similarly construct C := 〈C¯0, uk〉 for k even and use Theorem
5.3 to see that H ×˜ Zˆk is the quantum group corresponding to C.
Now, we would like to characterize the product H ×˜Zk for an arbitrary orthogonal
easy quantum group H and an arbitrary number k ∈ N0.
There are only four non-colored categories of partitions containing the singleton.
Namely, the following:
〈↑, 〉 quantum group S+n ,
〈↑〉 quantum group B+n ,
〈↑, , 〉 (quantum) group Sn,
〈↑, 〉 (quantum) group Bn.
Note that they can be formed by adding the singleton to the following categories:
〈↑ ⊗ ↑, 〉 quantum group S ′+n = S+n ×˜ Zˆ2,
〈 〉 quantum group B′+n = B+n ×˜ Zˆ2,
〈↑ ⊗ ↑, , 〉 (quantum) group Sn ×˜ Zˆ2,
〈↑ ⊗ ↑, 〉 (quantum) group Bn ×˜ Zˆ2.
CLASSIFICATION OF GLOBALLY COLORIZED CATEGORIES OF PARTITIONS 23
Their k-tensor complexifications for k even are described by the following propo-
sition.
Proposition 5.4. For any k ∈ 2N0 we have the following
S+n ×˜ Zˆk = (S+n ×˜ Zˆ2) ×˜ Zˆk (category Sglob(k)),
B+n ×˜ Zˆk = (B+n ×˜ Z2) ×˜ Zˆk (category B′glob(k)),
Sn ×˜ Zˆk = (Sn ×˜ Zˆ2) ×˜ Zˆk (category Sgrp,glob(k)),
Bn ×˜ Zˆk = (Bn ×˜ Zˆ2) ×˜ Zˆk (category Bgrp,glob(k)).
Proof. From Theorem 5.3 it follows that, for each row, the quantum group on the
right hand side corresponds to the category in parentheses. Repeating the proof of
Theorem 5.3 for the quantum group on the left hand side proves the equality. In
particular, note that all the categories are in case (a) and actually the only thing we
have to check is that v′ij ∈ C(G) satisfies the relation corresponding to the singleton∑
l v
′
il =
∑
l v
′
lj = 1 for any i, j. This follows from the fact that∑
l
v′il =
∑
l
uilz
′∗ = z′z′∗ = 1
and similarly for the other relation. 
Remark 5.5. Those alternative descriptions of the quantum groups were actually
used in [TW17, Theorem 4.13, Theorem 5.3].
Proposition 5.6. Let H be an orthogonal easy quantum group corresponding to a
category C such that ↑ 6∈ C and let k be odd. Then H ×˜ Zk = H ×˜ Z2k.
Proof. Denote the fundamental representation of H by v, the generator of C∗(Z2k)
by z and the generator of C∗(Zk) by z′. Then we can denote the fundamental
representation of C(H ×˜ Zˆ2k) by uij := vijz and the fundamental representation of
C(H ×˜Zˆk) by u′ij := vijz′. We have to find an isomorphism C(H ×˜Zˆ2k)→ C(H ×˜Zˆk)
mapping uij 7→ u′ij.
Let us define a homomorphism α : C(H)⊗C∗(Z2k)→ C(H)⊗C∗(Zk) by α(vij) =
vij and α(z) = z
′. The existence of such a homomorphism follows from the universal
property of C(H)⊗ C∗(Z2k) since we have z′2k = 1.
We would also like to define a homomorphism β : C(H) ⊗ C∗(Zk) → C(H) ⊗
C∗(Z2k) by β(vij) = vijz∗k and β(z′) = zk+1. Obviously β(z′) satisfies the relation
of z′ since β(z′)k = z(k+1)k = 1. Since ↑ 6∈ C, we know that C contains only partitions
with even length, so all the relations of C(H) contain monomials in vij of even length.
Thus, β(vij) satisfy the relations of vij since all the z
∗k cancel out. Therefore, such
a homomorphism β exists from a universal property of C(H)⊗ C∗(Zk).
Now since we have
α(uij) = α(vijz) = vijz
′ = u′ij,
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β(u′ij) = β(vijz
′) = vijz∗kzk+1 = vijz = uij,
it follows that α restricted to C(H ×˜Z2k) is a surjective homomorphism onto C(H ×˜
Zk) mapping uij 7→ u′ij, it has an inverse provided by the map β, and hence it is the
desired isomorphism. 
Corollary 5.7. Any quantum group of the form H ×˜ Zˆk, where H is an orthogonal
easy quantum group and k ∈ N0, is a unitary easy quantum group corresponding to
a globally colorized category.
Proof. Denote C¯ the category corresponding to the orthogonal quantum group H in
terms of two-colored partitions. If ↑◦ 6∈ C¯ and k is even, then, as we mentioned in the
beginning of this subsection, H ×˜ Zˆk is a unitary easy quantum group corresponding
to the category 〈C¯0, uk〉. If k is odd, then, according to Proposition 5.6, H ×˜ Zˆk =
H ×˜ Zˆ2k, so it reduces to the previous case and H ×˜ Zˆk corresponds to the category
〈C¯0, u2k〉.
If ↑◦ ∈ C¯ and k is odd, then again, as we mentioned in the beginning of this
subsection, H ×˜ Zˆk is a unitary easy quantum group corresponding to the category
〈C¯0, sk〉. If k is even, then, according to Proposition 5.4, H ×˜ Zˆk = (H ×˜ Zˆ2) ×˜ Zˆk,
where H ×˜ Zˆ2 is an orthogonal easy quantum group corresponding to a category
that does not contain the singleton, so the situation reduces to the first case. In
fact, we again have that H ×˜ Zˆk corresponds to the category 〈C¯0, sk〉 = 〈C¯0, uk〉. 
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