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VALUES OF SPECIAL INDEFINITE QUADRATIC FORMS
∗
GUIDO ELSNER
Abstrat. For speial d-dimensional hyperboli shells E with d ≥ 5
we show that the number of lattie points in E interseted with a d-
dimensional ube Cr of edge length r, an be approximated by the vol-
ume of E∩Cr , as r tends to innity, up to an error of order O(rd−2). We
generalize results and tehniques, used by F. Götze (2004), to a large
lass of indenite quadrati forms and we provide expliit bounds for
the errors in terms of ertain Minkowski minima related to these qua-
drati forms. Furthermore, we obtain, as in the positive denite ase, a
result for multivariate diophantine approximation and for the maximal
gap between values of suh indenite forms.
1. Introdution
Let Q denote a d-dimensional quadrati form. For a, b ∈ R we onsider
the set E of points in the d-dimensional Eulidean spae, for whih Q takes
values between a and b. In ase that the quadrati form Q[x] is positive
denite, E is an ellipti shell, but in this paper we will investigate indenite
forms and hene, E is a hyperboli shell.
For a (measurable) set B ⊂ Rd the lattie volume of B is the number of
lattie points in B (formally volZB
def
= #
(
B ∩ Zd
)
) and volB denotes the
Lebesgue measure of B. For the hyperboli shell E we want to approximate
its lattie point volume by the Lebesgue volume. We want to investigate
this approximation by estimating a relative lattie point rest of large parts
of the hyperboli shell E. Therefore we onsider for r > 0 the d-dimensional
ube Cr with edge length r and interset the ube Cr with the hyperboli
shell E. The relative lattie point rest of E ∩ Cr is now dened by
∆
def
=
∣∣∣ volZ(E ∩ Cr)− vol(E ∩ Cr)
vol(E ∩ Cr)
∣∣∣.
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We will show for speial indenite forms Q, that ∆ = O(1) as r →∞ (The-
orem 2.1) and that even ∆ = o(1) as r → ∞ provided that Q is irrational
(Theorem 2.2). Reall that a quadrati form Q[x] and the orresponding
operator Q with non-zero matrix Q = (qij), 1 ≤ i, j ≤ d, is alled rational
if there exists a real number λ 6= 0 suh that the matrix λQ has integer
entries only; otherwise it is alled irrational.
Similar results for forms Q of signature (p, q) satisfying max(p, q) ≥ 3 have
been proved by Eskin, Margulis and Mozes in [EMM98℄. These are quanti-
tative versions of the well-known Oppenheim problem onerning the distri-
bution of values of Q[m], m ∈ Zd. In 1929, Oppenheim ([Opp29℄, [Opp31℄)
onjetured that if d ≥ 5 for an irrational non-degenerate quadrati form
Q the quantity m(Q)
def
= inf{
∣∣Q[m]∣∣ : m ∈ Zd, m 6= 0} equals zero. In the
rational ase this was known by Meyer's Theorem (see [Cas78℄). Later it
was onjetured that even for d ≥ 3 and Q irrational the equality m(Q) = 0
holds (for irrational diagonal forms this was suspeted in [DH46℄ and it
is not true in dimensions 3 and 4 without the assumption of irrationality).
The dierent approahes to this and related problems involve various math-
ematial methods from analyti number theory, from ergodi theory, from
representation theory of Lie groups, redution theory and from the geome-
try of numbers. In [Mar89℄ Margulis established the Oppenheim onjeture
in dimensions d ≥ 3, as stated by Davenport and Heilbronn for d ≥ 5. In his
seminal work he proved that the set of values of Q at lattie points is dense
in R. Quantitative versions of this problem were later on developed by Dani
and Margulis ([DM93℄) and Eskin, Margulis and Moses ([EMM98℄). They
onsist of quantative bounds on the ratio between the lattie point volume
and the Lebesgue volume of the set of points in the ube Cr, where the
quadrati form takes values in a small interval. The quantitative bounds
provided in these results yield the asymptoti number of points in these
regions as a polynomial in r up to a non-eetive error term tending to
zero in proportion to the leading term. The estimates thus obtained are
impliit, sine they do not provide expliit bounds in terms of diophantine
approximations of irrational oeients of the form. For a detailed disus-
sion of results on these problems by Oppenheim, Heilbronn and Davenport
and others, see [Mar97℄. In [BG99℄ Bentkus and Götze proved expliit error
bounds in the quantitative Oppenheim problem for the ellipti shell as well
as for hyperboli shells for d ≥ 9 by a ommon approah. They provide
more expliit bounds (in terms of diophantine approximation) for distribu-
tion funtions of the values of the quadrati form on Cr, whereas the diret
appliation of the previous methods seems to be restrited to the ase of
the onentration in ompat intervals.
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In [Göt04℄ Götze showed that in the positive denite ase for d ≥ 5 the lat-
tie point rest is of order O(rd−2) for arbitrary forms, and of order o(rd−2) if
the form is irrational. These results rene earlier bounds of the same order
for dimensions d ≥ 9 (see also [Göt04℄ for the history of suh estimates and
further referenes).
In the present paper we apply tehniques of [Göt04℄ to speial indenite
forms and we obtain expliit bounds in terms of ertain Minkowski min-
ima of onvex bodies related to these quadrati forms. Adapting these
tehniques, the main problem onsists of the estimation of the dierene
between the lattie point and the Lebesgue volume by an integral of gen-
eralized theta funtions. In order to ahieve suh an estimate, we develop
tools, dierent from those in [Göt04℄, whih involve adjustable smooth ap-
proximations of the indiatior funtions of the hyperboloid and of the ube
Cr. The bound given by an integral of theta funtions does not use the
speial struture of the indenite forms under onsideration. Furthermore,
a areful modiation of the arguments in [Göt04℄ even leads to a bound in
terms of the Minkowski minima mentioned above, whih holds for any indef-
inite form. The speial struture of the forms is only used when we estimate
the appearing funtions of Minkowski minima by adapting the tehniques
of [Göt04℄ to the indenite ase. As in the positive denite ase we show
that in the irrational ase the maximal gap between suessive values of
the quadrati form at lattie points onverges to 0 as r tends to innity
(Corollary 2.4). Furthermore, we extend the results of Bentkus and Götze
([BG99℄) on distribution funtions for values of quadrati forms to dimen-
sions inluding 5 up to 8 (Theorem 2.7). In addition, we obtain a result for
multivariate diophantine approximations for these speial indenite forms
(Theorem 2.6).
This paper is organized as follows: In the seond setion, we state the
two main results about the asymptotis of the relative lattie point rest
and derive two important orollaries onerning gaps between values of the
quadrati form and onerning multivariate diophantine approximations.
Furthermore, we give expliit quantitative bounds for the relative lattie
point rest. In the third setion, we prove the results of the seond setion.
In the fourth setion, we ollet auxiliary results (e.g. from geometry of
numbers, metri number theory, theory of theta funtions), whih are used
in the proofs of the theorems.
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2. Results
Let Rd, 1 ≤ d <∞, denote the d-dimensional Eulidean spae with salar
produt 〈·, ·〉 and norm |·| dened by |x|2 = 〈x, x〉 = x21 + · · · + x
2
d for
x = (x1, . . . , xd) ∈ R
d
. Let Zd denote the standard lattie of points with
integer oordinates in Rd.
Consider the quadrati form
Q[x]
def
= 〈Qx, x〉, for x ∈ Rd,
where Q : Rd → Rd denotes a symmetri linear operator in GL(d,R) with
eigenvalues, say, q1, . . . , qd. We write
q0
def
= min
1≤j≤d
|qj|, q
def
= max
1≤j≤d
|qj |, q¯
def
= max
{
q−10 ; q
}
. (2.1)
In the sequel we always assume that the form is non-degenerate, that is,
that q0 > 0.
We say that a quadrati form Q is of blok-type, if and only if we an write
Q = Q+ − Q−, where Q+ and Q− are positive denite quadrati forms,
Q+[x] only depends on the rst d1 oordinates of R
d
and Q−[x] on the
d− d1 remaining ones only.
We dene for a, b ∈ R, with a ≤ b and for M ∈ Rd the sets
Ea,b;M
def
=
{
x ∈ Rd : a ≤ Q[x−M ] ≤ b
}
. (2.2)
Note, that if the quadrati form Q[x] is positive denite, then Ea,b;M is an
ellipti shell.
Reall that a quadrati form Q[x] and the orresponding operator Q with
non-zero matrix Q = (qij), 1 ≤ i, j ≤ d, is alled rational if there exists
a real number λ 6= 0 suh that the matrix λQ has integer entries only;
otherwise it is alled irrational.
For r > 0 we set Cr
def
= {x ∈ Rd : |x|∞ ≤ r}, where |·|∞ denotes the
maximum norm on Rd, and
Hr,M
def
= Ha,br,M
def
= Ea,b;M ∩ Cr. (2.3)
For any (measurable) set B ⊂ Rd let volB denote the Lebesgue measure
of B and volZB its lattie volume, that is the number of lattie points in
B ∩ Zd. We want to investigate the approximation of the lattie volume of
Hr,M by the Lebesgue volume. Therefore we estimate the following relative
lattie point rest of large parts of hyperboli shells Hr,M , M ∈ R
d
, r large.
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We dene
∆(r,M)
def
=
∣∣∣ volZHr,M − volHr,M
volHr,M
∣∣∣. (2.4)
The two main results of this part of the paper are the following
Theorem 2.1. For a non-degenerate, d-dimensional, blok-type form Q,
d ≥ 5 and all M ∈ Rd it holds
∆(r,M) = O(1), as r →∞. (2.5)
The estimate of Theorem 2.1 renes an expliit bound of order O(1) ob-
tained for dimensions d ≥ 9 in [BG97℄ for arbitrary ellipsoids and in [BG99℄
for arbitrary hyperboli shells. Sine this bound is optimal in the ase of
positive denite forms ([Göt04℄, p. 196), the bound in Theorem 2.1 is also
optimal for blok-type forms.
In ase that Q is irrational Theorem 2.1 an be improved.
Theorem 2.2. For a non-degenerate d-dimensional blok-type form Q,
d ≥ 5 and all M ∈ Rd it holds
∆(r,M) = o(1), provided that Q is irrational. (2.6)
For irrational forms and dimension d ≥ 9 the bound of Theorem 2.2 has
been already proved in [BG99℄. We should remark again, that the bounds
of both theorems are expliit and eetive.
Remark 2.3. For M ∈ Qd the ondition ∆(r,M) = o(1) implies that Q is
irrational.
Using Theorem 2.2 we an derive easily a Corollary about gaps between
values of blok-type forms:
For a positive denite quadrati form, Davenport and Lewis [DL72℄ onje-
tured in 1972, that the distane between suessive values vn of the quadrati
form Q[x] on Zd onverges to zero as n→∞, provided that the dimension
d is at least ve and Q is irrational. This onjeture was proved by Götze
[Göt04℄. Now we an derive an analog result for irrational blok-type forms
and dimension d ≥ 5.
For a vetor M ∈ Rd let
V (r)
def
=
{
Q[x−M ] : x ∈ Zd ∩ Cr} (2.7)
denote the set of values of Q[x −M ], for lattie points x ∈ Zd in a box of
edge length r.
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We dene the maximal gap between suessive values as
d(r)
def
= sup
u∈V (r)
inf
{
v − u : v > u, v ∈ V (r)
}
. (2.8)
Corollary 2.4. For a non-degenerate d-dimensional blok-type form Q,
d ≥ 5, the follwing holds:
(1) lim
r→∞
d(r) = 0, provided that Q is irrational.
(2) For M ∈ Qd and Q rational we get lim
r→∞
d(r) > 0.
The Theorems 2.1 and 2.2 follow from Theorem 2.5 below. Furthermore,
in Theorem 2.5 (ombined with (3.1) in the proof of the Theorems 2.1 and
2.2), estimates of the remainder terms in (2.5) and (2.6) in terms of ertain
diophantine properties of Q will be given.
In order to desribe the expliit bounds we need to introdue some more
notations. Let |(x, y)|∞ denote the maximum norm of a vetor (x, y) in
Rd×Rd. For any t > 0 and r ≥ 2 onsider the norm F on Rd×Rd given by
F (x, y)
def
=
∣∣(r(x+ tQy) , y r−1)∣∣
∞
. (2.9)
We introdue the so alled Minkowski minima of the onvex body {F ≤ 1}
as
M1,t = inf
{
F (m,n) : (m,n) ∈ (Zd × Zd) \ 0
}
(2.10)
and we dene in general Mk,t as the inmum of λ > 0 suh that the set of
lattie points with norm less than λ, that is{
(m,n) ∈ Zd × Zd : F (m,n) < λ
}
,
ontains k linearly independent vetors. By denition we have rMk,t ≥ 1.
For d > 4 and r ≥ 2 we introdue
ΓT,r
def
= inf
{
rdM1,t · · ·Md,t : T
−1/(d−4) ≤ |t| ≤ T
}
, (2.11)
ρ(r, Q, T )
def
= q¯d+1T−
1
2 + q¯
3d
2 max
{ 2
pir
,
pi
2q0qr
, T−
1
d−4
}
+ q¯d+2Γ
− 1
2
+ 2
d
T,r log
(
q¯T
1
2 ΓT,r + 1
)
, (2.12)
ρ(r, Q)
def
= inf
T≥1
{
r2−d + q
d
2
0 r
2− d
2 + q¯r2−
d
2 (1 + log r) + ρ(r, Q, T )
}
. (2.13)
For any xed T > 1 and irrational Q it is shown in Lemma 4.23 that
lim
r→∞
ΓT,r =∞, (2.14)
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with a speed depending on the diophantine properties of Q. This implies
that
lim
r→∞
ρ(r, Q) = 0. (2.15)
With these notations we may state a Theorem providing quantitative bounds
for the dierene between the volume and the lattie point volume of a hy-
perboli shell.
Theorem 2.5. Let Q denote a non-degenerate d-dimensional blok-type
form, d ≥ 5, and M ∈ Rd. Furthermore, let c(Q,M) > 0 be dened as
in Theorem 3.1 below and K = K(d) is hosen aording to (3.8). Then
there exist onstants cj > 0, j = 1, 2, depending on d only and a onstant
r0 = r(Q,M, a, b) > 0 suh that, for any r ≥ r0,
(1)
∣∣volZHr,M − volHr,M ∣∣
≤ c1 · r
d−2 ·
(
(b− a+ 1)q¯dq−1 + c(Q,M)q¯d+1(log q + 1) + 1
)
.
(2)
∣∣volZHr,M − volHr,M ∣∣ ≤ c2 · rd−2 · ((b− a) q¯dq−1r− 1K
+ (b− a) q¯d+1q−1
(
|M |+ 2q−
1
2
|a|+ |b|
r
)
r−1 + c(Q,M) · ρ(r, Q)
)
,
where lim
r→∞
ρ(r, Q) = 0, provided that Q is irrational.
Note that the summand ρ(r, Q)rd−2 in the bound in Theorem 2.5 is at
least of order O(rd/2 log r). It may be indeed of this order sine rMj,t ≪d r
shows that the maximal value of ΓT,r is of order O(r
d) and we may hoose
T = O(rβ¯) with β¯ > 0 suiently large.
Note that an error bound of order rd/2+ε has been proved by Jarnik [Jar28℄
for diagonal Q = diag(s1, .., sd), sj > 0 for Lebesgue almost all oeients
sj.
The proof of Theorem 2.5 is based, roughly speaking, on an 'ontinuous' ap-
proximation of
∣∣volZHr,M − volHr,M ∣∣ by an integral over generalized theta
funtions. We will derive bounds for parts of this integral, whih use the
distribution of the rst Minkowski minimum M1,t. We investigate this dis-
tribution using results from metri number theory. As a onsequene of this
investigation, we also get a result for multivariate diophantine approxima-
tion:
For a vetor x ∈ Rd let ‖x‖
def
= inf
m∈Zd
|x−m|∞ denote the error of an integer
approximation. For real numbers t > 0, ν > 1 we introdue
D(t, ν) = ν min
{
‖tQn‖ : n ∈ Zd, 0 < |n|∞ ≤ ν
}
, (2.16)
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and let λ denote the Lebesgue measure. Then we have
Theorem 2.6. Assume that Q is a symmetri, non-degenerated blok-type
form, whih is normalized suh that q0 = 1. Then there exists a onstant
c(d) > 1 depending on d only suh that for any r ≥ 1 and any interval [κ, ξ]
satisfying 0 < ξ − κ < 1 the following inequalities hold
λ{t ∈ [κ, ξ] : M1,t ≤ τ} ≤ c(d)
(
qτ 2 (ξ − κ) + τ r−1
)
, (2.17)
sup
t∈[κ,ξ]
M1,t ≥ min{τQ, r(ξ − κ)}, (2.18)
sup
t∈[κ,ξ]
D(t, ν) ≥ min{τQ, ν (ξ − κ)/2}, (2.19)
for any ν ≥ τQ, where τQ
def
=
(
c(d)+2
2c(d)q
)1/2
.
Rening the proofs, we may extend Theorem 2.1 and 2.2 to inlude the ase
a = −∞, i.e. the ase of distribution funtions. This partially extends a
result obtained by Bentkus and Götze in [BG99℄ to the dimensions inluding
5 up to 8.
Theorem 2.7. For a non-degenerate, d-dimensional, blok-type form Q,
d ≥ 5 and all M ∈ Rd we set
Fr,M(b)
def
=
{
x ∈ Rd : Q[x−M ] ≤ b, |x|∞ ≤ r
}
.
Then for the orresponding relative lattie point remainder holds∣∣∣ volZ Fr,M (b)− volFr,M (b)
volFr,M (b)
∣∣∣ = { o(1), provided Q is irrational,
O(1), otherwise,
as r →∞.
3. Proofs
First we dedue Theorem 2.1 and 2.2 from Theorem 2.5:
Proof of Theorem 2.1 and 2.2.
By Lemma 4.1 we obtain for M = (M1, ...,Md) and for r large
vol Hr,M ≫d (b− a)q
−d/2
(
q
d/2
0 + r
−1
∣∣(|q1| 12M1, ..., |qd| 12Md)∣∣)d−2 rd−2
≫d (b− a)q
−d/2q
d(d−2)/2
0 r
d−2. (3.1)
Dividing the inequalities in Theorem 2.5 (1) in the general ase (resp. Theo-
rem 2.5 (2) in the irrational ase) by vol Hr,M , the estimate (3.1) ompletes
the proof of Theorem 2.1 (resp. of Theorem 2.2). 
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Proof of Corollary 2.4.
If Q is irrational, Theorem 2.2 implies, that for any a, b ∈ R∣∣∣∣∣volZH
a,b
r,M
volRH
a,b
r,M
− 1
∣∣∣∣∣→ 0 as r →∞. (3.2)
Hene, Ha,br,M ∩ Z
d 6= ∅ for all a, b ∈ R if r is suiently large. This implies
that lim
r→∞
d(r) = 0 and the proof of part (1) is ompleted.
If Q is rational, there exists a real number λ > 0, suh that λQ has integer
entries only. For M ∈ Qd there exists a µ ∈ Z, µ 6= 0, suh that µM ∈ Zd.
Hene, it holds that Q[m − M ] ∈ λ−1µ−2Zd for all m ∈ Zd. Therefore
d(r) ≥ λ−1µ−2 > 0 for all r ≥ 1, whih proves part (2). 
We should remark, that by using (3.14) and (3.1) one an obtain expliit
bounds for d(r) in terms of r and ρ(r, Q), representing diophantine proper-
ties of Q.
Proof of Remark 2.3. Analyzing the proof of Corollary 2.4 (1) we re-
ognize that ∆(r,M) = o(1) already implies limr→∞ d(r) = 0. Under the
assumptionM ∈ Qd the ondition that Q is rational yields by Corollary 2.4
(2) that limr→∞ d(r) > 0. Thus, for M ∈ Q
d
the irrationality of Q follows
from ∆(r,M) = o(1). 
The rst step in proving Theorem 2.5 is to analyze smooth approximations
of the lattie volume of Hr:
For a, b ∈ R and a smoothing parameter w > 0 we dene ga,b,w : R→ [0, 1]
by
ga,b,w(x)
def
=
1
w
(
(b+ w − x)+ − (b− x)+ − (a− x)+ + (a− w − x)+
)
.(3.3)
This funtion ga,b,w is a linear ontinuous approximation of the indiator
funtion I[a,b] of the interval [a, b]. By Lemma 4.8 we may rewrite ga,b,w as
follows
ga,b,w(x) =
1
2pii
β+i∞∫
β−i∞
e(b+w−x)z − e(b−x)z − e(a−x)z + e(a−w−x)z
dz
wz2
=
1
2pii
β+i∞∫
β−i∞
exp [−xz] · ha,b,w(z)
dz
z
, (3.4)
VALUES OF SPECIAL INDEFINITE QUADRATIC FORMS 10
where ha,b,w(z)
def
=
exp[wz]− 1
wz
·
(
exp[bz] − exp[(a− w)z]
)
.
Using ga,b,w we onstrut a ontinuous approximation V
Z
w,ε(r; a, b,M) of the
(monotone) lattie point ounting funtion r 7→ volZ(Hr,M) depending on
two smoothing parameter w > 0 and ε > 0. Setting Q+
def
=
(
QTQ)
1
2
, we
dene
V Zw,ε(r; a, b,M)
def
=
∑
x∈Zd
exp
[
−
2
r2
Q+[x]
]
ga,b,w
(
Q[x−M ]
)
χε
(x
r
)
(3.5)
and
V Rw,ε(r; a, b,M)
def
=
∫
Rd
exp
[
−
2
r2
Q+[x]
]
ga,b,w
(
Q[x−M ]
)
χε
(x
r
)
dx ,(3.6)
where χ±ε is a funtion with the following properties:
(1) For u ∈ Rd it holds
χ±ε(u) =
{
exp [2 ·Q+[u]] , if |u|∞ ≤ min{1; 1± ε},
0, if |u|∞ > max{1; 1± ε}.
(2) There exists a onstant c1(Q,M) > 0 suh that for
χ±ε(x)
def
= χ±ε(x) · exp
[〈
x, 2r−1QM
〉]
(3.7)
the following estimates hold for an appropriate K = K(d) ∈ N:
(a)
∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ dv ≪d c1(Q,M) · ε−K ,
(3.8)
(b)
∫
{|v|∞>d
− 12 r}
∣∣∣χ̂±ε(v)∣∣∣ dv ≪d c1(Q) · ε−Kr−1 for all r ≥ 1.
The existene of suh a funtion χ±ε follows by standard arguments from
Fourier analysis (f. [Els06℄, p. 27, Lemma 2.4.5). Note, that the funtion
ψr,±ε(x)
def
= exp
[
−
2
r2
Q+[x]
]
χ±ε(
x
r
) (3.9)
approximates the indiator funtion I{|x|∞≤r} and hene the equations
V Z0,0(r; a, b,M) = volZ(Hr,M) and V
R
0,0(r; a, b,M) = volR(Hr,M) are sugges-
tive.
Proof of Theorem 2.5.
For M ∈ Rd, 0 < ε ≤ 1
4
, there exists a onstant c = c(d) > 0 by Lemma 4.4
suh that
VALUES OF SPECIAL INDEFINITE QUADRATIC FORMS 11∣∣volZHr,M − volHr,M ∣∣ ≤ max{∆−ε ; ∆ε} + c · (b− a)q−d/20 q(d−2)/2
×
(
ε+ q
−1/2
0 q
1/2|M |r−1 + 2q
−1/2
0 (|a|+ |b|)r
−2
)
rd−2, (3.10)
where ∆±ε is dened by using (3.9) as follows
∆±ε
def
=
∣∣∣∫
Rd
IHr,M (x)ψr,±ε(x)dx−
∑
x∈Zd
IHr,M (x)ψr,±ε(x)
∣∣∣. (3.11)
Hene, ∆±ε an be estimated by Lemma 4.6 by
∆±ε ≪d max
±
sup
a′∈[a−w;a+w]
b′∈[b−w;b+w]
∣∣∣V Rw,±ε(r; a′, b′,M)− V Zw,±ε(r; a′, b′,M)∣∣∣
+ 8wq
− d
2
0 q
d−2
2
(
1 + ε+ q
1
2
|M |
r
)d−2
rd−2. (3.12)
Colleting the estimates (3.10) and (3.12) we obtain for w > 0, 0 < ε ≤ 1
4
r2−d ·
∣∣volZHr,M − volHr,M ∣∣ ≪d (b− a) q¯dq−1ε
+ (b− a) q¯d+1q−1
( |M |
r
+ 2q−
1
2
|a|+ |b|
r2
)
+ wq¯dq−1
(
1 + ε+ q
1
2
|M |
r
)d−2
+ max
±
sup
a′,b′
∣∣∣V Rw,±ε(r; a′, b′,M)− V Zw,±ε(r; a′, b′,M)∣∣∣ · r2−d. (3.13)
Choosing now w = 1, ε = 1
4
and r > r0 large enough, (3.13) and the result
of the following ruial Theorem 3.1 (1) below yields (note that d ≥ 5)∣∣volZHr,M − volHr,M ∣∣
≪d (b− a+ 1)q¯
dq−1rd−2 + c(Q,M)
(
1 + q
− d
2
0 r
d
2 + q¯d+1(log q + 1) rd−2
)
≪d
(
(b− a + 1)q¯dq−1 + c(Q,M)q¯d+1(log q + 1) + 1
)
rd−2,
for r large enough. This proves Theorem 2.5 (1).
For proving Theorem 2.5 (2), we hoose for an arbitrary α ∈ (0, 1)
w = T−1/2, T ≥ 1 and ε = ε(r)
def
= r−αK
−1
,
where K = K(d) is hosen aording to (3.7).
Then we get by (3.13) and by Theorem 3.1 (2) below, that for r suiently
large the following holds
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r2−d ·
∣∣volZHr,M − volHr,M ∣∣ ≪d (b− a) q¯dq−1r−αK−1
+ (b− a) q¯d+1q−1
(
|M |+ 2q−
1
2
|a|+ |b|
r
)
r−1 + T−
1
2 q¯
d
2 q−1
(
2 + q
1
2
)d−2
+ c(Q,M) · rα
(
1 + q
− d
2
0 r
d
2 + q¯dr
d
2 (1 + log r) + rd−2 · ρ(r, Q, T )
)
r2−d
Taking the inmum over all α ∈ (0, 1) we obtain
r2−d ·
∣∣volZHr,M − volHr,M ∣∣ ≪d (b− a) q¯dq−1r− 1K
+ (b− a) q¯d+1q−1
(
|M |+ 2q−
1
2
|a|+ |b|
r
)
r−1 + T−
1
2 q¯
d
2 q−1
(
2 + q
1
2
)d−2
+ c(Q,M) ·
(
1 + q
− d
2
0 r
d
2 + q¯dr
d
2 (1 + log r) + rd−2 · ρ(r, Q, T )
)
r2−d
By taking the inmum over all T ≥ 1 we get with (2.13)
r2−d ·
∣∣volZHr,M − volHr,M ∣∣ ≪d (b− a) q¯dq−1r− 1K
+ (b− a) q¯d+1q−1
(
|M |+ 2q−
1
2
|a|+ |b|
r
)
r−1 + c(Q,M) · ρ(r, Q), (3.14)
whih proves Theorem 2.5 (2) for an appropriate hoie of r0. 
The key tool in the previous proofs is the following
Theorem 3.1. Let Q denote a non-degenerate d-dimensional quadrati
form of blok-type, d ≥ 5. Then for all M ∈ Rd there exist onstants
c(Q,M), r0 > 0, suh that for any r ≥ r0 and any T ≥ 1
(1)
∣∣∣V Z1,±ε(r; a, b,M)− V R1,±ε(r; a, b,M)∣∣
≪d c(Q,M) · ε
−K
(
1 + 2q
− d
2
0 r
d
2 + q¯d+1(log q + 1)rd−2
)
.
(2)
∣∣∣V ZT−1/2,±ε(r; a, b,M)− V RT−1/2,±ε(r; a, b,M)∣∣ ≪d c(Q,M) · ε−K
×
(
1 + q
− d
2
0 r
d
2 + q¯dr
d
2 (1 + log r) + rd−2 · ρ(r, Q, T )
)
,
where ρ(r, Q, T ) is dened as in (2.12).
Proof. We want to estimate the dierene between these two approxima-
tions by integrals of theta funtions. By (3.4), (3.5) and (3.6) we have∣∣∣V Zw,±ε(r; a, b,M)− V Rw,±ε(r; a, b,M)∣∣∣ =
∣∣∣∑
x∈Zd
exp
[
−
2
r2
Q+[x]
] 1
2pii
β+i∞∫
β−i∞
exp
[
−z ·Q[x−M ]
]
· ha,b,w(z)
dz
z
χ±ε
(x
r
)
VALUES OF SPECIAL INDEFINITE QUADRATIC FORMS 13
−
∫
Rd
exp
[
−
2
r2
Q+[x]
] 1
2pii
β+i∞∫
β−i∞
exp
[
−z ·Q[x−M ]
]
·ha,b,w(z)
dz
z
χ±ε
(x
r
)
dx
∣∣∣.
Choosing β = r−2, deomposing Q[x − M ] = Q[x] + Q[M ] − 2〈x,QM〉
(Reall, that Q is self-adjoint.) and using Fubini's theorem, we get∣∣∣V Zw,±ε(r; a, b,M)− V Rw,±ε(r; a, b,M)∣∣∣ = ∣∣∣ r−2+i∞∫
r−2−i∞
exp
[
−zQ[M ]
]
ha,b,w(z)
×
{∑
x∈Zd
exp
[
−
2
r2
Q+[x]− zQ[x] + i〈x, 2t Im(z)QM〉
]
χ±ε
(
x
r
)
−
∫
Rd
exp
[
−
2
r2
Q+[x]− zQ[x] + i〈x, 2 Im(z)QM〉
]
χ±ε
(x
r
)
dx
}dz
z
∣∣∣,
where χ±ε is dened as in (3.7).
Sine χ±ε(x) =
1
(2pi)d
∫
Rd
χ̂±ε(v) exp[−i〈x, v〉]dv holds by the Fourier inver-
sion theorem, we obtain∣∣∣V Zw,±ε(r; a, b,M)− V Rw,±ε(r; a, b,M)∣∣∣ =
∣∣∣r−2+i∞∫
r−2−i∞
exp
[
−zQ[M ]
]
ha,b,w(z)
1
(2pi)d
∫
Rd
χ̂±ε(v)
×
{∑
x∈Zd
exp
[
−
2
r2
Q+[x]− zQ[x] + i〈x, 2 Im(z)QM −
v
r
〉
]
−
∫
Rd
exp
[
−
2
r2
Q+[x]− zQ[x] + i〈x, 2 Im(z)QM −
v
r
〉
]
dx
}
dv
dz
z
∣∣∣.
(3.15)
For v ∈ Cd we introdue the following theta sum and theta integral
θv(z)
def
= exp
[
−zQ[M ]
] ∑
x∈Zd
exp [−ΘQ,M,r,v(z, x)] , (3.16)
θ0,v(z)
def
= exp
[
−zQ[M ]
] ∫
Rd
exp [−ΘQ,M,r,v(z, x)] dx (3.17)
where ΘQ,M,r,v(z, x)
def
= 2
r2
Q+[x]− z ·Q[x]− i · 〈x,
v
r
− 2 Im(z)QM〉.
Then we an rewrite (3.15) as follows
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=
∣∣∣ r−2+i∞∫
r−2−i∞
ha,b,w(z)
1
(2pi)d
∫
Rd
χ̂±ε(v) ·
{
θv(z)− θ0,v(z)
}
dv
dz
z
∣∣∣.
Consider the segments J0
def
= [r−2−i· 1
r
; r−2+i· 1
r
] and J1
def
=
(
r−2+iR
)
\J0.
Then we may split∣∣∣V Zw,±ε(r; a, b,M)− V Rw,±ε(r; a, b,M)∣∣
≪d
∣∣∣ ∫
J0
ha,b,w(z)
1
(2pi)d
∫
Rd
χ̂±ε(v) ·
{
θv(z)− θ0,v(z)
}
dv
dz
z
−
∫
J1
ha,b,w(z)
1
(2pi)d
∫
Rd
χ̂±ε(v) · θ0,v(z)dv
dz
z
+
∫
J1
ha,b,w(z)
1
(2pi)d
∫
Rd
χ̂±ε(v) · θv(z)dv
dz
z
∣∣∣
=
∣∣∣I0 − I1 + I2∣∣∣, say. (3.18)
Before estimating these integrals we derive a bound for ha,b,w(r
−2+it), t ∈ R.
Using
∣∣∣ exp{w (r−2 + it)} − 1
w
∣∣∣ ≤ min{e∣∣r−2 + it∣∣, e+ 1
w
}
, (3.19)
for r2 ≥ max(w, b) > 0, r ≥ 1, we obtain∣∣∣∣ha,b,w(r−2 + it)r−2 + it
∣∣∣∣ ≪ (ebr−2 + ear−2) · 1w|r−2 + it|2 ≪ 1w|r−2 + it|2 ,
(3.20)
as well as∣∣∣∣ha,b,w(r−2 + it)r−2 + it
∣∣∣∣ ≪ (ebr−2 + ear−2) · |r−2 + it|−1 ≪ |r−2 + it|−1.
(3.21)
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Estimation of I0: Inequality (3.21) and Lemma 4.12 for t ∈ J0 yields
Θt
def
=
∣∣∣(r−2 + i t)−1ha,b,w(r−2 + i t)∣∣∣
×
∣∣∣∣∫
Rd
χ̂±ε(v) ·
{
θv(r
−2 + i t)− θ0,v(r
−2 + i t)
}
dv
∣∣∣∣
≪d q
− d
2
0 |r
−2 + it|−
d+2
2 exp
[
−c(Q) · Re
(
(r−2 + it)−1
)]
·
∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ dv
+2 · |r−2 + it|−1
∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ I(r,∞)(|v|)dv,
where c(Q) is hosen aording to Lemma 4.12. Writing |r−2 + it| =
r−2(1 + r4 t2)1/2 and Re
(
(r−2 + it)−1
)
= r
2
1+r4t2
, we may introdue the vari-
able s = (1 + r4 t2)−1 and the funtion h(s)
def
= s(d+2)/4 exp{−c(Q)sr2}.
The maximal value of h on [0,∞) is attained at s0 =
d+ 2
4c(Q)r2
and it is
bounded by (c(Q)r2)−(d+2)/4 up to a onstant depending on d only.
Using the properties of χ±ε (see p. 10) and the fat that |v| ≥ r implies
|v|∞ ≥ d
−1/2r we now obtain
sup
t∈J0
Θt ≪d q
− d
2
0 r
d+2 sup
s≥0
h(s)
∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ dv + 2r2∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ I(r,∞)(|v|)dv
≪d q
− d
2
0 r
d+2 (c(Q)r2)−
d+2
4 ·
∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ dv
+ 2r2
∫
Rd
∣∣∣χ̂±ε(v)∣∣∣ I(d−1/2r,∞)(|v|∞)dv
≪d q
−d/2
0 r
d+2 (c(Q)r2)−(d+2)/4 · c1(Q,M)·ε
−K + c1(Q,M)·ε
−K · r.
Integrating this bound over J0, we get for an appropriately hosen onstant
c2(Q,M) > 0
|I0| ≤
1
r∫
− 1
r
Θtdt≪d c2(Q,M) · ε
−Kq
− d
2
0 r
d
2 + c1(Q,M) · ε
−K. (3.22)
Estimation of I1: Using Lemma 4.11, (4.13) and (4.15), we have∣∣∣θ0,v(z)∣∣∣≪d q− d20 |z|− d2 . (3.23)
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Therefore, we get by the properties of χ±ε (see p. 10) and (3.21) for r
2 ≥
max{w, b, 1}
|I1| ≪d q
− d
2
0 c1(Q,M) · ε
−K
∫
J1
∣∣∣(r−2 + i t)−(1+ d2)∣∣∣ dt
≪d q
− d
2
0 c1(Q,M) · ε
−K
∫ ∞
1
r
t−
(
1+ d
2
)
dt≪d q
− d
2
0 c1(Q,M) · ε
−Kr
d
2 ,
(3.24)
using the symmetry in t around 0.
Estimation of I2: The estimate
∣∣ha,b,w(r−2+i t)∣∣≪d min{1, (|r−2+i t|w)−1}
given by (3.20) and (3.21) implies
|I2| ≪d
∫
Rd
∫
|t|> 1
r
∣∣θv( 1
r2
+ it
)∣∣min{ 1, 1
w |r−2 + it |
}
dt
|r−2 + it |
∣∣∣χ̂±ε(v)∣∣∣ dv
≪d
∫
Rd
∫
|u|> 2
pir
∣∣θv(r−2 + ipi u
2
)∣∣ g(u) du ∣∣∣χ̂±ε(v)∣∣∣ dv, (3.25)
where
g(u) = min
{
1, (w |u|)−1
}
|u|−1. (3.26)
Using Lemma 4.15 and the properties of χ±ε (see p. 10), we have
|I2| ≪d q¯
drd/2
∫
Rd
∫
|u|> 2
pir
(M1,t · · ·Md,t)
−1/2 · g(u) du
∣∣∣χ̂±ε(v)∣∣∣ dv
≪d q¯
drd/2 · c1(Q,M) · ε
−K
∫
|u|> 2
pir
(M1,t · · ·Md,t)
−1/2 · g(u) du,
(3.27)
where Mj,t denote Minkowski's suessive minima for the norm on R
2d
re-
lated to Q, dened by (4.27) and (4.30) and c1(Q,M) > 0 is a onstant
hosen aording to (3.7). Denote
G(κ, ξ)
def
=
∫ ξ
κ
g(t) dt, for 0 < κ < ξ ≤ ∞. (3.28)
For κ ≥ ξ > 0 we dene G(κ, ξ) = 0. Note that
G(κ, ξ) =

log(ξ/κ), for κ ≤ ξ ≤ w−1,
− log(wκ) + 1− (wξ)−1, for κ ≤ w−1 ≤ ξ,
(wκ)−1 − (wξ)−1, for w−1 ≤ κ ≤ ξ.
(3.29)
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The equality (3.29) and the denition of the funtion G imply the bound
G(κ, ξ) ≤ min
{∣∣log(wκ)∣∣+ 1, ∣∣log(ξ/κ)∣∣, (wκ)−1} for κ, ξ > 0.
(3.30)
Writing
M(t) =M1,t · · ·Md,t,
the upper bound for |I2| in (3.27) in terms of Minkowski's suessive minima
now yields
|I2| ≪d q¯
drd/2 · c1(Q,M) · ε
−K
∫
|t|> 2
pir
g(t)
M(t)1/2
dt
= 2 q¯drd/2 · c1(Q,M) · ε
−KI3, (3.31)
where
I3 =
∫ ∞
2
pir
g(t)
M(t)1/2
dt. (3.32)
The last equality in (3.31) follows from the fat that the funtions g(·) and
M(·) are even (see (4.33)).
After this preparations, we may now omplete the proof of Theorem 3.1:
Proof of Theorem 3.1 (1).
Let
γ(κ, ξ) = rd inf
κ≤t≤ξ
M(t), for κ, ξ ∈ R. (3.33)
Applying Lemma 4.22 for the interval with endpoints κ = 2
pir
and ξ = ∞,
we get
I3 ≪d q
−1
0 r
d/2−2
∫ D0
γ0
v−1/2+1/d
(
qv1/dG
(
κ0(v
1/d),∞
)
+ g
(
κ0(v
1/d)
)) dv
v
+G(
2
pir
,∞) (3.34)
with
γ0 = γ(
2
pir
, ∞), D0 = max
{( r
2d
)d
, γ0
}
, κ0(v) = max
{ 2
pir
,
1
2qvd1/2
}
.
(3.35)
Note that γ0 ≥ 1 by (4.29). In the sequel we hoose w = 1. Using (3.26),
(3.30), (3.31), (3.34), (3.35) and hene g
(
κ0(v
1/d)
)
≪d q v
1/d
, we obtain for
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d > 4 and r ≥ max
{
2
pi q
; 2
pi
}
:
|I2| ≪d c1(Q,M) · ε
−K q¯d+1rd/2rd/2−2
∫ D0
1
v−1/2+2/d
(
log(qv1/d) + 2
) dv
v
+ c1(Q,M) · ε
−K q¯drd/2 (log r + 1)
≪d c1(Q,M) · ε
−K q¯d+1 (log q + 1) rd−2. (3.36)
For r ≥ r0
def
= max
{
2
pi q
; 2
pi
, r0(Q,M)
}
, where r0(Q,M) is a onstant hosen
as in Lemma 4.12 and 4.13, this bound for I2 yields in view of (3.18), (3.22)
and (3.24), that∣∣∣V Z1,±ε(r; a, b,M)− V R1,±ε(r; a, b,M)∣∣ ≪d c2(Q,M) · ε−Kq− d20 r d2
+ c1(Q,M) · ε
−K
(
1 + q
− d
2
0 r
d
2 + q¯d+1 (log q + 1) rd−2
)
,
where the onstants c1(Q,M) and c2(Q,M) are hosen aording to Lemma
3.7 and (3.22). Setting c(Q,M)
def
= max{c1(Q,M), c2(Q,M)}, this proves
Theorem 3.1 (1).
Proof of Theorem 3.1 (2).
In order to use nontrivial bounds for γ(κ, ξ) in the irrational ase we in-
trodue further auxiliary parameters η, T suh that 2
pir
≤ η ≤ T with
T ≥ 1 whih will be determined and optimized later. Thus we may split
the integral I3 in (3.32) whih bounds |I2| in (3.31) into the parts
I3 =
∫ η
2
pir
g(t)
M(t)1/2
dt+
∫ T
η
g(t)
M(t)1/2
dt+
∫ ∞
T
g(t)
M(t)1/2
dt
= I4 + I5 + I6, say. (3.37)
We dene similarly to (3.35)
γ1 = γ(
2
pir
, η), γ2 = γ(η, T ), γ3 = γ(T,∞), (3.38)
Dj = max
{
(2d)−drd, γj
}
, j = 1, 2, 3, (3.39)
κ1(v) = max
{ 2
pir
, f(v)
}
, κ2(v) = max
{
η, f(v)
}
, κ3(v) = max
{
T, f(v)
}
,
(3.40)
where f(v) = (2qvd1/2)−1, v > 0. By (4.29) we have again
γj ≥ 1, j = 1, 2, 3. (3.41)
Using (3.26) and (3.40), we see that
g(κj(v)) ≤ 2qvd
1/2, j = 1, 2, 3. (3.42)
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First, we apply Lemma 4.22 as above to the interval with endpoints κ = 2
pir
and ξ = η. Corollary 4.17 implies that, if η ≥
pi
2 q0 q r
the quantity γ1
(dened by (3.33) and (3.38)) satises
γ1 ≥ δ
def
= (dqη)−d, (3.43)
sine d ≥ 5 and inft∈[ 2
pi r
,η]
{
q0|t|r
2
; 1
q|t|r
}
=
1
q η r
, whenever η ≥
pi
2 q0 q r
.
Lemma 4.22 yields in view of (3.29), (3.30), (3.42) and (3.43) the estimate
I4 ≪d q
−1
0 r
d/2−2
∫ D1
γ1
v−1/2+1/d
(
v1/dq G
(
κ1(v
1/d), η
)
+ g
(
κ1(v
1/d)
)) dv
v
+G(
2
pir
, η)
≪d q
−1
0 qr
d/2−2
∫ D1
δ
v−1/2+2/d
(∣∣log(qv1/dη)∣∣+ 1) dv
v
+G(
2
pir
, η)
≪d q
−1
0 q
d/2−1 rd/2−2ηd/2−2 +G(
2
pir
, η), (3.44)
provided that d > 4, using the hange of variables v = δu in the last
inequality.
In order to estimate I5 we hoose κ = η, and ξ = T . By Lemma 4.22 we
obtain as above
I5 ≪d q
−1
0 r
d/2−2
∫ D2
γ2
v−1/2+1/d
(
v1/dq G
(
κ2(v
1/d), T ) + g
(
κ2(v
1/d)
)) dv
v
+ G(η, T )
≪d q
−1
0 qr
d/2−2
∫ D2
γ2
v−1/2+2/d
(∣∣log(qv1/d/w)∣∣+ 1) dv
v
+G(η, T )
≪d q
−1
0 q r
d/2−2γ2
−1/2+2/d
(∣∣log(qγ2)∣∣ + ∣∣logw∣∣+ 1)+G(η, T ). (3.45)
Finally for the term I6 hoose κ = T and ξ = ∞ and use (3.41) for j = 3.
Reall that we hoose T ≥ 1. Thus, similarly as above, using Lemma 4.22
and the fat, that G(κ3(v
1/d),∞) ≤ G(T,∞) ≤ T−1w−1 and g
(
κ3(v
1/d)
)
≤
T−2w−1, we obtain (see (3.26), (3.30) and (3.40))
I6 ≪d q
−1
0 r
d/2−2
∫ D3
1
v−1/2+1/d
(
v1/dq G
(
κ3(v
1/d),∞) + g
(
κ3(v
1/d)
)) dv
v
+G(T,∞)
≪d q
−1
0 qr
d/2−2T−1w−1 +G(T,∞). (3.46)
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Colleting (3.44)(3.46), we get by ombining the terms G(κ, ξ) and using
(3.37) and the estimates (3.41)
I3 ≪d q
−1
0 r
d
2
−2
{
q
d
2
−1η
d
2
−2 + qγ
− 1
2
+ 2
d
2
(
log(qγ2) + | logw |+ 1
)
+
q
Tw
}
+ G(
2
pir
,∞). (3.47)
In view of (3.31) this bound for I3 yields
|I2| ≪d c1(Q,M) · ε
−K · qdr
d
2
(
1 + log r
)
+ c1(Q,M) · ε
−K · q−10 q¯
d · rd−2
×
{
(T w)−1 + q
d
2
−1η
d
2
−2 + qγ2
− 1
2
+ 2
d
(
log(qγ2) + | logw |+ 1
)}
≪d c(Q,M) · ε
−K · q¯dr
d
2
(
1 + log r
)
+ c(Q,M) · ε−K · rd−2
×
{ q¯d+1
T w
+ q¯
3d
2 η
d
2
−2 + q¯d+2γ2
− 1
2
+ 2
d
(
log(q¯ γ2) + | logw |+ 1
)}
,
(3.48)
where c(Q,M)
def
= max{c1(Q,M), c2(Q,M)}. By Lemma 4.23 for η, T
xed, we have γ2 → ∞ for r → ∞ and we may now hoose the auxiliary
parameters η, w and T to minimize the right hand side of (3.48) as follows.
Let
T ≥ 1, w = T−1/2, η = max
{ 2
pir
,
pi
2q0 q r
, T−
1
d−4
}
, (3.49)
provided that d ≥ 5.
For r ≥ r0
def
= max
{
2
pi
, pi
2q0 q
, r0(Q,M)
}
, where r0(Q,M) is a onstant ho-
sen as in Lemma 4.12 and 4.13, we obtain in view of (3.18), (3.22), (3.24),
(3.38), (3.41), (3.48) and (3.49) the following bound:∣∣∣V ZT−1/2,ε(r; a, b,M)− V RT−1/2,ε(r; a, b,M)∣∣∣
≪d c(Q,M) · ε
−K
(
1+ q
− d
2
0 r
d
2 + q¯dr
d
2 (1 + log r) + rd−2 · ρ(r, Q, T )
)
,
where ρ(r, Q, T ) is dened as in (2.12). This ompletes the proof of Theo-
rem 3.1 (2). 
Proof of Theorem 2.6.
The estimate (2.17) immediately follows from Corollary 4.21. This inequal-
ity ensures that there exists a t ∈ [κ, ξ] suh that M1,t > τ whenever
c(d)
(
qτ 2 (ξ − κ) + τ r−1
)
< ξ − κ. This ondition is equivalent to
τ <
(
1
c(d)
− qτ 2
)
(ξ − κ)r. (3.50)
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Due to the fat, that τ ≤ τQ, where τQ
def
=
(
c(d)+2
2c(d)q
) 1
2
, implies
1
c(d)
−qτ 2 ≥ 1
2
,
we may onlude, that the ondition (3.50) (and hene M1,t > τ) follows
from the inequality τ ≤ min {τQ, r(ξ − κ)/2} , whih proves (2.18).
By denition ofM1,t the inequalityM1,t > τ
def
= min{τQ, r(ξ−κ)/2} implies
that if 0 < |n|∞ < τ r then τr‖tQn‖ > τ
2
. For ν > τQ exists a r ≥ 1 suh
that ν = τ r. Therefore, we get by (2.16) that D(t, v) ≥ τ 2. Furthermore,
we have τ 2 = min{τ 2Q, ν (ξ−κ)/2}, sine either r(ξ−κ)/2 > τQ and τ = τQ
or τ = r(ξ − κ)/2 otherwise. This proves (2.19). 
Proof of Theorem 2.7.
Sine the ube Cr is ompat the quantity
ar
def
= min
{
Q[x−M ] : x ∈ Cr
}
(3.51)
is a well-dened real number and we obviously get
Fr,M(b) = H
ar ,b
r,M , (3.52)
where Har ,br,M is dened as in (2.3).
A areful analysis of the proof shows, that Theorem 3.1 also holds for a =
ar, r ≥ r0. This, together with Lemma 4.7 yields that for K = K(d) hosen
aording to (3.8) there exist onstants cj > 0, j = 1, ..., 5, depending on
Q and d only and a onstant r0 = r(Q,M, b) > 0 suh that, for any r ≥ r0,
it holds (f. proof of Theorem 2.5):
(1)
∣∣volZ Fr,M(b)− volFr,M(b)∣∣ ≤ rd−2 · (c1 · (b− ar + 1) + c2).
(2)
∣∣volZ Fr,M(b)− volFr,M(b)∣∣
≤ rd−2 ·
(
c3 · (b− ar) r
− 1
K + c4 · (b− ar) r
−1 + c5 · ρ(r, Q)
)
,
where lim
r→∞
ρ(r, Q) = 0, provided that Q is irrational.
Dividing these inequalites by the inequality in Lemma 4.3 (2) for ξ = 1
ompletes the proof of Theorem 2.7. 
4. Lemmas
In the sequel, let I = [a, b], a, b ∈ R and I0 denote nite intervals. For
M ∈ Rd we onsider
H(r)
def
= H(r, I0, I,M)
def
=
{
x ∈ Rd : r−1|x|∞ ∈ I0, Q[x−M ] ∈ I
}
. (4.1)
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The diagonal matrix D(Q) is dened by(
D(Q)
)
i,j
def
=
{ √
|qi|, if j = i,
0, otherwise,
1 ≤ i, j ≤ d.
Lemma 4.1. Let I0 = [0, ξ] and τ = ξ +
|D(Q)M |
r
, σ = q
d/2
0 ξ −
|D(Q)M |
r
. For
the volume of H(r) dened in (4.1) it holds
vol H(r)≪d (b− a)q
−d/2
0 q
(d−2)/2τd−2rd−2.
If σ > 0 and |a|+ |b| ≤ σ2r2/5 then
vol H(r)≫d (b− a)q
−d/2σd−2rd−2.
Proof. [BG99℄, p. 1023, Lemma 8.2 or [Els06℄, p. 24, Lemma 2.4.3 
Lemma 4.2. Let I0 = [1 − δ, 1 + δ], 0 ≤ δ ≤ 1/4. Assume that r is large
enough, that
ε1
def
= r−1|D(Q)M | ≤ q
1/2
0 /4 and ε2
def
= r−2 (|a|+ |b|) ≤
1
8
q0 (4.2)
holds. Then for the volume of H(r) dened in (4.1) it holds
vol H(r)≪d (b− a)
(
δ + q
−1/2
0 ε1 + 2q
−1/2
0 ε2
)
rd−2q
−d/2
0 q
(d−2)/2.
Proof. [BG99℄, p. 1025, Lemma 8.3 or [Els06℄, p. 26, Lemma 2.4.4 
Due to the fat, that for ar dened as in 3.51 the inequality
|ar|
r2
≤ q (4.3)
holds for r large enough, we obtain in the ase a = ar the following lemma
by slightly modifying the proof of Lemma 4.1 given in [BG99℄ resp. [Els06℄.
Using these modiations we also get an analog result as in Lemma 4.2.
Lemma 4.3. Let Ir
def
= [ar, b]. There exist onstants CQ,1, CQ,2 ≥ 1
depending on d and Q only and a onstant r0 = r0(Q,M, b) ≥ 1 suh that
for r ≥ r0 the volume of F (r)
def
= H(r, I0, I,M) dened as in (4.1) an be
estimated as follows:
(1) For I0 = [0, ξ] it holds: vol F (r) ≤ (b− ar) · CQ,1 · ξ
d−2rd−2.
(2) For I0 = [0, ξ] it holds: vol F (r) ≥ (b− ar)CQ,1 · ξ
d−2rd−2
(3) For I0 = [(1− δ), 1 + δ)], 0 ≤ δ ≤ 1/4 it holds:
vol F (r) ≤ (b− ar)CQ,2 · δ · r
d−2.
The onstants CQ,1, CQ,2 an be omputed expliitly.
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In the sequel we want to estimate the error terms aused by the approxi-
mations of the (lattie point) volumes of the hyperboli shell Hr,M :
In the notation of (3.5)-(3.6), onsidering for ε > 0
ψr,±ε(x) = exp
[
−
2
r2
Q+[x]
]
χ±ε
(x
r
)
and
∆±ε =
∣∣∣∫
Rd
IHr,M (x)ψr,±ε(x)dx−
∑
x∈Zd
IHr,M (x)ψr,±ε(x)
∣∣∣,
dened as in (3.9) and (3.11), respetively, we dene additionally
vε
def
= vol
(
Hr,M ∩
{
x ∈ Rd
∣∣r(1− ε) ≤ |x|∞ ≤ r(1 + ε)}) (4.4)
and get the following estimate
Lemma 4.4. For 0 < ε ≤ 1
4
there exists a onstant c = c(d) > 0 suh that∣∣volZHr,M − volHr,M ∣∣ ≤ max{∆−ε ; ∆ε} + c · (b− a)q−d/20 q(d−2)/2
×
(
ε+ q
−1/2
0 q
1/2|M |r−1 + 2q
−1/2
0 (|a|+ |b|)r
−2
)
rd−2. (4.5)
Proof. Obviously, we an estimate
volZHr,M ≤
∑
x∈Zd
IHr,M (x)ψr,ε(x), volHr,M ≤
∫
Rd
IHr,M (x)ψr,−ε(x)dx+ vε,
volZHr,M ≥
∑
x∈Zd
IHr,M (x)ψr,−ε(x), volHr,M ≥
∫
Rd
IHr,M (x)ψr,ε(x)dx− vε.
If volZHr,M − volHr,M ≥ 0 these estimates imply∣∣volZHr,M − volHr,M ∣∣ ≤ ∆+ε + vε,
and otherwise we obtain∣∣volZHr,M − volHr,M ∣∣ ≤ ∆−ε + vε.
Using Lemma 4.2 for I0 = [1 − ε, 1 + ε] we get sine |D(Q)M | ≤ q
1/2|M |
that
vε ≪d (b− a)
(
ε+ q
−1/2
0 q
1/2|M |r−1 + 2q
−1/2
0 (|a|+ |b|)r
−2
)
rd−2q
−d/2
0 q
(d−2)/2,
whih proves (4.5). 
Lemma 4.5. For xed a, b ∈ R, w > 0 and the funtions g dened in (3.3)
the following holds
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(1) There exist a′ ∈ [a− w; a+ w] and b′ ∈ [b− w; b+ w] suh that∑
x∈Zd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x) = 0.
(2) sup
a′∈[a−w;a+w]
b′∈[b−w;b+w]
∣∣∣∫
Rd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)dx
∣∣∣
≪d 8wq
− d
2
0 q
d−2
2
(
1 + ε+ q
1
2
|M |
r
)d−2
rd−2.
Proof. The sum in (1) is nite, sine ψr,±ε has bounded support. Hene,
the map
G : (a′, b′) 7−→
∑
x∈Zd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)
is ontinuous and (1) follows by the intermediate value theorem.
For all a′ ∈ [a− w; a+ w] and all b′ ∈ [b− w; b+ w] we an estimate∣∣∣(I[a,b] − ga′,b′,w)(Q[x−M ])∣∣∣ ≤ I(
[a−2w;a+2w] ∪ [b−2w;b+2w]
)(Q[x−M ]). (4.6)
This implies
sup
a′,b′
∣∣∣∣∣∫
Rd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)dx
∣∣∣∣∣
≤
∫
I(
[a−2w;a+2w] ∪ [b−2w;b+2w]
)(Q[x−M ])ψr,±ε(x)dx
≤
∫ (
I[a−2w;a+2w] + I[b−2w;b+2w]
)(
Q[x−M ]
)
I[
0;r(1+ε)
](|x|∞)dx, (4.7)
sine ψr,±ε(x) ≤ I[
0;r(1+ε)
](|x|∞).
Using Lemma 4.1 with I0 = [0, 1 + ε], we get by (4.7)
sup
a′,b′
∣∣∣∫
Rd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)dx
∣∣∣
≪d 8wq
−d/2
0 q
(d−2)/2
(
1 + ε+ r−1|D(Q)M |
)d−2
rd−2
≤ 8wq
−d/2
0 q
(d−2)/2
(
1 + ε+ r−1q1/2|M |
)d−2
rd−2, (4.8)
whih proves (2). 
Lemma 4.6. Consider ∆±ε, ε > 0 dened in (3.11). Then:
∆±ε ≪d sup
a′∈[a−w;a+w]
b′∈[b−w;b+w]
∣∣∣V Rw,±ε(r; a′, b′,M)− V Zw,±ε(r; a′, b′,M)∣∣∣
+ 8wq
− d
2
0 q
d−2
2
(
1 + ε+ q
1
2
|M |
r
)d−2
rd−2,
VALUES OF SPECIAL INDEFINITE QUADRATIC FORMS 25
where V Rw,±ε(r; a
′, b′,M) and V Zw,±ε(r; a
′, b′,M) are dened as in (3.6) and
(3.5) respetively.
Proof. Using approximations in virtue of funtions g dened in (3.3) we
obtain by triangle inequality (Reall the denition of ψr,±ε in (3.9).)
∆±ε =
∣∣∣∫
Rd
IHr,M (x)ψr,±ε(x)dx−
∑
x∈Zd
IHr,M (x)ψr,±ε(x)
∣∣∣
≤
∣∣∣∫
Rd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)dx
∣∣∣
+
∣∣∣V Rw,±ε(r; a′, b′,M)− V Zw,±ε(r; a′, b′,M)∣∣∣
+
∣∣∣∑
x∈Zd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)
∣∣∣. (4.9)
Choosing a′, b′ aording to Lemma 4.5 (1) and estimating the rst sum-
mand by taking the supremum, we obtain
∆±ε ≤ sup
a′∈[a−w;a+w]
b′∈[b−w;b+w]
∣∣∣∫
Rd
(
I[a,b] − ga′,b′,w
)(
Q[x−M ]
)
ψr,±ε(x)dx
∣∣∣
+ sup
a′∈[a−w;a+w]
b′∈[b−w;b+w]
∣∣∣V Rw,±ε(r; a′, b′,M)− V Zw,±ε(r; a′, b′,M)∣∣∣. (4.10)
The appliation of Lemma 4.5 (2) ompletes the proof. 
Repeating the proofs of Lemma 4.4, 4.5 and 4.6 in the ase a = ar using
Lemma 4.3 instead of Lemma 4.1 and 4.2 we get immediately
Lemma 4.7. For Fr,M(b) dened as in (3.52) there exist onstants r0 =
r0(Q,M, b) ≥ 1 and cQ,1, cQ,2 ≥ 1 depending on Q and d only, suh that for
w > 0, 0 < ε < 1
4
the following estimate holds:∣∣volZ Fr,M(b)− volFr,M(b)∣∣ ≤ (cQ,1(b− ar)ε+ cQ,2w(1 + ε)d−2)rd−2
+ sup
a′∈[ar−w;ar+w]
b′∈[b−w;b+w]
∣∣∣V Rw,±ε(r; a′, b′,M)− V Zw,±ε(r; a′, b′,M)∣∣∣,
where V Rw,±ε(r; a
′, b′,M) and V Zw,±ε(r; a
′, b′,M) are dened as in (3.6) and
(3.5) respetively.
Lemma 4.8. For any β > 0, T ∈ R it holds
1
2pii
∫ β+i∞
β−i∞
exp{zT}
dz
z2
= max{T, 0} = T+. (4.11)
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Proof. Complement the interval (β−i∞, β+i∞) by an innite half irle
in Re z ≥ 0 (resp. Re z ≤ 0) for T < 0 (resp. T ≥ 0) and apply standard
residue alulus. 
Lemma 4.9. For a symmetri, d × d omplex matrix Ω, whose imaginary
part is positive denite the following holds:∑
m∈Zd
exp
[
pii · Ω[m] + 2pii〈m, v〉
]
=
(
det
(Ω
i
))− 1
2
· exp
[
−pii · Ω−1[v]
]
×
∑
n∈Zd
exp
[
−pii · Ω−1[n] + 2pii〈n,Ω−1v〉
]
and∫
Rd
exp
[
pii · Ω[x] + 2pii〈x, v〉
]
dx =
(
det
(
Ω
i
))− 1
2
· exp
[
−pii · Ω−1[v]
]
,
where Ω−1
[
x
]
denotes the quadrati form 〈Ω−1x, x〉, dened by the inverse
operator Ω−1 : Cd → Cd (whih exists sine Ω is an element of Siegel's
upper half plane).
Proof. See [Mum83℄, p. 195 (5.6) and Lemma 5.8. 
Corollary 4.10. For z ∈ Cd,Re z > 0, v ∈ Cd and a positive denite,
symmetri d× d matrix Ω it holds∑
m∈Zd
exp
[
−zΩ[m]+2pii〈m, v〉
]
=
(
det
(
z ·
Ω
pi
))− 1
2
·
∑
n∈Zd
exp
[
−
pi2
z
Ω−1[n+ v]
]
.
Proof. Apply Lemma 4.9 to the matrix
i
pi
zΩ. 
Lemma 4.11. For z = 1
r2
+ it, r > 0, t ∈ R and all v ∈ Cd it holds
∑
m∈Zd
exp
[
− 2
r2
Q+[m]− zQ[m] + 2pii〈m, v〉
]
= det
(1
pi
( 2
r2
Q+ + zQ
))− 12
· exp
[
−pi2
( 2
r2
Q+ + zQ
)−1[
v
]]
×
∑
n∈Zd
exp
[
−pi2
( 2
r2
Q+ + zQ
)−1[
n
]
− 2pi2〈
( 2
r2
Q+ + zQ
)−1
n, v〉
]
,
(4.12)
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and∫
Rd
exp
[
− 2
r2
Q+[x]− zQ[x] + 2pii〈x, v〉
]
dx
= det
( 1
pi
( 2
r2
Q+ + zQ
))− 12
· exp
[
−pi2
( 2
r2
Q+ + zQ
)−1[
v
]]
, (4.13)
where
(
2
r2
Q+ + zQ
)−1[
x
]
denotes the quadrati form 〈
(
2
r2
Q+ + zQ
)−1
x, x〉,
dened by means of the positive denite operator
(
2
r2
Q++zQ
)−1
: Rd → Rd.
Proof. For Ω
def
= i
pi
(
2
r2
Q+ + zQ
)
and z = 1
r2
+ it, t ∈ R the imaginary
part ImΩ is positive denite. The appliation of Lemma 4.9 to Ω ompletes
the proof. 
Lemma 4.12. Let θv(z) and θ0,v(z) denote the theta sum and theta integral
in (3.16) and (3.17) respetively. Then there is a onstant c = c(Q) > 0,
suh that for r ≥ r0 = r0(Q,M) ≥ 1 and t ∈ R, |t| <
1
r
, the following
bound holds∣∣(θv − θ0,v)(r−2 + it)∣∣ ≪d q− d20 |r−2 + it|− d2 exp [−c · Re((r−2 + it)−1)]
+ 2I(r,∞)(|v|).
Proof. Using Lemma 4.11 we obtain by (3.16), (3.17) and the self-adjointness
of the matrix
(
2
r2
Q+zQ
)−1
, that(
θv − θ0,v
)
(z)
= exp
[
−zQ[M ]
]
det
( 1
pi
Ω
)− 1
2
· exp
[
−pi2Ω−1
[
−
v˜
2pir
]]
×
∑
n∈Zd\{0}
exp
[
−pi2Ω−1
[
n
]
− 2pi2〈Ω−1n,−
v˜
2pir
〉
]
= exp
[
−zQ[M ]
]
det
( 1
pi
Ω
)− 1
2
·
∑
n∈Zd\{0}
exp
[
−Ω−1
[
pin−
v˜
2r
]]
,
(4.14)
where Ω
def
=
(
2
r2
Q+ + zQ
)
and v˜
def
= 2r Im(z)QM − v. Note that for
z = r−2 + it and t ≤ 1
r
there exists a onstant c0 = c0(Q,M) > 0 suh that
|2r Im(z)QM | ≤ c0 uniformly in r.
Using det
(
1
pi
Ω
)
= 1
pid
∏
1≤j≤d
(
2
r2
|qj|+ zqj
)
and
∣∣∣ 2r2 |qj| + zqj∣∣∣ ≥ |qj|·∣∣r−2 + it∣∣
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for z = r−2 + it and all 1 ≤ j ≤ d, we have∣∣∣∣∣det
(
1
pi
Ω
)− 1
2
∣∣∣∣∣ ≤ pi d2 · q− d20 · |z|− d2 . (4.15)
Sine Ω an be orthogonal diagonalized, the matrix Re (Ω−1) has eigenvalues
Re
((
2
r2
|qj|+ zqj
)−1)
, 1 ≤ j ≤ d. For t ≤ 1
r
we have
Re
(( 2
r2
|qj|+ zqj
)−1)
≥
1
|qj|
Re(z−1) ≥
1
q
Re(z−1), 1 ≤ j ≤ d.
Hene,∣∣∣∣exp[−pi2Ω−1[n− v˜2pir]]
∣∣∣∣ = exp[−Re(Ω−1[pin− v˜2r]
)]
= exp
[
−Re
(
Ω−1
) [
pin−
v˜
2r
]]
≤ exp
[
−
1
q
Re(z−1) ·
∣∣∣∣pin− v˜2r
∣∣∣∣2 ]. (4.16)
Using (4.14), (4.15) and (4.16) we get∣∣(θv − θ0,v)(r−2 + it)∣∣ ≪d exp[− 1r2Q[M ]] q− d20 |r−2 + it|− d2
×
∑
n∈Zd\{0}
exp
[
−
1
q
Re
(
(r−2 + it)−1
)
·
∣∣∣∣pin− v˜2r
∣∣∣∣2 ]. (4.17)
For |v˜| ≤ pir we obtain
exp
[
−
1
q
Re
(
(r−2 + it)−1
)
·
∣∣∣∣pin− v˜2r
∣∣∣∣2 ] ≤ exp[−1q Re((r−2 + it)−1) · |pin|22 ]
and hene, for an appropriate onstant c = c(Q) > 0∑
n ∈ Zd\{0}
exp
[
−
1
q
Re
(
(r−2 + it)−1
)
·
∣∣∣∣pin− v˜2r
∣∣∣∣2 ]
≤
∑
n∈Zd\{0}
exp
[
−
1
q
Re
(
(r−2 + it)−1
)
·
|pin|2
2
]
≪ exp
[
−c · Re
(
(r−2 + it)−1
)]
. (4.18)
For |v˜| > pir set v˜ = Lpir + w, with L ∈ Z, |w| ≤ pir, then w = v˜′ for
v′
def
= v + Lpir. By (4.14) we have obviously θv = θv′ and therefore we get
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by (4.18) and (4.17) the inequality∣∣(θv − θ0,v)(r−2 + it)∣∣
≤
∣∣(θv′ − θ0,v′)(r−2 + it)∣∣ + ∣∣(θ0,v′ − θ0,v)(r−2 + it)∣∣
≪d exp
[
−
1
r2
Q[M ]
]
q
− d
2
0 |r
−2 + it|−
d
2 · exp
[
−c · Re
(
(r−2 + it)−1
)]
+
∣∣θ0,v′(r−2 + it)∣∣ + ∣∣θ0,v(r−2 + it)∣∣
≤ exp
[
−
1
r2
Q[M ]
]
q
− d
2
0 |r
−2 + it|−
d
2 · exp
[
−c · Re
(
(r−2 + it)−1
)]
+ 2.
(4.19)
The result now follows by (4.18), (4.17) and (4.19) for r ≥ r0, r0 ≥ 1 large
enough, sine |v˜| > pir implies |v| ≥ pir−c0(Q,M) ≥ r for r large enough. 
Lemma 4.13. Let θv(z) denote the theta funtion in (3.16) depending on
Q and v ∈ Cd. For r ≥ r0 = r0(Q,M) ≥ 1, t ∈ R, the following bound
holds∣∣θv(r−2 + it)∣∣ ≪d (det Ω)−1/4rd/2 ψ(r, t)1/2, where (4.20)
ψ(r, t) =
∑
m,n∈Zd
exp
{
−
r2
2
Ω−1[pim− 2tQn]−
2
r2
Ω[n]
}
,
with Ω
def
= 2·Q+ +Q.
Note that the right hand side of this inequality is independent of v ∈ Cd.
Proof. For any x, y ∈ Rd the equalities
2 (Ω[x] + Ω[y ]) = Ω[x + y ] + Ω[x − y ], (4.21)
〈Ω(x + y), x− y〉 = Ω[x] −Q[y ] (4.22)
hold. Rearranging θv(z) θv(z) and using (4.22), we would like to use m+ n
and m− n as new summation variables on a lattie. But both vetors have
the same parity, i.e., m + n ≡ m − n mod 2. Sine they are dependent
one has to onsider the 2d sublatties indexed by α = (α1, . . . , αd) with
αj = 0, 1, for 1 ≤ j ≤ d:
Zdα
def
= {m ∈ Zd : m ≡ α mod 2},
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where, for m = (m1, . . . , md), m ≡ α mod 2 means mj ≡ αj mod 2,
1 ≤ j ≤ d. Thus writing
θv,α(z)
def
=
∑
m∈Zdα
exp
[
−
2
r2
Q+[m]− z ·Q[m]− i · 〈m,
v
r
− 2tQM〉
]
,
we obtain θv(z) = exp
[
−zQ[M ]
]∑
α θv,α(z) and hene by the Cauhy
Shwarz inequality∣∣θv(z)∣∣2 ≤ 2d exp[− 2
r2
Q[M ]
] ∑
α
∣∣θv,α(z)∣∣2. (4.23)
Using (4.22) and the absolute onvergene of θα(z), we may rewrite the
quantity θv,α(z) θv,α(z) for z =
1
r2
+ it and v˜
def
= v − 2trQM as
θv,α(z) θv,α(z)
=
∑
m,n∈Zdα
exp
[
−
1
r2
(
Ω[m] + Ω[n]
)
− it ·
(
Q[m]−Q[n]
)
− i · 〈m− n,
v˜
r
〉
]
=
∑
m,n∈Zdα
exp
[
−
2
r2
(
Ω[m] + Ω[n]
)
− 2i ·
〈
2t ·Qm+
v˜
r
, n
〉]
(4.24)
where m =
m+ n
2
, n =
m− n
2
.
Note that the mapH :
⋃
α Z
d
α×Z
d
α → Z
d×Zd, (m,n) 7−→
(
m+ n
2
,
m− n
2
)
is a bijetion. Therefore we get by (4.23)
exp
[
2
r2
Q[M ]
]
·
∣∣θv(z)∣∣2
≪d
∑
α∈{0,1}d
∑
m,n∈Zdα
exp
[
−
2
r2
(
Ω[m] + Ω[n]
)
− 2i ·
〈
2t ·Qm+
v˜
r
, n
〉]
=
∑
m,n∈Zd
exp
[
−
2
r2
(
Ω[m] + Ω[n]
)
− 2i ·
〈
2t ·Qm+
v˜
r
, n
〉]
. (4.25)
In this double sum x n and sum over m ∈ Zd rst. Using Corollary 4.10
for z = 2
r2
, we get for δ
def
=
(
det
(
2
pir2
· Ω
))− 1
2
by the symmetry of Q
θv(z, n)
def
=
∑
m∈Zd
exp
[
−
2
r2
(
Ω[m] + Ω[n]
)
− 2i ·
〈
2t ·Qm+
v˜
r
, n
〉]
= δ
∑
m∈Zd
exp
[
−
r2
2
Ω−1[pim− 2tQn ]−
2
r2
Ω[n]− 2i〈
v˜
r
, n〉
]
.
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Thus,∣∣θv(z, n)∣∣ ≤ δ ∑
m∈Zd
exp
{
−
r2
2
Ω−1[pim− 2tQn ]−
2
r2
Ω[n]
}
. (4.26)
Hene, we obtain by (4.25) and (4.26)∣∣θv(z)∣∣2 ≪d exp[− 2r2Q[M ]] (det Ω)−1/2 rd
×
∑
m,n∈Zd
exp
{
−
r2
2
Ω−1[pim − 2tQn ]−
2
r2
Ω[n ]
}
,
whih proves Lemma 4.13 for r > r0 = r0(Q,M)
def
= |Q[M ]|1/2 + 1 . 
In the following we shall use some fats in the geometry of numbers (see
[Dav58℄).
Let F : Rd → [0,∞) denote a norm on Rd, that is F (αx) = |α|F (x),
for α ∈ R, and F (x + y) ≤ F (x) + F (y). The suessive minima M1 ≤
· · · ≤ Md of F with respet to the lattie Z
d
are dened as follows: Let
M1 = inf
{
F (m) : m 6= 0, m ∈ Zd
}
and dene Mk as the inmum of λ > 0
suh that the set
{
m ∈ Zd : F (m) < λ
}
ontains k linearly independent
vetors. It is easy to see that these inma are attained, that is there exist
linearly independent vetors a1, . . . , ad ∈ Z
d
suh that F (aj) =Mj.
Lemma 4.14. Let Lj(x) =
∑d
k=1 qjkxk, 1 ≤ j ≤ d, denote linear forms
on Rd suh that qjk = qkj, j, k = 1, . . . , d. Assume that r ≥ 1 and let ‖v‖
denote the distane of the number v to the nearest integer. Then the number
of m = (m1, . . . , md) ∈ Z
d
suh that
‖Lj(m)‖ < r
−1, |mj | < r, for all 1 ≤ j ≤ d,
is bounded from above by cd (M1 · · ·Md)
−1
, where cd > 0 denotes a onstant
depending on d only, M1 ≤ · · · ≤ Md are the rst d of the 2d suessive
minima M1 ≤ · · · ≤ M2d of the norm F : R
2d → [0,∞) dened for vetors
y = (x, x) ∈ R2d, x, x ∈ Rd, x = (x1, . . . , xd), as
F (y)
def
= max
{
r |L1(x)− x1 |, . . . , r |Ld(x)− xd |, r
−1 |x|∞
}
. (4.27)
Moreover,
1
2d
≤MkM2d+1−k ≤ (2d)
2d−1, 1 ≤ k ≤ 2d. (4.28)
Proof. [Dav58℄, (20), p. 113, Lemma 3. 
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Note that for some onstant, say c(d) > 0, depending on d only
r−1 ≤M1 ≤ · · · ≤Md ≤ c(d), (4.29)
where the rst inequality is obvious by F (m,m) ≥ r−1 |m|∞. If here
m = 0 then m 6= 0 and F (m,m) = r |m|∞ ≥ r
−1 |m|∞ ≥ r
−1. Finally,
Md ≪d 1 follows from (4.28) for k = d.
In the following we shall onsider linear forms
Lj(x) =
d∑
k=1
t qjk xk, 1 ≤ j ≤ d, (4.30)
where Q = (qij), i, j = 1, . . . , d, denotes the omponents of the matrix
Q and where t ∈ R is arbitrary. We denote the orresponding suessive
minima of the norm F (·) dened by (4.27) and (4.30) for xed t by Mj,t,
j = 1, . . . , d. Thus, we an write
Mj,t =
∣∣L(m,n, t)∣∣
∞
, (4.31)
for some m,n ∈ Zd, where
L(m,n, t) =
(
r(m1 − t(Qn)1), . . . , r(md − t(Qn)d), r
−1n1, . . . , r
−1nd
)
.
(4.32)
It is easy to see from the denition that
Mj,t =Mj,−t, j = 1, . . . , d, t ∈ R. (4.33)
Lemma 4.15. Let r ≥ 1. Then∣∣θ(r−2 + i tpi
2
)
∣∣≪d q− 3d40 rd/2 (M1,t · · ·Md,t)−1/2.
Proof. By Lemma 4.13 we need to estimate the theta series ψ(r, tpi/2).
Sine the matrixΩ = 2Q++Q is positive denite we may use the inequalities
Ω−1[x] ≥ 1
3q
|x|2∞ and Ω[x] ≥ q0|x|
2
∞, and we get with cQ = min
{
pi2
6 q
, 2q0
}
ψ(r, t
pi
2
)≪d
∑
m,n∈Zd
exp
{
−cQ |L(m,n, t)|
2
∞
}
, (4.34)
where L(m,n, t) is dened in (4.32). Let
H
def
=
{
(m,n) ∈ Z2d : |L(m,n, t)|∞ < 1
}
.
Now, Lemma 4.14 may be restated for the forms (4.30) as
#H ≪d (M1,t · · ·Md,t)
−1. (4.35)
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In order to bound ψ(r, tpi/2), we introdue for k
def
= (k1, . . . , k2d) ∈ Z
2d
the sets
Bk
def
=
[
k1 −
1
2
, k1 +
1
2
)
× · · · ×
[
k2d −
1
2
, k2d +
1
2
)
and
Hk
def
=
{
(m,n) ∈ Z2d : L(m,n, t) ∈ Bk
}
suh that R2d =
⋃
k Bk. For any xed (m
∗, n∗) ∈ Hk we have
(m−m∗, n− n∗) ∈ H for any (m,n) ∈ Hk.
Hene, we onlude for any k ∈ Z2d
#Hk ≤ #H ≪d (M1,t · · ·Md,t)
−1. (4.36)
Sine x ∈ Bk implies |x|∞ ≥ |k|∞/2, we obtain by (4.34) and (4.36)
ψ(r, tpi/2) ≪d #H0 +
∑
k∈Z2d\0
∑
m,n∈Z2d
I
{
L(m,n, t) ∈ Bk
}
exp
{
−cQ |k|
2
∞/4
}
≪d (M1,t · · ·Md,t)
−1
∑
k∈Z2d
exp
{
−cQ |k|
2
∞/4
}
≪d (M1,t · · ·Md,t)
−1(c
−1/2
Q + 1)
2d,
using similar bounds as in (4.18). Some simple bounds together with Lemma
4.13 nally onlude the proof of Lemma 4.15. 
In the following we onsider an arbitrary, real, symmetri, non-degenerate
d∗× d∗ - matrix Q∗. The norm on Rd
∗
, assoiated by (4.32), and the assoi-
ated suessive minima are denoted by L∗ andM∗j,t, 1 ≤ j ≤ d
∗
, respetively.
Lemma 4.16. Let (m,n), (m′, n′) ∈ Z2d
∗
\ 0; t, t′ ∈ R and r ≥ 1. Let
M
def
= |L∗(m,n, t)|∞ and M
′ def= |L∗(m′, n′, t′)|∞. Assume that 〈Q
∗n, n′〉 >
0 and
max{M,M ′} ≤ (4 d∗)−1/2. (4.37)
Then for
∆ = ∆(m,n;m′, n′)
def
=
∣∣〈n′, m〉 − 〈m′, n〉∣∣ (4.38)
the following holds:
i) ∆ = 0 ⇒ |t− t′| ≤
(d∗)1/2 max{M,M ′ } (|n|+ |n′|)
r 〈Q∗n, n′ 〉
,
(4.39)
ii) ∆ 6= 0 ⇒ |t− t′| ≥ 〈Q∗n, n′ 〉−1/2.
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In partiular, assuming n = n′ and (4.37) the alternative i) in (4.39) holds.
Furthermore, assuming (m,n) ∈ Z2d
∗
\0 andM = |L∗(m,n, t)|∞ ≤ (4 d
∗)−1/2
we have either
i) |t| ≤
2 d∗M |n|
r |Q∗n|
or ii) |t| ≥
1
2 |Q∗n|
. (4.40)
This means t, t′ resp. t, 0 have to be either 'near' to eah other or 'far'
apart.
Proof. [Göt04℄, p. 217, Lemma 3.6 or [Els06℄, p. 38, Lemma 2.4.17 
The appliation of Lemma 4.16 to Q∗ = Q yields the following
Corollary 4.17. Let r ≥ 1 and d ≥ 4. Then
M1,t · · ·Md,t ≥ d
−d
(
min
{
q0|t|r
2
,
1
q |t|r
})d
. (4.41)
Proof. Sine |Qn| = |Q+n| we have |Qn| ≥ q0|n|, and |n| ≥ q
−1|Qn|. In
the ase, where Mj,t ≤ (4 d)
−1/2
we obtain by (4.40), |n|∞ ≤ rMj,t and
2d1/2 ≤ d:
i) |t|rd−1q0 ≤ |t|rd
−1 |Qn|
|n|
≤ 2Mj,t
or (4.42)
ii)
1
|t|
≤ 2 |Qn| ≤ 2q |n| ≤ 2d1/2q |n|∞ ≤ qdrMj,t,
for appropriate (m,n) ∈ Z2d depending on j suh that Mj,t = |L(m,n, t)|∞.
Note that if Mj,t ≥ (4 d)
−1/2
, then Mj,t ≥ d
−1
sine d ≥ 4. Combined
with (4.42), this proves Corollary 4.17 sine
min
{
q0|t|r
2
,
1
q |t|r
}
≤ 1
(reall that q0 ≤ q). 
In the following two Lemmas we will additionally assume that the matrix
Q∗ is positive denite. The smallest and the largest eigenvalue of Q∗ is
denoted by q∗0 and q
∗
respetively.
Lemma 4.18. Let [κ, ξ ] ⊂ R, 0 < κ < ξ < ∞. Dene for g ∈ C1[κ, ξ ]
suh that g ≥ 0, g′ ≤ 0 on [κ, ξ ],
Hκ,ξ(τ)
def
= Hκ,ξ,Q∗(τ)
def
=
∫ ξ
κ
I{M∗1,t ≤ τ} g(t) dt. (4.43)
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Then, for all
κ > (q∗0r)
−1 , r−1 ≤ τ ≤ (2d∗)−1, (4.44)
we have
Hκ,ξ(τ) ≪d∗ Hκ,ξ(τ)
def
=
q∗
q∗0
τ 2
∫ ξ
κ(τr)
g(t) dt+
1
q∗0
τ
r
g(κ(τ r)),(4.45)
where κ(v) = max
{
κ, (2q∗vd1/2)−1
}
, provided that κ(τ r) ≤ ξ. In the
ase where κ(τ r) > ξ, we have Hκ,ξ(τ) = 0.
Proof. [Göt04℄, p. 219, Lemma 3.8 
For indiator funtions g Lemma 4.18 reads as follows.
Lemma 4.19. Let λ denote the Lebesgue measure. There exists a on-
stant c(d∗) depending on d∗ only suh that for any r ≥ 1, τ > 0 and any
interval [κ, ξ] with ξ > κ the following holds:
I(τ)
def
= λ{t ∈ [κ, ξ] : M∗1,t ≤ τ} ≤ c(d
∗)
(
q∗
q∗0
τ 2 (ξ − κ) +
1
q∗0
τ r−1
)
.
Proof. [Göt04℄, p. 222, Lemma 3.9 
We now return to general (not neessary positive denite) non-degenerate,
symmetri, real d× d - matrix Q, to the orresponding norm L (see (4.32))
and the assoiated suessive minima Mj,t(see (4.31)).
In the sequel we will assume, thatQ is a blok-typematrix, that is, that there
exist positive denite matries Q+ ∈ GL
(
Rd
+)
, Q− ∈ GL
(
Rd
−
)
, d++d− ≥ 5
with
Q =
(
Q+ 0
0 − Q−
)
.
We denote the orresponding suessive minima of the norm F±(·), dened
by the analogon of (4.27) and (4.30) for Q±, for a xed t by M±j,t, j =
1, . . . , d±. Thus, we an write
M±j,t =
∣∣L±(m,n, t)∣∣
∞
, (4.46)
for some m,n ∈ Zd
±
, where
L±(m,n, t)=
(
r(m1 − t(Q
±n)1), . . . , r(md± − t(Q
±n)d±),
1
r
n1, . . . ,
1
r
nd±
)
.
As in (4.33) we have
M±j,t =M
±
j,−t, j = 1, . . . , d
±, t ∈ R. (4.47)
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In this speial ase there is a simple relation between the rst suessive
minimum of Q and those of Q+ and Q−.
Lemma 4.20. For t ∈ R holds
M1,t ≥ min
{
M+1,t,M
−
1,t
}
. (4.48)
In partiular, for τ ∈ R,
I{M1,t ≤ τ} ≤ I{M
+
1,t ≤ τ}+ I{M
−
1,t ≤ τ}.
Proof. Choose (m,n) =
((
m+
m−
)
,
(
n+
n−
))
∈ Zd \ 0 suh that M1,t =
|L(m,n, t)|∞. It is easy to see, that
M1,t = |L(m,n, t)|∞ = max
{∣∣L+(m+, n+, t)∣∣∞, ∣∣L−(m−, n−,−t)∣∣∞} .
Sine (m,n) 6= 0, it follows (m+, n+) 6= 0 or (m−, n−) 6= 0 and hene by
(4.47),∣∣L+(m+, n+, t)∣∣∞ ≥M+1,t or ∣∣L−(m−, n−,−t)∣∣∞ ≥M−1,−t =M−1,t.
This proves (4.48). 
Corollary 4.21. Again, λ denotes the Lebesgue measure. Then there exists
a onstant c = c(d) > 1 depending on d only, suh that for any r ≥ 1, τ > 0
and any interval [κ, ξ] with ξ > κ the following holds:
I(τ)
def
= λ{t ∈ [κ, ξ] : M1,t ≤ τ} ≤ c ·
(
q
q0
τ 2 (ξ − κ) +
1
q0
τ r−1
)
.
Proof. Using Lemma 4.19 and Lemma 4.20 we obtain
I(τ) ≤
∫
I{M+1,t ≤ τ}+ I{M
−
1,t ≤ τ} λ(dt)
≤
(
c(d+) + c(d−)
)( q
q0
τ 2 (ξ − κ) +
1
q0
τ r−1
)
,
where we have used, that q (resp. q0) is larger (resp. smaller) than the
orresponding largest (resp. smallest) eigenvalue of Q+ and Q−. Taking
c
def
= max
d+,d−∈N
d++d−=d
(
c(d+) + c(d−)
)
ompletes the proof. 
Lemma 4.22. Let M(t) = M1,t · · ·Md,t, γ = γ(κ, ξ) = r
d infκ≤t≤ξM(t)
and introdue
D = max
{
(2d)−drd, γ
}
and G(κ, ξ) =
∫ ξ
κ
g(t) dt,
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for 0 < κ < ξ ≤ ∞ and let g(t) and κ(v) be as in Lemma 4.18. For κ > ξ
we dene G(κ, ξ) = 0. Then
Iκ,ξ
def
=
∫ ξ
κ
g(t)
M(t)1/2
dt
≪d q
−1
0 r
d/2−2
∫ D
γ
v−1/2+1/d
(
qv1/dG(κ(v1/d), ξ) + g(κ(v1/d))
) dv
v
+ G(κ, ξ). (4.49)
Proof. We generalize the proof in [Göt04℄, p. 222, Lemma 3.10:
Write γ
def
= infκ≤t≤ξM(t) and cd = (2d)
−d
. If γ ≥ cd, then Iκ,ξ ≪d G(κ, ξ)
and (4.49) is obvious. In the ase
γ < cd (4.50)
we dene
Jκ,ξ(v)
def
=
∫ ξ
κ
g(t) I{M(t)≤ v} dt (4.51)
for 0 < κ < ξ. Sine Mj,t ≤ Md,t ≪d 1, for j = 1, . . . , d, by Lemma 4.14,
there exists a onstant M¯ depending on d only suh that M(t) ≤ M¯ for
all t. Therefore we have for all t ∈ [κ, ξ ]
M(t)−1/2 =
∫ M¯
γ
ε−1/2dI{M(t)≤ε}.
Hene, Fubini's Theorem implies
Iκ,ξ =
∫ M¯
γ
ε−1/2dJκ,ξ(ε).
Splitting the integral Iκ,ξ into the part where ε ≤ cd and its omplement,
we obtain
Iκ,ξ ≤
∫ cd
γ
ε−1/2dJκ,ξ(ε) + c
−1/2
d
∫ ξ
κ
g(t)dt.
Using partial integration we have by (4.50) and the denition of γ¯,
Iκ,ξ ≤ c
−1/2
d Jκ,ξ(cd)︸ ︷︷ ︸
= G(κ,ξ)
− γ¯−1/2 Jκ,ξ(γ¯)︸ ︷︷ ︸
= 0
+
1
2
∫ cd
γ
ε−3/2Ja,b(ε) dε+ c
−1/2
d G(κ, ξ)
=
1
2
∫ cd
γ
ε−3/2Ja,b(ε) dε+ 2c
−1/2
d G(κ, ξ). (4.52)
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Furthermore, M(t) ≥ (M1,t)
d ≥ r−d (see (4.29)) implies together with
Lemma 4.20
Jκ,ξ(ε) ≤
∫ ξ
κ
g(t)I{(M1,t)d≤ε} dt =
∫ ξ
κ
g(t)I{M1,t≤ε1/d} dt
≤
∫ ξ
κ
g(t)I{M+1,t≤ε1/d} dt+
∫ ξ
κ
g(t)I{M−1,t≤ε1/d} dt
= Hκ,ξ,Q+(ε
1/d) +Hκ,ξ,Q−(ε
1/d), (4.53)
where Hκ,ξ,Q± is dened as in (4.43) in Lemma 4.18. The smallest and the
largest eigenvalue of Q± is denoted by q±0 and q
±
, respetively.
Sine r−d ≤ ε ≤ cd and hene r
−1 ≤ ε1/d ≤ (2d)−1 ≤ (2d±)−1 Lemma 4.18
an be applied and by hanging the variable v = rdε we obtain∫ cd
γ¯
ε−3/2Hκ,ξ,Q±
(
ε1/d
)
dε
≤ c(d±)
∫ cd
γ¯
ε−3/2
(
q±
q±0
ε2/dG(κ(ε1/dr), ξ) +
1
q±0
ε1/d
r
g(κ(ε1/dr))
)
dε
≤ c(d±)
∫ D
γ
r
3d
2
−2v−
3
2
+ 1
d
(
q±
q±0
v1/dG(κ(v1/d), ξ) +
1
q±0
g(κ(v1/d))
)
r−ddv
= r
d
2
−2 · c(d±)
∫ D
γ
v−
1
2
+ 1
d
(
q±
q±0
v1/dG(κ(v1/d), ξ) +
1
q±0
g(κ(v1/d))
)
dv
v
.
Analyzing the proof of Lemma 4.18 we may assume w.l.o.g that the on-
stant c(d) is monotone inreasing in d. Sine q0 = min
{
q+0 ; q
−
0
}
and
q = max {q+; q−}, we have∫ cd
γ¯
ε−3/2Hκ,ξ,Q±
(
ε1/d
)
dε
≤ rd/2−2 · c(d)
∫ D
γ
v−
1
2
+ 1
d
(
q
q0
v1/dG(κ(v1/d), ξ) +
1
q0
g(κ(v1/d))
)
dv
v
.
(4.54)
Thus we onlude by using (4.52), (4.53), and (4.54)
Iκ,ξ ≪d r
d/2−2
∫ D
γ
v−1/2+1/d
(
q
q0
v1/dG(κ(v1/d), ξ) +
1
q0
g(κ(v1/d))
)
dv
v
+ G(κ, ξ),
whih proves (4.49). This ompletes the proof of Lemma 4.22. 
VALUES OF SPECIAL INDEFINITE QUADRATIC FORMS 39
Lemma 4.23. Let 0 < κ < ξ <∞. Then
lim
r→∞
inf
t∈[κ,ξ ]
(
rM1,t
)
· · ·
(
rMd,t
)
=∞
provided that Q is irrational.
Proof. [Göt04℄, p. 224, Lemma 3.11 or [Els06℄, p. 47, Lemma 2.4.24 
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