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Rough set theory was proposed by Zdzisław Pawlak in 1982 as a model of approximate
reasoning. The concepts are represented by the lower and upper approximations induced
from indiscernibility relation between objects. The basic idea is to build the approxima-
tions by means of available attributes (features, dimensions), tending to their reduction and
simpliﬁcation.
Rough set methodology focuses on derivation and representation of knowledge hidden
in various types of data. It enables to, e.g.: discover compound patterns within the web and
multimedia contents; model agent behaviors and complex (real-life) phenomena; design
hierarchical schemes for information retrieval; generally support data-related aspects of the
web applications.
On top of that, rough set methodology keeps putting a special emphasis on clarity of
the obtained models. This advantage draws an attention of more and more researchers and
practitioners, who begin to apply rough sets to the hybrid classiﬁcation, prognostic, and
decision support systems.
The objective of the workshop was to encompass both the foundations and applications
of rough sets, particularly regarding intelligent agent and web technologies. Overall, we
received 19 submissions. We carefully selected 11 papers to be accepted. Every paper was
evaluated by at least three reviewers.
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Abstract
PMML, CRISP-DM and vendor dependent data min-
ing project development methodologies such as SEMMA or
CATs are a ﬁrst step towards systematization of data mining
projects. However, much work is to be done for a method-
ology with a level of maturity similar to disciplines such
as Software Engineering. In this sense, in this paper we
present a ﬁrst approach towards a methodology in which
special stress is put in metadata that has to be captured and
abstracted all along the project development. Particularly
the information that has to be captured prior to deﬁning the
project plan is analyzed. Consequently, we present an ab-
straction of this information in a E/R diagram as a ﬁrst step
towards standardization of required metadata. We present
validation of the presented ideas with a case study in which
rough sets are used as data mining tool.
1 Introduction.
For a long time data mining research has focused on de-
veloping better and more efﬁcient algorithms. As a conse-
quence of a massive use of data mining in real projects, the
trend nowadays is to develop technology so as to improve
data mining project management and to be able to share and
interchange results obtained by different vendors.
The lack of maturity in data mining project develop-
ment lays in the roots of unsuccessfully ending projects
or loosely designed ones. Software engineering is an ex-
ample of a discipline in which mature methodologies for
software development has led to successful ending projects.
However, in data mining related projects, despite the efforts
made in standardization the process still strongly depends
∗This work has been partially supported by Ministerio de Educacion y
Ciencia (Spain) under project TIN2004-05873
on the data miner experience that has no standard system-
atic method but his own to develop the project.
Several standards have been proposed and others con-
tinue to develop. On the one hand, CRISP-DM [1] rep-
resents the ﬁrst standard of data mining process model.
It deﬁnes the following phases: Business Understanding,
Data Understanding, Data Preparation, Modelling, Evalua-
tion and Deployment.
Other process models have been speciﬁed by vendors
and consulting organizations with the aim to guide the user
through a sequence of steps that will lead to good results.
SEMMA (Sample, Explore, Modify, Model, Assess) [2] de-
veloped by SAS, CAT (Clementine Application Templates)
[3]andTwoCrows[4]proposedbyTwoCrowsCorporation
are some examples.
On the other hand, PMML [5] can be considered nowa-
days a maturing standard which provide users not only with
a tool to develop models but also provides additional func-
tionality for describing the transformations, aggregations,
and normalization which are needed to prepare data for data
mining modelling.
Taken PMML as basis, several standards have been de-
veloped. The Common Warehouse Model for Data Min-
ing (CWM DM) [6], is a speciﬁcation for data mining
metadata inside CWM which looks for the interoperabil-
ity among data warehouse vendors by deﬁning Document
Type Deﬁnitions (DTDs) that standardize the XML meta-
data interchanged. SQL/MM [7], JSR-73 (Java Speciﬁca-
tion Request-73) [8] and OLE DB for DM [9] are APIs
which facilitate the integration of data mining with software
application.
In Software Engineering, the Rational Uniﬁed Process
(RUP) [10] [11] is an iterative software design method
which describes how to deploy software effectively using
commercially proven techniques. It is not a rigid process
but a process framework. It encompasses a large number
of different activities, and is designed to be tailored, in the
1sense of selecting only the needed features suited for a par-
ticular software project, considering its size and type.
In data mining, despite the huge number of projects be-
ing developed, standards and methodologies relates to data
mining process but not directly to projects. Project can be
deﬁned as [12]: ”a temporary endeavor undertaken to create
an unique product or service by the application of knowl-
edge, techniques and relationships to project activities in
order to meet stakeholder needs while balancing compet-
ing demands of scope, time, cost and quality”. Successfully
ending a project means fulﬁlling its goals in an effective and
efﬁcient way. It implies not only reaching the expected re-
sults but also having appropriately planned the project. For
a project to fulﬁl goals three differentiating aspects or di-
mensions have to be balanced [13]:
• Technical dimension: technical conception of the
project, implementation, testing, deployment.
• Human dimension: coordination, selection, formation.
• Management dimension: objectives, planning, control
and decision taking.
Project management [14] is needed to organize the
process of development producing a project plan in which
the way the process is going to be developed(life-cycle) and
how it will be split into phases and tasks (process model)
will be settled.
Model process, such as CRISP-DM, does not cover the
management and human dimension, it just deﬁnes the steps
to be performed. Consequently if a data mining project de-
velopment methodology is going to be deﬁned, the parties,
goals, data and human resources, tasks, schedules, expected
results have to be stated. Thus, the foundation upon which
a successful project will be built will be complied.
According to CommonKADS [15], the methodological
pyramid that represent how mature a methodology is, con-
sists of the following levels:
• A general world view formulated as a number of
principles that form the baseline and rationale of the
methodologies approach. The principles are based on
the lessons learned about system development in the
past.
• Theoretical concepts that deﬁne notations, worksheets
and document structures.
• The methods for using the methodology such as life-
cycle model, process model, guidelines and tech-
niques.
• CASE tools and implementation environments for ap-
plying methods.
• Use in case of studies that allow a feedback to the
methodology.
In this sense, in [16] a ﬁrst approach towards a data min-
ing methodology deﬁning phases and milestones was pre-
sented. Nevertheless, according to CommonKADS, it is
required to deﬁne theoretical concepts. In this paper, we
present a ﬁrst approach towards that deﬁnition putting spe-
cial stress in metadata to be deﬁned in project conception
phase for a proper project development. As the principles
are based on the lessons learned in past projects, we also
present a project in which concepts are applied.
The rest of the paper has been organized as follows. In
section 2 we go deeper in the methodology proposed in [16]
analyzing products of phases, putting special signiﬁcance in
data abstraction as a key success factor for project plan de-
ﬁnition. Consequently, in section 3 information to be gath-
ered at the beginning of the project to be used all along its
development is analyzed and synthesized in a E/R diagram.
In section 4 a real project performed applying rough sets
techniques is analyzed to show advantages and disadvan-
tages of the proposed approach and how in our opinion it
can help to establish cost and evaluation parameters from
the very beginning. To end with, section 5 presents the con-
clusions and future work.
2 Approach to a Data Mining Methodology.
Inorderto deﬁneamethodology fordata miningprojects
aspects related to the following have to be faced:
• Deﬁnition of the phases involved in data mining
projects.
• Deﬁnition of the products (result of ending phase)
and milestones (intermediate results when performing
steps of phases) in each phase. These documents will
help data miners to deﬁne objectives and tasks in the
project.
• Deﬁnition of the tasks to be developed to obtain prod-
ucts and milestones in each phase.
• Deﬁnition of the tasks for conﬁguration management.
These tasks should allow data miners track all the dif-
ferent versions of all work products. One important
point here is the concept of iteration through each
phase.We assume that only after iterations of the tasks
in each phase products are reﬁned and obtained. The
goal of each iteration is to develop some part of a prod-
uct that is necessary to complete a phase.
A ﬁrst effort in this direction is done in [16] where an
abstract model to conceptualize data and data mining func-
tions is proposed. The proposed methodology takes CRISP-
DM as basis to deﬁne the technical tasks to be developed
2Figure 1. Effort in the Phases of a Data Mining
Project
and RUP as development process model. Consequently, it
beneﬁts from the advantages of each of these process mod-
els.
In what follows we brieﬂy deﬁne the phases together
with the main deliverables of the methodology.
2.1 Phases of a data mining project.
In the proposed methodology, see Figure 1, four phases
in a data mining project are identiﬁed: project conception,
dataandtaskconception, dataminingmodellingandperfor-
mance. The deﬁnition of these phases is based on deliver-
ables to be obtained. In the methodology these products are
deﬁned but neither the formal tools to obtain them nor the
way to express the results is given. Taking these phases as
starting point, we rename the performance phase to Evalua-
tion of the Results and Deployment Planning and go deeper
into the deﬁnition of phases and end products.
2.1.1 Project Conception
The main result of this phase is the project plan deﬁnition.
For the project plan to be complete it has to contain infor-
mation for the data mining team to fulﬁl goals reducing the
risks, itwillalsocontaininformationtoestimatecosts. Thus
information required to prepare the plan relates to informa-
tion about business goals, data sources, risks and contin-
gencies, costs and beneﬁts, estimations and schedules, re-
sources and results to name a few. In ﬁgure 1 the main
activities in this phase: Business Understanding, Data Un-
derstanding and Data Preparation are depicted.
2.1.2 Data And Process Model Conception
Once the project starts the ﬁrst thing to be done is to in-
stantiate tasks of the process model so to obtain the speciﬁc
process model for each particular project. This means, the
set of tasks to be developed in order to get the results. The
process model is supported by the input data model that rep-
resents the set of data that will be used as input to the task
of the process model to obtain patterns. The input data set
will suffer transformations along the project but the prelim-
inary data set has to be modelled together with transforma-
tion during this phase. Consequently, two are the main de-
liverables of this phase: the data model and the task model.
Data model. Data is one of the key elements in a data
mining project. Data are selected, cleaned, transformed,
and mined to obtain results. Only knowing all the op-
erations performed to data and exactly understanding the
meaning of each component of the data could results be in-
terpreted and evaluated at the end on the project and along
its development. Consequently, we deﬁne the data model as
an abstraction of the data sets used along the project. This
means that not only input data are modelled but also tar-
get data sets. Thus this data model is used to deﬁne data
sources, types of attributes and relationships, and helps data
miners to deﬁne all the models needed by extraction, trans-
formation, loading, preparation, and mining processes.
We deﬁne so far as components of the data model the
following:
• Data source model. It formally describes and deﬁnes
the input data sources. Among the information it has
to be represented in this model you have: quality and
privacy levels of each data set and each data set com-
ponent (tables, ﬁles, attributes ...), nature of data sets
and their components, domain constraints, legal con-
straints, .... The abstraction takes the information an-
alyzed when developing the project plan.
• Clean, Transformation and Integration data model.
Metadata required and generated during the processes
of understanding, Extraction, Transformation and in
general during the preparation tasks, are represented
in this model.
• Selection data model. This model is used to repre-
sent the data sets that will be used as input to each
of the data mining tasks as established by the task
model. Consequently it is a supporting model of the
task model.
Relationship among these models is depicted in ﬁgure 2.
Task model. Task model is used to represent particular
instances of data mining tasks to be developed. When talk-
ing about data mining task here we are not referring to par-
ticular algorithms but on the contrary, to data mining prob-
lems types such as they have been described in [1]: classi-
ﬁcation, segmentation, prediction and dependency analysis.
Tasks here are speciﬁcally deﬁned, this is to say, input data,
parameters, constrains and any other required information
is speciﬁed in the model. The model consequently is rep-
resented by a hierarchical structure of data mining tasks to
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Figure 2. Data And Task Models Interaction
achieve the data mining goals. In order to obtain this model
data has to be fully understood as well as the goals of the
project, thus as one can see in Figure 1, the main activi-
ties involved are Data Understanding and Preprocessing and
Modelling.
2.1.3 Data Mining Modelling
Once the task and data model have been obtained, during
this phase tools to obtain results according to the task model
will be applied. It is important to note that by tools we
are not referring here to vendor tools such as SAS [17] or
Clementine [18] but to techniques to solve predetermined
tasks. As a consequence of the application of such tech-
niques and due to iterations the data model will be reﬁned.
On the other hand metadata available thanks to this model
will make it possible to choose the best tool to obtain the re-
sults. Thus, mechanisms to evaluate the best model between
all possible have to be applied during this step and results
of such an evaluation will be a deliverable of this phase.
What it is important to mention here is that thanks to these
models, project development is independent of the vendor
up to this point. Only after evaluation and deciding the best
mechanism (algorithm) to solve each task will the data min-
ing vendor tool be used. It is important also to mention here
that we are talking about the information these models will
have to formalize but not about the way to express them.
Neither the formalization of the task model and data model
nor the one for data mining model are the scope of this pa-
per. We are using Entity/Relationship model to specify the
information the models have to represent. Note that these
models represented in a standard way is one of the required
stages to make the step from formalization to implementa-
tion automated, this is to say in this case, the application of
software speciﬁc algorithm. Note also that PMML will play
an important role as the intermediate language.
2.1.4 Evaluation of Results and Deployment Planning
Results obtained and expressed in a standard way have to
be globally evaluate and depending on the evaluation de-
ployment plan has to be established. The standard way to
express results once again has to include not only results but
metadata regarding all the applied process.
3 Information to generate the Project Plan.
It is necessary to ﬁnd a system for representing the real
data mining problems in an easy way so as to connect them
to the organization conceptual models. Metadata informa-
tion and Ontologies would help to this task. Enterprise on-
tologiesaswellasinformationtypeontologiescouldbeuse-
ful. Particularly, information type ontologies are a very at-
tractive challenge. Nowadays, there are available many on-
tologies related to different aspects and domains of the real
world, but not related with the different meaning or real-
world aspects each information ﬁeld or attribute represents.
These days, organizational databases tend to use data mod-
els extended with metadata information explaining not only
the structure of data sources but the semantics or meanings
of every element included in the structure (entities, relation-
ships and attributes). Combining all this information with
the conceptual description of real data mining problems, we
should be able to know the kind of information the organi-
zation has and decide if it is enough for solving the real data
mining problem. On the other hand, using ontologies and
metadata will help interpreting the obtained results of a data
mining process as well as integrating the developed models
with the organization global model.
In particular, we focus in this paper, in the information to
becapturedandhowtoabstractitinordertosystematizethe
project plan generation. It is important to note that our goal
up to this moment is to establish the information to be gath-
ered. It is not the goal to describe the formal mechanism to
express it. In fact for clarity reasons, we use E/R diagrams
to represent the required information for the process, but we
note that it is not the formalization tool. This way, we ﬁrstly
deﬁne the concepts and in a later work we will establish the
formal tool metadata will be deﬁned and stored.
In particular, we focus on information not only of the
data sets themselves but any information related to the com-
pany that is interesting for the plan generation as a good un-
derstanding of the business goals and the data with which
one is going to work. Without this understanding, algo-
rithms, regardless of sophistication, will ﬁnd it difﬁcult to
provide us with a proﬁtable result. Without this background
we will not be able to identify the problems we are trying
to solve, prepare the data for mining, or correctly interpret
the results. Consequently, we represent information related
to the business activities developed by the company, infor-
mation about the input data and information about the ter-
minology being used in the company.
43.1 Business Required Metadata
The ﬁrst bunch of information to be gathered has to do
with understanding the company activities related to the
mining problem. Acquisition techniques will be required
in order to obtain this information and a formalism to rep-
resent the obtained information is required. One of the key
acquisition techniques will be a series of interviews with the
business manager, that will be focused in obtaining infor-
mation to allow analysts to evaluate feasibility of the project
goals with the available data.
We have modelled in a Entity/Relationship diagram the
information we think is a must before proceeding to elabo-
rate the business plan. The resulting diagram is depicted in
Figure 3 and described in what follows.
Analysed by
Affected by
Categorized by
Materialized by Is a
Managed By
Analysis Perspectives
Affected By
Assessed by
Storage in
Business Activity
Analysis Factors
Business Goals
Analysis Factor Categories
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ElementType
Process
Views
External Actors
Criteria Measures
Data Source : 2
Figure 3. Business Understanding Metadata
Business Goals represents the goals of the organization
when embarking in a data mining project. They are de-
scribed brieﬂy and concisely and in a natural language. For
example, increasing sales. Analysts, through interviews
and observational techniques, must identify, for each one,
the different business activities (Business Activity) that di-
rectly act on it and detect which are the factors by which
have more sense to be analyzed. This information is rep-
resented by Analysis Factors entity. Following with the
example: sales, distribution, marketing campaign will be
Business Activities which can be analyzed from different
perspectives such as geographic area, date, distribution cen-
ters, etc. From the context, analysts ought to extract the
different semantic categories which allow analysis factors
to be grouped (Analysis Factor Categories). Temporal, ge-
ographical or economic categories could be some instances.
This will provide the analysts with semantic information to
be used when interpreting results. As each business intel-
ligence application release must be cost-justiﬁed, these ob-
tained results must be measured or evaluated according to
certain criteria. The best are those the company generally
uses to evaluate its business actions. These are represented
by Criteria Measures Entity.
Another interesting aspect to bear in mind in a decision
support system is to gather the different points of view that
departments of the same company have for each speciﬁc
business goal. These must be used in data analysis phase
and in the presentation of the results. This information will
be stored in Views Entity.
On the other hand, the external events (External Actors)
that can affect directly or indirectly to the business goals
should not be forgotten because their presence could inval-
idate the project. Some examples are money devaluation,
direct and indirect competition, country instability, and so
on.
The presented model so far represents a ﬁrst level of
business conceptual description but still lacks a material-
ization of itself. This means identifying the facts (in the
multidimensional design sense) and indicators that business
expert mentions one and other time and uses to give ex-
planations (it is considered that analysts do not know data
sources at this moment yet) as well as and the company
processes that manage or act in each business activity, being
automated or not. Analysis Elements and Processes entities
try to represent this information. As it can be observed in
Figure 3, the last one connects to Data Source Metadata in
which the different data sources to be used are described.
3.2 Data Source Metadata
Together with information related to the business activ-
ity, the key element of a data mining project is data to be
analyzed. Nevertheless, data on their own mean nothing
for data mining goals. Data were not gathered thinking on
decision support activities so any information to semanti-
cally enrich them is required. We have once again mod-
elled the information required about data in a E/R diagram
depicted in ﬁgure 4. The information gathered about data
in the project conception phase is the ﬁrst step to the data
model we mentioned in section 2. This information relates
to attributes and relationships, domain constrains, and the
needed information to deﬁne the extraction, transformation
and loading processes. In what follows we analyzed infor-
mation represented in the diagram.
Data Source represents the different data sources clas-
siﬁed by its support type (Support Type), that it means, if
they are stored in databases or ﬁles and by their characteris-
tics gathered in Value for characteristics entity. If the data
source belongs to the company or it is a external one, up-
dating time or maintenance responsible are some examples
of General Characteristics. Besides these characteristics
could be organized in a typology, Characteristic Type.
Data Source Entity collects the relevant entities to the
5process and Entity Attribute, theirs attributes; for each last
one, the data type, its domain and possible values are gath-
ered in Data Type, Domain and Domain Values respec-
tively; ﬁnally, theaggregationlevelofthedataofeachentity
will be gathered as a characteristic of itself being necessary
to indicate the Aggregation Criteria in the entity with the
same name.
Type of Support
Entities in Data Source
Attributes in Entity
Attribute Data Type
Synonims Value Of Domain
Aggregated By
Values Allowed
for
of
Owned to
Support Type
Data Source : 1
Data Source Entity
Entity Attribute : 1
Data Type : 1
Domain Values
Domain
Aggregation Criteria
General characteristics
Value for Characteristic
Characteristic Type
Figure 4. Data Source Metadata
3.3 Terminology Metadata
During the development of the data mining project, ana-
lysts will ﬁnd and use different and speciﬁc business terms
and concepts whose good understanding depends the suc-
cess of the project. This is the reason behind gathering all
this information also in the conception phase and incorpora-
tion it to the models prior to obtaining data mining results.
In ﬁgure 5, we represent all the information related to ter-
minology we ﬁnd required.
Concept entity represents semantic information and re-
lationships. Concepts are identiﬁed by Terms, which in turn
are manifested by a word or a short phrase. Besides, it could
be valuable to establish, if it exists, the semantic relation-
ship between terms (Semantic Relationship). For example
if they are synonyms, antonyms, a wider term or a narrower
one which is gathered in Relationship Type entity.
On the other hand, it will be very important, for those
terms which are business indicators or are derived from
other terms, not only gathering their deﬁnition but also the
detail of their calculus. Derived Relationship entity repre-
sents this information.
Definition
Term_1
Term_2
Relationship
Term_1
Term_2
Term Concept
Relationship Type
Semantic Relationship
Derived Relationship
Figure 5. Terminology Metadata
4 Application of the methodology in a Rough
Set project.
Prediction of corporate bankruptcy is a phenomenon of
increasing interest to investors/creditors, borrowing ﬁrms,
and governments alike [19]. Timely identiﬁcation of ﬁrms
impending failure is indeed desirable.
In [20] a comparison of methods for this problem can
be found. On the other hand, in [21] an estimation based
on Rough Sets [22] [23] of the ﬁnancial risk when a credit
is granted to a ﬁrm, having into account its countable sta-
tus is presented. We will take this project as case of study
to see how the proposed methodology can be applied and
to analyze advantages and disadvantages of the proposed
methodology so far. In order to see so, we will apply phase
by phase of the proposed methodology to data presented in
that work.
Phase 1: Conception. In this phase project plan has to
be deﬁned according to the business goal. For a project plan
deﬁnition in our approach preliminary data source model,
terminology model, risks, preliminary task model should be
deﬁned to begin establishing costs and risks.
Due to a lack of standard methodology none of these
models can be presented in the paper. Nevertheless one can
ﬁnd pieces to formulate these models. In fact in the pre-
sented research one can ﬁnd references to following terms
that according to models presented in 3 would be repre-
sented as:
• Business goal: reducing impending failure.
• Business activities: loans, deposits, safe keeping, re-
mittances.
• Factor analysis: banks, companies, geographical area,
date.
6• Views: operational department, legal department, ﬁ-
nancial department.
• External factors: money devaluation, stock exchange,
market situation.
• Analysis elements: 34 ratios are mentioned but no ex-
planation is given. We assume they must be refer to
values such as: net income, total assets, current assets,
cash, inventory, to name a few.
• Processes: no explanation is given. As in the later case
with no methodology this is not to regret but it is im-
portant to note that one of the advantages of using the
methodology is that developers have a way to be sys-
tematic deﬁning terms and elements that can be impor-
tant in later analysis.
• Data sources model: once again it is not documented.
Obviously, using the methodology is time consuming
but at the same time makes the project not depen-
dent on the project team and it is easier to analyze the
project as time goes by.
• Terminology: It is also not presented what it makes it
difﬁcult to understand completely what developers and
company means with terms as ”solvent” or ”defaulter”
and their degrees. The same can be stated for terms
such as ”long term” or ”short term” that are used.
It is important to mention that although we say that all the
above terms and information is not presented in the paper
this does not mean that the authors did not use any method-
ology. What we want to stress is that standard methodology
would be needed. Nevertheless, note that not only results
have to be standard but also the way to represent them.
Phase2: Task and Data Models deﬁnition. Prior to ap-
plication of the Rough Set steps it is needed to analyze data
and tasks to be performed.
Among the advantages of taking time to develop the
models presented in the proposed methodology, is that later
developers are providedwith parameters to evaluate the best
technique to use in Modelling phase. Consequently, when
not using a standard methodology even when results are
good enough for the company, the developers do not know
whether other technique and development process would
have arisen better results.
Phase 3: Modelling phase. As it has been stated in the
methodology, in this step not only the vendor (or software)
toolisappliedbutonthecontrarythetaskmodelisanalyzed
and according to data model constrains ﬁrst of all the kind
of technique is chosen to later choose the software tool. For
example, in the case taken as an example in the previous
phase one could have established among the tasks to be de-
veloped not only classiﬁcation but also clustering activities
together with parameters so in this phase apart from Rough
Sets other techniques for both kind of problems would have
been applied and compared.
Phase 4: Results evaluation and deployment. In the
project under analysis, despite the satisfactory results for
the ﬁnal consumer, lack of a standard methodology could
make developers doubt of completeness of the solution.
Conclusion of the case study.
A real data mining project has been analyzed. The project
has been successfully applied and it can be characterized as
a successful data mining project. Nevertheless later appli-
cation of the proposed methodology highlights that:
• Preparation tasks such as discretization are easier to
justify and be decided if information is gathered in pre-
vious project phases.
• Evaluation parameters for evaluation along the project
should be gathered in the conception phase.
• Rough Sets (in this example) but any other data min-
ing technique used in modelling phase would beneﬁt if
using a methodology in the sense that results obtained
at the end could not be put in doubt.
5 Conclusions and outlook.
For the systematization of tasks performed when de-
veloping data mining projects, methodological efforts are
needed. Standards such as CRISP-DM [1] or PMML [5]
are a ﬁrst step to it together with vendor efforts such as
SEMMA [2] and CATS [3].
According to CommonKADS [15], the ﬁrst step in the
methodological pyramid is to learn the lessons from past
projects and deﬁne common terminology.
In this paper, we have ﬁrst presented an approach to-
wards a methodology based on RUP and CRISP-DM in
which phases have been redeﬁned taking into account main
products to be delivered. Then we have focus on the ﬁrst
phase and the information to be gathered prior to establish-
ing the project plan. This is the ﬁrst step towards automa-
tion and systematization as in order to deﬁne the formalism
to express information in a standard way, the information to
be acquired has to be identiﬁed.
We have also analyzed a real problem in which Rough
Sets were used as data mining technique and we have de-
scribed how the methodology would have helped before
proceeding to the project development. Nevertheless, re-
sults of the methodology are very preliminary ones. In fact
a formalism based on existing standards such as PMML is
urgently needed in order for the methodology to be applica-
ble.
Work presented so far represents the ﬁrst results of the
research developed. In the near future formalisms to repre-
7sent models in a standard way are going to be analyzed and
represent our future research line.
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Abstract
Fuzzy rough set theory is a candidate framework for
query reﬁnement. Indeed, a thesaurus deﬁnes an approx-
imation space in which the query, which is a set of terms,
can be approximated from the upper and the lower side.
The upper approximation turns out to be too ﬂexible how-
ever, resulting in query explosion, while the lower approx-
imation is too strict, resulting in the empty query. There-
fore we advocate the use of the lower approximation of the
upper approximation, which differs from the upper approx-
imation itself when the thesaurus is not transitive. The re-
sulting technique seems especially useful in the presence of
ambiguous query terms.
1 Introduction
One of the most common ways to retrieve information
from the WWW is keyword based search: the user inputs
a query consisting of one or more keywords and the search
system returns a list of web documents ranked according to
their relevance to the query. The same procedure is often
used in e-commerce applications that attempt to relate the
user’s query to products from the catalogue of some com-
pany.
In the basic approach, documents are not returned as
search results if they do not contain (one of) the exact key-
words of the query. There are various reasons why such
an approach might fall short. On one hand there are word
mismatch problems: the user knows what he is looking for
and he is able to describe it, but the query terms he uses do
not exactly correspond to those in the document containing
the desired information because of differences in terminol-
ogy. This problem is even more signiﬁcant in the context
of the WWW than in other, older information retrieval ap-
plications, because of the very heterogeneous sources of in-
formation expressed in different jargon or even in different
natural languages. Note that, on a more general level, a
great deal of the semantic web efforts are concerned with
this problem too, which is reﬂected in all the attention paid
to the construction and the representation of ontologies, al-
lowing agents to communicate with each other by provid-
ing a shared and common understanding that reaches across
people and application systems (see e.g. [4]). In this pa-
per we rely on a basic kind of ontology, called a thesaurus,
which is a term-term relation.
Besides differences in terminology, it is also common for
a user not to be able to describe accurately what he is look-
ing for; the well known “I will know it when I see it” phe-
nomenon. Furthermore, many terms in natural language are
ambiguous. For example, a user querying for java might
be looking for information about either the programming
language, the coffee, or the island of Indonesia. To satisfy
users who expects search engines to come up with “what
they mean and not what they say”, it is clear that more so-
phisticated techniques are needed than a straightforward re-
turning of the documents that contain (one of) the query
terms given by the user. One option is query reﬁnement.
Since web queries tend to be short — according to [12] they
consist of 1 or 2 terms on average — we focus on query ex-
pansion, i.e.theprocessofaddingrelatedtermstothequery.
Rough set theory [7] is an interesting candidate frame-
work to aid in query reﬁnement. Indeed, a thesaurus char-
acterizes an approximation space in which the query, which
is a set of terms, can be approximated from the upper and
the lower side. By deﬁnition, the upper approximation will
add a term to the query as soon as it is related to one of the
words already in the query, while the lower approximation
will only retain a term in the query if all the words that it
is related too are also in the query. It is obvious that the
lower approximation will easily result in the empty query,
hence in practice it is often too strict for query reﬁnement.
The upper approximation on the other hand corresponds to
a well known straightforward approach to query expansion.
However, it is not hard to imagine cases where the upper ap-
proximation is too ﬂexible as a query expansion technique,
resulting not only in an explosion of the query, but possibly
9even worse, in the addition of non relevant terms due to the
ambiguous nature of one or more of the query words. This
is due to the fact that the upper approximation expands each
of the query words individually but disregards the query as
a whole.
In this paper we therefore suggest to combine the ﬂexi-
bility of the upper approximation with the strictness of the
lower approximation by applying them successively. As
such, ﬁrst we expand the query by adding all the terms
that are known to be related to at least one of the query
words. Next we reduce the expanded query by taking its
lower approximation, thereby pruning away all previously
added terms that are suspected to be irrelevant for the query.
The pruning strategy targetsthose terms that are strongly re-
lated to words that do not belong to the expanded query.
Our technique can be used both with a crisp thesaurus in
which terms are related or not, as with a graded thesaurus in
which terms are related to some degree. Furthermore it can
be applied for weighted as well as for non weighted queries.
Whenever the user does not want to go through the effort
of assigning individual weights to query terms, they are all
given the heighest weight by default. When a graded the-
saurus is used, our query expansion approach turns the orig-
inal query automatically into a weighted query. The origi-
nal user chosen terms maintain their heighest weight, and
new terms are added with weights that do not only reﬂect
the strength of the relationship with the original individual
query terms as can be read from the thesaurus, but also take
into account their relevance to the query as a whole. To be
able to deal with graded thesauri and weighted queries, we
rely on fuzzy rough set theory (see e.g. [3, 9]), representing
the thesaurus as a fuzzy relation and the query as a fuzzy
set.
The paper is structured as follows: in Section 2 we situ-
ate our approach among related work on query reﬁnement.
In Section 3 we recall the preliminaries of fuzzy rough set
theory and illustrate the inadequacy of the lower and upper
approximation as a standalone tool for query reﬁnement. In
Section 4 we provide a solution by using an alternative deﬁ-
nition of upper approximation, recently introduced in [2],
corresponding to the successive application of upper and
lower approximation. With a proper choice of the fuzzy
logical operators involved, the resulting expanded query is
guaranteed to be a superset of the original query. We il-
lustrate the potential of our proposal. A conclusion and
outlook of our ongoing work on the topic is presented in
Section 5.
2 Related Work on Query Reﬁnement
Query reﬁnement has found its way to popular web
search engines, and is even becoming one of those features
inwhichsearchenginesaimtodifferentiateintheirattempts
to create their own identity. Simultaneously with search re-
sults, Yahoo!1 shows a list of clickable expanded queries in
an “Also Try” option under the search box. These queries
are derived from logs containing queries performed earlier
by others. Google Suggest2 also uses data about the overall
popularity of various searches to help rank the reﬁnements
it offers, but unlike the other search engines, the sugges-
tions pop up in the search box while you type, i.e. before
you search. Ask Jeeves3 provides a zoom feature, allowing
users to narrow or broaden the ﬁeld of search results, as well
as view results for related concepts.
Query expansion goes back a long way before the exis-
tence of the WWW, however. Over the last decades several
important techniques have been established. The main idea
underlying all of them, is to extend the query with words
related to the query terms. One option is to use an available
thesaurus such as WordNet, expanding the query by adding
synonyms [11]. Related terms can also be automatically
discovered from the searchable documents though, taking
into account statistical information such as co-occurrences
of words in documents or in fragments of documents. The
more times terms co-occur, the more they are assumed to
be related. In [12] several of these approaches are dis-
cussed and compared. In global document analysis, the
whole corpus of searchable documents is preprocessed and
transformed into an automatically generated thesaurus. Lo-
cal document analysis on the other hand only considers the
top ranked documents for the initial query. In its most naive
form, terms that appear most frequently in these top ranked
documents are added to the query. Local document analysis
is referred to as a pseudo-relevance feedback approach, be-
cause it tacitly assumes that the highest ranked documents
are indeed relevant to the query. A true relevance feedback
approach takes into account the documents marked as rele-
vant by the user. Finally, in [1], correlations between terms
are computed based on their co-occurrences in query logs
instead of in documents.
Once the relationship between terms is known, either
through a lexical aid such as WordNet, or automatically
generated from statistical information, the original query
can be expanded in various ways. The straightforward way
is to extend the query with all the words that are related to
at least one of the query terms. As mentioned in the in-
troduction, this corresponds to taking the upper approxima-
tion of the query. This link between query expansion and
rough set theory has been established in [10], even involv-
ing fuzzy logical representations of the term-term relations
and the queries. In [11] it is pointed out however that such
an approach requires sense resolution of ambiguous words.
Indeed, the precision of retrieved documents is likely to de-
1http://search.yahoo.com/
2http://labs.google.com/suggest/
3http://www.ask.com/
10crease when expanding a query such as java, travel with
the term applet. Even though this term is highly related
to java as a programming language, it has little or nothing
to do with the intended meaning of java in this particular
query, namely the island. An option to automate sense dis-
ambiguation is to only add a term when it is related to at
least two words of the original query; experimental results
are however unsatisfactory [11].
In [1] the most popular sense gets preference. For exam-
ple, if the majority of users use windows to search for infor-
mation about the Microsoft product, the term windows has
much stronger correlations with terms such as Microsoft,
OS and software, rather than with terms such as decorate,
door and house. The approaches currently taken by Yahoo!
and Google Suggest seem to be in line with this principle.
Note though that these search engines do not apply query
expansion automatically but leave the ﬁnal decision up to
the user. In [8] a virtual term is created to represent the
general concept of the query. Terms are selected for ex-
pansion based on their similarity to this virtual term. In
[12] candidate expansion terms are ranked based on their
co-occurrence with all query terms in the top ranked docu-
ments.
Our approach differs from all techniques mentioned
above. As will become clear in Section 4, we go further
than the expansion of individual query terms, but we do not
go as far as restricting ourselves to words that are related
to at least two or preferably all terms of the initial query.
Instead, we follow an approach where terms can be added
as long as they are not strongly related to words that have
nothing to do with the query at all. As such we want to
contribute to the problem under study of automatic query
disambiguation in search engines [5].
3 Fuzzy Rough Set Approach
3.1 Fuzzy Rough Sets
Throughout this paper, let X denote the universe of
terms. A fuzzy set A in X is characterized by a X → [0,1]
mapping, called the membership function of A [13]. For
all x in X, A(x) denotes the degree to which x belongs to
A. Furthermore, a fuzzy relation R in X is a fuzzy set in
X × X. For all y in X, the R-foreset of y is the fuzzy set
Ry deﬁned by
Ry(x) = R(x,y) (1)
for all x in X. A fuzzy relation is called reﬂexive if and
only if
R(x,x) = 1 (2)
for all x in X. Moreover, R is called symmetrical if and
only if
R(x,y) = R(y,x) (3)
for all x and y in X. For A and B fuzzy sets in X, inclusion
can be deﬁned as
A ⊆ B iﬀ (∀x ∈ X)(A(x) ≤ B(x)) (4)
Triangular norms (t-norms for short) and implicators are
commonly used as the fuzzy logical generalizations of con-
junction and implication. A t-norm T is any increasing,
commutative and associative [0,1]2 → [0,1] mapping satis-
fying
T (1,x) = x (5)
for all x in [0,1]. An implicator is any [0,1]2 → [0,1]-
mapping I satisfying the boundary conditions
I(0,0) = 1 (6)
I(1,x) = x (7)
for all x in [0,1]. Moreover we require I to be decreasing in
its ﬁrst, and increasing in its second component. Through-
out this paper, let T denote a ﬁxed left-continuous t-norm.
It can be veriﬁed that the mapping IT deﬁned by, for all x
and y in [0,1],
IT (x,y) = sup{λ|λ ∈ [0,1] and T (x,λ) ≤ y} (8)
is an implicator, usually called the residual implicator of T .
In Tables 1 and 2, we mention some well known t-norms
and their residual implicators. It holds that
TM(x,y) = min(x,y)
TP(x,y) = x · y
TW(x,y) = max(x + y − 1,0)
Table 1. Well known t-norms (x and y in [0,1])
ITM(x,y) =
½
1, if x ≤ y
y, otherwise
ITP(x,y) =
½
1, if x ≤ y
y
x, otherwise
ITW(x,y) = min(1 − x + y,1)
Table 2. Well known residual implicators (x
and y in [0,1])
11IT (x,y) = 1 iﬀ x ≤ y (9)
for all x and y in [0,1]. Taking this into account helps to
understand the following, commonly used generalization of
transitivity: a fuzzy relation R in X is called T -transitive if
and only if
T (R(x,y),R(y,z)) ≤ R(x,z) (10)
for all x, y and z in X. Indeed, when R is crisp, i.e. the
associated mapping only takes on values in {0,1}, (10) cor-
responds to
(x,y) ∈ R ∧ (y,z) ∈ R ⇒ (x,z) ∈ R (11)
The universe X together with a reﬂexive, symmetrical,
and possibly also T -transitive fuzzy relation R in X make
up an approximation space (X,R). In this space, every
fuzzy set A in X can be approximated from the lower and
the upper side. Absorbing earlier suggestions (see e.g. [3])
in the same direction, the following deﬁnition was given in
[9].
Deﬁnition 1 (Lower and Upper Approximation) The
lower and upper approximation of a fuzzy set A in the
approximation space (X,R) are the fuzzy sets R↓A and
R↑A deﬁned by
R↓A(y) = inf
x∈X
IT (R(x,y),A(x)) (12)
R↑A(y) = sup
x∈X
T (R(x,y),A(x)) (13)
for all y in X.
(A1,A2) is called a fuzzy rough set (in (X,R)) as soon
as there is a fuzzy set A in X such that R↓A = A1 and
R↑A = A2. When R and A are crisp, i.e. their mappings
only take on values in {0,1}, these deﬁnitions of lower and
upper approximation coincide with those of Pawlak’s origi-
nal rough set concept [7]. Indeed, in this case (12) reduces
to
y ∈ R↓A iﬀ (∀x ∈ X)((x,y) ∈ R ⇒ x ∈ A) (14)
while (13) corresponds to
y ∈ R↑A iﬀ (∃x ∈ X)((x,y) ∈ R ∧ x ∈ A) (15)
When the fuzzy relation R is T -transitive, the lower and
upper approximation of A are deﬁnable fuzzy sets, i.e.
R↓(R↓A) = R↑(R↓A) = R↓A (16)
R↓(R↑A) = R↑(R↑A) = R↑A (17)
(17) implies that when the fuzzy thesaurus R is T –
transitive, each query A can be expanded only once by tak-
ing the upper approximation. However, when R is not T –
transitive, a more gradual expansion process is possible, as
we illustrate next.
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> > > <
> > > :
0, if x ≤ α
2(x−α)2
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1 −
2(x−γ)2
(γ−α)2 , if (α + γ)/2 ≤ x ≤ γ
1, if γ ≤ x
Figure 3. S-function; x,α, and γ in R, α < γ
3.2 Thesaurus Construction
Figure 2 shows a small fuzzy thesaurus R. In construct-
ing it, we did not use any direct human expert knowledge
whatsoever regarding the semantics of the terms involved,
but we only relied on the number of web pages found by
a search engine for each pair of terms, as shown in Figure
1. Let Dt1 and Dt2 denote the number of web pages that
contain term t1, respectively term t2; these numbers can be
found on the diagonal in Figure 1. On the WWW there is a
strong bias towards computer science related terms, hence
the absolute number of web pages containing both term t1
and t2 cannot be used directly to express the strength of the
relationship between t1 and t2. To level out the difference,
we used the following measure
|Dt1 ∩ Dt2|
min(|Dt1|,|Dt2|)
(18)
Finally we normalized the result using the S-function
S(.;0.03,0.20) (cfr. Figure 3), giving rise to the fuzzy the-
saurus R of Figure 2.
Work on (fuzzy) rough sets often assumes that the re-
lation characterizing the approximation space is transitive.
Hence for comparison purposes we also constructed a T -
transitive fuzzy thesaurus by taking the T -transitive closure
of R, i.e. the smallest T -transitive fuzzy relation in which R
is included. It is known that, if the universe X is ﬁnite, this
closure can be obtained by composing R with itself |X|−1
times [6]. Recall that in general the composition of fuzzy
relations R and S in X is the fuzzy relation R ◦ S in X
12# documents mac computer apple fruit pie recipe store emulator hardware
mac 114000 18300 14900 1030 869 899 15800 672 15100
computer 375000 15600 3760 2220 3720 29500 1170 26900
apple 93400 5420 3810 4590 14300 401 17800
fruit 35400 2320 4080 7630 47 1630
pie 20400 4210 3740 30 1200
recipe 31500 6220 35 1690
store 312000 472 24900
emulator 4950 1050
hardware 178000
Figure 1. Number of thousands of web pages found by Google
R mac computer apple fruit pie recipe store emulator hardware
mac 1.00 0.89 0.89 0.00 0.01 0.00 0.75 0.83 0.66
computer 1.00 0.94 0.44 0.44 0.56 0.25 1.00 0.83
apple 1.00 0.83 0.99 0.83 0.83 0.25 0.99
fruit 1.00 0.44 0.66 1.00 0.00 0.03
pie 1.00 1.00 0.97 0.00 0.06
recipe 1.00 1.00 0.00 0.03
store 1.00 0.34 0.75
emulator 1.00 1.00
hardware 1.00
Figure 2. Graded thesaurus
deﬁned by
(R ◦ S)(x,z) = sup
y∈X
T (R(x,y),S(y,z)) (19)
for all x and z in X. The T -transitive closure of R is the
fuzzyrelationR|X|−1, usingthefollowingnotation, forn >
1,
R1 = R and Rn = R ◦ Rn−1 (20)
Figure 4 depicts the TW-transitive closure of the fuzzy the-
saurus shown in Figure 2. In our running example, to com-
pute upper and lower approximations, we will keep on us-
ing the t-norm TW as well as its residual implicator ITW.
Finally we constructed a non graded thesaurus taking the
0.5-level set of R, deﬁned as
(x,y) ∈ R.5 iﬀ R(x,y) ≥ 0.5 (21)
for all x and y in X. In other words, in the non graded the-
saurus, depicted in Figure 5, two terms are related if and
only if the strength of their relationship in the graded the-
saurus R of Figure 2 is at least 0.5. It can be easily veriﬁed
that R.5 is not transitive. For example fruit is related to
store and store is related to hardware, but fruit is not related
to hardware. For comparison purposes, in the remainder,
we also include the transitive closure (R.5)8.
3.3 Query Reﬁnement
We consider the query
A R↑A R↑(R↑A) R8↑A
mac 0.00 0.89 0.89 0.89
computer 0.00 0.94 0.94 0.99
apple 1.00 1.00 1.00 1.00
fruit 0.00 0.83 1.00 1.00
pie 1.00 1.00 1.00 1.00
recipe 1.00 1.00 1.00 1.00
store 0.00 1.00 1.00 1.00
emulator 0.00 0.25 0.99 0.99
hardware 0.00 0.99 0.99 0.99
Figure 6. Upper approximation based query
expansion with graded thesaurus
apple, pie, recipe
as shown in the second column in Figure 6. The intended
meaningof the ambiguous wordapple, which can refer both
to a piece of fruit and to a computer company, is clear in
this query. The disadvantage of using a T -transitive fuzzy
thesaurus becomes apparent when we compute the upper
approximation R8↑A, shown in the last column. All the
terms are added with high degrees, even though terms like
mac and computer have nothing to do with the semantics
of the original query. This process can be slowed down a
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8 mac computer apple fruit pie recipe store emulator hardware
mac 1.00 0.89 0.89 0.88 0.88 0.88 0.88 0.89 0.89
computer 1.00 0.99 0.99 0.99 0.99 0.99 1.00 1.00
apple 1.00 0.99 0.99 0.99 0.99 0.99 0.99
fruit 1.00 1.00 1.00 1.00 0.99 0.99
pie 1.00 1.00 1.00 0.99 0.99
recipe 1.00 1.00 0.99 0.99
store 1.00 0.99 0.99
emulator 1.00 1.00
hardware 1.00
Figure 4. Transitive closure of graded thesaurus
R.5 mac computer apple fruit pie recipe store emulator hardware
mac 1 1 1 0 0 0 1 1 1
computer 1 1 0 0 1 0 1 1
apple 1 1 1 1 1 0 1
fruit 1 0 1 1 0 0
pie 1 1 1 0 0
recipe 1 1 0 0
store 1 0 1
emulator 1 1
hardware 1
Figure 5. Non graded thesaurus
A R.5↑A R.5↑(R.5↑A) (R.5)8↑A
mac 0 1 1 1
computer 0 1 1 1
apple 1 1 1 1
fruit 0 1 1 1
pie 1 1 1 1
recipe 1 1 1 1
store 0 1 1 1
emulator 0 0 1 1
hardware 0 1 1 1
Figure 7. Upper approximation based query
expansion with non graded thesaurus
little bit by using the non T -transitive fuzzy thesaurus and
computing R↑A which allows for some gradual reﬁnement.
However an irrelevant term such as emulator shows up to
a high degree in the second iteration, i.e. when computing
R↑(R↑A). The problem is even more prominent when us-
ing a non graded thesaurus as shown in Figure 7.
4 Tight Upper Approximation
In Pawlak’s original rough set theory [7], the approxima-
tion space is characterized by an equivalence relation R that
partitions the universe in equivalence classes. The fuzzy re-
lational counterpart of equivalence classes are foresets. In
this context we also refer to them as soft similarity classes.
It is very interesting to note that, unlike in the crisp case
where equivalence classes are either equal or disjoint, soft
similarity classes can partly overlap, even when the fuzzy
relation is reﬂexive, symmetrical and T -transitive, i.e. a so-
called fuzzy T -equivalence relation. In other words, an ob-
ject y can belong to some degree to several soft similarity
classes at the same time.
It is observed in [2] that this property does not only lie
at the heart of fuzzy set theory, but it is also crucial in the
decision on how to deﬁne lower and upper approximations
in fuzzy rough set theory. Indeed, in traditional rough set
theory y belongs to the upper approximation of A if and
only if the equivalence class to which y belongs has a non
14empty intersection with A. But what happens if y belongs
to several soft similarity classes at the same time? Do we
then require that all of them have a non empty intersection
with A? Most of them? Or just one? And then, which
one? Based on these questions, new deﬁnitions of lower
and upper approximations in fuzzy rough set theory are
proposed in [2]. Very interesting for web query expansion
is the following deﬁnition of tight upper approximation.
Deﬁnition 2 (Tight upper approximation) The tight up-
per approximation of a fuzzy set A in the approximation
space (X,R) is the fuzzy set R↓↑A deﬁned by
R↓↑A(y) = inf
z∈X
IT (Rz(y), sup
x∈X
T (Rz(x),A(x))) (22)
for all y in X.
One can easily verify that
R↓↑A = R↓(R↑A) (23)
The terminology “tight” refers to the fact that “all” soft
similarity classes are taken into account. Informally, a
term y is added to the query to the degree to which all
terms that are related to y are also related to A. In this
way, if a term y is strongly related to any term z that is not
clearly related to any of the query terms, y is not added to
the query because it might bring on irrelevant search results.
It is important to point out that
A ⊆ R↓↑A ⊆ R↑A (24)
always holds, guaranteeing that the tight upper approxima-
tionindeedleadstoanexpansionofthequery—noneofthe
original terms are lost — and at the same time is a pruned
version of the upper approximation. When R is a fuzzy T -
equivalence relation, the upper approximation and the tight
upper approximation coincide (see (17)). However, as we
show below, this is not necessarily the case when R is not
T -transitive.
The main problem with the query expansion process de-
scribed in the previous section, even if it is gradual, is a
fast growth of the number of less relevant or irrelevant key-
words that are automatically added. This effect is caused by
the use of a ﬂexible deﬁnition of the upper approximation
in which a term is added to a query as soon as it is related
to one of its keywords. However, using the tight upper ap-
proximation a term y will only be added to a query A if all
the terms that are related to y are also related to at least one
keyword of the query. First the usual upper approximation
of the query is computed, but then it is stripped down by
A R↑A R8↑A R↓↑A
mac 0.00 0.89 0.89 0.42
computer 0.00 0.94 0.99 0.25
apple 1.00 1.00 1.00 1.00
fruit 0.00 0.83 1.00 0.83
pie 1.00 1.00 1.00 1.00
recipe 1.00 1.00 1.00 1.00
store 0.00 1.00 1.00 0.83
emulator 0.00 0.25 0.99 0.25
hardware 0.00 0.99 0.99 0.25
Figure 8. Comparison of upper and tight up-
per approximation based query expansion
with graded thesaurus
A R.5↑A (R.5)8↑A R.5↓↑A
mac 0 1 1 0
computer 0 1 1 0
apple 1 1 1 1
fruit 0 1 1 1
pie 1 1 1 1
recipe 1 1 1 1
store 0 1 1 1
emulator 0 0 1 0
hardware 0 1 1 0
Figure 9. Comparison of upper and tight up-
per approximation based query expansion
with non graded thesaurus
omitting all terms that are also related to other terms not be-
longing to this upper approximation. In this way terms that
are sufﬁciently relevant, hence related to most keywords in
A, will form a more or less closed context with few or no
links outside, while a term related to only one of the key-
words in A in general also has many links to other terms
outside R↑A and hence is omitted by taking the lower ap-
proximation.
The last column of Figure 8 shows that the tight upper
approximation is different from and performs clearly bet-
ter than the traditional upper approximation for our purpose
of web query expansion: irrelevant words such as “mac”,
“computer” and “hardware” are still added to the query, but
to a signiﬁcantly lower degree. The difference becomes
even more noticable when using a non graded thesaurus as
illustrated in Figure 9.
155 Concluding Remarks
Since web queries tend to be short — 1 or 2 terms on
average — expanding them with related terms is an inter-
esting option for improving rearch results. In the open do-
main search challenge posed by the web, many terms are
ambiguous, i.e. they have more than one possible meaning.
An important task for a web query expander therefore is
to avoid the addition of irrelevant words, i.e. those words
related to meanings of the original terms that were not in-
tended by the user. In this paper we have proposed a new
way to address this problem using only a thesaurus, i.e. a
term-term relation, besides the original query.
As indicated above, an expansion of individual ambigu-
ous query terms by taking the upper approximation of the
query in the space characterized by the thesaurus as pro-
posed in [10] does not give appropriate results. To per-
form some kind of sense resolution, the web query expander
needs to take the query as a whole into account, rather than
working on the level of individual query terms. Adding a
term to the query if it is related to at least two of the query
words does not seem to be a good approximation to sense
disambiguation either however [11].
Our proposal consists of two steps. In the ﬁrst step, the
web query expander acts on the level of individual query
terms, adding all related terms. When one or more query
terms are ambiguous, it can be expected that many of the
added terms are irrelevant for the intended meaning of the
original query. Hence we apply a second step in which
terms are pruned away to the extent to which they are re-
lated to words that have nothing to do with the query as a
whole.
In this paper, we have demonstrated how the so-called
tight upper approximation, i.e. a successive application of
the upper and the lower approximation from fuzzy rough
set theory, can be used to this purpose. The given exam-
ple clearly shows potential. It is still an open question to
be explored whether fuzzy rough set based query expansion
is robust enough to improve search on the web using a the-
saurus with ten thousands of links between terms.
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Abstract
Thispaperconsiderstheproblemofhowtoestablishcal-
culi of approximation spaces in distributed environments.
Approximation spaces considered in the context of rough
sets were introduced by Zdzisław Pawlak more than two
decades ago. In general, a calculus of approximation
spaces is a system for combining, describing, measuring,
reasoning about, and performing operations on approxima-
tion spaces. An approach to achieving a calculus of ap-
proximation spaces that provides a basis for approximat-
ing reasoning in distributed systems of cooperating agents
is considered in this paper. Examples of basic concepts are
given throughout this paper to illustrate how approximation
spaces can be beneﬁcially used in many settings, in partic-
ular for complex concept approximation. The contribution
of this paper is the presentation of a framework for calculi
of approximation spaces useful for approximate reasoning
by cooperating agents.
1 Introduction
This paper considers the problem of how to establish cal-
culi of approximation spaces in distributed environments.
Approximation spaces are fundamental structures for the
rough set approach [22, 23, 42, 29] and have been the fo-
cus of a number of recent investigations (see,e.g., [4, 5,
9, 10, 24, 27, 28, 42]). The term calculus has been at-
tributed to G.W. v. Leibniz [8]. Leibniz thought of a cal-
culus as an instrument of discovery inasmuch as it pro-
vides a system for combining, describing, measuring, rea-
soning about and performing operations on objects of in-
terest such as terms in a logical formula in a logical calcu-
lus or inﬁnitesimally small quantities in a differential cal-
culus(see,e.g., [7, 15]). The calculus of classes described
by Alfred Tarski [46] shares some of the features found
in a calculus of approximation spaces. The term class is
synonymous with set, an assemblage of distinct entities, ei-
ther individually speciﬁed or which satisfy certain speciﬁed
conditions (e.g., equivalence class of y consisting of all ob-
jects equivalent to y). In a calculus of classes, the kinds of
classes (e.g., the empty class and the universal class), re-
17lations between classes (e.g., inclusion, overlap, identity),
and operations on classes (∪,∩,−) are speciﬁed. Simi-
larly, the calculus of approximation spaces distinguishes be-
tween kinds of spaces (e.g., completely and incompletely
known approximation spaces), relations between approxi-
mation spaces (e.g., inclusion), and operations on approxi-
mation spaces (e.g., uncertainty function, rough inclusion).
In this paper we present a generalization of approxima-
tionspaces. Usingsuchapproximationspacesweshowhow
the rough set approach can be used for approximation of
concepts assuming that only partial information on approx-
imation spaces is available. Hence, searching for concept
approximation, i.e., the basic task in machine learning and
pattern recognition can be formulated as searching for rel-
evant approximation spaces. In the paper we also charac-
terize the operations on approximation spaces, called con-
strained sums, that are used in searching for complex con-
cept approximation. We also discuss an important role of
constrained sums in hierarchical modelling and in approx-
imate reasoning. The constrained sums are generic opera-
tions for approximate reasoning in distributed environments
and in multiagent systems.
Ourapproachisalsorelatedtotheperceptionbasedcom-
puting. Studying cognition and in particular, perception
based computing [1, 2, 13, 14, 12, 18, 19, 20, 47] is becom-
ing now one of the very active research direction for meth-
ods of complex concept approximation [5, 4, 21, 30, 24] and
in the consequence for building intelligent systems.
The paper is organized as follows. Approximation
spaces that include a constructive approach to computing
values of uncertainty and rough inclusion functions, are
brieﬂy presented in Sect. 2. Sect. 3 considers the prob-
lem of concept approximation under assumption that only a
partial information about approximation spaces is available.
Operations on approximation spaces are given in Sect. 4.
Sect. 5 introduces an approximation space-based frame-
work for doing research in modelling complex dynamical
systems and analysis of their behavior, is considered.
2 Approximation Spaces
In this section we recall the deﬁnition of an approxima-
tion space from [35].
Deﬁnition 1 A parameterized approximation space is a
system
AS#,$ = (U,I#,ν$), where
• U is a non-empty set of objects,
• I# : U → P (U) is an uncertainty function, where
P (U) denotes the power set of U,
• ν$ : P (U)×P (U) → [0,1] is a rough inclusion func-
tion,
and#,$denotevectorsofparameters(theindexes#,$will
be omitted if it does not lead to misunderstanding.
2.1 Uncertainty function
The uncertainty function deﬁnes for every object x, a set
of objects described similarly to x. The set I(x) is called
the neighborhood of x (see, e.g., [23, 35]).
We assume that the values of the uncertainty function are
deﬁned using a sensory environment, i.e., a pair (L,k · kU),
where L is a set of formulas, called the sensory formu-
las, and k · kU : L −→ P(U) is the sensory semantics.
We assume that for any sensory formula α and any ob-
ject x ∈ U the information if x ∈ kαkU holds is avail-
able. The set {α : x ∈ kαkU} is called the signature of
x in AS and is denoted by InfAS(x). For any x ∈ U
the set NAS(x) of neighborhoods of x in AS is deﬁned by
{kαkU : x ∈ kαkU} and from this set the neighborhood
I(x) is constructed. For example, I(x) is deﬁned by se-
lecting an element from the set {kαkU : x ∈ kαkU} or by
I(x) =
T
NAS(x). Observe that any sensory environment
(L,k·kU) can be treated as a parameter of I from the vector
# (see Def. 1).
For example, any decision table DT = (U,A,d) [23]
deﬁnes an approximation space ASDT = (U,IA,νSRI),
where, as we will see, IA(x) = {y ∈ U : a(y) =
a(x) for all a ∈ A}. Any sensory formula is a descriptor,
i.e., a formula of the form a = v where a ∈ A and v ∈ Va
with the standard semantics ka = vkU = {x ∈ U : a(x) =
v}. Then, for any x ∈ U its signature InfASDT(x) is equal
to {a = a(x) : a ∈ A} and the neighborhood IA(x) is
equal to
T
NASDT(x).
Note, that any sensory environment (L,k · kU) deﬁnes
an information system with the universe U of objects. Any
row of such an information system for an object x consists
of information if x ∈ kαkU holds, for any sensory formula
α. Let us also observe that in our examples we have used a
simple sensory language deﬁned by descriptors of the form
a = v. One can consider a more general approach by tak-
ing, instead of the simple structure (Va,=), some other re-
lational structures Ra with the carrier Va for a ∈ A and a
signature τ. Then any formula (with one free variable) from
a sensory language with the signature τ that is interpreted
in Ra deﬁnes a subset V ⊆ Va and induces on the universe
of objects a neighborhood consisting of all objects having
values of the attribute a in the set V . Note, that this is the
basic step in hierarchical modelling [41].
2.2 Rough inclusion function
One can consider general constraints which the rough
inclusion functions should satisfy. Searching for such con-
straints initiated investigations resulting in creation and de-
18velopment of rough mereology (see, e.g., [32, 31] and the
bibliography in [31]). In this subsection, we present only
some examples of rough inclusion functions.
The rough inclusion function ν$ : P (U) × P (U) →
[0,1] deﬁnes the degree of inclusion of X in Y , where
X,Y ⊆ U.
In the simplest case it can be deﬁned by (see, e.g., [35,
23]):
νSRI (X,Y ) =
(
card(X∩Y )
card(X) if X 6= ∅
1 if X = ∅.
This measure is widely used by the data mining and
rough set communities. It is worth mentioning that Jan
Łukasiewicz [17] was the ﬁrst one who used this idea to
estimate the probability of implications. However, rough
inclusion can have a much more general form than inclu-
sion of sets to a degree (see, e.g., [32, 31, 42]).
Another example of rough inclusion is used for function
approximation [42] and relation approximation [44].
Usually, there are several parameters that are tuned in
searching for a relevant rough inclusion function. Such pa-
rameters are listed in the vector #. An example of such
parameters is the threshold mentioned for the rough inclu-
sion function used in the variable precision rough set model.
We would like to mention some other important parameters.
Among them are pairs (L∗,k·k∗
U) where L∗ is an extension
of L and k · k∗
U is an extension of k · kU, where (L,k · kU)
is a sensory environment. For example, if L consists of sen-
sory formulas a = v for a ∈ A and v ∈ Va then one can
take as L∗ the set of descriptor conjunctions. For rule based
classiﬁers we search in such a set of formulas for relevant
patterns for decision classes. We present more detail in the
following section.
2.3 Lower and upper approximations
The lower and the upper approximations of subsets of U
are deﬁned as follows.
Deﬁnition 2 For any approximation space AS#,$ =
(U,I#,ν$) and any subset X ⊆ U, the lower and upper
approximations are deﬁned by
LOW
¡
AS#,$,X
¢
= {x ∈ U : ν$ (I# (x),X) = 1},
UPP
¡
AS#,$,X
¢
= {x ∈ U : ν$ (I# (x),X) > 0},
respectively.
The lower approximation of a set X with respect to the ap-
proximation space AS#,$ is the set of all objects, which can
be classiﬁed with certainty as objects of X with respect to
AS#,$. The upper approximation of a set X with respect
to the approximation space AS#,$ is the set of all objects
which can be possibly classiﬁed as objects of X with re-
spect to AS#,$.
Several known approaches to concept approximations
can be covered using the discussed here approximation
spaces(see, e.g., [35, 23] and references in [35]).
Classiﬁcation methods for concept approximation devel-
oped in machine learning and pattern recognition make it
possible to decide for a given object if it belongs to the ap-
proximated concept or not [11]. The classiﬁcation meth-
ods yield the decisions using only partial information about
approximated concepts. This fact is reﬂected in the rough
set approach by assumption that concept approximations
should be deﬁned using only partial information about ap-
proximation spaces. To decide if a given object belongs to
the (lower or upper) approximation of a given concept the
rough inclusion function values are needed. In the next sec-
tion we show how such values necessary for classiﬁcation
making are estimated on the basis of available partial infor-
mation about approximation spaces.
3 Concept Approximation by Partial Infor-
mation about Approximation Spaces
In machine learning and pattern recognition [11] we of-
ten search for approximation of a concept C ⊂ U∗ in
approximation space AS∗ = (U∗,I∗, ν∗) having only a
partial information about AS∗ and C, i.e., information re-
stricted to a sample U ⊂ U∗. Let us denote the restriction
of AS∗ to U by AS = (U,I,ν), i.e., I(x) = I∗(x) ∩ U,
ν(X,Y ) = ν∗(X,Y ) for x ∈ U,andX,Y ⊆ U.
Todecideifagivenobjectxbelongstothelowerapprox-
imation or the upper approximation of C ⊂ U∗, it is nec-
essary to know the value ν∗(I∗(x),C). However, in case
there is only partial information about the approximation
space AS∗ available, then one must make an estimation of
such a value rather than its exact value. In machine learn-
ing, pattern recognition or data mining different heuristics
are used for estimation of the values of ν∗. Using differ-
ent heuristic strategies, values of another function ν0 are
computed and they are used for estimation of values of ν∗.
Then, the function ν0 is used for deciding if objects belong
to C or not. Hence, we deﬁne an approximation of C in
the approximation space AS0 = (U∗,I∗,ν0) rather than
in AS∗. Usually, it is required that the approximations of
C ∩ U in AS and AS0 are close (or the same). If a new
portion of objects extending the sample U to U1 is received,
then the closeness of approximations of C in the new ap-
proximation space AS1 = (U1,I1,ν1) (where I1,ν1 are
obtained by restriction of I∗,ν∗ to U1) with approximations
over AS0 restricted to U1 is veriﬁed. If the approximations
are not close enough, then the deﬁnition of ν0 is modiﬁed
using new information about the extended sample. In this
way, we gradually improve the quality of approximation of
C on larger parts of the universe U∗.
Now, we would like to explain in more detail a method
19for estimation of values ν∗(I∗(x),C). Let us consider an
illustrative example. In the example we follow a method of-
ten used in rule based classiﬁers [42]. The method is based
on the following steps. First, a set of patterns that are used
as left hand sides of decision rules, is induced. Each pattern
describes a set of objects in U∗ with a satisfactory degree
of inclusion to one of decision classes (C or U∗ −C for the
binary decision). Next, for any object the set of all such pat-
terns that are matched to a satisfactory degree by the given
object is extracted. Finally, it is applied a conﬂict resolution
strategy (e.g., voting) for resolving conﬂicts between votes
for different decisions by the matched patterns.
We now present an illustrative example to describe this
process more formally in the framework of approximation
spaces. First, we assume that among parameters of rough
inclusion functions are pairs (PAT,k · kU∗), where PAT
is a set of descriptor conjunctions over a set of condition
attributes and k · kU∗ : PAT −→ P(U∗) is the semantics
of patterns in U∗. Using such parameters we estimate the
value ν∗(kpatkU∗,C) by ν(kpatkU, C ∩ U) for any pat ∈
PAT and we obtain, for a given threshold deg ∈ [0,1], the
setS1 ofallpatternspatsuchthatν(kpatkU,C∩U) ≥ deg,
i.e., consisting of patterns “for” the concept C. In an anal-
ogous way we obtain the set S2 of all patterns pat satisfy-
ing ν∗(kpatkU∗,U∗ − C) ≥ deg. S2 consists of patterns
“for” the complement U∗ − C of the concept C. Next, we
estimate ν∗(I∗(x),kpatkU∗) for pat ∈ Si, for i = 1,2.
To do this we use our assumption on computing I∗(x) for
x ∈ U∗. We assume that the sensory formulas from L
are descriptors a = v over the condition attributes from
a given set of condition attributes A with the semantics in
U∗ deﬁned by ka = vkU∗ = {x ∈ U∗ : a(x) = v} for
a ∈ A and v ∈ Va, where Va is the value set of a. We
also have I∗(x) = {y ∈ U∗ : InfA(x) = InfA(y)},
where InfA(x) = {(a,a(x)) : a ∈ A}. Often, we esti-
mate ν∗(I∗(x),kpatkU∗) using a matching strategy based
on similarity of the syntactic description of x by InfA(x)
and the pattern pat. In this way we obtain for a given x
the set S0
i of all patterns pat ∈ Si (for i = 1,2) such that
ν(I∗(x)∩U,kpatkU) ≥ deg1 where deg1 ∈ [0,1] is a given
threshold. Finally, the estimation ν0(I∗(x),C) of the value
ν∗(I∗(x),C) is obtained by application to the sets S0
1,S0
2 a
conﬂict resolution strategy for resolving conﬂicts between
patterns “for” and “against” the membership of x to C.
Usually, the function ν0 is parameterized, e.g., by a
threshold to which at least the patterns should be included
into the decision classes. Also the discussed sets of pat-
ternsareamongparametersofν0 tunedintheprocessofrule
basedclassiﬁerconstruction. Moreover, matchingstrategies
used for estimation of matching degrees are usually param-
eterized and such parameters are also among tuned param-
eters of ν0. In machine learning, pattern recognition and
data mining many different searching techniques have been
developed for inducing concept approximations of the high
quality. Among such components are relevant features, pat-
terns, measures of closeness, model quality measures.
The approximation spaces deﬁned above have been gen-
eralized in [42] to approximation spaces consisting of infor-
mation granules.
4 Operations on approximation spaces
In this section, we introduce operations on approxi-
mation spaces called constrained sums of approximation
spaces. Onthebasisofsuchoperationswehavedevelopeda
methodology for discovery of relevant patterns for complex
concept approximations (see [3, 39, 40]), e.g., in hierarchi-
cal learning, ontology approximation, and spatio-temporal
reasoning (see, e.g., [5, 6, 21, 41]). This methodology is
also relevant for approximate reasoning in distributed envi-
ronments.
We assume that for approximation spaces
AS#,$ = (U,I#,ν$)
considered in this section the following conditions are sat-
isﬁed (see Section 2.1 and Section 2.2):
1. The values of the uncertainty function I# are deﬁned
using the sensory environment (L,k · kU) of AS#,$ ,
where L is a set of formulas, called the sensory formu-
las, and k·kU : L −→ P(U) is the sensory semantics.
The sensory environment is one of the components of
the vector #.
2. The values I#(x) are deﬁned by
T
NAS(x) for any
x ∈ U.
3. ν = νSRI (i.e., ν is the standard rough inclusion, see
Section 2)
4. Only a partial information about the approximation
space AS#,$ is given, i.e., the restriction of AS#,$ to
a subset Uo ⊆ U.
5. The values of the rough inclusion function ν$ are esti-
mated using a pair (L∗,k · k∗
U) where L∗ is an exten-
sion of L and k · k∗
U is na extension of k · kU, where
(L,k · kU) is the sensory environment of AS#,$. The
pair (L∗,k·k∗
U) is one of the components of the vector
$. The formulas from L∗ are patterns that are used for
estimation of values of ν$ (see Section 3).
Now, the operations on approximation spaces, by anal-
ogy to the constrained sums of information systems [3, 39,
40], can be deﬁned as follows. To simplify notation we con-
sider only the case of binary operations.
20For approximation spaces ASi for i = 1,2 we consider
the class
CONSTRAINT(AS1,AS2)
of all approximation spaces AS = (U,I,ν) satisfying the
following conditions:
1. For estimation of values of ν an extension (L∗,k·k∗
U)
of (L∗,i,k · k
∗,i
U ), where i = 1,2 is used. An exten-
sion is satisfying the conditions: L∗,1 ∪ L∗,2 ⊆ L and
kαkU = kαki
U for α ∈ Li, where i = 1,2. The formu-
las from L∗ −(L∗,1 ∪L∗,2) are called constraints. We
also assume that any constraint α is a boolean combi-
nation of formulas from L∗,1 ∪ L∗,2, e.g., disjunction
of formulas α1 ∧ α2 for α1 ∈ L∗,1 and α2 ∈ L∗,2.
2. The sensory environment of AS is deﬁned by (L,k ·
kU).
Any operation o on approximation spaces such that
o(AS1,AS2) ∈ CONSTRAINT(AS1,AS2)
for any approximation spaces AS1,AS2 from a generic set
AS of approximation spaces, is called the constrained sum.
In hierarchical learning we consider the space
SPACE(AS,F) generated from AS by the set F of
constrained sums. Searching for relevant approximation
spaces from SPACE(AS,F) is making it possible to
discover relevant patterns for concept approximation
[5, 6, 21]. Constrained sums of approximation spaces
are tools for modelling patterns that are more relevant
for approximation of concepts than patterns deﬁned by
arguments of the constrained sum.
Assume that approximation spaces AS1,AS2 are used
for approximation of concepts C1,C2 and that the depen-
dency if C1 and C2 then C holds. Note, that usually many
such dependencies should be considered for the concept ap-
proximation. However, for simplicity of presentation we
consider only one.
If the concept C is, in a sense, not to far from C1 and
C2 than one can search in SPACE(AS,F) for a con-
strained sum o(AS1,AS2) relevant for the concept C ap-
proximation. If AS = o(AS1,AS2) than patterns de-
ﬁned in AS are more general than the conjunction of
sensory formulas deﬁned by AS1,AS2. This happens
because new patterns are deﬁned by joining patterns of
AS1,AS2 relative to constraints. Let us recall that pat-
terns of AS1,AS2 belong to the extension of the set
of sensory formulas of AS1,AS2 (see the deﬁnition of
CONSTRAINT(AS1,AS2)). Hence, sensory formulas
of AS are conjunction of patterns of AS1,AS2 and con-
straints. By allowing to use patterns instead of sensory for-
mulas in joining AS1,AS2 we deﬁne a searching space for
relevant patterns and from such a space are extracted rele-
vant joins (relative to constraints) of patterns for approxi-
mation of concepts.
If the concept C is far from C1 and C2 then we use
a hierarchy of dependencies between concepts from do-
main knowledge in searching for the relevant approxima-
tion space for C. The approximation of C is obtained us-
ing hierarchical learning [5, 6, 21]. We assume that (1) the
generic concepts C1 and C2 on the lowest level of the hi-
erarchy can be approximated by some generic approxima-
tion spaces, (2) the concepts on a given level that are not
generic follow form concepts on the lower level, and (3)
the relevant approximation spaces for concepts on a given
level of the hierarchy can be discovered using relevant con-
strained sums of approximation spaces from the previous
hierarchy level. Then we proceed as follows. Starting from
some generic concepts and approximation spaces relevant
for them we construct approximation spaces for concepts
on the ﬁrst level in hierarchy that follow from these generic
concepts and can be approximated by relevant constrained
sums over these approximation spaces. Next, we perform
the same procedure for the recently approximated concepts
and the concepts on the next level of hierarchy. We continue
the procedure until the target concept is approximated.
5 Approximation Spaces and Constrained
Sums in Distributed Environments
In this section we outline an approach for approximate
reasoning in distributed environments using approximation
spaces and operations on approximation spaces, called the
constrained sums. The approximation spaces are allocated
in different agents [16] and they are used to approximate
concepts, discover new concepts and the dependencies be-
tween concepts. The agents or their teams can interact what
helps them to construct new approximation spaces more rel-
evant for understanding of their environments(e.g., to better
approximate concepts or to discover new concepts) and to
select more relevant actions to achieve agent goals. The in-
teractions are realized by constrained sums. We would like
to emphasize that the dynamics of such a system is based on
learning by individual agents and agent teams new concepts
and dependencies that are next used for performing further
actions by agents or their teams.
To illustrate the importance of approximation spaces in
modelling by multiagent systems of complex dynamical
systems we brieﬂy discuss some aspects of such a mod-
elling.
1. Assume that in the environment there are distinguished
units (agents). Each agent is equipped with an ontol-
ogy of vague concepts and approximation spaces used
for approximation of concepts and dependencies from
21the ontology. Any agent, to achieve his goal, is per-
forming some actions with pre- and post-conditions
speciﬁed by concepts from ontology. Concepts are
learned hierarchically staring from some sensory con-
cepts. Observe, that the agent ontology can be dynam-
ically changed when agents will learn more about the
environment. Itmeansthattheagentontologyisevolv-
ing in time.
2. The agents can identify complex situations by means
of their local theories that are represented by sets of
dependencies between concepts. Only approximations
of concepts and dependencies between them are avail-
able for agents.
3. The recorded by agents changes in the satisﬁability of
concepts is making it possible for them to reason about
possible changes in satisﬁability of other concepts
available in their theories. Here, an important role play
approximate reasoning schemes (AR schemes) [38].
4. To better approximate their concepts or to discover
new concepts agents can cooperate. Their interac-
tions are described by means of constrained sums
[3, 39, 40].
5. Through cooperation agents learn new patterns, con-
cepts and dependencies between them. This kind of
interaction of agents with their environments can be
used to develop tools in reinforcement learning for se-
lectionofrelevantactionsmakingitpossibletoachieve
goals by agents and agent teams. For example, agents
can recognize through identiﬁcation of changes in ob-
served situations that performing some sequences of
actions will be more relevant for them from the point
of view of their goals. Observe, that this is much more
general approach to reinforcement learning than the
traditionally used approach (see, e.g. [24, 25, 26, 27,
28]).
6. Agents can negotiate to form coalitions in which they
are linked by special constrained sums or their compo-
sition. Each coalition is constructing a space of con-
strained sums over the approximation spaces of mem-
bers of the coalition. In such a construction, negoti-
ations play important role. Any coalition will be in-
volved in searching for relevant constrained sums in
which can be deﬁned relevant patterns for approxima-
tion of complex concepts important for coalition. To
do this the coalition should specify the search space
of constrained sums and the searching strategies over
such a space.
7. The system has a hierarchical structure, e.g., negotia-
tions related to further searching for relevant approxi-
mation spaces, concept approximations and dependen-
cies between concepts can be performed on the coali-
tion level.
8. The important problem to consider is when and how to
fuse discovered patterns into a new concept. This is re-
lated to the necessity of information granulation. This
can save the required memory for storing patterns and
at the same time still is making it possible to achieve
goals.
Fromthe abovediscussed differentaspects it followsthat
our approach to modelling of a dynamical system by a mul-
tiagent system can be understand as a system of evolving
local theories of agents belonging to the system. These
theories, are changing in time as the result of interactions
between agents. The agents are learning to select the rele-
vant, for their goals, behaviour on the basis of properties of
changes in their theories.
Observe that in the described modelling the very ba-
sic notions are approximation spaces and constrained sums
that can generate new approximation spaces. Constructing
relevant constrained sums requires negotiations and con-
ﬂict resolution between agents constructing approximation
spaces for different concepts relevant to local and global
goals. Hence, strategies for coalition formation in coopera-
tivesearchingforrelevantapproximationspacesareneeded.
The presented in the paper methodology based on ap-
proximation spaces seems to be promising for modelling of
complex dynamical systems, e.g., in which human beings
cooperate with robots.
Conclusions
Steps towards the creation of a calculus of approxima-
tion spaces in distributed systems have been presented in
this paper. This article has included consideration of an ap-
proximation of concepts using the rough set approach. In
particular, the role of approximation spaces in modelling
of complex dynamical multiagent systems has been empha-
sized. As part of the research described in this paper, we are
developing evolutionary strategies searching for local agent
behavioral rules in systems based on approximation spaces.
Theserulesshouldmakeitpossiblenotonlytoachievelocal
goals of agents but also global goals of complex dynamical
systems, e.g., preserving some global invariants. Observe,
that these evolutionary strategies can evolve in time as the
result of adaptive changes of their parameters. It is also
the case that the calculus of approximation spaces consid-
ered in this paper, has signiﬁcant implications for an ap-
proach to unsupervised learning by cooperating agents in
non-stationary environments.
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Abstract
In this paper, we present an approach of applying in-
discernibility attribute sets to knowledge reduction. Based
on the ideas of rough set theory and classiﬁcation, we in-
vestigate the properties of indiscernibility attribute sets. A
partition of the power set of attributes by means of the indis-
cernibility attribute sets is obtained. With the partition, the
reducts of any subset of attributes in information systems
can be found.
1. Introduction
Rough set theory introduced by Pawlak [10] offers an
useful tool for data mining and knowledge acquisition.
Knowledge reduction is one of the key problems of rough
set theory. The knowledge reduction of information sys-
tems is to ﬁnd a minimal subset of attributes that enables the
same classiﬁcation of elements of the universe as the whole
set of attributes. That is, we can remove some attributes
from a database and preserve its partition. In recent years,
knowledge reduction within the framework of rough set the-
ory has been studied extensively from various perspectives
[1,5,9,18,19]. In literature [8], the concepts of β lower dis-
tribution reduct and β upper distribution reduct based on
variable precision rough sets are proposed and their prop-
erties are investigated. Jensen and Shen [4] introduced
fuzzy-rough attribute reduction and provided a method that
can greatly reduce data redundancy. Kryszkiewicz [6] re-
searched and compared ﬁve notions of knowledge reduc-
tion in inconsistent systems. In information systems, a com-
monly used reduction method is to make use of the discerni-
bility matrix and the discernibility formula[18].
In fact, classiﬁcation tasks are very important for knowl-
edge reduction. The aim of any classiﬁcation is to form
various classes, where each class contains the elements that
are not evidently different. For an information system, we
know that each subset of attributes may determine a parti-
tion of the universe by using the relationships between ob-
jects and attributes. In order to obtain the reducts of any
subset of attributes, we consider here to ﬁnd a classiﬁcation
method of the power set of attributes such that the elements
of each class provide the same partition of the universe.
Based on the idea of the classiﬁcation, this paper
presents a classiﬁcation method, which applies indiscerni-
bility attribute sets to determine a partition. A closure oper-
ator on the power set of attributes is ﬁrst deﬁned. The prop-
erties of the closed sets generated by the closure operator
are then discussed. We investigate the relations of the indis-
cernibility attribute sets and the closed sets. Consequently,
a partition of the power set of attributes by means of the
indiscernibility attribute sets can be determined. Finally,
we provide a reduction algorithm. Using the algorithm, the
reducts of any subset of attributes in information systems
can be derived.
2. Two kinds of partitions in information sys-
tems
For a set U, let P(U) be the powerset of U. If R is an
equivalence relation on U, we use U/R to denote the family
of all equivalence classes of R (or classiﬁcations of U), i.e.,
U/R = {[x]R; x ∈ U},
where [x]R = {y ∈ U; (x,y) ∈ R}.
An information system is an quadruple S = (U,A,V,
F), where
• U = {x1,x2,··· ,xn} is a nonempty ﬁnite set, called the
universe of objects.
25• A = {a1,a2,··· ,am} a nonempty ﬁnite set of attributes.
• V =
m S
l=1
Vl, Vl is a nonempty set of the values of attribute
al ∈ A, called the domain of al.
• F = {f1,f2,··· ,fm} is a set of relationships between U
and A, fl : U → Vl, (l = 1,··· ,m), and F is called a
description function of S. ∀(xi,al) ∈ U × A, F(xi,al) =
fl(xi) ∈ Vl, the values fl(xi) are called data in S.
Generally, an information system can be represented by
a data table. The rows of the table are labelled by objects,
and the columns are labelled by attributes. For any subset
B of attributes, we can deﬁne a binary relation RB on U by
the data table. The binary relation RB is deﬁned as
RB = {(xi,xj); fl(xi) = fl(xj), al ∈ B ⊆ A}, (2.1)
where (xi,xj) ∈ U × U.
Obviously, RB is an equivalence relation. The partition
determined by RB is denoted by U/RB, i.e.,
U/RB = {[x]RB; x ∈ U}, (2.2)
where [x]RB = {y ∈ U; (x,y) ∈ RB}.
If (x,y) ∈ RB, we say that x and y are indiscernible
with respect to the RB.
Since {RB} is a family of equivalence relations on U, a
binary relation on P(A) can be deﬁned as
R = {(B,D) ∈ P(A) × P(A); RB = RD}. (2.3)
It is easy to verify that the relation R is an equivalence
relation on P(A), and the family of all equivalence classes
of R are denoted by
P(A)/R = {[B]R; B ∈ P(A)}, (2.4)
where [B]R = {D ∈ P(A); (B,D) ∈ R}.
Based on the binary relations of objects and attributes,
we now obtain two kinds of partitions on the universe and
on the power set of attributes. By the deﬁnitions of RB and
R, we can see that these two partitions have the following
properties.
Theorem 1. Let (U,A,V,F) be an information system. For
any B,D ∈ P(A) and any x ∈ U, we have
(i) B ⊆ D ⇒ RD ⊆ RB;
(ii) B ⊆ D ⇒ [x]D ⊆ [x]B;
(iii) RB =
T
a∈B
Ra;
(iv) [x]B =
T
a∈B
[x]a;
(v) (B,D) ∈ R ⇒ (B,B ∪ D) ∈ R;
(vi) (B,D) ∈ R ⇒ U/RB = U/RD.
From the above property (vi), we know that the elements
of the each class in P(A)/R form the same partitions of the
universe U.
3 Closure operator C(R) and its properties
For a nonempty ﬁnite set U, a function C : P(U) →
P(U) is called a closure operator, if C satisﬁes the follow-
ing condition:
(C1) x ≤ y ⇒ C(x) ≤ C(y), ∀x,y ∈ P(U);
(C2) x ≤ C(x), ∀x ∈ P(U);
(C3) C(C(x)) = C(x), ∀x ∈ P(U).
Let (U,A,V,F) be an information system, R a equiva-
lence relation on P(A). We may deﬁne a function C(R) :
P(A) → P(A) by
C(R)(B) = ∪[B]R. (3.1)
By the conditions (C1)-(C3), we can prove that C(R) is
a closure operator.
If B ⊆ A satisﬁes the condition: C(R)(B) = B, we
say that B is a C(R)-closed set on P(A). The set of all
C(R)-closed sets of P(A) is denoted by CR.
Example 1. Let S1 = (U,A,V,F) be an information sys-
tem, the following table 1 gives the description function of
S1.
Table 1: Description of S1
U a1 a2 a3
x1 1 2 2
x2 3 2 1
x3 2 1 3
x4 1 3 2
According to Table 1, for any B ⊆ A we may determine
the equivalence relation RB by using the equation (2.1),
and we have
Ra1 = Ra3 = Ra1a3
= {(x1,x1),(x2,x2),(x3,x3),
(x4,x4),(x1,x4),(x4,x1)},
Ra2 = {(x1,x1),(x2,x2),(x3,x3),
(x4,x4),(x1,x2),(x2,x1)},
Ra1a2 = Ra2a3 = RA
= {(x1,x1),(x2,x2),
(x3,x3),(x4,x4)}.
For the sake of brevity, we let ∅ = 0, {ai} =
i, {ai,aj} = ij, with 1 ≤ i < j ≤ 3, and A = 123.
Thus, the equivalence relation R given by (2.3) is ob-
tained and
26R = {(B,D) ∈ P(A) × P(A); RB = RD}
= {(0,0),(1,1),(2,2),(3,3),(1,3),(3,1),
(1,13),(13,1),(3,13),(13,3),(12,23),
(23,12),(12,A),(A,12),(23,A),(A,23)}.
From here we get a partition of the power set of at-
tributes.
P(A)/R = { {0}, {2}, {1,3,13}, {12,23,A}}.
By P(A)/R and (3.1), the all C(R)-closed sets in P(A)
are obtained as
CR = {0, 2, 13, A}. (3.2)
The following conclusions can be derived directly from
Theorem 1 and (3.1).
Theorem 2. Let (U,A,V,F) be an information system, R
an equivalence relation on P(A). Then,
(i) A ∈ CR;
(ii) ∀B ⊆ A, RB = RC(R)(B);
(iii) If B ⊆ D ⊆ C(R)(B),
then RB = RD = RC(R)(B);
(iv) C(R)(B) = max{C; C ∈ [B]R};
(v) CR = {∪[B]R; [B]R ∈ P(A)/R}.
The above properties (iv)and (v) show that each ele-
ment of CR is the maximal element of a class in the par-
tition P(A)/R, and CR satisﬁes the condition: |CR| =
|P(A)/R|, where |CR| is the cardinality of the set CR.
These two conclusions can be used to construct the clas-
siﬁcations of P(A). Section 5 will give the method of con-
struction P(A)/R.
4 Indiscernibility attribute sets and its prop-
erties
For an information system (U,A,V,F), we know that
RA is an equivalence relation on U.
Let U/RA = { X1,X2,...,Xk }, where 1 ≤ k ≤ n.
Obviously, ∀ Xi,Xj ∈ U/RA and ∀ al ∈ A, xs ∈ Xi
implies fl(Xi) = fl(xs).
If al ∈ A satisﬁes the condition fl(Xi) = fl(Xj), we
say that al is an indiscernibility attribute with respect to Xi
and Xj.
Deﬁnition 1. Let (U,A,V,F) be an information sys-
tem. A set B ⊆ A is called an indiscernibility attribute
set, if there exists elements xi,xj ∈ U, such that
B = {al ∈ A; fl(xi) = fl(xj)}. The set of all indis-
cernibility attribute sets in P(A) is denoted by G.
Obviously, if U/RA = { X1,X2,...,Xk }, then,
G = {Gij; 1 ≤ i,j ≤ k}, (4.1)
where Gij = {al ∈ A; fl(Xi) = fl(Xj)}.
From the information system in Table 1, we can see that
Xi = xi (1 ≤ i ≤ 4), and
G = {∅, {a2}, {a1a3}, A}. (4.2)
Comparing the results in (3.2) and (4.2), one can
discover that CR = G. In fact, we have the following
results.
Theorem 3. Let (U,A,V,F) be an information system,
U/RA = { X1,...,Xk}. Then
(i) G ⊆ CR;
(ii) If ∅ ∈ G or
T
1≤i,j≤k
Gij 6= ∅, then G = CR;
(iii) If ∅ / ∈ G and
T
1≤i,j≤k
Gij = ∅, then G ∪ ∅ =
CR.
Proof. (i) Let Gij ∈ G. If Gij = ∅, then ∀B ⊆ A, (B 6=
∅) ∃al ∈ B such that fl(Xi) 6= fl(Xj). Hence B / ∈ [∅]R,
i.e., ∅ = ∪[∅]R ∈ CR.
If Gij 6= ∅, then ∀B ∈ [Gij]R and ∀ al ∈ B, from
RB = RGij we have fl(Xi) = fl(Xj). Hence B ⊆ Gij,
from which, ∪[Gij]R ⊆ Gij. On the other hand, Gij ⊆
∪[Gij]R is clear. Therefore, ∪[Gij]R = Gij ∈ CR, that is
G ⊆ CR.
(ii) If ∅ / ∈ CR, then ∃B ∈ P(A) (B 6= ∅) such that
fl(Xi) = fl(Xj) for all al ∈ B and all Xi,Xj ∈ U/RA.
Thus we have B ⊆ Gij for all Gij ∈ G, hence, ∅ / ∈ G. In
other words, ∅ ∈ G implies ∅ ∈ CR.
If
T
1≤i,j≤k
Gij 6= ∅ then ∃ al ∈
T
1≤i,j≤k
Gij such that
fl(Xi) = fl(Xj) for all Xi,Xj ∈ U/RA, Thus, we get
{al} ∈ [∅]R, hence, ∅ / ∈ CR. That is,
T
1≤i,j≤k
Gij 6= ∅
implies ∅ / ∈ CR.
Owing to G ⊆ CR by (i), we only need to prove that
B ∈ G for all B ∈ CR (B 6= ∅).
Let B ∈ CR (B 6= ∅). For any (xi,xj) ∈ RB, if
∃D ⊆ A and D * B such that (xi,xj) ∈ RD, then
RB ⊆ RD, hence, RB = RB ∩ RD ⊆ RB∪D. Since
RB∪D ⊆ RB is clear (see [18]). Therefore, RB = RB∪D.
That is, ∀al ∈ D, al ∈ ∪[B]R = B, this is a contra-
diction because D ⊂ Co(B), where Co(B) denotes the
complementary set of B. Hence, there exists at least one
element (xs,xt) ∈ RB (suppose xs ∈ Xi, xt ∈ Xj)
such that (xs,xt) ∈ RD for all D * B (D ⊆ A),
i.e., ∀ al ∈ A − B, fl(Xi) = fl(Xj). It follows that,
B = { al ∈ A; fl(Xi) = fl(Xj)} = Gij ∈ G.
(iii) If ∅ / ∈ G and
T
1≤i,j≤k
Gij = ∅, then B / ∈ [∅]R for all
B ⊆ A (B 6= ∅), and ∅ = ∪[∅]R ∈ CR. Therefore, we get
27G ∪ ∅ = CR by using (i) and (ii). ¤
To illustrate the above Theorem we consider the follow-
ing example.
Example 2. Table 2 gives an information system S2 =
(U,A,V,F).
Table 2: Description of S2
U a1 a2 a3
x1 1 1 3
x2 2 1 1
x3 2 2 3
From A = {a1, a2, a3} = {1, 2, 3} we know that the
power set of A as
P(A) = { 0, 1, 2, 3, 12, 13, 23, A }.
Let R0 = {(x1,x1),(x2,x2),(x3,x3)}. Using (2.1) and
theconclusion(iii)ofTheorem1, foranyB ⊆ A,theequiv-
alence relation RB can be obtained as follows:
R0 = R∅ = R0 ∪ {(x1,x2),(x2,x1),(x1,x3),
(x3,x1),(x2,x3),(x3,x2)},
R1 = R0 ∪ {(x2,x3),(x3,x2)},
R2 = R0 ∪ {(x1,x2),(x2,x1)},
R3 = R0 ∪ {(x1,x3),(x3,x1)},
R12 = R13 = R23 = RA
= R1 ∩ R2 = R1 ∩ R3 = R2 ∩ R3
= R1 ∩ R2 ∩ R3 = R0,
Using (2.3) we have
P(A)/R = {∅, {1}, {2}, {3}, {12,13,23,A}}.
According to the conclusion (v) of Theorem 2, the set
CR is obtained as
CR = { 0, 1, 2, 3, A}.
Since RA = R0, we have
U/RA = { {x1}, {x2}, {x3} },
i.e., Xi = {xi}, i = 1,2,3.
By (4.1) and U/RA, we can give the indiscernibility ma-
trix of S2 (see Table 3) and the set G.
G = { 1, 2, 3, A}.
Table 3: Indiscernibility matrix of S2
X1 X2 X3
X1 A {2} {3}
X2 {2} A {1}
X3 {3} {1} A
In Example 2, since ∅ / ∈ G and
T
1≤i,j≤3
Gij = ∅, we
must have G ∪ ∅ = CR by the conclusion (iii) of Theorem
3.
In Example 1, since ∅ ∈ G, we have G = CR by the
conclusion (ii) of Theorem 3.
From the results of Example 1 and Example 2 we can see
that the conclusion G ⊆ CR holds.
The results of Theorem 3 show the relations of indis-
cernibility attribute sets and C(R)-closed sets. Applying
the conclusion, we may determine CR by means of the set
G.
5 Reduction approach
In this section we will give the reduction deﬁnition of
any subset of attributes and provide a classiﬁcation method
for the power set of attributes, from which a new reduction
approach is derived.
Deﬁnition 2. Let S = (U,A,V,F) be an information sys-
tem, R an equivalence relation on P(A). A set D ∈ P(A)
is called a R-independent element (see [9]), if D is a mini-
mal element of the class [D]R.
The set of all R-independent elements in P(A) is
denoted by I(R).
Deﬁnition 3. Let S = (U,A,V,F) be an information sys-
tem, R an equivalence relation on P(A). B,E ∈ P(A), E
is called a reduct of B, if E satisﬁes the conditions:
(i) E ∈ I(R);
(ii) E ⊆ B;
(iii) (B,E) ∈ R.
The set of all reducts of B is denoted by RED(R,B)
(see [9]).
Since |CR| = |P(A)/R| and each element in CR is the
maximum element of a class in P(A)/R. Therefore, we
may use the set CR to construct P(A)/R. The classiﬁcation
method is given as follows:
Classiﬁcation method.
Let D ∈ CR and B ∈ P(A). We let
B ∈ [D]R ⇐⇒ D = inf{E ∈ CR, B ⊆ E}. (5.1)
28Obviously, for any B ∈ P(A), there exists exactly
one D ∈ CR such that B ∈ [D]R. Hence, the above
method determines a partition of P(A), and the partition
is consistent with P(A)/R. By Theorem 3, we can prove
that CR in (5.1) can be replaced by the set G. This is very
important for the knowledge reduction since the set G can
easily be obtained. With the method, we do not have to ﬁnd
the equivalence relations RA and R, and the reducts can
also be determined. Therefore, this method greatly reduce
the operation of knowledge reduction.
Algorithm (Reduction algorithm).
• Determine the partition U/RA
For an information system S = (U,A,V,F), we may
determine the equivalence relations RA and the partition
U/RA by (2.1) and (2.2).
• Give indiscernibility matrix
By the partition U/RA and (4.1), the indiscernibility ma-
trix of S can be given (see example 2).
• Find out all elements of set CR
ApplyingtheconclusionsofTheorem3, allC(R)-closed
sets in P(A) can be derived by means of the indiscernibility
matrix.
• Construct classiﬁcation P(A)/R
Since |CR| = |P(A)/R| and for any B ∈ CR, B =
∪[B]R, i.e., each element in CR is the maximum element
of a class in P(A)/R. Thus, we can determine the partition
P(A)/R by using (5.1).
• Determine reducts
Finally, the reducts of any subset of attributes can be
found according to the conditions of Deﬁnition 3.
Example 3. Let S3 = (U,A,V,F) be an information sys-
tem, where
U = {x1,x2, ...,x6 } is the set of objects.
A = {a1,a2,a3} is the set of attributes.
V =
3 S
l=1
Vl, and Vl is the domain of al ∈ A (l = 1,2,3).
The data table of S3 is given by Table 4.
Table 4: Description of S3
U a1 a2 a3
x1 2 1 3
x2 1 1 4
x3 3 2 1
x4 2 1 3
x5 1 1 2
x6 3 2 3
By Table 4, we can ﬁnd the classiﬁcations of U as
U/RA = {X1,X2,...,X5},
where X1 = {x1,x4}, X2 = {x2}, X3 = {x3}, X4 =
{x5}, X5 = {x6}.
The indiscernibility matrix of S3 is given by Table 5.
Table 5: Indiscernibility matrix of S3
X1 X2 X3 X4 X5
X1 A {a2} ∅ {a2} {a3}
X2 {a2} A ∅ {a1,a2} ∅
X3 ∅ ∅ A ∅ {a1,a2}
X4 {a2} {a1,a2} ∅ A ∅
X5 {a3} ∅ {a1,a2} ∅ A
From Table 5 we have
G = {∅,{a2},{a3},{a1,a2},A}
= { 0, 2, 3, 12, A }.
By the conclusion (ii) in Theorem 3, that G = CR is
clear since ∅ ∈ G. Hence,
CR = {0, 2, 3, 12, A}.
Thus, the equivalence relation R and the classiﬁcations
of P(A) can be obtained by using method (5.1) and we have
R = {(0,0),(1,1),(2,2),(3,3),
(1,12),(12,1),(13,23),(23,13),
(13,A),(A,13),(23,A),(A,23)}.
P(A)/R = { {0}, {2}, {3}, {1,12}, {13,23,A} }.
Fromdeﬁnition 2, we get the all R-independent elements
in S3 as
I(R) = {0, 1, 2, 3, 13, 23}.
By the reduction deﬁnition, we now can determine the
reducts of any subset of attributes.
For example, the set 13 satisﬁes the conditions of
deﬁnition 3 for the set A, i.e., 13 ∈ I(R), 13 ⊆ A
and (13,A) ∈ R. Hence, 13∈RED(R,A). Similarly,
23 ∈RED(R,A). Thus, we have
RED(R,A) = {13, 23}, RED(R,12) = {1},
RED(R,3) = {3}, etc.
If we use the method provided in [18] to determine
reducts, we have to apply the discernibility matrix and the
discernibility formula, and obtain only the reducts of the
attribute set A.
From here we can see that the reduction method pre-
sented in this paper is more simple and effective than the
method in [18].
296. Conclusion
This paper examined some theoretical issues of the
reduction of information systems in the framework of
rough set theory. Based on the binary relations of objects
and attributes in information systems, a closure operator
C(R) and indiscernibility attribute sets were deﬁned
and their properties were investigated. According to the
relations of C(R)-closed sets and indiscernibility attribute
sets, we presented a method which employs indiscernibility
attribute sets to determine a partition of the power set of
attributes. This method also offers some possibilities to
further study the classiﬁcation in information systems.
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Abstract
In this paper we introduce basic ideas connected with
the approximation of concepts based on decision rules. We
make use of rough set framework to show methods for con-
struction and modiﬁcation of rule sets. In particular, we
describe methods used in ﬁltering, shortening and general-
isation of decision rules.
1 Introduction
The notion of concept approximation is a focal point of
many approaches to data analysis based on rough set theory.
The original concept of indiscernibility and approximation,
as introduced by Pawlak in [10], is meant to provide a way
of dealing with inconsistency and incompleteness in data.
Elegantly and simply devised, the rough set approximations
proved to be a useful tool in supporting data-related tasks
such as classiﬁcation, decision making, and description.
In the original rough set setting we are looking on data
using the “glasses” which are determined by the choice of
attributes (measurements) we are provided. The inconsis-
tency, vagueness and imprecision are intrinsic to the infor-
mation system we are given. The shape of approximation
(upper/lower) depends only on the choice of attributes. That
may be regarded as both advantage, since it provides sim-
plicity and clarity and disadvantage, since there may not be
enough ﬂexibility for some applications.
It should be, however, noticed that the canonical ap-
proach to concept approximation is rarely used to the full
extent. In the majority of rough set applications the approx-
imations based on original set of attributes (objects’ fea-
tures) are used only at some initial stage of inductive learn-
ing. However, in most cases the ﬁnal system is based on
extended representation. Majority of the existing solutions
(see [1, 7, 9]) make use of decision rules derived from data
and accompanied with a recip´ e for their usage.
Thereareseveralwaysofconstructingtherulebasesthat
describe (approximate) a concept. In particular, it is quite
commonintheroughsetareatoproducerulesthatarebased
on reduct calculation. Rule bases obtained in such way need
to be further managed in order to become useful. In this
paper we look at some of the techniques for managing rule
sets and examine how the application of these techniques
inﬂuence the approximation of concepts.
The paper starts with introduction of basic notation from
rough set and decision rule areas. Then, we present selected
techniques for management of rule bases, in particular rule
shortening and generalisation methods.
2 Rough set preliminaries
An information system [10] is a pair S = (U,A), where
U is a non-empty, ﬁnite set of objects and A is a non-empty,
ﬁnite set, of attributes. Each a ∈ A corresponds to the
function a : U → Va, where Va is called the value set of a.
Elements of U could be interpreted as cases, states, patients,
observations etc.
Given an information system S = (U,A). We asso-
ciate with any non-empty set of attributes B ⊆ A the B-
information signature for any object x ∈ U by infB(x) =
{(a,a(x)) : a ∈ B}. The set {infA(x) : x ∈ U} is called
the A-information set and it is denoted by INF(S).
The above formal deﬁnition of information systems is
very general and it covers many different “real information
systems”, e.g. elementary database systems. For simpliﬁ-
cation, we will use the simplest form of information sys-
tems called “information table”. Information system can be
implemented as two–dimensional array (matrix) called in-
formation table. In information table, we usually associate
its rows with objects (more precisely information vectors of
objects), its columns with attributes and its cells with values
of attributes on objects (see Table 2).
In supervised learning problems, objects from training
set are pre-classiﬁed into several categories or classes. To
deal with such type of data we use decision systems of the
form S = (U,A,dec), where dec / ∈ A is a distinguished
attribute called decision and elements of attribute set A are
called conditions. The decision attribute induces division of
31Patient Age Sex Cholesterol Rest ECG Angina Sick
p1 53 M 203 hyp 155 yes
p2 60 M 185 hyp 155 yes
p3 40 M 199 norm 178 no
... ... ... ... ... ... ...
Table 1. Example of information table from
heart-disease domain
U into decision classes. If we consider the decision value
set Vdec to be ﬁnite, i.e., Vdec = {1,
. . .,i,
. . .,k} then the i-th
decision class CLASSi = {x ∈ U : dec(x) = i}.
In practice, decision systems contain description of a ﬁ-
nite sample U of objects from larger (possibly inﬁnite) uni-
verse U. Conditions are attributes such that their values are
known for all objects from U, but decision is a function de-
ﬁned on the objects from the sample U only. In example
from Table 2 we can take last column as describing deci-
sion. Usually decision attribute is a characteristic function
of an unknown concept or several concepts on a sample of
objects. The main problem of learning theory is to gener-
alise the decision function (concept description), which is
partially deﬁned on the sample U, to the universe U. For
the rest of this paper we may assume that the domain Vdec
of the decision dec is equal to {0,1}. The decision dec de-
termines if a given object (table row) is a representant of
the concept we attempt to describe. The extension to the
multi-valued decision is straighforward ([3]).
3 Decision rules and rule-based approxima-
tions
Let S = (U,A,dec) be a decision system. Any implica-
tion of the form
(ai1 = v1) ∧ ... ∧ (aim = vm) ⇒ (dec = k) (1)
where aij ∈ A and vj ∈ Vaij, is called a decision rule for
the k-th decision class. A condition of the form ai1 = v1 is
called a descriptor. The conditional part (predecessor) of
a rule denoted by Pred(r) is a conjunction of descriptors
Any decision rule r of the above form can be characterised
by following parameters:
• length(r) – the number of descriptors in the premise
of r;
• [r] – carrier of r, i.e., the set of objects satisfying the
premise of r;
• support(r) – number of objects satisfying the premise
of r, i.e., the cardinality of carrier;
• µ(r) =
card([r]∩CLASSk)
support(r) – rule conﬁdence, i.e., the
measure of “truth” of the decision rule.
The decision rule r is called consistent with A if
µ(r) = 1.
In data mining, we are interested in searching for short,
strong decision rules with high conﬁdence. The linguistic
features like “short”, “strong” or “high conﬁdence” of deci-
sion rules can be formulated by means of their length, sup-
port or conﬁdence. Many decision rule generation meth-
ods have been developed using rough set theory (see e.g.,
[3, 1, 6, 7, 11]).
One of the most interesting approaches is related to
minimal consistent decision rules. Given a decision table
S = (U,A ∪ {dec}), the decision rule: r =def (ai1 =
v1) ∧ ... ∧ (aim = vm) ⇒ (dec = k) is called minimal
consistent decision rule if it is consistent with S and any de-
cision rule r0 created from r by removing one of descriptors
from left hand side of r is not consistent with S. The set
of all minimal consistent decision rules for a given decision
table S, denoted by MinConsRules(S), can be found by
computing object oriented reducts (or local reducts) as in
[6, 8, 12].
The elements of MinConsRules(S) can be treated as
interesting, valuable and useful patterns in data and used as
a knowledge base in classiﬁcation systems. Unfortunately,
the number of such patterns can be exponential with respect
to the size of a given decision table [6, 8, 11, 12]. In prac-
tice, we must apply some heuristics to generate a subset of
decision rules.
There are two major approaches to derivation of decision
rule set RUL(S) for a given table S:
1. Object covering techniques: The main idea is based
on searching from MinConsRules(S) a minimal set
of rules that cover (almost) all objects from U. There
exist many such covering algorithms, see [3, 7, 12] for
more details. In this paper we will not dwell on these
techniques.
2. Reduction-based techniques: These techniques are
making use of the core notions from rough set theory
such us reduct, relative reduct and decision reduct (see
[3, 8, 10, 11]). They usually produce a large set of
rules RUL(S) for a given table S. As a result it is
quite hard to use such rule set. The rules are in many
cases redundant and some of them have very limited
usability. Therefore, there is a need for algorithmic
methods that make it possible to manage sets of rules
and re-construct them in that way that provides good
quality of concept approximation, reasonable compu-
tational complexity, and ability to intuitionally under-
stand the result.
32To perform the manipulations with rule sets, as postu-
lated in the second point above, one can use two com-
plimentary methodologies. One of these methodologies,
known as rule ﬁltering, aims at selection of the most use-
ful subset of rules from the existing corpus. Another set
of methods goes further by modifying the rules themselves
using techniques known as rule shortening and generalisa-
tion.
3.1 Rule ﬁltering
We frequently need to reduce the burden of dealing
with excessive number of rules, even if they are be-
longing to MinConsRules(S). Therefore, instead of
MinConsRules(S), we can use the subset of short, strong,
and highly accurate decision rules deﬁned by:
MinRules(S,λmax,σmin,αmin) = {r : r is minimal
∧length(r) ≤ λmax
∧support(r) ≥ σmin
∧µ(r) ≥ αmin}
The threshold values for support, length, and conﬁdence
have to be set by hand. In order to choose right values at
this point it is helpful to realise what is the effect of apply-
ing particular ﬁltering setting. The roles of these thresholds
are as follows:
• σmin – the threshold for support is quite obvious and
makes it possible to eliminate rules that are marginal.
The rules that apply to only few cases are seeded out.
The choice of value for σmin is usually associated with
the size of data set and sizes of decision classes. From
the point of view of concept approximation the limita-
tion imposed on rule support may lead to the situation
in which, after ﬁltering, the reduced set of rules covers
smaller part of approximated concept than the original
one.
• αmin – the threshold for conﬁdence of rules is usu-
ally the most important one. The conﬁdence calculated
on U is directly linked with potential usefulness of the
rule on the whole U, also in statistical terms (see e.g.,
[3, 6] and [4].
• λmax – the threshold for is usually associated with the
previous ones. There is no general dependence be-
tween the length of rules and the quality of concept ap-
proximation. However, the dependence between rule
length and rule conﬁdence is useful enough to lead to
the idea of rule shortening algorithm, which we de-
scribe later in this paper. In general choice of λmax
depends very much on particular data set (size, distri-
bution of decision classes, type of atributes) and exter-
nal requirements.
Fortunately, most of the heuristics for object oriented
reducts (see [3, 6]) can be modiﬁed to extract decision rules
from MinRules(S,λmax,σmin,αmin).
3.2 Rule shortening
It is quite common that the set of rules we have calcu-
lated contains too many speciﬁc rules, i.e., rules that contain
many conditions (long rules). These rules may be of high
quality in terms of conﬁdence, but usually lack in terms of
support and usability. The longer the rule, the harder and
less intuitive it becomes to apply it. To address this issue
one may be willing to sacriﬁce some of the rule quality,
measured in terms of conﬁdence, for the sake of obtaining
a more concise and understandable rules. The rule shorten-
ing algorithm (Algorithm 1) attempts to drop some of the
conditions as long as the resulting rule has sufﬁcient con-
ﬁdence. The result of shortening is named an approximate
rule as it may no longer be a consistent rule.
Algorithm 1 Approximate rule synthesis (shortening)
Input:
1. decision table S = (U,A,dec),
2. decision rule r0 ∈ RUL(S),
3. threshold of consistency µ0 (e.g. µ0 = 0.9).
Output: the approximate rule rapp (based on rule r0).
Method:
Calculate the coefﬁcient of consistency µ(r0)
If µ(r0) < µ0 then STOP (no approximate rule).
µmax = µ(r0) and rapp = r0.
While µmax > µ0 do
begin
µmax = 0
For i = 1 to length(r0) do
begin
r = rapp.
Remove i-th descriptor from Pred(r).
Calculate µ(r) and µ = µ(r).
If µ > µmax then µmax = µ and imax = i.
end
If µmax > µ0 then
remove imax-th conditional descriptor from rapp.
end
Return rapp.
¤
The rule shortening algorithm, as opposed to ﬁltering
techniques, does change the elements of RUL(S). The ap-
plication of this algorithm may result in production of rules
that do not belong to MinConsRules(S). However, the
shortened, approximate rules may be better suited for new
case classiﬁcation. Shortened predecessor of the rule stand
much better chance to be applicable for new objects. The
33shortening in practice usually have a value-added effect of
reduction in size of rule base. The removal of condition that
establish difference between two rules permits to store only
one reduced rule.
3.3 Rule generalisation
Rule generalisation is another technique for managing
rule sets by modifying its components. As previously, it is
a method that aims at extending rule applicability and read-
ability by giving up some of conﬁdence µ. The generalisa-
tion however, as opposed to previously presented methods,
produces rules that are of different from that we have seen
before. In the generalised rules conditional part Pred(r)
of a rule r may contain generalised descriptors. A gener-
alised descriptor is a formula of the form (ai ∈ Vrai), wh
ere Vrai ⊂ Vai. In other words, the conditional part of a
generalised rule is a conjunction of disjunctions of simple
descriptors.
The generalisation is performed by an exhaustive al-
gorithm that tries to examine all possible generalisations
which comply to constraints imposed on conﬁdence. The
method accepts two elements of input – the initial rule set
RULE(S) and the threshold for conﬁdence µ0 ≤ 1. The
generalisation procedure comprises of the following steps:
1. Initialisation phase. In order to speed up the whole
procedure a single scan of U is performed. As a re-
sult the numbers of occurrences of every elementary
descriptor of the form (ai = vi) that appears in at least
onerulefromRUL(S). Theresultofthisscanisstored
in a specialised data structure, designed to speed up the
calculation of rule support and conﬁdence in the next
steps of the procedure. The use of dedicated data struc-
ture at this point is crucial in order to achieve accept-
able efﬁciency of the whole algorithm.
2. Rule selection phase. The algorithm takes rules one
by one and performs check for all possible extensions
of each rule. As a result it selects the rule and the at-
tribute value. The selected rule and attribute value are
the ones that provide largest relative growth of support
and remain to have conﬁdence above the threshold µ0.
3. Rule set modiﬁcation phase. The rule chosen in the
previous step is being extended by adding the attribute
value to corresponding condition in its predecessor.
The new rule is replacing the one it originated from
in RUL(S). As a result of generalisation it may hap-
pen, at some stage, that new generalised rule is already
present in RUL(S). Such unnecessary repetitions are
being removed.
4. Repeat 1–3 until there are no more rules to generalise,
i.e., until every extension of existing rule results in in-
sufﬁcient conﬁdence.
One can easily note, that the procedure presented above
may be quite computationally costly if applied without pre-
cautions. In fact, it is highly recommended to use gener-
alisation in case of well deﬁned task and carefully chosen
rule set. In particular, it is important not to have excessive
number of attribute values. In case of data sets that initially
have (some) large attribute value sets it is advisable to apply
some discretisation/quantisation techniques (see [3]). Also,
due to its potential high cost the generalisation should be
one of the latest in a chain of rule set modiﬁcation steps.
4 Illustration
To give the reader idea, how the rule management tech-
niques inﬂuence the size and shape of a concept approxi-
mation, we present a small example. We investigate how
the rule base RUL(S) for a single decision class (single
concept) changes with application of previously described
methods.
In our example we take well known benchmark data
from repository [2]. The hearth disease data consists
of 270 objects described by 13 conditional attributes. There
are two decision classes and in our investigation we will
concentrate on one of them only, as we attempt to describe
the (target) concept of “presence of heart disease”. There
are 120 cases in the decision class we are interested in.
The operations described below have been performed
with use of publicly available software RSES (see [1, 5]).
The Rough Set Exploration System (RSES) implements the
methods mentioned earlier in the paper, in particular rule
ﬁltering, shortening, and generalisation.
Since the original hearth disease data contains
several numerical attributes that have quite many different
values, the ﬁrst step was to perform discretisation. After
discretisation the largest attribute value set has only 6 el-
ements. Next, all minimal, consistent decision rules were
calculated for our designated decision value. The calcula-
tion of the entire set RUL(S)=MinConsRules(S) for our
data is possible thanks to a rather small size of data set.
However, even for discretised data set with 270 cases (120
representing target concept) and 13 conditional attributes
the rule set consists of 2681 rules. That is far too much
to work with, and application of ﬁltering, shortening and
generalisation seems appropriate.
The ﬁrst thing to do was to remove rules that are
marginal. In this case all rules that have support less than
7 (covering no more than 5% of the concept) are ﬁltered
out. This operation alone dramatically reduces the size of
RUL(S). The resulting set of rules has 297 elements –
nearly 90% reduction from the original one. The average
34support of the rule in the ﬁltered set is just over 11, with the
most applicable rule having support of 37. The shortest rule
has 2 elementary descriptors in predecessor, the longest 6.
The shortening procedure, performed on ﬁltered set of
rules, with µ0 = 0.9 resulted with reduction of the number
of rules to 104. Now, the best rule is supported by 63 cases
(more than a half) and has consistency equal to 0.93. If we
ﬁlter out at this stage all rules that have support below 40,
weobtainasetofonly14rulesthatcoverover86%oftarget
concept. In case of support threshold set to 30 the coverage
increases to over 92% with 38 rules remaining.
Finally, the generalisation procedure applied to the set
of 297, 14 and 38 rules mentioned before results in cre-
ation of some interesting new rules. Although in none of
the cases generalisation leads to improvement in concept
coverage, the newly created generalised rules are quite in-
teresting. The best rules obtained cover more than 30% of
cases and permit formulation of strong, intuitively explain-
able regularities that quite precisely characterise the target
concept.
5 Conclusions
We have brieﬂy demonstrated a selection of techniques
that make it possible to create and manipulate approximate
descriptions of concepts expressed in the form of decision
rules. Most of the methods are widely known and applied,
but one of the ideas behind this paper was to put them to-
getherandpresentismoreuniﬁedway. Thepresentedmeth-
ods can be used by the reader, as they a part of publicly
available software [1].
The contents of this paper show only a small part of
methods and algorithms that stem from the research in the
area of rough sets in knowledge discovery.
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Abstract
The reduct problem plays a central role in many appli-
cations of the rough set theory. In the process of attribute
reduction, one expects that important attributes will be se-
lected while superﬂuous attributes are rejected. Some at-
tributes that are very important from the viewpoint of hu-
man experts may, however, fail to be included in the reduct
obtained unless that they are core attributes. In this paper
we ﬁrstly propose the concepts of M-reduct and M-core
thatensurethatuserspeciﬁedattributesalwaysbeincluded.
Then we analyze their relationships with traditional deﬁni-
tions of reduct and core in detail. Finally, we indicate how
to revise existing reduction algorithms to obtain M-reducts.
Although our discussion is limited to information tables un-
der traditional rough set model, the same idea can also be
applied to decision tables under both traditional and en-
hanced models.
1 Introduction
Attribute reduction [6] is an important issue which has
been intensively studied by the Rough Sets society. Re-
searchers proposed differentdeﬁnitions of reducts (see, e.g.,
[6][2][4]) and numerous reduction algorithms (see, e.g.,
[4][8][10]) with implementation in some software (see, e.g.,
[1]).
In the process of attribute reduction, one expects that im-
portant attributes be selected while superﬂuous attributes be
rejected. Some attributes that are very important from the
viewpoint of human experts may, however, fail to be in-
cluded in the reduct obtained unless that they are core at-
tributes. The following factors make the matter worse:
1. The dataset is not large enough to make these impor-
tant attributes core attributes;
2. Existence of noise makes some superﬂuous attributes
irreducible;
3. The number of reducts of an information table with m
attributes can be equal to C(m,bm
2 c) [8]; and
4. Many applications use only one (possibly minimal)
reduct.
Therefore we shall provide a mechanism ensuring that
users can speciﬁed some attributes that are always included
in reducts obtained. It should be noted that our approach is
totally different from dynamic reducts proposed by Bazan
[2], although they are intended to solve quite similar prob-
lems. Speciﬁcally, in this paper we only investigate the
reduct problem with speciﬁed attributes of information ta-
bles.
2 Preliminaries
In this section we enumerate relative concepts after
Pawlak [7] and Komorowski et al. [3]. Nonessential re-
visions are made to facilitate our discussion.
By an information system we will understand a pair S =
(U,A) where U is a nonempty ﬁnite set of objects called
the universe and A is a nonempty ﬁnite set of attributes such
that a : U → Va for every a ∈ A. The set Va is called the
value set (or the domain) of a. Information systems are also
called information tables.
Table 1 lists an information system where
U = {p1, p2, p3, p4, p5, p6} and A =
{Headache, Muscle-pain, Temperature, Flu}. Without los-
ing generality we often assume that U = {x1,x2,...,x|U|}
while A = {a1,a2,...,a|A|}.
Any B ⊆ A determines a binary relation I(B) on U,
which will be called an indiscernibility relation, and is de-
ﬁned as follows:
I(B) = {(xi,xj) ∈ U ×U|∀a ∈ B,a(xi) = a(xj)}, (1)
where a(x) denotes the value of attribute a for element x.
We list the following property for further use:
36Table 1. An exemplary information system
Patient Headache Muscle-pain Temperature Flu
p1 no yes high yes
p2 yes no high no
p3 no yes very high yes
p4 no yes normal no
p5 yes no high no
p6 no yes very high yes
Property 1 Given an information system S = (U,A) and
P,Q ⊆ A,
I(P ∪ Q) = I(P) ∩ I(Q). (2)
We often face a question whether we can remove some
data from an information table preserving its basic prop-
erties, that is - whether a table contains some superﬂuous
data.
The concept of reduct gives insight into this question. A
reduct is the minimal subset of attributes that enables the
same classiﬁcation of elements of the universe as the whole
set of attributes. This can be formally deﬁned as follows:
Deﬁnition 1 Any B ⊆ A is called a reduct of S = (U,A)
iff:
1. I(B) = I(A);
2. ∀a ∈ B,I(B − {a}) ⊃ I(A).
We can then deﬁne the concept attribute core, or simply
called core of an information system.
Deﬁnition 2 Let Red(S) denotes the set of all reducts of
S = (U,A), the core of S is given by
Core(S) =
\
Red(S). (3)
Discernibility matrices [8] are often used to compute
easily reducts and the core. The discernibility matrix of
S = {U,A} is a |U| × |U| matrix with entries deﬁned by:
cij = {a ∈ A|a(xi) 6= a(xj)}. (4)
Thus entry cij is the set of all attributes which discern
objects xi and xj.
It is easily seen that the core is the set of all single ele-
ment entries of the discernibility matrix, i.e.,
Core(S) = {a ∈ A|cij = {a}, for some i,j}. (5)
The discernibility matrix of Table 1 is listed in Table 2.
Where H, M, T, F denote Headache, Muscle-pain, Temper-
ature and Flu, respectively. More than half of the element
entries are ignored because cij = cji and cii = ∅ for all
i,j ∈ {1,2,...,|U|}.
Therefore, Core(S) = {T}.
Every discernibility matrix M(S) deﬁnes uniquely a dis-
cernibility (Boolean) function f(S) deﬁned as follows.
Let
P
cij denote Boolean sum of all Boolean variables
assigned to the set of attributes cij. Then the discernibility
function can be deﬁned by the formula
f(S) =
Y
1≤i<j≤|U|,cij6=∅
X
cij. (6)
The following property establishes the relationship be-
tween disjunctive normal form of the function f(S) and the
set of all reducts of S.
Property 2 All constituents in the minimal disjunctive nor-
mal form of the function f(S) are all reducts of S.
The discernibility function for this table is
f(S) = (H + M + F) T (H + M + T + F) (T + F)
(H + M + T) (T + F)(H + M + F) (H + M + T + F)
(H + M + T)T (H + M + T + F) (T + F)
(H + M + T + F),
where + denotes the Boolean sum and the Boolean mul-
tiplication is omitted in the formula. After simpliﬁcation
the discernibility function using laws of Boolean algebra
we obtain the following expression
TH + TM + TF,
which says that there are three reducts {T, H}, {T, M} and
{T, F} in the information table.
3 The M-reduct problem
In this section we ﬁrstly propose the concepts of M-
reduct and core with an user speciﬁed attribute set M. Then
we deﬁne the M-discernibility matrix and function that are
helpful in ﬁnding all M-reducts. We focus especially on
relationships between our deﬁnitions and traditional ones.
Finally a generalized reduction algorithm will be proposed
for the computation of M-reducts.
3.1 M-reducts and M-cores
Based on Deﬁnition 1 and 2, the following deﬁnitions
are straightforward.
Deﬁnition 3 Given an information system S = (U,A) and
a set of necessary attributes M ⊆ A, any B ⊆ A is called
an M-reduct of S iff:
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1 2 3 4 5 6
1
2 {H, M, F}
3 {T} {H, M, T, F}
4 {T, F} {H, M, T} {T, F}
5 {H, M, F} ∅ {H, M, T, F} {H, M, T}
6 {T} {H, M, T, F} ∅ {T, F} {H, M, T, F}
1. M ⊆ B;
2. I(B) = I(A);
3. ∀a ∈ (B − M),I(B − {a}) ⊃ I(A).
Deﬁnition 4 Let Red(S,M) denotes the set of all M-
reducts of S = (U,A), the M-core of S is given by
Core(S,M) =
\
Red(S,M). (7)
Obviously, these deﬁnitions degrade to Pawlak’s deﬁni-
tions (Deﬁnition 1 and 2) while M = ∅. We will discuss
this issue further in subsection 3.3.
3.2 M-Discernibility matrices and functions
Based on the discernibility matrix, the M-discernibility
matrix of S = (U,A) is constructed as follows:
mij =
½
cij if cij ∩ M = ∅;
∅ otherwise. (8)
The M-discernibility matrix where M = {H, M} is
listed in Table 3.
Table 3. The M-discernibility matrix of S
1 2 3 4 5 6
1
2 ∅
3 {T} ∅
4 {T, F} ∅ {T, F}
5 ∅ ∅ ∅ ∅
6 {T} ∅ ∅ {T, F} ∅
Similar to the process of extracting the core from the dis-
cernibility matrix, we have
Property 3 The M-core of S = (U,A) is the union of
M and the set of all single element entries of the M-
discernibility matrix, i.e.,
Core(S,M) = M ∪ {a ∈ A|mij = {a}, for some i,j}.
(9)
Proof: According to Deﬁnition 3 and 4,
M ⊆ Core(S,M). (10)
∀mij = {a},a(xi) 6= a(xj) while ∀a0 ∈ A−{a},a0(xi) =
a0(xj), and ∀B ⊆ A,
B ⊆ (A − {a}) ⇒ I(B) ⊇ I(A − {a}) ⊃ I(A)
⇒ B 6∈ Red(S,M),
(11)
which can be equivalently expressed by
B ∈ Red(S,M) ⇒ B 6⊆ (A − {a}) ⇒ a ∈ B. (12)
So we have
{a ∈ A|mij = {a}, for some i,j} ⊆ Core(S,M). (13)
On the other hand,
∀a0 ∈ A − (M ∪ {a ∈ A|mij = {a}, for some i,j})
⇒ I(A − {a0}) = I(A),M ⊆ A − {a0}
⇒ ∃B ⊆ (A − {a0}) such that B ∈ Red(S,M)
⇒ a0 6∈ Core(S,M).
(14)
Combine equations (10), (13) and (14) we obtain equa-
tion (9).
From Table 3 we know that Core(S,M) = {H, M} ∪
{T} = {H, M, T}.
Then the M-discernibility function of S = (U,A) can
be deﬁned by the formula
f(S,M) =
Y
M
Y
1≤i<j≤|U|,mij6=∅
X
mij. (15)
The following property establishes the relationship be-
tween disjunctive normal form of the function f(S,M) and
the set of all reducts of S.
Property 4 All constituents in the minimal disjunctive nor-
mal form of the function f(C,M) are all M-reducts of S.
Proof: We borrow the idea from Leung [5] to prove
this property.
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I(A),B ∩ mij 6= ∅ if m(xi,xj) 6= ∅} and B0 = {B ⊆
A|M ⊆ B,I(B) = I(A)}.
∀B ∈ A0, we prove that I(B) = I(A).
Because B ⊆ A, we only need to prove that ∀(xi,xj) ∈
U × U − I(A), ∃a ∈ B such that a(xi) 6= a(xj).
From the construction of the discernibility matrix (equa-
tion (4)) we know that cij 6= ∅. We discuss this problem
further according to whether or not (xi,xj) ∈ I(M).
1. (xi,xj) 6∈ I(M). ∃a ∈ M ⊆ B such that a(xi) 6=
a(xj).
2. (xi,xj) ∈ I(M). According to equations (4), (8) and
the condition that B∩mij 6= ∅, ∃a ∈ B∩m(xi,xj) ⊆
B, such that a(xi) 6= a(xj).
Now that we have I(B) = I(A), and therefore,
A0 ⊆ B0. (16)
Next we prove that
B0 ⊆ A0. (17)
∀B ∈ B0, because M ⊆ B, we only need to prove that
∀(xi,xj) ∈ U ×U −I(A),B∩mij 6= ∅ if m(xi,xj) 6= ∅}.
Now assume that ∃(xi,xj) ∈ U × U − I(A),m(xi,xj) 6=
∅ but B ∩ mij = ∅, then (xi,xj) 6∈ I(A) and (xi,xj) ∈
I(B), which contradicts with I(A) = I(B). Therefore the
assumption does not hold and equation (17) is obtained.
Combine equations (16) and (17) we obtain
A0 = B0. (18)
It is known that an attribute set B used to construct a
prime implicant ∧B of f(S,M) is a minimal element of A0
in the sense of inclusion, in the meantime, a reduct B of S is
a minimal element of B0 in the sense of inclusion. Hence,
A0 = B0 illustrates that an attribute subset B is a reduct
of S iff ∧B is a prime implicant of discernibility function
f(S,M). This completes the proof.
In the example, because f(S,M) = f(S,{H, M}) =
HMT, {H, M, T} is the only M-reduct of S.
3.3 Relationships with traditional reducts and
cores
For any given M-reduct, we can always ﬁnd a reduct
being its subset or equal to it. In other words, an M-reduct
may be further reduced to obtain a reduct.
Property 5 Given S = (U,A) and M ⊆ A, ∀P ∈
Red(S,M), ∃Q ∈ Red(S), such that
Q ⊆ P. (19)
Proof: This can be drawn immediately from Deﬁni-
tion 1 and 3.
The following property shows that if we try to obtain
a reduct from an M-reduct, only non-core attributes in M
may be reduced.
Property 6 Given S = (U,A) and M ⊆ A, ∀P ∈
Red(S,M), Q ∈ Red(S) and Q ⊆ P,
P − Q ⊆ M − Core(S). (20)
Proof:
Firstly we prove that
P − Q ⊆ M. (21)
As shown by Property 5, ∀P ∈ Red(S,M), respective
Q ⊆ P is always obtainable.
Assume that P − Q 6⊆ M, ∃a ∈ P − Q − M, i.e.,
a ∈ P − M and a 6∈ Q.
Q ∈ Red(S) ⇒ I(A) = I(Q)
Q ⊆ P
a 6∈ Q
¾
⇒ Q ⊆ P − {a} ⇒ I(Q) ⊇ I(P − {a})
P ∈ Red(S,M)
a ∈ (P − M)
¾
⇒ I(P − {a}) ⊃ I(A)

    
    
⇒ I(A) ⊃ I(A),
which is a contradiction. Hence the assumption does not
hold and equation (21) is obtained.
Secondly, because Q ∈ Red(S), Core(S) ⊆ Q, we
have
(P − Q) ∩ Core(S) = ∅. (22)
Combine equations (21) and (22) we obtain equation
(20).
There is a strong relationship between the M-core and
the core of S = (U,A).
Property 7 Given S = (U,A) and M ⊆ A,
Core(S,M) = Core(S) ∪ M. (23)
Proof: According to equations (4), (8) and (9), single
elemententriesofanM-discernibilitymatrixarealsosingle
element entries in the corresponding discernibility matrix,
i.e.,
Core(S,M) − M
= {a ∈ A|mij = {a}, for some i,j}
= {a ∈ (A − M)|cij = {a}, for some i,j}
= Core(S) − M,
(24)
On the other hand, according to Deﬁnition 3 and 4,
M ⊆ Core(S,M). (25)
39So we have
Core(S,M) = (Core(S,M)−M)∪M = (Core(S)−
M) ∪ M = Core(S) ∪ M.
Property 7 indicates that we can construct an M-core di-
rectly from a core, e.g., Core(S) = {T}, let M = {H, M},
then Core(S) ∪ M = {H, M, T} = Core(S,M). How-
ever, we cannot construct M-reducts in a similar way, e.g.,
Q = {T, F} ∈ Red(S), let M = {H, M}, then Q ∪ M =
{H, M, T, F} 6∈ Red(S,M). In fact, we have the following
property:
Property 8 Given S = (U,A), M ⊆ A and Q ∈ Red(S),
I(Core(S) ∪ (M − Q)) = I(Core(S))
⇒ (Q ∪ M) ∈ Red(S,M). (26)
Proof: Obviously,
M ⊆ (Q ∪ M), (27)
and because M ⊆ A, Q ∈ Red(S)
I(Q ∪ M) = I(Q) = I(A). (28)
Therefore, according to Deﬁnition 3, we only need to
prove that
∀a ∈ ((Q∪M)−M) = (Q−M),I(Q∪M−{a}) ⊃ I(A).
(29)
We discuss this problem according to whether or not a ∈
Core(S):
1.
a ∈ Core(S) ⇒ I(Q∪M−{a}) ⊇ I(A−{a}) ⊃ I(A).
(30)
2. According to Property 1,
a 6∈ Core(S) ⇒
I(Q ∪ M − {a})
= I((Q − Core(S) − {a}) ∪ (Core(S) ∪ (M − Q)))
= I((Q − Core(S) − {a})) ∩ I((Core(S) ∪ (M − Q)))
= I((Q − Core(S) − {a})) ∩ I(Core(S))
= I((Q − Core(S) − {a}) ∪ Core(S))
= I(Q − {a}) ⊃ I(A).
(31)
It should be noted that the reverse of Property 8 does not
hold, i.e., (Q ∪ M) ∈ Red(S,M) 6⇒ I(Core(S) ∪ (M −
Q)) = I(Core(S)). For example, in the simple informa-
tion table listed in Table 4, Core(S) = ∅. Let Q = {b}
and M = {a}, then Q ∈ RED(S), and Q∪M = {a,b} ∈
RED(S,M). But I(core(S)∪(M−Q)) = I(a) 6= I(∅) =
I(core(S)).
Property 8 indicates in what condition could we con-
struct an M-reduct from a given reduct, in contrast, the fol-
lowing property indicates in what condition could we obtain
the set of all M-reducts from the set of all reducts.
Table 4. A counterexample
object a b c
1 0 0 0
2 0 1 1
3 1 1 1
Property 9 Given S = (U,A) and M ⊆ A,
I(Core(S) ∪ M) = I(Core(S)) ⇒
Red(S,M) = {Q ∪ M|Q ∈ Red(S)}. (32)
Proof: ∀Q ∈ Red(S),Core(S) ⊆ (Core(S)∪(M −
Q)) ⊆ (Core(S) ∪ M), and
I(Core(S)) ⊇ I(Core(S)∪(M−Q)) ⊇ I(Core(S)∪M)).
(33)
Because I(Core(S) ∪ M) = I(Core(S)),
I(Core(S) ∪ (M − Q)) = I(Core(S)). (34)
According to Property 8,
(Q ∪ M) ∈ Red(S,M). (35)
So we have
{Q ∪ M|Q ∈ Red(S)} ⊆ Red(S,M). (36)
Ontheotherhand, ∀P ∈ Red(S,M), accordingtoProp-
erty 5, ∃Q ∈ Red(S), such that Q ⊆ P. Obviously,
M ⊆ P,
Q ∪ M ⊆ P. (37)
Moreover, according to Property 6,
P = (P −Q)∪Q ⊆ (M −Core(S))∪Q ⊆ Q∪M, (38)
which in turn gives
P = Q ∪ M ∈ {Q ∪ M|Q ∈ Red(S)}. (39)
Hence
Red(S,M) ⊆ {Q ∪ M|Q ∈ Red(S)}. (40)
Combine equations (36) and (40) we obtain
Red(S,M) = {Q ∪ M|Q ∈ Red(S)}. (41)
The reverse of Property 9 does not hold, either. For ex-
ample, in Table 4, Red(S) = {{b},{c}}. Let M = {a},
Red(S,M) = {{a,b},{a,c}}. Hence Red(S,M) =
{Q∪M|Q ∈ Red(S)}. But I(Core(S)∪M) = I({a}) 6=
I(∅) = I(Core(S)).
Now that we investigate under what condition does the
M-reduct problem degrades to traditional reduct problem.
Based on Property 7 and equation (25), the following
property can be immediately obtained.
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Core(S,M) = Core(S) ⇔ M ⊆ Core(S). (42)
This property gives the condition under which the M-
core being a core. The next property gives the condition
under which the set of all M-reducts being the set of all
reducts.
Property 11 Given S = (U,A) and M ⊆ A,
Red(S,M) = Red(S) ⇔ M ⊆ Core(S). (43)
Proof: (⇐) ∀Q ∈ Red(S), we have
M ⊆ Core(S) ⊆ Q, (44)
I(Q) = I(A), (45)
and ∀a ∈ (Q − M) ⊆ Q,
I(Q − {a}) ⊃ I(A). (46)
According to Deﬁnition 3, Q ∈ Red(S,M). Therefore
Red(S) ⊆ Red(S,M). (47)
∀Q ∈ Red(S,M), according to Property 5, ∃P ∈
Red(S) and P ⊆ Q. According to Property 6, Q − P ⊆
M−Core(S). BecauseM ⊆ Core(S), Q = P ∈ Red(S),
which implies that
Red(S,M) ⊆ Red(S). (48)
Combine equations (47) and (48) we obtain
Red(S,M) = Red(S). (49)
(⇒) Red(S,M) = Red(S) ⇒ ∀Q ∈ Red(S),M ⊆
Q ⇒ M ⊆
T
Red(S) = Core(S).
Properties 10 and 11 show that the traditional reduct
problem can be viewed as the M-reduct problem where M
is any subset of the core. An interesting corollary is then
straightforward:
Corallary 1 Given S = (U,A) and M ⊆ A,
Core(S,M) = Core(S) ⇔ Red(S,M) = Red(S).
(50)
3.4 A generalized M-reduction algorithm
Most existing reduction algorithms use bottom-up ap-
proach, i.e., they start from the core and add attributes ac-
cording to a given criteria until the stopping criteria are met.
Based on these algorithms, we propose a generalized M-
reduction algorithm as follows.
Generalized-M-reduction (S = (U,A), M)
{input: An information system S and the set of
speciﬁed attribute M.}
{output: An M-reduct.}
Step 1. Q = Core(S);
Step 2. Q = Core(S,M) = Q ∪ M;
Step 3. while I(Q) ⊃ I(A)
Step 3.1. begin ﬁnd a ∈ (A − Q) such that
f(a) = maxa0∈(A−Q) f(a0);
Step 3.2. Q = Q ∪ {a} end;
Step 4. for each a ∈ (Q − Core(S,M))
Step 4.1. if I(Q − {a}) = I(A) then Q = Q − {a};
Step 5. return Q.
Figure 1. A generalized M-reduction algo-
rithm
This algorithm is used to ﬁnd only one (possibly mini-
mal) M-reduct. In this algorithm, function f(a) indicates
the signiﬁcance of attribute a, it can be discerned object
pairs, entropy gain, etc.
The only difference between this algorithm and tradi-
tional reduction algorithms is that the starting point is the
M-core rather than the core. Through simply deleting Step
2 of this algorithm we obtain a traditional reduction algo-
rithm. Because time and space complexitiesof Step 2 are all
O(1), the time and space complexity of this algorithm are
the same as that of the corresponding reduction algorithm.
Also, this algorithm degenerates to a reduction algorithm if
M ⊆ Core(S).
4 Conclusions and Further Works
In this paper we proposed the concepts of M-reduct
(Deﬁnition 3) and M-core (Deﬁnition 4) which ensure that
user speciﬁed attributes are always included. We focused
especially on their relationships with traditional deﬁnitions
of reduct and core in detail (see Properties 5 through 11). In
fact, the traditional reduct problem can be viewed as a spe-
cial case of the M-reduct problem where M ⊆ Core(S).
M-reduction algorithms can be easily obtained based on
traditional reduction algorithms without inﬂuence on the
time and space complexities.
In further works we will apply this work in applications
to test its usefulness. We will also take researches on the
M-reduct problem of decision tables, which are more of-
ten used, under some enhanced models including variable
precision rough set [11], rough sets based on similarity [9]
among others. The underlying relationships between this
problem and some other issues will also be investigated.
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Abstract
To ensure autonomous consumption of services by soft-
ware agents, Web Services have to be represented in a
machine-understandable form. With this infrastructure in
place, agents acting on behalf of their human users can au-
tomatically locate, discover, compose, and execute required
services. Such scenario is based on the recently introduced
concept of Semantic Web: an agent should know personal
preferences of its user, and use them to ﬁnd and engage ser-
vices providing the best match to these preferences.
User preferences can be represented using ontologies.
Conventional ontologies, however, do not provide means
for representing concepts that are vague or approximate,
as typical for humans. Similarly, conventional matching
mechanisms may not provide the best match as perceived
by users. In this paper, ontology is extended by concepts of
fuzziness and matching mechanism by methods of approxi-
mate reasoning. Such approach aims at providing capabil-
ity to mimic human performance in multi-criteria decision-
making, as illustrated in a simple application.
1. Introduction
The semantic web [1, 2] has promised a new lifestyle
in which software user agents act on behalf of their human
owners to discover, compare, and ultimately consume vari-
ous services on the web. Based on the concepts of semantic
web, semantic web services greatly enhance the interoper-
abilities of services on the web. Using ontologies for spec-
iﬁcation, these services are no longer tied to the inﬂexible
interaction protocols and human-oriented advertising mech-
anisms, making autonomous consumption possible.
However, expressive and ﬂexible as they are, the se-
mantic web concepts do not address the need for approx-
imate reasoning, which is an essential element of human
reasoning. This negligence greatly affect the Semantic Web
Agents’ ability to reason on behalf of their human users
since imprecise preferences of the users cannot be effec-
tively reﬂected in the agents’ reasoning process.
In this paper, a new approach is proposed to apply con-
cepts of fuzziness and approximate reasoning to ontologies
to close the aforementioned gap. The concept of ontology
with fuzziness is proposed to represent preferences and ac-
ceptance of semantic web services from the perspective of
human users, in a form that is suitable for software agents.
To properly handle imprecise information during decision-
making processes concepts of approximate reasoning are
used.
The paper is organized as follows. Section 2 provides
brief introduction of main concepts used in the paper: se-
mantic web, semantic web service, and approximate rea-
soning. Section 3 describes a fuzzy extension to ontologies
and how approximate reasoning can be incorporated into
semantic web services, with a sample hotel service appli-
cation. Finally, Section 4 presents main conclusions and
directions of future work.
2. Background
2.1. Semantic Web and Semantic Web Service
Advances in Artiﬁcial Intelligence in the area of knowl-
edge representation [10] have led to the conception of
semantic web. Introduced by Tim Berners-Lee et al in
2001 [1], semantic web is a complex engineering struc-
ture [3] (c.f. Figure 1) for representing resources on the
World Wide Web in a way that is easily accessible to com-
puter programs such as software agents.
While adopting existing technologies as data exchange
and security infrastructure, at the core of the layered cake
are various standards related to knowledge representation
and reasoning. Resource Description Framework (RDF)
provides a universal way of expressing web resources in the
form of triples {resource, subject, property}.
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Figure 1. Structure of Semantic Web.
Resource Description Framework Schema (RDFS) is then
used as an ontology language supporting exchange of
knowledge over the web. Rooted in description logic, the
higher level ontology languages such as DAML+OIL [1]
and its successor, OWL [9], provide signiﬁcantly more ex-
pressive power and reasoning capabilities. Used together,
RDF and ontology languages provide a method to represent
knowledge in a structured, interchangeable, and deductable
form, which makes possible further processing and query.
Web services also beneﬁt from adopting the semantic
web concepts. Traditional web service standards, such as
WSDL and SOAP, are not capable to provide means of au-
tomated service discovery and invocation, mandating the
interference of human programmers. However, by semanti-
cally encoding the key elements of services, i.e. resources,
properties, objects and interaction processes, this gap can
be eventually closed. As shown in Figure 2, a Seman-
tic Web Service addresses the composition of description
(ServiceProﬁle) and process (ServiceModel), and ground-
ing of Web Services that makes the services available for
exploitation by software agents [7]. The key technology
that combines web services with knowledge representation
is web service ontology, an ontology speciﬁc to web ser-
vices that provides a common foundation for expressing
their core elements in machine-understandable form. The
current work in this ﬁeld is the OWL-based Web Service
Ontology (OWL-S), a service ontology expressed in OWL.
2.2. Approximate Reasoning
Imprecision and approximation is an intrinsic part of hu-
man reasoning. In natural languages that serve as our com-
munication and reasoning media, the deﬁnitions of categor-
ical labels, such as ”tall” in reference to a person’s height,
often depend upon the context where they are used. The
concepts of fuzzy theory and approximate reasoning were
resulted from efforts to enable computers to cope with such
imprecision.
Resource
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describes
service
usage of service part of part of
Figure 2. Semantic Web Service
With the fuzzy theory in place, contexts of a categori-
cal label can be precisely deﬁned using linguistic variable.
For example, Figure 3 illustrates hotel room rate deﬁned
as linguistic variable with four categorical labels (terms)
{very cheap, cheap, moderate, expensive}. Inthiscon-
text, a nightly rate of $80 maches verycheap with degree
of 0.4, cheap with degree of 0.8, and the rest with degree
of 0. Similarly, a corresponding degree of match can be
calculated between arbitray prices and categories.
cheap very cheap expensive
hotel rate
Moderate
Price $50 $100 $150 $200 $250 $300
1.0
Membership
linguistic variable
linguistic label
Membership function
$80
0.4
0.8
Figure 3. Hotel Rate as Linguistic Variable
Basic principles of approximate reasoning have been
formulated by Zadeh in 1979 [8]. Based on Generalized
Modus Ponens, approximate reasoning provides mecha-
nisms for knowledge representation and reasoning in pres-
ence of incomplete or inaccurate information. An inference
engine based on the principles of approximate reasoning is
able to process meanings rather then symbols. This sce-
nario can be applied to model human reasoning. In such
case, response to a given request can be not only yes or no
but also an approximation lying anywhere between the two
extremes. Clearly, approximate answers can often be more
meaningful than exact but coarse answers [6].
Approximate reasoning methodology is applied in this
paper as the fundamental part of reasoning service de-
scribed in Section 3.2.
443. Approximate Reasoning in Semantic Web
Services
3.1. Fuzziness in Ontologies
At a ﬁrst glance, it seems that ontology and fuzziness
contradict each other: ontology is designed to articulate ex-
plicit and precise relations among entities, while fuzziness
is applied to represent imprecise, vague information. How-
ever, combining these two allows better expression of hu-
man belief, preference, and other aspects that are important
for successful human-service interaction.
To illustrate this, consider representing the degree of ac-
ceptance related to some available resource according to
speciﬁc user preferences. The verb accept is deﬁned as “to
makea favorableresponseto<acceptanoffer>” [11], sug-
gesting the act of accepting as a result of decision based
on belief. For example, consider the case of a user’s ac-
ceptance of the location of a hotel: Is 1.5 km from hotel
to beach close or far? The answer clearly depends on in-
dividual user. If a user likes walking, such hotel location
would be convenient; other users would probably consider
the distance too large. Even when considering a single per-
son, determination of what “close” means is quite vague: If
1.5 km is close, what about 1.6 km? As shown in Figure 4,
fuzzy approaches allow beliefs to be modeled with better
reﬂection of reality and human nature.
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Figure 4. Fuzzy Representation of Accep-
tance Based on Hotel Location
Unlike many other efforts attempting to integrate fuzzi-
ness into the very foundations of ontology, i.e. description
logic [4, 5], a simpler and more application-oriented ap-
proach is chosen for this project: a special ontology is con-
structed to represent fuzzy elements. This approach has its
disadvantages when compared to the former, especially in
its expressive power, due to the lack of instruments to natu-
rally represent fuzzy relationship between concepts (e.g. a
third-world country is a country with low per capita GDP).
However, many of the disadvantages are circumventable by
taking special design considerations (e.g. using parameteri-
zation in place of subclassing). On the other hand, in many
real-world situations it is enough to work only with fuzzy
properties, which is well handled by the simpler approach.
Further more, in the chosen approach approximate reason-
ing and description logic based reasoning are processed in-
dependently, which not only simpliﬁes the implementation
but also presents computational advantages.
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Figure 5. Fuzzy Ontology (Partial)
As illustrated in Figure 5, core fuzzy logic concepts that
are related to fuzzy information expression, such as fuzzy
variable, fuzzy terms, membership functions, as well as
their relationships, are captured in the fuzzy ontology in
order to provide a uniform and structured means of fuzzy
knowledge representation. It is also worth noting that, since
the fuzzy ontology is ultimately consumed by the fuzzy rea-
soner, it is beneﬁcial to design its concepts and properties in
a manner that closely resembles those of the selected fuzzy
inference engine. In this respect, there is probably no single
best ontology for fuzziness.
3.2. Hotel Service Selection Application
A lightweight hotel reservation system has been built to
illustrate the use of approximate reasoning in the semantic
web environment. For the sake of simplicity, the discov-
ery process of hotel services is omitted and the user ser-
vice works directly with service responses from hotel ser-
vices. The user service compares these responses against
user preferences by loading ontologies and instances related
to the user and hotels into an approximate reasoner. Addi-
tionally, a set of rules describing the user’s acceptance of a
service based on different degrees of price and location ac-
ceptances is also loaded to the reasoner. After evaluation,
the approximate reasoner rates each hotel service accord-
ing to its degree of match against the user preferences and
returns the ratings to the user.
The architecture of the system is represented in Figure 6.
Its major components are as follows:
45• Reasoning Unit: contains the semantic model of rea-
soning services, includes fuzzy inference reasoner;
it matches responses obtained from service providers
with user’s preferences;
• Knowledge Base: includes user related ontologies,
their instances and fuzzy rules;
• Knowledge Base Parser: transforms user related on-
tologies (local to the User Service), hotel related on-
tologies (remote) and their instances to facts and rules;
• Grounding Component: performs actual message and
parameter passing.
Also shown in Figure 6 are three ontologies designed for
the system:
• User Information Ontology (UIO) deﬁnes terms and
concepts regarding users and their preferences. This
ontology is used to express information about user’s
requirements regarding location of a hotel, its services,
rooms and facilities.
• User Acceptance Ontology (UAO) contains speciﬁca-
tions of terms needed to perform approximate reason-
ing about compliance of responses of service providers
with users needs. It refers to the fuzzy ontology men-
tioned earlier for the basic constructs of fuzzy logic.
Its instances contain information regarding what users
“thinks” about discrepancy between their requirements
and responses from service providers and how they
“treat” these differences.
• Hotel Information Ontology (HIO) is a partially or-
dered set of all terms and concepts describing a hotel.
Its instances contain every piece of information that is
needed to reason about the ﬁtness of a given hotel: its
location, its services and facilities, and prices for dif-
ferent rooms.
3.2.1 Modeling Acceptance Criteria
User preferences of hotel acceptance are modeled
with ﬁve contributing factors: Convenience (location)
Acceptance, Price Acceptance, Facility Acceptance,
Service Acceptance, and Willingness to Take Risk, as
shown in Figure 7.
Each criterion is deﬁned as a linguistic vari-
able with three linguistic labels high acceptance,
moderate acceptance and low acceptance. Although
deﬁnition of linguistic labels is a rather subjective matter
and users may have different ideas in this subject, a
uniform deﬁnition simpliﬁes design and development of
the application. Instead of deﬁning their own linguistic
labels, end users focus on initializing the variables, i.e.
Acceptance
by User
Convenience
Acceptance
Facility
Acceptance
Price
Acceptance
Service
Acceptance
Willingness
to Take Risk
Figure 7. User Acceptance Model
designing the membership functions of the linguistic labels.
The initialized criteria variables are stored in accordance
to the structures prescribed by the aforementioned fuzzy
ontology; and the collection of user preferences is modeled
after the user acceptance ontology.
Depending on the type of criterion, initialization of the
linguistic variables are approached differently. For crite-
ria deﬁned on a continuous universe of discourse, such as
location and price, direct input from user is required to de-
ﬁne the fuzzy membership function of each linguistic label
(c.f. Figure 8). End users specify a set of four parameters
for each linguistic variable to determine the shapes of the
membership functions of its three linguistic labels. Once
the linguistic variable is deﬁned, the system is then able
to interpret user preferences such as ”close to the beach”,
or even more complex situations like ”not too expensive”.
Other criteria, such as facility and service, are composed of
many discrete individual items. For example, facility is a
collection of mini bar, satellite TV, safe box, and swimming
pool etc. Initialization of such variables involves a pro-
cess of calculating membership functions from user pref-
erences of the related individual items. End users classify
each relative individual item as must have, nice to have or
don0t care (c.f. Figure 9, which is then translated into nu-
meric weight. The system collects all individual weights of
the speciﬁc criterion and builds its member functions based
on the weights.
Another key aspect of user preference is the user’s rea-
soning about the relative importance of the ﬁve contributing
factors, which is represented by a fuzzy rule matrix. Each
ruleintherulematrixcoversonecombinationofacceptance
levels of individual factors and yields an overall acceptance
level. For example, if location acceptance is moderate and
price acceptance is high and facility acceptance is low and
... then overall acceptance is moderate.
Introduction of the concepts of user acceptance ontology
and fuzzy ontology endows the system capabilities to model
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vague user preferences. At a glance, it may seem burden-
some to the end users because they need to provide more in-
formation than they used to. However, considering the fact
that a user’s preferences seldom change, acceptance criteria
speciﬁed by users should become part of their proﬁles and
remain relatively constant across service sessions. Except
for the ﬁrst time, users of the system are only expected to
provide their requirements of the hotel, as prescribed by the
user information ontology.
3.2.2 Third Party Utilities
The fuzzy reasoner used in this system is implemented with
Jess and FuzzyJ. Created and supported by Sandia Labs,
Jess is a very efﬁcient Java rule engine for rule-based sys-
tems. FuzzyJ is an extension of Jess introducing fuzzy
concepts to the inference engine. FuzzyJ is developed by
the Institute for Information Technology, National Research
Council of Canada’s Institute for Information Technology.
OWLJessKB, which is developed and maintained at
Drexel University, is used to transfer ontologies and knowl-
edge instances into the Jess knowledge base.
4. Conclusions
This paper introduces an easy-to-implement method for
structured expression of imprecise knowledge with ontolo-
gies. This is particularly useful for software agents de-
signed to represent their human users in a semantic web
environment, for whom the ability to represent and reason
about their masters’ vague preferences can be extremely
important. In order to present vague preferences, funda-
mental changes to the structure of knowledge are man-
dated. Compared to the existing requirement-search-output
47application model, a new model of preference-requirement-
search-output is proposed, in which the new element of user
preference takes an equally important position in the knowl-
edge structure as that of user requirement. Modeled by the
user acceptance ontology, the preference knowledge func-
tions as meta-information that facilitates the interpretation
of user requirements presented in vague terms.
As shown in the given sample hotel selection service,
the introduction of fuzziness eliminates the ”mind gap” be-
tween human users and machines by allowing users to ex-
press their preferences in a natural manner. Beneﬁts of this
improvement should not be underestimated: increased com-
fortableness felt by the users not only increases the per-
ceived quality of service but also increases the willingness
of them to delegate the decision-making process to such ser-
vices, which is the purpose of the semantic web.
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Abstract
The quality of the natural environment has become
one of the primary concerns in present society. In
Canada, we have been asked to take on the “One Tonne
Challenge” to reduce personal household emissions by
1 tonne. However, very little has been done to illu-
minate the various connections between our household
purchases and the eﬀect they can have on the quality of
our health and environment. Several decision support
systems are available to assist consumers compare al-
ternatives. However, these systems do little to enhance
the consumer’s experience. Correct clustering of con-
sumers in terms of their product attribute preferences
would enable the construction of personalized user in-
terfaces thus increase consumer satisfaction when in-
teracting with the system and increase the chance of
inspiring greener purchasing habits. This paper an-
alyzes a clustering technique that uses methods from
multivariate statistics, rough set theory, and machine
learning to cluster users in a web-based environmen-
tal decision support system and test the success of the
clustering. Results from our analysis are discussed.
1 Introduction
The Kyoto accord for reduction of greenhouse gas
(GHG) emissions represents a step toward a cleaner
environment. Although Canadians have been asked to
take on the “One Tonne Challenge” to reduce personal
household emissions by 1 tonne, very little has been
done to illuminate the various connections between our
household purchases and the eﬀect they can have on
the quality of our health and environment. The envi-
ronmental soundness of many of these purchases goes
unquestioned. If we consider a life cycle assessment ap-
proach, it becomes clear that many of these purchases
have potential to create a negative impact, however in-
directly.
Figure 1. A Screen Capture of the US-EPA
EPP wizard that compares cleaning products.
Thewizardtoolenablesuserstosortcleaning
products using 3 different tools. This screen
capture is 1 of those tools.
Several environmental decision support systems
(EDSS) are available to assist consumers compare al-
ternatives. However, these systems seldom attempt to
enhance the consumer’s experiences when interacting
with the system. Correct clustering of consumers in
terms of their product attribute preferences would al-
low the construction of personalized user interfaces and
increase consumer satisfaction by emphasizing those
items with attributes that meet their speciﬁc values.
By allowing consumers to also compare their current
choices with possible alternatives, some of which may
be more eco-eﬀective1, the chance of inspiring greener
1The term eco-eﬀective refers to the concept of producing and
consuming items that have a positive impact on both our health
49purchasing habits is great. A preliminary usability
study of a web-based EDSS, based on the United States
Environmental Protection Agency’s (US-EPA) envi-
ronmentally preferable purchasing (EPP) wizard that
compares cleaning products2, was conducted. The sys-
tem interface is illustrated in Figure 1.
Eight environmental and health related system
features were used to distinguish between cleaning
products. These included:
1. Skin Irritation (skin): Refers to the presence of
chemicals in the cleaning product that cause red-
ness or swelling of skin. Attribute values range
from the most preferable to least preferable value,
i.e. negligible, slight, moderate, or strong. A spe-
cial skin irritation value of “exempt” signiﬁes that
there is less than 5% (by weight) chemical compo-
nent in the product.
2. Food Chain Exposure (fce): Refers to ingre-
dients in cleaning products that have the poten-
tial to be introduced into the food chain by be-
ing consumed by smaller aquatic plants and ani-
mals which are than consumed by larger animals.
Food chain exposure is measured by calculating a
products bioconcentration factor (BCF). Products
with a BCF less than 1000 or a BCF of “exempt”
are more preferable.
3. Air Pollution Potential (air): Refers to prod-
ucts that may contain volatile organic compounds
(VOC), i.e. compounds that have the potential
to form atmospheric pollutants, e.g. smog. These
pollutants can cause eye, nose, throat, and lung
irritation, as well as trigger asthma attacks. The
lower the VOC, the more preferable the product
with a special value of “N/A” (not applicable),
which indicates that there are no VOCs of con-
cern present, being the most preferable.
4. Product Contains Fragrances (frag): Refers
to fragrances that are added to the cleaning prod-
uct to improve, or mask, its “natural” odor.
5. Product Contains Dye (dye): Refers to dyes
that have been added to the cleaning product to
change the color of the product.
and the natural environment, e.g. a 100% biodegradable fabric,
as opposed to an item that simply limits the impact on our health
and the natural environment, e.g. a plastic recyclable bottle [9].
2US-EPA EPP wizard available online: http://www.epa.
gov/opptintr/epp/cleaners/select/matrix.htm. The system
is only partially functional (Accessed June 2005).
6. Product uses Recyclable Packaging (rec):
Refers to cleaning products that are packaged us-
ing recyclable packaging.
7. Product is a Concentrate (con): Refers to
cleaning products that are packaged using reduced
packaging, e.g. packaging the cleaning product in
a recyclable plastic bag which acts as a reﬁller for
use in its original packaging.
8. Product Reduces Exposure to Concentrate
(exp): Refers to cleaning products that reduce
exposure to concentrated packaging. Concen-
trates have potential to increased healths as it
may place the consumer at greater exposure to
potentially hazardous ingredients of the product.
48 University of Regina undergraduate students
were recruited through the University of Regina par-
ticipant pool3. Participants were asked to perform a
variety of tasks to test the usability of the system. As
well, participants were asked to complete pre-task and
post-task questionnaires relating their technical experi-
ence as well as their experiences while interacting with
the system. Of the questions asked in the post-task
questionnaire, participants were asked to rank the sys-
tem features using a four point scaling, i.e. unimpor-
tant, somewhat important, important, and very impor-
tant. One of the goals of our analysis was to cluster
users based on their system feature preferences. An-
other goal of our analysis was to simplify the cluster-
ing process by observing the possibility of reducing the
dimensions of the system features.
Our algorithm uses elements from multivariate
statistics, rough set theory, and machine learning.
Speciﬁcally, the k-means clustering algorithm was used
to formulate the initial and future user clusters. At-
tribute reduction, as used in rough set theory, was
used to reduce the dimensionality of the user ranked
data. The success of the initial and future clustering
was measured using a train and test procedure com-
mon in machine learning, speciﬁcally in unsupervised
learning, wherein the the total population of partici-
pants and their associated ranked attributes were split
into train and test sets thus enabling our algorithm to
be adequately tested. Our algorithm and the results of
our analysis are discussed in detail in this paper.
3The University of Regina participant pool is a program avail-
able to researchers at the University of Regina which enables
them to recruit participants for research and study purposes.
Participants are usually University of Regina undergraduate stu-
dents. As a result of their participation, students are rewarded
a bonus grade in a participating computer science or psychology
course of their choosing.
50The structure of this paper is as follows. Section
2 will introduce the key concepts and techniques used
to formulate and test the derived clustering methodol-
ogy. Section 3 will discuss the motivation and proce-
dures behind our analysis. Section 4 will discuss results
discovered from a case study that tested the derived
methodology and section 5 will state our conclusions
and discuss related future work.
2 Key Concepts
This section describes the key concepts and tech-
niques of our approach in terms of the origins in multi-
variate statistics, rough set theory, and machine learn-
ing.
2.1 Clustering
Clustering is a common technique of multivariate
statistics [14]. The fundamental goal of clustering is to
formulate “natural” groupings of similar data within
a data set without any prior knowledge of the speciﬁc
class designations of the data [8]. One of the goals of
our analysis was to cluster EDSS users according to
their perceived preferences of various health and envi-
ronmental related attributes. The purpose of the clus-
tering was to formulate groupings of users with similar
attribute preferences so as to observe the potential to
eﬃciently construct personalized EDSS user interfaces.
These user interfaces would emphasize items contain-
ing attributes that meet the users’ speciﬁc values ac-
cording to their assigned cluster. There exist many
clustering algorithms that could be used for such an
analysis. The k-means clustering algorithm was cho-
sen in our analysis due to its popularity and ease of
use [12].
Clustering algorithms can be roughly divided into 2
main categories, hierarchical clustering and partitional
clustering [8]. The k-means clustering algorithm
functions as a partitional clustering algorithm. A
variation of the k-means clustering algorithm as used
in our analysis is described below: [12]
1. Select a set of features (attributes) to be clustered.
2. Select an appropriate value of k, i.e. the number
of classes or partitions to formulate.
3. Randomly select k initial cluster centres using the
Euclidean distance function.
4. Assign features a class designation according to
the closeness to the nearest cluster centre.
5. Place the cluster centres in the centroid, or centre
of mass, within each class partition
6. Repeat from 4) until all features (attributes) are
assigned to appropriate classes or partitions.
2.2 Rough Set Theory
Rough set theory, developed by Z. Pawlak in the
early 1980’s, provides techniques for representing un-
certainty in knowledge systems [13]. The techniques
of rough set theory enables the conceptualization of
approximations based on feature classes [1]. One of
the fundamental concepts of rough set theory is the
simpliﬁcation of knowledge representation systems, i.e.
knowledge reduction [10].
Concepts of knowledge reduction include reduct and
core formulation. A “reduct of knowledge” refers to the
features necessary in the data to discern the objects in
the classes, in our case user clusters, whereas a core
refers to those features within reducts that are common
in every reduct [10]. Data is visualized in the form of an
information table or decision table [11]. Table rows rep-
resent system objects and decision attributes whereas
the table columns represent the system features and
decision attribute deﬁnition(s). A lower approxima-
tion is sought to distinguish those objects belonging
to speciﬁc decision classes without any indiscernabil-
ity. The union of the lower approximations of the de-
cision class(es) is referred to as the positive region of
the decision table. The use of rough set techniques as
described above were used in our analysis to reduce the
knowledge base by ﬁltering only those features needed
to discern objects, in our case, the users in the varying
clusters.
Feature selection is a domain that has acquired a
tremendous amount of interest lately [7]. Many pa-
pers that discuss the concept of feature selection do
so concerning data sets with a large number of dimen-
sions [6]. However, feature selection can also apply to
data sets containing few features, as the data set used
in our analysis illustrates. Rough set theory provided
the means to reduce the dimensions of the particular
data set we used. However, further dimension ﬁltering
needed to be performed in order to choose meaning-
ful features. This was accomplished by considering the
user rankings of the system features. Our technique
and algorithm is discussed later in this paper.
2.3 Unsupervised Learning
Clustering is an excellent example of an unsuper-
vised learning technique [4]. When clustering in an
51unsupervised learning environment, feature classes are
not known [5], as was the case in our analysis. The
k-means clustering algorithm provided the means to
acquire a decision variable. The cluster value assigned
to particular users essentially became the decision vari-
ables.
Unsupervised learning is important in machine
learning research due to its humanistic nature, i.e.
having similarities to actual human learning pro-
cesses and associated brain activity patterns [4]. We
employed unsupervised learning techniques in our
analysis to test the result of our algorithm. For our
analysis we formulated an algorithm that utilized
methods and techniques from multivariate statistics,
rough set theory, and machine learning. The algorithm
we formulated is described as follows:
1. Split the population into 2 samples. One sample
represents the training set whereas the other sam-
ple, a test set.
2. In the training set, formulate the clusters using
the k-means clustering algorithm, with k = 2.
3. Test for decision reducts.
(a) Using the results from the clustering in the
training set, formulate the reducts (if any)
with the newly acquired cluster value as the
decision variable.
4. Filter the resulting reducts by analyzing the clus-
ter centres of attributes represented in each of
the user clusters choosing those reducts with at-
tributes users in either cluster ranked as important
and very important.
5. Formulate clusters in the test set using the k-
means clustering algorithm and only those at-
tributes in the reducts that made it through the
ﬁlter process as described above.
(a) Test each reduct separately using the de-
scribed train and test procedure.
When referring to our algorithm as described above
we ﬁrst randomly distribute the population of partic-
ipants along with their accompanying system feature
rankings into 2 samples with 24 users in each sample.
One sample was randomly selected as a training set.
Using the k-means clustering algorithm, as provided
by the powerful statistical software application SPSS4,
4Information on SPSS available online: http://www.spss.
com/ (Accessed July 2005)
user clusters in the training set were formulated. The
k-means clustering algorithm in SPSS utilizes the Eu-
clidean distance function.
We tested k-values of 2, 3, 4, and 5. In order to
choose the best value of k, we analyzed those attributes
users ranked as important and very important in each
user cluster. This was accomplished by observing and
recording the attributes in each user cluster that had
a cluster centre of 3 or greater for each value of k. The
results were as follows:
• k = 2
– Cluster 1 (13 users): skin, air
– Cluster 2 (11 users): air, rec, con, skin, fce,
exp
• k = 3
– Cluster 1 (8 users): skin, air
– Cluster 2 (9 users): air, con, skin, rec, frag,
fce, exp
– Cluster 3 (7 users): skin, air, exp
• k = 4
– Cluster 1 (5 users): skin, fce, air
– Cluster 2 (4 users): skin, rec, air
– Cluster 3 (6 users): skin, air
– Cluster 4 (9 users): air, con, skin, rec, frag,
fce
• k = 5
– Cluster 1 (6 users): skin, air, fce
– Cluster 2 (4 users): skin, rec, air
– Cluster 3 (2 users): skin, exp, air, fce
– Cluster 4 (10 users): air, skin, con, rec, frag,
fce, exp
– Cluster 5 (2 users): skin, frag, air
Based on the above results, we ﬁltered the k-values
as follows:
1. Observe whether the k-value gives a quality distri-
bution of users in each cluster. This was accom-
plished by observing the distribution of users in
each cluster for each value of k.
522. Observe whether the k-value formulates distinct
user clusters. This was accomplished by analyzing
and comparing the attributes in each user cluster
for each k-value and noting the similarities in
attribute preferences (if any) among the user
clusters.
When k = 2 we observe a quality distribution of
users in each cluster. We also observe 2 distinct user
clusters with varying user attribute preferences. When
we analyze k = 3, we also observe a quality distribu-
tion of users in each cluster. However, we observe that
users in clusters 1 and 3 have almost identical attribute
preferences. When analyzing k = 4, we observe a satis-
factory distribution of users in each user cluster. How-
ever, we again observe that users in diﬀerent clusters
have similar attribute preferences, as observed in clus-
ters 1, 2, and 3. Finally, when analyzing k = 5, we
observe a non-satisfactory distribution of users in each
cluster. Thus, it was noted that testing for k-values
above 5 was not necessary, as higher k-values would
lead to non-satisfactory distribution of users in each
cluster. Furthermore, when analyzing k = 5 we ob-
serve that users in clusters 1, 2, and 5 have similar
attribute preferences. Therefore, we selected k = 2 as
the most appropriate k-value for our analysis and thus
clustered the users in the training set into 2 partitions.
Figure 2. Total set of reducts formulated from
the training set using RSES v.2.2.
After performing the clustering on the training set
we used the newly acquired user cluster values as the
decision variable and formulated the decision reducts
[2]. Using the Rough Set Exploration System (RSES)5
we formulated the reducts. We decided to test our al-
5Version 2.2, freely available online: http://logic.mimuw.
edu.pl/∼rses/ (Accessed July 2005).
gorithm using approximate reducts therefore we short-
ened the reduct set using a 90% shortening ratio [3]
thus achieving a 90% positive region in the training set
decision table. 15 reducts, as illustrated in Figure 2,
were formulated.
Next, we applied our ﬁltering algorithm to the 15
reducts to include only those reducts containing at-
tributes that the users ranked as important and very
important by again observing the cluster centres of the
attributes in each the user cluster, as depicted in Table
1. Recall, cluster centre values of 3 or greater include
those attributes within the range desired. Reducts con-
taining attributes with cluster centres of less than 3 in
both clusters were omitted from further observation.
By observing the results in Table 1 we see that the at-
tributes product contains fragrance (frag) and product
contains dye (dye) are both attributes below the de-
sired observation range in both user clusters. There-
fore, reducts containing those 2 attributes were omitted
from further analysis.
Cluster 1 Cluster 2
skin (3.85) air (3.91)
air (3.38) rec (3.64)
fce (2.77) con (3.64)
exp (2.15) skin (3.55)
rec (2.00) fce (3.09)
frag (1.92) exp (3.09)
dye (1.85) frag (2.82)
con (1.77) dye (2.18)
Table 1. Features and their associated clus-
ter centres, in parenthesis, as per each user
cluster. Abbreviations are deﬁned in the in-
troduction.
The result of the reduct ﬁltering process is illus-
trated in Figure 3. The reducts marked by an arrow
and encapsulated in a bolded box represent reducts
chosen for further analysis. We observe that there are
4, out of the 15 original reducts, that qualify as can-
didates for further observation. We also observe that
of the 4 reducts, the number of features in each ranges
between 2 and 3 attributes. Thus, less than 50% of
the total system attributes are required to discern the
system users based on their feature preferences.
Continuing our algorithm, we test each remaining
reduct, one at a time, by clustering the users in the
test set using the k-means clustering algorithm, with
the same k-value as the training set (k = 2), and the
features within the current reduct being observed. The
result of the clustering is tested using the cross valida-
tion procedure in RSES. Optimal reducts are chosen by
ﬁrst observing those with the least number of dimen-
sions (features). As well, reducts are chosen by those
53that, when tested using the cross validation method,
have an optimal percentage of correctly classiﬁed cases.
The results of the cross validation method and a dis-
cussion on the success of our algorithm is discussed in
the next section.
Figure 3. The reducts chosen for the train and
test procedure as per our ﬁltering algorithm.
Those reducts emphasized by arrows and en-
capsulated in boxes, i.e. reducts 3, 8, 9, and
14, were the ones that passed our ﬁlter algo-
rithm.
3 Case Study Results
This section will discuss the results from our case
analysis. Of the 15 reducts that were formulated in
the training set only 4 of the reducts were selected for
further analysis. When testing the reduct {skin irri-
tation (skin), product uses recyclable packaging (rec),
and product minimizes exposure to concentrate (exp)},
i.e. reduct number 3, we achieve a successful clustering
of 83% of the users in the test sample, as illustrated
in Figure 4. When testing the reduct {product is a
concentrate (con) and product uses recyclable packag-
ing (rec)}, i.e. reduct number 8, we achieve a successful
clustering of 100% of the users in the test sample, as il-
lustrated in ﬁgure 5. At this point we observe that this
reduct is the most optimal one out of the four since it
has the least number of dimensions and the highest pos-
sible accuracy, keeping in mind that the positive region
of this reduct is less than optimal at 92%. Because the
positive region is not exactly 100% we must also test
the remaining 2 reducts, {skin irritation (skin), product
is a concentrate (con), and product reduces exposure to
concentrate (exp)} and {air pollution potential (air),
product is a concentrate (con), and product reduces ex-
posure to concentrate (exp)}, i.e. reduct numbers 9 and
14, have a successful clustering of 88% and 79% of users
in the test set respectively, as illustrated in Figures 6
and 7.
Figure 4. Train and test procedure using the
reduct set {skin, rec, exp}
Figure 5. Train and test procedure using the
reduct set {con, rec}
Figure 6. Train and test procedure using the
reduct set {skin, con, exp}
This veriﬁed that the reduct containing the at-
tributes {product is a concentrate (con) and product
uses recyclable packaging (rec)} proved the most opti-
mal reduct to use when classifying future system users.
When observing the positive region in the training set
and the percentage of correctly classiﬁed users in the
test set we can see the potential success of our algo-
rithm. When constructing personalized interfaces for
EDSS, or any decision support system (DSS) for that
matter, it seems highly probable that by asking users
their preference of successful reduct attribute candi-
dates, as per our algorithm, instead of asking users
their preference of all features, that we can construct
personalized EDSS user interfaces simply by using this
information.
54Figure 7. Train and test procedure using the
reduct set {air, con, exp}
4 Conclusion
The state of our natural environment has become
key concern of late. Individual consumers have been
asked to take the “challenge” and consider the impact
their spending habits and everyday activities produce.
However, consumers have had little support concerning
ways to be more eco-eﬀective in their everyday lives.
There exists EDSS, like the one analyzed in this pa-
per, that allow users to compare alternatives. However,
these systems do little to enhance the user’s experience
while interacting with the system. Personalized inter-
faces, for EDSS as well as other DSS, is an important
area with many interesting problems. Personalization
would enhance the user’s experience while interacting
with the system and thus make their exploration more
satisfying.
One way to construct personalized interfaces for
EDSS is to ask users to rank the system features ac-
cording to their perceived preferences. However, as the
number of system users increases and if the number of
system features is large, this task becomes quite diﬃ-
cult. Clustering users in terms of the feature rankings
so as to discover similar groups of users would help
reduce the number of interfaces that need to be con-
structed. As well, clustering users by only asking them
to rank those system features necessary to discern clus-
ters would greatly reduce the user initialization process
and limit user information overload. The primary goal
of our analysis was to see the potential to personalize
EDSS user interfaces by clustering users based on their
ranked attribute preferences. An underlying goal of
simplifying the clustering technique and shortening the
user initialization process, i.e. the initial user cluster-
ing, was also sought. Our analysis illuminated the po-
tential of our derived algorithm to achieve these goals.
Future work will include the implementation of an
EDSS that supports construction of personalized inter-
faces using the techniques described within this paper.
As well, a complimenting case study, similar to the one
described in this paper, of the system will be performed
and results analyzed.
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Abstract
Software based biometrics, utilising keystroke dy-
namics has been proposed as a cost eﬀective means of
enhancing computer access security. Keystroke dynam-
ics has been successfully employed as a means of iden-
tifying legitimate /illegitimate login attempts based on
the typing style of the login entry. In this paper, we col-
lected keystroke dynamics data in the form of digraphs
from a series of users entering a speciﬁc login ID. We
wished to determine if there were any particular pat-
terns in the typing styles that would indicate whether
a login attempt was legitimate or not using rough sets.
Our analysis produced a sensitivity of 98%, speciﬁcity
of 94% and an overall accuracy of 97% with respect to
detecting intruders. In addition, our results indicate
that typing speed and particular digraph combinations
were the main determinants with respect to automated
detection of system attacks.
1 Introduction
Keystroke dynamics was ﬁrst introduced in the early
1980s as a method for identifying the individuality of
a given sequence of characters entered through a tra-
ditional computer keyboard [1]. Keystroke dynamics
originated from studies of the typing patterns exhib-
ited by users when entering text into a computer using
a standard keyboard. Researchers in the ﬁeld focused
on the keystroke pattern, in terms of keystroke dura-
tion and keystroke latencies. Evidence from prelimi-
nary studies indicated that typing patterns were suﬃ-
ciently unique as to be easily distinguishable from one
another, much like a person’s written signature [1, 2].
Eﬀorts focused on acquiring keystroke attributes based
on the dynamic aspects of user input. The results from
these preliminary studies have formed the basis for a
software-based enhancement to login security. The ba-
sic idea is to extract characteristic signatures from a
particular user’s entry of a login ID - and use this in-
formation along with the login ID in deciding whether
a login attempt is legitimate. If the typing character-
istics of the owner of a login ID could be ascertained,
then any diﬀerences in typing patterns associated with
a particular login attempt may be the result of a fraud-
ulent attempt to use those details. Thus, the notion of
a software based biometric security enhancement sys-
tem was born. Indeed, there are commercial systems
such as BioPassword that have made use of this basic
premise [11]. Deterministic algorithms have been ap-
plied to keystroke dynamics since the late 70’s. In 1980
Gaines [1] presented a report of his work to study the
typing patterns of seven professional typists. The small
number of volunteers and the fact that the algorithm
is deduced from their data and not tested in other peo-
ple later, results on a lower conﬁdence on the false ac-
ceptance ratio (FAR) and false rejection ratio (FRR)
values presented. But the method used to establish a
pattern was a breakthrough: a study of the time spent
56to type the same two letters, when together in the text.
In 1997 Monrose and Rubin use the Euclidean Distance
and probabilistic calculations based on the assumption
that the latency times for one-digraph exhibits a Nor-
mal Distribution [4]. Later, in 2000, the same authors
presented a Bayesian similarity based metric algorithm
for identiﬁcation of attackers [5]. In 2005 Magalhes
and Santos [3] presented an improvement of the Joyce
and Gupta’s algorithm, while Revett and Khan [8] pre-
sented evidence of the existence of a set of procedures
(typing rhythms, length of the password, etc.) that
can enhance the precision of these algorithms. In this
study, we employ a rough sets based classiﬁer in or-
der to determine which attributes in the input signa-
ture are important to the identiﬁcation of a legitimate
owner of a login ID sequence. The rough set theory,
proposed by Pawlak [6, 7], is an attempt to propose
a formal framework for the automated transformation
of data into knowledge. It is based on the idea that
any inexact concept (for example, a class label) can
be approximated from below and from above using an
indiscernibility relationship (generated by information
about objects). Pawlak [6] points out that one of the
most important and fundamental notions to the rough
set philosophy is the need to discover redundancy and
dependencies between features. Since then this phi-
losophy has been used successfully in several tasks as,
for example, construction of rule based classiﬁcation
schemes, identiﬁcation and evaluation of data depen-
dencies, information-preserving data reduction [7, 9].
In this work, we utilised an implementation of rough
sets (Rosetta - [10] in order to determine if a set of
rules could be generated that could provide suﬃcient
discriminatory capacity to automatically determine if
a user was an intruder. In this study, we asked 100
volunteers to enter a login ID. A small sample of the
volunteers was designated as the rightful owner of the
login ID. They were instructed to enter it into our sys-
tem with full knowledge that they were designated as
the owners and were instructed to enter their login ID
with the same characteristics every time (on average
50 entries). The rest of the volunteers were instructed
to enter the login ID as many time as possible over a
7-day period. We recorded speciﬁc keystroke dynamics
(e.g. digraph times) and then used Rosetta to extract a
rule base from this data. The next section describes in
detail the experimental method employed in this study,
followed by a results section and lastly a brief discus-
sion of this work.
2 Methods
In this study, we asked users (approximately 100) to
enter a passphrase (Login ID) that consisted of a string
of 14 characters (’ensouspopulare’), which is composed
of three words in Portugese, through an Intranet based
portal. Please note that all subjects that participated
in this study were native Portugese speakers. A sub-
set of the users (10) were designated as the owner of
this passphrase and was asked to enter the passphrase
on numerous occasions (approximately 50). The en-
tries were collected over a 7-day period to ensure that
we acquired a robust sampling of the variations of the
input style for passphrase entry. For each passphrase
entry we collected all of the digraphs, the time elaps-
ing between successive (3 in total), the total time spent
entering the passphrase, and the half-way time point.
These formed the objects in our decision table, which
included a binary decision class based on whether the
entry was from the legitimate user or not. Our rough
sets software, Rosetta, has a limitation of 500 objects,
so we split the decision table into legitimate and illegit-
imate users (approximately 500 of each) and randomly
selected 250 objects from each decision class. We re-
peated this process 10 times, and report the average
results when applicable in this paper. We then discre-
tised the attributes (except for the decision attribute)
using an entropy/MDL algorithm. We then split the
decision table up in a 70:30 split (legitimate and non-
legitimate entries respectively). We generated reducts
using the Dynamic Reduct option, exhaustive RSES
algorithm. We then generated decision rules that were
then applied to the testing set. Since the critical factor
in this study is the information content of the rules,
we were interested in yielding a rule set with mini-
mal cardinality, while obviously maintaining high ac-
curacy levels. To achieve this aim, we ﬁltered the rules
based on support since the initial rule set contained
over 74,000 rules - too large to be of practical use. In
the next section, we describe the key results that were
obtained in this study.
3 Results
In Figure 1 we present a sample of the objects in the
decision table, which for the sake of clarity does not
present the values for the word lengths, total time and
the halfway time. We then discretised the entire deci-
sion table using the entropy/MDL option in Rosetta,
on all attributes except for the decision class. We then
split the decision table into a 70:30 split, which we used
for training and testing purposes respectively. We then
generated dynamic reducts (using the Exhaustive cal-
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legitimate users (’1’ in the Legit? column)
and 5 illegitimate users (with a ’0’ in the Le-
git? column). All other values in the table
are the digraph times in mS. Please note that
there are 5 additional attributes not included
in this table for the sake of presentation clar-
ity. The additional attributes are: W1 (ﬁrst
word), W2 (second word), W3 (third word),
WH (half the total time), and TT (total time).
The TX headings in this table represents the
digraph number. Legit refers to whether the
entry was made by the designated owner
culation RSES) option in Rosetta. Lastly, we generated
rules from the reducts - in order to minimise the redun-
dancy in the resultant rule set. Without any ﬁltering,
74,392 rules were generated. Since the primary goal of
this study was to determine if a set of rules could be
generated that would allow a software based biometric
system to distinguish legitimate from non-legitimate
users, to make the system computationally tractable.
If Table 1 below, we present data on the relationship
between the number of rules (ﬁltered on support) and
the classiﬁcation accuracy.
The accuracy of the classiﬁcation task (with max-
imal ﬁltering) - segregating legitimate from non-
legitimate users was approximately 97%. Table 2 be-
low presents a randomly selected confusion matrix that
presents the key summary statistics regarding the clas-
siﬁcation accuracy of the resulting classiﬁer.
The primary result of this study was the rule set
that was used to distinguish a legitimate from an ille-
gitimate login attempt. The primary attributes used in
this study were digraphs - the amount of time required
to depress two keys (in this study keys on a standard
PC keyboard). We collected all digraphs (13 in all),
Filter Threshold Accuracy Number of Rules
<= 0 99.1% 74,392
<= 4 97.8% 2,401
<= 10 97.5% 604
<= 20 96.8% 452
Table 1. Results from high-pass ﬁltering of
the rules based on support. We excluded all
rules that had a support less then the spec-
iﬁed ﬁlter threshold. Note that the accuracy
was reduced by just over 2%, but the number
of rules was reduced to 0.6% of the default
value
Outcomes 0 1
0 74 3 0.96
1 2 71 0.97
0.97 0.96 0.97
Table 2. A sample confusion matrix for a ran-
domlyselectedapplicationoftherulesetgen-
erated using rough sets. The top entry in the
3rd column is the sensitivity, the value below
that is the speciﬁcity. The entry at the bottom
of column two is the positive predictive value
(PPV), the last entry in column three is the
predictive negative value (PNV) and the lower
right hand corner is the overall classiﬁcation
accuracy
plus the time taken for each word in the login ID, the
total time and the half-way time point for entering the
login ID. We present summary statistics in Figure 2 be-
low, which depicts a frequency plot of the occurrences
of the various digraphs that were found in the resulting
rule set.
Additionally, we examined the attributes to deter-
mine if any were more representative of the rule set
than others. We found that attributes 7 & 8 occurred
in 100% of the rules, 7,8 & 13 occurred in 94.6% of the
rules, and attribute set 5,7,8, & 13 occurred in 72.4%
of all instances of the rules (392 instances of 17 rules).
This key result indicates that a subset of the attributes,
primarily 5,7,8, & 13 are the most frequent occurring
attributes and may therefore serve as a signature for a
legitimate login attempt, for this particular login. We
performed this same analysis on the illegitimate login
attempts, which we summary with regards to the at-
tribute frequency in Figure 3.
The analysis of the non-legitimate login rules is not
58Figure2.Frequencyplotforallattributesfrom
the rules (17 in total) corresponding to the le-
gitimate login entries - please note that there
are a total of 392 instances of all 17 rules for
legitimate login attempts
as straightforward as for the legitimate login rules. For
one, there are many more of them - 175 versus 17
for the legitimate login attempt rules (this excludes
the non-deterministic rule set consisting of 260 rules).
In addition, the average rule length increased from
5 attributes to 8. Even with these diﬀerences, we
can account for 65% of the data by focusing on at-
tributes 2,3,5,6,7, & 8 - a reduction of 6/16 attributes
(63.5%). Lastly, there were a signiﬁcant number of
non-deterministic rules - which were not able to map
attribute values to speciﬁc decision classes. There were
a total of 260 of such rules - and their examination
proved to be quite useful - as they highlight border-
ing cases between the decision classes. Speciﬁcally, we
found that in many instances, the same attributes that
were signiﬁcant in the crisp rule set were mapped to
diﬀerent decision classes.
After careful, inspection, we found that the diﬀer-
ence was based on the magnitude of the attribute -
which in this decision table - represents the digraph
time. For the non-legitimate login attempts, all di-
graphs were on the low end of the discretisation range.
For the legitimate login attempts, this trend generally
held as well, accept for digraphs 5 & 7.
Figure 3. Attribute label versus frequency for
illegitimate login attempts. Note that the total
number of unique rules for the deterministic
non-legitimate access classiﬁcation was 175.
The values indicate attribute in the total rule
base
It was found unanimously (see Figure 4 for details)
that for the legitimate user, the digraph values for at-
tributes 5 & 7 were suﬃcient to distinguish the login
attempt in virtually 100% of the cases. That is, the
typing speed - reﬂected in the digraph values was suﬃ-
cient to distinguish a valid from invalid login attempt,
when combined with a speciﬁc digraph pattern. In this
particular case, the combination of typing speed for di-
graphs 5 and 7 were suﬃcient to discriminate between
legitimate owners and attackers/non-legitimate owners
of the login ID.
4 Conclusion
In this pilot study, we used rough sets to mine a
small database of keystroke based biometric data - us-
ing only digraph times. The purpose was to develop
an approach to developing a situated agent that could
be used to determine whether a login attempt was le-
gitimate or not. Using a reasonable sized dataset, we
generated a decision table by including the correct de-
cision class (legitimate or non-legitimate owner). Our
methodology based on rough sets was able to predict
with a high degree of accuracy whether the attempt
59Figure 4. A random sample of 6 rules (gener-
ated ﬁltering on support >= 20) is presented
along with the resulting decision class value.
Note that there is a mixture of deterministic
(with a single decision of ’1’ (or) ’0’ and non-
deterministic rules with two decisions: ’1’ (and)
’0’. The number of non-deterministic decision
rules was on the order of 4%, regardless of the
support ﬁltering criteria. The ’*’ on the left side
of a term indicates that the starting value for the
range was ’0’ and if the ’*’ appears on the right
side of a term indicates that the range is from the
left hand side to the maximal value. All rules are
generated in conjunctive normal form from dis-
cretised data with a single decision of ’1’ or ’0’.
was legitimate or not based on the decision rules that
we generated from rough sets (97% or more classiﬁca-
tion accuracy). The most interesting result from this
study indicates that the digraph times and speciﬁc di-
graphs (see Figure 4 for details of the rules) were suf-
ﬁcient to determine whether a user was legitimate. As
can be seen in Figure 4, the decision class ’1’ - the
non-legitimate owner took the least amount of time
in entering the characters of their login ID compared
with that of a non-legitimate owner. The results of
this study corroborate our previous work [3]- but in
this study, we used the keystroke dynamics of a series
of owners of a given login ID/passphrase. In addition
to typing speed, there appears to be unique digraphs
that are suﬃcient to distinguish the actual owner ver-
sus and imposter - the essence of keystroke dynamics.
This implies that instead of using all of the digraphs in
a signature for veriﬁcation, we may only require a sub-
set of them - depending on the particular login ID char-
acteristics of the owner. This reduction in the number
of attributes that must be stored and searched through
reduces the computational load of the veriﬁcation sys-
tem. The use of rules generated from rough sets based
classiﬁers can be enhanced by the addition of more at-
tributes into the decision table. With these encourag-
ing results, we are expanding our analysis using much
larger datasets, both in terms of the number of objects,
but also by the inclusion of additional attributes. We
hope to discover what attributes are critical for partic-
ular login IDs in order to tailor the system so that it
can emphasise those keystroke dynamic features that
are indicative of the legitimate owner. For instance,
in addition to individual digraphs associated with par-
ticular keys, we also investigated obtaining composite
attributes such as the total time and half time for the
entry of the login ID. Although these attributes did not
appear signiﬁcantly in the rule set, there was clearly
a trend for these higher order attributes to segregate
across diﬀerent class decision boundaries. We will con-
tinue to explore the addition of higher order attributes
into our decision table in order to help increase the
classiﬁcation accuracy of our biometrics based security
enhancement system. In particular, we can explore the
use of association rules and other rule based systems
and compare them with the rough sets approach used
in this work.
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Abstract
Similar to multi-layer neural networks, Support Vector
Machines (SVMs) extend perceptrons to non-linearly sep-
arable classiﬁcation problems. The SVMs use non-linear
transformation of input vectors to convert the classiﬁcation
problem into a linearly separable problem in higher dimen-
sions. The SVMs further attempt to ﬁnd a hyperplane that
will provide an optimal separation between classes. Rough
set theory seems to provide a better semantic interpretation
for classiﬁcations created by support vector machines. In
this presentation, we ﬁrst describe how binary classiﬁca-
tion with SVMs can be interpreted using rough sets. In the
ideal scenario, the SVMs will provide a margin between
two classes. The margin between two classes is better rep-
resented as a boundary region from rough set theory. A
rough set approach to SVM classiﬁcation removes the ne-
cessity of exact classiﬁcation and is especially useful when
dealing with noisy data.
Support vector machines are essentially binary classi-
ﬁers. To improve their applicability, several methods have
beensuggestedforextendingSVMsformulti-classiﬁcation,
including one versus one (1-v-1), one versus rest (1-v-r) and
DAGSVM. The 1-v-1 approach consists of creating several
training subsets for each pair of classes. The binary SVMs
are then applied to these subsets separately. This leads to
N×(N−1)
2 SVMs. DAGSVM simpliﬁes the implementation
phase by reducing the number of SVMs that need to be
checked before arriving at the classiﬁcation. The 1-v-r ap-
proach changes the multiclassiﬁcation problem to N binary
classiﬁcation problems by creating an SVM for each class.
The SVM for each class classiﬁes an object as belonging to
that class or not belonging to the class. Thus, 1-v-r creates
N SVMs - one for each class. However, each SVM in the
1-v-r approach needs to use the entire training set.
Use of rough sets makes it possible to suggest two
new approaches to multiclassiﬁcations using SVMs, which
are extensions of 1-v-r and 1-v-1. Extended 1-v-r may
shorten the training time of the conventional 1-v-r ap-
proach. The extension of 1-v-1 approach may have reduced
storage requirements compared to the conventional 1-v-1
and DAGSVM techniques. Our approach to 1-v-1 multi-
classiﬁcation only stores one rule for the rough set lower
bound of a class and another rule for the rough set upper
bound of a class. Given N classes, only storing 2×N rules
is favourably compared to
N×(N−1)
2 SVMs stored by the 1-
v-1 and DAGSVM approaches. A prominent drawback of
the 1-v-r approach is that it scales linearly with the number
N of classes. The cost of training in our rough set based
extension of 1-v-r is reduced by sequentially shrinking the
sample size. The presentations will also include discussion
on some of the outstanding issues with the proposed ap-
proach, such as simpliﬁcation of rule sets created by the
extended 1-v-1 approach.
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Abstract
In project management, owners seek to choose an ap-
propriate project delivery method, as it is a key project suc-
cess factor. In this study, a hybrid model using the Ana-
lytical Hierarchy Process (AHP) and Rough Sets Theory
(RST) is developed to select the most appropriate project
delivery method. The factors affecting this selection are de-
termined from a number of benchmarks. With the appli-
cation of rough sets theory and the development of a new
deﬁnition for interval indiscernibility relation, these factors
are reduced to a set of decision criteria in order to form
a hierarchical decision-making structure. Employing the
rough approximations of the AHP model established, the
uncertainties caused by the imprecise data involved in the
project delivery method selection could be efﬁciently man-
aged. An optimization procedure is performed via obtaining
upper and lower linear programming models to determine
interval priorities for ranking the alternative project deliv-
ery systems. The applicability and usefulness of this method
will be demonstrated in a real world case study.
1 Introduction
A project delivery system is a contractual structure and a
compensation arrangement that the owners use to acquire a
completed facility that meets their needs. Usually, there are
several systems of project delivery to choose. To select an
optimal system for a project, the classical decision making
methods have been widely used [1,2,3]. Different bench-
marks and surveys [4,5] show that there have been numer-
ous factors affecting the selection of a delivery system. This
has persuaded some researchers to build a three-level ana-
lytic hierarchy process as a decision making structure for
project delivery selection [1,2,3]. This outline contains the
alternatives at the bottom of the hierarchy and the selection
criteria (scope design, price, complexity, etc.) as the second
level in order to maximize the project success as the overall
top goal of process. This framework of decision making has
faced two different types of challenges. First, it is necessary
to ﬁnd a suitable way to consider the uncertainties caused
by experts’ judgments and imprecise data. Moreover, as the
Analytic Hierarchy Process (AHP) follows a complex pro-
ceduretoobtaintheoptimalchoice, thereisaneedtoreduce
the number of affecting factors to a set of selected decision
criteria to avoid the unnecessary data while maintaining the
quality of decisions. In this sense, rough sets theory [6] has
been applied to recognize the above-mentioned challenges.
In this study, a model for ranking of the available deliv-
ery options for a project is established on the basis of an
Analytical Hierarchy Process (AHP) joint with the Rough
Sets theory. The model is developed via the employment of
the evidence from surveys and benchmarks [4,5]. By using
interval assessments instead of crisp assessments and de-
signing a rough set based model to work with these interval
judgments, a selection process is developed. This process
not only considers tradeoffs between decision factors via an
AHP model but also manages uncertain data. Brieﬂy, by ap-
plying rough sets theory in the analytic hierarchy process,
the upper and lower models are developed for determin-
ing the interval priorities of the alternatives. In doing so,
the four most common approaches in delivery systems are
ﬁrst described. Then, the analytic hierarchy process is de-
scribed with sufﬁcient details so that the readers can un-
derstand the motivation and the methodology of this tech-
nique. In designing the hierarchical structure for a project
delivery process, the factors associated with each of the de-
livery systems are discussed. Consequently, the models for
determining the interval priorities using rough set concepts
are established. As such, a new deﬁnition for the interval
indiscernibility relation is developed. By applying this deﬁ-
nition one may ﬁnd the possible reducts in terms of decision
attributes. The interval weights are to be determined by ap-
plying upper and lower models, which provide the optimal
delivery system.
2 Project delivery methods
The most common project delivery methods are design-
bid-build, design-build, construction management at risk,
and construction management as program management.
63The design-bid-build (DBB) is also referred to as the ”tra-
ditional” delivery method. The owner of the project enters
ﬁrst into a contract with an architect/engineer for the de-
sign of the project, and then into a contract with a contrac-
tor after the bids are received and analyzed. Normally, the
DBB method is priced by lump sum. The owner is required
to monitor the contractor’s activities to assure adherence to
contract requirements. Also there are adversarial relation-
ships among parties involved in the project. In design-build
(DB) the owner enters into one contract to provide both de-
sign and construction. Best for use when a single source
of responsibility and accountability is desired by the owner;
one agreement provides both design and construction. As
a single entity is responsible for both design and construc-
tion, the adversarial relationship in DBB can be eliminated.
Also the overall time for project complementation can be
reduced and design and construction expertise can be com-
bined. The DB approach is appropriate when the scope is
clearly deﬁned, the design is standard and repetitive, and
the schedule is tight [1]. In construction management at risk
(CM/GC), the construction manager is a consultant hired by
the owner to oversee, on his behalf, the process of project
development [1]. The construction manager is retained for
the preparation of construction stage, manages construc-
tion through project completion, and may have been re-
tained as construction advisor during the project develop-
ment stage. It can offer value engineering studies, construc-
tion estimates, and contract packaging. Also it allows a
fast-tracking schedule. In construction management as pro-
gram management (CM /PM), the construction manager is
the project manager for the entire process; he supports the
owner’s facility management expertise, but does not pro-
vide the construction services [7,8]. He/she is an advisor
for contractor and sub-contractor selection and for resolv-
ing disputes between owner and trade contractors. There
have been several surveys done to ﬁnd the most important
factors affecting the selection of a delivery system and the
degree of importance of them in each system of project de-
livery [4,5]. In our model, we consider those factors that
were common in both surveys (see 1st column in Table 1).
3 Analytic hierarchy process
The Analytic Hierarchy Process (AHP) proposed by
Saaty in 1980s [9]. It can be characterized as a multiple-
attribute decision technique that can combine qualitative
and quantitative factors in the overall evaluation of alter-
natives. It consists of three parts: the hierarchy structure,
the pair-wise comparisons matrix and the method for calcu-
lating the priorities. The AHP determines the priority any
alternative has on the overall goal of the problem of inter-
est. At the top of the hierarchy is the overall goal or prime
objective we are seeking to fulﬁll. The succeeding lower
Table 1. Interval scales for importance of se-
lection factors in each delivery system
Criteria DBB DB CM/GC CM/PM
Cost [9,9] [7.67,8.33] [9,9] [6.33,7.67]
Schedule [8.33,8.33] [9,9] [8.33,8.33] [7,8.33]
Quality [7.67,7.67] [7.67,8.33] [7.67,7.67] [9,9]
Complexity [6.33,7] [6.33,6.33] [7,7] [5.67,7]
Value eng. [5.67,5.67] [3,7] [4.33,5] [4.33,5.67]
Experience [3,5] [5,5] [4.33,5.67] [4.33,8.33]
Risk [4.33,4.33] [2.33,5.67] [2.33,5] [3,5]
Scope change [5,6.33] [3.67,7] [6.33,6.33] [6.33,7.67]
Uniqueness [1.67,3.67] [1.67,5.67] [1.67,3] [1.67,5]
Ext. approval [2.33,3] [2.33,3] [2.33,6.67] [2.33,3.67]
Culture [1,1.67] [1,1.67] [1,1] [1,1]
Fin. guarantee [2.33,3.67] [4.33,4.33] [3,5.67] [2.33,3.67]
Project size [1,7] [1,3.67] [1.67,3.67] [1.67,3]
levels then represent the progressive decomposition of the
problem alternatives. The decision-maker, or other knowl-
edgeable party, completes a pair-wise comparison of all ele-
ments in each level relative to each of the program elements
in the next higher level of the hierarchy. The composition
of these judgments ﬁxes the relative priority of the elements
in the lowest level (usually solution alternatives) relative to
achieving the top-most objective [10]. Suppose we have
n objects denoted by x1,x2,...,xn and their weights by
w1,w2,...,wn, respectively. The pair-wise comparisons
can be represented in the form of a matrix [A] =



a11 ... a1n
. . .
...
. . .
an1 ... ann


 =



w1/w1 ... w1/wn
. . .
...
. . .
wn/w1 ... wn/wn



(1)
which satisﬁes the reciprocal property aij = 1/aji.
If the matrix [A] satisﬁes the cardinal consistency prop-
erty aijajk = aik, it is referred to as reciprocal. For matrix
[A], one may then have: Aw = λmaxw where λmax de-
notes the largest eigenvalue of [A] and the weight vector
[w] can be obtained by solving this eigenvalue problem [9],
therefore:
λ(i)
max =
n X
j=1
aijwj/wi i = 1,...,n (2)
where by taking the average of all values of λ
(i)
max found by
(2), the overall λmax is obtained.
To measure the reliability of judgments through the pair-
wise comparisons, a Consistency Index (C.I.) proposed by
Saaty [9] should be taken into consideration as the follow-
ing (n is the size of matrix):
C.I. = (λmax − n)/(n − 1) (3)
64Table 2. Average random index (R.I.) based on
matrix size (n)
n 1 2 3 4 5 6 7 8 9
R.I. 0 0 0.52 0.89 1.11 1.25 1.35 1.40 1.45
In order to compare the C.I. value of a particular matrix
with a similar size matrix, Saaty [9] developed a ratio called
Consistency Ratio (C.R.):
C.R. = C.I./R.I. (4)
where R.I. is an average consistency index of a randomly
generated reciprocal matrix. If C.R. is less than 0.1 the
judgments are accepted, otherwise the judgments should be
reassessed. Table 2 presents the value of the random consis-
tency index (R.I.) for matrices of order 1 to 9 obtained by
approximating random indices using a sample size of 500
different problems [9].
4 Rough sets theory
Rough sets theory (RST) proposed by Pawlak in 1980s
[6], is becoming a powerful tool for data analysis. It has
been applied in many areas such as knowledge discovery,
concept classiﬁcation, machine learning and data mining
[11]. The philosophy of RST is based on the assumption
that every object on a universe of discourse can be asso-
ciated with some information such as data or knowledge.
Thus, objectsthatarecharacterizedbythesameinformation
are indiscernible, i.e., similar, in view of the available infor-
mation [11]. By using the data analysis concept of ’reduct’
[11], the patterns or internal structures of a set of condition-
decision data records can be easily reduced and extracted as
a set of minimal rules without any prior knowledge.
A reduct is built upon the equivalence relation deﬁned
in RST, which is described as follows. Assume that U and
A are two ﬁnite, non-empty sets where U is the universe,
and A is a set of attributes. For every attribute a ∈ A it
is possible to associate it a set of values called the domain
of a. Given a subset B ⊆ A, an indiscernibility relation,
which is a binary relation, IND(B) on U, can be expressed
as xIND(B)y if and only if a(x) = a(y) for every a ∈
B, where a(x) and a(y) are the values of attribute a for
elements x and y, respectively.
Subset B ⊆ A is a reduct if IND(B) = IND(A) and
it is independent in sense that none of its elements can be
determined from the others. Therefore, a reduct is the es-
sential part of knowledge, which sufﬁces to deﬁne all basic
concepts occurring in the considered knowledge [6].
5 The rough-AHP model
To deal with the uncertainties caused by experts’ judg-
ments and imprecise data involved in decision-makings us-
ing AHP, we can represent the judgments and data by in-
tervals. By interval data we can obtain the upper and lower
models for AHP, which are similar to rough sets analysis
[6]. In this way, unnecessary data can be removed from the
decision making process while maintaining the quality of
decisions. To show the collaboration of rough set theory
and analytic hierarchy process, let us begin with interval
scales in an AHP model with a reciprocal judgment matrix
of [A], where Aij = [aij,aij] and aij and aij are the lower
and upper bounds of the interval proposed for element aij
of matrix [A].
Given the pair-wise comparisons aij, our problem is to
ﬁnd interval weights wi = [wi,wi], which can be an ap-
proximation for the given interval matrix [A], where wi
and wi are lower and upper bounds of estimated interval
weights [12,13,14,15]. Since we deal with interval data, we
should consider two approximations, lower and upper. This
will be expressed in form of two linear programming mod-
els, which were proposed by Sugihara, Maeda, and Tanaka
[13,14,15]. Using the concepts of ’Greatest Lower Bound’
as shown in (5) and ’Least Upper Bound’ in (6), the lower
and upper models are as the followings (Ω = {1,2,...,n}
is the set of considered alternatives):
Max
P
i(wi − wi)
S.t. ∀i,j(i 6= j) aijwj ≥ wi
∀i,j(i 6= j) aijwj ≤ wi
∀j wj ≥ 1 −
P
i∈Ω\{j} wi
∀j wj ≤ 1 −
P
i∈Ω\{j} wi
∀i wi ≤ wi
∀i wi,wi ≥ 0
(5)
Min
P
i(wi − wi)
S.t. ∀i,j(i 6= j) aijwj ≤ wi
∀i,j(i 6= j) aijwj ≥ wi
∀j wj ≥ 1 −
P
i∈Ω\{j} wi
∀j wj ≤ 1 −
P
i∈Ω\{j} wi
∀i wi ≤ wi
∀i wi,wi ≥ 0
(6)
6 Methodology
As previously mentioned, by applying rough sets theory,
we can get rid of the unnecessary factors. At ﬁrst, we need
to construct a decision table in which rows are the different
alternatives and columns are the factors. Table 1 shows the
decision table for our purpose. The degree of importance of
65factors for each delivery system obtained based on bench-
marks in the form of interval data [4,5]. To ﬁnd the interval
indiscernibility relation, Alam and Shrabonti proposed the
following deﬁnition [12]:
Let us consider the interval set B = [b1,b1] . We deﬁne
the center and half-width of B as: Bc = (b1 + b1)/2 and
Bw = (b1 − b1)/2, respectively. An interval valued infor-
mation system (IVIS) is a pair of S = (U,A) where U is a
nonempty ﬁnite set called the universe and A is a ﬁnite set
of attributes with the domain of V =
S
a∈A Vq where Va
is called the domain of attribute a, and f : U × A → V
is an information function such that the interval f(x,a) =
[f
x(a),fx(a)] ∈ Va, for every a ∈ A and x ∈ U. Let
S = (U,A) be an IVIS and let P ⊆ A. By IIND(P) (In-
terval Indiscernibility Relation), we denote a binary relation
deﬁned over U as:
(x,y) ∈ IIND(P) iff [f
wx(a),fcx(a)]∩
[f
wy(a),fcy(a)] 6= ∅,∀a ∈ P (7)
where f
wx(a) and fcx(a) are, respectively, half-width and
center of the interval-valued information function f(x,a).
Let S = (U,A) be an IVIS and P ⊆ A. An attribute
a is superﬂuous in P if IIND(Q) = IIND(P), where
Q = P \ {a}. Otherwise the attribute is indispensable. By
applying the above deﬁnition in our case, {{DBB}, {DB,
CM/GC and CM/PM}} will be the family of equivalence
relations. Thus, only one attribute (size) is necessary to dis-
cern the alternatives, which means that the attribute {size}
is the reduct. Based on this deﬁnition, two intervals that
the distance between their upper and lower bounds is equal
will be placed in the same class. For, instance, consider
[1,3] and [7,9] intervals, which have quite different mean-
ing from the importance degree point of view, but based on
the above deﬁnition, they are considered in the same class
and are assumed to have intersection. Thus, the proposed
deﬁnition is not sensitive enough for our case as it gave us
only one decision factor (size). We should propose a new
deﬁnition to target the above-mentioned weakness.
Consider a set of k = 1,2,...,m real valued intervals in
form of Ik = [ak,bk]. Consider an interval valued informa-
tion system (IVIS) S = (U,A) and P ⊆ A. The µ-Interval
Indiscernibility Relation for two intervals of Ii = [ai,bi]
and Ij = [aj,bj] from the above set is deﬁned as the fol-
lowing:
(Ii,Ij) ∈ IINDµ(P) iff αij ≤ µ (8)
where αij is the discernibility ratio of Ii and Ij intervals
deﬁned as:
αij = Max(|ai − aj|,|bi − bj|)/(b − a) (9)
and
b = Maxk=1,...,m(bk)
a = Mink=1,...,m(ak)
(10)
where µ ∈ [0,1] is the optimism index reﬂecting the opti-
mism degree of a decision maker (DM). The larger µ is, the
more optimistic the decision maker is. The extreme cases
are µ = 0, where the DM is completely pessimistic and
µ = 1, where the DM is completely optimistic.
Based on the above deﬁnition, in a project delivery selec-
tion problem via AHP with n alternatives and m decision
criteria, we reach a procedure to ﬁnd the set of necessary
criteria (factors) by considering both DM and owner opin-
ions. From a decision maker point of view, suppose that
αk
DM is the sum of discernibility ratios αk
ij obtained via (9)
by comparison of the intervals obtained for the project de-
livery alternatives in relation to the decision criterion k (see
Table 1), thus:
αk
DM =
n X
i=1
n X
j=1
αk
ij (i < j) k = 1,...,m (11)
where from (8) we have
αk
DM ≤
n X
i=1
n X
j=1
µ = n(n − 1)µ/2 (i < j) (12)
To ﬁnd the (normalized) relative importance of criteria by
DM, we have the following:
βk
DM = αk
DM/Maxl(αl
DM),βk
DM ∈ [0,1] (13)
As we need to consider the owner’s opinion about the rela-
tive importance of selection criteria, we deﬁne βk as a linear
combination of the owner’s and DM’s opinions as the fol-
lowing:
βk = µβk
Owner(1 − µ)βk
DM (14)
where
βk
Owner = αk
Owner/Maxl(αl
Owner) (15)
where αk
Owner denotes the degree of importance of selec-
tion criteria from owner’s point of view and βk
Owner ∈
[0,1] denotes the (normalized) relative importance of cri-
teria from owner’s point of view. To ﬁnd the required at-
tributes to be considered, at ﬁrst we do the following denor-
malization transfer:
αk = βkMAX (16)
where
MAX = µMax(αk
Owner) + (1 − µ)Max(αk
DM) (17)
Therefore, by considering (8), while maintaining the quality
of decision making we could just keep those attributes in
the set of necessary decision criteria that have the following
condition (by removing the others):
αk ≤ n(n − 1)µ/2 k = 1,...,m (18)
66Table 3. Results of possible reducts for differ-
ent µ based on proposed deﬁnition
µ Reduct
0.1 External approvals, culture
0.2 Quality, complexity, external approvals, culture
0.3 All except cost, experience, scope change, ﬁnancial guarantee, size
0.4 All except experience, ﬁnancial guarantee, size
0.5 All except experience, size
0.6 All except experience
≥0.7 All
7 Case study
In this paper a project for construction of two residence
buildings at the University of Regina in Canada has been
studied. In this project we required to consider owner’s
opinion before doing any reduction. The reducts found
based on our proposed deﬁnition are presented in Table 3.
We can see that for small amounts of µ (DM is more pes-
simistic with persistence on his/her opinion), the number of
attributes required to make the decision is small. But when
µ is getting bigger which means DM is more optimistic
and would like to consider a larger share for the owner’s
opinion, the number of required attributes to make the deci-
sion becomes bigger. In our case, we solve the problem for
µ = 0.3, which is something that both DM and owner have
had agreement on it.
Design of the AHP model must satisfy the goal of de-
veloping a model that allows the owner of the construction
projects to decide which project delivery method is more
suited to their needs. Therefore, for µ = 0.3, the hierar-
chy developed in this study consists of 3 levels as shown in
Figure 1.
Moreover, we need to have the matrix of pair-wise com-
parisons. In the ﬁrst matrix, we compare the four alterna-
tives (delivery systems) with respect to the attributes (see
Tables 4 to 11). The local interval weights for all the al-
ternatives have been obtained by solving the Lower Model
(LM) and Upper Model (UM) using the linear programming
software LINDO [16] (see Table 12).
In addition, we need to have the matrix of pair-wise com-
parison of attributes with respect to the main goal, which is
the selection of an optimal delivery system. The pair-wise
comparison matrix for the decision attributes and their cor-
responding weights are given in Table 13. To ﬁnd weights,
we add elements of each row of pair-wise comparison ma-
trix and then normalize it, by dividing each sum to the total
sum. As we see the consistency ratio is less than 0.1, there-
fore we are satisﬁed with DM’s judgments.
In our case study, we got the owner’s opinion for pair-
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Figure 1. The hierarchical structure of select-
ing project delivery systems
Table 4. Pair-wise comparison matrix of alter-
natives with respect to schedule
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.93,0.93] [1,1] [1,1.19]
DB [1.08,1.08] [1, 1] [1.08,1.08] [1.08, 1.29]
CM/GC [1,1] [0.93,0.93] [1,1] [1,1.19]
CM/PM [0.84,1] [0.78, 0.93] [0.84,1] [1, 1]
Table 5. Pair-wise comparison matrix of alter-
natives with respect to quality
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.92,1] [1,1] [0.85, 0.85]
DB [1,1.09] [1, 1] [1,1.09] [0.85, 0.93]
CM/GC [1,1] [0.92,1] [1,1] [0.85, 0.85]
CM/PM [1.17,1.17] [1.08, 1.17] [1.17, 1.17] [1, 1]
Table 6. Pair-wise comparison matrix of alter-
natives with respect to complexity
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [1, 1.11] [0.9, 1] [0.9, 1.24]
DB [0.9, 1] [1, 1] [0.9, 0.9] [0.9,1.12]
CM/GC [1, 1.11] [1.11, 1.11] [1,1] [1, 1.24]
CM/PM [0.81, 1.11] [0.89, 1.11] [0.81,1] [1, 1]
67Table 7. Pair-wise comparison matrix of alter-
natives with respect to value engineering
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.81, 1.89] [1.13, 1.31] [1,1.31]
DB [0.53, 1.24] [1, 1] [0.6, 1.62] [0.53, 1.62]
CM/GC [0.76,0.88] [0.62,1.67] [1,1] [0.76, 1.15]
CM/PM [0.76,1] [0.62, 1.89] [0.87, 1.31] [1, 1]
Table 8. Pair-wise comparison matrix of alter-
natives with respect to external approvals
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.78,1.29] [0.35, 1.29] [0.64, 1.29]
DB [0.78, 1.29] [1,1] [0.35, 1.29] [0.64, 1.29]
CM/GC [0.78, 2.86] [0.78, 2.86] [1, 1] [0.64,2.86]
CM/PM [0.78, 1.57] [0.78, 1.57] [0.35,1.57] [1, 1]
Table 9. Pair-wise comparison matrix of alter-
natives with respect to risks
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.76,1.86] [0.87, 1.86] [0.87, 1.44]
DB [0.54,1.31] [1, 1] [0.47, 2.43] [0.47, 1.89]
CM/GC [0.54, 1.15] [0.41, 2.14] [1,1] [0.47, 1.67]
CM/PM [0.69, 1.15] [0.53, 2.14] [0.6, 2.14] [1, 1]
Table 10. Pair-wise comparison matrix of al-
ternatives with respect to uniqueness
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.29,2.2] [0.56, 2.2] [0.33, 2.2]
DB [0.45,3.4] [1, 1] [0.56,3.4] [0.33, 3.4]
CM/GC [0.45, 1.8] [0.29,1.8] [1,1] [0.33, 1.8]
CM/PM [0.45, 3] [0.29, 3] [0.56, 3] [1, 1]
Table 11. Pair-wise comparison matrix of al-
ternatives with respect to culture
Alts DBB DB CM/GC CM/PM
DBB [1, 1] [0.6, 1.67] [1, 1.67] [1, 1.67]
DB [0.6, 1.67] [1,1] [1, 1.67] [1, 1.67]
CM/GC [0.6,1] [0.6,1] [1,1] [1,1]
CM/PM [0.6, 1] [0.6, 1] [1,1] [1, 1]
wise comparison of attributes (with respect to the top goal)
in a crisp form. Therefore, in this matrix, we obtained the
weights by a traditional AHP. Then, we calculate the global
weights of all the four delivery systems. In order to obtain
the global weights of the alternatives, we synthesize the set
of local weights. The global weight of a delivery system Ai
(by considering all attributes) is deﬁned as follows [12]:
Gi =
n X
j=1
wijwj i = 1,...,n (19)
where wj is the weight of j-th attribute and wij is
the local weight of the alternative Ai with respect
to the j-th attribute. For instance, for delivery sys-
tem DBB, the lower model weights are deﬁned as:
[0.255, 0.255]*0.175 + [0.240, 0.240]*0.125 + [0.243,
0.269]*0.125 + [0.293, 0.293]*0.125 + [0.194, 0.250]
*0.075 + [0.282, 0.282]*0.125 + [0.156, 0.344]*0.075 +
[0.214, 0.358]*0.175 = [0.241, 0.287]. Similarly, we calcu-
late the global weights of other delivery systems (see Table
14). From Table 14, we can see that the width of boundary
region for alternative DB is less than that of any other al-
ternative. Therefore, the delivery system DB will have the
highest rank for our case study.
8 Conclusions
This study proposed a rough-AHP model as a decision
aid to evaluating different project delivery systems. The ap-
plication of the model in a real world practice is provided.
Thedatausedinthisstudyhasbeenobtainedfromanumber
of benchmarks. The method proposed by this paper shows a
more comprehensive methodology compared with previous
works in this ﬁeld, since it targets both DM and owner’s re-
quirements. The method is less complex than a traditional
AHP, because we have been able to reduce the number of
decision criteria in selection process. It can be concluded
that the model is able to effectively facilitate the decision-
makingprocess. Theapproachpresentedhelpstoreducethe
time-consuming efforts within the selection process. The
pair-wise comparison procedure provides the availability of
capturing relative judgments of two elements at one time in
a trustworthy manner and ensures the consistency of those
values (judgments).
Also, the ﬁndings of the present research provide an un-
derstanding of a set of importance factors inﬂuencing the
selection of a delivery system.
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68Table 12. Interval weights of alternatives by
LM and UM models
Alternatives LM UM
WDBB−S [0.255,0.255] [0.245, 0.255]
WDB−S [0.276,0.276] [0.265,0.276]
WCM/GC−S [0.255,0.255] [0.245,0.255]
WCM/PM−S [0.214, 0.214] [0.214, 0.245]
WDBB−Q [0.240, 0.240] [0.235, 0.240]
WDB−Q [0.240, 0.240] [0.240, 0.255]
WCM/GC−Q [0.240, 0.240] [0.235, 0.240]
WCM/PM−Q [0.281, 0.281] [0.275, 0.281]
WDBB−C [0.243, 0.269] [0.237, 0.269]
WDB−C [0.243, 0.243] [0.237, 0.243]
WCM/GC−C [0.269, 0.269] [0.263, 0.269]
WCM/PM−C [0.218, 0.244] [0.218, 0.263]
WDBB−V [0.293, 0.293] [0.266, 0.293]
WDB−V [0.155, 0.259] [0.155, 0.328]
WCM/GC−V [0.224, 0.258] [0.203, 0.258]
WCM/PM−V [0.224, 0.293] [0.203, 0.293]
WDBB−E [0.194, 0.250] [0.155, 0.200]
WDB−E [0.194, 0.250] [0.155, 0.200]
WCM/GC−E [0.194, 0.417] [0.155, 0.445]
WCM/PM−E [0.194, 0.306] [0.155, 0.534]
WDBB−R [0.282, 0.282] [0.260, 0.260]
WDB−R [0.152, 0.370] [0.140, 0.340]
WCM/GC−R [0.152, 0.326] [0.140, 0.300]
WCM/PM−R [0.196, 0.326] [0.180, 0.300]
WDBB−U [0.156, 0.344] [0.114, 0.275]
WDB−U [0.156, 0.531] [0.125, 0.386]
WCM/GC−U [0.156, 0.281] [0.114, 0.225]
WCM/PM−U [0.156, 0.468] [0.114, 0.375]
WDBB−CU [0.214, 0.358] [0.214, 0.358]
WDB−CU [0.214, 0.358] [0.214, 0.358]
WCM/GC−CU [0.214, 0.214] [0.214, 0.214]
WCM/PM−CU [0.214, 0.214] [0.214, 0.214]
Table 13. Pair-wise comparison matrix of at-
tributes with respect to the goal
Goal S Q C V E R U CU Weight
S 1 1.4 1.4 1.4 2.3 1.4 2.3 1 0.175
Q 0.7 1 1 1 1.7 1 1.7 0.7 0.125
C 0.7 1 1 1 1.7 1 1.7 0.7 0.125
V 0.7 1 1 1 1.7 1 1.7 0.7 0.125
E 0.4 0.6 0.6 0.6 1 0.6 1 0.4 0.075
R 0.7 1 1 1 1.7 1 1.7 0.7 0.125
U 0.4 0.6 0.6 0.6 1 0.6 1 0.4 0.075
CU 1 1.4 1.4 1.4 2.3 1.4 2.3 1 0.175
Table 14. Interval weights of alternatives by
LM and UM models
Alts LM UM BR width Rank
DBB [0.24, 0.29] [0.23, 0.28] [-0.02, -0.01] 0.005 2
DB [0.21, 0.31] [0.2, 0.3 ] [-0.01, -0.01] 0.003 1
CM/GC [0.22, 0.27] [0.21, 0.27] [-0.01, -0.01] 0.008 3
CM/PM [0.22, 0.28] [0.21, 0.29] [-0.01, 0.02] 0.026 4
References
[1] M. I. Al Khalil, ”Selecting the appropriate project de-
livery method using AHP”, International Journal of
Project Management, Vol. 20, 2002, pp. 469-474.
[2] A. D. Silva, ”A model for optimizing the selection
of project delivery systems using Analytic Hierarchy
Process (AHP)”, MASc. thesis, Western Michigan
University, 2002.
[3] P. S. Fong, and S. K. Choi, ”Final contractor selection
using the analytic hierarchy process”, Journal of Con-
struction Management and Economics, Vol. 18, 2000,
pp. 547-557.
[4] B. Osgood. (2000). Experts from a quarterly survey
of fortune 1000: Ranking project delivery methods,
VOA strategy and planning [online], Available:
http://www.voa.com/html/about/professional services
/strategy planning/publications presentations/survey
summer 2000.pdf
[5] L.J.Stillman, andK.Tomlinson, ”Amatrixforproject
delivery”, Journal of the construction speciﬁer, March
1998, pp. 50-55.
[6] Z. Pawlak., ”Rough sets: Theoretical aspects of rea-
soning about data”, Kluwer Academic Publishers,
1991.
[7] R. W. Dorsey, ”Project delivery systems for build-
ing construction”, Associated General Contractors of
America, 1997.
[8] D. L. Mulvey, ”Project delivery trends: A contractor’s
assessment”, Journal of management in engineering,
Vol. 14, 1998, pp. 51-54.
[9] T. L. Saaty, ”Fundamentals of Decision Making and
Priority Theory with the Analytic Hierarchy Process”,
RWS publishers, Vol. 6, 1994.
[10] T. L. Saaty, ”Decision Making for Leaders”, RWS
publishers, Vol. 2, 1995.
69[11] Q. H. Wang, and J. R. Li, ”A rough set-based fault
ranking prototype system for fault diagnosis”, Journal
of Engineering Applications of Artiﬁcial Intelligence,
Vol. 17, 2004, pp. 909-917.
[12] S. S Alam, and G. Shrabonti, ”Ranking by AHP: A
Rough Approach”, in Proceedings of the ﬁfth Inter-
national Conference on Information Fusion, U.S.A,
2002.
[13] K. Sugihara, Y. Maeda, and H. Tanaka, ”Interval eval-
uation by AHP with rough set concept”, Lecture Notes
in Computer Science, Vol. 1711, 1999, pp.375 - 381.
[14] K. Sugihara, I. Hiroaki, and H. Tanaka, ”Interval pri-
orities in AHP by interval regression analysis”, Eu-
ropean Journal of Operational Research, Vol. 158,
2004, pp. 745-754.
[15] H. Tanaka, ”Dual Interval Models and Its Application
to Decision Making”, in Proceedings of the 10th Inter-
national Fuzzy Systems Association World Congress
(IFSA), Turkey, 2003, pp. 39-51.
[16] LINDO/PC (Demo version), Release 6.1, LINDO sys-
tems Inc., Copyright 1999.
70Author Index
Bai, Zhongjian, 36
Butz, Cory, 62
Cornelis, Chris, 9
Dai, Liming, 63
De Cock, Martine, 9
Gonz´ alez, P., 1
He, Minyun, 36
Hepting, Daryl H., 49
Li, Hong-Ru, 25
Li, Yifan, 43
Lingras, Pawan, 62
Liu, Qihe, 36
Ly, Cuong, 43
Maciag, Timothy, 49
Mafakheri, Fereshteh, 63
Magalhaes, Sergio Tenreiro de, 56
Menasalvas, Ernestina, 1
Min, Fan, 36
Musilek, Petr, 43
Nasiri, Fuzhan, 63
Peters, James, 17
Reformat, Marek, 43
Revett, Kenneth, 56
Ruiz, C., 1
Santos, Henrique M.D., 56
Segovia, J., 1
Skowron, Andrzej, 17
´ Sle ¸zak, Dominik, 49, 63
Stepaniuk, Jarosław, 17
Swiniarski, Roman, 17
Szczuka, Marcin, 31
Wang, Hong, 25
Zhang, Wen-Xiu, 25
Zorrilla, Marta, 1Published by the
University of Technology of Compiègne
Compiègne, France
ISBN 2-913923-15-1