From a sample of publicly-traded banks in the Asia-Pacific region over the 1998-2012 period, we document that banks with higher charter value are able to insulate themselves from systemic risk by acquiring more capital. Nevertheless, we find that the self-disciplining role of bank charter value is more pronounced for countries with lower depth of credit information sharing. Our results also show that in countries with lower quality of private credit bureaus, higher charter value enhances capitalization, and alleviates systemic risk in banking. Overall, these findings suggest that higher bank charter value might be detrimental to systemic stability for countries where the credit reporting system is of better quality.
Introduction
The relationship between bank competition and financial stability has become a considerable issue across the world, notably in the aftermath of the 2008 global financial crisis (e.g. Beck, 2008; Acharya and Richardson, 2009; Anginer, et al., 2013; .
On the one hand, financial deregulation that spurs bank competition is perceived as one of the triggers of financial crises, as banks in a more competitive market tend to behave imprudently in response to a decline in charter value. Such a hypothesis has been acknowledged by a large number of studies in the so-called "charter value" literature (e.g. Marcus, 1984; Keeley, 1990; Matutes and Vives, 1996; Demsetz et al., 1996; Beck et al., 2006; Fungacova et al., 2009; Ariss, 2010; Allen and Gale, 2004) . On the other hand, several studies point out that it is higher bank competition that enhances financial stability. Banks in a less competitive market tend to charge higher lending rates, which in turn exacerbates borrowers' moral hazard and bank riskiness. These latter studies are classified in the "competition-stability" literature (e.g. Boyd and De Nicolo, 2005; Boyd et al., 2006; Uhde and Heimeshoff, 2009; Liu et al., 2012; Soedarmono et al., 2013; .
In light of this debate, Berger et al. (2009) highlight that the "charter value" and the "competition-stability" views are not necessarily conflicting hypotheses. While higher bank market power results in an increase in non-performing loans according to the "competitionstability" literature, higher bank market power is also associated with higher capital ratios and lower insolvency risk according to the "charter value" literature. In this context, the adverse impact of bank market power on credit risk can be offset by higher capital ratios and thus, bank insolvency risk could remain unaffected.
In parallel, in spite of the importance of preserving bank-level soundness, the 2008 global financial meltdown also highlights increasing needs to prevent the contagion of bank failures and the buildup of bank systemic risk (Arnold et al., 2013) . Although there is no formal definition of bank systemic risk, it is widely accepted that bank systemic risk is associated with the comovement of bank risk taking. For instance, Adrian and Brunnermeier (2011) measure bank systemic risk by computing the comovement of banks' value at risk (VaR), while Anginer et al. (2014) consider the comovement of banks' distance-to-default.
Very few studies have looked into the impact of bank competition on systemic risk. Anginer et al. (2014) document from a sample of publicly traded banks across 63 countries that higher bank market power leads to higher systemic risk. In a similar vein, a closely related work by De Nicolo and Kwast (2002) consider the correlations of bank stock returns to proxy bank systemic risk to assess the impact of bank consolidations through mergers, but do not explicitly study the effect of market power on systemic risk.
Aside from the adverse impact of bank competition, systemic financial crises could also be caused by asymmetric information problems (Mishkin, 1991; Sau, 2003) . For such reasons, a growing literature advocates the importance of credit information sharing to cope with information asymmetry that aggravates bank riskiness (i.e. the "information sharingstability" literature) 1 . Doublas-Madrid and Minetti (2013) argue that credit information sharing affects bank stability through at least three channels, such as borrowers' moral hazard, banks' moral hazard and adverse selection.
Concerning the first channel, borrowers' moral hazard may decline with better credit information sharing as a disciplining mechanism of borrowers (Jappelli and Pagano, 2002) .
The second channel builds on Rajan (1992) in which the role of bank moral hazard is particularly highlighted. Specifically, banks may exploit private information about borrowers' quality in order to hold back credit and take rents from borrowers (i.e. "hold-up" problems). In the presence of credit information sharing mechanisms, banks are allowed ex ante to share information with other banks about the quality of borrowers. Such mechanisms therefore reduce the market power of banks over borrowers' information, and the "hold-up" problems as part of bank moral hazard could be mitigated. Finally, the third channel relates to the fact that banks could avoid granting loans to riskier borrowers due to the adverse selection problem.
In spite of a growing literature on credit information sharing, there are no studies focused on the link between credit information sharing and bank systemic risk. Prior literature only examines the impact of credit information sharing on bank riskiness and lending. For example, Jappelli and Pagano (2002) show that from a credit bureau survey in 49 countries, countries with public and private credit registries exhibit higher bank lending activities and lower credit risk. Love and Mylenko (2003) differentiate private credit bureaus from public credit registries, and show that the role of credit bureaus in reducing firms' financing constraints is more pronounced for private credit bureaus than public credit registries. Brown et al. (2009) highlight that higher information sharing increases bank loan availability and reduces the cost of intermediation, although such effects are more pronounced for opaque firms, and for countries with a relatively weaker legal system.
Eventually, higher credit information sharing reduces bank riskiness, enhances bank profitability and boosts economic growth (Houston et al., 2010) .
In relation to the "competition-stability" literature following Boyd and De Nicolo (2005) , asymmetric information problems indeed contribute to influence how bank competition affects risk taking. Nevertheless, only Beck et al. (2013) incorporate the role of credit information sharing in affecting the nexus between bank competition and risk taking.
They find that greater bank moral hazard in response to fiercer competition plays a crucial role in exacerbating bank default risk, especially for countries with better credit information sharing. In this regard, better credit information sharing can facilitate banks to choose risky loans that generate higher profits, but greater competition drives banks to loosen lending standards (e.g. Ogura, 2006; González and González, 2008) . Taken together, stronger competition and better credit information sharing are detrimental to bank stability.
In parallel, another strand of literature shows that information sharing can influence the degree of bank competition. Specifically, Bouckaert and Degryse (2006) provide a theoretical contribution by differentiating "good borrowers" and "bad borrowers" in examining how information sharing through credit registries affects bank competition. In their model, better credit information sharing enables some banks to gain market power by acquiring necessary information from the market, and by not releasing their own credit information to other competitors for strategic reasons. In this sense, better credit information will increase the market power of several banks, which in turn increases the moral hazard of good borrowers. In other words, an increase in the number of bad borrowers in the credit market may in turn affect bank stability.
From the aforementioned studies, credit information sharing and bank competition might arguably be interrelated in affecting bank riskiness and its correlation. This paper contributes to prior literature by examining the joint-impact of bank charter value and credit information sharing on bank systemic risk instead of individual bank risk. Concomitantly, we also examine the joint-impact of bank charter value and credit information sharing on bank capitalization, as the link between bank competition and systemic risk is dependent on how banks manage their capital in response to competition pressures (Berger et al., 2009 ). We thus reveal how credit information sharing may strengthen or temper the impact of bank charter value on systemic risk and capitalization.
To the best of our knowledge, this paper is the first to establish a bridge between the "competition-stability" and the "information sharing-stability" literature by specifically analyzing its implications on bank systemic risk and capitalization. As further contributions, unlike Anginer et al. (2014) that use the correlation of bank distance-to-default to measure systemic risk, we focus on the correlation of bank idiosyncratic risk and stock returns to proxy systemic risk following previous studies (e.g. De Kwast, 2002, Patro et al., 2013) . In order to assess credit information sharing, we consider the role of credit reporting systems (e.g. Pagano and Jappelli, 1993; Jappelli and Pagano, 2002; Houston et al.; 2010; Tsai et al., 2011; Beck et al., 2013) . However, instead of merely considering a depth of credit information index as in Beck et al. (2013) , we also consider the quality of private credit bureaus and public credit registries, A sample of publicly traded commercial banks in the Asia-Pacific region is retrieved to tackle the issues raised in this paper. We select the Asia-Pacific region for several reasons.
First, the banking sector remains a major source of external financing for private sector in the Asia-Pacific region (Adams, 2008; Moshirian, 2009; Agusman et al., 2008; Soedarmono et al., 2013) . Hence, overcoming bank systemic risk is critical to ensure that financial intermediation works properly to spur economic growth without exacerbating financial instability. Second, the Asian banking industry has experienced substantial changes in the aftermath of the 1997 crisis due to bank consolidation and a rapid growth of foreign direct investments in banking (e.g. Moshirian, 2009; Santoso, 2009) . Consequently, assessing the issue of bank competition due to a growing consolidation in banking is particularly relevant for the Asia-Pacific region.
Among the existing studies on bank competition and stability in the Asian context examine how bank competition and concentration affect bank default risk from 14 countries in the Asia-Pacific region. Liu et al. (2012) also examine the link between competition and risk taking in Southeast Asian banks, while Soedarmono et al. (2013) investigate the impact of competition on capital ratios and risk-taking behavior in Asian banks by taking into account the effect of financial crisis and "too-big-to-fail" issues. Some studies also incorporate Asian banks as part of their sample, but the issue of bank systemic risk remains unexplored in the Asian context (e.g. Boyd et al., 2006; Berger et al., 2009; Behr et al., 2010; Schaeck et al., 2009; Ariss, 2010; Schaeck and Cihák, 2012) .
To this end, the remainder of this paper is organized as follows. Section 2 describes our data, variables and methodology. Section 3 discusses our empirical findings, while
Section 4 provides some robustness checks and Section 5 concludes the paper.
Data, variables and methodology

Data description
Our dataset comes from various sources. We focus on publicly traded commercial banks and thus retrieve Asia-Pacific banks' balance-sheet and income statement data over the 1998-2012 period from BankScope Fitch IBCA. Hence, our bank sample consists of 173 publicly traded banks from China (17), Japan (78) is not available, we use the data in 2002 for the earlier time period (1998) (1999) (2000) (2001) . Moreover, we also consider country-specific factors likely to influence bank systemic risk. These include stock market volatility (MVOL) and stock market capitalization (MCAP) retrieved from the Global Financial Development database provided by the World Bank.
Dependent variables
This paper considers two dependent variables comprising bank systemic risk and capitalization. Our focus here is to assess whether the impact of bank charter value on systemic risk can be partly explained by the extent to which bank capital ratios are affected by bank charter value.
To measure bank systemic risk, we consider two proxies consisting of the correlation of bank idiosyncratic risk (SRISK), and the correlation of bank stock returns (RCORR).
Moreover, in order to assess bank capitalization, we consider two measures of bank capital ratios commonly used in prior literature on bank capitalization (e.g. Soedarmono et al., 2013; Berger et al., 2009; Schaeck et al., 2012) . Specifically, we use the ratio of total equity to total assets (EQTA) and the ratio of total capital to total risk-weighted assets (CAR).
With regards to the correlation of bank idiosyncratic risk (SRISK), we proceed in three stages. In the first stage, we construct a single-index market model as follows:
R i,t is the stock return of bank i at week t, while R M,t is the weekly stock market return. We calculate the bank stock return and the market return as follows:
From Equation (2), p and m stand for the bank stock price and the market index, respectively.
In the second stage, we estimate Eq. (1) using OLS (ordinary least squares) regression on the basis of a 52-period rolling window. Hence, we consider the standard market model as in Eq.
(1) for each bank i at week t computed from t -51 up to t. In the third stage, we retrieve the residual of Eq. (1) In Eq. (3), we set k equal to 51. According to Engle (2002) , Equation (3) denotes the exponential smoother which is also the simplest specification for the correlation matrix. As documented by Engle (2002) , RiskMetrics also uses the exponential smoother with declining weights based on a parameter λ. In a moving average correlation, this parameter is necessary to represent that current data has no fixed termination point in the past until it becomes uninformative (Engle, 2002) . We follow RiskMetrics and Engle (2002) Because our study analyzes the impact of bank charter value on systemic risk based on annual balance-sheet and income statement data, we therefore annualize  to obtain the degree of bank systemic risk that varies from one year to another (SRISK). Hence, SRISK is considered as a measure of annual bank systemic risk. Higher SRISK reflects that banks have greater exposure to contagion risk due to other banks' default risk within each country.
Alternatively, we also incorporate another measure of systemic risk based on bank stock returns following De Nicolo and Kwast (2002) . We thus construct an exponentially weighted moving average correlation using Eq. (3), but we use bank stock return data instead of the residuals of the standard market model. We denote this specification using RCORR, where its interpretation is similar to SRISK.
Explanatory variables of interest
As explanatory variables of interest, we have a measure of bank charter value and several proxies of credit information sharing activities. In order to measure bank charter value that reflects bank market power, we follow Keeley (1990) and Haq and Heaney (2012) using the Tobin's Q ratio which is defined as follows:
MVE denotes the market value of equity, while BVL and TA represent the book value of liabilities and total assets, respectively. Because bank charter value represents the market power of banks, banks operating a less competitive market tend to have a higher charter value (TOBIN).
Concerning credit information sharing that could alleviate asymmetric information issues within each country, we consider variables representing the quality of the credit reporting system. These include the depth of credit information index (CRINDEX), private credit bureau coverage (PRIVBUR) and the public credit registry coverage (PUBREG).
CRINDEX ranges from 0 to 6 and measures the degree of credit information available for each country. A higher CRINDEX means higher information sharing, because more credit information from credit bureaus is available to support bank lending decisions. In the meantime, PRIVBUR and PUBREG describe the proportion of individuals and firms listed by private credit bureaus and public credit registries, respectively. Information covered by these credit registries includes repayment history, unpaid debts and credit outstanding. Higher PRIVBUR and PUBREG are both associated with better information sharing.
Control variables
Moreover, we introduce a set of control variables that are bank specific and country specific. For bank-specific control variables, we consider the ratio of liquid assets to deposits and short-term funds (LIQUID), the cost-to-income ratio (CTI), the ratio of total loans to total assets (LTA), and the logarithm of bank total assets (SIZE). For country-specific variables, we incorporate the growth rate of real gross domestic product (GROWTH), the stock market volatility index (MVOL), and the ratio of stock market capitalization to GDP (MCAP).
Methodology
We proceed with the analysis in three stages. First, we estimate the degree of bank systemic risk obtained from Eq. (1) In terms of the econometric specification, previous studies on bank performance suggest that the current bank performance is affected by its past values because of managerial reasons (Naceur and Kandil, 2009; Naceur and Omran, 2011; Soedarmono and Tarazi, 2013) .
Arguably, bank systemic risk and capitalization as the dependent variables are also affected by their past values. Hence, the use of a dynamic panel data model that incorporates the past values of the dependent variables (i.e. bank systemic risk or capitalization) as independent variables is particularly relevant. Using a dynamic panel data methodology is also essential to control for possible endogeneity issues documented in the literature on the nexus between bank competition and financial stability (Gonzales, 2005; Schaeck & Cihák, 2007; Uhde and Heimeshoff, 2009; Soedarmono et al., 2011) .
In estimating the dynamic panel data model, we follow Arellano and Bover (1995) and Blundell and Bond (1998) . In this regard, we use the two-step generalized methods of moments (GMM) estimator or the System GMM. The System GMM is the extension of the Standard GMM by Arellano and Bond (1991) , where the level equation is combined with the first-difference equation to create more efficient outputs than the Standard GMM (Baltagi, 2005) . By utilizing the System GMM, this study therefore controls for various sources of endogeneity, for instance dynamic, fixed effects and simultaneity in the variables (Pathan and Faff, 2013) .
In estimating the System GMM, we consider the finite sample correction by Windmeijer (2005) to provide a robust estimated coefficient. Because our models contain an autoregressive variable, we also perform orthogonal deviation transformations of instruments to control for bank-level fixed effects. Nevertheless, for robustness considerations, we also report the empirical results obtained when using the first-difference transformation of instruments. Eventually, the dynamic panel data models are valid when the AR(2) test and
Hansen-J test are both not significant. When the AR(2) test is not rejected, it indicates that no second-order autocorrelation among residuals of first-differenced equation can be found.
Similarly, when the Hansen-J test is not rejected, it means that the identifying restrictions in our models are valid.
Empirical results
In Table 1 , we provide descriptive statistics of our variables after imposing several restrictions to eliminate possible outliers that may affect our empirical results. Specifically, we exclude CAR values that are lower than -1 and higher than 1. We also exclude LTA values that are lower than 0 and higher than 1, because LTA should range between 0 and 1. In addition to that, we also exclude zero values in all variables used in this study. Moreover, Table 2 presents the correlations of all the variables used to analyze the link between bank charter value, credit information sharing and systemic risk. On the whole, the independent variables used in this study are not strongly correlated. Hence, multicollinearity issues should be less of a concern.
[Insert Table 1 and Table 2 here]
In the next stage, we analyze the impact of bank charter value on systemic risk and capitalization as documented in Table 3 . Higher bank charter value (TOBIN) is associated with lower systemic risk regardless of whether we use SRISK or RCORR as a measure of systemic risk. The results also show that banks with higher charter value tend to have higher capital ratios measured by either EQTA or CAR. These findings suggest that greater charter value enables banks to have higher capital ratios as in Berger et al. (2009) . This in turn contributes to alleviate bank systemic risk. Overall, these findings are consistent with the "charter value" hypothesis in which higher bank market power leads to greater financial stability (Fonseca and González, 2010) . Our dynamic panel data models are also valid, because the AR(2) test and the Hansen-J test are not rejected at least at the 5% level.
[Insert Table 3 here] Moreover, Table 4, Table 5, and Table 6 present our estimation results when we augment our model by introducing the interaction terms between bank charter value (TOBIN) and credit information sharing. Credit information sharing is measured by three indicators (CRINDEX, PRIVBUR and PUBREG) . In this regard, we assess whether the role of charter value as a self-disciplining factor of banks in affecting systemic risk and capitalization is dependent on the extent to which the country's credit reporting system is of better quality.
Overall, our empirical results presented in Table 4 , Table 5 and Table 6 are valid, because the AR(2) test and the Hansen-J test remain insignificant at least at the 5 percent level.
In Table 4 , we examine the impact of the depth of credit information index (CRINDEX) on the link between bank charter value (TOBIN), systemic risk (SRISK or RCORR) and capitalization (EQTA or CAR). When bank systemic risk proxies become the dependent variables, we document that the negative values of the coefficients of TOBIN are higher than the positive values of the coefficients of TOBIN x CRINDEX. As such, the selfdisciplining role of bank charter value in reducing systemic risk is more pronounced for countries with a lower depth of credit information index. However, we do not find any significant impact of depth of credit information index on the link between bank charter value and capital ratios.
[Insert Table 4 here] From these findings, bank charter value can substitute the lack of quality of credit reporting systems in mitigating bank systemic risk. Similarly, our results suggest that in countries with better quality of credit reporting system, higher bank charter value can be detrimental to financial stability by increasing bank systemic risk. Such results can be explained by the following reasons. As the depth of credit information index increases, reflecting higher information sharing, bank competition will decrease (Bouckaert and Degryse, 2006) . Lower bank competition indicates that the hold-up problems of banks over the borrower information increase and hence, "good borrowers" may become "bad borrowers". Such good borrowers' moral hazard is aggravated when bank charter value also increases considerably, because higher bank charter value can already increase risk taking in the first place as in the "competition-stability" literature.
In Table 5 , we specifically consider the influence of the degree of credit information coverage held by private credit bureaus (PRIVBUR). We find that the negative impact of charter value on systemic risk is reversed for the countries with higher coverage of credit information held by private credit bureaus (PRIVBUR). The positive coefficients of TOBIN x PRIVBUR outweigh the negative coefficients of TOBIN. Phrased differently, the absolute value of TOBIN x PRIVBUR coefficients are higher than the absolute values of TOBIN coefficients. These results therefore suggest that higher bank charter value is detrimental to systemic stability, particularly for countries with better quality of private credit bureaus.
Meanwhile, bank charter value can also be a self-disciplining factor of bank risk taking that alleviates systemic risk, but only when the values taken by PRIVBUR are quite low.
[Insert Table 5 here]
In contrast, our empirical results in Table 6 show that the degree of credit information coverage held by public registry bureaus (PUBREG) does not significantly affect the link between bank charter value (TOBIN) and systematic risk (SRISK or RCOR).
[Insert Table 6 here]
Robustness checks
In order to further ensure that our results are robust, we also perform several robustness checks 4 . First, we modify Eq. (1) to Eq. (8) by including two control variables reflecting shareholder protection, which is measured by the ease of shareholder suit index (SHLAW) and investor protection index (INVPRO). This regression is also performed using the two-step GMM estimator following Arellano and Bover (1995) with both orthogonal deviation and first-difference transformation of instruments. Our results regarding the impact of TOBIN on bank systemic risk and capitalization as discussed previously are not altered.
The model also passes the AR(2) test and the Hansen-J test. Moreover, we also check for the interaction terms between bank charter value (TOBIN) and credit information sharing variables (CRINDEX, PRIVBUR and PUBREG), and find that our overall findings remain the same.
The second robustness test is conducted by taking into account the differences in general macroeconomic environments of countries in the Asia-Pacific region. To consider this dimension, we thus incorporate country-specific dummy variables as independent variables in all models. Again, our main empirical findings are not altered.
Conclusion
Using a sample of publicly-traded commercial banks in the Asia-Pacific region over the 1998-2012 period, our empirical findings indicate that higher charter value is associated with lower systemic risk and higher capitalization in banking. In this regard, higher bank charter value enables bank to enhance capitalization, which plays an important role in reducing bank systemic risk. Nevertheless, our findings further indicate that in countries with better credit information sharing, especially if private credit bureaus are of better quality, bank charter value no longer can be a self-disciplining factor that alleviates systemic risk. In other words, the impact of bank charter value in reducing systemic risk is more pronounced in the environments with lower credit information sharing and lower quality of private credit bureaus.
Our findings therefore provide several policy implications. While better credit information sharing and the establishment of private credit bureaus might play an essential role in disciplining bank borrowers and mitigating bank riskiness, the role of bank market power should also be taken into close considerations, because higher market power is detrimental to systemic stability when credit information sharing is of better quality. Hence, improving the quality of credit information sharing should therefore be accompanied by reforms to enhance bank competition with the ultimate goals of reducing bank systemic risk. 
