Abstract-With the proliferation of multimedia data, there is an increasing need to support the indexing and retrieval of high-dimensional image data. In this paper, we propose a new dynamic index structure called the GC-tree (or the grid cell tree) for efficient similarity search in image databases. The GC-tree is based on a special subspace partitioning strategy which is optimized for a clustered high-dimensional image dataset. The basic ideas are threefold: 1) we adaptively partition the data space based on a density function that identifies dense and sparse regions in a data space; 2) we concentrate the partition on the dense regions, and the objects in the sparse regions of a certain partition level are treated as if they lie within a single region; and 3) we dynamically construct an index structure that corresponds to the space partition hierarchy. The resultant index structure adapts well to the strongly clustered distribution of high-dimensional image datasets. To demonstrate the practical effectiveness of the GC-tree, we experimentally compared the GC-tree with the IQ-tree, the LPC-file, the VA-file, and the linear scan. The result of our experiments shows that the GC-tree outperforms all other methods.
I. INTRODUCTION

S
IMILARITY search in high-dimensional image databases is an interesting and important, but difficult problem. The most typical type of similarity search is the -nearest neighbor ( -NN) search. The traditional -NN problem is defined as follows. Consider a database DB consisting of points from , where . Each usually consists of either integers or floats. A -NN query consists of a point and a positive integer . The -NN search finds the nearest neighbors of with respect to a distance function . The output set consists of points from the database such that and The actual problem in image database applications is how to process such queries so that the nearest objects can be returned within the desired response time. Therefore, our focus is the Publisher Item Identifier S 1520-9210(02)04857-5.
development of an indexing method to accelerate the speed of the -NN search. For applications where the vectors have low or medium dimensionalities (e.g., less than 10), the state-of-the-art tree-based indexing techniques such as the R*-tree [2] , the X-tree [5] , the HG-tree [7] , and the SR-tree [14] can be usefully employed to solve the -NN problem. So far, however, there is no effective solution to this problem for the applications in which the vectors have high dimensionalities, say over 100. Therefore, the main issue is to overcome the curse of dimensionality [20] -a phenomenon that the performance of indexing methods degrades drastically as the dimensionality increases.
A. Motivation
Recently, we developed a new vector approximation-based indexing method called the local polar coordinate (LPC)-file [6] for the -NN search. The LPC-file significantly improved the search performance for large collections of high-dimensional vectors compared with the linear scan and the VA-file [23] . The linear scan is often used as the yardstick for comparing with other indexing methods since most tree-structured indexing methods could not defeat it in high-dimensional data spaces. The VA-file was the first vector approximation-based indexing method to overcome the dimensionality curse. Although the LPC-file provided significant improvements compared with previous techniques, it suffers the performance degradation if the dataset is highly clustered because it employs a simple space partitioning strategy and the uniform bit allocation strategy for representing the partitioned region.
In the current vector approximation approach including the VA-file and the LPC-file, there is an implicit assumption that it is very unlikely that several points lie in the same cell. Actually, the vector approximation approach benefits from the sparseness of the high-dimensional data space as opposed to the partitioning or clustering-based approach (i.e., the traditional indexing methods) when several data points are assumed not to fall into the same cell. However, if the data points are highly clustered as in image datasets, the probability that a certain cell includes several points increases, and therefore those vectors may use the same approximation. This means that the discriminatory power of the approximation decreases and thus less elimination of candidates is performed in each phase of the -NN search, and ultimately more disk accesses are required during the search.
Figs. 1 and 2 show the vector selectivity comparison between random and real image datasets during the first filtering and the second refinement phases of the -NN search in the vector approximation approach, respectively. The vector selectivity is de- fined as the ratio of the number of vectors visited to the total number of vectors in a dataset. The vector selectivity is a good performance estimator because the performance of the -NN search depends largely on the number of disk blocks visited and it is affected by the vector selectivity. The selectivity of the first search phase of the vector approximation approach means the ratio of candidates not eliminated after the first filtering phase to the total number of vectors. The selectivity of the second phase is the ratio of real vectors visited during the second phase to the total number of vectors. In Fig. 1 , the -axis represents the datasets and query types used in our experiment and the -axis represents the percentage of remaining vectors after the first filtering phase (i.e., the vector selectivity of the first phase). The cluster query means that the query vector is selected from vectors in the real image dataset itself, and the random query means that the query vector is selected randomly. In the experiment for the vector selectivity comparison, we used 256-dimensional image and random datasets. For the random dataset, 1000 random 10-NN queries were posed, and for the real image dataset, 1000 random 10-NN queries and 1000 cluster 10-NN queries were posed, and their results were averaged. In the case of the LPC-file in Fig. 1(a) , the experimental result shows that, after the first phase filtering, the number of remaining vectors for a real image dataset is 2.66 to 4.68 times more than that for a random dataset. Similarly, in the case of the VA-file in Fig. 1(b) , after the first phase filtering, the number of remaining vectors for a real image dataset is 2.34 to 16.57 times more than that for a random dataset. These mean that, compared with the random dataset, for the clustered dataset, the filtering power of the current vector approximation approach decreases drastically.
For the second refinement phase, in the case of the LPC-file as shown in Fig. 2 , the number of real vectors visited for a real image dataset is 2.43 to 6.49 times more than that for a random dataset. In the VA-file, the number of real vectors visited for a real image dataset is 2.02 to 76.67 times more than that for a random dataset. These mean that the I/O cost occurred during the -NN search for the clustered dataset is much higher than that for the random dataset.
This performance degeneration for the clustered dataset is a common problem of the current vector approximation approach. The reason for the performance degeneration is because bits are uniformly allocated to each partitioned cell while the data distribution is not uniform depending on the cells and the density of each cell varies greatly. The way to overcome this problem is to adaptively assign bits to each cell according to the data statistics of the cell. This is one of the design objectives of the GC-tree.
Another problem of all vector approximation techniques is that they have to sequentially read the whole approximation file. To overcome this limitation of the vector approximation approach and to take advantage of the multidimensional index structure, we combine their advantages. In order to achieve this goal, we partition the data space based on the density of subspaces and construct an index structure that reflects the partition hierarchy of the data space. Compared with the vector approximation techniques, it can considerably reduce the number of disk accesses during the search since it narrows the search space based on the index instead of scanning the whole approximation file.
B. Testbed, Assumptions, and Notations
The testbed for our exploration to the -NN problem is IBM's query by image content (QBIC) system [9] , [20] . We focus on the specific problem of retrieving images via a 256-dimensional color histogram, using a QBIC's special-purpose color-similarity measure. In this paper, we assume that the domain space is the -dimensional Euclidean space where the dissimilarity is measured by the Euclidean distance weighted by the matrix , where is a symmetric color similarity matrix [20] . In addition, users are assumed to pose a -NN query using a sample image stored in the database. Table I gives the summary of symbols and their definitions used in the paper.
C. Contribution of the Paper
We present a dynamic index structure, the GC-tree, that combines the capability of the vector approximation technique that accesses only a small fraction of real vectors with the advantage of the multidimensional index structure that prunes most of the search space and constructs the index dynamically. The GC-tree partitions the data space based on the analysis of the data distribution and identifies subspaces with high density. It focuses the partitioning on those dense subspaces and dynamically constructs an index that reflects the partition hierarchy. We provide algorithms for -NN search as well as for the index construction. An empirical evaluation shows that the GC-tree significantly improves the performance of the vector approximation techniques for the real image database.
The organization of the paper is as follows. We begin by discussing the related work presented in the literature in Section II. Sections III and IV are the heart of the paper where we present the GC-tree and its algorithms. We present a performance evaluation in Section V, and conclude with summary and future work in Section VI.
II. RELATED WORK
In the recent literature, a variety of indexing methods suitable for high-dimensional data spaces have been proposed. Most of the work was motivated by the limitation of the state-of-the-art tree-structured indexing methods. We classify them into six categories:
1) dimensionality reduction (DR) approach [8] , [13] , [17] ; 2) approximate nearest neighbor (ANN) approach [1] , [12] , [15] ; 3) multiple space-filling curves approach [18] , [22] ; 4) vector approximation (VA) approach [6] , [23] ; 5) hybrid approach [3] ; 6) nearest neighbor (NN) cell approach [4] . The DR approach first condenses most of information in a dataset to a few dimensions by applying the singular value decomposition (SVD), the discrete cosine transform (DCT), or the discrete wavelet transform (DWT). The data in the few condensed dimensions are then indexed using a multidimensional index structure. While the DR approach provides a solution to the dimensionality curse, it has several drawbacks [6] : 1) loss of precision of the query result; 2) static method; and 3) dimensionality is still high even after reduction. However, the DR approach is one of the solutions to improve the search performance in high-dimensional space if the loss of information is acceptable within a certain range.
The idea behind the ANN approach is to retrieve ANNs faster within a given error bound instead of retrieving exact NNs. Given a query point and a distance error , a point is a ( )-ANN of such that for any other database point , . The multiple space-filling curves approach orders the -dimensional space in many ways, with a set of space-filling curves such as Hilbert curves, each constituting a mapping from . This mapping gives a linear ordering of all points in the data set. Therefore, when a query point is mapped to the space-filling curve, one can perform a range search for nearby points along the curve to find near neighbors in the data space. However, due to the nature of the mapping, some near neighbors of the query point may be mapped far apart along a single curve. To make sure that these points are not overlooked, multiple space-filling curves are used, based on different mappings from . Although this approach improves the performance of the -NN search, it is possible that some near-neighbors may be omitted during the search. To improve the chances of finding all NNs, more space-filling curves have to be used or a larger neighborhood on each curve has to be scanned. However, they diminish the benefits of the approximate approach since both of these methods increase the size of the candidate set.
The VA approach tries to overcome the dimensionality curse by filtering the feature vectors so that only a small fraction of them must be visited during the search. The VA-file [23] and the LPC-file [6] are classified into this category. We discuss the VA approach somewhat in detail because the GC-tree combines this approach with the multidimensional index structure.
The idea of the VA approach starts from the observation that existing multidimensional structures cannot defeat the linear scan in high dimensions. Therefore the VA approach constructs the approximation file for the original data, and during the search, it sequentially reads the relatively smaller approximation file instead of the data file and tries to filter the original vectors so that only a small fraction of them must be read.
The VA-file divides the data space into 2 rectangular cells, allocates a unique bit-string of length to each cell, and approximates the data points that fall into a cell by that bit-string. The VA-file itself is simply an array of these bit-string approximations of data points. The performance of the VA approach heavily depends on the quality of the approximation since the filtering is performed based on the approximation.
The LPC-file aims at improving the filtering power of the vector approximation with a minimum amount of additional information. It enhances the filtering power of the approximation by adding polar coordinate information of the vector to the approximation. The LPC-file partitions the vector space into hyper-rectangular cells and approximates vectors using the polar coordinates on the partitioned local cells.
In the LPC-file, the approximation for a vector is generated as follows. The first step is to assign the same number of bits to each dimension and to divide the whole data space into 2 cells. Thus the lengths of sides of a cell are the same. The cell is simply represented by the concatenation of the bit patterns for each dimension in turn. Fig. 3(a) shows an example in a two-dimensional (2-D) space: the cell is represented by the sequence of bits (01, 10) where and .
The second step is to represent the vector using the polar coordinates ( ) within the cell in which lies. As illustrated in Fig. 3(a) , the local origin of each cell is determined as the lower left corner of the cell. The distance of the polar coordinate is computed by the distance between the local origin and the vector . The angle is computed by the angle between the vector and the diagonal from the local origin to the opposite corner. As a result of this approximation, the vector is represented by the triplet , where , , and denote, respectively, the approximation cell, the distance, and the angle of based on the local origin .
One of the drawbacks of the VA techniques is that they have to read the whole approximation file for filtering. This is inevitable for the VA approach to filter the real data. Thus, the performance of the VA approach largely depends on the size of the approximation file and the filtering capability of the approximation. One of the motivations of the design of the GC-tree is to reduce the amount of approximations that have to be read during the search by employing the index structure as well as to maintain the index structure dynamically.
The design objective of the IQ-tree [3] is similar to that of the GC-tree in the sense that it employs the hybrid approach that combines the VA approach and the tree-based indexing. The IQ-tree has a three-level structure: The first level is a flat directory consisting of minimum bounding rectangles, the second level contains the approximations and the third level contains real points. Although the design objective of the IQ-tree is similar to that of the GC-tree, its approach is very different from that of the GC-tree. While the GC-tree partitions a space into 2 cells at a time to identify clusters and outliers based on the local density of subspaces, the IQ-tree bisects a -dimensional space using a ( )-dimensional hyper-plane. In addition, while the GC-tree maintains the hierarchical directory corresponding to the partition hierarchy, the IQ-tree uses a flat directory.
The NN-cell approach [4] precomputes the result of any -NN search which corresponds to a computation of the Voronoi cell of each data point, and stores the Voronoi cells in an index tree. Then the -NN search corresponds to a point query on the index tree.
III. THE GC-TREE
The research challenge which has led to the design of the GC-tree is to combine the capability of the vector approximation approach that accesses only a small fraction of real vectors with the advantage of the multidimensional index structure that prunes most of the search space and constructs the index dynamically. In order to achieve this goal, we partition the data space based on the analysis of the dataset and construct the hierarchical index that reflects the space partition hierarchy.
A. Density-Based Space Partitioning
The GC-tree employs a density-based approach to partition the data space and to determine the number of bits to represent a cell vector for a partition. To approximate the density of the data points, the GC-tree partitions the data space into nonoverlapping hyper-square cells and finds the points that lie inside each cell of the partition. This is accomplished by partitioning every dimension into the same number of equal length intervals at a time. This means that every cell generated from the partition of a space has the same volume, and therefore the number of points inside a cell can be used to approximate the density of the cell.
In a static database, the density of a cell can be defined as the fraction of data points in the cell to the total data points. However, for a dynamic database environment, and especially, in the case of constructing a database from scratch, it is difficult to estimate the density threshold that identifies the dense and sparse cells because the density is relatively determined with respect to the total data points. Therefore, in the GC-tree, we define the density of a cell to be the proportion of data points in the cell to disk page capacity when we divide a space into 2 cells by binary partitioning. A (sub)space in the data space corresponds to a node in the GC-tree and is physically mapped to a single disk page. There is a number that identifies the maximum number of objects that can be accommodated in a disk page. That is, represents the page capacity or the fanout of a page. When the number of objects inserted into a page exceeds , the page is generally split into two. We call a cell dense if the density of is greater than or equal to a certain density threshold . Otherwise, it is called sparse. We call a dense cell a cluster and call the points that lie inside sparse cells outliers. If we determine the density threshold to be larger than a half of the page capacity, at most one cluster can be generated when we partition a space due to the insertion of an object.
The basic idea of the density-based partitioning is: 1) to identify clusters and outliers when we partition a space; 2) to focus the partitioning on the subspaces of the clusters found because the subspaces covered by the outliers are unlikely to be pruned in the search; and 3) to deal together with all outliers found in the partitioning of a certain space.
It is difficult to bind the outliers within a small region since they are widely spread over the whole subspace. Thus it is very difficult to prune the outliers collectively during the search because the largeis likely to intersect the large bounding region in which the outliers lie. Therefore, we collect in a single node of the GC-tree all outliers generated from a single subspace partition, and concentrate the partitioning on the clusters to reduce the possibility that clusters are intersected by the search sphere -
. If the number of outliers generated from the partition exceeds the page capacity, the GC-tree allocates more pages for the outliers and simply links them. It makes multiple pages a single virtual page. This is based on the observation that the volume covered by the outliers is so large that it may not be pruned in the search.
It is well known that for low-dimensional indexes, it is beneficial to partition the data space as balanced as possible. However, in high-dimensional spaces, the balanced partitioning results in large bounding rectangles for the partitions. When we apply balanced partitioning on a uniformly distributed dataset, the data space cannot be split in each dimension. For example, in a 256-dimensoinal data space, a split in each dimension results in a 2 partitions (or disk pages). Therefore, the data space is usually split once in a number of dimensions. In the remaining ( ) dimensions it has not been split and the bounding rectangles include almost the whole data space in these dimensions. Even for the nonuniformly distributed (e.g., clustered) dataset, the bounding rectangles are likely to be large because they still try to accommodate outliers and the outliers usually lie far apart. On the contrary, the GC-tree excludes the outliers in forming the bounding regions to reduce the size of the bounding regions. Fig. 4 depicts the partitions resulted from the density-based partitioning of the GC-tree and the traditional balanced partitioning in a 2-D example. In the GC-tree, a subspace is partitioned into 2 cells at a time by splitting each dimension of the subspace in its center. In high dimensions, in fact, the vast majority of cells of the partitioned 2 cells must be empty since 2 is much larger than the number of objects in a database when is large, say over 100. Thus the outliers are far apart one another and the size of the cell that includes clustered objects is relatively small. We say that the entire data space is in the partition level 0, the cells partitioned from it is in the partition level 1, and so on. In Fig. 4 , we assume that the page capacity is 4, and if a cell contains at least three points we call it the cluster, otherwise the points are called the outliers. Fig. 4(a) shows the partitions resulted from three times of partitioning in the GC-tree. We have fifteen points. After the first partitioning of the entire space, the points 1, 2, 3, 4, 5, and 6 are identified as outliers and other points are included in a cluster. Thus we store the six points in a single virtual page and we partition again the cluster since the number of points in the cluster exceeds the page capacity. In the second partitioning, points 7, 8, and 9 are identified as outliers, and the points 10, 11, and 12 are identified as outliers in the third partition. In all, we have one cluster page in level 3, three outlier pages in partition levels 2, 1, and 0. Fig. 4(b) shows the result from the traditional partitioning. The query point is denoted by " " and the query sphereto find five N\!Ns is depicted by the circle around " ." As depicted, the large search spheremay intersect most of the partitions if we partition the space in a balanced way since the size of the bounding rectangles are large in high dimensions. However, in the density-based partitioning of the GC-tree, not only the small bounding region of a cluster may avoid being intersected bybut also large number of outliers on the same partition level can be read by a single read of virtual disk page. These are the key performance improvement achieved by the GC-tree. The physical adjancy of the pages chained to form a large virtual page on the disk is implementation dependent and is not discussed in this paper. When going to higher dimensions, the size of bounding rectangles for the traditional partitioning method grows far larger because the possibility to split the data space in each dimension is reduced. On the other hand, for the density-based partitioning, the relative size of bounding rectangles to the whole data space is reduced because we split the space as many as the number of dimensions at a time.
In a dynamic environment, the GC-tree partitions the subspace corresponding to a cluster or a sparse cell at the center of every dimension when the corresponding disk page overflows due to a subsequent insertion. Fig. 5 shows how a 2-D data space is partitioned and thus the corresponding GC-tree grows upon repeated insertion. Initially, there is a single space or cell, which is the whole data space. Conceptually, a number of points are inserted into this cell and there exists a disk page corresponding to this cell. In Fig. 5(a) , the data space has already been divided into four cells. Let us assume that the density threshold is 3/4, that is, the leaf node fanout is four, a cluster has to contain at least three points and the points lying in the cell that has less than three points are treated as outliers. Fig. 5(a) is the initial state where the database contains four points in the entire data space. There are one root node and one leaf node. The leaf node contains the LPC approximations for four points (outliers) that lie inside the sparse cells. The cell vector of the root node denotes the whole data space. The symbol "-" denotes the entire domain for a dimension in a given cell. Another point is added and a cluster is generated in Fig. 5(b) . In Fig. 5(b) , a new node B denotes a cluster whose cell vector is (0, 0) and outliers are redistributed in the node A. More points are added and we partition the overflowing space into 2 cells and make a new cluster C. New cluster node C is made into a lower level node for the partitioning node. In this example, we assumed that the fanout of the nonleaf node is 2. Fig. 5(c) shows the state of the GC-tree after the partitioning of the space of cell B. 
B. Index Structure
The GC-tree is a dynamic index organization that consists of two components: a directory and data nodes. A directory is composed of nonleaf and leaf nodes. We use the term directory node to represent the nonleaf node or the leaf node. The directory nodes are employed for indexing and the data node is used for storing real objects. Each node corresponds to a region (cell) in the data space and is mapped to a disk page. In the GC-tree, there are two types of region corresponding to clusters and outlier regions. The region corresponding to the cluster is a hyper-rectangle with the sides of equal length. The outlier region is the remaining region after removing the regions for clusters from the original region. However, the cell vector for the outlier region is represented by that of the original region. We use the terms cluster node and the outlier node for the node corresponding to the cluster and for the node for outliers, respectively.
The entry of the leaf node consists of the LPC approximation of the real object and the pointer to the data node in which the real object is stored. The entry in the nonleaf node contains the cell vector corresponding to the region covered by the lower level node and the pointer to the lower level node. Figs. 6 and 7 show the nonleaf and leaf node structures of the GC-tree. LPC in the leaf node structure represents the LPCs of an object .
Example 1: To illustrate the correspondence between the space partition hierarchy and the index tree hierarchy of the GC-tree, consider a 2-D GC-tree with a four-level index in Figs. 8 and 9 . In Fig. 8 , the 2-D data space has already been partitioned into 4 4 cells by using 2 bits per dimension. The density threshold is assumed to be , where is the leaf node fanout. Root directory node has three entries. The second directory entry with the cell vector (00, 11) in Root points to the node C2 in Fig. 9 and represents the cell C2 in Fig. 8 which, in turn, forms a finer partition into a cluster C4 and an outlier region. Cell C4 in Fig. 8 also forms a finer partition into a cluster C5 and an outlier region, and their corresponding nodes exist in the GC-tree in Fig. 9 . Note that data points are approximated by . The LPC information is represented in the leaf node and the cell vector is represented by the index entries of the nonleaf parent of the leaf node. The cell vector in the index entry of the higher node is used as a common prefix of the cell vectors in the lower node. For example, the cell vector (010, 011) of C3 can be obtained by prefixing the cell vector (01, 01) of the higher node index entry to its own cell vector (0, 1). By using this common prefix to represent the lower node cell vector, the GC-tree can increase the fanout of the nonleaf node, and thus reduces the number of disk accesses. Together with the density-based nonuniform partitioning strategy, it is another advantage of the GC-tree for reducing disk I/O cost. 
IV. ALGORITHMS
This section describes the algorithms for building the GC-tree and searching NNs on the GC-tree.
A. Insertion
We limit our discussion to the insertion of a single object to the level of leaf node. Generalizing this algorithm for the case of more than one object and to the level of data node can be done in an obvious manner. In addition, we omit the deletion algorithm since it is very similar to the insertion algorithm unless deletion causes an underflow. In this case, the remaining branches of the node are deleted and reinserted.
We define some parameters that are used as program variables in describing the algorithms. Root specifies the pointer to the root level directory node of the GC-tree. Feature Vector and LPC are the feature vector and the LPCs of the object to be inserted, respectively.
is the cell vector representing the cell and points to the lower level directory node corresponding to the cell or to the data node.
The algorithm Insert in Fig. 10 descends the GC-tree to locate the suitable leaf node for accommodating a new object, possibly causing a split if the leaf is full. Unlike any other dynamic index tree, the GC-tree does not grow in a bottom-up fashion. The overflow of a node is managed by allocating a new node at the same or lower level of , identifying clusters and outliers among entries, distributing entries to the two nodes or only the input object to the newly allocated node , and posting directory entries to the parent node if necessary. The node split algorithms can be found in Figs. 11 and 12 .
When a node overflows due to the insertion of an outlier point or a nonleaf entry posted (promoted) from the outlier node, the GC-tree allocates a new node , inserts the entry to , and simply links to the overflowing node. It makes multiple nodes a single virtual node. This is based on the observation that: 1) the volume covered by the outliers is so large that it may not be pruned in the search, and thus the GC-tree reads all outliers on the same cell at a time; and 2) the number of clusters on a cell is may be large that all nonleaf entries pointing them cannot not be accommodated in a nonleaf node, but the GC-tree needs to read them all at a time because we have to examine all candidates under a node.
If a cluster node overflows due to the insertion of a cluster point (i.e., the input point that generates a cluster after the node partition), the GC-tree allocates a new node , identifies cluster points and outliers, distributes outliers to and cluster points to , and promotes the directory entries for and to the parent node.
B. -NN Search
The -NN search algorithm in Figs. 14 retrieves NNs of a query vector . It consists of two stages as in the VA approach. However, unlike the VA approach that linearly scans the whole approximation file, the GC-tree can use a branch-andbound technique similar to the one designed for the R-tree [21] . The GC-tree utilizes three global structures: two priority queues bl_list and cand_list, and a -element array . The maintains the NNs processed to that point and, at the end of execution, contains the final result. The bl_list contains branches of nonleaf nodes with the minimum and maximum distances to those from the query point. The cand_list maintains a set of candidates, i.e., qualifying objects. The bl_list and the cand_list are implemented with a min heap [11] . Also in the cand_list, the lower bound and the upper bound on the distance of each candidate to the query vector are kept. Since the real distance between the query vector and a point represented by approximation cannot be smaller than the minimum distance between the query vector and the approximation, the real distance is lower-bounded by . Similarly, the real distance is upper-bounded by since it cannot be larger than the maximum distance between the query vector and the approximation. If an approximation is encountered such that its exceeds the -th smallest upper bound found so far, the corresponding vector can be eliminated safely since better candidates already exist.
The routing information used in the nonleaf node and the leaf node of the GC-tree is different: the cell vector and LPC are used for the nonleaf node and the leaf node, respectively. Therefore, the distance bounds and are also different between them. The bounds and for the nonleaf node are determined as follows: where where where is the component of in -th dimension and lies within the cell , is a cell into which the database point falls in dimension , and is the -th mark in a given dimension, i.e., the starting position of the -th partition in the dimension.
For the leaf node, and are computed as follows:
where is the angle between the vector and the diagonal of the cell in which lies and is the angle between the vector and the diagonal of the cell (as illustrated in Fig. 13) . In other words, and are determined when the angle between two vectors and is minimum and maximum, respectively. The minimum angle and the maximum angle between two vectors and are determined by and ( ), respectively In the first search stage, the algorithm k_NN_Search in Fig. 15 examines the top-level branches of the GC-tree, computes and for each branch, and traverses the most promosing branch with the depth first order. At each stage of traversal, the order of search is determined by the increasing order of . Since the pruning criterion of -NN search is dynamic -the search radius is the distancebetween and its current -th NN -the order in which nodes are visited can affect the search performance. If objects are found whose exceeds -, then we can safely eliminate them since better candidates have already been found. At the end of the first stage, the cand_list contains a set of candidates.
In the second stage, as in the VA approach, it refines the candidate set by visiting real vectors themselves in increasing order of . In this stage, not all remaining candidates are visited. Rather, this stage ends when an approximation is encountered whose lower bound exceeds or equals the -th distance -in the answer set, and the final nearest vectors in the answer set are the search result.
The function ReadNodeFromGCtree reads a disk page corresponding to the node number provided by the input argument from the GC-tree. The function GetFromBranchList fetches a branch list element with the smallest entry from the bl_list to the variable bl.
C. Cost Estimation of the Algorithms
Now let us consider the costs for the insertion of an object and for the -NN search in the GC-tree. The parameters for cost analysis are defined as follows: is the total number of nodes in the GC-tree, is the average fanout of the nonleaf node, and the average length of the chain of each node is , that is, nodes are linked in a single virtual node. For the nonleaf node, the larger the number of clusters, the larger the value of , and in this case, the larger is favorable to the system performance because it may increase the opportunity of pruning nodes in the search. For the outlier node among leaf nodes, the larger means that there are lots of outliers, and this has a negative effect on the system performance. For the uniformly distributed dataset, in fact, all leaf nodes are linked in a single virtual node. In other words, the GC-tree degenerates to the LPC-file. The insertion cost consists of the cost to find a leaf node into which to insert the input object and the cost to update the nodes affected by the insertion. The cost to find the leaf node is . The update cost to reflect the insertion is only one disk page write if there is no page overflow. If the page overflow occurs, the space partition to identify clusters and outliers is required and the parent node is also updated. The CPU time to perform the space partition is where is the leaf node fanout and is the maximum partition level. corresponds to the maximum number of bits to represent a subspace cell and is 16 in our implementation. In other words, the GC-tree identifies clusters and outliers by iterating at worst times for each object in the overflowing node. The number of maximum page writes is three (the writes of the overflowed node, the newly allocated node, and the parent node). Therefore, the total cost for a single object insertion is the I/O cost of disk accesses plus the CPU cost of . The -NN search algorithm of the GC-tree is the combination of the branch-and-bound technique developed for the R-trees and the method for the VA approach. The -NN search cost in the GC-tree depends mainly on how many nodes are visited (or pruned) in the first stage of the algorithm and how many real objects are visited in the second stage of the algorithm. The number of nodes of the GC-tree visited during the -NN search can be estimated using the equation given by [16] .
To find NNs the algorithm k_NN_Query repeats, in the first stage, the process of computing the distances to lower nodes from current node and storing the branches to branch list, the candidates to the candidate set, and NNs found so far to the array . Let the total number of nodes in the GC-tree be , the average number of branches in the branch list be , and the average number of candidates in the candidate set be . The size of the array is . Thus the complexity of the first stage of the algorithm is since the time complexity of the insertion and deletion for mean-heap is , where is the number of elements in the min-heap, and the cost to insert an object to is . The cost for the second stage is .
V. PERFORMANCE EVALUATION
To demonstrate the practical effectiveness of the new indexing method, we performed an extensive experimental evaluation of the GC-tree and compared it with the competitors: the IQ-tree, the VA-file, the LPC-file, and the linear scan. Our experiments have been computed under the Microsoft Windows 2000 on Intel Pentium III 800 MHz processor with 256 MB of main memory.
For our experiments, we used 13 724 256-color images of U.S. stamps and photos in IBM QBIC image database. Stamps often come in series (e.g., states, birds, flowers) with common colors and related designs, and the U.S. post office has often used similar colors for many long-running stamps. As a result, this real image dataset shows a highly clustered distribution.
For a number of the experiments we performed, datasets containing far more than 13 724 image vectors were required. To obtain larger databases, the 13 724 256-dimensional data were synthetically scaled up to 100 000 vectors, while retaining the original distribution of the image dataset. To generate a new image vector , we randomly choose a vector from the original dataset and find a cell , which is either dense or sparse, in which lies. We then select two out of the vectors in the cell and average them for each dimension , . The averaged vector is stored as a new vector .
We also performed the experiments on the 256-dimensional random dataset which follows the random distribution and the 256-dimensional skewed dataset which follows the skewed distribution according to Zipf's law [20] . The Zipf distribution is defined as follows, and the value of used is 0.5:
In all experiments, the Euclidean distance metric was used, and the number of nearest neighbors to find was always ten, i.e.,
. The page size used in the experiment was 8 KB. One-thousand 10-NN queries were processed and the results were averaged. The query vector was randomly selected from the scaled-up image dataset. The density threshold used was 8/15. In other words, the fanout of a leaf node is 15 and we regard a partitioned cell as a cluster if it contains at least eight points.
A. Pruning Rate of Directory Nodes
Most tree-structured multidimensional indexing methods fail to prune directory nodes during the -NN search due to the large volume ofand large bounding regions caused by the inherent sparsity of the high-dimensional space. Therefore, the pruning rate of directory nodes during the -NN search can be a good indicator to estimate the performance of the index structure. Fig. 16 shows the result of the experiments for the directory node pruning rate. In the real image dataset, the directory node pruning rate of the GC-tree is more than 60%. From this result the GC-tree can be expected to provide a good search performance in the highly-clustered dataset such as real images. However, the experimental results in the Zipf and randomly distributed datasets shows that the pruning rate is not as good as in the real datasets. For the random dataset, we could not prune any node during the search. In all datasets, the GC-tree outperforms the IQ-tree. The good pruning rate of the GC-tree comes from the tight bounding regions that accommodate only the clustered points. In this experiment, the LPC-file and the VA-file were not included since they read the whole approximation file.
B. Vector Selectivity
In the -NN search algorithm, the vector selectivity for the first stage is the ratio of vector approximations remained without being pruned after the first stage. The real vectors corresponding to the remained approximations have the potential of being accessed in the second stage. The vector selectivity for the second stage is the ratio of vectors accessed during the second stage to the total number of vectors. The vector selectivity is also a good estimator to predict the search performance because it can estimate the number of disk accesses for the real vectors that must be read.
Figs. [17] [18] [19] show the results of the vector selectivity experiments in real image dataset, Zipf dataset, and random dataset, respectively. The vertical axis denotes the vector selectivity in the first and the second stages. As shown, the vector selectivity of the GC-tree is better than those of the IQ-tree, the LPC-file, and the VA-file. This superiority comes from the fact that the GC-tree adaptively partitions the data space to find subspaces with high-density clusters and to assign relatively more bits to them. Therefore, the discriminatory power of the approximation of the GC-tree increases. This means that the GC-tree preserves the advantage of the VA approach that accesses only a small fraction of the real vectors. Although the focus of the GC-tree is to apply the advantage of the hierarchical indexing technique to the VA approach, it also improves the vector selectivity since it adaptively assigns the number of bits to the cell vector (i.e., the vector approximation).
C. Number of Disk Accesses
While the directory node pruning rate and the selectivity experimental results can be used to estimate the search performance, it does not fully reflect the search performance because it lacks the real cost of reading the approximation file or the index file. We computed the total number of disk accesses for the -NN search that include the accesses for real vectors, approximations, and an index (in the case of the GC-tree and the IQ-tree). Fig. 20 shows the total number of disk accesses actually performed to find ten NNs. For the real image dataset, the number of disk accesses performed by the GC-tree is far smaller that those of the IQ-tree, the LPC-file and the VA-file, respectively. The performance improvement of the GC-tree comes from both of the density-based space partitioning and the hierarchical index structure supporting the partitioning strategy. This result shows that the hierarchical index structure can be successfully employed for indexing high-dimensional data by applying elaborate partitioning strategy based on data analysis. For the Zipf and random datasets, the performance of the GC-tree is somewhat better and similar to the vector approximation techniques (LPC-file and the VA-file) because there is not much chance to prune the directory nodes.
D. Elapsed Time Experiments
To demonstrate the practical effectiveness of the GC-tree, we performed a number of timing experiments. Fig. 21 shows the elapsed time of the 10-NN search. The Scan in the horizontal axis is the linear scan that sequentially scans the real vectors themselves, maintaining a ranked list of the NN vectors encountered so far. While the I/O patterns generated by the -NN search algorithm are inherently random, the linear scan can save much disk startup time to begin the read. A well-tuned linear scan algorithm frequently outperforms more sophisticated indexing methods which frequently generate the random disk access, and thus the linear scan can be generally used as the yardstick for performance comparison in high dimensions. Fig. 21 shows that the GC-tree achieves a remarkable speed-up over the IQ-tree, the VA techniques, and the linear scan. Summarizing the results of our all experiments, we make the observation that the GC-tree outperforms the competitors.
VI. CONCLUSION
In this paper, we proposed a new dynamic index structure called the GC-tree for efficient similarity search in high-dimensional image databases. It is based on the density-based space partitioning and the index structure that reflects the partition hierarchy. The performance evaluation demonstrated the effectiveness of our technique by comparing the state-of-the-art VA techniques and the IQ-tree. The design goal of the GC-tree is to combine the advantages of the VA approach and the multidimensional index structure. However, two approaches are not readily combined because they have different design principles and goals. Until now, the multidimensional index structures based on the conventional data partitioning have been defeated by the high dimensionality. However, the GC-tree achieves the performance improvement over both approaches by combining them based on the careful data analysis.
As a future study, we are considering the technique to control the density threshold adaptively based on the data distribution.
