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Abstract - We extend the concept of significant digits by allowing the tnmcation of both the 
rightmost and the leftmost digits of the binary values in the computations whose output is known 
to be bracketted in a certain interval. This enables us to decrease the precision of some customary 
computations in linear algebra. 
1. INTRODUCTION 
In this paper, we generalize the classical concept of significant digits in order to decrease the 
precision of some popular computations in linear algebra. A major objective of a designer of 
numerical algorithms is to ensure that the computed output values be approximated within the 
desired tolerance to the output errors even after the truncation of all the values involved in 
the computation to a certain fixed precision. It is customary to truncate the rightmost (least 
significant) digits of the fractions in the floating point representation of these values, but in the 
present paper, we also truncate all these fractions from the left, thus deleting the digits that are 
usually considered most significant. 
In our case, however, for the special but important class of computations, we can prove that 
these digits shall be eventually cancelled and shall not contribute to the output. By truncat- 
ing them, we further decrease the precision of the computation, which may enable us to avoid 
numerical stability problems. Even if such problems do not arise anyway, we may perform the 
lower precision computations substantially faster than the full precision computations if we either 
use such specialized computers as MASPAR or if on any computer we apply special techniques 
presented in [l, Section 401, and in [2]. 
In the next section, we will formalize the process of truncation of the leftmost and rightmost 
binary fractions (we will call this binary segmentation) and will briefly analyze the error propa- 
gation by proceeding backward from the output values to the previous steps of computations up 
to the input values. (We will call this process baciiward interval analysis; unlike the conventional 
interval analysis [3,4], whose objective is the improvement of the error estimates, we view our 
main objective in decreasing the precision of the computation). 
In Section 3, we will show the application of our approach to decrease the precision of the 
iterative improvement computation for a linear system of equations. 
2. BINARY SEGMENTATION AND ITS PROPAGATION 
(BACKWARD INTERVAL ANALYSIS) 
DEFINITION 2.1. For two integers, g and h, g < h, the set of binary numbers v such that 
Iv] = j2# , 0 5 j < 2h-g , j is integer, 
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denoted as P(g, h) and is said to be ihe precision interval (g, h). If 2, E P(g, h), u 1 0, and 
= i+ v + k 2h for two nonnegative integers i < 29 and k, then v is called the (g, h)-precision cut 
of w, and the operator S(g, h) that transforms w into 2) is called the (g, h)-binary segmentation 
operator, so that 
n = S(s, h)w , 
and we will also set --21= S(g, h)(-w). 
The following simple observations will enable us to extend the binary segmentation from sums, 
differences and products to the operands of summation, subtraction and multiplication. Due to 
some similarity with interval arithmetic, we call such an extension backward interval analysis. 
FACT 2.1. For positive integers k, K = 2k, ii,. . . , iK and for two integers g and h, g < h, we 
have: 
S(g, h) 2 irn = S(g, h) 5 S(g - k, h)i, . 
m=l WI=1 
FACT 2.2. Given four integers g, h, i and j such that g < h, i > 0, j > 0, i -j E p(g, h), let 
d = d(i,j, g, h) = S(g, h + 1)i - S(g, h + l)j . 
Then 
i-j= 4 
if/d1 < 2h 
(- sign d) (2h+2 - IdI), otherwise. 
FACT 2.3. Given six integers a, b, g, h, i and j, a < b, g < h, j E P(a, b), we have: 
S(g, h) (ij) = S(g, h) ((S(g - b, h - a)i)j) . 
3. DECREASE OF THE PRECISION OF COMPUTATIONS FOR ITERATIVE 
IMPROVEMENT 
By using Facts 2.1-2.3, we may bound the precision of some computations where we know the 
range for the output. We will demonstrate this approach in the important case of the algorithm 
for Wilkinson’s iterative improvement of the solution to a linear system of equations, 
Ax=b. 
This well-known algorithm [5-71 starts with some initial values ec and rc = b - Ace (to be 
certain, let ee = 0, rc = b) and successively, for p = 0, 1,. . ., computes the vectors 
rp’p+i = rp - Ae,, 
e,+1 = 2-irp, 
where 2 is a matrix approximating A, such that, say, 
311A-111 IIA - ill I 1 > 
(3.1) 
(3.2) 
for a fixed matrix norm. Then it can be proven that for a fixed constant c, 0 < c < 1, and for 
~~-1 = ET=iej, we have: 
II=---pll I cllx-xp-111 I flllx-xoll , P= 1,2,..., 
so that the sequence {eo, el, . . .) implicitly approximates the solution x = A-lb to the linear 
system Ax = b. 
Now, suppose that the vector ep+i has been computed by means of an iterative algorithm 
applied to a linear system 
Ae = r, (3.3) 
where r = r,+i, e = e,+l . For simplicity, we will assume Jacobi’s iteration: 
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e(0) = ep , e(k + 1) = r - (A - I)e(k) , k = 0, 1, . . . ) (3.4) 
where the matrix A has been scaled so as to have its 
quent analysis can be immediately extended to the cases 
iterations based on splitting A = h4 + N, such that 
diagonal filled with ones. Our subse- 
of Gauss-Seidel’s iteration and of other 
Me(H + 1) = r - Ne(k) , k = O,l, . . , ) 
where M is a diagonal or triangular matrix. (There are, however, more difficulties in extending 
our approach to the classical case where 2 = LU, L and U are two fixed triangular matrices.) 
We will further assume that all the components of the vector e = ep+l of (3.3) are lying in 
some fixed precision interval P(g, h), g < h (such an assumption can be justified, for instance, 
for linear systems solved in multigrid algorithms for PDEs, see [g]), and will apply Facts 2.1-2.3 
in order to extend these bounds to some precision intervals for the components of e(k), e(E + l), 
r and the entries of A - I. 
We first replace e(m) by S(g, h) e(m) in (3.4) f or m = k and m = k + 1 and immediately 
observe that this may only improve the approximation to e by e(m). 
Hereafter, let vj denote the jth component of a vector v and (W)i,j the entry (i,$ of a matrix 
W; assume for simplicity that n is a power of 2, and rewrite (3.4) as follows: 
S(g, h) (e(k + 1) )i = S(g, h) (ri - evi,j) , i= l,...,n (3.5) 
j=l 
where Vi,j = (A-I)i,j S(g,h)(e(k))j, i,j = l,... 9 n. We first assume that Vi,j > 0 for all i,i. 
Now, recursively narrow the precision intervals (by applying Facts 2.1 and 2.2), first for ri and 
cy=i Vij 9 
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then for EyL; Vi,j and Cjn,,,z+l Vi,j, then for Cylt vi,j, ~~~~,4+1 vij t Cj=n/2+1 vi,j, 
Cjn,342+1 vij y and so on, until narrow precision intervals for all Vi,j have been defined; finally, 
extend the latter intervals to define the narrow precision intervals for (A - I)i,j, for every pair 
(i,j) by using Fact 2.3. 
It is easy to verify that the resulting precision intervals have lengths at most h - g + 1 for ri 
for all i, at most h - g + 1 + log, n for Vi,j for all (i,j), and at most 2(h - g) + 1 + log, n for 
(A - I)ii for all i,j. Furthermore, in all these estimates for the precision intervals for Vi,j and 
(A - I)i,j, we may replace log2n by log, (ni(A - I)) where ni(A - I) denotes the number of 
nonzero entries in the ith row of A - I. Thus we arrive at lower precision computation where the 
matrices A and A - I are sparse. 
We also note that one of the two operands (multiplicands) of each multiplication is a compo- 
nent of e(k) represented with at most h - g binary digits. 
Next consider the case where each Vi,j can be negative, positive or 0 (relaxing our pre- 
vious restriction). Then we just need to apply Fact 2.2 and to reduce the required evalua- 
tion Of S(g, h) CT=, Vij (where VQ denotes ri) to the evaluation of S(g,h + 1) (Cj)+Vi,j and 
S(g, h + 1 ) (Cj)-Vij where (Cj)+Vi,j denotes the sum in j (for all j from 0 to n) of all the 
positive values Vi,j and (Cj)-vi,j denotes the sum of all the negative values Vi,j. The evalua- 
tion of each of these two sums [restricted to the precision interval (g, h + l)] is then performed 
according to the above scenario; the estimated precision need not be increased by more than 1. 
Applying similar approach to the evaluation of 
[see (3.1)], where we initially have precision intervals of length at most h - g for the components 
of ep and consequently (d ue to the above analysis) of lengths at most h - g + 2 for rp+l (without 
assuming nonnegativity of Vij), we extend the above analysis and its resulting estimates, up to 
within one digit of the precision; in particular, we arrive at the precision intervals of lengths at 
most 2(h - g) + 3 + log2 (ni(A)) for the entries of the.ith row of A, and again, one of the two 
multiplicands of each multiplication is a component of ep, defined with the (h - g)-bit precision. 
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