This article provides an extension to recent work on the development of a space-efficient summary for bivariate empirical copula approximations in a streaming data regime. The extension proposed here considers the case when one would like to accurately approximate the bivariate empirical copula in the tails of each marginal distribution; therefore modelling the tail dependence between the two variables observed in the data stream. Copulas evaluated at these marginal tails can be used to estimate the tail dependence coefficient. The modifications to the bivariate copula approximation, presented in this paper, allow the error of an approximation to the tail dependence coefficient to remain invariant of the length of the data stream. Theoretical and numerical evidence is provided within this article to support this.
Introduction
Streaming data is used in a wide array of contemporary research fields, propagated by the Internet of Things (IoT) and continuous sensor observation. The data is acquired continuously and usually at a fast pace. Typically one can't store all of the data ever streamed due to memory constraints and it is infeasible to repeat statistical analyzes on the entire stream as it grows indefinitely over time. To deal with this problematic situation, estimation methods for many different statistical analyzes on such data streams have been proposed (Gama, 2010; Aggarwal and Philip, 2007) . Some of these techniques use statistical summaries, where only a succinct number of carefully selected elements that have entered into the data stream are stored. One of the most popular analyzes that the literature has focused on is quantile estimation for a univariate variable observed in a data stream (including median estimation) (Buragohain and Suri, 2009) . Recently, Gregory (2018) proposed an algorithm to generate an approximation to the bivariate empirical copula function (a popular method of nonparametric dependence modelling) using a succinct statistical summary; this approximation has a guaranteed error bound. This paper builds on the work in Gregory (2018) and considers an important use of copulas: computing tail dependence coefficients between random variables. Tail dependence coefficients between random variables quantify their correlation in the tails of their marginals. For example, two random variables may be weakly correlated in the vast majority of their probability space, however in the tails of this space they may be extremely correlated. This behaviour is often seen in financial analysis (Rodriguez, 
Empirical copulas and the coefficients of tail dependence
A copula is a dependence model between two or more different random variables. For the remainder of this paper, we will focus on the case where one has only two random variables due to the bivariate form of the work presented in Gregory (2018) . This paper did present an example of how the proposed work could be extended to higher dimensions, although the associated evidence was empirical and therefore falls outside the theoretical scope of the current study. More specifically, a bivariate copula function C(u 1 , u 2 ), for u 1 , u 2 ∈ [0, 1], is the joint distribution function between the random variables X 1 and X 2 where both marginals are uniformly distributed. The bivariate copula function is given by,
where F X (1) ,X (2) (x (1) , x (2) ) = P (X (1) ≤ x (1) , X (2) ≤ x (2) ) is the joint cumulative distribution function (CDF) of X (1) and X (2) , and F −1 X (1) (u 1 ) and F −1 X (2) (u 2 ) are the generalized inverse CDFs (quantile functions). They are defined by, inf x (1) ∈R F X (1) (x (1) ) ≥ u 1 and inf
respectively (Charpentier et al., 2007) . In most applications one has access to data x
simulated from X 1 and X 2 respectively. In this case, an empirical copula function is typically found to represent the dependence between the two data-sets in
. The empirical copula (Deheuvels, 1980) converges to the true copula function in (1), within the limit of n → ∞. It is defined by,Ĉ (u 1 , u 2 ) = n 1 nF n1,(2)
where n 1 is the cardinality of the set I ⊂ [1, n], such that x
. Also here,F −1 n,(2) (u 2 ) is the empirical quantile function (Ma et al., 2011) 
, for which we will use the approximation,
Finally,F n1,(2) (x) is the empirical CDF given bŷ
where I(i) is the i'th element of I and 1 is the indicator function. For more information on the statistical explanation behind the approximation in (2) and what the terms within it approximate, turn to Gregory (2018) . One of the by-products of a copula is the computation of the tail dependence coefficients (there is an upper and a lower one). These coefficients allow one to study the dependence in the tails of each of the marginals X 1 and X 2 . For example, X 1 and X 2 may have low correlation over their entire probability space, however they could have very high correlation when both X 1 and X 2 take extreme values. This aspect of dependence is important in many applications, for example in financial analysis where it is crucial to realise if two assets have a high relative probability of both crashing at similar times. The lower tail dependence coefficient between X 1 and X 2 can be computed directly via the copula function,
and so too the upper tail dependence coefficient,
There are many estimators for the tail dependence coefficients, some of which assume a parametric form for the copula C(u 1 , u 2 ). There are also many nonparametric estimators that fall into the scope of this paper considering empirical copulasĈ(u 1 , u 2 ); this paper is not concerned with the positives/drawbacks with any particular estimate. For a detailed account of these estimates, see Frahm et al. (2005) . Using the empirical copulaĈ(u 1 , u 2 ), one estimate of the empirical lower tail dependence coefficient is given by (Caillault and Guegan, 2005) ,λ
and one estimate of the empirical upper tail dependence coefficient is given by,
These are consistent with the tail dependence coefficients in (4) and (5) respectively as n → ∞, since the empirical copula is also consistent (Deheuvels, 1980) . Empirically one cannot take this limit and therefore it suffices to study the following functions,
andλ
For the remainder of this study, we will just concentrate on the lower tail dependence coefficient for brevity, however it should be noted that the following framework and theoretical analysis (see Sec. 5) can be readily extended to the case of the upper tail dependence coefficient. For i = n − 1, n − 2, . . . , 2, 1, the function in (6) describes the path ofλ L as i tends to 1 (Caillault and Guegan, 2005) . It has been proposed to evaluate the function in (6) with the minimum value of i that the function is decreasing for (Caillault and Guegan, 2005) . However for the scope of this paper, which will estimate these functions for an arbitrary fixed value of i, this particular selection is not justified further. This paper will instead concentrate on the estimation of the function in (6) when the empirical copula functionĈ(u 1 , u 2 ) must be constructed over a data stream. The next section will propose an approximation to the tail dependence functions using an approximation to the empirical copula, formed via a succinct summary of the data stream.
3 Streaming data and the copula summary
Streaming data is the scenario in which say, the bivariate data stream
, is added to sequentially over (possibly indefinite) time. In the context of streaming data, it is not possible to store all of the data points in the stream or be able to consistently re-compute the order statistics for the empirical copula function (see previous section). This is typically due to restrictions on runtime and memory/storage. Quantile summaries are a popular way of maintaining an approximation to the empirical quantile function in (3) as an univariate data stream is added to, whilst only storing a succinct number of elements from the stream in space-memory (Greenwald and Khanna, 2001) . On this note, define an -approximate quantile summary Q to be an approximation to the quantile function
. An algorithm to construct such an summary was proposed in Greenwald and Khanna (2001) . The work in Gregory (2018) proposed another summary
, made up of L + 1 -approximate separate quantile summaries. This copula summary maintained an approximatioñ C(u 1 , u 2 ) to the bivariate empirical copula function in (2) over the data stream
. It was shown that an approximation within [Ĉ(u 1 , u 2 ) − 5 ,Ĉ(u 1 , u 2 ) + 5 ] can be achieved. Just like the univariate quantile summaries that it is composed from, the copula summary was space-efficient and stored only a succinct number of elements from the data stream. The extension to this summary, proposed in Sec. 4.1, will allow an approximation to tail dependence coefficients between the random variables X 1 and X 2 to be estimated from the data stream.
Estimating the coefficient of lower tail dependence for data streams
The copula summary presented in Gregory (2018) was not suitable to find such coefficients of tail dependence for one main reason: the error of the approximation was uniform over a grid of evaluation points u 1 and u 2 . Therefore the resolution of the approximation would be as refined on the tails of the two marginals as it would be for the medians of both marginals. This results in an approximation to the tail dependence coefficient (replacingC(i/n, i/n) respectively in (6)) that has error growing linearly with n. One can see this from the following error bound of the lower tail dependence coefficient function for fixed i,
Simply refining the prescribed error would be insufficient; one would need to sequentially refine as the stream gets longer, tending towards 0. The work presented in this paper is inspired by Cormode et al. (2005) , which considered biased quantile estimation and modified -approximate quantile summaries to refine the error sufficiently at the tails, at the expense of error not at the tails. This will, as is apparent from the error analysis later in the paper, guarantee that the error from the approximation of the lower tail dependence coefficient stays fixed as the number of elements in the stream is increased.
Modifications to the copula summary
This section details the specific modifications to the -approximate quantile summary introduced in Sec. 3 (Cormode et al., 2005) , and therefore the copula summary, in order to obtain a suitable approximation to tail dependence coefficients. The proposed algorithm in Cormode et al. (2005) constructed a summary to maintain an approximation, with guaranteed error bounds, to the 'biased' quantiles u k , for k = 1, 2, . . ., and u ∈ [0, 1]. An approximation to the biased quantiles should have error relative to the quantile query, such that the approximation to u k should have an error of ± u k rather than the uniform error of ± from the standard quantile summary. This relative error allows one to refine the quantile approximation within the tails of an univariate distribution, and therefore is suited to the problem considered in this paper. On this note, define a u-approximate quantile summary to be an approximation toF
, which returns the valuex j , where
Recall that the copula summary is composed of L + 1 quantile summaries, 2) . Proved later in the analysis of this method, it will suffice to let the summaries S (1) , S 1 (2) , . . . , S L (2) be modified into a u-approximate summaries in order to obtain a suitable approximation to the lower tail dependence coefficient. To modify them, the manner in which each summary is maintained and queried (through Sec. 4.2, 4.3 and 4.4) is changed from that explained in Gregory (2018) . First, the basic make-up of each quantile summary Q remains the same from the initial summary proposed back in Greenwald and Khanna (2001) . Each summary is made up of tuples,
. The values v i , where
, for k = 1, 2, so far. These values are maintained by the summary as 'cover' for a range of quantiles that one may query. I.e. the value v i will be returned as an approximation to a nearby quantile. The values g i and ∆ i control the range of quantiles that the value v i is returned as an approximation to. They do this by governing the minimum, r min,Q (v i ), and maximum, r max,Q (v i ) rank that the value v i takes in the original data stream. We define g i = r min,Q (v i ) − r min,Q (v i−1 ), and then,
One also knows the length of the data stream at any one time via n = L j=1 g j . In order to guarantee that the u-approximate quantile summary maintains an approximation which satisfies (9) these minimum and maximum ranks must satisfy (Cormode et al., 2005) ,
In the copula summary, each of the subsummaries S . On this note, let a tuple in S (1) be denoted by (v i , g
has the cardinality L i ). The parameters within these summaries are changed carefully over time as new elements are added to the data stream
via the operations defined in the following three sections.
Inserting an element into the copula summary
(2) ) enters the data stream, it should be inserted into the copula summary. This is done by inserting the tuple (x
(1) < v 1 , then we insert the tuple at the start of S (1) , and let ∆ * (2) in the copula summary
(1) < v 1 or at the end of the copula summary if
Combining tuples in the copula summary
Combining the tuples in the summaries S (1) , S 1 (2) , . . . , S L (2) is occasionally required to remove unnecessary tuples from the summaries, whilst maintaining the elements required for the approximation to be of the desired accuracy. Providing that L > 3, sequentially for each element i ∈ [3, L − 1] in S (1) we find the index j ∈ [2, i] satisfying arg min
Once this value is found, the tuples (v j , g
(1) ). We use the condition on j in (11) in order to guarantee (10) is satisfied. In addition to combining those tuples, we merge the tuples S 
(2) ), in the manner described earlier in this section. Insert this new summary in the place of S j (2) , . . . , S i (2) in the copula summary, such that the copula summary now is
Querying the copula summary
This section now describes how to query the copula summary (maintained over time using the operations in Sec. 4.2 and 4.3) for an approximation toĈ(u 1 , u 2 ). We will denote this approximation byC(u 1 , u 2 ), as opposed to the approximation from the copula summary proposed in Gregory (2018) composed of -approximate quantile summaries,C(u 1 , u 2 ). First, we compute the approximation to the empirical quantile functionF
using the u-approximate quantile summary S (1) ; denote this approximation byF −1 n,(1) (u 1 ). Let E be equal to the value of i that satisfiesF n,(1) (u 1 ) = v i , and find the total number of elements in the stream that have entered into the first E subsummaries S 1 (2) , . . . , S E (2) ,
Suppose that the indices of then 1 elements to have entered into the first E subsummaries form the set I ⊂ [1, n]; note this is an approximation to the set I introduced in Sec. 2.
) be a merged summary composed of all the subsummaries S
(again for the implementation details of this merge, see Sec. 5.1). This summary can be queried for an approximation toF −1 n,(2) (u 2 ); denote this approximation byF
2) ) be a merged summary of the subsummaries S 1 (2) , . . . , S E (2) . Then define the approximationFn 1 ,(2) (y) to the empirical CDFFn
to be an inverse query of the summary M (S 1 (2) , . . . , S E (2) ). The implementation details of this query, and a guarantee on it's error with respect to the empirical CDF, is provided later in Sec. 5.2. In total, the copula summary approximationC(u 1 , u 2 ), to the empirical copula functionĈ(u 1 , u 2 ) is given by,
Analysis of the modified approximation
This section provides a theoretical analysis of the approximation in (13) to the empirical copula function, and the resulting approximation to the empirical lower tail dependence coefficient. First, it is important to clarify error bounds for merged u -approximate quantile summaries, and an inverse query of a u -approximate quantile summary. Recall from (10) that the summary Q is a u-approximate quantile summary if two neighbouring elements v i+1 and v i in Q satisfy,
The next two sections cover two preliminary bounds, before Sec. 5.3 outlines the error bound of the lower tail dependence coefficient approximation using the modified copula summary, proposed in this paper.
Merging u-approximate quantile summaries
We recall from Greenwald (2004) that one can merge -approximate quantile summaries Q 1 (length L 1 ) and Q 2 (length L 2 ) to obtain the quantile summary M (Q 1 , Q 2 ), containing the elements Q 1 Q 2 , which is also -approximate itself. It does this via the following method. Suppose
, is an element from Q 1 which exists in M (Q 1 , Q 2 ). If it exists, let w 1 be the largest element in Q 2 that is less than or equal to z k . Also, if it exists, let w 2 be the smallest element in Q 2 that is greater than z k . Then set,
and
It will now be proved that if Q 1 and Q 2 are u-approximate then M (Q 1 , Q 2 ) is a u-approximate summary as well. It is therefore necessary to show that
For the case where z k and z k+1 are from the same summary, let them equal x 1 and x 2 (say in the summary Q 1 ). If there exists both the elements w 1 (largest element in Q 2 that is less than or equal to z k ) and w 2 (smallest element in Q 2 that is greater than z k+1 ) then we know that w 1 and w 2 are consecutive elements in Q 2 . Thus,
If w 1 doesn't exist, then
as r max,Q2 (w 2 ) = 1 and if w 2 doesn't exist, then
≤ 2 (r min,Q1 (x 1 ) + r min,Q2 (w 1 )) = 2 r min,M (Q1,Q2) (z k ).
For the case where z k and z k+1 come from different summaries, say z k from Q 1 labelled by x 1 , and z k+1 from Q 2 labelled by w 2 . Then w.l.o.g. let x 2 be the smallest element in Q 1 greater than w 2 , and w 1 be the largest element in Q 2 less than or equal to x 1 . Then,
We now have the condition for a u-approximate summary in (14) for all cases of membership to Q 1 and Q 2 for the elements z k and z k+1 . Therefore any u-approximate summaries merged together will also be u-approximate too.
Inversely querying u-approximate quantile summaries
In this section, we would like to bound the approximationF n,(k) (x), for x ∈ R and k = 1, 2, to the empirical CDFF n,(k) (x) using a u-approximate quantile summary Q of the data stream x
. This is a simple extension to the proof in Lall (2015) for inversely querying a -approximate quantile summary. Firstly, letF n,(k) (x) = i/n, meaningx
, then we know that using the quantile summary we keep an approximation,x ij (k) , to the i'th order statistic of the data stream; this approximation satisfiesx k) . Note that as the summary is u-approximate, we have |i j − i| ≤ 2 i. Also recall from Sec. 4.1 that we can only access the minimum and maximum values that i j can take, and not actually i j itself. To find an approximation to i j we can simply search all values v l in Q, for l = 1, . . . , L, for the l that satisfies v l ≤ x < v l+1 (with v L+1 = ∞) and take (r min,Q (v l ) + r max,Q (v l ))/2 asî j as the approximation to i j . If x < v 1 , of course takeî j = 0. Now we know that r max,Q (v l ) − r min,Q (v l ) ≤ r max,Q (v l ) − r min,Q (v l−1 ) ≤ 2 i, and therefore |î j − i j | ≤ i. Due to the triangle inequality we have that |î j − i| ≤ 3 i and finally that
Bounding the error of the lower tail dependence coefficient approximation
Now that we have covered some necessary bounds, we can derive the guaranteed error bound of the modified copula summary and therefore the lower tail dependence coefficient approximation. Recall that the u-approximate empirical copula approximation is given by,
and therefore the approximation to the lower tail dependence coefficient (for a fixed i) is given by,
Theorem 1. LetC(i/n, i/n) denote the u-approximate copula summary approximation, given in (19), to the bivariate empirical copulaĈ(i/n, i/n), then one can bound the error of this approximation by,
Therefore the approximation to the lower tail dependence function in (20) can be bounded by,
The approximation error is therefore constant with increasing n.
To prove this bound, we shall follow the steps of the proof in Gregory (2018) with some modifications.
Proof. We shall split the error
into three contributing parts via the triangle inequality and prove each individually,
Theorem 2. The term (A) in (23) can be bounded by,
Proof. From (18), we can bound
As D depends on the queryF −1 n,(2) (i/n), this also needs to be bounded. Note that the query is an increasing function with i, and clearlyFn 1,(2) (F −1 n,(2) (i/n)) is increasing withF −1 n,(2) (i/n) and i too. Therefore it suffices to bound D withFn 1,(2) evaluated at the upper bound forF
) is a u-approximate summary as shown in Sec. 5.1, we have that,
and therefore,F
Recall that xÎ
and thereforen 1Fn 1,(2) (G) ≤ i + i since this is the count of all elements in xÎ
less than or equal to the (i + i )'th order statistic of x
. Therefore,
and thus, n 1 nFn
Theorem 3. The term (B) in (23) can be bounded by,
Proof. This can be proved in the same way as Theorem 3 was in Gregory (2018) , only with a ± i error from the u-approximate summaries rather than the ± n error from the -approximate summaries.
Theorem 4. The term (C) in (23) can be bounded by,
Proof. This can be proved in the same way as Theorem 4 was in Gregory (2018) , only with a ± i error from the u-approximate summaries rather than the ± n error from the -approximate summaries.
Space-memory
A single u-approximate quantile summary is of the worst case length L = O log( n) log(u −1 ) (Cormode et al., 2005) . Therefore the worst case length of the modified copula summary is
. For the application of estimating the empirical lower tail dependence coefficient where u = i/n, the worst-case length becomes O
. This bound is not saturated in all cases; it was shown in Greenwald and Khanna (2001) that for random streams the space-efficient summaries used in this paper can have size independent of n. This behaviour is seen later in the numerical examples when implementing this method. It may be of interest to the reader to adapt this methodology to studying the tail dependence of higher dimensional data streams. This would be achieved by approximating higher dimensional empirical copulas. Unfortunately a natural extension of the copula summary structure presented here would incur an exponentially growing (with dimension) space-memory requirement (Hershberger et al., 2004) . However Gregory (2018) presented an example of how one may utilise bivariate copula summaries to estimate higher dimensional empirical copulas via decompositions (Aas et al., 2009 ).
Numerical experiments
This section will provide some numerical demonstrations of the tail dependence coefficient estimation scheme in the streaming data regime, proposed in this paper. The theoretical analysis given throughout the paper is also numerically supported here. In Sec. 6.1, the estimation of the lower tail dependence coefficients for random variables observed through data streams will be considered. Finally in Sec. 6.2, the properties of the modified space-efficient copula summary (utilised for the estimation of the tail dependence coefficients) will be numerically investigated.
Approximation to the lower tail dependence coefficient
First, a demonstration of estimating the lower tail dependence coefficient, between two random variables observed in a bivariate stream of data, will be presented. Consider the data stream
, where n = 10 6 . Each component is randomly sampled from N (0, 1), and their Pearson's correlation with each other is ρ = 0.8. The accuracy parameter takes the value of 0.2, and both the copula summaries presented in this paper, and in Gregory (2018) , are considered. We set i = 25; this value is used to compute the estimate to the lower tail dependence coefficient using both copula summaries. These estimates are computed after every 1000'th element has been added to the data stream. The absolute error away from the empirical lower tail dependence coefficient of this data stream is shown over time in Figures 1 and 2 for the summary proposed in this paper, and the one in Gregory (2018) respectively. Visible here is the theoretical growth of error with increasing n presented in (8) when using the standard copula summary in Gregory (2018) . On the other hand, one can see that the error obtained from using the modified copula summary in this paper stays constant-bounded. An example where the evaluation point of the lower tail dependence function in (6), i, is varied is now presented. Approximations to the lower tail dependence function with varying values of i using the modified copula summary proposed in this paper are computed and their absolute error is shown in Figure 3 . It is important to notice that this error stays relatively constant over i, and supports the form of the error bound presented in (22). 
Properties of the copula summary
Next the properties of the modified copula summary, including it's space-efficiency and implementation runtime, will be numerically demonstrated. Consider the modified copula summary presented in this paper, with = 0.2, used in the previous numerical experiment. The absolute error of the approximation from this copula summary, for the evaluation points (u 1 , u 2 ) = (0.7, 0.7) and (u 1 , u 2 ) = (0.02, 0.02), is shown in Figure 4 . This shows that, as with the standard copula summary presented in Gregory (2018) , the error of the empirical copula approximation is bounded by a constant. In the case where the evaluation point (0.7, 0.7) is not in the tails of each marginal, the approximation has a higher bound (and greater numerical error) than in the case where the evaluation point (0.02, 0.02) is in the tails. This is in line with the theoretical analysis presented in (22). Next, the implementation runtime and space-efficiency of the modified copula summary is demonstrated. Figure 5 shows the runtime (in seconds) of every 1000'th iteration of the algorithm after elements are added to the stream. Occassional peaks are due to the combination operation in Sec. 4.3 being implemented. Note the runtime stays relatively constant after a sufficient number of elements have been added to the stream, filling up the bands of quantiles. Similarly, Figure 6 shows the size (in bytes) of the modified copula summary after every 1000'th element is added to the stream. This coincides with the behaviour seen in Greenwald and Khanna (2001) for quantile summaries, that in random streams the worst-case space-memory bounds discussed in Sec. 5.4 do not get saturated.
Summary and conclusion
This article has presented a constant bounded and space-efficient approximation to the empirical lower tail dependence coefficient for streaming data. This regime of data means that an indefinite set of data can't be stored entirely, and analyzes of the data (such as modelling the tail dependence) need to be updated on-the-fly. The approximation presented in this paper is implemented via the use of a modified copula summary; the standard copula summary was introduced recently in Gregory (2018) . The modification allows the error of the approximation to be refined in the tails of the copula marginals, and therefore it does not grow linearly with the number of elements in the data stream (such as the case was in the absence of the modification). The framework presented in this paper can also be readily applied to obtaining approximations of empirical upper tail dependence coefficients. In addition to this, the extension of this framework to higher dimensions should be progressed as a priority. An example of how the copula summaries, that make up the approximation to empirical tail dependence coefficients in this paper, could be extended to higher dimensions was presented in Gregory (2018) . Due to the wide-range of industries that now use streaming data, developing the techniques surrounding dependence modelling for this type of data is important; this paper continues this line of work.
