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We present a solution generation technique utilizing a “duality” of the reduced La-
grangian that can be used to generate a static, axisymmetric solution of Einstein-Maxwell-
Dilaton theory starting from a stationary, axisymmetric solution of Einstein/Einstein-
Maxwell theory. The method reproduces previous black dihole results with only simple
algebra. As an application of the technique, we shall generate the 5D non-extremal dihole
from the 4D non-extremal dihole.
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Symbols
The following conventions on signs, units and indices will be used throughout this
thesis.
(−++++) : Signature of Spacetime
G = 6.67 · 10−11m3kg−1s−2 : Newton’s constant
`p =
√
~κ = 10−33cm : Planck length
mp =
√
~/κ/c = 1019GeV : Planck mass
²a1..aD : Levi-Civita totally skew tensor density












sgn(ι) Taι(1)..aι(n) : Antisymmetrization of indices
The partial derivative is denoted as , with respect to gµν
TA,B = ∂BTA
The covariant derivative is denoted as ; with respect to gµν
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The Ricci Scalar is
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Since the formulation of general relativity an enormous amount of work has been done
on the subject of exact solutions of Einstein and Einstein-Maxwell (EM) equations in four
dimensions [1], but relatively little has been done in the way of exact solutions of the more
general Einstein-Maxwell-Dilaton (EMD) theory. The four-dimensional Lagrangian that











where R is the Ricci tensor, ψ is the scalar potential (dilaton), F(2) = dA is the electro-
magnetic field strength2 and α is the dilaton coupling constant. Note that when α = 0,
the Lagrangian reduces to the usual Einstein-Maxwell-Scalar theory. When α = −1, the
Lagrangian is a truncation of the bosonic sector of D = 4, N = 4 supergravity. When
α = −√3, the Lagrangian is the Kaluza-Klein reduction of vacuum Einstein theory in five
dimensions on a spacelike coordinate. When α = − 1√
3
, the Lagrangian is the Kaluza-Klein
reduction of Einstein-Maxwell theory in five dimensions on a spacelike coordinate. We












where H(3) = dB(2) is the three-form field strength
3 and α is the dilaton coupling constant.




is particularly important as it arises from the low-energy
effective action of the heterotic string compactified to five dimensions.
Our aim in this thesis is to obtain new exact solutions to Einstein-Maxwell-Dilaton
theory in four and five dimensions. It is known that dilatonic black hole solutions have
1L rightly denotes the Lagrangian density and not the Lagrangian L = ∫ d3xL, but we will abuse
terminology and simply refer to L as the Lagrangian. We denote det gµν = g and µ, ν = 0, 1, 2, 3.
2The subscript (2) denotes a 2-form.
3Note that the subscript in brackets denotes the degree of the form.
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interesting properties that their non-dilatonic versions do not possess. Gibbons and Maeda
[2, 3] and Garfinkle et al.[4] have shown that the inclusion of a dilaton in electric or
magnetically charged black holes in D ≥ 4 Einstein-Maxwell-Dilaton theory changes the
causal structure of spacetime and there exists a critical value of the coupling constant
separating one type of qualitative behavior from another.4
Let us consider the four dimensional Lagrangian describing Einstein-Maxwell-Dilaton
theory first. The most obvious way to obtain solutions to Lagrangian (1.1) is to directly
solve the equations of motion derived from it. Such an attempt has been carried out
and a systematic classification of the solutions obtained has been presented in [7, 8].
However, this is not the only way of obtaining solutions. As we have noted earlier, for
α = −√3, Lagrangian (1.1) can be obtained by performing Kaluza-Klein reduction on the





and solving the equations of motion derived from vacuum Einstein’s equations in five
dimensions we obtain
RAB = 0 or Rµν = Rµ5 = R55 = 0, (1.3)
where A,B = 0, 1, 2, 3, 5 and µ = 0, 1, 2, 3. Notice that if we analytically continue t→ ix5,
Rµν = 0 now describes four dimensional Euclidean gravity at each fixed t. Thus new
static solutions in Kaluza-Klein theory can be easily obtained simply by analytically
continuing t→ ix5 and adding on a flat time direction to existing stationary solutions of
four dimensional vacuum Einstein equations. We can then dimensionally reduce the new
solution on x5 to obtain new static solutions in four dimensions. This “trick” was applied
to the four dimensional Taub-NUT solution by Gross, Perry and Sorkin [9, 10] to obtain
magnetic monopoles in four dimensions.
Let us digress for a moment and consider the case when α = 0 and ψ = 0. Lagrangian
(1.1) then describes Einstein-Maxwell theory in four dimensions. It has been shown in [11]
that we can generate static solutions of Einstein-Maxwell theory from stationary solutions
of vacuum Einstein’s equations only if the metrics are axisymmetric. This method relies
on the fact that axisymmetric metrics can be written in the Weyl-Papapetrou form and
it is possible to directly map the equations of motion for vacuum Einstein and Einstein-
Maxwell theory. Bonnor [12] used this method to generate the dihole (pair of oppositely
charged extremal black holes)5 from the four dimensional Kerr solution. Note that we
4The cosmological case has been considered in [5] and the rotating case in [6].
5Bonnor originally called it a magnetic dipole solution, but it was subsequently shown by Emparan
[13] to describe a static pair of oppositely charged, extremal dilatonic black holes, which he called a
black dihole . To maintain the black holes in static equilibrium, they are either kept apart by conical
singularities/struts or a background magnetic field.
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have not invoked the fifth dimension nor Kaluza-Klein reduction in this solution generation
procedure.
The next step is now to generalize this solution generation procedure to arbitrary
dilaton coupling α. The aim is to generate the dilatonic analog of the dihole solution
for general α. This was done by Davidson et. al. in [14]. They generated the solution
by directly comparing the equations of motion derived from vacuum Einstein’s equa-
tions for a stationary, axisymmetric metric and the equations of motion derived from
Einstein-Maxwell-Dilaton theory with arbitrary dilaton coupling α. Davidson generated
the dilatonic dihole solution from the four dimensional Kerr solution while Liang and Teo
[15] generated the unbalanced dilatonic dihole solution (pair of charged diholes one with
charge Q+ l, the other with charge −Q) from the four dimensional Kerr-NUT solution.
Recently, Teo [16] constructed the five dimensional dilatonic unbalanced dihole solu-
tion from the four dimensional Kerr-NUT solution by using the same direct mapping of
the equations of motion (of vacuum Einstein and Einstein-Maxwell-Dilaton theory). So
far, the dihole solutions derived are extremal, that is the mass is equal to the charge.
In [17], Emparan and Teo generated the four dimensional non-extremal (M 6= Q) dila-
tonic dihole solution from the four dimensional non-extremal dihole solution also using
the same technique of directly mapping the equations of motion (of Einstein-Maxwell and
Einstein-Maxwell-Dilaton theory). The non-extremal dilatonic solution obtained was em-
bedded into string / M-theory, and a microscopic description of the entropy of a particular
near-extremal dihole was found in terms of an effective string model.
Let us now return to the Gross-Perry-Sorkin “trick” which we were discussing before.
If we were able to generalize the Gross-Perry-Sorkin “trick” to general dilaton coupling
constant α, and at the same time restrict the metrics to axisymmetric metrics, we see
that it will be equivalent to the method of directly mapping the equations of motion
for Einstein-Maxwell-Dilaton theory for general dilaton coupling constant α and vac-
uum Einstein/Einstein-Maxwell theory for axisymmetric metrics. They should both map
stationary axisymmetric solutions of vacuum Einstein/Einstein-Maxwell theory to static
axisymmetric solutions of Einstein-Maxwell-Dilaton theory (with arbitrary α).
We shall present in this thesis this generalization of the Gross-Perry-Sorkin “trick”,
i.e. the “geometric interpretation” of the solution generation technique that was employed
by Teo and others. The Gross-Perry-Sorkin “trick” previously only worked for the case of
α = −√3, so how are we going to generalize it to general α without directly mapping the
equations of motion? The answer is in Kaluza-Klein reduction. Recall that in the original
Gross-Perry-Sorkin “trick”, the key point was noticing that Lagrangian (1.1) was the
Kaluza-Klein reduction of a higher dimensional vacuum Lagrangian for α = −√3. Kaluza-
Klein reduction was essential to map solutions to vacuum Einstein theory to solutions of
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Einstein-Maxwell-Dilaton theory for α = −√3.
Since Einstein-Maxwell-Dilaton theory for general α is not the Kaluza-Klein reduc-
tion of vacuum Einstein theory in five dimensions like in the α = −√3 case, let us
try performing Kaluza-Klein reduction on the four dimensional Lagrangian describing
Einstein-Maxwell-Dilaton theory with arbitrary α. Since we want to compare solutions to
Einstein-Maxwell-Dilaton theory to solutions to vacuum Einstein/Einstein-Maxwell the-
ory in four dimensions, let us perform Kaluza-Klein reduction on that too and compare
the reduced Lagrangian with what we get from dimensionally reducing the Lagrangian
describing Einstein-Maxwell-Dilaton theory with arbitrary α.
We will find that if we wish to map the solutions (we will use axisymmetric metrics
of the Weyl-Papapetrou form) to the two different Lagrangians, we will have to go down
not one but two dimensions, on one timelike and one spacelike coordinate such that the
three dimensional reduced metric is of the form eµ(ρ,z)(dρ2 + dz2) + ρ2dϕ2. Only in three
dimensions can we rescale µ(ρ, z) (and hence rescale the three dimensional Ricci tensor),
which is essential if we wish to map the solutions to the two different theories (Einstein-
Maxwell-Dilaton and vacuum Einstein/Einstein-Maxwell). For consistency, we must also
ensure that all the quantities must depend only on the two coordinates ρ and z.
If we wish to map static axisymmetric solutions to the four dimensional Lagrangian
describing vacuum Einstein/Einstein-Maxwell theory to static axisymmetric solutions of
the five dimensional Lagrangian describing Einstein-Maxwell-Dilaton with arbitrary α,
we repeat the same Kaluza-Klein reduction to three dimensions (this time reducing on
three coordinates, one timelike, two spacelike) and map the resulting Lagrangians (and
scale µ(ρ, z)). In this sense, we can start with a Lagrangian describing Einstein-Maxwell-
Dilaton theory in D ≥ 4 and map it to the four dimensional vacuum Einstein/Einstein-
Maxwell Lagrangian, but this is not feasible as was argued in [18], diholes in higher
dimensions D ≥ 6 cannot be constructed using the Weyl formalism since black holes in
D ≥ 6 do not admit D−2 commuting Killing vectors. So unless we can find an alternative
ansatz whose three dimensional Ricci tensor is scalable, generating solutions dimensions
higher than five will not be considered.
We will show that by mapping the scalar fields, electromagnetic potentials and rescal-
ing µ(ρ, z) of the reduced three dimensional metric, we can recover relations that previ-
ously would have required solving differential equations using only simple algebra. We do
not need to analytically continue any of the Killing coordinates since in three dimensions
we are already Euclidean. We note that our alternative solution generation technique is
a generalization of one of the non-trivial discrete transformations in [19].
We also note that if α = −√3 it is then not necessary to rescale µ(ρ, z) (and hence the
Ricci tensor). We can then relax the axisymmetric condition since we no longer need the
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Weyl-Papapetrou form of the metric to scale the Ricci tensor.6 By mapping stationary
solutions of vacuum Einstein’s equations to static solutions of Einstein-Maxwell-Dilaton
theory with dilaton coupling constant α = −√3 in four dimensions, we can see that we
effectively regain the original Gross-Perry-Sorkin “trick”.
The arrangement of this thesis is as follows. In Chapter 2 we review general Kaluza-
Klein reduction on a timelike (or spacelike) coordinate for arbitrary dilaton couplings in
Einstein-Maxwell-Dilaton theory. In Chapter 3 we dimensionally reduce the Lagrangian
to three dimensions and find the mapping between the scalar fields and electromagnetic
potentials between the two theories. In section 3.4 we apply the mappings so obtained
onto the Kerr-NUT solution in four dimensions and recover the unbalanced extreme dihole
solution obtained in [15]. We note that attempts to apply the technique to other seed
solutions like the four dimensional Reissner-Nordstro¨m solution resulted in solutions with
naked singularities.
In Chapter 4 we repeat the same strategy as in Chapter 3 except that we start in
five dimensions instead and we consider solutions of the dilatonic gravity coupled with
a 3-form field strength. As an illustration of the technique, in section 4.1.3 we apply
the technique to the Kerr-NUT solution in four dimensions and reproduce the extreme
unbalanced dihole obtained via different means in [16]. In section 4.2, we present the
mapping between static, axisymmetric solutions of gravity coupled to an electric field in
four dimensions to solutions of dilatonic gravity coupled to an electric 2-form field strength
in five dimensions. As applications of the mapping presented in 4.2, we derive the five
dimensional Reissner-Nordstro¨m solution from the four dimensional Reissner-Nordstro¨m
solution in 4.2.1, and the five dimensional non-extreme dilatonic dihole from the four
dimensional non-extreme dihole in 4.2.2. We then conclude the chapter in section 4.3
with a discussion of some possible avenues for further research.





This chapter gives a brief account of Kaluza-Klein theory and describes the Kaluza-
Klein reduction of Einstein-Maxwell-Dilaton theory with arbitrary dilaton coupling from
(D+1) dimensions to D dimensions. In section 2.1, we consider the classic Kaluza-Klein
reduction of vacuum Einstein’s theory in five dimensions to Einstein theory coupled to
an electromagnetic and scalar field in four dimensions. In section 2.2 we generalize the
dimensional reduction from 5 to 4 dimensions to (D + 1) to D dimensions and arbitrary
dilaton coupling constant. We also conformally map the reduced Lagrangian in D di-
mensions to the Einstein frame. In sections 2.3 and 2.4 we consider the Kaluza-Klein
reduction of a general n-form and scalar field in (D+ 1) to D dimensions. We then sum-
marize the results from the previous sections and present the Kaluza-Klein reduction of
Einstein-Maxwell-Dilaton theory with arbitrary dilation coupling from (D+1) dimensions
to D dimensions in section 2.5. Finally, we consider the equations of motions derived from
the reduced Lagrangian in D dimensions in sections 2.6 and 2.7.
2.1 Introduction to Kaluza-Klein Theory
The fundamental forces of nature as presently understood are based on two very
different concepts. On one hand we have gravity as formulated by Einstein which replaces
the gravitational force with the curvature of spacetime. On the other hand we have gauge
theories which describe the strong and electroweak interactions in terms of the interchange
of (virtual) bosons. Many attempts have been made to unify gravity with the rest of the
forces and in this chapter we will review some of the attempts focusing on the Kaluza-
Klein approach.
Gauge theories are based on the concept of symmetries. We can start from Noether’s
theorem that states for every conservation law there is an associated symmetry. Accord-
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ingly, for every local (continuous) symmetry there is a gauge field and a corresponding
gauge theory for which the given conserved quantity is the source.
For conservation of electric charge the symmetry transformation is the change in phase
of the complex scalar field the quanta of which represent particles of charge nq.1
φ(x)→ φ′(x) = e−inqθφ(x) (2.1)
For a local symmetry we allow a different phase at each point x i.e. we allow θ to depend
on x. Assuming that θ(x) is small, we can then expand the exponential in a Taylor
expansion. The variation is then given as
δφ(x) = φ′(x)− φ(x) = −inqθ(x)φ(x). (2.2)
However, the variation in ∂µφ(x) is
δ[∂µφ(x)] = −inqθ(x)∂µφ(x)− inq[∂µθ(x)]φ(x). (2.3)
To retain the invariance of expressions such as φ(x)∗φ(x) in the Lagrangian under local
symmetry, we have to get rid of the second term in (2.3). To do so, we enforce
δ[Dµφ(x)] = −inqθ(x)Dµφ(x), (2.4)
where the covariant derivative is given by
Dµ = ∂µ + inqAµ. (2.5)
The variation on Aµ is then
δAµ = ∂µθ(x) (2.6)
or A′µ = Aµ + ∂µθ(x).
We can thus identify Aµ with our familiar electromagnetic gauge potential. From (2.5)
we can see that Aµ plays the role of the affine/ Christoffel connection.
The failure of the covariant derivatives to commute indicates there is some kind of
curvature in the charge/ internal space and the analog of the curvature tensor in general
relativity in electromagnetism is the field strength given by
Fµν = ∂µAν − ∂νAµ. (2.7)
1Note that this kind of transformation belongs to the abelian group U(1). U(1) has the topology of a
circle S1 = {eiθ, θ ∈ R}.
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We can see that Fµν is invariant under the transformation (2.6). The Lagrangian that is





∗)(Dµφ)−m2φ∗φ+ λ(φ∗φ)2 − Aµjµ, (2.8)
where ∗ denotes complex conjugation and λ is a constant. Upon variation, we obtain
Maxwell’s equations3
∂µF
µν = jν (2.9)
and
[¤+ 2∂µinqAµ − (nq)2AµAµ −m2]φ = −2λ(φ∗φ)φ, (2.10)
the Klein-Gordon equation with minimal coupling (∂µ → ∂µ + inqAµ) when λ = 0.4
Thus this Lagrangian describes a charged scalar field interacting with the electromagnetic






The natural generalization is to consider non-abelian groups. To describe interacting
isospins (weak interaction) the non-abelian group SU(2) was used to obtain the non-
linear generalization of Maxwell’s equations (Yang-Mills [20]). Using the group SU(2)×
U(1) leads to the unified theory of electromagnetic and weak interactions (Weinberg-
Salam model). Attempts to include the strong interaction consider groups that break
into SU(3)× SU(2)× U(1) at low energies.
To unify the electroweak and strong forces with gravity there are two possibilities. One
way is to interpret gravity as a gauge theory. That is, the group that gravity is associated
with is taken to be the group of diffeomorphisms.5 The Christoffel connection is then
the gauge potential.6 The significant difference is that in gauge theories we only consider
2Note that the addition of a mass term of the form 12µ
2AµAµ would violate invariance under (2.6).
Thus the virtual particle that is described by Aµ (photon) is massless. In curved spacetimes (substituting
Minkowskian ηµν with the general gµν) we include a factor
√− det g in the Lagrangian so that the action
S =
∫ √− det g L dt is then invariant under arbitrary coordinate transformations.
3Charge is conserved ∂µjµ = 0 by Noether’s theorem.
4¤ denotes the four dimensional d’Alembertian. The term λ(φ∗φ)2 in the Lagrangian is necessary to
make the theory renormalizable.
5The conserved quantities associated with this group is debatable. In the Minkowskian case it should
coincide with the conserved quantities energy, momentum, angular momentum and center of mass asso-
ciated with the Poincare´ group.
6Assuming no torsion. Note the difference with electromagnetism where the gauge potential Aµ plays
the main role. In general relativity, the metric tensor gµν plays the main role instead of the Christoffel
connection. This is due to the fact that the Christoffel connection is not dynamically independent but is
derived from the metric tensor, which in some way then acts as the gauge potential.
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transformations that change the phase at various points x on the space-time manifold,
but leave the points themselves fixed. On the other hand, the Einstein field equations of
general relativity are based on the principle of local invariance under coordinate trans-
formations of the space itself. By mapping points x to other points x′, diffeomorphisms
induce changes in the fields (metric tensor and its derivatives). Thus the value of a field at
a given point is physically meaningless since any two configurations differing by a gauge
transformation describes the same physical state.7 The only meaningful quantities are
relational like those between fields. There is no longer any need for an absolute back-
ground of spacetime points. One way to resolve this difference would be to construct
gauge theories that are also diffeomorphism invariant so that the meaningful quantities
would be relational in character, but we will not consider this approach further here.8
The other more common method of unifying the forces is to interpret gauge theories
as gravity. In this method we keep the background spacetime. Consider the simplest
example of electromagnetism. Instead of merely associating a different phase at each
spacetime point, we will also impose the geometry of the internal symmetry group U(1)
on the fibre over the spacetime point. Since U(1) has the geometry of a circle S1, the
resulting manifold can be visualized as having an extra dimension with the geometry
of a circle associated with each spacetime point.9 The “internal” symmetry coordinates
are now merged with the “external” spacetime coordinates in an extension of general
relativity. This was first proposed by Kaluza [21] in 1919 and further developed by Klein
[22].
Assuming M4 × S1 and that nothing depends on the fifth dimension (cylinder condi-
tion), the theory is invariant under local transformations
x˜µ = xµ(xν),
x˜5 = x5 + f(xµ), (2.12)
and global scale transformations with parameter λ
x˜5 = λx5, (2.13)
7One can thus think of propagation in time as a gauge transformation in general relativity.
8Note that quantizing gravity in the“Quantum Field Prescription” by constructing the canonical mo-
mentum operators, the Hamiltonian operator and the quantum mechanical equations of motion will give
a non-renormalizable theory. This is related to the assumption that the virtual particles are point-
like. Assuming that the virtual particles/force carriers are one dimensional leads to string theory. A
background-free alternative to string theory is loop quantum gravity.
9We note that Rabcd = 0 in one dimension, thus S1 is really flat (not just Ricci flat Rab = 0). Such





























































= gµ5 − ∂µf (2.20)
or A˜µ = Aµ − ∂µf(xµ). (2.21)
When gµ5 is identified with Aµ, we see that this is exactly the same gauge transfor-
mation (2.6). The internal symmetry is now just another spacetime symmetry. We can
check that the line element is invariant under this gauge transformation. This can also
be seen from the fact that ∂
∂x5
is a Killing vector.
We shall parameterize the ansatz as
dsˆ25 = gAB dx
A dxB
= gµνdx
















where hats denote quantities in five dimensions. We make the assumption that there
exists a fifth dimension x5 and that nothing depends on it (cylinder condition). In other















−λAµ λ2AµAµ + e−2φ
)
(2.25)
where λ is a constant, Aµ is the electromagnetic potential (The Maxwell tensor is Fµν =
Aν,µ −Aµ,ν), and g55 is a scalar potential. Here we take for convenience g55 = e2φ and its
inverse g55 = e−2φ. The e2φ in the off-diagonal elements ensures that the determinant of








































gˆαβ[gˆµβ,ν + gˆνβ,µ − gˆνµ,β] + 1
2
gˆα5[gˆµ5,ν + gˆν5,µ − gˆνµ,5︸︷︷︸
vanishes
]
10Note that gµνFµν = 0 since gµν is a symmetric tensor in µ and ν and Fµν is an antisymmetric tensor


































































[e−2φ(e2φ),µ];ν − (φ,µ)(φ,ν) (2.37)
The five dimensional R(5) then decomposes to11







e2φF µνFµν − 2(φ,α)(φ,α)− 2(φ,µ);µ. (2.38)











e2φF µνFµν − 2(φ,α)(φ,α)− 2(φ,µ);µ
]
. (2.39)















11Note that FναFαν = −FµνFµν
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where G5 is the gravitational constant in five dimensions and is related to G in four






= 1.6× 10−23cm. Comparing (2.27) with (2.41) we see
that 16piG5 = 16piG(2piRKK) = λ














16piG into Aµ. The Lagrangian is then




e2φF µνFµν − 2(φ,α)(φ,α)− 2(φ,µ);µ
]
. (2.44)
Since R is coupled to eφ, this Lagrangian is in the string frame. As we will see later in
section (2.7) when variation is carried out, we will obtain the equations of motion for
gravity coupled with electromagnetic and scalar fields (Einstein-Maxwell-Dilaton theory).
If we were to start with a different ansatz
dsˆ25 = gAB dx
A dxB
= gµνdx




i.e. with g55 = 1 instead of g55 = e










Upon variation we will obtain the equations of motion for gravity coupled with an elec-
tromagnetic field (Einstein-Maxwell theory). This process of throwing away the x5 de-
pendence and splitting the five dimensional pure gravity Lagrangian to a gravity coupled
with a gauge theory in a lower dimension is called dimensional reduction. It is possible to
keep the x5 dependence, but this will introduce “energy-momentum” terms on the right
hand side of Einstein’s equations. We will get “mass” from higher dimensions.[23]
We now show that the motion of charged particles in four dimensions moving under the
influence of gravitational and electromagnetic fields are unified from the five dimensional
point of view. To see that, let us consider the motion of a free particle of mass m in five
dimensions. The geodesic equation in five dimensions is given by
x¨M + ΓˆMNLx˙
N x˙L = 0. (2.47)
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Since we know that ξA = (0, 0, 0, 0,m) is a Killing vector, we will have an associated













where the proper time τ is the affine parameter and m is the mass of the particle. The
















This is exactly the Lorentz force plus an interaction with a scalar field φ if we identify
p5λ = q, (2.50)
where q is the charge of the particle. Thus the x5 component of momentum manifests
itself as charge in four dimensions, p5 =
q
λ
. As a consequence of quantum theory, the
momentum is quantized, p5 =
n~
2piRKK
(assuming an integral number n of de Broglie wave-








c4.12 This means that we will have a hierarchy of particles with
increasing rest masses in four dimensions. [24, 25, 10, 26]
Since we have assumed the topology (M4 × S1), the components of the metric tensor
will have to satisfy the boundary condition
gˆAB(x
µ, x5 + 2piRKK) = gˆAB(x
µ, x5), (2.51)











where A,B = 0, 1, 2, 3, 5 and x5 is periodic in 2piRKK where RKK is the radius of the fifth










12Substituting p5 = n~2piRKK into (2.50), we obtain qn =
nλ
RKK
when ~ = 1. Thus, charge is quantized.
This relation will be used in (2.58).
13We note that the fifth dimension is spacelike and not timelike or else spacetime will contain closed


















along with the conditions
g(−n)µν (x
µ) = g(n)∗µν (x
µ), A(−n)µ (x
µ) = A(n)∗µ (x
µ), φ(−n)(xµ) = φ∗(n)(x
µ) (2.56)
for φˆ(xµ, x5), Aˆµ(x
µ, x5) and gˆµν(x
µ, x5) to be real. We thus get an infinite number of
fields in four dimensions labelled by the Fourier mode n.
Let us consider a massless scalar field φˆ in flat five dimensional space. It satisfies the
five dimensional massless Klein-Gordon equation
¤ˆφˆ = 0, (2.57)








φn = 0, (2.58)




can see that for n = 0 we obtain the massless Klein-Gordon equation for a scalar field
in four dimensions (¤φ0 = 0). For n 6= 0 we obtain the Klein-Gordon equation for a
massive scalar field in four dimensions (¤ −m2)φn when the identification m = |n|RKK is
made.14 We can then conclude that the n = 0 mode is associated with a massless field
and the n 6= 0 modes are associated with massive fields. The same argument applies to
the Fourier expansion of Aˆµ and gˆµν , thus the n = 0 modes of the Fourier expansion of
gˆAB describe the massless graviton, photon and dilaton.
15
The vacuum (ground state) is assumed to be R4 × S1 or four-dimensional Minkowski
spacetime with a circle of radius RKK . One might have expected the vacuum to have
a more symmetric form like R5 (five dimensional Minkowski spacetime) if not for the
apparent four dimensional spacetime which we experience. Classically, both vacua are
stable, but Witten [27] has argued that R4 × S1 is a “false vacuum” that undergoes
14In fact, this is how Kaluza and Fock derived the Klein-Gordon equation (relativistic generalization
of Schro¨dinger’s equation).
15The dilaton is massless because it is the Goldstone boson associated with the spontaneous breakdown
of global scale invariance.
16
quantum mechanical decay and proposes that the inclusion of fermions would stabilize
the Kaluza-Klein vacuum.
If only the n = 0 modes are considered, then the vacuum would be R4 × R since the
n = 0 theory has lost all memory of the periodicity in x5. If we were to include the n 6= 0
modes, then the topology R4 × S1 restricts us to general coordinate transformations
periodic in x5 thus the global invariance (2.13) is no longer a symmetry. Hence, the
Goldstone boson in the n 6= 0 theory is a pseudo-Goldstone boson.
For n 6= 0 the fields A(n)µ and φn are the Goldstone boson fields [28, 29]. g(n)µν will then
acquire a mass.[30] Thus for n 6= 0 theory we find an infinite tower of charged, massive
spin 2 particles with charges qn and mn If we identify the fundamental unit of charge
e = λ
RKK
16 with the charge on the electron, we find that RKK = 3.8 × 10−31cm.17 m
will then be very large (1019GeV), way beyond the reach of any foreseeable accelerator.18
These higher massive modes are thus too massive to be observed and thus cannot be
identified with the charged particles we know (electrons, protons,... ). One can attempt
to identify light particles like the electron with the n = 0 mode rather than the higher
modes and invoke the mechanism of spontaneous symmetry breaking to give them masses
but this scheme has one flaw since the n = 0 mode has no charge and the light particles
we wish to identify it with has charge [31].
Kaluza’s ideas have been generalized in higher dimensions to non-abelian gauge fields.
(de Witt [32] did so for Yang-Mills fields in 1963). In 1981, Witten [33] showed that the
minimum number of dimensions needed to unify the fundamental forces is eleven. Eleven
dimensions is unique since the maximum number of additional dimensions in addition to
four dimensions is seven in order for the theory to not contain massless particles of spin
greater than two.19 [34, 35]
Alternatives to compactification were suggested by Rubakov and Shaposhinkov and
others [36, 37, 38, 39, 40]. Wetterich [41] used non-compact internal spaces to propose a
resolution to the problem of how to include chiral fermions [42, 43, 44] in Kaluza-Klein
theory.
16We find later that λ =
√
16piG where G is the gravitational constant. Note that we have to input
the unit of charge by hand. Unless quantum effects are considered [30], Kaluza-Klein theory does not
predict the coupling constants (or the radius of the fifth dimension).
17This is consistent with our everyday experience of only observing 3 + 1 dimensions.
18If the massive five dimensional Klein-Gordon equation (¤ˆ− α2)φˆ = 0 was used instead, we find that





. To put m1 in the range of 0.5 to 5× 103MeV for identification with
the light particles like the electron etc, then α2 must be large, negative and “fine-tuned” to 20 decimal
places. For the zero mode with momentum p, the energy E0 = p2 +m20 = p
2 + α2 will be imaginary for
small p which is unrealistic.
19Corresponding to the graviton.
17
2.2 Conformal mapping to Einstein frame of the D
dimensional metric
The Kaluza-Klein reduction carried out in the previous section (2.1) is in fact more
general and we can easily generalize the procedure to the case of a general Kaluza-Klein
reduction from a (D + 1) to D dimensional spacetime. Quantities in (D + 1) dimensions
are hatted and quantities in D dimensions are non-hatted.





Notice that we can now use the results of the previous section by setting φ = βφ in (2.1).










e2βφF2 − 2β2(∂φ)2 − 2β(¤φ)
]
. (2.61)
Note that if the reduction is carried out on a timelike coordinate instead, the sign of F2












e2βφF˜2 − 2β2(∂φ˜)2 − 2β¤˜φ
]
. (2.63)
We next conformally transform (using the formulas given in [45]) the metric in D dimen-
sions ds˜2D = e




The D dimensional Ricci scalar can be given in terms of the old metric as
R˜ = e−2αφ
(
R− 2(D − 1)¤αφ− (D − 2)(D − 1)α2(∂φ)2) . (2.65)
The d’Alembertian operator itself transforms as
¤˜ = e−2αφ
(
¤ϕ+ (D − 2)α(∂φ)2) . (2.66)
20We have denoted the gauge field A = Aµdxµ from the Kaluza-Klein ansatz by A = Aµdxµ (and
correspondingly FµνFµν = F2) to avoid confusion. Note that x5 has been replaced by z.
21We denote (∂φ)2 = (φ,µ)(φ,µ) and ¤ = (φ,µ);µ
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− [(D − 2)(D − 1)α2 + 2β2 + 2β(D − 2)] (∂φ)2 − 2 ((D − 1)α + β)¤φ].
(2.67)
To get rid of the factor e((D−2)α+β)φ we set
β = −(D − 2)α. (2.68)






e−2(D−1)αφF2 − (D − 1)(D − 2)α2(∂φ)2 − 2α¤φ
]
. (2.69)
To set the coefficient of (∂φ)2 to 1
2
(canonical normalization), we set
α2 =
1
2(D − 1)(D − 2) . (2.70)











Since R is not coupled to φ, the Lagrangian is now in the Einstein frame. We can drop ¤φ
since it is a total derivative and does not affect the equations of motion when variation is
carried out.
We thus see that the dimensional reduction of gˆµν in (D + 1) dimensions gives rise
to a metric gµν , a Kaluza-Klein vector potential Aµ, and a dilatonic scalar field φ in D
dimensions.
2.3 Kaluza-Klein reduction of antisymmetric fields





µˆ1 ∧ · · · ∧ dxµˆn , (2.72)
which is given in terms of a potential Aˆ(n−1) such that Fˆ(n) = dAˆ(n−1). Note that
µ1, µ2, ..µn = 0, 1, ...D + 1. Upon reduction on S
1, the potential will have the form
Aˆ(n−1)(x, z) = A(n−1)(x) + A(n−2)(x) ∧ dz. (2.73)
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The field strength is then
Fˆ(n) = dA(n−1) + dA(n−2) ∧ dz. (2.74)
Let us add and subtract dA(n−2) ∧ A in (2.74) and define the lower dimensional field
strengths F(n) and F(n−1) as22
Fˆ(n) = dA(n−1) − dA(n−2) ∧ A+ dA(n−2) ∧ (dz +A)
= F(n) + F(n−1) ∧ (dz +A) (2.75)
where we have defined
F(n) ≡ dA(n−1) − dA(n−2) ∧ A (2.76)
and
F(n−1) ≡ dA(n−2), (2.77)
where A is the Kaluza-Klein potential in the metric reduction.
To simplify the dimensional reduction starting from (D + 1) dimensions to D dimen-
sions we introduce the vielbein formalism. The first step is to rewrite the metric in terms
of a (D + 1) × (D + 1) matrix erν where r, s, .. denote tangent-space indices in (D + 1)
dimensions and µ, ν, .. denote the usual coordinate indices in (D + 1) dimensions. The









If we define the 1-forms
er = erµdx
µ, (2.79)
the metric can then be rewritten in the tangent space which we can choose to be Minkowskian




A convenient choice for the vielbein basis that corresponds to the Kaluza-Klein ansatz
(2.93) is
eˆa = eαφea, eˆz = eβφ(dz +A), (2.81)
22We are free to define the lower dimensional field strengths however we like.
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where a, b, . . . denote tangent-space indices in D dimensions and z denotes the index
associated with the extra dimension. eˆz here denotes the z component of the (D + 1)

























a1 ∧ · · · ∧ ean + e
((n−1)α+β)φ
(n− 1)! Fˆa1···a(n−1)e





a1 ∧ · · · ∧ ean + 1
(n− 1)!Fa1···a(n−1)e
a1 ∧ · · · ∧ ea(n−1) ∧ (dz +A), (2.84)
where we have defined
Fˆa1···an ≡ e−nαφFa1···an , (2.85)
and
Fˆa1···a(n−1) ≡ e(D−n−1)αφFa1···a(n−1) . (2.86)
We have substituted β = −(D − 2)α from (2.68).
The contraction of the antisymmetric field strength is23
Fˆ 2(n) = Fˆa1···a(n)Fˆ
a1···a(n) + nFˆa1···a(n−1)zFˆ
a1···a(n−1)z
= e−2nαφF 2(n) + ne
2(D−n−1)αφF 2(n−1). (2.87)






Note that using the Kaluza-Klein ansatz (2.93) the determinant of the metric tensor upon
dimensional reduction becomes√
−gˆ = e(β+Dα)φ√−g = e2αφ√−g, (2.89)
23Note that the factor n in the second term is because there are n different positions z can take in the
ordering of the indices.
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We could have started with the Lagrangian in (D + 1) dimensions coupled with a scalar


















We thus see that the reduction of an n-index antisymmetric field strength in (D + 1)
dimensions will give rise to an (n−1)-index antisymmetric potential A(n−1) and an (n−2)-
index antisymmetric potential A(n−2) in D dimensions.
2.4 Kaluza-Klein reduction of a scalar field











√−gˆ = e2αφ√−g and ϕˆ = ϕ. ϕ is a scalar and is independent of z. The











We thus see that the dimensional reduction of a scalar field in (D+1) dimensions will
give rise to a scalar field in D dimensions.
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2.5 Kaluza-Klein reduction from (D+1) to D dimen-
sions
To summarize the results so far, say we start with the Kaluza-Klein ansatz for the
dimensional reduction from (D + 1) dimensions to D given by





24 The D dimensional metric ds2 corresponds to the so-called
Einstein frame, while its conformal rescaling e2αφds2 is the metric in the string frame.
Note that ² = −1 when dimensional reduction is carried out along a timelike direction
and ² = 1 when the dimensional reduction is carried out along a spacelike direction.































where F = dA and A = Aµdxµ is the one-form potential that appears in the Kaluza-Klein
ansatz. Note that φˆ = φ, aˆ = a, ϕˆ = ϕ and we have defined
F(n) ≡ dA(n−1) − dA(n−2) ∧ A and F(n−1) ≡ dA(n−2). (2.99)
2.6 Equations of motion I












with metric gµν , gauge potential An−1, and scalar field φ. Recall that we have denoted

























n − nFµµ2...µnF µ2...µnν
)]
= 0. (2.101)
Multiplying by gµν on both sides and noting that the trace gµνg
µν = g νν = D, we obtain









F 2n . (2.102)

















Performing variation with respect to Aµ1...µ(n−1) , we obtain
δLD
δAµ1...µ(n−1)
= ∇µn(eaφF µ1µ2...µn) = 0. (2.104)





eaφF 2n = 0. (2.105)
where we have denoted ¤ = ∇µ∇µ.




































eaφF 2n = 0. (2.109)
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2.7 Equations of motion II











This is the n = 2 case of the more general Lagrangian (2.100) in the previous section.25





















(D − 1)e−2(D−1)αφF2. (2.113)
Note that from (2.113) we can see that we cannot set φ = 0 or g55 = e
2φ = 1 since
that would mean F2 = 0. Thus, Einstein-Maxwell-Dilaton theory cannot be consistently
truncated to Einstein-Maxwell. This can also be seen from considering the vacuum (D+1)
dimensional Einstein equations Rˆµˆνˆ = 0. The component Rˆzz = 0 will also give the
condition F2 = 0 if φ = 0.
25Note that we also have to change notation (a = −2α(D−1), Fµν = Fµν) to make the correspondence
between (2.100) and (2.110).
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Chapter 3
Solution generation technique in 4D
In this chapter we develop the solution generation technique to map stationary, axisym-
metric solutions of Einstein-Dilaton theory to static, axisymmetric solutions of Einstein-
Maxwell-Dilaton theory to in four dimensions. Applying the technique to the Kerr-Taub-
NUT solution in four dimensions we reproduce the extreme unbalanced black dihole ob-
tained via different means in [15].
3.1 Mapping between 4D vacuum Einstein and Einstein-
Maxwell-Dilaton Theory












where R is the Ricci scalar, ϕ is the dilaton field (not the same as the dilaton arising from
Kaluza-Klein reduction) and F 2 = FµνF
µν and Fµν = ∂µAν−∂νAµ is the electromagnetic
field strength.2
Let us first consider the dimensional reduction of the four-dimensional Lagrangian
(3.1) to three dimensions on a timelike coordinate using the Kaluza-Klein ansatz given in
(2.96)
ds24 = e
φds23 − e−φ(dt+A)2. (3.2)
1Note that we have switched the notation for the dilaton coupling constant in the previous chapter
from a to α to prevent confusion with angular momentum a.
2The electromagnetic field strength is a 2-form which can also be written as F = dA where A is the
1-form gauge potential.
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where F = dA, F(2) = dA(1) − dA(0) ∧ A, F(1) = dA(0) and A = Aµdxµ where µ = 1, 2, 3.
Note that since we are reducing on the time coordinate, the zero-form A(0) is denoted as
At.
If we were to start with a pure dilatonic vacuum in four dimensions (Fˆ(2) = 0 in (3.1)),















where we have labelled the scalars in this Lagrangian with the subscript 1. The corre-

















If instead we were to start with a static3 (A = 0) magnetic4 (At = 0) background















where F(2) = dA(1) and we have labelled the scalars in this Lagrangian by the subscript
2. The corresponding three dimensional matter Lagrangian is a truncation of the above































3Note that static means that t → −t is a symmetry. This implies that gµt = 0. From the four
dimensional line element (3.2) the condition gµt = 0 would give A = 0.
4If At = 0, then the Ftµ components in the four dimensional field strength tensor will be zero. Since





























A(1) = − 2i√
1 + α2
A, (3.10)
and as expected under this inverse transformation we obtain the same scaling as before






















Only now can we say that the different systems (Einstein-Dilaton and Einstein-Maxwell-
Dilaton) are related. Upon variation of (3.12), we obtain the equations of motion involving
the Ricci tensor
(Rij(2) − Tij(2)) = 4
1 + α2
(Rij(1) − Tij(1)), (3.14)
where Tij denotes the energy-momentum tensor.
7 Let us equate the Ricci tensor (and






5Note that to ensure that the resulting metric has only real quantities, the ‘seed’ stationary and
axisymmetric solution must possess a parameter that can be analytically continued so that A(1) is real.




gR2, where the ‘tilde’ quantities are calculated with the
three dimensional metric e
4
1+α2
µ1(dρ2 + dz2) + ρ2dϕ2.
7The energy-momentum tensor is usually denoted as the equal to the Einstein tensor Rij − 12gijR,








To satisfy (3.16), we have found that if we use the axisymmetric Weyl-Papapetrou form
(with cylindrical coordinates ρ, z, ϕ)8
ds23 = e
2µ(ρ,z)(dρ2 + dz2) + ρ2dϕ2 (3.17)







the Ricci tensor will then be scaled by the same 4
1+α2
factor. We note that when α = −√3,
µ1 = µ2, i.e. the three dimensional metric is not scaled. The Weyl-Papapetrou form is
unique in the sense that if you scale µ → λ1µ1 + λ2µ2 where λ1 and λ2 are constants,
then the Ricci tensor Rij will scale as Rij → λ1Rij(1) + λ2Rij(2) where Rij(1) and Rij(2)
denote the Ricci tensor calculated for the Weyl-Papapetrou metric with µ = µ1 and
µ = µ2 respectively. This linearity is a feature of this particular ansatz that we have not
encountered elsewhere.
Since the three dimensional metric (3.17) has been modified, we must check that the
three dimensional Lagrangians (3.4) and (3.6) will be unaffected by the changes in the
three dimensional metric tensor gij due to (3.18). Note that the scaling (3.18) on the two
dimensional metric e2µ2(dρ2 + dz2) is a conformal transformation. We shall consider a
more general conformal transformation of the two dimensional metric9
ds2 = Ω2e2µ1(dρ2 + dz2) (3.19)
and show that the three dimensional matter Lagrangians will remain invariant under this
transformation as long as the three dimensional quantities (Rij, φ1, ϕ1, φ2, ϕ2,Fij, Fij)
depend only on ρ and z. In the next section we shall see that we can add a function
γ to µ. This transformation is included in the more general transformation (3.19), and
the results here also apply to the next section. We shall assume that Ω is an arbitrary




8Note that the Weyl-Papapetrou form has two Killing vectors, ∂∂t and
∂
∂ϕ which makes it stationary
and axisymmetric.
9Any two dimensional metric can be brought to this conformally flat form.
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g = e2µ1 . Since gϕϕ = ρ
2 and is unaffected by the conformal transformation, the






g = ρ e2µ1 . For convenience, we write the Lagrangians (3.4) and (3.6) explicitly
























Under the three dimensional conformal transformation
g˜ij = Ω
2gij, (3.25)































If we were to calculate Rij for the three dimensional Weyl-Papapetrou ansatz (3.17), we
will find that the components involving ϕ are zero, i.e. Rϕϕ = Rϕρ = Rϕz = Rρϕ = Rzϕ =
0. This is not unexpected since we have already made the assumption that the function
µ in the Weyl-Papapetrou ansatz depends only on ρ and z. Thus the indices i and j
in Rij will not involve ϕ. Note that Fij a two-form field strength can be dualized to a
one-form field strength in three dimensions. If we assume that Fij depends only on ρ and




²ijkF ij where χ is a scalar (zero-form)
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²ρzϕFρz must be zero which implies that Fρz must also be zero. Thus one index in
Fij must be ϕ.10 This means that the term 14e−2φ1 g˜kig˜ljFijFkl in (3.26) and (3.27) must be
modified to 1
4
e−2φ1gϕϕg˜ijFiϕFjϕ. Similarly, we must modify −14e−φ2+αϕ2 g˜kig˜ljF(2)ijF(2)kl
in (3.27) to −1
4
gϕϕg˜ijF(2)iϕF(2)jϕ. If we further assume φ1, ϕ1, φ2, ϕ2 also depend only on ρ
and z, we can then substitute (3.20) which depends on ρ and z only instead of (3.25) into
(3.26) and (3.27). Lastly we substitute (3.22) into (3.26) and (3.27). We can see that the
conformal factors Ω2
√
gΩ−2gab will then cancel. The three dimensional Lagrangians L(1)
and L(2) will then remain invariant under the two dimensional conformal transformation
(3.19).
3.2 The harmonic degree of freedom
In the last section, we have shown that there exists a (reversible) mapping between



















ds24 = −e−φ1(dt+A)2 ↔ ds24 = −e−φ2dt2
+eφ1
[




e2µ2(dρ2 + dz2) + ρ2dϕ2
]
In this section, we will show that if we start with a solution of vacuum Einstein’s
(ϕ1 = 0) equations, then we can map it to a solution of Einstein-Maxwell-Dilaton theory
which contains an extra harmonic function h. The freedom is in defining the harmonic











Vacuum Einstein (ϕ1 = 0) Einstein-Maxwell-Dilaton
ds24 = −e−φ1(dt+A)2 ↔ ds24 = −e−φ2+αhdt2
+eφ1
[




e2(µ2+γ)(dρ2 + dz2) + ρ2dϕ2
]
To show how this harmonic degree of freedom arises, let us start with the Einstein-











10Since Fij is an antisymmetric tensor, Fϕϕ = 0.
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where F(2) = dA(1) and the reduced solution in three dimensions is
ds23 = e
2µ2(dρ2 + dz2) + ρ2dϕ2. (3.30)
Let us now define new scalars φ˜2 and ϕ˜2
φ˜2 = φ2 − αh,
ϕ˜2 = ϕ2 − h, (3.31)
where h is an arbitrary function to be determined. We now substitute φ2 → φ˜2 and
ϕ2 → ϕ˜2 into Lagrangian (3.29). By doing so, we are converting the solution to the equa-
tions of motion derived from (3.29) with fields (gij, ϕ2, φ2, Fij) to another solution with
fields (g˜ij, φ˜2, ϕ˜2, Fij) or (g˜ij, φ2, ϕ2, h, Fij). The reduced three dimensional Lagrangian
















To see how this modified solution is related to the original (gij, φ2, ϕ2, Fij) solution without



















Note that since we started with a pure vacuum (ϕ1 = 0), we will have the condition



















If we compare (3.34) and (3.29), we see that we must find an appropriate modification of
gij that will “absorb” the −1+α22 (∂h)2 term in the Lagrangian.11 This is easily done since
our three dimensional metric is in the Weyl-Papapetrou form, and we know that if we add
11If we had started out with a dilatonic vacuum (ϕ1 6= 0) instead, Lagrangian (3.34) would have
contained an additional −4(∂ϕ1)(∂h) term which would have mixed the two different systems ((φ1, ϕ1)
and (φ2, ϕ2)) and thus made the comparison of (3.34) to (3.29) difficult.
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a term to the equations of motion involving the Ricci tensor Rij → λ1Rij(1)+λ2Rij(2), then
µ will transform as µ→ µ1+µ2. In this case, the equations of motion involving the Ricci
tensor is modified by the addition of a 1+α
2
2
(∂ih)(∂jh) which we can see upon variation of
(3.34).12 We will choose µ2 to transform as µ2 → µ2 + γ where γ is a function of ρ and
z only. The Ricci tensor calculated for the modified metric e2(µ2+γ)(dρ2 + dz2) + ρ2dϕ2 is
then a linear sum of the Ricci tensor calculated for the metric (3.30) and the Ricci tensor
calculated for the metric
ds23 = e
2γ(dρ2 + dz2) + ρ2dϕ2. (3.35)


















































From (3.37), we obtain
∂zγ˜ = 2ρ(∂ρh)(∂zh). (3.39)
From (3.38) minus (3.36), we obtain
∂ργ˜ = ρ[(∂ρh)
2 − (∂zh)2], (3.40)







Hence, given a harmonic function h, we can solve (3.39) and (3.40) for γ˜. We can then
find γ from (3.41). γ can then be substituted into the modified solution of the equations
of motion derived from the Lagrangian (3.34)
ds23 = e
2(µ2+γ)(dρ2 + dz2) + ρ2dϕ2. (3.42)
12Note that upon variation with respect to h, we obtain ∇2h = 0 which shows that h is harmonic.
Note that the Laplacian ∇2 here is to be calculated using the three dimensional ansatz (3.17). However,
since the Laplacian calculated for (3.17) is proportional to the Laplacian for three dimensional flat space
(using cylindrical coordinates), we can equivalently verify h is harmonic with the Laplacian calculated
with respect to flat three dimensional space.
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Uplifting this solution to four dimensions, we obtain
ds24 = −e−φ˜2dt2 + eφ˜2
[
e2(µ2+γ)(dρ2 + dz2) + ρ2dϕ2
]
. (3.43)
Substituting (3.31), we will obtain
ds24 = −e−φ2+αhdt2 + eφ2−αh
[
e2(µ2+γ)(dρ2 + dz2) + ρ2dϕ2
]
, (3.44)
which is the modified solution to the Einstein-Maxwell-Dilaton field equations with an
extra harmonic function h when we perform the mapping from a vacuum Einstein “seed”
solution. In section 3.4 where we used the Kerr-NUT as the seed, there is no need for this
extra harmonic function h. However in five dimensions, we will require h to ensure the
asymptotic flatness of the generated solutions.
3.3 Summary of the solution generation method in
4D
Let us summarize our results for the solution generation technique for the four dimen-
sional case. We can map a stationary axisymmetric solution of the Einstein-Dilaton13











ds2 = −e−φ1(dt−A)2 + eφ1 [e2µ1(dρ2 + dz2) + ρ2dϕ2] (3.46)
to a static axisymmetric solution of the Einstein-Maxwell-Dilaton (EMD) equations of












ds2 = −e−φ2dt2 + eφ2 [e2µ2(dρ2 + dz2) + ρ2dϕ2] (3.48)








13Since ϕ1 does not couple to any other fields, we can equivalently start with a stationary axisymmetric
solution of pure Einstein vacuum (ϕ1 = 0) in four dimensions.
14Note that the Ftµ components of the field strength tensor will be zero from the condition that the

















There exists a degree of freedom in the mapping that allows us to modify metric (3.48)
as
ds2 = −e−φ˜2dt2 + eφ˜2 [e2µ˜2(dρ2 + dz2) + ρ2dϕ2] (3.50)
when we perform the mapping from a solution of vacuum Einstein’s equations. Note that
φ˜2 = φ2 − αh from (3.31) and µ˜2 is given by






and γ˜ can be found from (3.39) and (3.40) when the harmonic function h is known.
We can also reverse the process and map a static axisymmetric solution of Einstein-
Maxwell-Dilaton theory to a stationary axisymmetric solution of Einstein or Einstein-

























Note that to ensure that the resulting metric has only real quantities, the ‘seed’ solution
must possess a parameter that can be analytically continued so that the resulting gauge
potential A(1) is real.
This method is similar to the one discussed in [19], the difference being that in [19]
everything is dualized to scalars in three dimensions while we retain, for simplicity, the
1-form and 2-form field strengths at the level of the Lagrangians.15
It is now possible to map two solutions in Einstein-Maxwell-Dilaton theory with dif-
ferent dilaton couplings by mapping a solution with dilaton coupling α1 in Einstein-
Maxwell-Dilaton to a specific solution in Einstein-Dilaton theory and inverse mapping
15Note errors in [19], equation (7.6) φ1 = 12
(
φ2 + α2 f2
)
should be φ1 = 12
(





φ2 − α2 f2
)
should be φ1 =
(
φ2 − α2 ln f2
)
. Note that Galtsov did not consider the harmonic
degree of freedom.
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the same specific solution in Einstein-Dilaton theory to another solution with a different
dilaton coupling α2 in Einstein-Maxwell-Dilaton theory. To be more precise, let us con-
sider a static axisymmetric solution of the Einstein-Maxwell-Dilaton system with dilaton
coupling α1
ds2 = −e−φ2dt2 + eφ2 [e2µ2(dρ2 + dz2) + ρ2dϕ2] (3.53)
with dilaton φ2, and 1-form potential field A(1). We can now map this solution into a
stationary axisymmetric solution of Einstein-Dilaton theory by using the transformations
(3.52) with α replaced by α1.
























We next reverse map this solution of Einstein-Dilaton theory into a solution of Einstein-
Maxwell-Dilaton theory with dilaton coupling α2, dilaton φ
′
2 and 1-form potential A
′
(1) by
using transformations (3.49) with α replaced by α2, and substituting ϕ1, φ1 A, and µ1
from (3.54).


































In particular, if α1 = −
√
3, we can map stationary axisymmetric Kaluza-Klein solutions
into static axisymmetric solutions of Einstein-Maxwell-Dilaton theory with arbitrary dila-


































We can thus map solutions with dilaton coupling α1 to solutions that have inverse dila-
ton coupling 1
α1
. As a special case, we can map stationary axisymmetric solutions of the
four dimensional Lagrangian resulting from Kaluza-Klein reduction of vacuum Einstein
in five dimensions (α1 = −
√
3) to stationary axisymmetric solutions of the four dimen-
sional Lagrangian resulting from Kaluza-Klein reduction of Einstein-Maxwell theory in
five dimensions (α1 = − 1√3). We could consider this mapping some kind of “duality” that
exchanges the coupling regimes (α1 ↔ 1α1 ) similar to the way electromagnetic duality
exchanges the electromagnetic coupling constant (fine structure constant) (α↔ 1
α
). Note
that when α1 = 1, there is no change in the solution, it is “self-dual”.
3.4 4D Black dihole with unbalanced charges
In this section we shall apply our solution generation method and derive the dihole
solution with unbalanced charges in four dimensions which was obtained in [15] using a
different method. The starting point is the Kerr-NUT solution in four-dimensions
ds2 = −Λ¯(dt+Aϕdϕ)2 + Λ¯−1[e2µ1(dρ2 + dz2) + ρ2dϕ2], (3.57)
Λ¯ =
∆¯− a2 sin2 θ
r2 + (a cos θ + l)2
,
∆¯ = r2 − 2mr + a2 − l2,
e2µ1 =
∆¯− a2 sin2 θ
∆¯ cos2 θ + (r −m)2 sin2 θ , (3.58)
where ρ =
√
∆¯ and z = (r−m) cos θ are the cylindrical coordinates and we have denoted
a to be the angular momentum and l the NUT charge.
Notice that the above metric is a stationary solution of the dilatonic vacuum in four-
dimensions, with the dilaton field ϕ1 = 0. A quick glance at the field transformation
formulae (3.49) shows that in order to ensure that the resulting gauge potential is real we
have to analytically continue a→ ia and l→ il in the above solution.
e−φ1 = Λ,
e2µ1 =
∆+ a2 sin2 θ
∆cos2 θ + (r −m)2 sin2 θ , (3.59)
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where we have defined
∆ = r2 − 2mr − a2 + l2,
Σ = r2 − (a cos θ + l)2,
Λ =
∆+ a2 sin2 θ
Σ
. (3.60)




φ1 = − 2
1 + α2
ln Λ,






a sin2 θ(mr − l2) + l cos θ





from which, upon substituting the cylindrical coordinates ρ =
√
∆sin θ and z = (r −
m) cos θ, we obtain the new metric
ds2 = −e−φ1dt2 + eφ1 [e2µ2 [∆ cos2 θ + (r −m)2 sin2 θ](dr
2
∆





− dt2 + Σ
4
1+α2















which is the same unbalanced dihole metric derived in [15]. Notice that in contrast to the
method employed in [15], we have obtained the above solution by purely algebraic means,
without solving any differential equations.
In the special case in which l = 0 and α = 0 (and after we dualize the electromagnetic
2-form field strength) we obtain the extremal electric dihole solution originally found by
Bonnor [12]
ds2 = −fdt2 + f−1[e2γ(dρ2 + dz2) + ρ2dϕ2],
f = Λ2,
At = − 2a cos θ




Solution generation method in 5D
In this chapter we extend the solution generation technique presented in the previous
chapter to five dimensions. In section 4.1 we develop the solution generation technique
to map stationary, axisymmetric vacuum Einstein solutions in four dimensions to static,
axisymmetric solutions of dilatonic gravity coupled to a magnetic 3-form field strength in
five dimensions. As an illustration of the technique, in section 4.1.3 we apply the technique
to the Kerr-NUT solution in four dimensions and reproduce the extreme unbalanced dihole
obtained via different means in [16]. In section 4.2, we present the mapping between
static, axisymmetric solutions of gravity coupled to an electric field in four dimensions to
solutions of dilatonic gravity coupled to an electric 2-form field strength in five dimensions.
As applications of the mapping presented in 4.2, we derive the five dimensional Reissner-
Nordstro¨m solution from the four dimensional Reissner-Nordstro¨m solution in 4.2.1, and
the five dimensional non-extreme dilatonic dihole from the four dimensional non-extreme
dihole in 4.2.2. We then conclude the chapter in section 4.3 with a discussion of some
possible avenues for further research.
4.1 Mapping between 4D vacuum Einstein and 5D
dilatonic gravity coupled to a magnetic 3-form
field strength
The starting point of our discussion is the five dimensional Lagrangian describing












H(3) = dB(2) is the three-form field strength
1 and α is the dilaton coupling constant. The




is particularly important as it arises from the low-energy effective
action of the heterotic string compactified to five dimensions. For convenience, we shall
now assume a form of the ansatz in five dimensions that is static and axially-symmetric
with respect to two angular coordinates ϕ and χ. The most general line-element satisfying
these symmetry conditions is given by
ds25 = −fdt2 + ldϕ2 + kdχ2 + eµ(dρ2 + dz2), (4.2)
where f , k, l and µ are functions of ρ and z only. Furthermore, we assume that the only
non-zero component of the two-form gauge field is Bϕχ and that both this component and
the scalar field φ depend only on ρ and z. Let us now perform dimensional reduction of the
five dimensional Lagrangian (4.1) to four dimensions along the χ (spacelike) coordinate







Note that the scalar from Kaluza-Klein reduction from five to four dimensions is φ1, which












A(1) = Bϕχdϕ, (4.4)



















From the previous chapter, we have learnt that if we were to scale our matter Lagrangian,
then we would have to similarly scale our Ricci tensor by the same factor. This was
accomplished by scaling µ in the Weyl-Papapetrou form of the three dimensional ansatz.
However, in this case we are unable to scale the Ricci tensor even though we have scaled
µ in the four dimensional metric in (4.4). This is easily remedied by performing a second
Kaluza-Klein reduction, this time along the timelike direction so that the resulting three
dimensional metric would be in the Weyl-Papapetrou form. Using the Kaluza-Klein ansatz
given in (2.96)2
ds24 = e
φ2ds23 − e−φ2dt2, (4.6)
1Note that the subscript in brackets denotes the degree of the form.
2Note that the scalar from Kaluza-Klein reduction is φ2, which is different from the scalar φ1 from
the first Kaluza-Klein reduction (4.3).
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we obtain the following metric and fields in three dimensions
ds23 = e









A(1) = Bϕχdϕ, (4.7)









































We next consider the four dimensional vacuum Einstein Lagrangian
L4 =
√−gR. (4.10)
The solution to the equations of motion derived from (4.10) is assumed to have the
following stationary and axisymmetric form
ds24 = −f˜(dt− wdϕ)2 + ρ2f˜−1dϕ2 + eµ˜(dρ2 + dz2). (4.11)
We next perform reduction along the timelike direction using the Kaluza-Klein ansatz
given in (2.96).
ds24 = e
ψds23 − e−ψ(dt+A)2 (4.12)
Note that we have denoted the scalar from Kaluza-Klein reduction by ψ. We obtain the
following metric and fields in three dimensions
ds23 = e
µ˜f˜(dρ2 + dz2) + ρ2dϕ2,
e−ψ = f˜ ,
A = −wdϕ. (4.13)































Our four dimensional ansatz (4.11) corresponds to the case in which ψ1 = ψ2 = 0. The



















In order to map the fields from (4.16) into the fields from (4.9) we shall consider the
















9α2 + 12 + 3)
φ+
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9α2 + 12 + 3(α2 + 1)
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For our purposes we will be interested mainly in the inverse relations














9α2 + 12 + 12 + 9α2)
(4 + 3α2)(
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9α2 + 12 + 3α2 + 4)
ψ2,





6(4 + 3α2 +
√
9α2 + 12(1 + α2))
(4 + 3α2)
(√




































Like in the last chapter, to ensure that the resulting metric has only real quantities, the
‘seed’ solution must possess a parameter that can be analytically continued so that the
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Only now can we say that the different systems (4D Einstein-Dilaton and 5D Einstein-
Maxwell-Dilaton4) are related. Upon variation of (4.21), we obtain the equations of motion
involving the Ricci tensor
(Rij(2) − Tij(2)) = 4
1 + α2
(Rij(1) − Tij(1)), (4.23)
where Tij denotes the energy-momentum tensor.
5 Let us equate the Ricci tensor (and











Since our three dimensional metrics are already written in the Weyl-Papapetrou form, to
satisfy (4.25), we just have to identify the coefficients of (dρ2 + dz2) in (4.7) and (4.13)







fkl ≡ ρ2. (4.26)
Since none of our quantities in three dimensions (ψ, ψ1, ψ2, φ, φ1, φ2, Bϕχ,A) depend on ϕ,
i.e. they depend on ρ and z only, we can utilize the argument in section 3.1 and convince
ourselves that the three dimensional Lagrangians (4.8) and (4.15) will not be affected by
the changes in the three dimensional metric tensor gij caused by (4.26).




gR(2), where the ‘tilde’ quantities are calculated with
the three dimensional metric (eµ˜f˜)
12
3α2+4 (dρ2 + dz2) + ρ2dϕ2.
4More accurately there are two dilatons.
5The energy-momentum tensor is usually denoted as the equal to the Einstein tensor Rij − 12gijR,
but here we will abuse terminology and write Einstein’s equations as Rij = Tij where we call Tij the
energy-momentum tensor.
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4.1.1 The harmonic degree of freedom
As in the four dimensional case there is an extra degree of freedom h in the solution to
the Einstein-Maxwell-Dilaton field equations when the mapping is performed on a vacuum
Einstein “seed”. We repeat the analysis as in the four dimensional case. We have shown
in the last section that there exists a (reversible) mapping between solutions of Einstein-






















4D Einstein-Dilaton 5D Einstein-Maxwell-Dilaton
ds24 = −f˜(dt− wdϕ)2 ↔ ds25 = −fdt2 + kdχ2
+ρ2f˜−1dϕ2 + eµ˜(dρ2 + dz2) +eµ(dρ2 + dz2) + ldϕ2
In this section, we will show that if we start with a solution of 4D vacuum Einstein’s
(ψ1 = ψ2 = 0) equations, then we can map it to a solution of 5D Einstein-Maxwell-
Dilaton theory which contains an extra harmonic function h. The freedom is in defining












4D Vacuum Einstein (ψ1 = ψ2 = 0) 5D Einstein-Maxwell-Dilaton
ds24 = −f˜(dt− wdϕ)2 ↔ ds25 = −fdt2 + ke2hdχ2
+ρ2f˜−1dϕ2 + eµ˜(dρ2 + dz2) +e(µ+2γ)(dρ2 + dz2) + le−2hdϕ2
To show how this harmonic degree of freedom arises, let us start five dimensional Einstein











Upon performing dimensional reduction first along the spacelike coordinate χ then the





















and the reduced solution in three dimensions
ds23 = e
µfk(dρ2 + dz2) + flkdϕ2. (4.29)
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Let us now define new scalars φ˜, φ˜1 and φ˜2.
φ˜ = φ,
φ˜1 = φ1 −
√
3h,
φ˜2 = φ2 − h, (4.30)
where h is an arbitrary function to be determined. We now substitute φ→ φ˜, φ1 → φ˜1 and
φ2 → φ˜2 into Lagrangian (4.28). By doing so, we are converting the solution to the equa-
tions of motion derived from (4.28) with the fields (gij, φ, φ1, φ2, A(1)) to another solution
with fields (g˜ij, φ˜, φ˜1, φ˜2, A(1)) or (g˜ij, φ, φ1, φ2, h, A(1)). The reduced three dimensional























To see how this modified solution is related to the original (gij, φ, φ1, φ2, A(1)) solution
























Note that since we started with a pure vacuum (ψ1 = ψ2 = 0), we will have the condition√
3φ1 + φ2 = 0 from (4.18). Substituting
√





















If we compare (4.33) and (4.28), we see that we must find an appropriate modification of
gij that will “absorb” the −2(∂h)2 term in the Lagrangian. This is easily done since our
three dimensional metric is in the Weyl-Papapetrou form, and we know that if we add a
term to the equations of motion involving the Ricci tensor, Rij → λ1Rij(1)+λ2Rij(2), then
the coefficient of (dρ2 + dz2) will transform as e2µ1 → e2µ2 . In this case, the equations of
motion involving the Ricci tensor is modified by the addition of a 2(∂ih)(∂jh) which we
can see upon variation of (3.34).6 We will choose (eµfk)→ (eµfk)e2γ where γ is a function
of ρ and z only. The Ricci tensor calculated for the metric (eµfk)e2γ(dρ2+dz2)+ρ2dϕ2 is
then a linear sum of the Ricci tensor calculated for the metric (4.29) and the Ricci tensor
calculated for the three dimensional metric
ds23 = e
2γ(dρ2 + dz2) + ρ2dϕ2. (4.34)
6Note that upon variation with respect to h, we obtain ∇2h = 0 which shows that h is harmonic.
Note that the Laplacian ∇2 here is to be calculated using the three dimensional ansatz (4.13). However,
since the Laplacian calculated for (4.13) is proportional to the Laplacian for three dimensional flat space
(using cylindrical coordinates), we can equivalently verify h is harmonic with the Laplacian calculated
with respect to flat three dimensional space.
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The components of the Ricci tensor calculated for the above metric are then equated with





































From (4.36), we obtain
∂zγ = 2ρ(∂ρh)(∂zh). (4.38)
From (4.37) minus (4.35), we obtain
∂ργ = ρ[(∂ρh)
2 − (∂zh)2]. (4.39)
Hence, given a harmonic function h, we can solve (4.38) and (4.39) for γ, which we can
substitute in the following metric to obtain a solution to the modified Lagrangian (4.33).
ds23 = (e
µfk)e2γ(dρ2 + dz2) + flkdϕ2 (4.40)
Uplifting this solution to five dimensions, we obtain
ds25 = −fdt2 + ke2hdχ2 + e(µ+2γ)(dρ2 + dz2) + le−2hdϕ2 (4.41)
which is the modified solution to the Einstein-Maxwell-Dilaton field equations with an
extra harmonic function h when we perform the mapping from a vacuum Einstein “seed”
solution.7 We shall see in the subsequent sections that h will have to take a particular
form to ensure the asymptotic flatness of the resulting solution.
4.1.2 Summary of the solution generation method
Let us summarize the results of our solution generating method for the five dimen-
sional case. We can map a stationary axisymmetric “seed” solution of vacuum Einstein’s
equations of motion derived from the four dimensional Lagrangian
L4 =
√−gR (4.42)
7We check that when h = 0, γ will also be zero, and the five dimensional metric (4.41) will revert to
its unmodified form (4.2).
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given as
ds24 = −f˜(dt− wdϕ)2 + ρ2f˜−1dϕ2 + eµ˜(dρ2 + dz2) (4.43)
to a static axisymmetric solution of the Einstein-Maxwell-Dilaton equations of motion











(where H(3) = dB(2) is the three-form field strength and we have assumed that the only
non-zero component of the two-form gauge field is Bϕχ and depends only on ρ and z)
given as
ds25 = −fdt2 + ldϕ2 + kdχ2 + eµ(dρ2 + dz2) (4.45)
by performing the transformations (4.18) and (4.19) with ψ1 = ψ2 = 0.
8 After substituting






























k, e−φ2 = f
√
k, fkl = ρ2 and eµfk = (eµ˜f˜)
12
3α2+4 e2γ. We can then derive f, k, l





















wdϕ ∧ dχ, (4.47)
which we can substitute into (4.45) to give a solution to the field equations of the La-
grangian (4.44). γ can be found from (4.38) and (4.39) when the harmonic function h is
known. The freedom is in defining h. Note that to ensure that the resulting metric has
only real quantities, the “seed” solution must possess a parameter that can be analytically
continued so that the resulting gauge potential is real.
8We set ψ1 = ψ2 = 0 since we have started from a vacuum Einstein “seed” solution.
9We have substituted (4.30) from the last section.
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We can also reverse the process and map a static axisymmetric solution of five di-
mensional Einstein-Maxwell-Dilaton theory to a stationary axisymmetric solution of four
dimensional Einstein or Einstein-Dilaton theory by performing the transformations (4.17)
and (4.19), but this reverse transformation is not used since we have no interesting
Einstein-Maxwell-Dilaton “seeds” to perform the inverse transformation on.
In five dimensions, a solution that is magnetically charged with respect to a 3-form
field strength H(3) may be dualized into another solution that is electrically charged with
respect to a 2-form field strength F(2). This duality transformation is given by
φ′ = −φ, Fab = eαφ(∗H)ab, (4.48)













4.1.3 5D black dihole with unbalanced charges
As an illustration of the solution generation method presented in the previous section
we will recover the 5D unbalanced dihole solution derived in [16] using a different method.
The starting point is again the four dimensional Kerr-NUT solution
ds2 = −Λ¯(dt+Aϕdϕ)2 + Λ¯−1[e2µ1(dρ2 + dz2) + ρ2dϕ2], (4.50)
Λ¯ =
∆¯− a2 sin2 θ
r2 + (a cos θ + l)2
,
∆¯ = r2 − 2mr + a2 − l2,
e2µ1 =
∆¯− a2 sin2 θ
∆¯ cos2 θ + (r −m)2 sin2 θ , (4.51)
where ρ =
√
∆¯ and z = (r−m) cos θ are the cylindrical coordinates and we have denoted
a to be the angular momentum and l the NUT charge. Note that the above metric is
a stationary solution of the dilatonic vacuum in four-dimensions, with the dilaton field
ψ1 = ψ2 = 0. A quick glance at the field transformation formulae (4.46) shows that in
order to ensure that the resulting gauge potential is real we have to analytically continue
a→ ia and l→ il in the above solution.
f˜ = Λ,
e2µ1 =
∆+ a2 sin2 θ
∆cos2 θ + (r −m)2 sin2 θ , (4.52)
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where we have defined
∆ = r2 − 2mr − a2 + l2,
Σ = r2 − (a cos θ + l)2,
Λ =






∆cos2 θ + (r −m)2 sin2 θ ,
w = −Aϕ = −2ia sin
2 θ (mr + l2) + l∆¯ cos θ
∆¯ + a2 sin2 θ
. (4.54)
From eq. (4.47) we obtain the resulting new 5D solution























2(a sin2 θ (mr + l2) + l∆¯ cos θ)
∆¯ + a2 sin2 θ
dϕ ∧ dχ. (4.56)
This line element is generically non-asymptotically flat. However we can correct this











ρ2 + (z + σ)2 and σ =
√
m2 + a2 − l2. We can integrate equations (4.38)
and (4.39) to obtain γ
2γ = ln
[
R1 + (z + σ)
]− lnR1 − ln(2K0) (4.58)
where K0 is a constant. The rod structure of this solution corresponds to an extremal
black hole surrounded by an extremal black ring [16] as shown in Fig. 4.1(a).
A more appropriate choice for the harmonic function h that will lead to a solution






[R1 + (z + σ)](R2 − z)













z = −σ z = +σ
(b)
Figure 4.1: Rod structures of (a) the extremal black hole / black ring system, and (b) the
two-extremal black hole system.
where R2 =
√
ρ2 + z2 and R3 =
√
ρ2 + (z − σ)2. The corresponding rod diagram for the







where K0 is a constant and we have defined
Y12 = ρ
2 + (z + σ)z +R1R2,
Y23 = ρ
2 + (z − σ)z +R2R3,
Y13 = ρ
2 + (z2 − σ2) +R1R3. (4.61)
Note that when l = 0, the extreme unbalanced dihole reduces to the dihole with equal and
opposite charges. We now dualize the magnetic dihole solution (4.55) and (4.56) using
(4.48)
φ′ = −φ, Fab = eαφ(∗H)ab (4.62)
The final solution is then








2[l(r −m)− a cos θ]




















If we choose the harmonic function h as (4.59) and solve for γ using (4.38) and (4.39), we
will then obtain an asymptotically flat solution which describes an extreme electrically
charged unbalanced dihole.
4.2 Mapping between 4D Einstein-Maxwell theory
and 5D dilatonic gravity coupled to an electric
2-form field strength.
Our starting point is the five dimensional Lagrangian describing gravity coupled to a











where F(2) = dA(1), and the only non-zero component of the 1-form gauge potential A(1)
is At. We assume that both At and the scalar field φ depend only on the coordinates ρ
and z. Let us adopt the same ansatz for the solution to the equations of motion derived
from the above Lagrangian as in section 4.1 and again assume that f , k, l and µ depend
on the coordinates ρ and z only.
ds25 = −fdt2 + ldϕ2 + kdχ2 + eµ(dρ2 + dz2) (4.66)
Like before, we perform Kaluza-Klein reduction to three dimensions first along the coor-
dinate χ then along the time coordinate t. We will obtain
ds23 = e









A(1) = Atdt, (4.67)

























































where F(2) = dA(1) and the only non-zero component of A(1) is At = ω. The solution to
the equations of motion derived from (4.70) is assumed to have the following static and
axisymmetric form
ds24 = −f˜dt2 + ρ2f˜−1dϕ2 + eµ˜(dρ2 + dz2),
A(1) = wdt. (4.71)
We next perform Kaluza-Klein reduction along the timelike direction. We will obtain the
following metric and fields in three dimensions
ds23 = e
µ˜f˜(dρ2 + dz2) + ρ2dϕ2,
e−ψ = f˜ ,
A(1) = wdt, (4.72)
where we have denoted the scalar from Kaluza-Klein reduction by ψ. The above is a





























Our four dimensional ansatz (4.71) corresponds to the case in which ψ1 = ψ2 = 0. The



















In order to map the fields from (4.69) into the fields from (4.75) we shall consider the
following field transformations (derivation in Appendix A)







9α2 + 12 + 3
φ+
√
9α2 + 12 + 3(α2 + 1)√







9α2 + 12 + 4√





9α2 + 12 + 3
φ1 − αφ2. (4.76)
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Since we have scaled the reduced three dimensional matter Lagrangian, we also have to
rescale their three dimensional geometries such that the Ricci tensor of the metric (4.67)
is a constant rescaling of the Ricci tensor of the metric (4.72), the scaling factor being
precisely 3
3a2+4
. Note that there also exists a harmonic freedom which can be seen from
considering the new scalars φ˜ = φ, φ˜1 = φ1 −
√
3h and φ˜2 = φ2 − h. The rest of the
argument is the same as in section 4.1.1. Taking the scaling of the three dimensional







fkl ≡ ρ2. (4.80)
Let us summarize the results of our generating method. We can read off the functions
f˜ , w and eµ˜ from (4.71) which we substitute into the transformations (4.77) with ψ1 =





















k, e−φ2 = f
√
k and (4.80), we can then derive f, k, l and eµ in terms of
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which can be substituted into the metric (4.66) to give the desired solution of dilatonic
gravity coupled to an electric 2-form field strength in five dimensions. Note that γ can
be calculated from (4.38) and (4.39) when the harmonic function h is known.
4.2.1 5D Reissner-Nordstro¨m solution
As a check of the technique presented in the last section, we will map the four dimen-
sional Reissner-Nordstro¨m solution to the five dimensional Reissner-Nordstro¨m solution.
The four dimensional Reissner-Nordstro¨m solution is given in Weyl-Papapetrou form as
ds2 = −f˜dt2 + ρ2f˜−1dϕ2 + eµ˜(dρ2 + dz2), (4.83)
where
f˜ =
(R+ +R−)2 − 4σ2
(R+ +R− + 2m)2
,
eµ˜ =






ρ2 + (z + σ)2,
R− =
√
ρ2 + (z − σ)2. (4.85)
Note that σ =
√
m2 − q2 and m denotes the mass and q the charge. We could now use
the transformations (4.82) with α = 0 to generate the five dimensional metric, but let
us first convert f˜ and eµ˜ from cylindrical coordinates (ρ, z) to polar coordinates (r, θ) by
using the relations [18]




(r2 − 2σ) cos 2θ. (4.86)
We now obtain in polar coordinates
f˜ =
r2(r2 − 4σ)
(r2 + 2(m− σ))2 ,
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eµ˜ =
(r2 + 2(m− σ))2
r2(r2 − 4σ) + 4σ2 sin2 2θ . (4.87)
Like before, we also require a harmonic function h to ensure that the generated five
dimensional metric is asymptotically flat. We find that the appropriate h is given by
e2h = (R+ + (z + σ))
(
R+ +R− − 2σ
R+ +R− + 2σ
) 1
2
= (R+ + (z + σ))
(
R− + (z − σ)
R+ + (z + σ)
) 1
2
= [(R+ + (z + σ))(R− + (z − σ))]
1
2
= r(r2 − 4σ) 12 cos2 θ. (4.88)
We can now find γ from (4.38) and (4.39).
e2γ =
(
(R+ + (z + σ))(R− + (z − σ))













[4R+R−((R+ +R−)2 − 4σ2)(R+ + (z + σ))(R− + (z − σ))] 14
=
1
[r2(r2 − 4σ) + 4σ2 sin2 2θ] 14 [r2(r2 − 4σ)] 14 . (4.90)
Using (4.82) with α = 0, we find
f = f˜ =
r2(r2 − 4σ)



















r2 + 2(m− σ)
r2(r2 − 4σ) + 4σ2 sin2 2θ . (4.91)
The five dimensional metric is given by (4.66)
ds25 = −fdt2 + ldϕ2 + kdχ2 + eµ(dρ2 + dz2). (4.92)
Converting to spherical coordinates, we obtain
ds25 = −
r2(r2 − 4σ)
(r2 + 2(m− σ))2dt
2 +








= −H−2(r)f(r)dt2 +H(r) (f(r)−1dr2 + r2dΩ23) , (4.93)
where




f(r) = 1− 4σ
r2
, (4.94)
which is the five dimensional Reissner-Nordstro¨m solution. We have thus checked that
the solution generation method checks for the special case of α = 0 to generate the five
dimensional Reissner-Nordstro¨m solution from the four dimensional Reissner-Nordstro¨m
solution.
4.2.2 5D non-extreme electric diholes
In [17] the four dimensional non-extreme dilatonic dihole solution was generated from
the four dimensional non-extreme dihole solution by directly mapping the equations of
motion. In this section we shall apply our solution generation method derived in section
4.2 and generate the five dimensional non-extreme dilatonic dihole solution from the
four dimensional non-extreme dihole solution. Note that unlike the derivation of the five
dimensional unbalanced extreme dilatonic dihole in section 4.1.3, our “seed” solution is
now a solution of Einstein-Maxwell’s equations instead of vacuum Einstein’s equations in
four dimensions.
The four dimensional non-extremal dihole is given in [17]. The solution describes two
non-extremal black holes of equal mass and charge of the same magnitude but opposite
sign. In the notation of [47], the choice of parameters is
m1 = m2 = m, q1 = −q2 = q ,
a1 = a2 = 0, z1 = −z2 = k . (4.95)
In Weyl’s canonical form the solution takes the form
ds2 = −f˜dt2 + f˜−1[e2γ˜(dρ2 + dz2) + ρ2dϕ2] , (4.96)
f˜ =
A2 − B2 + C2
(A+ B)2 , e
2γ˜ =
A2 − B2 + C2
K0R+R−r+r−
, w = − CA+ B , (4.97)
where A, B and C are given by
A = −(R+ −R−)(r+ − r−)[(κ2+ + κ2−)(m4 + κ2+κ2−)− 4m2κ2+κ2−]
−2(κ2+ − κ2−)(R+R− + r+r−)[m4 − (κ+κ−)2]
+(κ2+ − κ2−)(R+ +R−)(r+ + r−)[m4 + (κ+κ−)2] ,
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B = 4m(κ2+ − κ2−)κ+κ−[(R+ +R− + r+ + r−)κ+κ− − (R+ +R− − r+ − r−)m2] ,
C = 4kqκ+κ−[(R+ −R− + r+ − r−)(κ2+ −m2)κ− − (R+ −R− − r+ + r−)(κ2− −m2)κ+] .
(4.98)
Here, we have defined
R± ≡
√
ρ2 + (z ± (κ+ + κ−))2 , r± ≡
√
ρ2 + (z ± (κ+ − κ−))2 . (4.99)
The solution depends on three parameters—in physical terms, the mass, charge and
separation between the black holes. We have found it convenient to choose these to be m,
κ+ and κ−, all of them positive. In terms of the parameters q and k introduced in [47],





m2 + k2 + 2k
√
m2 − q2 ±
√











(κ2+ −m2)(m2 − κ2−) . (4.101)
The properties of this solution have been discussed in [17] and we shall summarize here
the main results. The black hole horizons lie on the axis ρ = 0 at −κ− ≤ z±κ+ ≤ κ−. We
will restrict the parameters to satisfy κ− ≤ m < κ+. With this choice one obtains a real
solution describing two black holes. Then κ+ controls the separation between the black
holes, while κ− is a ‘non-extremality’ parameter. We remark that neither q nor k are the
physical charge or separation between the black holes, but simply parameters that, in the
limit of large separation between the holes, approximate these two quantities.
The remaining task is that of determining K0, which is a quantity that can depend
on the parameters of the solution but not on the coordinates. Which value one chooses
for K0 is dictated by the structure of conical singularities along the axis: in a portion of
the axis away from the horizons, if the periodicity of ϕ is ∆ϕ, and γ˜0 ≡ γ˜|ρ→0, then there
will be a conical deficit
δ = 2pi −∆ϕ e−γ˜0 . (4.102)













, |z| > κ+ + κ− (4.104)
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+ − κ2−) , (4.105)
together with ∆ϕ = 2pi (only the product ∆ϕ K
1/2
0 is significant). In that case, the
conical angle on the axis is negative (i.e., an excess angle, or ‘strut’),
δstrut = −2pim
2(κ2+ −m2) + κ2+(m2 − κ2−)
(κ2+ −m2)2
. (4.106)
On the other hand, had we chosen to remove the singularity from the axis in between
the black holes, we would have found a conical deficit (a ‘cosmic string’) extending out to
infinity, where
δstring = 2pi





In the following we will choose to have a strut singularity in between the black holes.
Hence ∆ϕ = 2pi, and K0 is given by (4.105). We shall use (4.96) as the seed and apply
the transformations given in section 4.2. But first we note that from comparing (4.96)
and (4.71) we have the relation
eµ˜ = e2γ˜ f˜−1. (4.108)






















where h is a harmonic function and γ can be calculated from (4.38) and (4.39). The above
quantities can then be substituted into the metric
ds25 = −fdt2 + ldϕ2 + kdχ2 + eµ(dρ2 + dz2) (4.110)
to give the desired five dimensional solution.
It now remains to find the appropriate harmonic function h to ensure asymptotic
flatness of the generated five dimensional solution. We choose the harmonic function h
to be




z = κ+ + κ−
z = κ+ − κ−z = −κ+ − κ−





z = κ+ + κ−
z = κ+ − κ−z = −κ+ − κ−
z = −κ+ + κ−
(b)
Figure 4.2: Rod structures of (a) the non-extremal black hole / black ring system, and
(b) the two-non-extremal black hole system.
The rod structure of this solution along the z-axis can be deduced following [18], and
is shown in Fig. 4.2(a) As can be seen, this choice of h has produced semi-infinite rods
corresponding to the χ and ϕ coordinates, a property of asymptotically flat space-times
such as the five-dimensional Schwarzschild solution [18]. Furthermore, the rod struc-
ture corresponding to the time coordinate shows that there are two ‘black’ objects with
horizons on the ρ = 0 axis at −κ− ≤ z ± κ+ ≤ κ−. The one with the horizon at
−κ+ − κ− ≤ z ≤ −κ+ + κ− has a horizon with topology S3; thus it is a non-extremal
black hole. On the other hand, the one with its horizon at κ+ − κ− ≤ z ≤ κ+ + κ− has a
horizon with topology S2 × S1, and so it is a non-extremal black ring.
To obtain instead a system describing two non-extremal black holes we shall modify
this solution to one with the rod structure as shown in Fig. 4.2(b). The difference is that
part of the rod from z = 0 to κ+ − κ− has been moved from the χ to the ϕ coordinate.
This is achieved quite simply by adding an appropriate harmonic function to h in (4.111).
We will choose the modified h to be
e2h =
(R+ + z + κ+ + κ−)(R˜− z)
R− − (z − (κ+ + κ−)) , (4.112)
where we have denoted R˜ =
√
ρ2 + z2. Using (R− − (z − (κ+ − κ−))) = ρ2(R−+(z−(κ+−κ−)))
and (R˜ + z) = ρ
2
(R˜−z) we can rewrite e
2h as
e2h =
(R+ + z + κ+ + κ−)(R− + (z − (κ+ + κ−)))
R˜ + z
. (4.113)
However, this harmonic function is not complete. From experience with the five dimen-













associated with the two non-
extreme black holes. Note that these factors reduce to unity in the extreme case. The
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complete harmonic function is then
e2h =
(R+ + z + κ+ + κ−)(R− + (z − (κ+ + κ−)))
R˜ + z
×[
[r+ + (z − (κ− − κ+))]
[R+ + (z + κ+ + κ−)]
[R− + (z − (κ+ + κ−))]





















































Y35 = R˜R− + z(z − κ+ − κ−) + ρ2,
Y23 = r+R˜ + z(z + κ+ − κ−) + ρ2,
Y34 = R˜r− + z(z − κ+ + κ−) + ρ2,
Y13 = R+R˜ + z(z + κ+ + κ−) + ρ2,
Y14 = R+r− + (z + κ+ + κ−)(z − κ+ + κ−) + ρ2,
Y24 = r+r− + (z + κ+ − κ−)(z − κ+ + κ−) + ρ2,
Y45 = r−R− + (z − κ+ + κ−)(z − κ+ − κ−) + ρ2,
Y12 = R+r+ + (z + κ+ + κ−)(z + κ+ − κ−) + ρ2,
Y25 = r+R− + (z + κ+ − κ−)(z − κ+ − κ−) + ρ2,
Y15 = R+R− + (z + κ+ + κ−)(z − κ+ − κ−) + ρ2, (4.116)
and K0 is a constant. We can now substitute (4.114) and (4.115) into (4.109) to obtain an
asymptotically flat solution describing two non-extremal black holes coupled to a 3-form
in five dimensions with the horizons having the topology S3.
This concludes the generation of the non-extremal electric dihole in five-dimensional
dilatonic gravity coupled with a 3-form field strength. In order to prove that our solution
reduces to the extremal dihole solution found in [16] let us notice first that the four-
dimensional non-extreme dihole reduces to the Bonnor solution in the extremal limit in
which q = m, κ+ =
√
m2 + k2 and k− = 0, with k = a. This means that in this limit
f˜ → Λ2 and
eγ˜ → Σ
∆cos2 θ + (r −m)2 sin2 θ (4.117)
while it is easy to see that the harmonic function h reduces to the one used in the
construction of the extremal dihole solutions in section 4.1.3. Gathering all these facts
together we conclude that indeed in the extremal limit one recovers the extremal dihole
solution in the Einstein-Maxwell-Dilaton theory as found in [16].
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4.3 Conclusions
In this thesis we have developed a solution-generating technique to generate static,
axisymmetric solutions to dilatonic gravity coupled to a magnetic 3-form field strength
(or electric 2-form field strength) from stationary, axisymmetric solutions to vacuum Ein-
stein’s equations (or gravity coupled to a electric 2-form field strength) based on the
“duality” of the reduced Lagrangian in three dimensions. As applications of the tech-
nique, we recovered the four and five dimensional dilatonic dihole solutions previously
obtained by directly mapping the equations of motion [15, 16]. We also generated a new
solution, the five dimensional non-extremal dilatonic dihole solution that the previous
method of directly mapping the equations of motion did not readily admit. It would be
interesting to find the embedding of the five-dimensional non-extremal dilatonic dihole
solutions in string or M-theory in order to study their thermodynamic properties and
obtain their microscopic description following [48] as suggested in [16].
It would also be interesting to find dihole solutions in D ≥ 6 but as was argued in [18],
diholes in higher dimensions D ≥ 6 cannot be constructed using the same Weyl formalism
since black holes in D ≥ 6 do not admit D − 2 commuting Killing vectors. Since our
method depends on the three dimensional Ricci tensor being scalable, which is satisfied
by the three dimensional Weyl ansatz, we do not foresee any further progress in D ≥ 6
diholes unless an alternative ansatz possessing the linearity property of the Weyl ansatz,
i.e. that has a scalable Ricci tensor is found.10
So far we have only considered dilatonic gravity coupled to a magnetic 3-form field
strength or electric 2-form field strength in five dimensions. We neglected to consider the
electric 3-form field strength and magnetic 2-form field strength cases and their duals.
Furthermore, when we reduced the five dimensional Lagrangian to three dimensions, we
first reduced it on a spacelike coordinate χ then on the timelike coordinate t and neglected
to consider the alternative reduction first on a timelike coordinate then on a spacelike
coordinate. We also did not consider the thirteen alternative rotations ((A.42) to (A.56))
for derivation of the transformations for the scalars in five dimensions. Neither did we
consider the multitude of different ways we can choose the scalars as “coordinates” in the
derivation of the scalars in Appendix A. These alternative mappings would be interesting
to investigate as they may yield new hitherto unknown solutions.
As far as “seed” metrics are concerned, we have not considered using the four dimen-
sional charged C-metric or the Kerr-Bolt solution as the “seeds”. All the “seed” metrics
so far have been four dimensional, but our solution generation method can be extended
10Note that besides having a scalable Ricci tensor, the candidate ansatz must also have quantities that
depend only on two coordinates as explained in section 3.1.
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to utilize five dimensional and higher “seed” metrics say, the five dimensional Kerr metric
with two rotation parameters.
We can also try to generate dyonic solutions by mapping not just one Maxwell field,
but two Maxwell fields. If this succeeds, we would be able to obtain the coveted five
dimensional Kerr-Newmann solution. If we are able to successfully generate dyonic solu-
tions, then by substituting one of the Maxwell fields with a scalar field we would then be
able to generate solutions to Einstein-Maxwell-Dilaton-Axion (EMDA) theory. Another
possible extension to explore is to consider multi-black holes, not just a pair of black holes
(diholes). However, this first requires us to convert the known multi-black hole solutions




In this appendix we will construct the rotation matrices that are used to derive the
transformations of the transformations of the scalars in Chapter 3 and 4. In section A.1)
we derive the rotation matrix that will rotate (0, 1)T into a unit vector (n1, n2)
T and use
it to derive the transformation of the scalars in Chapter 3. In section A.2 we derive the
rotation matrix that will rotate (0, 0, 1)T into a unit vector (n1, n2, n3)
T and use it to
derive the transformation of the scalars in Chapter 4. In section A.3 we will obtain the
general rotation matrix that will rotate (0, . . . , 1)T into a unit vector (n1, n2, . . . , nd)
T in
d dimensions.
A.1 Rotation matrix in two dimensions
In this section we will find the rotation matrix that will bring a unit vector (0, 1)T to
unit vector (n1, n2)
T . If we start with a general vector (x, y)T and rotate it by an angle
θ anticlockwise as measured from the x axis to (x′, y′)T , the components of the rotated
vector will be given by
y′ = y cos θ + x sin θ,







cos θ − sin θ









This is an active rotation since it is the vector and not the axes that has been rotated.
For the case of rotating (0, 1)T to unit vector (n1, n2)









Figure A.1: Rotation of angle (θ − pi
2
) clockwise about (0, 0) bringing unit vector (0, 1)T




) into (A.2) we will obtain the rotation matrix R as
R =
(
sin θ cos θ
− cos θ sin θ
)
. (A.3)
In polar coordinates, the unit vector (n1, n2)

















Note that since (n1, n2)
T is normalized, we have the additional condition n21+n
2
2 = 1. Let
us return to Chapter 3 and derive the transformation between the scalars in detail. We































First, we truncate (A.6) and (A.7) as
ds2(1) = dφ1
2 + dϕ1




and consider them as “line elements” that are invariant under a transformation that
preserves the norm. The “coordinates” in basis (1) are chosen to be (ϕ1, φ1) and the
“coordinates” in basis (2) are chosen to be (ϕ2, φ2). Note that the choice of “coordinates”
is arbitrary. We can equivalently choose the “coordinates” in basis (1) to be (φ1, ϕ1) and
the “coordinates” in basis (2) to be (φ2, ϕ2). We could also mix up the “coordinates”
and let the “coordinates” in basis (1) be (φ1, ϕ1) and the “coordinates” in basis (2) be
(ϕ2, φ2) or let the “coordinates” in basis (1) be (ϕ1, φ1) and the “coordinates” in basis (2)
be (φ2, ϕ2). We will consider these alternatives later.
However, from the third term in (A.6) and (A.7) we see that we have to map the





ϕ2 if we wish to map the exponentials. This can be thought of as a









is not normalized to unit length in basis (2), therefore we cannot use the usual length pre-

























































Let us now define a conformal transformation R′ = |n|R where |n| is the norm of the
vector in basis (2) and R is the usual norm preserving rotation. R′ will transform a








































































Note that R′(R′)T = |n|21 , i.e. R′ does not preserve the norm.1 The “metric element”
1Note that detR′ = |n|2.
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ϕ2 since this was our starting point. To find how ϕ1 transforms, we now































































































Note that if we want to also transform the third term in (A.6) and (A.7), we also have to
transform A(1) as

















is one of the transformations.









which also rotates (0, 1)T to (n1, n2)
T where n21+n
2
2 = 1. If we compare (A.22) with the R
derived earlier (A.5), we can see that in both rotation matrices the extreme right column
is (n1, n2)
T , such that when R acts on (0, 1)T , the resulting vector will be (n1, n2)
T . The
other two components of the rotation matrix need only to satisfy the orthogonal condition
RTR = 1 (and det(R) = 1) and there are two choices, (A.5) and (A.22). Let us now derive



















































As before, let us define R′ = |n|R where |n| is the norm of the vector in basis (2) and
R is the usual norm preserving rotation. R′ will transform a normalized vector (0, 1)T in


























































This is the same as (A.11) and will give the same transformation of the scalars (A.12).
Let us now consider the different ways we can choose the “coordinates”. Let us choose the
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“coordinates” in basis (1) to be (φ1, ϕ1) and the “coordinates” in basis (2) to be (φ2, ϕ2).





ϕ2. This can be thought of as a transformation of




) in basis (2). Repeating the analysis as before,



















which gives the same transformation of the scalars in (A.13). We could also mix up the
“coordinates” and let the “coordinates” in basis (1) be (φ1, ϕ1) and the “coordinates” in





ϕ2. This can be thought of




) in basis (2). Repeating































The second equation in (A.28) is different from the first equation in (A.13) by a sign































The first equation in (A.30) is different from the first equation in (A.18) by a sign change.
If we were to substitute (A.30) with ϕ1 = 0 into (A.28) with ϕ1 = 0, we would find that
the right hand sides do not agree with the left hand sides of the equations. Thus, (A.28)
and (A.30) are not correct.
Alternatively, we can let the “coordinates” in basis (1) be (ϕ1, φ1) and the “coordi-





ϕ2. This can be




) in basis (2).
































The second equation in (A.32) is different from the first equation in (A.13) by a sign































Note that (A.32) and (A.34) are different from (A.13) and (A.18) by a sign change of ϕ1.
However, since we are going to set ϕ1 = 0 for vacuum Einstein, the sign of ϕ1 should
not matter. Note that changing the sign of ϕ1 also does not alter the (∂ϕ1)
2 term in the
Lagrangian.
We thus conclude that there is no freedom in defining the transformation of scalars in
two dimensions. However, this is not so in three and higher dimensions as we shall see.
A.2 Rotation matrix in three dimensions
We first list down the rotation matrices that rotate an arbitrary vector anticlockwise
(when looking towards the origin) about the x-axis, y-axis and z-axis by an angle γ (active
rotation). Note that the rotation matrix is parameterized by its axis of rotation and the
angle it is rotated by.
R(xˆ, γ) =
 1 0 00 cos γ − sin γ
0 sin γ cos γ
 (A.35)
R(yˆ, γ) =
 cos γ 0 sin γ0 1 0
− sin γ 0 cos γ
 (A.36)
R(zˆ, γ) =















Figure A.2: Rotation of θ about the axis of rotation bringing a unit vector in the z
direction to the unit vector nˆ
.
To find the rotation matrix that rotates a unit vector in the z direction into a unit vector
nˆ, we must first find its axis of rotation and the angle it is rotated by. The axis of rotation
will be in the x− y plane and let us assume it makes an angle φ+ pi
2
with the x-axis. The
angle of rotation about the axis of rotation is taken to be θ. The simplest way to obtain
the rotation matrix is to utilize the known rotations about the x, y and z-axes. Since the
axis of rotation is in the x−y plane, let us first rotate the axis of rotation about the z-axis
into either the x-axis or the y-axis. For convenience, let us rotate the axis of rotation into
the x-axis using (A.37). Now we can use (A.35) to rotate the vector nˆ about the x-axis
by an angle θ. Not to forget, we finally rotate the axis of rotation about the z-axis back
into its original location. The resulting rotation matrix will be













sin2 φ+ cos2 φ cos θ − sinφ cosφ+ cosφ cos θ sinφ cosφ sin θ
− sinφ cosφ+ cosφ cos θ sinφ cos2 φ+ sin2 φ cos θ sinφ sin θ




We now let the components of the unit vector nˆ be (n1, n2, n3)
T . In spherical coordinates
this is given by  n1n2
n3
 =
 sin θ cosφsin θ sinφ
cos θ
 (A.39)
Note that there are two parameters (θ, φ) corresponding to the two parameters (n1, n2, n3 =√
1− n21 + n22), n3 being defined in terms of n1 and n2 by the condition that nˆ has a unit
norm. We can then derive the relations






































Note that the rotation matrix R(nˆ, θ) is completely determined by the unit vector that
R(nˆ, θ) rotates into (0, 0, 1)T . Equivalently, one could instead rotate the space (coordinate
system) instead until it coincides with the axis of rotation,2 rotate the space about the
axis of rotation by the desired rotation angle, then rotate the space back to its original
orientation.
There are thirteen alternative rotation matrices that will also rotate (0, 0, 1)T into a
unit vector (n1, n2, n3)




3 = 1. The first alternative rotation matrix















The second alternative rotation matrix can be obtained simply through two successive
rotations, first a rotation about the y-axis (A.36) by an angle θ, then a rotation about
2This is known as a passive rotation.
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the z-axis (A.37) by an angle φ. These two rotations have the same effect as the rotation
matrix (A.41) in that they both will rotate (0, 0, 1)T into a unit vector (n1, n2, n3)
T .




























n12 + n22 0 n3
 (A.43)














−√n12 + n22 0 n3
 (A.44)
The fourth alternative rotation matrix is also obtained by two successive rotations. We
first perform a rotation about the x-axis (A.35) by an angle θ, then a rotation about the z-
axis (A.37) by an angle φ+ pi
2





























n12 + n22 n3
 . (A.45)













0 −√n12 + n22 n3
 (A.46)
The sixth alternative rotation matrix is also obtained through two successive rotations.






to bring (0, 0, 1)T into (0,m2,m3)
T , then a rotation about the y-axis (A.36) by an angle
θ to bring (0,m2,m3)
T into (n1, n2, n3)








sin θ = n1
m3

































The eighth alternative rotation matrix is also obtained through two successive rotations.





to bring (0, 0, 1)T into (m1, 0,m3)
T , then a rotation about the x-axis (A.35) by an angle
θ to bring (m1, 0,m3)
T into (n1, n2, n3)








sin θ = n1
m3

































The tenth alternative rotation matrix can be obtained from (A.51) by interchanging the

































The twelfth alternative rotation matrix can be obtained from (A.48) by interchanging the
































Like in the two dimensional case, these thirteen matrices share the same extreme right
column (n1, n2, n3)
T with the R derived earlier (A.41). This is to ensure that when R acts
on (0, 0, 1)T , the resulting vector will be (n1, n2, n3)
T . The other six components of the
rotation matrix need only to satisfy the orthogonal condition RTR = 1 (and det(R) = 1)
and there are fourteen choices, (A.41) and (A.42) to (A.55).
Let us return to section 4.1 and derive the transformation between the scalars in detail.



















































and consider them as “line elements” that are invariant under a transformation that pre-
serves the norm. The “coordinates” in basis (1) are chosen to be (ψ2, ψ1, ψ) and the
“coordinates” in basis (2) are chosen to be (φ, φ1, φ2). Note that the choice of “coordi-
nates” is arbitrary.









φ if we wish to map the exponentials. This can be thought of as a

















)T is not normalized to unit length in basis (2), therefore we cannot use the















)T . Now we can use the usual length preserving rotation
















































































Let us now define a conformal transformation R′ = |n|R where |n| is the norm of the
vector in basis (2) and R is the usual norm preserving rotation. R′ will transform a




























































































Note that R′(R′)T = |n|21 , i.e. R′ does not preserve the norm.3 The “metric element”









φ since this was our starting point. To find how ψ1 transforms, we
now substitute (0, 1, 0)T instead of (0, 0, 1)T on the right hand side of (A.62). We will

















φ2. To find how ψ2 transforms, we
















φ2. The transformation between the scalars
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2(
√
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Note that if we want to also transform the third term in (A.57) and (A.58), we also have













3Note that detR′ = |n|2.
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Note that if we want to also transform the third term in (A.57) and (A.58), we also have













Let us return to section 4.2 and derive the transformation between the scalars in detail.



















































and consider them as “line elements” that are invariant under a transformation that
preserves the norm. The “coordinates” in basis (1) are chosen to be (ψ2, ψ1, ψ) and the
“coordinates” in basis (2) are chosen to be (φ, φ1, φ2).
From the third term in (A.73) and (A.74) we see that we have to map the scalars
as ψ = αφ − φ1√
3
+ φ2 if we wish to map the exponentials. This can be thought of as
a transformation of the vector (0, 0, 1)T in basis (1) into (α,− 1√
3
, 1)T in basis (2). But
(α,− 1√
3
, 1)T is not normalized to unit length in basis (2), therefore we cannot use the









)T . Now we can use the usual length preserving rotation R



























































































Let us now define a conformal transformation R′ = |n|R where |n| is the norm of the
vector in basis (2) and R is the usual norm preserving rotation. R′ will transform a
normalized vector (0, 0, 1)T in basis (1) into an un-normalized vector (α,− 1√
3
, 1)T . a1a2
a3























































Note that R′(R′)T = |n|21 , i.e. R′ does not preserve the norm.4 The “metric element”
will then scale as ds2(1) = |n|2ds2(2) under R′. We already know that ψ transforms as
ψ = αφ − φ1√
3
+ φ2 since this was our starting point. To find how ψ1 transforms, we
now substitute (0, 1, 0)T instead of (0, 0, 1)T on the right hand side of (A.78). We will








φ1 − φ2√3 . To find how ψ2 transforms, we now
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9α2 + 12 + 3
φ1 − αφ2. (A.80)
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4Note that detR′ = |n|2.
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We will not consider here the different ways we can choose the scalars as “coordinates”
in three dimensions. From the two dimensional case, we have already argued that there
is only one consistent choice of “coordinates”, and we expect the same argument to hold
in three dimensions.
A.3 Rotation matrix in d dimensions
We can generalize the rotation matrix to four dimensions easily. Let the coordinates
in four dimensions be x1, x2, x3 and x4. We first list down the rotation matrices that “ro-




cos γ − sin γ 0 0
sin γ cos γ 0 0
0 0 1 0




cos γ 0 sin γ 0
0 1 0 0
− sin γ 0 cos γ 0




cos γ 0 0 − sin γ
0 1 0 0
0 0 1 0





1 0 0 0
0 cos γ − sin γ 0
0 sin γ cos γ 0




1 0 0 0
0 cos γ 0 sin γ
0 0 1 0




1 0 0 0
0 1 0 0
0 0 cos γ − sin γ
0 0 sin γ cos γ
 (A.90)
To find the rotation matrix that will bring (0, 0, 0, 1)T into (n1, n2, n3, n4)
T , we employ
the same technique as in three dimensional case and perform successive rotations to make
the axis of rotation coincide with one of the axes, say the x1-axis. Since we are in four
dimensions, we know that the axis of rotation of the vector (n1, n2, n3, n4)
T will be in three
dimensional space. Let us first use (A.85) to bring the axis of rotation into the x1 − x3
plane. We then perform another rotation (A.86) to bring the axis of rotation to coincide
with the x1-axis. We can now use (A.87) to rotate (n1, n2, n3, n4)
T about the x1-axis by
an angle θ. Not to forget, we return the axis of rotation back to its original position by




























In generalized polar coordinates the unit vector (n1, n2, n3, n4)







sin θ sinφ sinψ




Note that there are three parameters (θ, φ, ψ) corresponding to the three parameters
(n1, n2, n3, n4 =
√
1− n21 + n22 + n23), n4 being defined in terms of n1, n2 and n3 by the
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condition that (n1, n2, n3, n4)
T has a unit norm. We can then derive the relations







































































−n1 −n2 −n3 n4
 (A.94)
























n1 n2 n3 n4
 (A.95)
Note that there will be alternative rotation matrices that also rotate the vector (0, 0, 0, 1)T
into (n1, n2, n3, n4)
T that can be obtained by two successive rotations. Note that we can
use any form of the three dimensional rotation matrices (A.41) and (A.42) to (A.55)
to first rotate (0, 0, 0, 1)T to (0,m2,m3,m4)
T before finally rotating (0,m2,m3,m4)
T to
(n1, n2, n3, n4)




































































































































































The same procedure used to obtain (A.94) in four dimensions can be repeated to obtain
the rotation matrix that brings a vector (0, 0, . . . , 1)T to (n1, n2, . . . , nd)
T in d dimensions.
The components Rαβ of such a matrix given in terms of n1, n2, . . . , nd is given by the
formula [49]




)(1− δαd) + ndδαd] (A.101)
+(1− δαβ)
[
(δαd + δβd − 1) nαnβ
1 + nd




Note that apart from the alternative rotation matrix that is derived from (A.101) by
a sign change, there are alternative rotation matrices that also rotate (0, 0, . . . , 1)T to
(n1, n2, . . . , nd)
T in d dimensions that can be obtained by two successive rotations, first a
rotation from (0, 0, . . . , 1)T to (0,m2,m3, . . . ,md)
T , then finally a rotation that brings it





In this chapter we will explicitly show how to calculate γ for the five dimensional non-
extreme dilatonic dihole solution in section 4.2.2 using the formulas given in Appendix E
of [18].
B.1 Complex notation
For simplification we will rewrite equations (4.38) and (4.39) given by
∂zγ = 2ρ(∂ρh)(∂zh), (B.1)
and
∂ργ = ρ[(∂ρh)
2 − (∂zh)2], (B.2)
in terms of the complex coordinate
ω = ρ+ iz, (B.3)
and its complex conjugate







































(∂ρ − i∂z) . (B.7)




























(∂ρ + i∂z) . (B.8)




(∂ργ − i∂zγ) , (B.9)





















= (ω + ω¯)(∂ωh)
2. (B.10)
Similarly, applying (B.8) to γ and substituting (B.1) and (B.2), (B.5) and (B.8) we obtain
∂ω¯γ = (ω + ω¯)(∂ω¯h)
2. (B.11)
Thus, we have now cast (B.1) and (B.2) in terms of the complex coordinates ω and ω¯.
∂ωγ = (ω + ω¯)(∂ωh)
2
∂ω¯γ = (ω + ω¯)(∂ω¯h)
2 (B.12)
We see that we need only integrate either one of these equations to obtain γ. Let us
concentrate on




Let us adopt the following notation for convenience
Ri =
√
ρ2 + ξ2i ,
ξi = (z − ai), (B.14)
where
a1 = −κ+ − κ−,
a2 = −κ+ + κ−,
a3 = 0
a4 = κ+ − κ−,
a5 = κ+ + κ−. (B.15)
From (4.114), we see that e2h can be rewritten as
e2h =
(R1 + ξ1)(R5 + ξ5)
(R3 + ξ3)
(
(R2 + ξ2)(R5 + ξ5)








ln(R1 + ξ1) +
1
4
ln(R2 + ξ2)− 1
2
ln(R3 + ξ3)− 1
4





Now note the following identities
Ri = |ai + iω|,√
Ri − ξi =
√
2|<[(ai + iω) 12 ]|,√
Ri + ξi =
√
2|=[(ai + iω) 12 ]|, (B.18)









ln(Ri + ξi) = ln |=[(ai + iω) 12 ]|+ ln
√
2. (B.19)




(∂ω ln |=[(a1 + iω) 12 ]|) + 1
2
(∂ω ln |=[(a2 + iω) 12 ]|)− (∂ω ln |=[(a3 + iω) 12 ]|)
−1
2
(∂ω ln |=[(a4 + iω) 12 ]|) + 3
2
(∂ω ln |=[(a5 + iω) 12 ]|). (B.20)
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Let us now define
F−(ai) ≡ (ω + ω¯)(∂ω ln |=[(ai + iω) 12 ]|)2 = − ω + ω¯
4(ai + iω)[(ai + iω)
1
2 − (ai − iω¯) 12 ]2
,
(B.21)
and for ai > aj
G−−(ai, aj) ≡ (ω + ω¯)(∂ω ln |=[(ai + iω) 12 ]|)(∂ω ln |=[(aj + iω) 12 ]|)
= − ω + ω¯
4(ai + iω)
1
2 (aj + iω)
1
2 [(ai + iω)
1




































To partial integrate, we shall use the integration formulas given in Appendix E of [18] (up
to an arbitrary g(ω¯)).∫
dωF−(ai) = −1
4
ln(ai + iω) + ln[(ai + iω)
1
2 − (ai − iω¯) 12 ] + g(ω¯)∫




2 + (aj + iω)
1
2 ] + g(ω¯)
(B.24)



















where we have defined
lnYij = 2 ln |<[(ai + iω) 12 ]|+ 2 ln |<[(aj + iω) 12 ]|
+4 ln |(ai + iω) 12 + (aj + iω) 12 | − 4 ln |<[(ai + iω) 12 + (aj + iω) 12 ]|+ ln 2
(B.26)
which can be shown to be
Yij = RiRj + ξiξj + ρ
2. (B.27)
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2 (R2 + ξ2)
1


















































Y35 = R3R5 + ξ3ξ5 + ρ
2,
Y23 = R2R3 + ξ2ξ3 + ρ
2,
Y13 = R1R3 + ξ1ξ3 + ρ
2,
Y14 = R1R4 + ξ1ξ4 + ρ
2,
Y24 = R2R4 + ξ2ξ4 + ρ
2,
Y45 = R4R5 + ξ4ξ5 + ρ
2,
Y12 = R1R2 + ξ1ξ2 + ρ
2,
Y25 = R2R5 + ξ2ξ5 + ρ
2,
Y15 = R1R5 + ξ1ξ5 + ρ
2,
Y34 = R3R4 + ξ3ξ4 + ρ
2, (B.29)
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