ABSTRACT Saliency detection on an individual image as well as co-saliency detection from a group of images are currently popular topics or reflect future trends more recently due to their importance and challenging roles in computer vision. In many cases, co-saliency detection is usually dependent on the singleimage saliency detection results. Nevertheless, most efforts have been made to tackle them separately and not much attention has been paid to tackling them together in a unified idea. Being aware of these two tasks are highly related, the difference from previous surveys is that this paper applies a unified framework by employing a multi-instance learning (MIL) algorithm to resolve both the issues, and formulating singleimage saliency and co-saliency detection as top-down weakly supervised learning paradigm. Specifically, for single-image saliency detection, we utilize the evidence confidence-support vector machine algorithm to learn a discriminant model to predict the saliency on test images. For co-saliency detection from image group, we concatenate the EC values and saliency scores to obtain the final results of co-saliency detection. By observing the importance of the selection of negative bags in the MIL framework, we also introduce a novel selection strategy of negative bags to improve the robustness of the proposed method. Experimental results on publicly available image benchmark data sets have demonstrated that the proposed unified framework can achieve competitive performances as compared with the state-of-the-art algorithms in terms of accuracy and effectiveness.
I. INTRODUCTION A. BACKGROUND
Recent years have witnessed the emergence of an explosive growth of digital information lead by huge amount of images. How to identify a subset of vital visual information from these images, i.e., visual saliency detection, has emerged as a hot topic. Considering the difference of the visual saliency computation process, we can devide the existing methods into two major classes, namely, bottom-up and top-down, respectively. The former manner is a purely data-driven method, which can be used to simulate the visual perception system without the need of combining prior knowledge for saliency detection. Most bottom-up models focused on contrast-based information that combined various different features by using the principle of feature integration(e.g., [17] , [32] - [34] ). However, in many cases, it can only get better results under good conditions and tends to perform poorly when the interference increase. The latter manner (e.g., [35] - [37] ) belongs to task-driven model, which usually exploits high-level perception knowledge to guide the saliency detection.
Apart from aforementioned approaches of single image saliency detection, there also exist several methods of co-saliency detection in recently years. For instance, to address the problem of a large instance space, Fu et al. [26] applied adaptive instance selection strategy. Cao et al. [41] proposed a new method according to reconstruction error, which suppressed the background and the error foreground. Zhang et al. [42] used a novel framework integrated the information of deep into the information of wide that could help to locate the salient object accurately and suppress the influence of background. Han et al. [43] integrated deep learning into co-saliency detection to discover the consistency of internal structure of co-salient objects.
B. MOTIVATION
Although the bottom-up methods discussed above could get relatively discriminative results, they still had some drawbacks. On the one hand, they only concentrate on using single idea to address the problem of either the single image saliency detection or the co-saliency detection, rather than using a unified idea to focus on solving the two aspects of problems simultaneously. On the other hand, not much attention has been paid to formulating saliency detection from the perspective of multi-instance learning(MIL), but some efforts in this direction was proposed over recent years (e.g., [28] , [27] , [25] ).
In addition, currently, co-saliency detection used evidence confidence evidence confidence values with saliency information to get the final results without the testing phase, which means that selecting a discriminative negative bag plays a significant role in MIL. If the selected negative bags are not discriminative, the final results are vague and the effect of method is relatively poor.
In order to solve the first problem, we propose a topdown visual saliency model combined with MIL, which can be adopted on single image saliency detection and cosaliency detection simultaneously. For single image saliency detection, we use the framework to get a discriminative classifier that is used to distinguish the tags of images in the testing phase. For co-saliency detection, we improve the initial diverse density algorithm(DD) that integrate single image saliency to fit the essence of co-saliency definition.
As for the second problem, we propose a novel selection strategy of negative bags. Specifically, we use the method of sparse representation to get a reconstruction coefficient vector, which can help us select negative bags according to the order of descending.
C. MAIN CONTRIBUTION
In summary, three major contributions can be drawn as follows:
(1) We present a unified MIL framework that can be utilized for both single image saliency detection and co-saliency detection.
(2) A novel strategy of negative bags selection is proposed in co-saliency detection to suppress the similar background information in the positive bags.
(3) A Saliency Diverse Density (SDD) algorithm derived from the DD algorithm is proposed for co-saliency detection, which perfectly fits the essence of co-saliency definition (i.e., saliency + repeatness).
The rest of the paper first describe some previous and related literature in Section 2. We then introduce the unified model framework in detail in Section 3. In Section 4, the experimental results of different methods are analyzed and compared. Finally, conclusions are drawn in the last section.
II. RELATED WORKS
In this section, we briefly review the related work and give the rich literature on three subjects, which are single image saliency detection, co-saliency detection and multi-instance learning respectively.
A. SINGLE IMAGE SALIENCY DETECTION
Single image saliency detection mainly aims at finding salient object from one image and obtaining the corresponding saliency map. To the best of our knowledge, the work of single image saliency detection adopted by Shen and Wu [11] used a new framework to detect saliency combined with low rank matrix by integrating the features of low-level and prior information. Yang and Yang [13] proposed a model according to a Conditional Random Field(CRF), and then, based on CRF and sparse coding, they obtained a classifier that was trained by max-margin approach. Achanta et al. [14] used color and luminance as features to detect the saliency of images by applying the proposed frequency-tuned approach. Instead of using contrast between the foreground and the background, Yang et al. [29] used graph-based manifold ranking method to rank the coherence of the image elements.
B. CO-SALIENCY DETECTION
The major bottleneck of single image saliency detection is the lack of ability to solve the problem of detecting the co-salient object from a group of images. As a result, cosaliency detection had became a hot topic in the field of computer vision and was widely used in many fields, such as co-segmentation, target co-recognition and so on.
Several existing methods have proposed an effective way for co-saliency detection. Huang et al. [3] applied multi-scale pyramid and each scale of images to detect the single image saliency. At last, the final results were obtained by fusing the single image saliency and prior of co-saliency detection. Chen and Hsu [4] improved rank-sparsity decomposition by using a rank-sparsity model that made the factors between sparse and low-rank become the score of saliency maps. Different from other methods, this model used the uncertainty of observations of people and made the factors between sparse and low-rank become the score of saliency maps. Firstly, saliency maps for each image were calculated. Secondly, for each local region, saliency values were calculated. Finally, saliency areas could be found accurately by matching other common images. The method proposed by Meng et al. [45] was positioned to take advantage of both geometrical relationship and graph matching.
C. MULTI-INSTANCE LEARNING
Generally, the methods of MIL aim at learning the models from the data with label ambiguities (referred to as weakly supervised data), in which the training instances are from the positive and negative bags. MIT started with a paradigm in supervised learning proposed by Dietterich [31] . Several significant approaches had been developed since then. Maron and Lozano-Prez [2] proposed a MIL method based on the DD algorithm. The core idea of it was to transform the task of MIL into finding the point that had the maximum value of diversity density in the feature space. Hence, the task of MIL can be transformed into finding the point that had the maximum value of diversity density in the feature space. Zhang and Goldman [38] proposed a new method named expectation-maximization-DD(EM-DD), which transformed multi-instance data into single one. Later, Andrews et al. [39] put forward an approach named multiple instance-support vector machine (MI-SVM) to address the problems of MIL with the method of single instance. In order to remedy the problem of inadequate compensation of a single object for identifying the distribution of positive class, Chen and Wang [40] formed multiple prototypes iteratively by introducing the method of DD-SVM. Recently, Zhang et al. used a method of co-saliency detection based on a self-spaces-MIL(SP-MIL) framework [25] . It combined MIL with self-paced learning to produce a novel framework that could select training samples theoretically. In addition, the method integrated the knowledge of sample diversity and spatial smooth to make selected samples satisfy the requirement and the approach more robust.
III. PROPOSED METHOD
In this section, we introduce single image saliency detection firstly, and then we present the co-saliency detection of group images by fusing the single image saliency. The schematic illustration of the proposed method is shown in Fig.1 .
A. SINGLE IMAGE SALIENCY BASED ON MIL
Single image saliency detection contains training part and testing part in general. The images of training set are segmented and labeled by comparing with the corresponding groundtruth in the training part. Then, by learning from the training set, the EC-SVM (Evidence Confidence-SVM) [5] is utilized to obtain a discriminative classification model. In the testing part, we use this model to predict the labels of the test images and obtain the saliency maps of the test images.
1) THE DEFINITION OF BAG AND INSTANCE
We use mean-shift [1] algorithm to segment each image into several regions. Each segmented region is defined as a bag. Let the collection of positive bags be denoted by
i is denoted as the collection of negative bags. Next, one percent of the pixels are randomly selected from each segmented region, and the selected pixels are regarded as the seed pixels, which are jointly used as instances in a bag with their neighboring pixels. Each bag B i is composed of a set of instances x i1 , x i2 , · · · , x ij , where j is the cardinality of instances collection in B i . We identify the positive bags and the negative bags by comparing the selected instances with the binarization benchmark set, which are the corresponding groundtruth with two colors in black and white, according to whether the selected instances contain the object of interest. In a bag, if at least one of its instances is positive compared with the binarization benchmark, it's labeled positive; otherwise, it's labeled negative.
With the constructed bags, x C ij is the j-th instance in the positive bag B + i . x C ijk indicates the value of the k-th attribute of the vector of x C ij instance. Similarly, denote x − ijk as the value of the k-th attribute of the j-th instance of the i-th negative bag in the training samples.
2) MODEL TRAINING
We extract features of each pixel by using color and texture features. The steerable pyramids of texture feature [6] can overcome the lack of translation invariance in the recursive multi-scale transformation. After the images are filtered [7] in different resolution space, they can be decomposed into a set of sub blocks in different scales and directions with translation and rotation invariance that can reduce the distortion in image processing.
The average value of the features of whole pixels in a block is denoted as the feature of the block and the average value of the features of whole pixels in an instance is denoted as the feature of the instance and the average value of the features of whole pixels in an image is denoted as the global feature of the image. If we use the vision features directly, due to the relative concept of salient, we can not get a better result of saliency. Therefore, we extract three kinds of relative characteristics. 1) The difference between an instance and the average characteristics of the adjacent blocks of the instance.
2) The difference between the average characteristic of the instance and the blocks of image edge. 3) The difference of characteristics between the instance and global image. We connect the relative characteristics of these three groups by linear combination, generating a feature vector, which is used for model training. Then, the distance between a bag and an instance is defined as the distance between this instance and the nearest instance of the bag. Therefore, for an unknown instance in a positive bag, if it is more close to the positive instances and gets far away from all the negative instances simultaneously, then it is more likely to be positive.
Suppose that x mn is an instance of a bag B i , EC (x mn ) is the evidence confidence value of the instance x mn in the bag B i , which represents the likelihood of instance x mn to be a positive instance, is defined as follows: we use the model Noisy-OR [2] to estimate the above formulation:
where Pr x mn | x ij is defined as follows:
where δ is the scaling parameter. Then, the distance between an instance and another instance is defined as the distance between the feature vectors, i.e.:
where the x ijk and x mnk represent the values of the k-th characteristic vector in each corresponding instance.
From the formulation, we can see that if an instance in B As a result, the larger the EC value of the instance, the more likely it is a positive instance.
We calculate the EC value of each instance in positive bags, each instance is sorted according to the degree of EC. The greater the degree of EC value, the more likely it is positive. We put the top five instances of the maximum likelihood of each positive bag into a set of identified positive instances, which is entirely composed of positive instances to form a bag. Then, each bag B i is mapped to the feature space based on the set of the identified positive instances. In order to describe the bag, we calculate the distance between each instance in the bag B i and the set of the identified positive instances that is composed of a feature vector:
where e * k ∈ E * , E * is the set of identified positive instances, |E * | represents the cardinality of identified instances. d (e, B i ) can be written as follows:
which represents the distance between an instance and a bag that is equivalent to the distance between the instance and the nearest instance in the bag. We utilize LIBSVM [30] classifier to obtain the classification model by using the characteristics and labels of bags. In the testing part, we can use the model to predict the label of the bags and obtain the saliency maps according to the forecast results. Algorithm 1 summarizes the whole procedure of the proposed method of single image saliency detection presented above.
B. CO-SALIENCY DETECTION FROM GROUP IMAGES BASED ON MIL
From the perspective of co-saliency detection from group images, the major point of results needs to fit the essence, which are the saliency and repeatness. To satisfy the characteristic of repeatness, the co-saliency of group images should have common region. To satisfy the characteristic of saliency, each image in the group should keep saliency in corresponding single image. As a result, we propose a unified framework based on MIL to get the saliency maps of co-saliency combined with single image saliency. In this section, we use a kind of novel selection strategy based on global features to select negative bags, which backgrounds are similar to the backgrounds of positive bags. Then, the original DD algorithm [2] is improved to give a higher weight for the foreground area of an image to reduce the probability that the background is chosen as a target instance.
1) THE DEFINITION OF BAG AND INSTANCE
Co-saliency detection aims at finding positive instances from the positive bags. Each image in a folder is denoted as a positive bag and the mean-shift algorithm [1] is used to segment the image. Then, each segmented block is denoted as an instance of a bag instead of selecting pixels in single With the EC-SVM MIL framework, the label of each bag is obtained by using the discriminative classification model to calculate the confidence degree of each bag; 4. The confidence degree of the sub block is denoted as the EC value of each bag, and the image saliency map M z is generated. end image saliency detection. We define the blocks containing co-salient region as positive instances in a bag and define others as negative instances. In order to obtain the saliency maps accurately, we utilize the information from negative bags, which are chosen from other folders and play a vital role in suppressing background and highlighting the common region in the positive bags. Thus, we choose negative bags by introducting a novel selection strategy in the next section.
L is denoted as a set of training samples that can be categorized into a set of positive bags L + = B 
2) THE SELECTION STRATEGY OF NEGATIVE BAGS
Co-saliency detection does not have the phase of testing, which indicates that the selection of the negative bags has a great impact on the effect of the detection of co-salient region. On the one hand, it is easy to view a instance of the background area in the set of positive bags as a positive instance if the positive bags and the negative bags have an excessive difference, because the positive bags have similar backgrounds and the negative bags can not suppress the interference of these similar backgrounds. On the other hand, it is easy to regard the co-salient region as a negative instance if the positive bags and the negative bags are too similar, making the selection of the target instance is not complete and causing the co-salient region is not accurate. To solve the problems, we select the negative bags by using the sparse representation method.
We extract global features and obtain the color histograms according to the quantized color space for each image. The feature vector v i ∈ R d of each positive bag in L + is obtained, where v i is d dimensions, and the feature vectors of negative bags are considered as a dictionary U ∈ R d×N , where U is a feature matrix of d × N and N is the size of the dictionary. We let the reconstruction coefficient denote as α * = {α 1 , α 2 , · · · , α l }, where l equals to N . According to the sparse linear combination, the feature vectors in the dictionary are used to reconstruct the feature vector of each positive bag. In general, we consider that a vector with nonzero coefficients is similar to the reconstructed vector. This indicates that the larger the non-negative coefficient of the reconstructed vector is, the more similar the original image corresponding to the coefficient is with the positive bag and the higher the likelihood of it is chosen as a negative bag. We determine the value of reconstruction coefficient by the following definition:
where λ ≥ 0 is used to control the sparsity of the regularization parameters. α * ∈ R N , where α * is a vector of N dimensions.
Based on the calculation of the above formulation, the reconstruction coefficient vector is obtained and the nonnegative reconstruction coefficients are descended. According to the result of sorting, we select the same number of positive bags as negative bags.
In short, the negative bags are chosen by using the sparse representation algorithm. We utilize the dictionary to reconstruct a particular feature vector and use the restrictions to achieve non-negative constraints. In this way, the negative bags satisfy that the backgrounds are similar to the backgrounds of positive bags and the salient region is different from the salient region of the positive bags simultaneously. Firstly, it provides a better basis for the detection of foreground. Secondly, it helps the algorithm enhance the sensitivity and robustness to noise.
The obtained negative bags have two principles: 1) The salient region is not contained in positive bags; 2) The backgrounds are close to the backgrounds of the positive bags.
3) CO-SALIENCY DETECTION FROM GROUP IMAGES
The major drawback in the detection of co-saliency is the background of the positive bags has high consistency, which is possible to make the background areas have higher diversity density value if we use the traditional DD algorithm. As a result, we use the selection strategy to choose negative bags that satisfy the two principles proposed in the previous section. To a certain extent, it can reduce the probability that the background areas are selected as the positive instances. Nevertheless, the effect of it is limited, so we need to give a higher weight for the foreground areas by improving the DD algorithm.
According to the definition of bags and instances on the previous section, the problem of co-saliency detection is denoted as a binary classification problem with the unified framework of MIL. If B i ∈ L + , then y i = 1, otherwise, B i ∈ L − and y i = 0. We determine the calculation of the original DD algorithm as follows:
The distance d between instance x ij and instance I is denoted as:
where x ijk represents the k-th attribute of the vector of instance x ij , I k is the k-th attribute of the vector of instance I, and s k is the scaling factor of the k-th feature. The above algorithm can detect the salient region of a group of images, nevertheless, it can only guarantee the repeatness of co-saliency, but neglecting the saliency of it. If the background region with high evidence confidence value is mistaken as a positive instance, the final saliency map is not ideal, which is because a group of positive bags have a similar background. Although the selection strategy of negative bags can reduce the influence of backgrounds on the final results, but if an instance in the background of positive bags has similar feature with the background of negative bags, then, the value of EC is large that the background region is considered as co-salient region and extracted. Therefore, we need to solve the problem by improving the diversity density algorithm.
In order to improve the case of diversity density values are close to 0 and avoid the impact of similar background region, the multiplication operation was converted into a more robust addition operation. Then, we combine the single image saliency with the diversity density algorithm. In this way, we can ensure that a region with high saliency value is still saliency, while the pixels of the background region are
Algorithm 2 Co-Saliency Detection From Group Images
Input: Positive bags set P (Images in the current folder). Output: Co-saliency maps set S. Training-Part: for positive bag(image) P i ∈ P do 1. Sparse representation method is used to get negative bags set N (Images in other folders); 2. Mean-Shift algorithm is used to segment the positive bag P i and negative bag N i , and each segmented block is defined as an instance; 3. For positive bag P i and the selected negative bag N i , extract the feature of them and use the discriminant model obtained by single image saliency detection to get the corresponding single image saliency maps; 4. Integrate the result of single image saliency via SDD algorithm to get the final co-saliency map S i ; end suppressed in the co-saliency detection from group images. We assign the regions (instances) with a high degree of image within the positive bags a higher weight and assign the lower weight to the regions (instances) with low degree. Each instance is mapped to a single image saliency map in corresponding area, and the average value of the pixels in the corresponding region of the saliency map is used to represent the confidence value of the instance. According to this confidence value, we define the initial weight of each instance in a positive bag as a value between 0 and 1 while other instances in the negative bags are defined as 0. The improved diversity density algorithm becomes the following formulation:
where S x ij is the weight of the j-th instance in bag B i , S I is the weight of the instance I. The distance d between the instance x ij and the instance I is according to the previous definition.
The diversity density value of each instance in the set of positive bags is calculated according to the formula (11) , and this value is proportional to the likelihood of a positive instance. Finally, each diversity value is mapped to [0, 255] to get the final results, which represents a confidence value of the image region corresponding to the instance that is the value of the pixels in a gray scale image. We assign all of the pixels in each corresponding instance by using these values and eventually get gray scale images to describe the co-saliency results of group images. Algorithm 2 summarizes the whole procedure of the proposed method of co-saliency detection from group images presented above.
IV. EXPERIMENTS PERFORMANCE EVALUATION
In this section, we evaluate the performance and the effectiveness of our method compared with various different methods on several datasets.
A. DATA SETS
We evaluate the accuracy of saliency maps based on three existing public image datasets, which are the ImgSal [9] dataset, the ECSSD [8] dataset, and the CMU-Cornell iCoseg [10] dataset respectively. The first two datasets are used to measure the performance of single image saliency detection. The last one is utilized to measure the performance of co-saliency detection from group images. The first dataset has a total of 235 images. Each image has a corresponding binarization reference image. These images are broken down into six categories according to the size of the object, the number of salient objects and the complexity of the background. The second dataset contains 1000 images, which is developed by the MSRC dataset and concatenated images and rich semantic information as well as complex structure for people to analyse. The last one mainly contains 38 scenes, which are stored in different folders according to the scene, and each scene contains a number of images, and all the images in the same scene contain co-salient regions. Each image contains a set of manually labeled binarization bench marks.
In the recent years, some new datasets are proposed. For instance, there are two datasets used for single image saliency detection, which are the DUTS image dataset [46] and the DUT-OMRON image dataset [29] , respectively. The first one is the largest dataset currently that is designed to address the unfair comparisons and inconsistent problem among different methods. It contains both training and testing images, which are all consisted of various challenging sences. The second one is consisted of 5168 nature images, which is selected manually and has complex background as well as more than one salient object. It can make improvement for image saliency detection. There is also one dataset used for co-saliency detection, which is Cosal2015. It contains 50 different categories with various types and salient objects. Each category has some similar images deposited in one folder for co-saliency detection. These recent datasets have kinds of advantages and characteristics, we will use them as benchmark datasets to improve and extend our experiments in the future.
B. EVALUATION MEASURE 1) PR CURVE
To evaluate the performance of the proposed method, we use a widely adopted criteria: the precision recall (PR) curve. In the PR graph, the horizontal axis means recall (R), which is defined as the proportion of the true positives divided by the actual number of terms in the positive category. The vertical axis means precision (P), which is defined as the proportion of the true positives divided by all positive terms that include VOLUME 5, 2017 the real positives and the false positives. The saliency maps are gray scale figures, which are composed of pixels between 0 and 255. Set a threshold, if the gray value of a pixel is bigger than the threshold, we regard it as significant; otherwise, we view it as insignificant. The threshold is changed from 0 to 255 to obtain the final PR curve.
2) ROC CURVE
We also use the ROC curve to evaluate the performance of the proposed method. In the ROC graph, the horizontal axis is false positive rate (FPR), which is denoted as the proportion of actual negative instances divided by all the negative instances in the positive class predicted by the classifier. The vertical axis is true positive rate (TPR), which is denoted as the proportion of the actual positive instances divided by all positive instances in the positive class predicted by the classifier. AUC stands for the area under the ROC curve, and we can compare the size of AUC value to determine the quality of the classifier. The greater the AUC value is, the better the quality of classifier is.
3) AVERAGE PRECISION, AVERAGE RECALL, AVERAGE F-MEASURE
In the experiment, we first adopt an adaptive threshold to compute the salient parts in which the adaptive threshold is defined as twice the mean saliency. F-measure is denoted as follows:
where γ is set as 0.3 in our experiment. Next, we use the average precision(AP), average recall(AR) and Average F-measure(AvgF) to evaluate the obtained results by variety of approaches.
C. PERFORMANCE COMPARISON
We compare our proposed method with the most classic or the newest methods including the CA [15] , COV [20] , VOLUME 5, 2017 FT [14] , GS [18] , HC [17] , RC [17] , HS [21] , LC [11] , MR [29] , SEG [16] , SeR [44] , SF [19] , SUN [12] on the ECSSD, ImgSal datasets for single image saliency detection and some co-saliency detection methods including the method of Meng [22] , Cao [23] , Fu [24] on the CMU-Cornell iCoseg dataset. For fair comparison, the results of these various different methods are obtained by running available software or codes.
D. ANALYSIS ON SINGLE IMAGE SALIENCY DETECTION
At first, we evaluate the performance of the proposed method on the six kinds of images contained in the ImgSal database by using the PR curve, as is shown in Fig.2(left) . For each category, we evaluate the performance by using the strategy of ''one-versus-the-rest''. As can be seen, images with large salient region have a better effect. Next, we further compare the six kinds of images by ROC curve (see the graph in Fig.2(right) ). From the picture, we can see that the AUC value of images with large salient region equals to 0.79588, which is the largest compared with other kinds of images and the AUC value of images with small salient region equals to 0.71794, which is the lowest compared with other kinds of images. The result shows that the algorithm can achieve better accuracy on the images containing large salient objects. In addition, we use average precision, average recall and average F-measure to evaluate the accuracy of the obtained results. As is shown in the first line of Fig.5 , the left one is the values of AP, AR [22] . The fourth line is the results obtained by the method of Cao [23] . The fifth line is the results obtained by the method of Fu [24] . The last line is the results obtained by our method.
and Average F-measure of six kinds of images on ImgSal dataset. We can clearly see that images with large salient region obtains better effectiveness in terms of AP, AR and Average F-measure, which indicates that the algorithm has better performance on images with large salient region.
Furthermore, in order to evaluate the effectiveness of the proposed algorithm, we select several typical algorithms and compare with our algorithm. We still use the PR curve to evaluate these algorithms (See Fig.3(left) and Fig.4(left) ). As can be seen, our method has a better effect on both ECSSD and ImgSal datasets compared with other 13 methods. Then, we evaluate the performance of various methods on these two databases by adopting ROC curve (See Fig.3(right) and Fig.4(right) ). The curves show that the AUC values of our method are all higher than other methods. Specifically, we can believe that our method is more robust compared to the previous methods. Moreover, we also use average precision, average recall and average F-measure to compare these different methods. The comparison results are shown in Fig.5 , the right one of the first line is the values of AP, AR and Average F-measure of various methods on ECSSD dataset and the left one of the second line is the values of AP, AR and Average F-measure of various methods on ImgSal dataset. From these two figures, we can see that our method has competitive results compared with other methods about the AP scores and the Average F-measure values, which proves that our method yields state-of-the-art methods on the two kinds of datasets. The overall effect of the various methods are directly shown in Fig.6 . Our algorithm gives the same degree for each segmented block in an image and uses the relative characteristics of the region to describe instances, which can guarantee the obvious object more complete. Thus, our method obtains a better result than other methods. In short, our method can achieve a better performance for most types of images through the above analysis, but it is not ideal for the detection of images containing small salient objects. This is due to over-segmentation. The proposed method takes the saliency analysis of each partition area as an unit, and after the segmentation of images containing small objects, the sub blocks of small objects are often included in non-salient parts of the image, leading to the effect of detection is not ideal. If we can find a better segmentation algorithm to segment the small salient objects, the effect will be significantly improved. Our future work is to find a better segmentation algorithm to improve our method.
E. ANALYSIS ON CO-SALIENCY DETECTION FROM GROUP IMAGES
For the experiment of co-saliency detection, we use the selection strategy of negative bags to select negative bags, which contain the most similar backgrounds with positive bags. For the parameter in the selection of negative bags, we empirically set λ = 2 in (8). The results of the co-saliency detection of two different scenes are shown in Fig.7 , which show the differences in applying the selection strategy of negative bags and selecting randomly. The second line in the (a) are negative bags selected by the selection strategy of negative bags, which almost have the similar backgrounds and the different objects while the second line in the (b) are negative bags selected randomly, which have some different backgrounds and some similar objects that affect the final cosaliency detection results.
Moreover, we make quantitative comparisons with the method of Meng [22] , Cao [23] and Fu [24] on the CMU-Cornell iCoseg dataset. Fig.8 . shows the overall effect of the various methods, and we can see that the final results obtained by our method have a clearer outline around the co-salient object. In order to make a direct comparison between our algorithm and other algorithms, we still use the PR curve to evaluate it. As is shown in Fig.9(left) , our method has a better appearance compared with others. Then, we use ROC curve to further evaluate these methods. As is shown in Fig.9(right) , we can see that the AUC value of our proposed method equals to 0.80685, which is the better one compared with other methods. Furthermore, we apply the average precision, average recall and average F-measure to evaluate the results of co-saliency detection. As is shown in the last picture of Fig.5 , our method has a higher Average F-score compared with other methods. Note the effectiveness of the proposed method, it can highlight most of the cosalient region that is believed that our method achieves better effectiveness compared with other methods .
In the experiment of co-saliency detection from group images, the foreground region and the background region are considered separately, and the backgrounds of negative bags are similar to the backgrounds of positive bags, which means that as long as the salient regions of negative bags have some big difference with positive bags, it can significantly improve the effect of the co-saliency detection from group images. Thus, our future work is to find a better way to further improve the selection strategy of negative bags.
V. CONCLUSION
In this paper, we have presented a unified MIL framework to detect both single image saliency detection and co-saliency detection from group images. For single image saliency detection, we use EC-SVM (Evidence Confidence-SVM) MIL algorithm to learn a discriminant model for saliency prediction on unknown test images, which empirically proved that using MIL for single image saliency detection is feasible and effective. For co-saliency detection from group images, we concatenate the EC values and single image saliency to obtain the final co-saliency maps. We also improve the traditional DD algorithm and propose a principled selection strategy to choose the negative bags, which can further improve the performance of co-saliency detection from group images. Experiments on three public datasets have shown that our method achieves encouraging performance compared to the state-of-the-arts approaches. 
