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ABSTRACT
Robots are increasingly being developed for and used in human-centered envi-
ronments, and there is a growing need to develop methods for safe human-robot
interaction. Automated vehicles (AVs), a type of robot that has garnered much at-
tention recently, can increase transport safety, efficiency, and accessibility. However,
to realize these benefits, they need to be trusted and accepted by the general public.
This dissertation focuses on the interaction between AVs and pedestrians, one of
the most vulnerable types of road users. AVs are a novel technology, and thus the
interaction dynamics between AVs and pedestrians are not clear. A major opera-
tional challenge for AVs is safe navigation in urban environments around pedestrians.
To improve pedestrian trust in AVs, researchers typically develop motion planning
methods that can guarantee safe operation. However, in addition to safety, other
factors (environmental and behavioral) can influence trust in the AVs and, in turn,
their acceptance.
Typically, AVs employ a receding-horizon planning methodology, where they plan
for a short horizon (1− 2 s) while incorporating predictions of pedestrian trajectories
to avoid potential collisions. The urban traffic environment is dynamic in nature
and constantly changes with the location and the behaviors of the surrounding road
agents. This requires the AV to plan in real time. The prediction and planning
models, therefore, should be computationally efficient to enable real-time planning.
A key challenge in AV planning is balancing safety and performance. Focusing only on
safety can lead to highly conservative AV behaviors that are undesirable. Further, to
gain public trust and acceptance, the AVs should demonstrate navigation capabilities
that are both safe and trustworthy. Extending the prediction and planning horizons
to a longer term (> 5 s) could aid the AV in developing such safe and trustworthy
trajectories.
This dissertation addresses two high-level research problems in the context of
pedestrian-AV interaction—(i) how to predict long-term pedestrian behaviors effi-
ciently and (ii) how to use the pedestrian behavior predictions to plan safe and trust-
worthy trajectories in real time. This dissertation has four primary contributions.
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First, this dissertation characterizes the effects of AV driving behavior and environ-
mental factors on pedestrian’s trust in the AVs and pedestrian behavior, based on user
studies developed in virtual and controlled real-world environments. Second, a new
modeling framework for urban pedestrian behavior based on hybrid systems theory is
presented. The framework models the high-level intent and decision-making process
of pedestrians and uses a simple continuous motion model. Third, the framework
is extended to include interaction between other pedestrians and predict multimodal
pedestrian behaviors. The proposed framework is tested on publicly available real-
world datasets and a virtual reality dataset collected from a user study. The results
show the model’s ability to predict long-term multimodal pedestrian behaviors that
are intuitive and explainable. Finally, a receding-horizon planner that incorporates
the pedestrian predictions is presented. The planner was tested in a simulated traf-
fic environment. Results indicate the potential of the approach to developing safe
AV behaviors that are understandable and trustworthy. The models and methods
discussed in this dissertation enable a better understanding of human and robot be-




This dissertation addresses safe and trustworthy human-robot interaction, where
the robots are automated vehicle (AV)s, and the humans are pedestrians. Trust-
worthy navigation of the AVs results in improved coordination among road agents
and improved traffic safety. This dissertation characterizes the relationships between
pedestrian behavior, AV behavior, and pedestrian trust in the AVs and develops mod-
els of pedestrian and AV behaviors for trustworthy navigation. Current pedestrian
behavior models are either limited to the short term, as in the case of dynamics-based
models, or are computationally expensive, require large datasets, and lack intuition,
as in deep learning models. This research aims to develop computationally efficient
long-term pedestrian behavior models and behavior-aware AV controllers that im-
prove trust in AVs and traffic safety.
1.1 Motivation
Robotic technology is progressing at a rapid rate, both in terms of reach and
intelligence. Robots have started to permeate several areas of humans’ lives, such as
workplaces, streets, and even our homes, effectively interweaving into our social fabric.
This rapid progress of robotic technology widens the gap between the complexity of
the technology and human understanding of such technology. Thus robots have to be
designed considering their potential interactions with the humans in their interacting
environments.
One of the most impactful applications of robotics is automated vehicles (AVs).
While AVs have been discussed since the 1950s (refer Figure 1.1) and researched
since the 1980s [2], advances in sensing, control, and artificial intelligence have now
brought them closer to becoming a reality. AVs potentially have several benefits, such
as reduced fossil fuel consumption, increased comfort, and increased connectivity and
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Figure 1.1: A 1950s advertisement featuring automated vehicles [1].
access to transportation. However, the most important benefit is their potential to
improve road safety [3]. Existing research estimates that over 90 % of severe motor
crashes are caused due to human errors [4]. By effectively augmenting human ca-
pabilities (Society of Automotive Engineering (SAE) Level 3 AV, refer Figure 1.2)
or eliminating a human driver’s necessity (Level 4 and 5 AVs), AVs can potentially
reduce crashes and improve traffic safety.
Fagnant and Kockelman [5] predict that a 90% market penetration of AVs will lead
to 21,700 lives saved per year and 4.2 million fewer crashes. Therefore, widespread
acceptance of AV technology is required to realize these benefits.
Fully self-driving AV technology is still years away from being deployed on public
roads. This is partly due to technological limitations, especially in terms of under-
standing the social behaviors of other road users, and partly due to lack of public
acceptance [3]. A major barrier to widespread AV acceptance is public skepticism
over the safety of AVs [6, 7]. Incidents such as the Tesla car crashes [8] and the Uber
crash [9] involving a pedestrian further impact public perception of AVs. Researchers
have identified social trust as an important factor to improve the acceptance of AVs
by the general public [6]. AVs must therefore demonstrate capabilities for safe and
trustworthy navigation to gain public trust and acceptance. Recent research efforts
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have focused on developing provably safe navigation algorithms [10, 11] to improve
trust and acceptance.
The safety of humans interacting with AVs is critical due to the high risk of
collisions. Human interaction with AVs is complicated as various kinds of humans
potentially interact with AVs. These humans can be inside the vehicle, such as drivers
or passengers, or outside, such as other human drivers, bicyclists, or pedestrians. In
this dissertation, we focus on the interaction between pedestrians and AVs for two
reasons. First, pedestrians are one of the most vulnerable road users as they are more
prone to injuries than other road users in case of a crash. Second, AV interaction with
pedestrians is very different from its interaction with drivers/passengers inside the
vehicle. Pedestrians are more likely to be less familiar with the novel AV technology
as they are not using it or traveling in it. Thus, it is not surprising that most
pedestrians are not comfortable sharing the road with AVs [12].
Figure 1.2: SAE levels of driving automation [13].
In the context of this dissertation, Pedestrian behavior refers to the actions and,
in turn, the paths (or trajectories) taken by pedestrians. Our current understanding
of pedestrian behavior may not be directly applicable to their interaction with AVs.
The novelty of AV technology warrants a detailed investigation of pedestrian behavior
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around AVs.
For safe and trustworthy navigation, AVs must predict the future behavior of
pedestrians accurately and react accordingly. Pedestrian behavior depends on several
factors, primarily the behavior of the interacting vehicle and the behaviors of nearby
pedestrians. Understanding the effects of these different factors enables the accurate
prediction of pedestrian behaviors.
The ability to predict pedestrian behavior gives the AVs sufficient time to plan
trajectories that are safe and perceived as trustworthy by the pedestrians. The longer
the AVs can accurately predict pedestrian behavior, the easier it is to plan safe tra-
jectories. Currently, purely data-driven methods are employed to predict pedestrian
behaviors. While the accuracy of such methods is impressive, the lack of intuition
makes it difficult for the AVs to interpret the predictions [14]. Currently, AVs in
the real world maximize safety and drive conservatively. Such conservative behavior
could result in slow traffic flow in addition to garnering unexpected reactions from
the public ranging from curiosity to verbal abuse, and vandalism [15]. One of the
reasons for such public reactions could be low trust in the AVs.
This dissertation aims to characterize pedestrian-AV interactions and develop
methods for safe and trustworthy AV navigation. Particularly, this dissertation re-
volves around answering four high-level research questions: (i) how does AV driving
behavior affect pedestrian trust in the AVs and pedestrian behaviors? (ii) how can
we efficiently predict long-term behaviors of pedestrians that are intuitive and ex-
plainable? (iii) how to effectively incorporate the interaction between pedestrians to
predict their long-term behaviors? (iv) how to use the pedestrian behavior predictions
to design AV controllers that improve safety and pedestrian trust?
1.1.1 Pedestrians’ trust in the AVs
Pedestrian behavior depends on their interaction with oncoming vehicles as well
as other pedestrians [14]. Pedestrian interaction with human-driven vehicles (HDVs)
is well studied in the literature [16, 17]. However, pedestrian interaction with AVs is
relatively less explored.
Pedestrians typically engage in non-verbal communication with the human driver
to understand the driver’s intent and communicate their intent. For example, pedes-
trians may use the HDV’s motion cues or a head nod from the driver to understand
the driver’s intent and use non-verbal cues such as gaze or hand gestures to communi-
cate their intent. However, in the case of pedestrian interaction with fully automated
vehicles, such modes of communication are different at best and non-existent at worst,
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which could cause the pedestrians to rely more on the AV’s behavior (motion cues)
to gather information about the AV’s intent [18, 19].
Pedestrians have to deduce AV intent based on the limited information available
to them from AV behavior. Thus there could be uncertainty surrounding the de-
duced AV intent. Information uncertainty is known to reduce trust in human-human
relationships [20]. However, the effects of such information uncertainty on the trust
relationships in pedestrian-AV interactions are unknown and are a significant research
gap. Particularly, it is unclear how pedestrians would trust the AVs and how their
behavior would change with their trust under different situations that vary in the
uncertainty of the AV intent. Furthermore, compared to pedestrian interaction with
HDVs, the differences in communication may change the way pedestrians interact
with AVs. However, it is still unclear how pedestrians’ trust changes around AVs
compared to their traditional behavior around HDVs, which is another research gap.
The first part of this dissertation addresses these two research gaps by examining
the effects of driving behavior and vehicle type on pedestrians’ trust and behaviors.
Chapter III discusses two user studies that evaluate pedestrian-AV interactions in
virtual and real-world environments to examine the relationship between vehicle be-
havior, pedestrian trust, and pedestrian behavior.
1.1.2 Long-term pedestrian behavior prediction
Most prior research has focused on developing prediction algorithms for short-
term pedestrian behavior, typically 1-2 s [21–23]. Such short-term predictions may
be sufficient to avoid hard collisions at low vehicle speeds (< 20mph), such as in
shared spaces [24]. However, at higher speeds, as in structured urban environments,
AVs must predict pedestrian trajectories over a longer term (> 5 s) for safe and
comfortable navigation [14, 25]. Existing state-of-the-art methods are data-intensive
and computationally expensive. This limits their applicability to complex scenarios
where the number of road agents is large, increasing the computational complexity.
A lack of computationally efficient methods to predict long-term pedestrian behavior
continues to be a research gap.
Trajectory prediction is challenging because of the inherent uncertainty in pedes-
trian behavior [26, 27]. Their intentions and decisions drive pedestrian behaviors and,
in turn, the trajectories traversed by pedestrians. Pedestrian behavior is multimodal
in that pedestrians can take multiple possible trajectories in any given situation. An
AV can never be entirely sure what a pedestrian will do next; therefore, trajectory
prediction is inherently stochastic. On the one hand, it is essential to consider mul-
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tiple possible pedestrian behaviors. On the other hand, not all possible pedestrian
behaviors are relevant to AVs. For example, AVs should be more concerned about
pedestrians who intend to cross and are about to cross than those just walking on the
sidewalk. However, most current pedestrian models either produce only a single pre-
diction output [21] which does not capture the uncertainty in pedestrian behaviors, or
produce a distribution of behaviors that are arbitrarily sampled [28] lacking any un-
derlying intuition for the sampled behaviors. This lack of intuition of the predictions
limits their application to new unseen environments making the models less gener-
alizable. In this dissertation, we develop intuitive methods of pedestrian behavior
prediction. Chapter IV focuses on the development of an intuitive and computa-
tionally efficient pedestrian behavior model that is suitable for long-term multimodal
predictions.
1.1.3 Pedestrian-pedestrian interactions in behavior prediction
Another critical facet of pedestrian behavior is their interaction with nearby pedes-
trians. Pedestrian behavior can be influenced by the actions of nearby pedestrians
[16]. However, not all nearby pedestrians influence the behavior of a pedestrian. For
example, a pedestrian might be more comfortable in crossing a street after seeing
another pedestrian crossing from the opposite side, while the actions of another more
closer pedestrian simply walking away from the crosswalk may not be very relevant.
Mainly, pedestrians who walk in groups are known to have different behavior than
those crossing individually. Generally, a group of pedestrians is found to have more
risk-taking behaviors than an individual pedestrian [16]. In Chapter V, we examine
the interaction effect with neighboring pedestrians in large-scale datasets and inte-
grate the interaction effect into our pedestrian prediction framework.
1.1.4 AV planning for safe and trustworthy navigation
AVs use the predicted pedestrian trajectories for motion planning in real-time.
Safety is a priority while planning AV motion. However, the AVs also have other
goals such as ensuring they reach the destination in a reasonable amount of time,
maintaining ride comfort, etc., while adhering to the traffic laws. AVs develop safe
paths that satisfy their objectives—reach the target destination, maintain a comfort-
able ride, maintain efficient fuel consumption, etc.,—while avoiding collision with the
possible future trajectories of the pedestrians [29, 30]. However, the interactions be-
tween AVs and pedestrians in urban scenarios are highly dynamic. New pedestrians
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can suddenly enter the sidewalks from buildings, corners, or other blind spots. Thus
there is no guarantee that a previous path planned by the AV continues to be safe.
AVs frequently replan their paths to avoid any potential collisions in such dynamic
situations, and the rate of replanning must be high enough to compensate for the
dynamically varying environment [31]. Thus the pedestrian prediction algorithms
should be computationally efficient to support fast replanning and real-time AV op-
eration. Chapter VI discusses the development of a behavior-aware control algorithm
for AV motion planning and methods to design AV behavior for safe and trustworthy
navigation around pedestrians.
1.2 Scope of the dissertation
A major operational challenge for AVs is safe navigation in urban environments
around pedestrians who can change their actions instantaneously. In this dissertation,
we focus on the interactions between pedestrians and AVs in urban environments.
We mainly focus on urban pedestrian behavior around unsignalized crosswalks,
which are more complex than signalized crosswalks as the right-of-way is unclear [32].
In addition, this dissertation focuses on pedestrian interactions with fully automated
vehicles (Levels 4 and 5, refer Figure 1.2) that do not require a backup driver to take
over control of the vehicle.
Broadly, there are two categories of safety — provable safety and perceived safety.
Provable safety is the actual safety that the AV can achieve, and perceived safety is
how safe the humans interacting with the AVs perceive them to be. Though these
two are similar, they are not the same. For example, a provably safe navigation plan
is to go as close to the pedestrian as safely possible and hard brake every time there
is a pedestrian nearby. However, such a hard braking action may not be perceived
safe by the pedestrian or the passengers of the AV. Ideally, the AVs need to be both
provably safe and perceived to be safe.
Perceived safety can be considered to be more relevant for HRI applications as the
behavior of the humans depend on how safe they perceive the robots (in this case,
the AVs) to be. This dissertation primarily focuses on perceived safety by developing
controllers that aim to (i) avoid collisions and (ii) increase pedestrian-vehicle distance.
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1.3 Contributions
This section describes the four primary contributions of this dissertation. Each
primary contribution corresponds to a chapter in the dissertation. The contributions
are named C1-C4 and referenced accordingly.
1. C1: Characterization of how driving behavior and vehicle type affect pedestrian’s
trust.
As discussed in Section 1.1.1, the differences in communication and uncertainty
of information from AV driving behavior during pedestrian interactions with
AVs can result in differences in pedestrian behavior, moderated by their trust.
The first main contribution of this dissertation is the characterization of
the role of driving behavior and vehicle type (HDV or AV) on pedestrian trust
and pedestrian behaviors. The contribution is represented by the conclusions
of two user studies which are described in Chapter III. The findings of the
first user study are published in [33, 34] and can be summarized as follows. In
addition to confirming existing research that AV intent can be deduced from
their behaviors [18], we found that pedestrian trust and behavior are influenced
by AV driving behaviors. We found that pedestrians engaged in observable
trusting behaviors such as reduced gaze at AVs, increased walking speed, and
increased waiting time before crossing when they reported trusting the AVs.
However, the influence of AV driving behavior on pedestrian trust and behavior
is valid only at unsignalized crosswalks. From the second user study, we found
that pedestrians have different expectations towards AVs than HDVs, resulting
in different pedestrian trust for AVs compared to HDVs. We also found that
pedestrians’ trust in the AVs increases with each subsequent interaction. These
findings from the user studies enable the development of pedestrian behavior
models and AV control algorithms which are the subsequent contributions in
this dissertation.
2. C2: Development of an explainable and computationally efficient long-term
model for multimodal pedestrian behavior.
Existing approaches for long-term pedestrian behavior prediction are compu-
tationally expensive and require large amounts of labeled data. Further, the
multimodal predictions in such approaches lack intuition and explainability.
The second contribution of this dissertation is the development of an ex-
plainable and computationally efficient pedestrian behavior model that is suit-
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able for long-term multimodal predictions. The development and validation of
a pedestrian behavior model based on hybrid automata theory incorporating
pedestrian interaction with an approaching vehicle are explained in Chapter IV
and in [35, 36]. We demonstrate the validity of the model on two datasets —
one collected from a VR study discussed in Section 3.2.3.4 and the other is an
existing dataset that captured pedestrian-HDV interactions in the real-world
[37].
3. C3: Extension of pedestrian behavior model incorporating interactions among
multiple pedestrians.
Current approaches to modeling pedestrian behavior either isolate the interac-
tion between a pedestrian and the vehicle [38] or incorporate interactions with
other pedestrians primarily as a means to avoid collisions and neglect the ef-
fect of nearby pedestrians on the decision-making process of the pedestrian of
interest (POI). Further, these models incorporate all possible interactions be-
tween multiple pedestrians and multiple vehicles in a data-driven framework
that lack explainability and increase problem complexity [28, 39]. The third
contribution of this dissertation is the extension of the pedestrian model (C2 )
to incorporate the effects of pedestrian interaction with neighboring pedestri-
ans efficiently. A limiting interaction region is identified for pedestrians beyond
which pedestrian behavior is not affected by other pedestrians. Chapter V dis-
cusses the extension of the pedestrian prediction framework from Chapter IV to
incorporate their interaction with neighboring pedestrians and an approaching
vehicle. The extended model was validated on a pre-existing dataset containing
real-world interactions between pedestrians and vehicles [40].
4. C4: Development of a behavior-aware controller
Controllers developed for AV planning are mostly conservative or imitate human
driving behaviors. However, C1 states that pedestrian expectations towards
AVs are different from their expectations towards HDVs, and thereby, imitat-
ing human driving behaviors may not be ideal. Further, conservative driving
behaviors, though safe, may result in traffic congestion. The fourth contri-
bution of this dissertation is the development of an AV controller for safe and
trustworthy motion planning that incorporates the predictions from the pedes-
trian behavior models. The controller demonstrates the ability to design driving
behaviors that the pedestrians can potentially understand, which could facil-
itate safe and trustworthy navigation. The development of a behavior-aware
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controller based on model predictive control (MPC) framework is discussed in
Chapter VI and published in [30, 41].
1.4 Dissertation overview
The remainder of the dissertation is structured as follows.
Chapter 2 discusses the necessary background and state-of-the-art research in
pedestrian-AV interaction, pedestrian behavior modeling, and AV planning. We iden-
tify and summarize the gaps in existing literature in these areas.
Chapters 3, 4, 5 and 6 discuss the contributions C1, C2, C3, and C4 respectively
as mentioned in Section 1.3.
Chapter 7 summarizes the dissertation’s contributions and discusses the limita-




Researchers have been looking into pedestrian modeling and AV planning for
several years, and some excellent methods have been developed for both pedestrian
modeling and AV planning. Pedestrian interaction with AVs, on the other hand, is
a relatively less explored area. We first discuss the background and current research
in pedestrian gap acceptance behavior and pedestrian-AV interaction. We then dis-
cuss current methods developed for pedestrian modeling, methods for modeling the
interaction between pedestrians, and finally, describe the methods developed for in-
teractive and safe AV planning. We summarize the gaps in the existing literature at
the end of each section.
2.1 Pedestrian gap acceptance
Pedestrian crossing decision in the presence of an oncoming vehicle can be ex-
pressed through the theory of gap acceptance [42]. A pedestrian’s decision to cross is
normally modeled as a traffic gap acceptance problem that identifies the gaps where a
pedestrian feels safe to cross [43, 44]. A traffic gap is defined as the time taken by the
closest vehicle, traveling at its current velocity, to reach the pedestrian’s longitudinal
position along the road. Pedestrians, when intending to cross the street, typically
decide to cross the street by evaluating the safety of the available traffic gap from
the closest interacting vehicle [43, 45]. A gap is considered to be accepted when the
pedestrian starts crossing during that gap.
Yannis et al. [43] developed a logistic regression model to predict gap acceptance
based on pedestrian waiting time, vehicle distance, and age and gender of pedestrians.
More recent approaches have used pedestrian’s pose, motion, and vehicle behavior to
develop Markovian [22] or neural network models [46, 47] that predict the crossing
decisions. These models identify whether pedestrians are standing or walking from
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their pose (represented by the joint positions of their skeleton model) and predict
their future positions based on the continuous motion associated with the identified
action. However, these models cannot accurately predict changes in the actions,
especially from standing to walking. Thus, these models have limited applicability to
crosswalk scenarios as they do not predict crossing decisions of pedestrians waiting
(and standing) at the crosswalk. Furthermore, the underlying assumption in these
models is that all pedestrians intend to cross, which is not necessarily true. When
they do not intend to cross, pedestrians’ behavior is different from when they intend
to cross.
2.2 Pedestrian-AV interaction
Prior research on pedestrians’ interaction with human-driven vehicles (HDVs) has
highlighted the importance of non-verbal communication during negotiation between
drivers and pedestrians [16, 48]. Human drivers engage in non-verbal communication
via eye contact, facial expressions, and hand gestures [49, 50], as can be seen in Fig.
2.1. This is often done to communicate the drivers’ intent when negotiating the right-
of-way with pedestrians [48]. In the absence of a human driver, it is not surprising
that pedestrians have expressed concerns over not knowing or understanding the AV’s
intention [51, 52]. This uncertainty in AV intent can, in turn, lead to pedestrians














Figure 2.1: A typical interaction of a pedestrian intending to cross a street in the
presence of (i) a human-driven vehicle, and (ii) an automated vehicle. The common
modes of non-verbal communication between a pedestrian and a human driver are
non-existent in the case of an AV.
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2.2.1 Communication of AV intent
Researchers are thus exploring ways to communicate AV intent to pedestrians.
AVs can communicate their intent through explicit or implicit means. Traditional
methods of explicit communication in HDVs include indicator lamps, brake lamps,
and horns. Current research on AV explicit communication primarily explores the
efficacy of additional specialized interfaces such as message boards, LED lights, in-
teractive headlamps, etc., in conveying vehicle intent in the absence of human drivers
[53–56]. Although these approaches are valuable and insightful, there is currently no
standard communication interface. Moreover, when the number of AVs on the street
increases in the future, explicit communication may pose problems to pedestrians,
such as information overload.
Implicit rather than explicit communication is a less explored approach to tackling
the communication challenge between pedestrians and AVs [57]. Implicit vehicle
communication refers to the behavior cues derived from the vehicle’s driving [18, 19].
Pedestrians can get information about the AV’s intent through its driving behavior,
specifically through its motion and kinematics [18, 58]. For example, an AV intending
to yield the right-of-way to pedestrians at the crosswalk will do so by starting to slow
down, whereas an AV that does not intend to yield will not slow down or may even
accelerate.
Research on implicit communications between pedestrians and AVs has focused
on the problems with the absence of the human driver. The AV’s driving behavior
has been used as a form of implicit communication. Typically researchers have varied
AV driving behavior from more to less aggressive by varying the vehicle’s velocity
profile and measured participants’ responses to the driving behavior [58, 59]. Studies
have shown that AVs can implicitly communicate their intent to pedestrians through
their driving behavior [19, 59]. For example, Fuest et al. [19] examined AV intent
recognition by pedestrians. They used a Wizard-of-Oz (WOZ) approach where the
driver wore a car seat costume and hid in plain sight from the pedestrians. Results
indicate that pedestrians, in general, were able to identify the AV’s intent of stopping
or not stopping from its driving behavior.
The intentions of AVs can also be understood from other contextual elements such
as traffic signals. AVs are expected to be much more law-abiding than human drivers
[60, 61]. Thus, in situations where the right-of-way is clear, such as at signalized
crosswalks, AVs are always expected to follow the traffic rules and stop at the red
light. Conversely, in situations where the right-of-way is unclear, pedestrians would
be skeptical of AVs. One such situation is an unsignalized crosswalk, where the right-
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of-way varies from state to state in the US [32]. In the case of signalized crosswalks,
the traffic signal clarifies the right-of-way to all traffic participants. As the AVs are
always expected to follow traffic rules, the traffic signal indirectly informs the AVs’
intent to the pedestrians. Traffic signals are a part of the infrastructure and dictate
the right-of-way. Thus, they can be considered a higher authority, and AVs could
be expected to follow the signal irrespective of their driving behavior. Thus the
presence of a traffic signal might moderate the effects of a vehicle’s driving behavior
on pedestrian behavior. This interaction between AV driving behavior and the traffic
signal is relatively less explored.
2.2.2 Pedestrian trust in AVs
Scholars have also begun examining the impact of AV driving behavior on pedes-
trian’s trust. Pedestrian trust in AVs is highly relevant because pedestrians are warier
of crossing in front of an AV without a driver than crossing in front of an HDV [62],
indicating less trust in AVs. Thus pedestrians can indirectly express their trust in
AVs through their behaviors.
Existing studies varied the AV driving behaviors and explored pedestrian trust
through behaviors such as willingness to cross, crossing paths, and comfort of cross-
ing [58, 63, 64]. For example, Rothenbucher et al. [63] explored the reactions of
pedestrians upon encountering an AV. They found that people generally crossed the
street normally and were tolerant of aggressive driving by the AV. Pedestrians’ will-
ingness to cross seemed to be unaffected by the AV’s different driving behaviors.
However, both Pillai [58] and Zimmermann and Wettach [64] found that when the
AV engaged in what would be considered more defensive driving behavior (decelerat-
ing early) versus more aggressive driving behavior (decelerating later), they perceived
the defensive AV to be more controlled and reliable than the aggressive AV. Overall,
there is more evidence that different AV driving behaviors can affect pedestrian trust
differently.
Trust in automation studies [65–67] have identified various factors affecting trust-
ing behavior. Generally, trust is only one of the factors that influence behaviors, in
addition to workload, situational awareness, system capability, and other contextual
and environmental factors [66]. Though trust is related to trusting behaviors, the
relationship between trust and trusting behaviors might not be straightforward.
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2.2.3 Pedestrian behavior around AVs
Current research has compared pedestrian behavioral differences with AVs and
HDVs. For example, Habibovic et al. [55] used a WOZ AV and found that pedestrians
were less comfortable crossing in front of an AV than an HDV. On the contrary,
Rothenbucher et al. [63] and Rodŕıguez Palmeiro et al. [68] used a WOZ AV and found
that people crossed the street similarly in front of AVs and HDVs. Currently, there is
no consensus on differences/similarities in pedestrian crossing behavior between AVs
and HDVs, which warrants further investigation.
To summarize, there is a lack of understanding of pedestrian behavior during
their interaction with AVs, and there is no consensus on differences/similarities in
pedestrian crossing behavior between AVs and HDVs. We address these gaps in
Chapter III through user studies.
2.3 Pedestrian behavior modeling
Understanding pedestrian motion and predicting such motion is crucial for AVs
to coexist and interact with pedestrians. As such, pedestrian motion prediction has
received significant attention in recent years. The challenge of making accurate pre-
dictions of pedestrian motion arises from the complexity of their behavior. A recent
survey paper by Rudenko et al. [14] compiled the plethora of research generally in
the field of human road agent motion prediction, with the main focus on pedestrians.
Rudenko et al. [14] broadly classified existing methods for predicting pedestrian
trajectories into (i) physics-based, (ii) pattern-based, and (iii) planning-based meth-
ods. Physics-based methods [21, 23, 35, 69, 70] predict by forward simulating a set of
explicitly defined dynamics equations that follow a physics-inspired model. Pattern-
based methods [71–76] approximate an arbitrary dynamics function from the training
data. These methods learn pedestrian behaviors by fitting different function approx-
imators (i.e., neural networks, hidden Markov models, Gaussian processes) to the
training data. Planning-based methods [77–80] explicitly reason about the pedes-
trian’s motion goals and compute policies or path hypotheses that enable an agent
to reach those goals. The planning-based methods have been able to predict better
the pedestrians’ long-term behavior than the other two.
The planning-based methods have demonstrated that using goal locations can im-
prove the long-term prediction capabilities of the models. Goal locations are generally
assumed to be known [77]. Alternatively, some works estimate the goal locations by
clustering the pedestrian trajectories and identifying the endpoints of each trajectories
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cluster [81].
Current state-of-the-art methods model complex pedestrian behaviors through
deep-learning approaches [14, 82–84]. Such approaches utilize datasets to learn fea-
tures that generalize across a variety of scenes. Recurrent neural network (RNN)
models, in particular, effectively capture complex agent behaviors and long-term de-
pendencies in road agent behaviors [28, 76, 82, 84–86].
Another approach to model complex pedestrian behaviors is by combining several
simple physics-based models into a hybrid system [21, 87–89]. Common approaches
include interacting multiple models [70, 90, 91], and dynamic Bayesian networks
[21, 92, 93]. Although the physics-based hybrid models require less data than deep
learning methods and are more generalizable to new environments, their predictions
are limited to the short-term (1 − 2 s). The discrete states of the pedestrians are
usually maneuvers such as walking, running, and stopping [21, 94]. However, it is
more relevant for the AVs to predict the decision choices of the pedestrians than
their actual maneuvers, which these models do not completely capture. For example,
an AV might be more interested in knowing whether a pedestrian walking on the
sidewalk will cross or not rather than whether they are walking or running on the
sidewalk.
Existing hybrid systems models also focus on deterministic discrete transitions and
have not considered multiple possible futures when predicting pedestrians behaviors
[21, 77, 94]. Furthermore, existing hybrid system models primarily focus on laterally
approaching pedestrians at midblocks with the intent to cross and do not consider
other locations of pedestrian-vehicle interactions or pedestrians walking parallel to
the road.
The current work is primarily focused on predicting the most probable pedes-
trian trajectory [23, 35, 77, 82, 85, 90]. However, future pedestrian behaviors are
multimodal, i.e., they can take multiple possible paths, and their trajectories vary
based on the actions taken. Several recent studies thus focused on multimodal pre-
dictions [26–28, 39, 86, 95–97]. A common approach is using conditional variational
auto-encoders (CVAEs) [28, 86, 96, 98]. The CVAE approach samples trajectories
based on a latent discrete variable representing different pedestrian behaviors such
as “aggressive”, “conservative”, etc., or decisions such as “turn left/turn right”. The
sampling distributions are learned from the datasets using a deep learning frame-
work. Another approach for multimodal prediction is to estimate Mixture Density
Networks (MDNs) [99, 100], which parametrize a mixture of distributions using deep
neural networks. Prokudin et al. [99] used MDNs to estimate the skeletal pose and, in
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turn, the trajectories of pedestrians. Both CVAE and MDN approaches are computa-
tionally expensive. On the contrary, real-time AV operations require computationally
efficient prediction models to allow the AVs to respond safely to pedestrians quickly.
Moreover, the CVAE methods predict by sampling a latent variable which is not
intuitive.
Each of the above approaches has certain limitations. A major limitation of the
deep learning approaches is the requirement of large amounts of labeled training data.
Though these models can generalize to both structured and unstructured scenes avail-
able in the training data, they tend to overfit the training data, making them less
generalizable to new unseen environments. Moreover, the developed models are not
interpretable, and the relevance of different features and model applicability to dif-
ferent scenarios is unknown. The data-driven deep learning models generally perform
well in unstructured environments such as shared spaces. However, they do not ex-
plicitly account for the complex road behaviors, such as stop-and-go behaviors in
structured urban scenarios.
Though the physics-based hybrid models require fewer data than deep-learning
methods and are more generalizable to new environments, the current approaches have
limited the predictions to short durations (1−2 s) and limited pedestrian interactions
(e.g., laterally crossing pedestrians). The discrete states of the road agents are usually
maneuvers performed by the vehicle such as turn left, turn right, accelerate, and stop
[92], or maneuvers performed by the pedestrian such as walk, run, and stop [21,
94]. However, it is more relevant for the AVs to predict the decision choices of the
agents than their actual maneuvers, which these models do not entirely capture. For
example, an AV might be more interested in knowing if a pedestrian walking on the
sidewalk is going to cross or not, rather than if they are going to walk, run, or stop on
the sidewalk. Moreover, existing hybrid systems models have focused on deterministic
discrete transitions and have not considered multiple possible futures when predicting
road agent behaviors.
To summarize, no existing pedestrian model produces trajectory predictions that
satisfy all requirements, namely capturing multimodal pedestrian behaviors, predict-
ing for a long term, not making overly conservative predictions, using computationally
efficient algorithms, and not being overly data intensive. Moreover, current pedes-
trian models do not capture the complex stop-and-go behavior in structured urban
environments. We address these gaps in Chapter IV.
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2.4 Interaction modeling
The dynamic interactions between pedestrians greatly influence how their behav-
iors evolve over time [14, 28, 84]. Thus, modeling the interaction between pedestrians
could improve the predictions of their behaviors and trajectories.
Existing models for multi-pedestrian trajectory predictions differ in how they in-
corporate the interactions with neighboring pedestrians. Traditionally, prediction
models have modeled limited interactions such as the interactions between the ego-
vehicle and the pedestrian [21, 101, 102]. These interactions have usually been mod-
eled using Gaussian processes [76], Dynamic Bayesian Networks [21, 102], Social Force
models [94], and velocity obstacles [103].
Current state-of-the-art deep learning methods implicitly model dynamically chang-
ing interactions between multiple pedestrians [28, 73, 75, 82, 83, 96]. Some studies
segregate neighboring pedestrians into different zones based on their proximity to the
pedestrian of interest. The hidden states abstracted from Long-Short Term Memory
(LSTM) neural networks from the various zones are combined and used as model
parameters [73, 82, 98] to predict the pedestrian trajectory, a technique called pool-
ing. However, pooling hidden states of neighboring pedestrians lacks intuition making
it challenging to interpret the predictions in a meaningful manner for AV planning.
Other studies expressed the interaction between neighboring pedestrians as a spa-
tiotemporal graph with nodes and edges. The nodes of the graph represent the road
agents (pedestrians and ego-vehicle), and the edges represent their pairwise inter-
actions that are based on the distance between the users [26, 28, 83, 86]. These
methods have been successfully used in roadway interactions with multiple heteroge-
neous agents. Existing works [75, 96] have evaluated the performance of their models
on real-world datasets [104, 105]. However, the interaction region usually is arbi-
trarily defined. Moreover, these approaches model the interactions’ influence on the
agents’ continuous trajectory, which is computationally expensive.
To summarize, existing state-of-the-art pedestrian models lack intuition regarding
the effects of other pedestrians on the predicted behaviors with arbitrarily defined
interaction regions. We address these gaps in Chapter V.
2.5 AV planning
Automated driving in complex urban scenarios requires interactive and cooper-
ative decision-making. Other agents’ intentions need to be deduced and integrated
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into a planning framework that allows for reasonable, cooperative decision-making
without the need for inter-vehicle communication. Schwarting et al. [29] recently
summarized existing motion planning and decision-making models for AVs. We focus
on existing methods developed for cooperative and safe AV planning.
Typically, AV motion planners take in high-level planned routes and local envi-
ronmental constraints (e.g., static obstacles, other vehicles, pedestrians) and output a
trajectory for the low-level controller to track. AV motion planning has traditionally
followed a pipeline approach and has been dealt with as a separate problem from pre-
dicting the road agents’ behaviors with the assumption that the predictions over the
trajectories of the road agents are known. For example, [106, 107] utilize predictions
of pedestrian trajectories for AV planning where the planning stage is decoupled from
the pedestrians’ trajectory prediction. However, the predicted pedestrian trajectories
may deviate from the actual behavior, and the planned AV actions may no longer
be safe or optimal. To avoid potential collisions in such dynamic situations, AVs
frequently replan their paths. Thus the rate of replanning must be high enough to
compensate for the dynamically varying environment [31].
Recently, researchers have used hierarchical game theory for interactive AV plan-
ning [108–110]. The AV has a model of the pedestrian motion and performs nested
optimization [110]. The AV assumes that the pedestrian’s actions are optimized for
an initial planned AV trajectory and predicts the pedestrian’s trajectory. The AV
then replans for the predicted trajectory of the pedestrian by maximizing its reward.
Though this approach is promising, it has been applied to only discretized action
and state space and a limited number of agents. These game theory approaches are
computationally extensive and do not scale well to multiple road agents. Recently,
some approaches have modeled the interaction between multiple agents and the AV
using hierarchical game theory, which can potentially address the problem of scaling
[111].
Existing motion planners incur a trade-off: they typically must attempt to encour-
age either safety and persistent feasibility or performance (quickly and successfully
reaching the destination). Reachability-based approaches are a standard class of mo-
tion planning methods typically employed for guaranteeing safety [112–114]. These
methods precompute a reachable set containing the robot’s motion, then use these
reachable sets to ensure collision avoidance at runtime. The precomputed reachable
sets can be used to synthesize safe tracking controllers and incorporate uncertainty in
the dynamics. However, these methods focus on real-time planning with guaranteed
safety at the expense of some performance. These methods are also overly conserva-
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tive as they consider all possible futures of the pedestrians through their reachable
sets for collision avoidance.
To summarize, existing AV planning methods either plan for discrete action choices
or use predictions from simple pedestrian models. We address the above gap in Chap-
ter VI by developing a behavior-aware controller for the AV based on predictions from
the developed pedestrian model.
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CHAPTER III
Pedestrian Interaction with Automated Vehicles
3.1 Overview of chapter
AVs are a new and growing technology that are not yet widely available com-
mercially. As a result, pedestrian interaction with AVs is limited and not clearly
understood. A lack of understanding of pedestrian behavior around AVs can result in
developing AV motion planning algorithms that negatively impact pedestrian trust
and, in turn, acceptance of AVs. Pedestrian behavior, in large part, depends on them
understanding the intentions of the road agents they are interacting with, includ-
ing the AVs citerasouli2019autonomous, rudenko2020human. As discussed in Section
2.2, pedestrians have expressed concerns over not understanding AV intent [51, 52].
Uncertainty in AV intent, because of uncertain information from the AV or the sur-
roundings, can result in critical situations [62]. Further, it is unclear how pedestrian
behavior is different in the interactions with AVs compared to their interactions with
HDVs.
This chapter presents the first main contribution of this dissertation, namely, the
characterization of the role of driving behavior and vehicle type (HDV or AV) on
pedestrian trust and pedestrian behaviors. Two user studies were performed. The
findings of the first user study are published in [33, 34] and can be summarized as
follows. In addition to confirming existing research that AV intent can be deduced
from their behaviors [18], we found that pedestrian trust and behavior are influenced
by AV driving behaviors. We found that pedestrians engaged in observable trusting
behaviors when they reported trusting the AVs. However, the influence of AV driving
behavior on pedestrian trust and behavior is valid only at unsignalized crosswalks.
From the second user study, we found that pedestrians have different expectations
towards AVs than HDVs, resulting in different pedestrian trust for AVs compared
to HDVs. We also found that pedestrians’ trust in the AVs increases with each
21
subsequent interaction. The second user study was a pilot, and the results were not
published.
The first user study (N=30) examined pedestrian behavior under different levels
of driving behavior and traffic signal types in a VR environment as discussed in [34].
The results of this study suggest that clarifying AV intent either through its driving
behavior or through the traffic signals increases pedestrians’ trust in AVs. Further,
increased trust resulted in a significant increase in pedestrians’ trusting behaviors,
such as willingness to cross. Thus, trust in the AVs is found to directly influence
pedestrian behavior.
The second user study (N=14) examined and compared pedestrian behavior around
AVs and HDVs in a controlled, real-world environment. Results suggested that pedes-
trians were more willing to cross when the vehicles (both AVs and HDVs) drove less
aggressively, similar to the relation between driving behavior and trust in AVs in the
first user study. Interestingly, however, they thought human drivers were generally
more aggressive than AVs, even though both had similar velocity profiles.
3.2 Pedestrian-AV interaction in virtual reality
In this section, we discuss the user study conducted in a VR environment —
the reasoning behind hypotheses formation, the experimental setup used, the study
methodology, the results obtained, and its implications. This user study examines
the influence of information uncertainty on pedestrian trust in the AVs and, in turn,
their behaviors.
Uncertainty is defined as the “inability to predict another’s behavior because of a
lack of information about the person or environment” [115, 116]. When individuals
meet, they communicate and exchange information to reduce uncertainty with regards
to each other’s intentions. The more information gained, the less uncertainty one has
about the other individual or situation. However, when direct communication with
an individual is not possible, as in the case of pedestrian-AV interactions (see Section
2.2), people seek information from third parties or through observation [117].
As uncertainty increases, humans are more motivated to engage in information
seeking to reduce uncertainty. Further, uncertainty decreases as the amount of in-
formation communicated increases. In other words, the more uncertainty, the more
people seek information to reduce it; the more information provided, the less uncer-
tainty. Trust, and uncertainty are inversely related [118, 119]. The greater uncertainty
one has about the outcome of an interaction with an agent, the less trust one has
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in that agent [118, 120]. Likewise, the more trust someone has in an agent, the less
the uncertainty regarding the outcome of an interaction with that agent. Trust is
defined as the “attitude that an agent will help achieve an individual’s goals in a
situation characterized by uncertainty and vulnerability” [66]. In this chapter, trust
is the attitude of the pedestrians that the AV would help them in their goal to cross
the street.
Availability of information thereby plays an integral role in improving trust by
reducing uncertainty. For example, [121] found that when the AV informed the human
driver of the uncertainty in its ability to drive, the trust in the AV increased. In this
chapter, we consider the information about AV’s intent to be available from the AV’s
driving behavior and the traffic signal. Unlike [121], we do not quantify uncertainty
but use the qualitative relationship between trust and uncertainty from AV driving
behavior and/or absence of traffic signal to develop our hypotheses.
3.2.1 Hypotheses
In this study, we used uncertainty and availability of information to understand
a pedestrian’s trust in AVs. When a pedestrian approaches a crosswalk, there is
some degree of uncertainty about an AV’s actions – Will the AV stop? If so, will
it stop within a safe distance, and will it remain stopped to allow the pedestrian to
cross safely? Pedestrians attempt to reduce this uncertainty by seeking information
to help them predict the AV’s actions. The AV’s actions can be directly estimated
from the AV’s driving behavior and/or can be obtained from the traffic signals that
determine the right of way for all traffic participants. The more information available
to facilitate the pedestrian’s prediction of the AV’s actions, the less uncertainty and
the more trust they should have in the AV. Conversely, the less information available,
the more uncertainty and the less trust they should have in the AV.
Thus the premise of this study is:
As the available information that allows the pedestrian to predict the actions of
the AV increases, so should trust in the AV.
We considered two sources of information: the AV’s driving behavior and the traf-
fic signal. Driving behavior is typically classified into defensive, normal, and aggres-
sive behaviors [122–124]. Defensive driving is characterized as slow and predictable,
normal driving less so, while aggressive driving is characterized by unpredictable be-
havior including high speeds, delayed stopping or not yielding the right-of-way [122,
124]. For example, a defensively driving AV might sense a pedestrian trying to cross
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the street and could start to slow down very early to indicate its intention of yielding
to the pedestrian, even though legally, it may have been the AV’s right-of-way. On
the other hand, an AV driving more aggressively might slow down and yield late or
even accelerate to indicate that it is not yielding to the pedestrian. Thus in scenar-
ios where a pedestrian walks onto the road, an aggressive AV would brake later and
harder than a defensive AV to avoid a potential collision with the pedestrian [64].
This makes it hard to predict whether an aggressive AV would ever slow down or
stop for a pedestrian. The unpredictability of aggressive driving should lead to low
trust in AVs. Thus, the more aggressive the vehicle drives, the more uncertain its
behavior, and the lower the trust in AVs.
Pedestrians can also gather information from the surroundings – road type, stop
sign location, traffic signal, etc. Vehicles are expected to stop at traffic signals.
Thus the state of the signal would provide information about what the vehicles are
expected to do. Particularly, AVs are expected to be more law-abiding, and thus, their
intent would be more predictable. Therefore, signalized crosswalks should decrease
uncertainty and increase trust in AVs by clarifying who should stop, whereas at
unsignalized crosswalks, the right-of-way is less clear [32].
Furthermore, the crosswalk type should moderate the impacts of aggressive driv-
ing. The presence of a traffic signal should reduce the negative impact of aggressive
driving on trust in AVs. Individuals should be more likely to believe that the AV will
stop regardless of its driving behavior. Therefore, aggressive driving should have a
weaker impact on trust in AVs at signalized crosswalks.
We also examine trusting behavior, which are actions that can be considered as
descendants of trust [25]. Trusting behaviors are actions that increase the vulnerabil-
ity of the pedestrians, such as crossing close to the vehicles, waiting for only a short
duration before crossing, less gaze at oncoming vehicles, walking slowly on the road
while crossing, etc. Trusting behaviors are related to trust but may also be moderated
by workload, situational awareness, system capability, and other contextual and envi-
ronmental factors [65–67]. Though the relation between trust and trusting behavior
may not be straightforward, we still expect increased trust in the AVs to generally
result in more trusting behaviors. Simply put, the more an individual trusts the AV,
the more they should engage in trusting behaviors when interacting with AVs. Our
research model is graphically summarized in Figure 3.1.
We test the following hypotheses:
H1: Aggressive AV driving behavior decreases pedestrians’ trust in AVs.
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Figure 3.1: Pedestrian-AV Trust Model.
H2: Signalized crosswalk increases pedestrians’ trust in AVs.
H3: Crosswalk type moderates impact of aggressive AV driving behavior.
H4: Pedestrians’ trust in AVs engenders more trusting behaviors from pedes-
trians.
3.2.2 Method
In this section, we describe the methodology employed in the user study to test
the developed hypotheses. We conducted an experiment in a VR environment with
simulated AVs. The details of the experiment are discussed in the following sections.
3.2.2.1 Development of Experimental Setup
We developed a unique experimental setup to enable interactions between pedes-
trians and AVs in VR. Participants were placed in an immersive virtual environ-
ment (IVE) with an HTC Vive VR headset (Vive; HTC Corp., New Taipei, Taiwan),
walking on an omni-directional treadmill (Virtuix Omni; Virtuix Inc., Austin, TX);
they took on the role of a pedestrian walking in an urban environment. The left side
of Figure 3.2 shows the equipment set up, while the right side shows the scene from
participants’ point-of-view as they wore the headset and walked on the treadmill.
We developed the urban scenario simulation to be as realistic as possible. During
the experiment, participants crossed a street at a mid-block crosswalk with several
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oncoming AVs. The street was one-way with two lanes for the AVs. The AVs in this
user study were fully automated (SAE Level 5 automation, see Figure 1.2) without
any humans inside and produced engine sounds based on the speed of the AV and
distance of the AV to the pedestrian. The IVE was built using the Unity Game
Engine (Unity Technologies, San Francisco, CA).
The participant wears special shows fitted with IMU sensors and walks on the
concave base of the treadmill. The ring surrounding the participant records their body
orientation. The sensed feet movements and body orientation provide a direction and
speed for movement in the IVE that matches the participant’s input in the physical
world. Unlike existing pedestrians simulators that had limited walking range [125–
128], this simulator setup provides unlimited walking range to the pedestrians. This
allows studying pedestrian-AV interactions not only when they are close to the road,
but during the entire time they are in the environment. Additionally, the HTC Vive
VR headset was fitted with a Pupil Labs eye tracker (Pupil; Pupil Labs, Berlin,
Germany) to measure participant’s gaze during the experiment.
We manipulated the type of driving behavior (defensive, normal, and aggressive)
and the type of crosswalk (signalized and unsignalized). We employed a within-
subjects experimental design, so every participant experienced all six conditions (3 ×
2). Sample videos of the six treatment conditions are available online1 for reference.
3.2.2.2 Experimental Task
In the experiment, participants were asked to move three numbered balls, one
at a time, from one side of the street to the other, placing them in corresponding
numbered boxes. Participants were required to remember the ball’s number, which
disappeared after it was picked up. The ball task was designed such that the crossing
activity was embedded within the overall task of moving the balls. This served two
purposes. First, it allowed participants to make multiple street crossings without
experimenters explicitly instructing them to make such crossings. Second, the task
was designed to reduce any participant reactivity, such as from an observer effect,
wherein participants’ actual crossing behaviors could be affected by their knowledge
that the experimenters specifically measured such behaviors [129]. This ball task
helped disguise from the participants that their crossing behaviors were of primary
interest to the experimenters. The activities for moving a ball include approaching
the crosswalk, waiting to cross, crossing the street, approaching the ball, picking up
the ball, approaching the crosswalk, waiting to cross, crossing the street, approaching
1shorturl.at/lpAC4
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Figure 3.2: Virtual Reality setup for user study. The left side shows the user wearing
the HTC Vive headset and walking on the omni-directional treadmill. The right side
shows the virtual environment as seen by the participant.
the boxes, and dropping the ball. The numbers in Figure 3.3a (a) describe a typical
sequence of pedestrian movements. Thus, by performing the ball task, they had to
cross the street six times.
3.2.2.3 Design of Interaction Scenarios
The simulation scenario was designed to mimic a downtown urban crosswalk.
Figure 3.3a shows the layout of the VR environment. Participants could move around
in all the different areas, including the sidewalks, the road lanes, and the wait areas.
The wait areas are where the pedestrian would typically wait before crossing the road.
Participants encountered AVs while crossing in either direction.
In both signalized and unsignalized conditions, all AVs approached the crosswalk
at a constant speed of 15.6 m/s (35 mph). For each treatment condition, the vehicle
changed its driving behavior when it encountered a pedestrian within its reaction
distance (refer Table 3.1). This distance signifies the attentiveness of the different
driving behaviors. As discussed earlier, the unpredictability of aggressive driving can
be attributed to the delayed stopping or failing to yield the right-of-way [122] by the
AV. We defined the aggressive driving behavior to be less cautious. We made AVs
with aggressive driving behavior react to pedestrians much later than the defensive or
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Figure 3.3: (a) Pedestrian state divisions in the virtual environment. Numbered
arrows indicate a typical pedestrian path while doing the task. (b) Driving profiles
for the three driving behaviors when the pedestrian is on the road in the same lane as
the AV. To achieve the specified stopping distance and slow speeds, defensive behavior
decelerated much earlier than normal or aggressive.
the distance from the pedestrian the AV would start reacting to pedestrians. We
also varied the AVs’ reactions to the pedestrian, such as stopping, slowing down, or
not slowing based on the location of the AVs. The different driving behaviors were
obtained by tuning the AVs’ reactions, reaction distance, and driving parameters such
as acceleration and speed across the three behaviors. The resulting behaviors were
perceived to be different from one another during internal validation. The change
in vehicle behavior is based on the discrete location of the pedestrian as described
in Table 3.1. The stopping distance in Table 3.2 refers to the distance between the
pedestrian and the vehicle when it is stopped.
Table 3.1: Different vehicle reactions to various pedestrian positions characterizing




Sidewalk Wait Area Same lane Other lane
Defensive Full speed Slow speed Stop Stop 50 m
Normal Full speed Slow speed Stop Slow speed 30 m
Aggressive Full speed Full speed Stop Full speed 10 m
The cars always stop before the crosswalk if there is a pedestrian on the street.
The cars do not stop when pedestrians are waiting/walking on the sidewalk. Even
with the same driving behavior, the AVs do not react in the same way each time as
their deceleration rates depend on the relative position between the pedestrian and
AVs when the pedestrian reaches particular positions in the environment such as wait
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Table 3.2: Vehicle parameters characterizing the different driving behaviors.
Behavior Stopped distance Maximum acceleration Slow speed Full speed
Defensive 3 m 3 m/s2 4 m/s 15.6 m/s
Normal 2 m 5 m/s2 7 m/s 15.6 m/s
Aggressive 1 m 8 m/s2 NA 15.6 m/s
area, same lane, etc.
Table 3.1 provides the AV driving behavior model based on the pedestrian’s posi-
tional state, and Table 3.2 provides the vehicle parameters used in the study. Typical
driving profiles for the three driving behaviors are shown in Figure 3.3b. For a pedes-
trian in the wait area, as shown in Figure 3.3a, during the normal driving behavior
conditions, the vehicles in the near lane and far lane slowed down from 15.6 m/s to
7 m/s. They started slowing down at a distance of 30 m from the pedestrian. When
the pedestrian stepped into the near lane, the vehicle in the near lane stopped 2 m
from the pedestrian, whereas the vehicle in the far lane continued at a speed of 7
m/s.
Additionally, in the signalized conditions, the AV stopped at the appropriate
stopping distances (Table 3.2) when the signal was red or yellow and maintained the
same behavior as in unsignalized conditions (Table 3.1) when the signal was green.
In signalized conditions, when the pedestrian was not on the road, the stopping
distance refers to the distance between the vehicle when it was stopped and the
center of the crosswalk. The behaviors across signalized and unsignalized conditions
were maintained to be as similar as possible for experimental validity and to avoid
any confounding effects due to variations in the vehicle behaviors when examining
the effect of the traffic signal.
The signal for the vehicles operated on a 38-second cycle: green for 20 seconds,
yellow for 3 seconds, then red for 15 seconds [130]. The cycle ran continuously in
the background, but the signal changed to yellow and red only after the participant
pressed the provided signal button. If the participant did not press the signal button,
the signal remained green. Vehicular traffic was generated in a predetermined pseu-
dorandom sequence of short (3-second) and long (5-second) gaps. The probability of
a short gap occurring was 75%, and a long gap was 25%, inducing the participants to
observe the cars during the short gaps while waiting for a long gap to occur to cross.
Vehicles were generated in both lanes of the street, going in the same direction.
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3.2.2.4 Experiment Design
We employed a within-subjects experimental design. Participants underwent a
training session before testing to familiarize themselves with the equipment and the
task. After the training session, participants experienced each of the six treatment
conditions (defensive, normal, and aggressive driving behaviors for signalized and
unsignalized crosswalks) once. The conditions’ sequence was counterbalanced using
a Latin square design [131]. The standard Latin square design we employed in the
study is available in Appendix A.1.
The balanced Latin square design has a group of sequences of treatment conditions
such that every condition appears before and after every other condition exactly once.
This design helps to compensate for immediate sequential effects [131].
3.2.2.5 Measurements
We collected attitudinal, behavioral, physiological, and other self-reported mea-
sures. We measured participants’ propensity to trust [132] and experience with vir-
tual reality before the experiment (calculated as a mean of 1-7 Likert scale responses).
After each treatment condition, participants gave 1-7 Likert scale ratings measuring
trust and perceived AV aggressiveness. For measuring self-reported trust, we adapted
the Muir scale questions [133], a highly validated trust in automation scale. We mod-
ified the questions to reflect the pedestrian-AV interaction context (refer Appendix
A.2). Self-reported trust was calculated as the mean of the responses to the trust
questionnaire. We also measured simulator sickness, calculated using the items and
procedure mentioned in [134] (refer Appendix A.3), at the end of the experiment.
We collected six dependent measures of trusting behavior from the simulation,
some of which were calculated for each of the six crossings within a treatment condi-
tion and averaged. Average distance to collision measured how close a participant was
to being hit by the AV as the distance between the AV in its lane and the participant
when he/she entered that lane.
Average jaywalking time was the average time participants spent either crossing
the street when the AV had the right-of-way, which was whenever the pedestrian signal
was red in the unsignalized conditions or crossed the street outside of the crosswalk
in both the signalized and unsignalized conditions. Average wait time measured the
average time they spent waiting before they crossed the street. Average crossing speed
measured how fast they crossed the street. Average crossing time was the average
duration of the crossing. Overall task time measured how long they took to complete
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the entire treatment condition.
We examined participants’ eye gaze to explore its relationship with self-reported
trust in AVs. A lack of monitoring is related to high trust in automation [135]. We
divided the environment into seven areas of interest (AOI): (1) looking at approach-
ing AVs, (2) checking for AVs, (3) pedestrian signal light, (4) traffic light, (5) task
materials, (6) crosswalk and buildings directly across the crosswalk, and (7) every-
thing else in the environment that included the sky, other buildings along the road,
and roads not in the crosswalk region. The crosswalk and buildings directly across
represented regions when a participant stared ahead. We measured the duration of
time each participant spent looking at the different AOI using the Pupil Labs eye
tracker.
In our user study, the AOI at which the participants gazed was identified in real-
time by interfacing the Pupil Labs eye tracker with the Unity simulation. The Unity
simulation obtained the gaze point from the eye tracker and cast a ray to identify
which AOI intersected with the gaze ray at every sampling instant.
3.2.2.6 Study Participants
We recruited participants through email and obtained informed consent from each
participant. Thirty participants, of which 28 were college students, joined in this user
study (9 female), with a mean age of 22.5 years (standard deviation [SD] = 2.8 years).
The study population was relatively young as it appealed primarily to the student
population in the university, and we did not explicitly control for age during subject
recruitment.
This research complied with the American Psychological Association Code of
Ethics and was approved by the institutional review board at the University of Michi-
gan.
3.2.3 Results and discussion
The descriptives (mean and standard deviation) of our survey measurements are
reported in Table 3.4. Our study had a within-subjects experimental design and
collected repeated measurements (for each of the six treatment conditions) from the
same subject. To account for this non-independence in the data, we employed mixed
linear repeated modeling (MLRM) technique [136] to understand the relationships
between the dependent and independent variables. MLRM makes it easy to study
the effects of covariates and the treatment variables on the dependent variable. We
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used SPSS v24 (IBM, Armonk, NY) for all our analyses.
3.2.3.1 Manipulation Check of Aggressive Driving
We conducted a manipulation check to verify if the participants perceived each
driving condition to have different levels of driving aggression. To accomplish this,
we ran an MLRM with the driving condition as the independent variable and the
perceived AV driving aggression as the dependent variable. The model revealed a
significant difference (p < 0.001) among the driving conditions. The mean (standard
deviation) values were x = 2.67 (0.22) for defensive, x = 3.44 (0.21) for normal and x
= 4.24 (0.23) for aggressive driving conditions. As shown in Figure 3.4, all pairwise
comparisons were significantly different from one another (p < 0.05). Our results
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Perceived Aggression of AV driving
Figure 3.4: Manipulation Check of Aggressive Driving. Perceived Aggression of AV
driving is lowest for Defensive Driving and highest for Aggressive Driving conditions.
3.2.3.2 Measurement Validity
To verify if our survey constructs measured what they were intended to measure,
we conducted a factor analysis to examine convergent and discriminant validity of the
self-reported trust and simulator sickness measures (see Table 3.3). Only one item
(Trust: Reliability) did not meet the 0.7 loading requirement indicating convergence
validity. Also, no cross-loadings exceeded 0.3, indicating discriminant validity. Thus,
the results indicate both discriminant and convergent validity [137].
Before conducting our analyses, we checked for heteroscedasticity by performing
Glejser test, which states that variables have non-linear and unequal variances if p
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< 0.05 [138]. We found evidence of both nonlinearity and unequal variances related
to average distance to collision (p = 0.01), average jaywalking time (p = 0.03), and
average crossing speed (p = 0.01). To improve the linearity and equality of the
variances, we performed log transformations on each dependent variable and verified
the absence of heteroscedasticity (p ≥ 0.05 for all dependent variables).
Table 3.3: Survey measurement validity using factor and cross loadings of trust and
simulator sickness survey measures
Item Self-reported trust in AVs Simulator sickness (SS)
Trust: Competence 0.83 0.12
Trust: Predictability 0.86 0.01
Trust: Dependability 0.86 0.09
Trust: Responsibility 0.84 0.05
Trust: Reliability 0.62 0.02
Trust: Faith 0.72 0.00
SS: Disorientation 0.07 0.91
SS: Nausea 0.06 0.82
SS: Oculomotor 0.01 0.91
Convergent validity: factor loadings > 0.7; Discriminant validity: cross loadings < 0.3
Bold values indicate the representative factors included in the measures in each column.
3.2.3.3 Population effects
We found that neither age (fixed effects estimate, β = 0.03, p = 0.77) nor gender
(fixed effects estimate, β = -0.22, p = 0.40) had significant effects on the self-reported
trust in AVs. The effect of age was not significant perhaps because of the limited age
range of our study population. The study had a fairly young population (18-30 years)
with a mean age of 22.5 years (and standard deviation [SD] = 2.8 years).
3.2.3.4 Hypothesis Testing
For our analysis, we used the self-reported perceived AV aggression as an indepen-
dent variable because it is a more accurate measure of how the pedestrians perceived
the AVs’ behavior, which would affect their trust. We used the self-reported trust,
calculated as the mean of the responses to the trust survey, as the dependent variable.
We analyzed H1–H3 in two parts. First, we analyzed the main effects model with the
control variables and the variables measuring aggressive driving (self-reported per-
ceived AV aggression) and crosswalk type. Second, we included the moderation effect
involving signalized crosswalks and aggressive driving. We employed the full model
with the moderation effect because it had a lower Schwarz’s Bayesian Criterion (BIC
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= 472) than the model with only the main effects (BIC = 500) and thus fit the data
better [139]. The full model and correlations are shown in Tables 3.4 and 3.5.
Table 3.4: Descriptives of measurements and correlations between the measurements.
Parameters Mean S.D. 1 2 3 4 5 6 7
1 Trust 5.68 1.10
2 Aggressive driving 3.47 1.83 -0.47**
3 Signalized crosswalks 0.50 0.50 0.33** -0.31**
4 Driving condition 0.50 0.50 -0.08 0.28** 0.00
5 Age 22.50 2.76 0.06 -0.06 0.00 0.00
6 Propensity to trust 5.33 0.46 0.20** -0.31** 0.00 0.00 -0.14
7 Virtual reality experience 3.36 1.20 0.01 -0.01 0.00 0.00 -0.34** 0.20**
8 Simulator sickness 28.30 23 -0.10 0.31** 0.00 0.00 0.22** -0.42** -0.24**
** Correlation is significant at the 0.01 level (2-tailed).
Trust is calculated as the mean of the responses (1-7 Likert scale) from the survey in Apppendix A.2
Aggressive driving is a rating of perceived aggression (1-7 Likert scale) of the AV driving.
Signalized crosswalks is a Boolean variable for presence/absence of traffic signal.
Driving condition is a Boolean variable for low-aggressive and high-aggressive behavior.
Propensity to trust is measured on a 1-7 Likert scale from the Complaceny rating survey [132].
Virtual Reality experience is measured on a 1-7 Likert scale before the experiment starts.
Simulator sickness is calculated using the formula in [134].
We derived our mixed linear model from both level 1 (equation 3.1) and level 2
(equation 3.2) equations [140]. This two-level modeling accounts for the effects of both
group-level and individual-level variables and allows random variations for the group-
level variables [136]. In the level 1 equation, Yij is the trust outcome for individual i
(from 30 subjects) in group j (from 6 treatment conditions). β0j represents the group
intercept values, β1j and β2j represent the effects of group predictors SignalCondj and
DriveCondj respectively, whereas β01, β02, β03, β04, and β05 represent the effects of
the individual predictors Aggressij, Ageij, ProTrustij, V irReaExpij, and SimSicij,
respectively. εij represents the residual for individual i in group j.
Yij = β0j + β1j(SignalCondj) + β2j(DriveCondj) + β01(Aggressij) + β02(Ageij)+
β03(ProTrustij) + β04(V irReaExpij) + β05(SimSicij) + εij
(3.1)
Group level variables are associated with varying intercepts shown in the level 2
equations (equation 3.2). Gammas γ00, γ10, γ20 represent the intercepts (fixed main
effects) while ν0j, ν1j, and ν2j represent their corresponding variances. These variances
highlight that β0j, β1j and β2j are allowed to randomly vary. Gammas γ01, γ02,
γ03, γ04, and γ05 represent the intercepts (fixed main effects) for their corresponding
individual-level counterparts, whereas γ11 represents the effect of the interaction term
Aggressij ∗SignalCondj. β01, β02, β03, β04, and β05 are not allowed to randomly vary
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Table 3.5: Trust model: Higher trust during less aggressive driving and during pres-
ence of signal with presence of signal moderating the effect of aggressive driving on
trust.
Independent parameter Estimation (β) S.E. df t Sig. 95% C.I.
Intercept* (γ00) 4.93 0.23 63.76 21.86 0.00 4.49 5.39
Aggressive driving* (γ01) -1.08 0.22 76.96 -4.97 0.00 -1.51 -0.65
Signal condition* (γ10) 0.41 0.12 85.16 3.50 0.00 0.18 0.65
Aggressive driving ×
signal condition*
(γ11) 0.40 0.12 91.67 3.43 0.00 0.17 0.64
Driving condition (γ20) 0.10 0.06 49.68 1.76 0.08 -0.01 0.21
Age (γ02) -0.01 0.12 21.47 -0.08 0.93 -0.27 0.25
Propensity to trust (γ03) 0.11 0.13 21.41 0.88 0.39 -0.15 0.38
Virtual reality
experience
(γ04) -0.01 0.12 21.286 -0.03 0.97 -0.26 0.25
Simulator sickness (γ05) 0.03 0.13 22.72 0.21 0.83 -0.24 0.30
Independent parameter Estimation (β) S.E. Wald Z Sig. 95% C.I.
Random intercept
variances
(ν0j) 0.21 0.14 1.49 0.14 0.06 0.77
Random signal
condition variances
(ν0j) 0.03 0.03 0.99 0.32 0.00 0.24
Random driving
condition variances




0.98 0.28 3.52 0.00 0.56 1.71
Treatment condition 2
(Normal Unsignalized)*
0.52 0.16 3.35 0.00 0.29 0.94
Treatment condition 3
(Aggressive Unsignalized)*
1.14 0.33 3.44 0.00 0.65 2.02
Treatment condition 4
(Defensive Signalized)*
0.21 0.08 2.77 0.01 0.11 0.44
Treatment condition 5
(Normal Signalized)*
0.31 0.09 3.38 0.00 0.01 0.44
Treatment condition 6
(Aggressive Signalized)
0.07 0.06 1.10 0.27 0.01 0.39
*Significant model parameters.
Fixed effects estimates (β) indicate the direction and degree of relationship between trust and the model variables.
and therefore do not have corresponding variances.
β0j = γ00 + ν0j
β1j = γ10 + γ11(Aggressij) + ν1j







Our mixed linear model is derived by substituting equation 3.2 into equation 3.1.
The final model we used is shown in equation 3.3.
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Yij = γ00 + γ01(Aggressij) + γ02(Ageij) + γ03(ProTrustij) + γ04(V irReaExpij)+
γ05(SimSicij) + γ10(SignalCondj) + γ11(Aggressij) ∗ (SignalCondj)+
γ20(DriveCondj) + ν0j + ν1j(SignalCondj) + ν2j(DriveCondj) + εij
(3.3)
We also tested H4 using a mixed linear modeling approach (Table 3.6). We used
the mean of trust in the AV per condition as the independent variable when pre-
dicting trusting behaviors. To justify the aggregation by condition, we calculated
the intraclass correlation coefficient (ICC). ICC measures the degree to which an
individual-level variable is influenced by group-level membership. The higher the
ICC, the more the individual-level variable is driven by group membership, and the
more justification one has to create a group-level variable. The ICC value of trust in
the AV per condition was 0.44, exceeding 0.10 [141], indicating that a group variable
was valid.
H1 posited that aggressive driving decreases trust in the AV; this was supported
(fixed effects estimate, β = -0.17, p < 0.001). H2, which stated that signalized
crosswalk increases trust in the AV, was supported (fixed effects estimate, β = 0.53, p
< 0.001). Figure 3.5 shows the main effect of the signalized crosswalk vs. unsignalized
crosswalk on trust in the AV. Finally, H3 was examined in the full model (Table 3.5).
H3, the impact of aggressive driving on trust depends on the type of crosswalk, was

































































Figure 3.6: Moderation of Aggressive Driving by Signalized Crosswalks. Trust re-
duction due to high aggression behavior is lower for Signalized than Unsignalized
Crosswalks.
H4, which stated that trust in the AV leads to more trusting behaviors, was par-
tially supported. We defined trusting behavior as behavior that prolongs a partici-
pant’s exposure to being vulnerable to the AV’s actions. Therefore, when participants
trusted the AV, we expected participants to cross closer to AVs, resulting in decreased
average distance to collision, crossing earlier, decreasing wait time and overall task
time, and walking slowly, resulting in decreased crossing speed. We also expected the
participants to take more risks and cross when it was not their right-of-way resulting
in increased jaywalking time and increased crossing time due to decreased crossing
speed. We employed an MLRM for each of these objective trust behavior measures,
with the objective measure being the dependent variable and self-reported trust being
the independent variable.
Trust in the AV was significantly related to average distance to collision (fixed
effects estimate, β = -0.38, p < 0.001), average jaywalking time (fixed effects estimate,
β = 0.17, p < 0.05), average waiting time (fixed effects estimate, β = 0.18, p < 0.001)
and overall task time (fixed effects estimate, β = 32.31, p < 0.001). In other words,
the more participants trusted the AV, the closer they came to the AV while crossing,
the more they jaywalked, the longer they waited to cross and more time it took for
them to complete the task. Trust in the AV was not related to average crossing time
(fixed effects estimate, β = -0.08, p > 0.05) or average crossing speed (fixed effects
estimate, β = 0.02, p > 0.05; see Table 3.6).
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Table 3.6: Mixed linear models of trust and each trusting behavior separately with
trust being the dependent variable predicting trusting behaviors.
Parameter Estimation (β) S.E. df t Sig. 95% C.I.
Intercept 0.88 0.01 75.63 87.43 0.00 0.86 0.90
C.L.Trust -0.38 0.01 68.60 -38.71 0.00 -0.40 -0.36
Dependent Variable: Log of average distance to collision* (m)
Intercept -0.08 0.04 17.37 -1.79 0.09 -0.17 0.01
C.L.Trust 0.17 0.04 13.84 3.78 0.00 0.07 0.26
Dependent Variable: Log of average jaywalking time* (s)
Intercept 16.24 0.53 92.74 30.60 0.00 15.19 17.30
C.L.Trust 4.26 0.54 63.37 7.92 0.00 3.19 5.34
Dependent Variable: Average waiting time* (s)
Intercept 222.58 4.33 132.34 51.45 0.00 214.02 231.14
C.L.Trust 32.31 4.24 75.75 7.63 0.00 23.88 40.76
Dependent Variable: Overall task time* (s)
Intercept 3.86 0.10 165.42 39.40 0.00 3.67 4.06
C.L.Trust -0.08 0.10 105.36 -0.82 0.42 -0.28 0.12
Dependent Variable: Average crossing time (s)
Intercept 0.27 0.01 173.80 32.28 0.00 0.25 0.29
C.L.Trust 0.01 0.01 108.91 0.70 0.49 -0.01 0.02
Dependent Variable: Log of average crossing speed (m/s)
C.L. Trust = Condition Level Trust, mean of trust for each treatment condition.
All six trusting behaviors are measured from the simulation.
Fixed effects estimates (β) of the models indicate the direction and degree of
relationship between trust and trusting behaviors.
*Behaviors with significant relationship with trust.
Following prior literature, a lack of visual monitoring of the automation can be
viewed as an act of trusting behavior [135]. Therefore, we expected that trust in AVs
would negatively correlate with gaze at AVs. To better understand the relationship
between monitoring and trust, we divided our analysis by one of three actions: wait-
ing, crossing, and tasking. Waiting included the time a participant spent waiting
to cross the street. Crossing included the actual walking across the street. Task-
ing included the remaining time spent working on the task of moving the balls. We
calculate gaze ratios per action by dividing the duration a participant focused on a
particular area by the action type’s total duration (Table 3.7). Then we conducted a
repeated measure correlation between each gaze area ratio and trust in the AV (Table
3.8).
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Table 3.7: Gaze distribution by AOI and driving behavior condition.
Areas of Interest (AOI) Defensive Normal Aggressive Overall
AVs approaching the crosswalk 25.0% 18.1% 13.4% 18.7%
Checking for AVs (Looking in the
general direction of AVs when no
AVs are present on the road)
2.0% 2.3% 4.4% 2.9%
Crosswalk and buildings across the
crosswalk
35.9% 38.0% 40.6% 38.4%
Task elements (racks on either side
of crosswalk)
11.5% 12.2% 13.2% 12.3%
Pedestrian signal light on either side
of crosswalk
3.4% 3.5% 3.7% 3.6%
Traffic light 0.7% 0.7% 0.4% 0.6%
All other areas 21.5% 25.2% 24.3% 23.5%
Trust in the AV was negatively related to monitoring. Time spent looking at
the approaching AVs while crossing was negatively correlated with trust in the AV
for normal and aggressive driving. Also, there was a negative correlation between
self-reported trust in AVs and time spent checking for AVs while crossing in normal
driving behavior. Looking at the pedestrian light while crossing in normal behavior
and looking at the traffic light while waiting and tasking in defensive behavior were
negatively correlated with self-reported trust in AVs. These results support previous
research suggesting decreased monitoring is related to increased trust [135]. While
waiting at the crosswalk, gaze at the crosswalk and the buildings across the crosswalk
indicate that the pedestrians were staring ahead and not monitoring the AVs. This
time they spent looking at the crosswalk and buildings positively correlated with
trust.
To summarize, the results are organized around four overarching findings. First,
aggressive driving reduced pedestrian’s self-reported trust in AVs. Second, signalized
crosswalks increased pedestrian’s self-reported trust in AVs. Third, the impact of
driving behavior on pedestrian’s self-reported trust in AVs varied significantly by the
type of crosswalk. Finally, trust in AVs led to increases in some trusting behaviors,
but not all.
In this study, we proposed hypotheses for the development of trust based on
information availability. When two agents interact, the more information gained
about the other agent, the less uncertain one is about the other agent. We highlight
the importance of AV driving behavior and traffic signal and the moderation effect
of a traffic signal on the impact of aggressive driving on pedestrians’ trust in AVs.
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Table 3.8: Repeated measures correlation between gaze and trust separated by activ-
ity and driving condition.
Waiting Crossing
Areas of Interest Defensive Normal Aggressive Defensive Normal Aggressive
AVs approaching the
crosswalk
-0.07 -0.24 -0.13 -0.23 -0.34* -0.25*
Checking for AVs (look-
ing in the general direc-
tion of AVs when no AVs
are present on the road)
-0.22 -0.11 -0.13 -0..16 -0.34* -0.24
Crosswalk and buildings
across the crosswalk
0.24* 0.42*** 0.27** 0.13 0.38** 0.20
Task elements (racks on
either side of crosswalk)
0.01 -0.04 -0.12 0.07 0.05 -0.12
Pedestrian signal light on
either side of crosswalk†
-0.02 -0.03 0.02 -0.13 -0.22* 0.05
Traffic light† -0.20* -0.14 -0.02 -0.02 0.04 -0.07
All other areas -0.15 -0.32* -0.31* -0.10 -0.37** -0.19
† Pedestrian signal light and traffic light AOI available only during the three signalized conditions
A mixed linear model fitted between trust and each gaze ratio to calculate the repeated measures correlation.
* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
*** Correlation is significant at the 0.001 level (2-tailed).
Specifically, we found that both sources of information, AV driving behavior and
traffic signal, predicted pedestrians’ trust in the AVs.
We systematically examined AV driving behavior and found that aggressive AV
driving behavior significantly decreased trust in AVs. Thus driving behavior could
implicitly convey the AV intent to pedestrians. This finding aligns with existing re-
search that has found pedestrians generally prefer a conservative AV driving behavior
[18, 19, 58].
Our work also calls attention to the importance of the presence of traffic signals in
pedestrian-AV interactions. To the author’s knowledge, the impact of traffic signals
on pedestrian trust in AVs has not been explored before. We found that pedestrians,
in general, trusted the signalized crosswalks more than the unsignalized crosswalks.
This is in line with existing research in pedestrian-HDV interactions, which have
reported increased trusting behavior such as lower crossing speeds, reduced gaze at
vehicles, and shorter distances to collision at signalized crosswalks [142–144].
More importantly, we found that the influence of the AV’s driving behavior is pri-
marily determined by whether the crosswalk is signalized or unsignalized. Signalized
crosswalks significantly reduced the negative effects of aggressive driving on trust. It
could be because signalized crosswalks dictate the right-of-way, and AVs are expected
to follow the right-of-way [60]. Thus, irrespective of their driving behavior, the AVs
are always expected to stop when the pedestrian has the right-of-way. In any case,
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our findings demonstrate the importance of incorporating the presence of traffic signal
when understanding trust in the AV and help identify generalized situations during
which pedestrians trust AVs. For example, trust is generally high in signalized condi-
tions irrespective of the driving behavior (refer Figure 3.6). We highlighted the link
between trust in the AV and trusting behaviors. When pedestrians under-trusted the
AVs, they exhibited behaviors such as high distance to collision, fewer instances of
jaywalking, increased looking at AVs while crossing, etc. As trust in the AV increased,
pedestrians were much more willing to be vulnerable to the actions of the AV, which
came in the form of reductions in distance to collision and increases in jaywalking.
We also observed trusting behavior in the form of a lack of monitoring the AVs (i.e.,
low gaze ratio at the AVs when the self-reported trust scores were high), which aligns
with existing research on drivers’ trust in AVs [145]. This suggests that pedestrian
behavior can vary based on their level of trust in the AV. Thus, it is necessary to
maintain an appropriate level of trust for safe pedestrian-AV interactions.
3.3 Pedestrian-AV interaction in the real-world
The developed VR platform (Section 3.2.2.1) enables studying pedestrian inter-
action with AVs. However, it does not have the risks and goals of the real world and
can thus result in different pedestrian behaviors compared to the real world [146]. As
discussed in Section 2.2.3, it is still unclear how pedestrians will behave around AVs
in the real world. To understand real-world pedestrian-AV interactions, we conducted
a small-scale user study (N=14) at the Mcity test track located in Ann Arbor. We
discuss the rationale behind hypotheses development, the experimental setup used,
the study methodology, results obtained, and implications. This user study examines
the influence of vehicle type on pedestrian trust in AVs.
3.3.1 Hypotheses
Surveys on public perception of AVs suggest that people are still skeptical of
accepting AVs, and more than half the respondents stated they would not use an
AV [147]. Pedestrians do not have any direct benefits, unlike the drivers/passengers
of the AV [148]. Moreover, as discussed in Section 2.2, pedestrians can be warier of
trusting AVs than HDVs. Thus we hypothesized that pedestrians would trust HDVs
more than AVs.
This untrusting attitude of pedestrians in large part is due to uncertainty in AV
intent and unfamiliarity with AV technology [147]. Once AVs’ initial uncertainty
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decreases, people may be more willing to interact with AVs and be more trusting and
accepting of AVs. Thus, we hypothesized that once the initial uncertainty has been
reduced after a few interactions with the AV, the increase in trust (∆ trust) between
subsequent interactions will be higher in the case of AVs than for HDVs.
H1: Trust in human-driver will be greater than trust in AVs.
H2: Change in trust between successive interactions will be higher for AV than
human-driver.
3.3.2 Method
For experimental consistency, we designed a situation and task similar to the one
discussed in the VR user study (see Section 3.2.3.4). The experimental details are
discussed below.
3.3.2.1 Experimental setup and task
The study was conducted at the Mcity test track located in Ann Arbor. Mcity
test track offers a safe, controlled environment to test AVs. The full-scale outdoor
laboratory simulates the broad range of complexities vehicles encounter in urban
and suburban environments and provides the connected infrastructure and operating
system to serve as a smart city testbed. An urban portion of the track was used for
this study. Crosswalks were marked in the middle of the street to simulate pedestrian
crossings at unsignalized midblocks. Like the VR study, locations for picking up and
dropping the ball were on opposite sides of a road. The path taken by the participants
was similar to the VR study (refer Figure 3.7).
To maintain consistency, participants were asked to perform the same carrying
task as in the previous VR study (refer Section 3.2.3. The difference is that instead
of carrying a virtual ball, the participants carried numbered boxes from one side of
the road to the other. Also, the participants had to move only two boxes. Thus, each
participant crossed the street four times. In each of these crossings, the participant
encountered an approaching vehicle (either an AV or an HDV) before crossing the
street.
We manipulated the type of vehicle (automated or human-driven). However,
both the vehicles were driven by the same person and followed a similar route and
velocity profile (refer Section 3.3.2.4). We employed a between-subjects experimental






Figure 3.7: Urban portion of Mcity test track used for the study. The red star
indicated the vehicle starting position, hidden from the pedestrian’s sight initially.
The blue star indicates the starting position of the pedestrian. The red and blue
arrows indicate the paths followed by the vehicle and the pedestrian respectively for
one interaction.
with the AV or the HDV. Participants were told there might be an AV running
around the track but were not told the condition (human-driver or AV) they would be
experiencing during the experiment. A sample scenario of pedestrian-AV interaction
can be found online2 for reference.
3.3.2.2 Measurements
We used the same surveys as in the VR user study (refer Section 3.2.3.4) to mea-
sure participants’ perceived driving aggression of AVs and trust in the AVs. Addi-
tionally, we asked the participants their perception of the vehicle’s level of automation
they encountered on a scale of 1-10, with 1 being ‘no automation’ and 10 being ‘full
automation’. Unlike the VR study, in this study, we have not measured the behav-





We recruited participants through email and obtained informed consent from each
participant. Fourteen university students (4 female) joined in this study. We excluded
three participants from the analysis as they failed the manipulation check (see Sec-
tion 3.3.3). The remaining eleven participants had a mean age of 25.6 years (standard
deviation = 3.5 yrs). This research complied with the American Psychological As-
sociation Code of Ethics and was approved by the institutional review board at the
University of Michigan.
3.3.2.4 Design of Interaction
Inspired by [63], we employed a WOZ methodology wherein the actual driver was
disguised using a car seat costume as shown in Figure 3.8.
(a) (b)
Figure 3.8: WOZ driver inside the AV when (a) visible and (b) hidden.
The same driver drove both the AV and HDV and was trained to follow a similar
velocity profile in both cases with a maximum speed of 15 mph. The vehicle was
initially out of sight from the pedestrians indicated by the vehicle start position in
Figure 3.7. The interactions between pedestrians and the vehicles were timed based
on cues given by the experimenter to the driver using walkie-talkies.
3.3.3 Results and discussion
We performed a manipulation check to test if pedestrians perceived the WOZ AV






Figure 3.9: User study interaction conditions (a) a pedestrian crossing the street in
front of an oncoming HDV, and (b) a pedestrian crossing the street in front of an
oncoming AV.
of eight participants in the AV condition thought the vehicle to be an AV, and the
remaining one participant could not see that there was no person inside the vehicle
due to glare. Four out of six participants in the HDV condition saw the human and
identified the vehicle as an HDV. The remaining participants did notice the human
inside the vehicle but instead assumed the vehicle to be an AV since the study was
conducted at the Mcity test track. Still, we removed the two participants’ data who



























             
                      
          







Figure 3.10: Pedestrians trusted the HDVs more than the AVs. However, pedestrians
thought the HDVs to be more aggressive than the AVs.
The sample size (N=11, four from HDV condition and seven from AV condition)
is small to obtain a statistical significance. Hence, we checked the trends in the data
to test our hypotheses. To test H1, we compared the mean self-reported trust of the
participants for both the HDV and AV conditions, and we found that pedestrians
trusted the HDVs, trusthdv = 6.1, more than the AVs, trustav = 5.8) (see Figure
3.10). Thus H1 is supported.
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We also found that the change in trust in the subsequent interactions with AVs
(∆ trust = 0.35) was higher than that in the subsequent interactions with HDVs (∆
trust = 0.24). The results suggest that pedestrians could be skeptical of AVs and
do not trust the AVs initially, which aligns with the findings from AV acceptance
surveys [147]. However, as the uncertainty in AV behavior reduces with subsequent
AV interactions, the trust in AV increases. Thus H2 is also supported.
To compare the pedestrian perception of AVs from the Mcity study with the VR
study, we compared the trust in the AVs and the perceived aggression of both the
studies (refer Figure 3.10). Trust in the AVs was essentially the same for both the
VR and the real-world Mcity studies. However, the testing conditions in both studies
were not the same. For example, the behaviors of the AVs in the VR and Mcity
were different, and the VR had three different behaviors while the Mcity had only
one behavior. This can also be observed by the different perceived aggression for the
AV driving in the VR (aggression = 2.7) and the Mcity (aggression = 2.0) studies.
Another factor is the number of participants, which was considerably higher in the VR
study than in the Mcity study. Still, the similarity in the trust levels could indicate
underlying similarities in the perception of the pedestrians towards AVs irrespective of
the type of the testing environment. Further research is necessary for any conclusive
findings.
Another interesting observation we found was that the pedestrians considered the
HDVs to be more aggressive than the AVs (refer Figure 3.10). However, they still
trusted the HDVs more than the AVs. This suggests that the pedestrians could
be more forgiving of the HDVs, even if they are more aggressive than the AVs. It
also suggests that the pedestrians are expecting the AVs to be less aggressive. Thus
directly imitating human-like behavior by the AVs [149] may not be beneficial in
improving traffic safety as pedestrians are expecting the AVs to be more conservative
than the HDVs. These behavioral expectations from the AVs could inform the AV
planner on how the AVs should behave around the pedestrians.
3.4 Chapter summary
In this chapter, we characterized the role of AV driving behavior on pedestrian
trust in the AVs and pedestrian behaviors; the results have been published in [33,
34]. In addition to confirming existing research that AV intent can be deduced from
their behaviors [18], we found that pedestrian trust and behavior are influenced by AV
driving behaviors. However, this influence is valid only at unsignalized crosswalks. We
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also identified relations between pedestrian’s trust in the AVs and several behavioral
(of both vehicle and pedestrian) and environmental factors. Interestingly, we also
found that the novelty of AVs causes the pedestrians to have different expectations
compared to the HDVs.
These findings aid in the development of pedestrian behavior models that can be
used by the AVs for predicting pedestrian behavior discussed in Chapters IV and V.
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CHAPTER IV
Individual Pedestrian Behavior Modeling
4.1 Overview of chapter
Current pedestrian models for long-term multimodal predictions are data and
computation intensive and also lack intuition. The contribution presented in this
chapter is the development of an intuitive and computationally efficient pedestrian
behavior model that is suitable for long-term multimodal predictions; these results
have been published in [35, 36]. We demonstrate the validity of the model on two
datasets — one collected from the VR study discussed in Section 3.2.3.4 and the other
is the inD dataset that captured pedestrian-HDV interactions in the real-world [37].
As noted in Chapter III, AV driving behavior can influence pedestrian trust in
AVs. The AV can choose trustworthy trajectories if it can understand the intent of
the pedestrians. This chapter develops a hybrid automata-based modeling framework
that uses pedestrians’ gap acceptance behavior and constant velocity dynamics for
long-term unimodal pedestrian trajectory prediction when interacting with AVs. This
model produces the most likely pedestrian trajectory. However, pedestrian behavior
is uncertain in nature. To account for this uncertainty, we extend the proposed hybrid
systems framework to predict multimodal pedestrian behavior.
We focus our efforts in modeling pedestrian behavior around unsignalized cross-
walks present at midblocks and intersections. The right-of-way is unclear at such
unsignalized crosswalks [32] which can result in potentially dangerous interactions
between AVs and pedestrians. Models were developed and validated in datasets con-
taining pedestrian-AV interactions in VR and pedestrian-HDV interactions in the
real world. Results demonstrate the applicability of both the unimodal and multi-






Figure 4.1: Pedestrian behaviors when they intend to cross the road. Pedestrians are
assumed to use the crosswalk for crossing and can be doing one of four actions at
any given time – approaching the crosswalk, waiting near the crosswalk (and deciding
when to cross), crossing, or walking away from the crosswalk. The bubbles represent
the actions, and the arrows represent the action transitions. The bold arrow represents
the transition from wait to cross, i.e., the pedestrian’s decision to cross.
4.2 Pedestrian behavior in urban environments
Pedestrians can engage in many behaviors near crosswalks. For example, some
pedestrians may intend to cross while some may not intend to cross, and some others
can even jaywalk instead of using the crosswalk to cross. The key idea we employ in
this model is that pedestrian behaviors are driven by their actions; actions are driven
by their decisions which in turn depends on their intents. By using pedestrians’
intents, decisions, and actions, we should get a good sense of their behaviors.
Let us revisit our definition of pedestrian behavior discussed in Section 1.1, “Pedes-
trian behavior refers to the actions and, in turn, the paths (trajectories) taken by
pedestrians.” Generally around crosswalks, pedestrians can be doing one of three ac-
tions: (1) approach crosswalk, (2) wait, or (3) cross [150]. Additionally, pedestrians
can also be doing a fourth action, (4) walkaway from the crosswalk, after crossing
the road. Figure 4.1 shows these distinct actions and the more common behaviors
(indicated by the arrows) of pedestrians intending to cross the street. Thus, a pedes-
trian can be considered a hybrid system with discrete actions and continuous motion
within each action.
The trajectory traversed by the pedestrian is a result of the intermediate decisions
made by the pedestrian. These decisions could be taken within a particular action,
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such as walking speeds of pedestrians while approaching or crossing, or the decisions
could be taken to transition from one action to another, such as accepting a traffic
gap and changing the action from wait to cross. Here, we focus on the latter type of
decisions, i.e., decisions that change the actions. A hybrid systems model is developed
based on this decision-making framework which is discussed in the coming sections.
We assumed that pedestrians are either walking or standing still. If they are
walking, they can be approaching the crosswalk, crossing, or walking away from the
crosswalk. They always walk only on the sidewalk, or across the crosswalk, at a
constant velocity. If they are standing still near the crosswalk, they are waiting to
cross, and they always use a crosswalk to cross the street.
4.3 Unimodal hybrid pedestrian model
We propose to use a hybrid automata framework [151] to model the hybrid sys-
tems nature of pedestrian behavior. The hybrid automaton has four discrete states—
approach crosswalk, wait, cross, and walk away—each with an associated
continuous motion. The sequence of these discrete states and the state transitions,
together with the pedestrian trajectory over time, gives rise to the pedestrian’s cross-
ing behavior. The transition from wait to cross state is modeled as pedestrian’s
decision to cross, which is explained in section 4.3.1. The proposed hybrid automa-
ton model is shown in Figure 4.2 and is formally defined as a tuple 〈X,Q, f,G, T,R〉,
where
• X = (x, y, vx, vy) ∈ R4, denotes the continuous pedestrian states which includes
their Cartesian positions (x, y) and velocities (vx, vy).
• Q ∈ {q1, q2, q3, q4}, denotes the discrete states of approach, wait, cross, or walk-
away respectively.
• f : Q×X → R4, represents the continuous dynamics.
• G ∈ {g1, g2, g3, g4} is a set of guard conditions, where
• g1 = {X | vx 6= 0 ∧ sign(x) vx < 0}
• g2 = {X | vx = 0 ∧ vy = 0}
• g3 = {X | vy 6= 0}
• g4 = {X | vx 6= 0 ∧ sign(x) vx > 0}.
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Figure 4.2: Hybrid automaton of a rational pedestrian with the intent to cross. The
bold arrows represent the transitions from the crossing decision model.
• T is the discrete state transition function given as,
• T (Qk+1|Qk) =

q1 if Xk+1 ∈ g1
q2 if Xk+1 ∈ g2
q3 if Xk+1 ∈ g3 ∨ p(q3) > 0.5
q4 if Xk+1 ∈ g4
where p(q3) is the probability of crossing.
• R : X → X is a reset map of continuous velocity states after the discrete
transitions.
The developed model outputs a single trajectory that is predicted to be the most
likely future trajectory. We term this model as Unimodal hybrid pedestrian
(UHP). We make the following assumptions for developing the UHP model.
Assumption IV.1. Pedestrian behavior is primarily influenced by its interaction
with the vehicle that is approaching and is closest to the pedestrian, referred to as the
interaction vehicle (InterV).
Assumption IV.2. The position and shape of the crosswalks and sidewalks are ac-
curately known.
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This model focused on the interaction between the pedestrian and the InterV.
When the current InterV moves past the pedestrian, the interaction is then modeled
with the next approaching vehicle, which then becomes the InterV.
Assumption IV.3. All of the observations and predictions are made from the point
of view of the vehicle termed as the ego-vehicle (EgoV).
In this dissertation, we are considering the ego-vehicle to be an AV.
Assumption IV.4. The EgoV’s observations of the other vehicles, pedestrians, and
itself can be measured with known and bounded sensor noises.
Assumption IV.5. All pedestrians approaching a crosswalk have the intent to cross.
This is a conservative assumption but simplifies the problem of pedestrian behavior
modeling.
Assumption IV.6. Within a discrete state, a pedestrian moves at a constant velocity.
As mentioned before, pedestrians can also make decisions within an action, result-
ing in distinctly different dynamics. We, however, neglect these decisions and assume
that pedestrians travel at a constant velocity while performing an action. Prior work
has found that constant velocity dynamics has worked well for long durations provided
there are not many changes in the direction of the pedestrians [152, 153].
Assumption IV.7. Pedestrians always use the crosswalk for crossing the road, i.e.,
pedestrians do not jaywalk.
Assumption IV.8. Gaps are accepted only when the pedestrian is close to the cross-
walk and is either approaching the crosswalk or waiting.
This region of gap acceptance is denoted by the decision zones, D, in Figure 4.3.
4.3.1 Crossing decision model
We describe pedestrian discrete state transition of wait to cross (i.e., crossing
decision) through their gap acceptance behavior [43]. We develop a model that out-
puts the probability of accepting a traffic gap. Since gap acceptance is a discrete
phenomenon, we make the following assumptions.
Assumption IV.9. The decision to accept/reject a gap is made at the start of a gap,
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Figure 4.3: Evaluation of gap acceptance: (a) a pedestrian is approaching and close
to the crosswalk and a gap starts, and (b) a pedestrian is waiting on the road and a
gap starts. Pedestrians’ decide to accept/reject the gaps when they are in a decision
zone, D.
Assumption IV.10. A gap starts when the pedestrian is close to the crosswalk and
is in the decision zone D. A vehicle has just gone past the pedestrian, exposing the
pedestrian to interact with the next oncoming vehicle (refer Figure 4.3).
Assumption IV.11. We assume that pedestrians always enter the wait state before
crossing irrespective of whether they had stopped at the crosswalk before crossing or
not.
The wait is instantaneous when the pedestrian has decided to cross while in the
approach state. The pedestrians enter the “wait” state for an infinitesimal time
and immediately transition to the “cross” state. The discrete state transitions are
triggered when the corresponding guard conditions (G) are satisfied. Additionally,
the wait to cross transition can also be triggered by the decision to cross (p(q3) > 0.5).
Assumption IV.12. Gaps are evaluated when pedestrians are in the “wait” or “ap-
proach crosswalk” state and within the decision zone.
We model crossing decision using a Support Vector Machine (SVM) classifier and
obtain probabilistic outputs following the method in [154]. The input parameters
to the SVM model were identified from literature [155, 156] as significantly affecting
pedestrian crossing behavior. They are detailed in Table 4.1 and are denoted by ψi,
where i is the time step.
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Table 4.1: Input parameters (ψ) for crossing decision model. The parameters are
calculated for the current time instance when a gap starts unless mentioned otherwise.
Parameter Description
AV distance [m] Longitudinal distance between AV and pedestrian
AV speed [m/s] Speed of the AV
Wait time [s] Time elapsed since pedestrian started waiting
Gaze ratio Proportion of time pedestrian looked at AVs in previous second
Curb distance [m] Lateral distance between pedestrian & road edge
Crosswalk distance [m] Longitudinal distance between pedestrian & crosswalk
Ped. speed [m/s] Average pedestrian speed in the previous second
4.3.2 UHP model for real-time trajectory prediction
We express the pedestrian continuous dynamics using a constant velocity model
with zero-mean Gaussian process noise (W ) as Xk+1 = f(Xk, N (0,W )). We incor-
porate the constant velocity continuous dynamics within a Kalman filter framework
and the SVM crossing decision model in our hybrid automaton model for tracking
pedestrians’ position in real time. We tune the process and measurement noises to
obtain the best tracking performance. We used MATLAB’s in-built tune function
from the Navigation toolbox developed based on [157] to tune the noise parameters.
The UHP model parameters are tabulated in Table 4.2.
Table 4.2: UHP model parameters.
Parameter Value
Decision zone length, D 3m
Prediction horizon, N 0.1− 6 s
Sampling time, ∆t 0.1 s
sensing range of the AV 100m
We evaluate the UHP model by predicting pedestrian trajectories. Algorithm 1
shows the steps for real-time pedestrian trajectory prediction. When the pedestrian
is within the sensing range of the AV, the vehicle and pedestrian measurements are
used to calculate the initial pedestrian states and the initial value of the features
(refer Table 4.1). The inference framework has two stages, predict and update. The
pedestrian motion is predicted using the continuous motion model during the predict
stage, and the discrete state is updated based on which guard condition the contin-
uous state satisfies. Additionally, the transition from wait to cross can be predicted
using the SVM crossing decision model. The decision to cross is evaluated when the
pedestrian is within the decision zone and when a gap starts. The prediction loop
continues for every time step within the prediction horizon N , using the previously
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predicted measurements. During the update stage, the states are updated based on
the prediction for that time instant and the measurement.
Algorithm 1 Inference framework for Hybrid model
1: Initialize X1, Q1, ψ1, i← 1
2: while ti < T do
3: procedure predict
4: . Predict discrete and continuous states for entire prediction horizon
5: for k ← 1 to N do
6: if (Gap Starts ∧ (X̂i+k ∈ D) ∧ Q̂i+k == q2) then . check gap acceptance
probability
7: Calculate P (q3) = P (Q̂i+k+1 = q3|ψ̂i+k+1)
8: end if
9: Sample tcross, vstart if P (q3) > 0.5
10: Q̂i+k+1 ← h(X̂i+k, P (q3), tcross)
11: Reset X̂i+k if Q̂i+k+1 6= Q̂i+k
12: X̂i+k+1 ← f(X̂i+k, Q̂i+k+1)
13: Estimate ψ̂i+k+1




18: Xi+1 ← update state given X̂i+1, measurement zi+1
19: Qi+1 ← h(Xi+1)
20: end procedure
21: i← i+ 1
22: end while
There is a delay between deciding to cross and the start of crossing [158]. We
express this delay as tcross and sample it from an exponential distribution learned
from the collected data. The transition from wait to cross occurs when it is tcross
seconds since the time gap was accepted (i.e., a time delay is reached). Similarly, the
pedestrian speed when starting to cross, vstart, is sampled from a Gaussian distribu-
tion learned from the data. During the prediction stage, we assume constant velocity
dynamics for the AVs. When no measurement is available, the features ψi within the
prediction horizon are calculated from the predicted pedestrian and AV positions.
We assume that the gaze ratio of pedestrians remains the same for the entire predic-
tion horizon as the most recent observation. Using predicted data instead of actual
measurements for the features, the hybrid model can perform long-term trajectory
prediction.
4.3.3 Baseline models
We compared the crossing decision model with two baselines—a logistic regres-
sion model, similar to [43], and a model trained using the conditional probability
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distributions of gap acceptance conditioned on the observations mentioned in Table
4.1.
Current collision avoidance systems use a constant velocity (CV) model for pedes-
trian trajectory prediction [159]. Thus, similar to [21], we compared our hybrid model
against a baseline constant velocity model without any discrete states. We report the
trajectory prediction performance at varying prediction horizons.
4.3.4 Evaluation metrics
We use the following metrics to compare the performance of the crossing decision
model with baseline classification models.
Accuracy : ratio of correctly predicted observation to the total samples.
Precision : ratio of correctly predicted positive (‘cross decision’) samples to
the total predicted positive samples.
Recall : ratio of correctly predicted positive (‘cross decision’) samples to the
actual overall positive samples.
F1-Score : this metric balances both precision and recall.













F1− score =2× Precision×Recall
Precision+Recall
(4.4)
where TP is the true positives, FP is the false positives, FN is the false negatives,
TN is the true negatives, and NS is the total number of samples.
We use the following metrics to compare the performance of trajectory prediction
from the UHP model with a baseline trajectory prediction model.
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Average displacement error (ADE): mean distance between predicted
and actual trajectories for all time steps in the prediction horizon.
Final displacement error (FDE): distance between predicted and actual
position at the end of prediction horizon.
Consider the ground truth position at time step i to be given by (xi, yi). Similarly,




i=1 ‖(xi, yi)− (x̂i, ŷi)‖2
N
, (4.5)
FDE =‖(xN , yN)− (x̂N , ŷN)‖2. (4.6)
4.3.5 Dataset description
We used the dataset collected from the VR user study (refer Section 3.2.2), termed
as the automated vehicle interaction in virtual reality (AVIVR) dataset, for the de-
velopment of the crossing decision model and the evaluation of the trajectory pre-
diction performance of the UHP and baseline models. The dataset was collected at
an unsignalized midblock crosswalk with one-way traffic of AVs. The dataset con-
tained trajectory information of the AVs and pedestrians and the gaze information
of the pedestrians from the eye tracker. The trajectory information of the AVs is
obtained directly from the simulation (i.e., perfect information, which is unlikely in
the real world). The pedestrian trajectories are also recorded from the simulation,
but the inputs to the simulation are through the IMU sensors in the shoes and the
ring surrounding the pedestrian (i.e., study participant, refer Section 3.2.2.1). Thus
pedestrian trajectory data would include noise from the IMU sensors. Gaze data from
the eye tracker provides information on the region(s) the pedestrian is looking at ev-
ery sampling instant. This is done by obtaining the gaze point from the eye tracker
and casting a ray to identify which region intersected with the gaze ray automatically
(refer Section 3.2.2.5). Gaze point identification can be noisy and only data with a
minimum confidence level (provided by the Pupil Labs software) of 0.90 was used for
gaze region identification.
In this dataset, there was always exactly one pedestrian at any given time. Each
pedestrian always crossed the street. So thirty participants for three treatment condi-
tions with six crossings at unsignalized scenarios resulted in 540 crossing pedestrians
trajectories. The dataset was processed to identify traffic gaps, both accepted and
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rejected gaps, for each of the 540 crossings. Instances of traffic gaps were identi-
fied when a pedestrian was inside the decision zone and when a traffic gap has just
started. The model features (refer Table 4.1 were compiled for these time instances.
After cleaning the gap data and removing outliers, the dataset contained 508 cross-
ing trajectories with 508 accepted gaps and 1195 rejected gaps. The gap data were
used for developing the crossing decision model, and the trajectory data was used for
evaluating the UHP model. The dataset was split into training (80 %) and testing
(20 %) sets, i.e., 406 crossing trajectories and accepted gaps and 934 rejected gaps
for training and 102 crossing trajectories and accepted gaps, and 261 rejected gaps
for testing.
4.3.6 Results and discussion
4.3.6.1 Crossing decision
We used the SVM gap acceptance model for predicting the crossing decision. The
training gap data is used for model development. Since the dataset is imbalanced, i.e.,
more rejected gaps than accepted gaps, we performed oversampling and resampled
gaps from the available accepted gaps. After testing the performance of various kernel
functions (ranging from the simple kernels to more complicated kernels) for the SVM
classifier—linear, quadratic, cubic, Gaussian—we chose the cubic Kernel for the SVM
model since it had the highest performance in terms of F1-score.
We compared the model with two baselines—a logistic regression model. We used
F1-score for model comparison. As shown in Table 4.3, the SVM model performs
better than the baselines and is used for pedestrian trajectory prediction. Table 4.4
shows the importance of the various parameters based on the SVM model performance
[160]. The features are arranged in descending order of importance. The gaze ratio
has the least impact on the model performance.
Table 4.3: Comparison of crossing decision models.
Model Accuracy Precision Recall F1-Score
Probability Distributions 0.76 0.66 0.51 0.56
Logistic Regression 0.79 0.71 0.52 0.60
Support Vector Machine 0.88 0.75 0.73 0.74
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Table 4.4: SVM crossing decision model feature ranking.
Feature removed Accuracy Precision Recall F1-Score
AV distance 0.85 0.74 0.55 0.63
Crosswalk distance 0.86 0.71 0.66 0.69
Curb distance 0.86 0.71 0.71 0.71
Wait time 0.87 0.72 0.72 0.72
AV speed 0.88 0.78 0.68 0.73
Ped. speed 0.87 0.74 0.71 0.73
Gaze ratio 0.88 0.76 0.75 0.75
(a) (b) (c)
Figure 4.4: Pedestrian tracking comparison for different prediction horizons for (a)
Average displacement error, and (b) Final displacement error. The hybrid model has
lower error than the constant velocity baseline across both the metrics.
4.3.6.2 Hybrid Model Real-time Trajectory Prediction
The developed UHP model was used for predicting pedestrian crossing trajectories.
The transition from wait to cross was predicted using the SVM crossing decision
model. From Figure 4.4, it can be seen that the hybrid model performs better than
the constant velocity model across all metrics. At short prediction horizons (< 2 s),
the models are similar in performance, with the performance difference between the
UHP and CV models increasing with the prediction horizon. This demonstrates the
applicability of the UHP model at long prediction horizons. The longer horizons
typically capture the intents and the decisions.
We aimed at developing a model to characterize long-term pedestrian crossing be-
havior, which in turn can be used for long-term pedestrian trajectory prediction. The
hybrid systems UHP model we developed incorporates pedestrian crossing decision-
making and accounts for pedestrians already waiting at the crosswalk. This makes the
59
model suitable for pedestrian behavior (trajectory) prediction at crosswalks. Trajec-
tories predicted using our hybrid model had lower errors than the baseline model, and
the performance difference increased with the prediction horizon. Thus our model is
also better suited for longer prediction horizons than existing models [21, 22]. Further,
our UHP model includes the contextual information of the vehicle behavior (through
vehicle distance and speed).
The SVM crossing decision model we developed can function with only the pedes-
trian’s position information. In contrast, many existing models [22, 46] additionally
require rich pedestrian pose information as discussed in Section 2.3. We should ac-
knowledge that unlike previous studies [155, 161], we did not find a substantial rela-
tionship between pedestrian crossing and gaze behaviors. Including gaze ratio did not
substantially improve the crossing decision predictions (refer Table 4.4). This could
be because any rational pedestrian intending to cross can be expected to always look
for the vehicles irrespective of their decision to cross or not.
We modeled pedestrian behavior around an unsignalized midblock crosswalk.
Pedestrian behaviors approaching the crosswalk and at the crosswalks were primarily
captured and modeled. The modeling framework should be generalizable to similar
scenarios with an unsignalized midblock crosswalk as their approach, and waiting
behaviors would be similar.
A limitation of the UHP model is that we assumed that all pedestrians had the
intent to cross the street, which was valid for the user study we conducted but not
applicable in the real world as pedestrians can be walking on the sidewalk without ever
intending to cross. Further, it gives a single deterministic output trajectory, whereas
pedestrian behaviors can be multimodal. We address these concerns in Section 4.5
by extending the model to predict multimodal pedestrian behavior.
Another limitation is that the model was developed on a dataset obtained from a
controlled simulated environment, limiting its applicability to real-world conditions.
The framework, however, can be extended to the real world. Pedestrian data is
normally captured using perception systems such as cameras and Lidar in the real
world. Measurement noises from these sensors can be incorporated in the Kalman
filter of the UHP model in place of the IMU sensor noise currently used.
4.4 Pedestrian Behavior Comparison
The AVIVR is a good first step to collect a pedestrian-AV interaction dataset.
However, the dataset is collected in VR, which may not bring out actual pedestrian
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behavior as it does not have real-world risks and goals. On the other hand, there are
several publicly available datasets with rich pedestrian-HDV interaction data [37, 40,
162, 163]. Current research utilize these datasets for developing pedestrian models
for AV planning applications [28, 164]. However, they assume that pedestrian models
derived from pedestrian-HDV interaction data are applicable for AV planning, which
is not validated, given that pedestrians are likely to behave differently towards AVs
(refer Section 3.1).
Collecting pedestrian-AV interaction data in the real world is also not feasible
currently as it raises safety concerns. We compared some pedestrian behavioral mea-
sures estimated from the AVIVR dataset and published results from the real-world
interactions. We compared two measures, gap acceptance and walking speed, de-
scribing crossing behavior during the wait to cross transition and during approach
and cross states, respectively, with published results from real-world studies [43, 165].
For comparison validity, we chose real-world studies that had a similar road structure
(two-lane uncontrolled mid-block crossing) as our IVE.
4.4.1 Gap Acceptance
We compared gap acceptance behavior in AV interactions with [43] and used the
same gap measure as [43]. Accepted traffic gaps were the difference between two
time points: the time when the pedestrian just stepped onto the road and the time
when the head of the vehicle had just passed the pedestrian’s longitudinal position.
The comparison of the cumulative gap acceptance distributions is shown in Fig. 4.5
(a). We calculated KL-divergence [166] to compare the curves. KL divergence is
a commonly used metric in ML and statistics to identify the divergence between
two distributions based on information entropy. KL divergence was calculated for
the cumulative distribution of gaps. KL divergence is normally used to identify the
closest distribution among a set of distributions to the actual distribution. If the KL
divergence is 0, it means the distributions provide the same information. Thus for
the two distributions to be close, we expect the KL divergence to be small. We found
the KL-divergence value to be 0.17, which is low [166].
4.4.2 Walking Speed
We calculated pedestrian speed as the finite difference of their positions and ap-
plied a moving average filter to reduce noise. Pedestrians tend to walk faster while
crossing (1.58m/s) [165] than on sidewalks (1.48m/s). We observe a similar trend in
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(a) (b)
Figure 4.5: Comparison of measures of crossing behavior. (a) Similar cumulative
probability curves for gap acceptance in both AV and HDV scenarios [43]. (b) Higher
walking speeds observed while crossing than on sidewalk, in both AV and HDV cases
[165].
pedestrian speeds in AV interactions (1.68m/s while crossing compared to 1.52m/s
while on sidewalk), as shown in Fig. 4.5 (b).
4.4.3 Discussion
We examined and found some similarities between measures of crossing behavior,
namely, gap acceptance and walking speed, during interactions with AVs in VR and
HDVs in the real world. These results are in line with [63, 68], where pedestrians
behaved normally around AVs as they would around HDVs. The similarities suggest
two possibilities: (i) the hybrid models developed from the VR dataset can be applica-
ble for real-world scenarios with AVs, and (ii) the publicly available pedestrian-HDV
datasets can be applicable for AV planning applications. However, further investiga-
tion is needed to validate these possibilities.
4.5 Multimodal hybrid pedestrian (MHP) Model
Pedestrian behavior is multimodal in that pedestrians can take multiple possi-
ble actions that result in multiple different trajectories in any given situation. For
example, consider a pedestrian (P1) approaching an intersection as shown in Figure
4.6. The pedestrian can either decide to cross at the nearby crosswalk or wait for a
suitable gap in the oncoming vehicles to cross. Alternatively, they could cross at an
adjacent crosswalk or walk away from the intersection altogether.
An AV can never be entirely sure what a pedestrian will do next; therefore, tra-
jectory prediction is inherently stochastic. On the one hand, it is essential to consider
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multiple possible pedestrian behaviors. On the other hand, not all possible pedestrian
behaviors are relevant to AVs. For example, AVs should be more concerned about
pedestrians who intend to cross and are about to cross than those just walking on














Figure 4.6: The figure shows some possible pedestrian behaviors at an intersection.
Pedestrians, if they want to cross, are assumed to use the crosswalk for crossing. At
any given time, pedestrians can be doing one of four actions – approaching the cross-
walk, waiting near the crosswalk (and deciding when to cross), crossing, or walking
away from the crosswalk. The bubbles represent the actions, and the arrows repre-
sent the action transitions. Pedestrian P1 can potentially take multiple paths while
approaching a crosswalk, as indicated by the green arrows. The blue bubbles indicate
typical pedestrian behaviors when they intend to cross the road, and orange bubbles
show typical pedestrian behaviors when they do not intend to cross the street.
We also relax the assumption that all pedestrians intend to cross the street. In-
stead, we separately modeled pedestrians’ intent to cross and incorporated it into the
trajectory prediction algorithm. Further, the hybrid systems framework is extended to
unsignalized intersections in addition to midblocks. We define pedestrians as having
the intent to cross a crosswalk if they either wait to cross or cross at that particu-
lar crosswalk. Figure 4.6 shows some possible differences in behavior for pedestrians
with the intent to cross and for those not intending to cross. Pedestrians intending to
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Figure 4.7: MHP, a probabilistic hybrid automaton model of a pedestrian. The
transitions between states q1 and q2 and between q2 and q3 are determined by the
predictions from the crossing intent model and crossing decision model.
cross normally evaluate the vehicle gap available and may wait by the sidewalk before
starting to cross, whereas pedestrians not intending to cross may simply walk past the
crosswalk or move to another crosswalk at the intersection. Pedestrian behaviors are
not entirely independent but are influenced by the behavior of the vehicle approach-
ing the crosswalk [16, 123]. We define this vehicle as the interaction vehicle (InterV),
which is the vehicle closest to the pedestrian and approaching the pedestrian.
We extended the hybrid automata framework to develop the Multimodal Hybrid
Pedestrian (MHP) model that can output multimodal predictions of pedestrian be-
havior. The MHP model utilizes individual crossing intent and crossing decision
models in a probabilistic hybrid automaton framework for real-time prediction of
pedestrian trajectories. We model the behavior of a single pedestrian interacting
with one vehicle approaching the pedestrian.
Given a history of observations for M time steps, denoted by Ôt−M :t, we would
like to predict the pedestrians’ trajectories N time steps into the future given by,
X̃t+1:t+N ∈ R2. The observations for the M time steps Ôt−M :t include the trajectory
of the pedestrians X̂t−M :t ∈ R2, the gaze of the pedestrians Ĝt−M :t ∈ R3, and the
trajectory of the interacting vehicle X̂ it−M :t ∈ R2. Other information such as pedes-
trian and vehicle velocities and relevant distances are calculated from the observed
pedestrian and vehicle trajectories (refer Tables 4.5 and 4.6). Pedestrians approach-
ing a crosswalk at an intersection do not necessarily intend to cross it. They might
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walk past the crosswalk and choose to cross at another crosswalk or walk away from
the intersection. Similarly, once they are at the crosswalk and intend to cross, they
can choose to cross immediately or wait for a safe vehicle gap. These intents and
decisions of the pedestrians are inherently probabilistic and can result in multiple
possible pedestrian behaviors and, in turn, multiple possible trajectories. For safe
navigation, AVs must predict the more probable pedestrian trajectories but still be




































Figure 4.8: (a) A pedestrian P1 is approaching and close to the crosswalk and a gap
w.r.t to AV2 starts while another pedestrian P2 is also approaching the crosswalk on
the other side of the road, and (b) a pedestrian is waiting on the road and a gap
starts while the other pedestrian walks away from the crosswalk without crossing.
Pedestrians decide to accept/reject the gaps when they are in a decision zone, D.
Similar to the UHP model, the MHP model has the four distinct pedestrian ac-
tions as its discrete states—approach crosswalk, wait, cross , and walk away—
and each discrete state has an associated continuous motion. The different sequences
of these discrete states and the associated pedestrian trajectory give rise to the dif-
ferent pedestrian behaviors. From the perspective of the ego-vehicle, some of these
behaviors are more important than others. For example, when pedestrians are ap-
proaching the crosswalk, it is more critical that the AVs know when the pedestrians
would cross and their crossing trajectory than their trajectory when they are on the
sidewalk and approaching the crosswalk. The hybrid automaton framework we pro-
pose is generalizable to both midblocks and intersections and can model all possible
pedestrian action sequences. However, unlike UHP, in this model, we do not assume
all pedestrians have the intent to cross (assumption IV.5 is relaxed). Instead we model
and predict the crossing intent of pedestrians. The MHP model focused on rational
pedestrians who either cross at a crosswalk without jaywalking or do not intend to
cross.
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According to Assumption IV.6, similar to Keller and Gavrila [23], we express the
discrete-time pedestrian dynamics within each discrete state as a constant velocity
model with Cartesian position and velocity as the states, X = (x, y, vx, vy) and zero-
mean Gaussian process noise given as
Xk+1 = fi(Xk, N (0,W )), (4.7)
where fi represents the constant velocity function corresponding to discrete state qi
and W is the process noise. We model pedestrian dynamics using a point mass model.
The transitions between the discrete states are non-deterministic and probabilis-
tic and depend on (i) the intent of the pedestrian to cross the street, (ii) the gap
acceptance behavior of the pedestrians, and (iii) the guard conditions on the contin-
uous states of the pedestrian that differentiate the discrete states. The pedestrians’
crossing intent is predicted using a crossing intent model and their gap acceptance
behavior is predicted using a crossing decision discussed in Sections 4.5.1 and 4.5.2,
respectively.
The proposed MHP model (shown in Figure 4.2) is formally defined as a tuple
〈X,Q, f,G, T,R〉, where
• X = (x, y, vx, vy) ∈ R4, are the continuous pedestrian states of Cartesian posi-
tions (x, y) and velocities (vx, vy).
• Q ∈ {q1, q2, q3, q4}, are the discrete states of approach, wait, cross, or walkaway
respectively.
• f : Q×X → R4, represents the continuous dynamics.
• G ∈ {g1, g2, g3, g4} is a set of guard conditions, where
• g1 = {X | vx 6= 0 ∧ θ ≤ θh}
• g2 = {X | vx = 0 ∧ vy = 0}
• g3 = {X | vy 6= 0}
• g4 = {X | vx 6= 0 ∧ θ > θh},
where θ is the angle difference between pedestrian heading angle and the angle
between pedestrian and the crosswalk of interest (refer Figure 4.8) and θh is a
threshold value for heading towards the crosswalk of interest.



















Figure 4.9: (a) Within the interaction region I, AV predicts behaviors of pedestrians
P1, P2 to their corresponding interactions vehicles, V1, V2 respectively (b) The differ-
ent decision points along the trajectory of pedestrian P2 are shown. The yellow, blue,
and green nodes represent the decision points for crossing intent, crossing decision,
and turn direction respectively and the colored arrows represent the different possible
paths (prediction tracklets) the pedestrian can take at the decision points.
• T (Qk+1|Qk) =

q1 if Xk+1 ∈ g1
q2 if Xk+1 ∈ g2 ∨ p(C)× p(GA)
q3 if Xk+1 ∈ g3 ∨ p(C)× p(GA)
q4 if Xk+1 ∈ g4 ∨ p(C),
where p(C) is the probability of the pedestrian having the intent to cross and
p(GA) is the probability of the pedestrian accepting a gap and crossing the
street.
• R : X → X is a reset map of continuous velocity and heading states after the
discrete state transitions.
The primary differences between the MHP and the UHP models are (i) the dis-
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crete state transition function T , (ii) the guard conditions G, and (iii) the reset
map R. In the case of the MHP model, the transition function depends on both
the probability of the pedestrian having the intent to cross and the probability
of accepting a gap instead of only the probability of accepting a gap in the UHP
model. Unlike the UHP model, which was designed for a single unsignalized
crosswalk, the MHP model was also applicable to an intersection scenario with
multiple crosswalks. So, identifying the crosswalk the pedestrian is approaching
is critical. Thus the guard conditions in the MHP model additionally depend on
the heading of the pedestrians to identify if they are approaching the crosswalk
of interest. The reset states, in general, depend on the crosswalk location and
road orientation. Thereby, the reset states in the UHP were straightforward as
there was only one crosswalk, while in the MHP, it varied based on the crosswalk
of interest.
4.5.1 Crossing intent model
Pedestrians walking on the street may not always intend to cross the street. For
example, in Figure 4.6, the pedestrian behavior depicted by the orange bubbles in-
dicates that they do not intend to cross at the intersection. Current works mostly
assume that all pedestrians have the intent to cross [22, 35, 106]. This, however, can
result in highly conservative predictions of pedestrian behavior, which in turn can
result in highly conservative AV behavior and cause the well-known freezing robot
problem where the AV is unable to identify a safe trajectory to move forward.
We relax assumption IV.5 that all pedestrians have the intent to cross and in-
stead model pedestrian’s crossing intent. The ability to predict the crossing intent
of pedestrians could help the AVs identify the most relevant pedestrians and aid in
more effectively planning a path that is safe but not too conservative. We developed
a model to predict the probability of pedestrians’ intention to cross a street while
approaching the crosswalk. We modeled this as a probabilistic classification problem
using a support vector machine (SVM) [154].
Pedestrians intend to cross a street at a particular crosswalk based on their goal
location. When they intend to cross at this crosswalk, they are likely to walk closer
to the curb and slow down as they are approaching the crosswalk. This behavior
would be independent of other factors such as the behaviors of the vehicles and the
other pedestrians. Thus we use pedestrian-related features to model their crossing
intent. We observed pedestrian trajectory, and gaze for an observation window of 3 s
(we tested observation durations of 1 s, 2 s, 3 s, and 4 s and 3 s gave the best perfor-
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mance). The input parameters for the model were identified from literature [25, 50,
70] and are detailed in Table 4.5, denoted by λm in Algorithm 2. Identifying crossing
intent influences the discrete state transitions of approach to wait and approach to
walkaway.
Table 4.5: Input parameters for crossing intent model (λm) calculated for the obser-
vation window of 3 s.
Parameter Description
Gaze ratio, φg Proportion of time pedestrian gazed at InterV
Mean curb dist., d̄curb [m] Average lateral distance between pedestrian & road edge
Mean crosswalk dist. d̄CW [m] Average longitudinal distance between pedestrian &
crosswalk
Mean ped. vel., v̄p [m/s] Average pedestrian speed
Std. curb dist., d̃curb [m] Standard deviation of curb distance
Std. crosswalk dist. d̃CW [m] Standard deviation of longitudinal distance between
pedestrian & crosswalk
Std. ped. vel., ṽp [m/s] Standard deviation of pedestrian speed
4.5.2 Crossing decision model
To safely interact with crossing pedestrians, the AVs should predict whether and
when pedestrians will cross the street. Pedestrians, when intending to cross the street,
typically decide to cross the street by evaluating the safety of the available traffic gap
from the interaction vehicle [43, 45]. A gap is considered to be accepted when the
pedestrian starts crossing during that gap. The gap acceptance behavior influences
the discrete state transitions of approach to wait and approach/wait to cross.
Similar to the crossing intent model, we modeled pedestrian’s decision to cross as
gap acceptance using a probabilistic support vector machine (SVM) classifier [154]
that outputs the probability of accepting a traffic gap. Parameters that predominantly
influence pedestrians’ crossing decision were identified from the literature [16, 156]
and used as inputs to the crossing decision model (refer Table 4.6), denoted by ψm
in Algorithm 2. Some of the parameters are illustrated in Figure 4.8.
4.5.3 MHP model implementation for real-time trajectory prediction
For predicting pedestrian trajectories in real time, we incorporate the individ-
ual models—crossing intent model, crossing decision model, and constant velocity
continuous dynamics model (equation 4.7)—into the hybrid automaton framework
described earlier (refer Figure 4.7).
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Table 4.6: Input parameters (ψm) for crossing decision model. The parameters are
calculated for the current time instance when a gap starts unless mentioned otherwise.
Parameter Description
Veh. dist., dpv [m] Longitudinal distance between InterV and pedestrian
Veh. speed, vv [m/s] Speed of the InterV
Wait time, wp [s] Time elapsed since pedestrian started waiting
Gaze ratio, φg Proportion of time pedestrian looked at the InterV in
the previous second
Curb dist., dcurb [m] Lateral distance between pedestrian & road edge
Crosswalk dist., dCW [m] Longitudinal distance between pedestrian & crosswalk
Ped. speed, vp [m/s] Average pedestrian speed in the previous second
Vehicle lane, vl Boolean variable indicating whether the InterV is in the
near lane or far lane with respect to the pedestrian
Vehicle direction, vd Boolean variable indicating whether the InterV is ap-
proaching the pedestrian from the same direction as the
pedestrian or the opposite direction
We were interested in predicting pedestrian behavior from the perspective of the
ego-vehicle (EgoV). Thus we assumed that at any given time, one of the vehicles in
the scenario is an EgoV and predicted pedestrian trajectories from the perspective of
that vehicle. The EgoV can either be the InterV (refer Figure 4.8) or an observer of
the interaction between the pedestrian and the InterV (refer Figure 4.9). EgoVs are
primarily interested in pedestrians who pose safety concerns during navigation. We
defined an interaction region, I, by its radius rI (refer Figure 4.9) for the EgoV that
excludes far-away pedestrians and pedestrians behind the vehicle. The interaction
region is within the sensing range of the vehicle [167]. We assumed that the EgoV
could accurately track the positions of the pedestrians and the other vehicles within
the interaction region. The EgoV predicts pedestrians’ behavior when they are within
the interaction region. Because the MHP model was developed for single pedestrians,
the implementation predicts the behaviors of each pedestrian within I independently.
Predictions, by their very nature, are inherently uncertain. This model primarily
focused on the uncertainties in pedestrian decision-making and actions (i.e., discrete
state uncertainty). Pedestrians’ trajectories can be significantly different based on
their decisions, such as the decision to cross or wait to cross. The steps for real-time
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trajectory prediction using the MHP model are given in Algorithm 2.
We used a Bayesian inference framework with two stages: predict and update. In
the predict stage, whenever a pedestrian is detected within I, the EgoV initializes
a prediction tracklet (e.g. PT0 in Figure 4.9b) for that pedestrian with the current
observed states of the pedestrian. These states include the position, velocity, heading,
gaze, and the discrete state of the pedestrian. A tracklet is a part of the pedestrian
trajectory that the pedestrian takes before reaching the next decision point. The
discrete states are initialized based on the continuous state guard conditions defined
in Section 4.5. The tracklet is propagated using the continuous dynamics model
associated with the initialized discrete state until it reaches a decision point. We
defined three types of decision points—(i) decision to attempt crossing or walk straight
ahead without crossing, (ii) decision to accept the currently available gap or not,
and (iii) decision on which direction to turn after crossing the street (refer Figure
4.9b). When the current tracklet reaches a decision point, that tracklet branches
into two tracklets based on the associated probabilities of the future discrete states.
There could be multiple decision points with the prediction horizon and the prediction
branching into two at every decision point resulting in multiple possible trajectories.
The number of possible trajectories, α, is one more than the number of such decision
points. Some of these decision points trigger discrete state transitions: approach
to walkaway, approach to wait, wait to cross, etc. In contrast, others, such as the
decision on the direction after crossing, result in multiple trajectories for the same
“walkaway” discrete state.
The probability that an approaching pedestrian has the intent to cross, p(C),
is given by the crossing intent model (refer Section 4.5.1); the probability that the
pedestrian will decide to cross, p(GA), is given by the crossing decision model (refer
Section 4.5.2) and we assumed equal probability for both turning directions after
crossing. At the end of the prediction horizon N , the probability of the multimodal
trajectories is given by the product of the probabilities of the constituent tracklets.
The continuous state is predicted using the constant velocity model associated with
the discrete state. The uncertainty in the continuous state predictions is expressed
as Gaussian noise (refer Equation 4.7). A linear Kalman filter is used to predict and
update the continuous states.
There is a delay between deciding to cross and the start of crossing [158]. We
express this delay as τcross and sample it from an exponential distribution learned
from each of the datasets. When a gap is accepted, the transition from wait to cross
occurs when it is τcross seconds since the time gap was accepted (i.e., time delay is
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Algorithm 2 Real-time trajectory prediction using MHP model.





2: while ti < T do
3: procedure predict
4: for k ← 1 to N do . For entire prediction horizon
5: for j ← 1 to Nt do . For all tracklets
6: if Reached Decision Point then
7: Predict decision probability given λmj , ψ
m
j
8: Create new tracklets (branches)
9: Predict Qk
10: end if
11: if Discrete State Transitioned (Qk 6= Qk−1) then
12: Reset Xk corresponding to Qk
13: end if
14: Predict Xk+1 = fQk(Xk, N (0,W ))
15: j ← j + 1
16: end for . end of all tracklets
17: k ← k + 1
18: end for . end of prediction horizon
19: end procedure
20: procedure update
21: Xi+1 ← observation Ôi+1
22: Qi+1 ← Xi+1, T (Qi+1|Qi)
23: end procedure
24: i← i+ 1
25: end while
reached). Similarly, the pedestrian speed when starting to cross, vstart, is sampled
from a Gaussian distribution, and the parameters are learned from the data. Because
no new measurement is available within the prediction loop, the features Ft within the
prediction horizon are calculated from the predicted pedestrian positions. We assume
that the gaze ratio of pedestrians remains the same for the entire prediction horizon
as the most recent observation. Using predicted data instead of actual measurements
for the features, the MHP model is able to predict pedestrian trajectories over long
durations (> 5 s). The parameters used in the model are tabulated in Table 4.7.
In addition to the tracklets formed by the decisions made by the pedestrians,
we considered a tracklet with a non-zero probability that does not have a discrete
state but always followed constant velocity dynamics, similar to the baseline con-
stant velocity model. This ensured that the predictions from the MHP model were
performance-bounded by the constant velocity predictions, i.e., the model would per-
form at least as well as the constant velocity model.
During the update stage, the continuous state predictions are updated based on the
observations of the current time step. The discrete state probabilities are updated
based on the guard conditions (refer Section 4.5) on the now updated continuous
72
states.
Table 4.7: MHP model parameters.
Parameter Value
Heading threshold, θh 45
◦
Decision zone length, D 3m
Interaction region radius, rI 50m
Prediction horizon, N 0.2− 6 s








We developed and tested the MHP model on two urban datasets—Automated Ve-
hicle Interaction in Virtual Reality (AVIVR) dataset and Intersection Drone dataset
(inD) [37].
The inD dataset is a publicly available dataset collected using a drone and provides
a bird’s-eye view of a four-way unsignalized intersection in Germany. The dataset
was collected at a sampling time of 0.05 s and contains trajectory information of
pedestrians, human-driven cars, and bicyclists (bicyclists, however, are not considered
in this dissertation). The dataset contains 2100 pedestrian trajectories in total. We
treated groups of pedestrians as multiple individual pedestrians, and their behaviors
were predicted individually. We isolated scenes that had at least one vehicle. Gaze
information was not directly available in this dataset, and we used pedestrian heading
to approximate their gaze behavior.
Both datasets provide pedestrian and vehicle trajectories in absolute coordinates.
The MHP model is run using these absolute coordinates. The model can be easily
adapted for relative coordinates from the EgoV’s frame of view. We downsampled
both the datasets with a sampling time of 0.2 s to maintain uniformity among the
datasets and to align with previous works [38, 84, 168].
4.5.5 Baseline models
We compared the performance of the crossing intent and crossing decision models
with standard logistic regression baselines, which is a common approach for modeling
pedestrian behaviors [43, 169].
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Collision avoidance systems typically use a constant velocity model for pedestrian
trajectory prediction [159]. Thus, similar to [21], and [35], we compare our MHP
model against a baseline model with pure constant velocity dynamics without any
discrete states or switching dynamics. We also compared the MHP with our baseline
UHP model developed in Section 4.3. However the UHP model conservatively assumes
that all pedestrians approaching the crosswalks have the intent to cross and produces
unimodal predictions (predicts only the most probable trajectory).
There are several differences in the two datasets we considered—AVs vs. human-
driven cars, midblock vs. intersection, IVE vs. the real world, etc. Thus, we trained
the crossing decision SVM model on each dataset separately and evaluated their
performance separately.
4.5.6 Evaluation metrics
We evaluated the classification performance of the crossing intent and crossing
decision models. Predictions were assigned to a class when the probability of the
predicted class was greater than 0.5. We considered the standard classification metrics
such as accuracy, precision, recall, and F1-score.
The real-time trajectory prediction performance was evaluated using the metrics
of F1-score, ADE, and FDE described in Section 4.3.4. Additionally, we evaluated
the MHP model performance with the probabilistic metrics of expectation of ground
truth and the forward reachable set ratio.
• Expectation of ground truth (EGT): expectation that the ground truth is
covered by the prediction envelope for horizon N .
• Forward reachable set ratio (FRSR): the ratio of the size of the prediction
envelope to the full forward reachable set.
Consider the ground truth position at time step i to be given by (xi, yi). Similarly,
the predicted position corresponding to the future j is given by (x̂ji , ŷ
j
i ), where j ∈
[1, α] and α is the number of possible futures. The ADE and FDE corresponding to
the future j are thereby given as,
ADEj =
∑N




















Figure 4.10: Consider an example scenario of trajectory prediction with a pedestrian




p are prediction envelopes at prediction time step
tP . e
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prediction envelopes corresponding to two possible future behaviors—waiting by the
crosswalk and crossing—identified by the MHP model. FRSP is the forward reachable
set at tP assuming the pedestrian could have walked in any direction with a maximum
speed of 2.5m/s. The green line indicates observed ground truth trajectory up to
time tP and the solid orange line indicates the ground truth trajectory after tP . The
constant velocity predicts envelope e1p based on the initial heading of the pedestrian.
However, the pedestrian turns to cross at the crosswalk, which is captured by the
prediction envelope e3p of the MHP model.
The environment where the pedestrians are walking (roads, sidewalks, crosswalks,
etc.,) is discretized into 0.2×0.2m grids (approximately the space occupied by a stand-
ing pedestrian). The MHP model, at every time step, predicts all possible trajectories
where the probabilities of the trajectories are calculated from the probabilities of the
decisions made. The continuous states are estimated using a Kalman filter with a
constant velocity prediction model. For each trajectory, the position at each time
step is distributed as Gaussian noise W (refer Equation 4.7). The noise is propagated
for the entire prediction horizon N through the Kalman filter. As shown in Figure
4.10, each trajectory had an associated prediction envelope (eji ) given by the variance
(Gaussian noise) propagated by the Kalman filter for that trajectory at time step
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i. All the individual prediction envelopes combined to form the prediction envelope
for that time step, Ei = {e1i , e2i , ...., eαi }. Only the grids with a minimum probability
threshold of δk, similar to [170], were considered to be part of the prediction envelope.
EGT metric is the average of a Boolean variable, ν, at every prediction time step
averaged over the entire prediction horizon. ν is ‘1’ if the ground truth position at
a particular prediction time step is within the prediction envelope of that time step







1 if (xi, yi) ∈ Ei0 otherwise. (4.11)
For computing the FRSR metric, the fully forward reachable set, FRS, of the
pedestrian is first calculated. The maximum velocity of the pedestrian is assumed to
be 2.5m/s (estimated from the inD dataset) and a circular FRS is calculated (refer





4.5.7 Results and discussion
In Sections 4.5.7.1 and 4.5.7.2, we report the performance of the crossing intent
and crossing decision models respectively. In Section 4.5.7.3, we report the trajectory
prediction results of the MHP model, and finally in Section 4.5.7.4, we present the
computation performance of the MHP model.
4.5.7.1 Crossing intent
The crossing intent model was evaluated only on the inD dataset because all pedes-
trians crossed the street in the AVIVR dataset. The features (λm) for the crossing
intent model had an observation window of 3 s and were compiled every 1 s (rolling
window) for the duration when a pedestrian was approaching an unsignalized cross-
walk. Each observation window had an associated class—‘intend to cross’, and ‘do not
intend to cross’—where a pedestrian is considered to intend to cross if they started
crossing at any time during the time they were observed by the EgoV (irrespective of
the actions or even the presence of the InterV). Features (λm) and their associated
class were calculated from the observations of 2100 pedestrians when they were ap-
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proaching a crosswalk—1470 of them with the intent to cross and 630 without the
intent to cross—resulting in the cross intent dataset.
The dataset was split into the train (80%) and test (20%) sets and bootstrapped
the training set to balance the training data for the two classes. The training data
were used to develop the model, and the developed model was evaluated on the un-
seen testing data. After testing the performance of various kernel functions (ranging
from the simple kernels to more complicated kernels) for the SVM classifier—linear,
quadratic, cubic, Gaussian—we chose the Gaussian Kernel for the SVM model since
it had the highest performance in terms of F1-score. For an observation duration of
3 s, the model performance is shown in Table 4.8. The SVM model performed bet-
ter, with higher accuracy and F1-score, than a baseline logistic regression model in
predicting the crossing intent of approaching pedestrians and was used for pedestrian
trajectory prediction.
Table 4.8: Crossing intent model performance for the inD dataset for identifying







Logistic Regression 0.80 0.89/0.36 0.88/0.40 0.88/0.38
Support Vector
Machine
0.89 0.95/0.59 0.92/0.69 0.93/0.63
Table 4.9 shows the importance of the various parameters based on the SVM model
performance [160]. The features are arranged in descending order of importance. It
can be noted that removing even one parameter drastically affects the model perfor-
mance (some more than others), indicating the importance of all eight parameters for
crossing intent prediction. The lateral distance of the pedestrian with the curb had
the most influence on model performance. This is probably because pedestrians who
do not intend on crossing do not walk close to the curb.
The pedestrians’ intent to cross was accurately predicted as early as 4.6 m and
on average 2.5 m from the crosswalk. The intent to not cross was predicted as early
as 7.4 m and on average 4.4 m from the crosswalk. These early intent predictions
should aid AVs in identifying which pedestrians to focus future predictions on and
generally improve the prediction performance as demonstrated in Section 4.5.7.3.
4.5.7.2 crossing decision
We used the crossing decision SVM model for predicting the crossing decision.
Instances of traffic gaps were identified when a pedestrian was inside the decision zone
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Table 4.9: Crossing Intent model feature ranking based on the performance in iden-
tifying cross intent (C).
Feature removed Accuracy Precision Recall F1-Score
Curb dist. 0.70 0.65 0.86 0.76
Ped. speed 0.72 0.67 0.86 0.78
Veh. speed 0.73 0.69 0.85 0.77
Gaze ratio 0.75 0.70 0.88 0.78
Veh. dist 0.79 0.70 0.89 0.80
Veh. Lane 0.79 0.75 0.86 0.80
Crosswalk dist. 0.80 0.74 0.88 0.81
Veh. direction 0.82 0.78 0.89 0.84
and when a traffic gap had just started. Every such instance set had an associated
class—‘accept gap’, and ‘reject gap’—where a pedestrian is considered to accept the
gap if they started crossing at any time during the time the were interacting with
the InterV corresponding to this traffic gap and reject the gap otherwise. For model
training and testing, we calculated the features (ψm) and their associated class at
these instances—508 accepted gaps and 1,195 rejected gaps for the AVIVR dataset
and 601 accepted gaps and 2,926 rejected gaps for the inD dataset—resulting in the
gap datasets.
We split the data into training (80%) and testing (20%) sets for both the datasets
and bootstrapped the training data to balance the different classes. After testing
the performance of various kernel functions (ranging from the simple kernels to more
complicated kernels) for the SVM classifier—linear, quadratic, cubic, Gaussian—we
chose the Gaussian Kernel for the SVM model since it had the highest performance
in terms of F1-score. The model that was developed using the training data was
then evaluated on the unseen testing data. We compared the model with a baseline
logistic regression model, similar to [43]. As shown in Table 4.10, the SVM model
performed better, with higher accuracy and F1-score than the baseline, and was used
for pedestrian trajectory prediction.
The SVM model showed similar performance in both AVIVR and inD datasets.
In the inD dataset, the scene was a four-way intersection with multiple vehicles on
two-way streets and multiple pedestrians interacting. On the other hand, the AVIVR
dataset scene was a midblock crosswalk with a single pedestrian and AVs approaching
from a single direction on a one-way street. Nevertheless, the model showed good per-
formance in both the unsignalized midblock and unsignalized intersection scenarios,
indicating the model’s applicability to various situations.
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Table 4.10: Crossing decision model performance for AVIVR and inD datasets for
accepting a gap.
Model Accuracy Precision Recall F1-Score
Logistic Regression (AVIVR) 0.79 0.71 0.52 0.60
Support Vector Machine (AVIVR) 0.88 0.75 0.73 0.74
Logistic Regression (inD) 0.74 0.67 0.63 0.65
Support Vector Machine (inD) 0.84 0.79 0.70 0.75
4.5.7.3 Trajectory prediction
In this section, we discuss the evaluation of the MHP model for predicting pedes-
trian trajectories using the steps discussed in Algorithm 2. The MHP model was
evaluated on both the AVIVR and the inD datasets. For deterministic error metrics,
we compared two types of trajectories from the MHP model—the most probable pre-
diction and the best prediction—with the ground truth trajectory. In the AVIVR
dataset, however, the MHP model had a fixed probability of crossing intent, i.e.,
p(C) = 1, because all pedestrians in the AVIVR dataset crossed the street. In the
AVIVR dataset, the most probable prediction of the MHP model would be the same
as the prediction from the baseline hybrid model because all pedestrians had the
intent to cross and the crossing decision was the only variable.
(a) (b)
Figure 4.11: Comparison of (a) expectation of ground truth and (b) FRS ratio of the
MHP model with the baseline models. The ground truth trajectory is more likely to
be captured in the MHP model, with a larger prediction envelope at lower prediction
horizons as seen from the slightly higher FRS ratio for the MHP model.
From Figure 4.12a and 4.12b, it can be seen that for the AVIVR dataset, the base-
line hybrid and MHP models performed better than the constant velocity baseline.
The predictions of the baseline hybrid and MHP models were the same because all
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pedestrians had the intent to cross in this dataset. For the inD dataset, it can be
observed that though the most probable prediction was not better than the baselines,
the best prediction of the MHP model performed better than both the hybrid model
and constant velocity model baselines (refer Figure 4.12c and 4.12d) for the entire
prediction horizon, especially at longer prediction horizons. This shows that at least
one trajectory among the multiple trajectories performed well. The difference in per-




Figure 4.12: Pedestrian trajectory prediction comparison in AVIVR dataset at differ-
ent prediction horizons for (a) average displacement error metric, and (b) final dis-
placement error metric. The hybrid model has lower error than the constant velocity
baseline. Pedestrian trajectory prediction comparison in inD dataset at different pre-
diction horizons for (c) average displacement error metric, and (d) final displacement
error metric. The most probable prediction from the MHP model is not necessarily
better than the baselines but the best predicted trajectory (one closest to ground
truth trajectory) from the MHP model has lower error than both the hybrid model
and constant velocity baselines.
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The performance of the MHP model on the AVIVR and inD datasets exhibited
its capability (i) for predicting multiple possible trajectories—at least one of which at
any time is closer to the actual ground truth trajectory than the baseline predictions,
(ii) for prediction under different interaction situations—unsignalized midblocks and
intersections, and (iii) for situations containing interactions with both human-driven
and automated vehicles. However, one limitation of the MHP model is that because
of the vast differences in the two types of datasets, the individual crossing intent and
crossing decision SVM models had to be independently trained on each dataset.
We evaluated the performance of the MHP model on the inD dataset through
probabilistic metrics. Figure 4.11 shows the expectation of ground truth and FRS
ratio for various prediction horizons. The expectation of ground truth gives the
likelihood that the ground truth trajectory is in the set of multimodal predicted
envelopes. It can be observed that the probability was higher at lower time steps
and decreased at higher time steps. The MHP model was more likely to capture the
ground truth than the baselines for all time horizons. This normally occurred with
an increase in the FRS ratio of the MHP compared to the baselines because of the
multiple possible prediction envelopes. A high FRS ratio indicates more conservative
behavior because the prediction envelopes include a higher proportion of possible
behaviors. The FRS ratio of the MHP model was only slightly higher than the
baselines and further converged as the prediction horizon increased. Thus MHP
model better captured the ground truth without being overly conservative.
The multimodal nature of pedestrian behavior results in uncertain pedestrian be-
haviors. The MHP model efficiently predicted multimodal trajectories for a long term.
Unlike existing studies [27, 97], the multimodality was not arbitrarily conditioned on
a latent variable, but instead was conditioned on the decision-making process of the
pedestrian, which is grounded in actual pedestrian behavior and thereby easier to
comprehend. It can be observed that the EGT metric was high initially and then
decreased with an increase in the prediction horizon. Even at the end of 6 s, the
MHP model was 50% likely to capture the ground truth, which is much higher than
the baselines.
4.5.7.4 Computational Performance
The experiments were run on Intel Core i7-7700K, 16 GB RAM, and Nvidia GTX
1080 Ti. On average, the MHP algorithm took 0.021 s to run predictions for the
entire prediction horizon of up to 6 s. The SVM models were inferred only during
the decision points, whereas during other time instances, the MHP model ran simple
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constant velocity models. This enabled the model to run for long-term and multiple
predictions independently for each pedestrian in the scene.
4.6 Chapter summary
The contribution presented in this chapter is the development of an intuitive
and computationally efficient pedestrian behavior model that is suitable for long-
term multimodal predictions and has been published in [35, 36]. We developed two
models of pedestrian behavior. The UHP model demonstrated the applicability of the
hybrid automata framework for pedestrian trajectory prediction. The MHP model
extended the framework to predict multimodal pedestrian trajectories. The models
were validated in both VR and real-world inD datasets. We developed intuitive and
computationally efficient models of pedestrian behavior based on hybrid automata
theory that are suitable for predicting long-term multimodal pedestrian trajectories
in urban environments and found the models to perform better than the baseline
models.
The models developed so far focused on the interaction of a single pedestrian with
an interacting vehicle (InterV). In the real world, the behavior of pedestrians may
also be affected by the behavior of neighboring pedestrians. In Chapter V, we extend
the hybrid automata framework to include the interactions between pedestrians.
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CHAPTER V
Multiple Pedestrian Interaction Model
5.1 Overview of chapter
Pedestrian behavior is not only dependent on the interacting vehicle behavior
but also on the behaviors of the nearby pedestrians [16]. Current pedestrian mod-
els incorporate interactions with other pedestrians primarily to avoid collisions, and
neglect the effect of nearby pedestrians on the decision-making process of the pedes-
trian of interest (POI). Further, these models incorporate all possible interactions
between multiple pedestrians and multiple vehicles in a data-driven framework that
lacks intuition and increases problem complexity [28, 39]. The contribution in this
chapter is the extension of the pedestrian prediction framework from Chapter IV to
incorporate their interaction with neighboring pedestrians and an approaching ve-
hicle. The extended model was validated on the diverse and large-scale nuScenes
dataset containing real-world interactions between pedestrians and vehicles [40]. We
also identified a limiting interaction region for pedestrians beyond which pedestrian
behavior is not significantly affected by other pedestrians.
In urban scenarios, multiple pedestrians typically cross together. In such situ-
ations, the actions of one or more pedestrians can affect the decisions of the other
pedestrians. A pedestrian might be more comfortable crossing a street if there are
people already crossing the street (refer Figure 5.1). Further, pedestrians crossing as
a group can have different behaviors in terms of gap acceptance [16].
In this chapter, we develop an intuitive hybrid automata model called interacting
hybrid pedestrian (IHP) for long-term multimodal pedestrian trajectory prediction
when interacting with AVs and other pedestrians. Results demonstrate the applica-
bility of the IHP model for long-term (> 5 s) pedestrian trajectory prediction at
unsignalized crosswalks. We compared the IHP with the state-of-the-art Trajec-
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tron++ model [28] and found the IHP model to have a similar multimodal per-
formance to the Trajectron++ model at a lower computational cost.
Figure 5.1: Multiple pedestrians crossing a street. Crossing decisions of pedestrians
can be influenced by the presence of nearby pedestrians. For example, the pedestrian
on the right is more likely to cross the street when they see pedestrians already
crossing. Picture from nuscenes dataset [40]
5.2 Pedestrian interaction in urban scenarios
We still focus our efforts on pedestrians around unsignalized crosswalks. As dis-
cussed in Section 5.1, pedestrian decisions can be influenced by the behavior of nearby
pedestrians. The POI can also be a part of a group (friends, colleagues, etc.) that
intend to travel to a destination together. Pedestrian group behavior has been ob-
served to be significantly different from individual pedestrian behavior [171]. Group
size is one of the most influential factors affecting pedestrian behavior [16]. When
crossing as a group, pedestrians tend to be more careless, and pay less attention at
crosswalks and often accept shorter gaps between the vehicles to cross [171, 172] or
do not look for approaching traffic [48]. Thus the behaviors of nearby pedestrians
need to be considered for better predicting the behavior of POI. However, not all the
nearby pedestrians will have equal influence on the POI. The closer pedestrians have
more influence on the behavior of the POI than the farther pedestrians.
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5.3 Interacting hybrid pedestrian model
In this section, we discuss the development of the interacting hybrid pedestrian
(IHP) behavior model. The model is an extension of the MHP model discussed in
Section 4.5. Similar to MHP, the IHP model also predicts multimodal trajectories of
pedestrians and utilizes a hybrid automata framework.
The IHP model applies to both unsignalized midblocks and intersections and
considers vehicles moving in any direction. Additionally, the model also includes
situations where pedestrian-vehicle interactions occur on multi-lane roads. The model
predicts the behavior of the pedestrian of interest (POI). As in the MHP model, the
observations of the traffic are through the ego-vehicle termed as EgoV and the vehicle
closest to the POI and approaching the POI is called the interacting vehicle (InterV ).
The InterV may be the EgoV or another vehicle that the EgoV observes interacting
with the POI.
We do not assume that the interactions between POI and the InterV are isolated.
Instead, the neighboring pedestrians can influence the interactions within a region
surrounding the POI called the interaction region (refer Figure 5.3a). The interaction
region is defined by two parameters, the interaction distance h and interaction angle
θ. The human’s viewing frustum inspires this conical interaction region as pedestrians
are highly likely to interact with the other pedestrians who are in their field of view
[173].
5.3.1 Hybrid automata model
Given a history of observations for M time steps, denoted by Ôt−M :t, we would
like to predict the pedestrians’ trajectories N time steps into the future given by,
X̃t+1:t+N ∈ R2. The observations for the M time steps Ôt−M :t include the trajectory
of the pedestrians (POI and neighbouring pedestrians) X̂t−M :t ∈ R2, the gaze of the
pedestrians Ĝt−M :t ∈ R3, and the trajectory of the interacting vehicle X̂ it−M :t ∈ R2.
Other information such as pedestrian and vehicle velocities and relevant distances are
calculated from the observed pedestrian and vehicle trajectories (refer Tables 5.1 and
5.2).
Like MHP, the IHP is generalizable to midblocks and intersections and can model
all possible pedestrian action sequences. We focused only on rational pedestrians
who either cross at a crosswalk without jaywalking or do not intend to cross. Similar
to the MHP model (refer Section 4.5), the continuous dynamics is represented using
a constant velocity model with Cartesian position and velocity as the states, X =
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Figure 5.2: IHP, a probabilistic hybrid automaton model of a pedestrian. The tran-
sitions between states q1 and q2 and between q2 and q3 are determined by the pre-
dictions from the crossing intent model and crossing decision model. This frame-
work is similar to the MHP model discussed in Section 4.5. The difference lies in
the probabilistic model of crossing decision which incorporates additional features of
pedestrian-pedestrian interaction.
(x, y, vx, vy) and zero-mean Gaussian process noise (refer Equation 4.7).
The hybrid automaton has four discrete states—approach crosswalk, wait, cross,
and walk away—each with an associated continuous motion. The transitions between
the discrete states are non-deterministic and probabilistic and depend on (i) the
intent of the pedestrian to cross the street, (ii) the gap acceptance behavior of the
pedestrians, and (iii) the guard conditions on the continuous states of the pedestrian
that differentiate the discrete states. We model pedestrians’ crossing intent (refer
Section 5.3.3) and crossing decision (refer Section 5.3.4) separately and incorporate
these two models into the hybrid automaton framework.
The proposed IHP model (shown in Figure 5.2) is formally defined as a tuple
〈X,Q, f,G, T,R〉, where
• X = (x, y, vx, vy) ∈ R4, are the continuous pedestrian states of Cartesian posi-
tions (x, y) and velocities (vx, vy).
• Q ∈ {q1, q2, q3, q4}, are the discrete states of approach, wait, cross, or walkaway
respectively.
• f : Q×X → R4, represents the continuous dynamics.
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• G ∈ {g1, g2, g3, g4} is a set of guard conditions, where
• g1 = {X | vx 6= 0 ∧ θ ≤ θh}
• g2 = {X | vx = 0 ∧ vy = 0}
• g3 = {X | vy 6= 0}
• g4 = {X | vx 6= 0 ∧ θ > θh},
where θ is the angle difference between pedestrian heading angle and the angle
between pedestrian and the crosswalk of interest (refer Figure 4.8) and θh is a
threshold value for heading towards the crosswalk of interest.
• T is the discrete state transition function given as,
• T (Qk+1|Qk) =

q1 if Xk+1 ∈ g1
q2 if Xk+1 ∈ g2 ∨ p(C)× p(GA)
q3 if Xk+1 ∈ g3 ∨ p(C)× p(GA)
q4 if Xk+1 ∈ g4 ∨ p(C),
where p(C) is the probability of the pedestrian having the intent to cross and
p(GA) is the probability of the pedestrian to accept a gap and cross the street.
• R : X → X is a reset map of the continuous velocity and heading states after
the discrete state transitions.
Similar to the MHP model, in the IHP model, the transition function depends on
both the probability of the pedestrian having the intent to cross and the probability of
accepting a gap. Likewise, the IHP model is more generally applicable to an intersec-
tion scenario with multiple crosswalks. So, identifying the crosswalk the pedestrian
is approaching is critical as the guard and reset conditions depend on the crosswalk
location and road orientation. We describe pedestrian discrete state transition from
wait to cross (i.e., crossing decision) through their gap acceptance behavior. We de-
velop a model that outputs the probability of accepting a traffic gap. The primary
difference between the IHP and the MHP models is the crossing decision model. In
the IHP model, additional features are included in the crossing decision model to













Figure 5.3: (a) A typical situation with three pedestrians with the intention to cross
and one interacting AV; pedestrian 1 can affect the behavior of pedestrian 2 but the
inverse is not true. (b) A graph representation of the scenario. The blue arrows indi-
cate pedestrian-AV interactions and the black arrows indicate pedestrian-pedestrian
interactions.
5.3.2 Assumptions for the IHP model
In addition to the assumptions discussed in Section 4.3 (except for assumption
IV.5), we assume the following.
Assumption V.1. The nearby pedestrians have weighted influence on the POI and
the weight is inversely proportional to the distance between the pedestrians.
Assumption V.2. The interaction between a pair of agents (pedestrians or InterV)
is asymmetrical.
For example, as shown in Figure 5.3a, pedestrian 2 may be interacting with pedes-
trian 1 but pedestrian 1 need not necessarily also interact with pedestrian 2.
Assumption V.3. Pedestrians interact with neighboring pedestrians only if they are
within a specified interaction region, I.
We define an interaction region I for pedestrians. Only pedestrians within this
interaction region interact with the POI as shown in Figure 5.3a. The interaction
region is defined by a maximum interaction distance h and a limiting interaction angle
θ. Unlike prior studies that arbitrarily fix the interaction region [28, 39], we evaluate
the performance of the crossing decision model for several different combinations of
the interaction region parameters to identify the limiting interaction region (refer
Section 5.3.6).
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Table 5.1: Input parameters (λm) for crossing intent model calculated for an obser-
vation window of 3 s.
Parameter Description
Gaze ratio, φg Proportion of time pedestrian gazed at InterV
Mean curb dist., d̄curb [m] Average lateral distance between pedestrian & road edge
Mean crosswalk dist. d̄CW [m] Average longitudinal distance between pedestrian &
crosswalk
Mean ped. vel., v̄p [m/s] Average pedestrian speed
Std. curb dist., d̃curb [m] Standard deviation of curb distance
Std. crosswalk dist. d̃CW [m] Standard deviation of longitudinal distance between
pedestrian & crosswalk
Std. ped. vel., ṽp [m/s] Standard deviation of pedestrian speed
As discussed in Section 2.4, recent works [28, 39, 174] have expressed the inter-
action between traffic agents either (i) by pooling abstracted hidden states of nearby
pedestrians or (ii) as a spatial graph. Pooling uses hidden states of the pedestrians,
expecting such states to capture the pedestrians’ motion properties. However, tra-
jectories are continuous and do not have such abstract “hidden states” [175]. The
physical meaning of these abstracted hidden states is difficult to interpret, and using
these “states” to represent the motion properties is indirect and non-intuitive. The
graph-based approach captures the relationships between agents directly and enables
the use of the physical states of the pedestrians, which is more intuitive.
We also express the scene as a spatial graph (refer Figure 5.3b) G = {V,E}, where
V represents the set of nodes, i.e., the individual agents, and E represents the set of
edges or interactions between the agents.
5.3.3 Crossing intent model
Pedestrians walking on the street may not always intend to cross the street. We de-
veloped a model to predict pedestrians’ probability to cross a street while approaching
the crosswalk. We modeled this as a probabilistic classification problem using a sup-
port vector machine (SVM) [154]. Pedestrians intend to cross a street at a particular
crosswalk based on their goal location. When they intend to cross at this crosswalk,
they are likely to walk closer to the curb and slow down as they are approaching the
crosswalk. This behavior would be independent of other factors such as the behaviors
of the vehicles and the other pedestrians. Thus we use pedestrian-related features to
model their crossing intent.
We observed pedestrian trajectory and gaze for an observation window of 3 s (we
tested observation durations of 1 s, 2 s, 3 s, and 4 s and 3 s gave the best perfor-
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mance). The input parameters for the model are the same as the parameters used
in the crossing intent model of the MHP model (denoted by λm) and are detailed in
Table 5.1. Crossing intent influences the discrete state transitions of approach to wait
and approach to walkaway.
5.3.4 Crossing decision model
We describe the pedestrian’s discrete state transition of wait to cross (i.e., cross-
ing decision) through their gap acceptance behavior [43]. We develop a model that
outputs the probability of accepting a traffic gap. We model the decision to cross
using a Support Vector Machine (SVM) classifier and obtain probabilistic outputs
following the method in [154].
We consider neighboring pedestrians within the interaction region of the POI as
affecting the behavior of the POI. We consider that the effect of the pedestrians,
given by wi, depends on their distance to the POI, with the closer pedestrians having
a stronger influence on the behavior of the POI. Similar to [174], we consider the effect
of Np neighboring pedestrians on the behavior of the POI to be linear and can thus
be aggregated by summing. This aggregation results in one equivalent interacting
pedestrian Peq that has the same effect on the crossing decision of the POI as the Np
nearby pedestrians. The aggregate interaction distance is the weighted sum of the
distances to all interacting pedestrians from the POI.
The weights (effects) of the neighboring pedestrians are inversely proportional to





where c is a scaling parameter.





where Np is number of interacting pedestrians and w
′
i is the normalized weight (rela-
tive to wi) of the interacting pedestrians.
We include this aggregate interaction distance in the feature set for model de-
velopment. We consider only the closest pedestrian action as influencing the action
transition of the POI and include the discrete state of the closest pedestrian in the
feature set.
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Pedestrians can be walking by themselves or a part of a group. A group of pedestri-
ans is expected to have different road crossing behaviors than individual pedestrians.
For example, groups of pedestrians are more willing to take risks by accepting smaller
traffic gaps [16]. A neighboring pedestrian is a part of a group with the POI if the
distance between them was within 1m for at least 75% of the duration both pedestri-
ans were observed in the scene [176]. Several such neighboring pedestrians can form
a group with the POI. We include the group size parameter in the feature set (refer
in Table 5.2) to model the crossing decision.
Table 5.2: Input parameters (ψip) for crossing decision model. The parameters are
calculated at the time instance when a gap starts unless mentioned otherwise.
Parameter Description
AV distance [m] Longitudinal distance between AV and pedestrian
AV speed [m/s] Speed of the AV
Curb distance [m] Lateral distance between pedestrian & road edge
Crosswalk distance [m]
Longitudinal distance between pedestrian &
crosswalk
Ped. speed [m/s] Average pedestrian speed in the previous second
Vehicle lane, vl
Boolean variable indicating whether the InterV is
in the near lane or far lane with respect to the
pedestrian
Vehicle direction, vd
Boolean variable indicating whether the InterV is
approaching the pedestrian from the same
direction as the pedestrian or the opposite
direction
Interaction distance, da
Aggregate interaction distance of all interacting
pedestrians
Discrete state, QInterP Discrete state of closest interacting pedestrian
Group size, Np
Number of interacting pedestrians who form a
group
The input features (ψip) to the SVM model include the previous set of features used
in the MHP model (ψm, refer Table 4.6) and an additional set of features capturing
the effects of the neighboring interacting pedestrians. These additional features are
aggregate interaction distance, discrete state of closest interacting pedestrian (InterP),
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and the group size. All the features are detailed in Table 5.2.
5.3.5 IHP model implementation for real-time trajectory prediction
A prediction framework similar to the one discussed in Section 4.5.3 is used.
The framework uses the individual models of crossing intent and crossing decision to
predict the multimodal pedestrian behaviors. The framework requires the real-time
calculation of curb distance and crosswalk distance which requires map information.
Vectorized map information is fed to the prediction algorithm, which contains the
polygon vertices of two types of map regions, namely, crosswalks and road lanes.
There is a delay between deciding to cross and the start of crossing [158]. We
express this delay as tcross and sample it from an exponential distribution learned from
the dataset. The transition from wait to cross occurs when it is tcross seconds since
the time gap was accepted (i.e., the time delay is reached). Similarly, the pedestrian
speed when starting to cross, vstart, is sampled from a Gaussian distribution learned
from the data. During the prediction stage, we assume constant velocity dynamics for
the AVs. When no new measurement is available (i.e., within the prediction horizon),
the features ψip are calculated from the predicted pedestrian and AV positions. We
assume that the gaze ratio of pedestrians remains the same for the entire prediction
horizon as the most recent observation. Using the predicted features enables the
model to predict pedestrian trajectories for long durations.
We are interested in predicting pedestrian behavior from the perspective of the
ego-vehicle (EgoV). The EgoV can either be the InterV (refer Figure 4.8) or an
observer of the interaction between the pedestrian and the InterV (refer Figure 4.9).
We assume that the EgoV could accurately track the positions of the pedestrians and
the other vehicles within its sensing zone.
Predictions, by their very nature, are inherently uncertain. We primarily focused
on the uncertainties in pedestrian decision-making and actions (i.e., discrete state
uncertainty) in this work. Pedestrians’ trajectories can be significantly different based
on their decisions, such as whether to cross or wait to cross. The steps for real-time
trajectory prediction using the IHP model are given in Algorithm 3. The real-time
prediction follows the same steps as that in Section 4.5.3.
We used a Bayesian inference framework with two stages: predict and update. In
the predict stage, whenever a pedestrian is detected within I, the EgoV initializes
a prediction tracklet (e.g. PT0 in Figure 4.9b) for that pedestrian with the current
observed states of the pedestrian. These states include the position, velocity, heading,
gaze, and the discrete state of the pedestrian. The discrete states are initialized
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based on the continuous state guard conditions defined in Section 5.3.1. The tracklet
is propagated using the continuous dynamics model associated with the initialized
discrete state until it reaches a decision point. We defined three types of decision
points: (i) decision to attempt crossing or walk straight ahead without crossing, (ii)
decision to accept the currently available gap or not, and (iii) decision on which
direction to turn after crossing the street (refer Figure 4.9b). When the current
tracklet reaches a decision point, that tracklet branches into two tracklets based on
the associated probabilities of the future discrete states. There could be multiple
decision points with the prediction horizon, and the prediction branches into two at
every decision point resulting in multiple possible trajectories. The number of possible
trajectories, α, is one more than the number of such decision points. Some of these
decision points trigger discrete state transitions: approach to walkaway, approach to
wait, wait to cross, etc. In contrast, others, such as the decision on the direction after
crossing, result in multiple trajectories for the same “walkaway” discrete state.
Algorithm 3 Real-time trajectory prediction using IHP model.





2: while ti < T do
3: procedure predict
4: for k ← 1 to N do . For entire prediction horizon
5: for j ← 1 to Nt do . For all tracklets
6: if Reached Decision Point then
7: Predict decision probability given λmj , ψ
ip
j
8: Create new tracklets (branches)
9: Predict Qk
10: end if
11: if Discrete State Transitioned (Qk 6= Qk−1) then
12: Reset Xk corresponding to Qk
13: end if
14: Predict Xk+1 = fQk(Xk, N (0,W ))
15: j ← j + 1
16: end for . end of all tracklets
17: k ← k + 1
18: end for . end of prediction horizon
19: end procedure
20: procedure update
21: Xi+1 ← observation Ôi+1
22: Qi+1 ← Xi+1, T (Qi+1|Qi)
23: end procedure
24: i← i+ 1
25: end while
In addition to the tracklets formed by the decisions made by the pedestrians,
we considered a tracklet with a non-zero probability that does not have a discrete
state but always followed constant velocity dynamics, similar to the baseline con-
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stant velocity model. This ensured that the predictions from the IHP model were
performance-bounded by the constant velocity predictions, i.e., the model would per-
form at least as well as the constant velocity model. We use the parameters defined
in Table 5.3 for real-time trajectory prediction.
Table 5.3: IHP model parameters.
Parameter Value
Heading threshold, θh 45
◦
Decision zone length, D 3m
Interaction region height, Ih 10m
Interaction region angle, Iθ 120
◦
Prediction horizon, N 1 − 6 s







5.3.6 Interaction region evaluation
Not all pedestrians in the scene affect the POI. The pedestrian must be within the
interaction region of the POI. This interaction region is, however, currently unclear.
Existing studies either consider this region based on the observable horizon of the
pedestrian (≈50 m) [73] or arbitrarily assume a value (e.g. 3 m) [28, 71, 83]. This
value is normally chosen based on the complexity of the prediction algorithms to
balance the number of pedestrians and the computation cost.
We aim to identify this interaction region (i.e., interaction height and angle com-
bination) based on the crossing decision model performance. We define several com-
binations of interaction distance (h = 3, 5, 10, 15, and 20m) and interaction angle
(θ = 60◦, 90◦, 120◦, 150◦, and 180◦. Refer Figure 5.3a). We process the gap data for
each combination, develop the crossing decision model, and evaluate its performance.
We are interested in identifying a limiting interaction region and thus considered
instances where there were at least one pedestrian interacting with the POI. Though
the number of instances when a gap starts remain the same throughout the dataset
irrespective of the interaction region parameters, the number of instances when there
are at least one interacting pedestrian depends on the size of the interaction region.
If the region is too small, neighboring pedestrians are less likely to fall within the
interaction region and if the region is too large, pedestrians that are far away and
94
probably have no influence on the POI’s behavior are likely to be considered to
predict the POI’s crossing decision. The amount of gap data available thus varied
based on the parameter combination as too close and narrow zones would not have
many interactions.
5.3.7 Baseline models
Similar to Section 4.5.7, we compared the performance of the crossing intent and
crossing decision models with standard logistic regression baselines, which is a com-
mon approach for modeling pedestrian behaviors [43, 169]. We compared our IHP
model against a baseline model with pure constant velocity dynamics without discrete
categories or switching dynamics. We also compared the IHP model with the MHP
model discussed in Chapter IV and with the state-of-the-art Trajectron++ model
[28].
The Trajectron++ model predicts the velocity of pedestrians and assumes that the
target velocity follows a Gaussian Mixture Model (GMM). The model uses a neural
network framework to predict the GMM parameters using a spatiotemporal graph.
The graph’s nodes represent the road agents (vehicles and pedestrians), and the edges
represent the interactions among the road agents. Road agent history is abstracted
using Long Short-Term Memory networks (node LSTM) at the nodes. Road agent
interactions use the position information of the agents corresponding to the two nodes
in the edge. For each node representing a road agent, the relative positions of other
neighboring road agents (connected by the graph edges) are calculated. The model
assumes that an aggregated pedestrian agent and an aggregated vehicle agent would
represent the equivalent interaction effects of all the neighboring pedestrians and
vehicles respectively.
The relative positions of all neighboring agents of the same type (car or pedes-
trian) are aggregated by summing, and the aggregated states are abstracted using
an LSTM network (edge LSTM) for each type of agent (car and pedestrian). The
decoder neural network takes as inputs the encoded (abstracted) information from
the node and edge LSTMs and vectorized map information to produce the velocity
predictions. The decoder has a conditionally variational autoencoder (CVAE) that
produces different outputs based on a latent variable. The distribution of the la-
tent variable is learned from data. Velocity predictions are made by first randomly
sampling a latent variable from the learned distribution and using the sampled la-
tent variable to predict the target velocity. The predicted target velocity is forward
propagated (with single integrator dynamics) to produce dynamically feasible trajec-
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tories. The Trajectron++ model predicts multiple trajectories, one for each latent
variable sampled. The number of trajectories to be sampled is arbitrarily fixed and
mainly depends on the computation power available. [28] demonstrated the Trajec-
tron++ model for twenty samples. To maintain consistency, we also evaluated the
Trajectron++ model for the same number of samples.
5.3.8 Evaluation metrics
We evaluated the classification performance of the crossing intent and crossing
decision models. Predictions were assigned to a class when the probability of the
predicted class was greater than 0.5. We considered the standard classification metrics
such as accuracy, precision, recall, and F1-score.
From the perspective of the AVs, it is more critical to predict pedestrian behavior
before and during crossing than when they are just walking on the sidewalk (without
crossing). Thus, we evaluated the performance of the models for pedestrians that
crossed the street. The predictions were made for the time steps until they had
finished the crossing as pedestrian behaviors after crossing are less relevant to the
AVs. The real-time trajectory prediction performance was evaluated for the above
situations using the final displacement error (FDE) metric. Additionally, we evaluated
the IHP model performance with the probabilistic metrics of expectation of ground
truth (EGT) and the forward reachable set (FRS) ratio. A representative illustration
of the EGT and FRS ratio metrics is shown in Figure 4.10 in Chapter IV.
Final displacement error (FDE): distance between predicted and actual
position at the end of prediction horizon.
Expectation of ground truth (EGT): expectation that the ground truth
is covered by the prediction envelope for horizon N .
Forward reachable set (FRS) ratio: the ratio of the size of the prediction
envelope to the full forward reachable set.
Consider the ground truth position at time step i to be given by (xi, yi). Similarly,
the predicted position corresponding to the future j is given by (x̂ji , ŷ
j
i ), where j ∈
[1, α] and α is the number of possible futures. FDE is calculated individually for each
future. The FDE corresponding to the future j is thereby given as,





The environment where the pedestrians are walking (roads, sidewalks, crosswalks,
etc.,) is discretized into 0.2 × 0.2m grids (approximately the space occupied by a
standing pedestrian). The IHP model, at every time step, predicts all possible trajec-
tories where the probabilities of the trajectories are calculated from the probabilities
of the intents and decisions. The continuous states are estimated using a Kalman
filter with a constant velocity prediction model. For each trajectory, the position at
each time step is distributed as Gaussian noise W (refer Equation 4.7). The noise is
propagated for the entire prediction horizon N through the Kalman filter. As shown
in Figure 4.10, each trajectory had an associated prediction envelope (eji ) given by
the variance (Gaussian noise) propagated by the Kalman filter for that trajectory at
time step i. All the individual prediction envelopes combined to form the prediction
envelope for that time step, Ei = {e1i , e2i , ...., eαi }. Only the grids with a minimum
probability threshold of δk, similar to [170], were considered to be part of the predic-
tion envelope.
EGT metric is the average of a Boolean variable, ν, at every prediction time step
averaged over the entire prediction horizon. ν is ‘1’ if the ground truth position at
a particular prediction time step is within the prediction envelope of that time step







1 if (xi, yi) ∈ Ei0 otherwise. (5.5)
For computing the FRSR metric, the fully forward reachable set, FRS, of the
pedestrian is first calculated. The maximum velocity of the pedestrian is assumed to
be 2.5m/s (estimated from the inD dataset) and a circular FRS is calculated (refer






We developed and tested the IHP model on the nuScenes dataset [40]. It is a
large-scale dataset for autonomous driving with 850 labeled scenes collected from
Boston and Singapore. The dataset was collected from an instrumented vehicle that
traveled around these cities. Each scene is annotated at 2 Hz (∆ t = 0.5s) and is
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20 s long, containing up to 23 semantic object classes and HD semantic maps with
11 annotated layers. We split it into training (700 scenes, ≈ 80 %), and testing (150
scenes, ≈ 20 %) sets. The training set was used to train the crossing decision and
crossing intent models. The testing set was used to evaluate the performance of the
crossing decision and crossing intent models and the real-time trajectory predictions.
We processed the dataset to compile the features for crossing intent (refer Table
5.1) and crossing decision (refer Table 5.2) models for pedestrians approaching or
nearby unsignalized crosswalks. The features (λm) for the crossing intent model
had an observation window of 3 s and were compiled every 1 s (rolling window) for
the duration when a pedestrian was approaching an unsignalized crosswalk. Each
observation window had an associated class—‘intend to cross’, and ‘do not intend to
cross’—where a pedestrian is considered to intend to cross if they started crossing at
any time (even outside the current observation window) during the time they were
observed by the EgoV (irrespective of the actions or even the presence of the InterV).
Features and their associated class were calculated from the observations of 5630
pedestrians (1185 pedestrians in the test set) while approaching a crosswalk—1970
(385 in the test set) of them having the intent to cross and 3660 (712 in the test set)
without the intent to cross—resulting in the cross intent dataset.
The dataset was also processed to identify traffic gaps, both accepted and rejected
gaps, for each of the 850 scenes. Instances of traffic gaps were identified when a
pedestrian was inside the decision zone and when a traffic gap had just started. Every
such instance set had an associated class—‘accept gap’, and ‘reject gap’—where a
pedestrian is considered to accept the gap if they started crossing at any time during
the time the were interacting with the InterV corresponding to this traffic gap and
reject the gap otherwise. The crossing decision model features (ψip, refer Table 5.1)
and their associated class were compiled for these time instances—434 accepted gaps
(366 in the train set and 68 in the test set) and 1384 rejected gaps (1182 in the train
set and 202 in the test set)—resulting in the gap dataset.
The trajectory information (ground truth) of the pedestrians in the test set was
used to evaluate the real-time trajectory prediction performance of the IHP model.
5.4 Results and discussion
In Sections 5.4.1 and 5.4.2, we report the performance of the crossing intent and
crossing decision models respectively. In Section 5.4.3, we report the results of the
interaction region evaluation. In Section 5.4.4, we report the trajectory prediction
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results of the IHP model, and finally in Section 5.4.5, we present the computation
performance of the IHP model.
5.4.1 Crossing intent
The crossing intent model was evaluated on the nuScenes dataset. We used the
crossing intent features (λm) compiled from the nuScenes dataset. After testing the
performance of various kernel functions (ranging from the simple kernels to more
complicated kernels) for the SVM classifier—linear, quadratic, cubic, Gaussian—we
chose the Gaussian Kernel for the SVM model since it had the highest performance
in terms of F1-score. The training data were used to develop the model, and the de-
veloped model was evaluated on the unseen testing data. For an observation duration
of 3 s, the model performance is shown in Table 5.4. As shown in Table 5.4, the SVM
model performed better, with higher accuracy and F1-score, than a baseline logistic
regression model in predicting the crossing intent of approaching pedestrians and was
used for pedestrian trajectory prediction.
Table 5.4: Crossing intent model performance for the nuScenes dataset for identifying







Logistic Regression 0.71 0.78/0.66 0.63/0.80 0.70/0.72
Support Vector
Machine
0.79 0.87/0.72 0.70/0.88 0.78/0.79
5.4.2 Crossing decision
We used the SVM crossing decision model for predicting the crossing decision.
For model training and testing, we used the features extracted from the nuScenes
dataset. We recall that the crossing decision training dataset contained feature sets
corresponding to 366 accepted gaps and 1182 rejected gaps. To compensate for this
imbalance in the two classes, we performed bootstrapping and randomly sampled
another 366 feature sets from the feature sets corresponding to the 366 accepted
gaps. We also downsampled the rejected gap data by randomly sampling 732 feature
sets (equal to the number of accepted gaps after bootstrapping) from the feature sets
corresponding to the 1182 rejected gaps. After testing the performance of various
kernel functions (ranging from the simple kernels to more complicated kernels) for the
SVM classifier—linear, quadratic, cubic, Gaussian—we chose the Gaussian Kernel for
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the SVM model since it had the highest performance in terms of F1-score. The model
that was developed using the training data was then evaluated on the unseen testing
data. We compared the model with a baseline logistic regression model, similar to
[43] and an SVM model without the interaction features. As shown in Table 5.5, the
SVM model performed better, with higher accuracy and F1-score than the baseline,
and was used for pedestrian trajectory prediction.
Table 5.5: Crossing decision model performance for nuScenes dataset for accepting







Support Vector Machine (including interaction features) 0.80 0.69/0.82 0.71/0.82 0.70/0.82
Logistic Regression (including interaction features) 0.60 0.45/0.71 0.53/0.64 0.49/0.67
Support Vector Machine (w/o interaction features) 0.68 0.46/0.83 0.66/0.68 0.55/0.75
We evaluated if the effect of including the interaction features was statistically
significant in the crossing decision prediction performance. We used McNemar’s test
[177] for comparing model performance through accuracy. A contingency table was
constructed (refer Table 5.6) based on the agreement/disagreement between the two
models: (i) with the three interaction features (interaction distance, interacting pedes-
trian state, and the group size), and (ii) without the interaction features.
Table 5.6: Contingency table for McNemar test for model comparison. CD-1 is the
crossing decision model trained with the interaction features while CD-2 is the model
trained without including the interaction features.
CD-1 (Correct) CD-1 (Incorrect)
CD-2 (Correct) a = 464 b = 68
CD-2 (Incorrect) c = 134 d = 112
The test calculates a χ2 test statistic given by (b−c)
2
(b+c)
. The calculated value of χ2
= 21.56 is significant (p < 0.001). This shows that the two models are significantly
different, and thus, including the interaction effects significantly improves the crossing
decision prediction performance.
5.4.3 Interaction region evaluation
Several combinations of interaction distance and interaction angle were considered
as shown in Figure 5.4. Angles typically within a human’s field-of-view (120◦) and
some angles in the peripheral vision were considered. The maximum interaction
distance (20 m) was taken as the approximate distance of two pedestrians waiting
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Interaction angle
𝜃 = 60° 𝜃 = 90° 𝜃 = 120° 𝜃 = 150° 𝜃 = 180°
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Model performance in 2nd quartile (0.66 – 0.68)
Model performance in 3rd quartile (0.69 – 0.74)
Model performance in 4th quartile (0.75 – 0.86)
Model performance in 1st quartile (0.58-0.65)
Figure 5.4: The crossing decision data was compiled and an SVM model was trained
for each combination. To avoid over-fitting, the training data had a maximum limit
of 300 samples (denoted by N). P is the F1-score performance of predicting cross
intent/no cross intent. It can be seen that crossing decision prediction performance
P was best for interaction distances of 10 m and less and interaction angles of 120◦
and less.
on the opposite sides of a crosswalk of a four-lane street. Distances below 3 m did
not yield sufficient gap data to get meaningful results and were thus neglected. The
gap data were processed for each interaction distance and angle combination, and a
two-class SVM model (with a Gaussian kernel) was trained. To avoid over-fitting,
the overall data was limited to 300 with a training and testing split of 80 % and 20
%.
The different combinations were evaluated using the F1-score of the model eval-
uated on the 20 % testing data. It can be seen that crossing decision prediction
performance (P = F1-score of cross intent/F1-score of no cross intent) was best for
interaction distances of 10 m and less and interaction angles of 120◦ and less. This
indicates that the effects of nearby pedestrians are less relevant beyond an interaction
distance of 10 m and an interaction angle of 120◦.
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5.4.4 Trajectory prediction
In this section, we discuss the evaluation of the IHP model for predicting pedes-
trian trajectories using the steps discussed in Algorithm 3. The IHP model was
evaluated on the nuScenes dataset. We evaluated the IHP model only on pedestrians
close to the crosswalk or who were crossing the street. We did not evaluate the pre-
dictions after a pedestrian has crossed a street as this is less relevant from the AV’s
perspective.
For deterministic error metrics, we compared the best prediction trajectory (in
terms of least FDE) with the ground truth trajectory. The best prediction of the
IHP model would be the same as the best prediction from the MHP model. This is
because both these models have the same decision points. The difference arises in
the probability of the decisions, and therefore, we expect differences between these
models in the probabilistic metrics.
Figure 5.5: Pedestrian trajectory prediction comparison in nuScenes dataset at dif-
ferent prediction horizons for (a) average displacement error metric, and (b) final
displacement error metric. The best prediction from the Trajectron++ model is bet-
ter than the best prediction from the IHP model. The performance difference is
however, not large.
From Figure 5.5, it can be observed that though the best prediction of the IHP
model (and the MHP model) performed better than the baseline constant velocity
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model baseline but did not perform as well as the best prediction from the Trajec-
tron++ model.
(a) (b)
Figure 5.6: Comparison of (a) expectation of ground truth and (b) FRS ratio of the
IHP model with the baseline model and Trajectron++ model. The ground truth
trajectory is more likely to be captured in the Trajectron++ model at smaller time
steps. With increased prediction horizon, the IHP model better captures the ground
truth. The relatively higher value of FRS ratio in the IHP model indicates a smaller
prediction envelope than the Trajectron++ and baseline models.
We evaluated the performance of the IHP model on the nuScenes dataset through
probabilistic metrics. Figure 5.6 shows the expectation of ground truth and FRS ratio
for various prediction horizons. The expectation of ground truth gives the likelihood
that the ground truth trajectory is in the set of multimodal predicted envelopes. It
can be observed that the probability was higher at lower time steps and decreased at
higher time steps. The Trajectron++ model was more likely to capture the ground
truth at smaller prediction horizons, whereas the IHP model is more likely to capture
the ground truth at longer horizons.
The IHP model was more likely to capture the ground truth than the baselines
for all time horizons. The IHP model also had a lower FRS ratio. A high FRS
ratio indicates more conservative behavior because the prediction envelopes include a
higher proportion of possible behaviors. The Trajectron++ model has a higher FRS
ratio because it predicts up to 20 futures, whereas the maximum number of futures
predicted in the IHP model is 10. Thus IHP model better captured the ground truth
without being overly conservative.
The IHP model efficiently predicted multimodal trajectories for the long term.
Unlike the state-of-the-art methods [27, 28, 97], the multimodality was not arbitrarily
conditioned on a latent variable but instead was conditioned on the decision-making
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process of the pedestrian, which is grounded in actual pedestrian behavior and thereby
easier to comprehend.
5.4.5 Computation performance
The experiments were run on Intel Core i7-7700K, 16 GB RAM, and Nvidia GTX
1080 Ti. On average, the IHP algorithm took 0.09 s to run predictions for the
entire prediction horizon of up to 6 s, whereas the Trajectron++ model took 0.21 s
for the same prediction horizon. This difference in performance is primarily due to
the intermittent inference of the IHP model compared to the continuous inference
of the Trajectron++ model. The crossing intent and crossing decision SVM models
were inferred only when the pedestrians reached the corresponding decision points.
During the rest of the time, the IHP model ran simple constant velocity models. This
enabled the model to run for long-term and multiple predictions independently for
each pedestrian in the scene.
5.5 Chapter Summary
The contribution presented in this chapter is the extension of the MHP model
discussed in Chapter IV to incorporate the interactions with nearby pedestrians. The
developed IHP model had a similar multimodal performance as the state-of-the-art
Trajectron++ model for situations relevant to the AVs, such as when approaching
the crosswalk to cross or crossing the street. The IHP model, on the other hand,
was more intuitive and computationally efficient than the Trajectron++ model. The
model was validated in the nuScenes dataset.
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CHAPTER VI
Behavior-aware Automated Vehicle Control
6.1 Overview of chapter
The contribution discussed in this chapter is the development of an AV controller
for safe and trustworthy motion planning that incorporates the predictions from the
pedestrian behavior models. The controller demonstrates the ability to design driving
behaviors that the pedestrians can potentially understand, which could facilitate safe
and trustworthy navigation. This chapter discusses the development and validation
of a behavior-aware controller based on model predictive control (MPC) framework,









Figure 6.1: Representation of a typical interaction between a vehicle and a crossing
pedestrian. The vehicle has to plan its trajectory considering the moving pedestrian
and by following the road’s centerline. The illustration shows the predicted pedestrian
trajectory and the uncertainty ellipses at various time instances and the vehicle’s
planned trajectory.
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6.2 Behavior-aware model predictive control
Figure 6.1 illustrates the AV behavior-aware control problem for a typical in-
teraction with a pedestrian at an unsignalized mid-block crosswalk. Studies have
incorporated pedestrian behavior into AV control by assuming pedestrians as mov-
ing obstacles with a constant velocity and Gaussian noise [178, 179]. This simple
approach is effective for short duration planning (≈ 1-2 s) and when the pedestrians
are moving. However, pedestrian behavior is much more unpredictable at crosswalks
as they have to wait for an opportunity and decide when to cross.
Consider the scenario where an AV is approaching an unsignalized crosswalk as
shown in Figure 6.1. Pedestrians approaching the crosswalk decide to either cross the
road or wait for the AV to pass. The AV has to plan actions that ensure safety and
help the riders in the AV reach their destinations comfortably. Using the pedestrian
crossing model discussed Section 4.3 and in [35], AVs can predict future pedestrian
states and plan their actions accordingly. In the following, we explain the AV and
pedestrian models used and formulate a receding horizon model predictive control
problem to calculate the AV control inputs.
6.2.1 AV model
Dynamic vehicle models are comprehensive but challenging to use for real-time
AV motion planning, especially in urban scenarios. In addition to being computa-
tionally expensive, the tire models have vehicle velocity in the denominator for tire
slip estimation and become singular at low speeds. Hence, these models are not suit-
able for stop-and-go scenarios common in urban driving [180]. Thus, we assume the
AV to be a point mass with a rectangular footprint (refer Figure 6.2). We assume
that longitudinal vehicle dynamics are sufficient for the crosswalk interactions and
employed a discrete-time kinematic model shown in equation (1), where X = [xv vv]
>
is the state vector comprising the position and velocity of the vehicle respectively.
∆ t denotes the discretization time step, and av is the acceleration input that governs
the AV’s motion.
xvk+1 = xvk + ∆t vvk




The behavior-aware model predictive controller (B-MPC) calculates the inputs to
achieve the AVs’ objectives expressed through a cost function. The physical limita-
tions of the AV and collision avoidance with pedestrians are expressed as constraints.
The problem is formulated as a constrained quadratic optimization problem, which
enables fast computation of control inputs, suitable for real-time planning. The op-
timization problem is formalized in equation (2), where J is the cost function and
Z = [X V U ∆U R]> is a stacked vector of all states, control inputs, change in




s.t. Aeq Z = Beq
Aineq Z ≤ Bineq
lb ≤ Z ≤ ub
(6.2)
6.2.3 Cost function
Safety is the main priority in the AV control problem. However, the AVs should
also follow speed limits and reach their destination on time while maintaining ride
comfort. The quadratic cost matrices Q for the various objectives are constructed
using their corresponding weights w, chosen to be positive to ensure the matrices Q
are positive semi-definite. The objective cost function is given by
J = Jtarget + Jjerk + Jacc + Jspeed. (6.3)
6.2.3.1 Target cost
One of the primary objectives of the AV is to reach a target destination. Since
pedestrians always cross the street at the crosswalk (refer Assumption IV.5), for
the purpose of simplicity, we consider the destination to be an arbitrary point xrefv
beyond the crosswalk (refer Fig. 6.4). This ensures that passing the crosswalk is
one of the objectives of the AV. The difference between the destination xrefv and
the vehicle position at the end of the prediction horizon xNv is penalized as Jtarget =
(xNv − xrefv )Qtarget (xNv − xrefv ), where, Qtarget = wtarget.
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6.2.3.2 Comfort cost
The other objective of the AVs is to ensure ride comfort for the people inside the
vehicle. Ride comfort is typically characterized by the jerk of the vehicle. Both sudden
acceleration and sudden deceleration reduce ride comfort. Thus we penalize sudden
changes in acceleration as Jjerk = ∆ U
>Qjerk ∆ U. Moreover, the acceleration is also
penalized to restrict unnecessary acceleration or deceleration by the vehicle as Jacc =
U>Qacc U. The above quadratic costs are given by Qjerk = diag(wjerk, ...., wjerk),
and Qacc = diag(wacc, ...., wacc).
6.2.3.3 Speed cost
AVs are expected to follow the posted speed limit to maintain a smooth flow
of traffic. Thus, we penalize the deviation from the reference speed (both higher
and lower speeds) as Jspeed = (V − Vref )>Qspeed (V − Vref ), where, Qspeed =
diag(wspeed, ...., wspeed).
6.2.4 Constraints
AV motion is constrained to follow the model discussed in equation 6.2.1. States
and inputs are also constrained considering the physical limitations of the vehicle and
to avoid potential collisions with pedestrians. The different constraints developed are
discussed below.
6.2.4.1 AV motion model
To ensure that the optimization problem calculates states and inputs that physi-
cally agree with the motion of the vehicle, the motion model mentioned in equation
6.2.1 is given as equality constraints.
6.2.4.2 State and control bounds
Considering the physical limitations of the vehicle, we restrict the velocity, accel-
eration, and jerk of the vehicle represented as lower (lb) and upper bounds (ub) in
equation 6.2.2. The speed bound is higher than the speed limit. This enables the














Figure 6.2: Collision avoidance is incorporated by ensuring the sets P and V, rep-
resenting the uncertain positions of AV and pedestrian respectively, do not intersect
each other for the entire planning horizon.
6.2.4.3 Collision avoidance
Pedestrian trajectory is predicted using the pedestrian crossing model discussed
in Section III-C. Collision avoidance of the planned AV trajectory with the predicted
pedestrian trajectory is ensured through inequality constraints in the optimization
problem (refer to equation 6.2.2). We incorporate the uncertainty in the state esti-
mation of pedestrians and vehicles as over-approximated rectangles, which is a con-
servative assumption that ensures safety. To avoid collisions, the sets P and V (refer
Fig. 6.2) should not intersect with each other at any time instant. This is expressed
by the sets of inequality constraints in both x and y axes, represented by equations
6.2.4.3 and 6.2.4.3 respectively. A collision is avoided if at least one of the following
four equations is satisfied at any given time.
xp + δxp ≤ xv − L/2− δxv
xp − δxp ≥ xv + L/2 + δxv
(6.4)
yp + δyp ≤ yv −W/2− δyv
yp − δyp ≥ yv +W/2− δxv
(6.5)
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We assume the AVs can accurately track the centerline of the lane and thus neglect
the lane boundary conditions in our formulation. The B-MPC can effectively combine
pedestrian crossing behavior predictions for long durations (> 5 s) as constraints for
collision avoidance and calculate inputs that optimize the AV’s objectives.
Figure 6.3: Baseline Rule-based controller.
6.3 Baseline controller
The developed B-MPC is compared against a baseline rule-based controller. The
baseline controller is a simple finite state machine (FSM) with four states: Maintain
Speed, Accelerate, Y ield, and Hard Stop (refer Fig. 6.3). The Boolean variable
InCW denotes the pedestrian’s crossing activity. InCW is ‘one’ from when the
pedestrian started moving laterally to cross until they completely crossed the AV
lane, and ‘zero’ otherwise. The variable dcomf denotes the comfortable deceleration
limit. The controller normally maintains the speed limit, vref . Whenever a pedestrian
starts walking to cross the road, the controller always tries to stop, either by yielding
or through a hard stop. The deceleration is calculated as av = − vv
2
2 diststop
, where vv is
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the vehicle’s current velocity and diststop is the distance available to the AV before
which it has to stop to avoid a collision. The stopped vehicle then accelerates back to
its nominal speed once the pedestrian has crossed the AV’s lane. The increments in
the acceleration and deceleration at every time step are controlled by the comfortable
jerk limits in the Y ield state and the hard jerk bounds in the Hard Stop state.
Simulations are run with the same vehicle and pedestrian parameters shown in Table
6.1.
Table 6.1: Parameters used in the simulation.
Parameter Value Range
Vehicle spawn speed [m/s] 14 to 16
Speed limit, vref [m/s] 16
Spawn time gap between vehicles, tspawn [s] 1 to 8
Minimum time gap between vehicles to avoid collision,
tmin [s]
2
Hard speed bounds [m/s] 0 to 50
Comfortable acceleration limits, dcomf , acomf [m/s
2] -5 to 2
Hard acceleration bounds [m/s2] -10 to 10
Comfortable jerk limits [m/s3] -5 to 2
Hard jerk bounds [m/s3] -10 to 10
Pedestrian decision zone length, dy [m] -3 to 1
Pedestrian speed [m/s] 1 to 1.5
AV destination, Pref [m,m] (-120, -1.75)
Prediction horizon, N [s] 5






To evaluate the performance of the controllers, we simulated a scenario where
AVs are approaching an unsignalized mid-block crosswalk with a pedestrian possibly
intending to cross the street (refer Figure 6.4).
We simulate a midblock scenario with straight roads and assume the AVs follow
the centerline of the lane. We developed the simulation to be as realistic as possible
by considering a stream of AVs approaching the crosswalk one after the other with
varying speeds and time gaps. However, at any time, only one pedestrian will be in
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the simulation. AVs spawn with a random initial speed and a randomly varying time
gap between their spawns. This ensures that there are both crossable and uncrossable
gaps for the pedestrians. The simulation parameters are shown in Table 6.1. The
decision zone D is larger on the side of the approaching pedestrians (refer Table 6.1).
This ensures that approaching pedestrians have the opportunity to evaluate a new
gap and decide to cross or wait whenever they are within D.
AVs assume that all pedestrians approaching the crosswalk have the intention of
crossing the street until they walk past the crosswalk and out of the decision zone,
D (refer Figure 6.4). However, only a fraction of pedestrians (≈ 80%) is randomly
assigned the intention to cross the street. Pedestrians who intend to cross evaluate the
gap within the decision zone, whereas others walk past the crosswalk at a constant
velocity. Figure 6.4 illustrates the AV – pedestrian interactions in the simulation.
The gap of AV2 will start when AV1 has crossed the pedestrian, at which point the






Figure 6.4: Illustration of the AVs interacting with a pedestrian in the simulation.
AVs’ objective is to reach xref , given in Table 6.1. Decision zone of pedestrians is
represented by the set D with length dy.
6.5 B-MPC results and discussion
The constrained quadratic control problem was solved using the standard quadratic
program solver in MATLAB. The simulation was run for 500 pedestrians for both the
B-MPC and the baseline controllers as shown in Table 6.2. The average run time of
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B-MPC with the prediction model was 24.7 ms with a standard deviation of 3.1 ms.
Table 6.2: Simulation runs for B-MPC and Baseline controllers.
Parameter B-MPC Baseline
No. of Pedestrians 500 500
No. of AVs 1434 1401
No. of Crossings (Accepted
gaps)
411 405




Fig. 6.5 shows the B-MPC performance at various time instances for a nominal
pedestrian interaction. The pedestrian in this case accepted a gap of 3.6 s. Initially,
the AV travels at its preferred speed. The AV predicts the pedestrian will cross
and reacts by starting to slow down at t = 7.9 s. The AV starts to accelerate at
t = 11.0 s even before the pedestrian has crossed its lane. Finally, the AV goes
past the pedestrian at t = 13.3 s. The speed changes can be seen through the
changes in the spacing of the AV trajectory points (red points in Figure 6.5). The
long horizon prediction helps the AV react early to the crossing pedestrian, much
before the pedestrian starts walking or crossing the AV lane.
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Figure 6.5: A typical interaction between the AV and a pedestrian. The AV is
represented by the red rectangle with the black rectangle indicating the position
uncertainty. The red and the blue dots indicate the trajectories taken by the AV
and the pedestrian respectively and the blue rectangles indicate the predictions of
pedestrian trajectory by the AV. The AV starts slowing down at t = 7.9 s and starts
accelerating at t = 11 s, even before the pedestrian crosses the lane.
6.5.2 Baseline comparison
We compared the B-MPC and the baseline controllers for varying time gaps and
varying AV spawn speeds (refer Table 6.1) for the cases when the pedestrians had
the intent to cross. Fig. 6.6 compares the collision avoidance performance between
the two controllers by evaluating the minimum distance to pedestrians (dped). It can
be seen that the B-MPC has an overall higher minimum distance to the pedestrian
than the baseline case. For short gaps, the baseline controller sometimes cannot avoid
collisions (4 out of 500 cases). Whereas the B-MPC avoids collisions for the range of
gaps simulated. The B-MPC can thus handle a wider range of gaps and is applicable
for a wider range of scenarios than the rule-based controller.
Figure 6.7 compares other performance measures between the two controllers such
as time to destination (tdes), average velocity (vm), average acceleration (am), and
average absolute jerk (jm) during the interaction duration. Interaction duration was




Figure 6.6: Comparison of minimum distance to pedestrians between baseline con-
troller and B-MPC. The red ‘plus’ marks indicate the instances of collisions between
the AV and the pedestrian. B-MPC is able to avoid collisions comfortably whereas
collisions are inevitable at shorter gaps for the baseline controller.
the pedestrian started walking to cross, in the case of the baseline controller, or when
the AV had predicted the start of pedestrian walking, in the case of the B-MPC. The
second instance was when the pedestrian crossed and left the lane in which the AV
traveled or when the AV had crossed the pedestrian, whichever occurred earlier. The
overall average duration of interaction was higher for the B-MPC: t = 6.08 s for B-
MPC and t = 4.05 s for the baseline controller. The B-MPC can reach its destination
faster as it does not come to a complete stop unless necessary to avoid collisions,
thereby improving the traffic flow. It can be seen that the B-MPC is more aggressive,
efficient, and comfortable than the baseline, as observed through the higher average
velocity, lower average acceleration effort, and lower average jerk, respectively.
6.5.3 Non-crossing pedestrian interaction performance
We report the performance of both the B-MPC and the baseline controllers for
the cases where the pedestrians did not intend to cross (refer Table 6.3). The B-
MPC reacts to the approaching pedestrians within D, seen from the slightly higher
deceleration and reduced velocity. The baseline controller does not react at all since it
never sees the pedestrian crossing laterally. Even still, the overall performance of the
B-MPC is better, as seen by the lower deceleration, higher distance to pedestrian, and
lower time to destination, than the baseline for our sample case where approximately
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Figure 6.7: Performance metrics comparison between baseline controller and B-MPC.
The performance metrics compared are (a) time to destination, (b) average velocity,
(c) average acceleration, and (d) average jerk during the interaction duration. The
B-MPC is more efficient and comfortable as it results in less time to reach destination,
less control effort, and less jerk than the baseline. The red ‘plus’ signs indicate the
instances of collision.
20% of pedestrians approaching the crosswalk did not intend to cross.
Table 6.3: Performance metrics for B-MPC and baseline controllers for pedestrians









tint [s] 6.44 3.38 6.08 4.01
tdes [s] 8.74 8.27 9.47 11.14
dped [m] NA NA 33.7 20.1
vm [m/s] 13.9 14.8 13.3 9.3
am [m/s
2] -0.10 -0.04 -0.51 -1.90
jm [m/s
3] 0.04 0.04 0.11 0.18
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6.6 AV behavior design
AV interactions with pedestrians, especially at uncontrolled mid-block crosswalks,
are challenging as the right-of-way in the US varies by state [32]. To ensure safety,
AVs are expected to drive cautiously around pedestrians. However, overly cautious
AV behavior can encourage pedestrians to be careless or abuse the AVs [61] by not
letting the AVs pass. In such cases, the AVs should safely nudge forward until they
can pass the pedestrians. Additionally, riders inside the AV expect a comfortable ride
and to reach their destinations (AV performance) without excessive delay [181].
These objectives of safety, performance, and comfort are opposing in nature and
thus have to be balanced in a way accepted by both the riders and the pedestri-
ans. The existing approach of fixing the weights of the objectives [182, 183] can be
constrictive as in reality, the objectives can vary depending on the situation. For
example, in the case of a pedestrian crossing at an unsignalized crosswalk, the AV
might want to prioritize comfort and gradually slow down to stop. However, at a
school zone, the AV might want to prioritize safety and have a stronger decelera-
tion. Further, existing approaches to AV decision-making consider pedestrians as
independent moving obstacles [183, 184] and do not explicitly consider the effects of
the vehicle behavior on the pedestrian behavior. Pedestrians, in general, perceive
a defensive driving style (which prioritizes safety) as more acceptable and are more
willing to cross under such situations [34, 64]. However, the objective evaluation of
these interactions – gap accepted, average acceleration, average jerk (an indicator of
sudden acceleration/deceleration), etc., – of the different driving styles is not known.
We objectively evaluated a spectrum of driving behaviors represented by the dif-
ferent weight combinations of the three AV driving objectives – safety, performance,
and comfort. We incorporated the UHP pedestrian model to predict pedestrian tra-
jectories. Our findings suggest the possibility of characterizing driving behaviors by
varying the weights of the driving objectives. We believe that by understanding the
objective performance of the different driving behaviors with an interactive pedes-
trian model, the AV-decision making can be expressed by varying the weights of the
objective function.
6.6.1 Methodology
We used the same simulated scenario as in Section 6.5.3 with straight roads, similar
to actual midblocks, and the AVs followed the centerline of the lane as shown in Figure
6.4. We assumed that AVs use only longitudinal control (acceleration/deceleration)
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while interacting with crossing pedestrians. Pedestrian crossing behavior was simu-
lated using the UHP model discussed in Section 4.3.
We developed an MPC controller for the AVs that used predictions of pedestrian
behavior. We assumed the AV to be a point mass with a rectangular footprint. We
employed a discrete longitudinal kinematic model shown in equation 6.2.1, where
x, v, a are the longitudinal position, speed, and acceleration inputs of the vehicle,
respectively. ∆ t denotes the discretization time step.
6.6.2 Cost Function and Constraints
Safety is a main priority in the AV planning and control problem. However,
the AVs should also adhere to the speed limits and reach their destination quickly
while maintaining ride comfort for the people inside. The optimization objective is
formulated as the minimization of a cost function. This cost function serves as an
inverse description of the ideal vehicle behavior and consists of three costs – safety,
performance, and comfort. The safety cost is a function of the distance of the AV from
the pedestrian when the pedestrian is in the same lane as the AV. The performance
cost is given by the distance to the target location and the deviation of the AV speed
from the speed limit. The comfort cost is given by the magnitude of acceleration and
jerk. The cost function is thus represented by,
J = Jsafety + Jperformance + Jcomfort
Jsafety = ws fs(xPed, x)
Jperformance = wp (ft(x, xref ) + fv(v, vref ))
Jcomfort = wc fc(a,∆a)
(6.6)
AV motion is constrained to follow the model discussed in equation 6.2.1. States
and inputs are also constrained considering the physical limitations of the vehicle.
Although the inclusion of the safety cost could result in safe vehicle maneuvers, min-
imal safety of collision avoidance is enforced by incorporating collision avoidance
constraints in addition to the safety cost, similar to [185]. Pedestrian trajectory was
predicted using the UHP model for a horizon of 3 seconds.
6.6.3 Implementation
We developed the simulation to be as realistic as possible by considering a stream
of AVs approaching the crosswalk one after the other with varying speeds and time
gaps. However, at any time, only one pedestrian was in the simulation. We assumed
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that all pedestrians had the intention to cross the street. AVs spawned with a random
initial speed (13 - 16 m/s) and a randomly varying time gap (1 - 7 s) between their
spawns. The different cost functions have scaling factors to ensure similar ranges of
the absolute values for fs, fc, and ft + fv. This ensures that the safety, performance,
and comfort costs are similar under the same weights. We evaluated seven combina-
tions of the weights as shown in Table 6.4. Simulations were run 200 times for each of
the seven weight combinations. The performance weight was ensured to be non-zero
so that the vehicle moves forward, especially after stopping for a crossing pedestrian.
Table 6.4: Different combinations of the three weight parameters.
Weight combination ws wp wc
S 0.950 0.050 0.000
P 0.000 1.000 0.000
C 0.000 0.050 0.950
PC 0.000 0.500 0.500
SC 0.475 0.050 0.475
SP 0.500 0.500 0.000
SPC 0.333 0.333 0.333
6.6.4 Behavior design results and discussion
The objective evaluation of the various controllers with the different weight com-
binations is shown in Table 6.5. Collisions were observed in rare situations, even with
collision avoidance constraints due to the physical limitations of the vehicle. It can be
observed that the inclusion of the safety cost in any combination increases the safety
metrics as observed through the increased distance to pedestrians (dped) and reduced
probability of collision (pcol). Incorporating a safety cost in addition to the collision
avoidance constraints helps the vehicle in slowing down earlier, as expressed by the
lower average velocity (am) and higher interaction time (tint).
The inclusion of the comfort cost improved the comfort metrics as expected by
having a lower absolute jerk (jm) and acceleration values (am). Similarly, the inclusion
of the performance cost reduces the time to destination (tdes) but increases the chances
of collision (pcol). An interesting observation is that the inclusion of performance cost
sometimes results in the vehicle not yielding to the pedestrians expressed by pny. A
reason for this could be that the AV velocity is higher in this case than in the other
cases, and the pedestrian is close to the AV such that it is safer to accelerate and
pass the crosswalk than to decelerate and try to stop.
We explored how the different vehicle objectives affect the vehicle performance
during interaction with pedestrians. We found that a safety cost in addition to
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Table 6.5: Comparison of average performance metrics for pedestrians for the various
weight combinations.
Metric S P C PC SC SP SPC
tint [s] 7.54 5.38 6.08 6.09 7.21 7.18 7.01
tdes [s] 9.75 7.46 9.47 8.73 8.78 9.08 8.91
dped [m] 7.34 4.33 5.20 5.85 6.38 6.48 6.21
vm [m/s] 12.10 13.80 13.30 13.19 12.38 12.08 12.20
am [m/s
2] -0.15 -0.20 -0.06 -0.19 -0.14 -0.11 -0.12
jm [m/s
3] 0.08 0.10 0.04 0.08 0.07 0.12 0.09
pcol 0.00 0.01 0.00 0.01 0.00 0.00 0.00
pny 0.00 0.05 0.02 0.03 0.00 0.00 0.00
tint - interaction duration, time when AVs first predicted pedestrians to step into the lane to the time
when the pedestrians step out of the lane or when AVs crossed the pedestrian, whichever is earlier
tdes - time for the AV to reach the destination
dped - minimum distance to pedestrian when pedestrian is crossing
vm - average velocity during interaction defined by tint
am - average acceleration during interaction
jm - average absolute jerk during interaction
pcol - probability of collision given by the ratio of the number of collisions observed to the total
number of simulation run for that condition
pny - probability of not yielding to the pedestrians given by the number of runs the vehicle did not
yield to the total number of simulation run for that condition
collision avoidance constraints greatly improves the safety performance metrics. Our
findings suggest that AV decision-making can potentially be expressed by adjusting
the weights of the different costs. Various weight combinations corresponding to
different driving behaviors — cautious, aggressive, nudging, comfortable, etc., — can
be determined and adaptively altered based on the dynamic changes in the situation.
6.7 Chapter summary
This chapter discusses the development of an AV controller for safe and trustwor-
thy motion planning that incorporates the predictions from the pedestrian behavior
models. The controller demonstrates the ability to express AV intent from the op-
timization weights. The implications of varying AV behavior through the weights
include (i) designing AV driving behaviors that can potentially be understood by the
pedestrians and (ii) adaptively varying weights based on changes in the context, both




As discussed in Chapter I, public trust in and acceptance of automated vehicles
(AVs) are necessary to realize the several benefits of AVs, including improved traffic
safety, transportation accessibility, efficiency, and comfort. A major operational chal-
lenge for AVs is navigating urban streets filled with pedestrians, the most vulnerable
in case of crashes. Demonstrating safe and trustworthy navigation in such complex
situations could aid the AVs in gaining public trust and acceptance. Current AV
planning methods mostly employ a conservative approach to maximize safety but
can restrict traffic flow while eliciting unexpected public reactions ranging from cu-
riosity to vandalism. Understanding and predicting pedestrian behavior can give the
AVs sufficient time to plan safe trajectories.
This dissertation characterizes the relationships between pedestrian behavior, AV
behavior, and pedestrian trust in the AVs and develops models of pedestrian and AV
behaviors for safe and trustworthy navigation. The four primary contributions of this
dissertation are stated below.
7.1 Contributions
1. C1: Characterization of how driving behavior and vehicle type affect pedestrian’s
trust in AVs.
The first main contribution of this dissertation is the characterization of the
role of driving behavior and vehicle type (HDV or AV) on pedestrian trust and
pedestrian behaviors. We conducted two user studies to investigate pedestrian
interaction with AVs, which are described in Chapter III and in [33, 34]. The
first user study investigated the effects of driving behavior and crosswalk type
on pedestrian trust and behavior, and the findings can be summarized as fol-
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lows. Similar to current research [18, 19], we found that AV intent can be
deduced from their behaviors. Pedestrian trust and behaviors are influenced
by AV driving behavior. More trust elicited observable trusting behaviors from
the pedestrians, such as reduced gaze at AVs, increased walking speed, and
increased waiting time before crossing. However, the influence of AV driving
behavior on pedestrian trust and behavior is applicable only at unsignalized
crosswalks. The second user study investigated the effects of vehicle type on
pedestrian trust, and the findings can be summarized as follows. Pedestrians
have different expectations towards AVs than HDVs, resulting in different pedes-
trian trust for AVs compared to HDVs. Pedestrians’ trust in the AVs increases
with each subsequent interaction.
The findings from these two user studies were instrumental in developing pedes-
trian behavior models and AV control algorithms which are the subsequent
contributions in this dissertation.
2. C2: Development of an explainable and computationally efficient long-term
model for multimodal pedestrian behavior.
The second contribution of this dissertation is the development of an explainable
and computationally efficient pedestrian behavior model that is suitable for
long-term multimodal predictions. As described in Chapter IV and in [35, 36],
a pedestrian behavior model based on hybrid automata theory was developed
and validated on two datasets — one collected from the VR study discussed
in Section 3.2.3.4 and the other is the inD dataset that captured pedestrian-
HDV interactions in the real-world [37]. Compared to baseline methods, the
developed model better predicted long-term multimodal pedestrian trajectories.
3. C3: Extension of pedestrian behavior model incorporating interactions among
multiple pedestrians.
The third contribution of this dissertation is the development of a method that
efficiently incorporates the effects of pedestrian interaction with neighboring
pedestrians. As described in Chapter V, the pedestrian modeling framework de-
veloped in Chapter IV was extended to incorporate pedestrian interactions with
neighboring pedestrians. The extended model was validated on the diverse and
large-scale nuScenes dataset containing real-world interactions between pedes-
trians and vehicles [40]. Further, we identified a limiting interaction region for
pedestrians beyond which pedestrian behavior is not significantly affected by
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other pedestrians, which could be used to identify relevant neighboring pedes-
trians by the AVs.
4. C4: Development of a behavior-aware controller
The fourth contribution of this dissertation is the development of an AV con-
troller for safe and trustworthy motion planning that incorporates the predic-
tions from the pedestrian behavior models. The controller demonstrates the
ability to design driving behaviors that the pedestrians can potentially un-
derstand, facilitating safe and trustworthy navigation. The development of a
behavior-aware controller based on MPC framework is discussed in Chapter VI
and published in [30, 41].
7.2 Limitations
This dissertation has explored modeling pedestrian and control of AV behaviors
for safe and trustworthy pedestrian-AV interactions. However, several limitations
remain related to all the contributions.
The user studies discussed in Chapter III were conducted in both virtual and
real-world environments. A limitation is that the studies explored the interaction
between only one pedestrian and one or more approaching vehicles. However, as
described in Section 2.4, there are multiple pedestrians and multiple vehicles in the
real world. Another limitation is that the studies were conducted either in simulated
or controlled real-world environments that do not capture the realistic traffic behavior
on urban streets. While several studies suggest similarities in pedestrian behavior in
the simulators and the real world [146, 186], reproducing the conditions of real-world
driving, particularly the risks involved, is challenging. Thus the conclusions and
results presented in this dissertation should be validated on actual AVs operating in
real-world traffic conditions.
A major limitation for the pedestrian behavior model is that the model assumes
that pedestrians always use the crosswalk to cross. Though this enables the simplifi-
cation of the problem and is valid in most instances, it does not consider jaywalking
pedestrians and may pose serious safety concerns. One way to incorporate jaywalk-
ing pedestrians is to consider their behavior as an anomalous behavior for which the
AVs can take conservative actions such as stopping. Another limitation is that the
pedestrians are assumed to travel at a constant velocity within a particular discrete
state. Though constant velocity dynamics are found to be valid in many cases [153], it
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could result in producing intersecting trajectory predictions when there are multiple
pedestrians in the scene. However, the modeling framework is flexible to accommo-
date other types of continuous motion models that can avoid collisions, such as social
forces models. Integrating these models in the hybrid automata framework to pro-
duce collision-free trajectories can be a valuable direction for future work. Another
limitation is that the models do not consider contextual elements such as traffic signs,
signals, etc., or individual attributes such as age, gender, etc. While these factors can
improve the behavior predictions, they also increase model complexity as obtaining
and processing such data can be computationally expensive.
The behavior-aware model predictive controller (B-MPC) was validated on a sim-
ple interaction scenario where the vehicle calculated only its longitudinal dynamics.
More complex scenarios involving intersections, curvy roads, etc., are more represen-
tative of real-world conditions. Another limitation is that the controller used the most
probable predictions from the pedestrian behavior model. This could be extended to
include probabilistic predictions using techniques such as chance-constrained opti-
mization.
The B-MPC was safer than the baseline controller as it had higher gap times
and distance to pedestrians than the baseline controller. While this can improve a
pedestrian’s perception of AV safety, the AVs can still collide with the pedestrians due
to unexpected pedestrian behaviors (dynamically changing environment). A recent
approach is to identify trajectories that prove that the AVs did not take actions
that could have potentially resulted in a collision, i.e., they are not at fault even in
the case of a collision [10, 187]. While perceived safety primarily affects pedestrian
behaviors and response to AVs, the AVs should demonstrate provably safe not-at-
fault behaviors to minimize collisions and further improve safety. This, however, is
currently not addressed in this research and is a limitation.
7.3 Future work
While several limitations and research questions can be identified for the main
contributions of this dissertation, three potential research directions that can leverage
the work in this dissertation are described in this section.
7.3.1 Anomalous pedestrian behavior detection
In this dissertation, common and rational pedestrian behavior was modeled. How-
ever, in the real world, not all pedestrians engage in rational behaviors. Some pedes-
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trians may engage in anomalous and potentially dangerous behaviors such as jay-
walking, thereby reducing traffic safety. Early identification of anomalous behaviors
thus allows the vehicles to take corresponding actions that could significantly improve
traffic safety.
Using the prediction models we developed in this project, we could develop meth-
ods to identify anomalous pedestrian behaviors. Anomalies have been identified in
pedestrian motion by observing deviations from the continuous predicted trajectories
[74, 188]. We could explore anomalies in discrete, continuous, and a combination
of discrete and continuous states. For example, a discrete state transition directly
from Approach to Cross could indicate a jaywalking pedestrian, and a transition from
Cross to Wait or Approach could indicate pedestrians who are in and out of the road
confusing the oncoming vehicles. More commonly, a comparison of the predicted and
actual trajectories would give a measure of deviation. This deviation could occur due
to two reasons — the model uncertainty and anomalous pedestrian behavior. The
model uncertainty should result in a lower deviation than an anomalous pedestrian
behavior, and thus the deviation can be used to identify anomalous behaviors.
7.3.2 Formalizing human-robot interaction
Although the models developed in this dissertation have improved performance,
they do not come with formal guarantees. People are more likely to trust and deploy
AV controllers that are formally verified and provide some safety guarantees. Re-
cently, researchers are focusing on formalizing human-robot interaction (HRI) [189,
190]. Formalizing AV interaction with pedestrians and other road agents can enable
the creation of trustworthy AVs and support explicit reasoning about their opera-
tion domain, and the context of guarantees [190]. The hybrid automaton structure
of the pedestrian behavior models enables formalizing pedestrian behaviors through
temporal logic specifications.
A similar hybrid automaton framework can be developed for the AVs and other
vehicles and cyclists and explore the interactions between multiple AVs and multiple
kinds of human road agents. The framework enables representing AV intent as a
sequence of discrete states or linear temporal logic specifications. Further, AV safety
verification can be done using model checking, reachability analysis tools, etc. A
major implication of formalizing pedestrian-AV interactions is the ability to provably
verify safe AV trajectories enabling not-at-fault driving by the AVs.
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7.3.3 Trust-based decision making
The first contribution of this dissertation characterized the relation between AV
driving behavior, crosswalk type, and pedestrians’ trust and trusting behaviors. These
relationships could be further explored under different situations varying in the amount
of risks similar to real-world situations. Trust between agents is required for smooth
coordination. For example, when multiple safe trajectories are possible for the AV,
choosing the trajectory that might increase trust can improve coordination between
the road agents. Pedestrian trusting behaviors, such as their gaze at vehicles, can be
used to estimate the trust of the pedestrians in real time. The estimated trust could
be used in an optimization-based decision-making framework to choose AV behaviors
that are both safe and trustworthy.
7.4 Outlook and impact
This dissertation developed computationally efficient pedestrian behavior models
and an AV planning method suitable for real-time planning. These models and meth-
ods extend the knowledge on safe and trustworthy interaction between humans and
robots, particularly applicable to pedestrians and AVs. The relationships character-
ized in Chapter III between pedestrian trust in AVs, pedestrian trusting behaviors,
and several behavioral and environmental factors will aid in choosing AV behaviors
that could improve trust.
The multimodal predictions obtained from the pedestrian model (discussed in
Chapters IV and V) are driven by the pedestrian’s intents and decisions. This will
enable the AVs to calculate trajectories that avoid potential collisions and reason
about the intents of the pedestrians while taking into account the AV’s intent. The
predictions can also serve as a means to identify anomalous pedestrian behavior,
thereby avoiding any potentially harmful interactions. Though the models require
map information, the information is encoded to easily be transferable to new envi-
ronments with similar map elements (crosswalks, sidewalks, and lanes), making the
models generalizable. Because of this, the models would require minimum re-training
when deploying to new environments.
The AV planning method will enable AVs to plan for long durations preemptively.
Thereby, the resulting AV behavior will not be overly conservative. Further, the AV
will have sufficient time to choose paths that are not only safe but also potentially
trustworthy. In addition to improving safety, the proposed approach would improve
traffic flow as highly conservative driving behavior is unpredictable and disrupts traf-
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fic [191]. In addition to reducing fatality, the proposed research through accurate
road agent behavior predictions and efficient interactive AV planning could directly
improve the overall safety of transportation by reducing the number of non-fatal
crashes. This makes commuting more productive and comfortable and indirectly im-
proves the accessibility of transportation to everyone, promoting the acceptance and






A.1 Latin Square Design
The standard Latin square design we employed in the study is given below, with
the six treatment conditions Defensive unsignalized (A), Normal unsignalized (B),
Aggressive unsignalized (C), Defensive signalized (D), Normal signalized (E), and
Aggressive signalized (F). Each condition appears exactly once in each row and once
in each column, which resulted in a set of six condition sequences. The set was
designed such that every treatment condition appears exactly once before and once
after every other condition. The set was repeated five times to get thirty condition
sequences for the thirty participants in the study.
 Order of treatment conditions 
Subject 
Number 
1st 2nd 3rd 4th 5th 6th 
1 A F B E C D 
2 B A C F D E 
3 C B D A E F 
4 D C E B F A 
5 E D F C A B 
6 F E A D B C 
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A.2 Post-Treatment Trust Questionnaire
The below questionnaire has been adapted from [133], which examines trust in
automation.
Please indicate the extent to which you believe the autonomy has each of the fol-
lowing traits (from 1 representing “none at all” to 7 representing “extremely high”).
1. Competence: To what extent did the autonomous cars perform their function
properly i.e. recognizing you and reacting for you?
2. Predictability: To what extent were you able to predict the behavior of the au-
tonomous cars from moment to moment?
3. Dependability: To what extent can you count on the autonomous cars to do its
job?
4. Responsibility: To what extent the autonomous cars seemed to be wary of their
surroundings?
5. Reliability over time: To what extent do you think the autonomous car’s actions
were consistent throughout the interaction?
6. Faith: What degree of faith do you have that the autonomous cars will be able to
cope with all uncertainties in the future?
A.3 Simulator Sickness Questionnaire (SSQ)





Sensation 0 1 2 3 
General Discomfort None Slight Moderate Severe 
Fatigue None Slight Moderate Severe 
Headache None Slight Moderate Severe 
Eye Strain None Slight Moderate Severe 
Difficulty focusing None Slight Moderate Severe 
Increased salivation None Slight Moderate Severe 
Sweating None Slight Moderate Severe 
Nausea None Slight Moderate Severe 
Difficulty concentrating None Slight Moderate Severe 
Fullness of head None Slight Moderate Severe 
Blurred vision None Slight Moderate Severe 
Dizzy (eyes open) None Slight Moderate Severe 
Dizzy (eyes closed) None Slight Moderate Severe 
Vertigo None Slight Moderate Severe 
Stomach awareness None Slight Moderate Severe 
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son, and Stas Krupenia. “Communicating intent of automated vehicles to
pedestrians”. In: Frontiers in psychology 9 (2018), pp. 1336–1352.
[56] Karthik Mahadevan. “Communicating Awareness and Intent in Autonomous
Vehicle-Pedestrian Interaction”. In: Proc. 2018 CHI Conf. Human Factors
Computing Syst. 2018, p. 429.
137
[57] Debargha Dey and Jacques Terken. “Pedestrian interaction with vehicles: roles
of explicit and implicit communication”. In: Proceedings of the 9th interna-
tional conference on automotive user interfaces and interactive vehicular ap-
plications. 2017, pp. 109–113.
[58] Anantha Pillai. “Virtual reality based study to analyse pedestrian attitude
towards autonomous vehicles”. MA thesis. KTH Royal Institute of Technology,
2017, p. 14.
[59] Henri Schmidt, Jack Terwilliger, Dina AlAdawy, and Lex Fridman. “Hacking
nonverbal communication between pedestrians and vehicles in virtual reality”.
In: arXiv preprint arXiv:1904.01931 (2019).
[60] Mark Meeder, Ernst Bosina, and Ulrich Weidmann. “Autonomous vehicles:
Pedestrian heaven or pedestrian hell”. In: 17th Swiss Transport Research Con-
ference. 2017, pp. 17–19.
[61] Adam Millard-Ball. “Pedestrians, autonomous vehicles, and cities”. In: Journal
of planning education and research 38.1 (2018), pp. 6–12.
[62] Victor Malmsten Lundgren, Azra Habibovic, Jonas Andersson, Tobias Lagström,
Maria Nilsson, Anna Sirkka, Johan Fagerlönn, Rikard Fredriksson, Claes Ed-
gren, and Stas Krupenia. “Will there be new communication needs when in-
troducing automated vehicles to the urban context?” In: Advances in human
aspects of transportation. Springer, 2017, pp. 485–497.
[63] Dirk Rothenbucher, Jamy Li, David Sirkin, Brian Mok, and Wendy Ju. “Ghost
driver: A field study investigating the interaction between pedestrians and
driverless vehicles”. In: 25th IEEE Int. Symp. Robot Human Interactive Com-
mun., RO-MAN 2016. 2016, pp. 795–802. isbn: 9781509039296. doi: 10.1109/
ROMAN.2016.7745210.
[64] Raphael Zimmermann and Reto Wettach. “First step into visceral interaction
with autonomous vehicles”. In: Proceedings of the 9th International Conference
on Automotive User Interfaces and Interactive Vehicular Applications. 2017,
pp. 58–64.
[65] John D Lee and Neville Moray. “Trust, self-confidence, and operators’ adap-
tation to automation”. In: International journal of human-computer studies
40.1 (1994), pp. 153–184.
[66] John D Lee and Katrina A See. “Trust in automation: Designing for appro-
priate reliance”. In: Human factors 46.1 (2004), pp. 50–80.
138
[67] Victor Riley. “Operator reliance on automation: Theory and data”. In: Au-
tomation and human performance: Theory and applications (1996), pp. 19–
35.
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