WORKING STATE PREDICTION BASED ON MARKOV CHAIN FOR OPTIMIZING NETWORK PERFORMANCE IN LLNs by Zhang, Lele et al.
Technical Disclosure Commons 
Defensive Publications Series 
August 2020 
WORKING STATE PREDICTION BASED ON MARKOV CHAIN FOR 






Follow this and additional works at: https://www.tdcommons.org/dpubs_series 
Recommended Citation 
Zhang, Lele; Sheriff, Akram; Li, Chuanwei; Zhao, Li; and Xia, Yajun, "WORKING STATE PREDICTION BASED 
ON MARKOV CHAIN FOR OPTIMIZING NETWORK PERFORMANCE IN LLNs", Technical Disclosure 
Commons, (August 11, 2020) 
https://www.tdcommons.org/dpubs_series/3515 
This work is licensed under a Creative Commons Attribution 4.0 License. 
This Article is brought to you for free and open access by Technical Disclosure Commons. It has been accepted for 
inclusion in Defensive Publications Series by an authorized administrator of Technical Disclosure Commons. 
 1 6507 
WORKING STATE PREDICTION BASED ON MARKOV CHAIN FOR 
OPTIMIZING NETWORK PERFORMANCE IN LLNs 
 








The proposed technique attempts to recognize and predict the working state of a 




Considering the cost of large-scale (up to millions) wireless mesh networks 
(WMNs), such as 6TiSCH, CG-Mesh, or Wi-SUN-based WMNs, these networks all use 
half-duplex wireless nodes as basic components.  That means a node is available to be 
connected by neighbors only if it is in receive (Rx) mode.  Consequently, a requester in a 
WMN needs a destination responder to be operating in Rx mode when it wants to initiate 
a transmission.  Unfortunately, the requester has to assume the destination node is always 
in Rx mode, because the requester has no visibility into the exact state of the responder.  
Carrier Sense Multiple Access/Collision Avoidance could help to avoid collisions among 
neighboring requesters at the same time, but it provides no benefit when the destination 
node is not in Rx mode (e.g., such as when the destination node is in transmit (Tx) mode 
or sleep mode).  If the requester fails to get an acknowledgement from the responder, it 
will set a back-off window for retransmission because the requester thinks this is a collision 
error rather than inapposite transmission time.  This type of mistake could lead to frequent 
changes of link quality metrics (e.g., Expected Transmission Count (ETX)/RANK) 
between pairs of nodes (i.e., parent-child), even resulting in changeable topology among 
many neighbors. 
Additionally, it is meaningful to know which mode a node is in (e.g., sleep/low-
power mode), because a high-level node can make different policies/strategies according 
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to the practical situation.  For example, if the terminal destination node is in sleep mode, it 
would be desirable to cache transmitted packets on a proxy device.  Otherwise, the 
messages could be received as soon as possible by the destination node rather than being 
unnecessarily buffered. 
Some deterministic networking (det-net) solutions suggest that each node have a 
pre-determined schedule for switching among Rx/Tx/Sleep modes, and broadcasting that 
schedule in the neighborhood periodically.  This approach may be useful in the case of 
small-scale deployments, but it is not suitable for large-scale implementation.  The well-
known advantages of WMNs being stable, self-healing, and autonomous can help WMNs 
to work well in a low-power and lossy environment. If there is too much human 
interference, it is not very efficient when concurrent traffic occurs. 
The described technique addresses the aforementioned problems by attempting to 
predict/recognize the state of reachable destination nodes using a Markov Chain method in 
LLNs.  A Markov Chain is a stochastic model describing a sequence of possible events in 
which the probability of each event or state transition depends only on the state attained in 
the previous event rather than other states at one moment.  For example, today's whether 
(e.g., rain or clear) depends only on yesterday's record and not on the weather on any other 
days.  The following formula simplifies the understanding of this concept.  If it is assumed 
that there exists a state sequence {..., xt-2, xt-1, xt, xt+1, ...}, according to Markov Chain theory, 
the state of xt+1 is just dependent on state xt, which is as shown as below. 
 
Using weather as an example, assume there are only three types of weather to 
simplify the model:  Clear, Cloudy, and Rain.  Each type of weather can transform to 
another with a specific probability, e.g., Clear changes to Cloudy with a probability of 2.5%.  
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Fig. 1 – Weather State Machine Diagram 
 
 
The core of the Markov Chain is the transition matrix P shown in equation (2).  Say the 
initial state of the above example is t ={0.1,0.2,0.7}, meaning that the probability that the 
weather is Clear is 10%, Cloudy is 20%, and Rain is 70%.  Then, the future probability 
distribution state with matrix P can be calculated via convergence.  By carrying out the 
following recursive operation 25 times,  
 
4
Zhang et al.: WORKING STATE PREDICTION BASED ON MARKOV CHAIN FOR OPTIMIZING NET
Published by Technical Disclosure Commons, 2020
 4 6507 
 
the final output is: 
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To the third decimal place, the result is convergent to [0.624, 0.312, 0.0625] after 18 
iterations.  Using a different initial state t0, such as [0.2, 0.3, 0.5], and continuing to run the 
same functions as shown above, the output is as follows: 
 
Here again, the result is convergent to [0.624, 0.312, 0.0625] after 18 iterations.  It can be 
shown that the model's final probability result is stable and convergent if it can meet the 
following requirements: 
1. all available states are known and countable; 
2. the transition matrix P is fixed; and 
3. any state can transfer to another state bi-directionally. 
 
6
Zhang et al.: WORKING STATE PREDICTION BASED ON MARKOV CHAIN FOR OPTIMIZING NET
Published by Technical Disclosure Commons, 2020
 6 6507 
In the novel technique proposed herein, it is assumed that there are three states that 
nodes can adopt in LLNs:  Receiving (R), Transmitting (T); and Sleep/Low power (S) 
modes.  To determine the transition matrix P for each node, a time frame is divided into 
many short time segments or "slots" of equal duration, as shown in Fig. 2.  It is assumed 
that only one state exists in each segment, e.g., slot N can be only one of Rx/Tx/Sleep mode 





Each LLN node generates the matrix P using statistics.  Fig. 3 shows the probability 
diagram for the model, where S1 represents Rx, S2 represents Tx, and S3 represents Sleep 
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Based on this figure, the symbol P represents the transition probability from state Si to Sj, 
resulting in the following transition matrix. 
 
According to the proposed scheme, matrix information can be embedded/injected 
into the Destination-Oriented Directed Acyclic Graph (DODAG) Information Object 
(DIO) message of the Routing Protocol for Low-Power and Lossy Networks (RPL), and 
each device (node) broadcasts this information periodically to its neighbors.  This approach 
is believed to be the most economic way to inform other nodes about this information, 
because DIOs already exist to maintain LLNs based on RPL.  Additionally, a broadcast 
type message is employed rather than a unicast message (i.e., NA or any other L2 frames, 
based on IEEE 802.15.4).  As is well known, broadcasting can save bandwidth and reduce 
time delays in neighborhood communications.  The matrix option can be added using the 
following format: 
 
The following message formatting rules can be used:  
1. Type indicates the type of matrix, such as 0x58, 0x86 and so on, but could be 
an existing value used in RPL. 
2. The next 9 bytes contain the matrix values in order, each octet representing one 
entry in the matrix. 
3. A single octet can represent values up to 256, but the probability P is given as 
a percent.  To make use of the byte, the probability value P is represented by 
the value P∗256 rather than the original value.  For example, if the actual 
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probability P is 0.9, the value in the octet will be set to 230 (0.9*256) within 
the matrix option packet. 
4. If any node receives a DIO message from a neighboring node, it will update the 
matrix information with the neighboring information table. 
  As previously demonstrated, a Markov Chain has the property of convergence 
whereby, regardless of the initial state (S1, S2, S3), the state probabilities converge to stable 
values after several iterations.  Because the average period of DIO message propagation is 
long enough to operate with the segmented time slots shown in Fig. 2, the node can use the 
latest matrix information to generate stable, convergent probabilities of the three states 
(Rx/Tx/Sleep). 
Once a node has the P and S information of its neighbors, it can generate the 
probability sequence of target neighbors (e.g., parent/child node).  For example, if a source 
node needs to transmit packets to its preferred parent (destination) node, it will initially 
make an attempt to transmit to the destination node.  If the source node receives an echo 
from the destination node, the source node has confirmation that destination node is 
currently in a receiving "R" time slot, and it can generate a state sequence for future time 
slots, as shown in Fig. 4 in the top sequence.  Otherwise, the current time slot is assumed 
to be a transmitting "T" slot or a sleep "S" slot, and another most probable state sequence 
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The source node intends to generate the most probable state sequence for the  
destination node according to the last known state.  If it detects any error (e.g., one slot is 
assumed to be "R" but it is determined to be "T" or "S"), the new sequence will be corrected 
accordingly.  This ensures that the most probable state sequence will be as accurate as 
possible. 
According to the proposed scheme, the nodes of a LLNs act according to the 
predicted states of a target destination node.  For example, if a source node wishes to send 
message frames to another node, it will attempt to use slots of the destination node's time 
sequence that are predicted to be "R" slots. Further, proxy nodes cache low power nodes' 
configurations when they are predicted to be in "S" mode. 
In some cases, nodes of LLNs may have only two states: receive "R" and transmit 
"T."  The proposed methodology is still valid provided the "S" mode is removed from the 
model, and all of the above-described aspects of the scheme are similarly implemented.  
According to another embodiment, an energy consumption pattern can be derived 
from a 6LLN node's state transition for every state (Tx, Rx or IDLE/Sleep), as per Figs. 1 
and 2, based on the Eigen Transformation and Markov Chain (MC). Only during an 
optimum energy threshold range as used by a 6LLN node can the state Transition (as per 
the Markov Chain model above) be permitted to occur. This mechanization gives energy 
utilization performance improvement for the battery-powered 6LLN node.  
The comparative performance improvement provided by the proposed technique 
can be appreciated by considering traditional LLNs in which devices have difficulty 
connecting to a destination node due to the uncertainty of the destination node's state.  This 
predicament results in numerous failures and efficiency loss due to many back-off retries.  
For example, consider a particular node that is in the "R" state only 50% of the time.  Each 
time a neighboring node wants to send packets to this destination node, 50% of the time 
the packets will be successful delivered, and the other 50% of the time delivery will failed, 
resulting in the need for retransmission after a back-off window.  Considering the impact 
round by round, it can be seen that, on average, each packet will be sent twice, according 
to the formula: 
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According to the proposed scheme, the probability of failed delivery can be reduced 
to 40% or even 30%, which reduces the loss resulting from retransmission. 
 
 
Millions devices are generally in LLNs deployment; thus, any minor improved 






Defensive Publications Series, Art. 3515 [2020]
https://www.tdcommons.org/dpubs_series/3515
