Abstract: This paper discusses the problem of human motion analysis from inertial sensor (accelerometer and gyroscope) data, which is the time sequence data obtained from human motion. The inertial sensors are widely used in the wearable sensing field for understanding human activities. Human motion can be divided into simple movements, such as swinging the arms or legs. These simple movements are fundamentally periodic, and they can be modeled with dynamical systems having periodic attractors. On the other hand, more complex motion like walking can be represented as a sequence of simple movements. To address the problem of analyzing human motion data, we propose a new framework based on a dynamical system. The human motions observed by the inertial sensors are divided into simple movements, and they can be often described as periodical signals. The periodical signals are described by a dynamical system, which can store the periodical or transitional trajectory in a state space by using basin of attraction. The attractors abstract a kind of proto-symbol. The dynamical system having periodical attractors is shown to characterize human motion effectively by exploiting spatiotemporal continuity, because it describes the flow of its transitions into the state space. Moreover, in the designed symbol space from the attractors, the information of human motion dynamics is described in the placement of the points. Thus, each point or transition between points in the symbol space corresponds to a specific type of motion; it can act as a notation method of motion characteristics.
INTRODUCTION
Human motion analysis is fundamental approach with a wide field of application, such as medicine, sports, and security/safety monitoring. Two main approaches are used for human motion analysis: non-contact sensing and wearable sensing. In the non-contact approach, movements of a subject are usually captured using camera, magnetic and ultrasound systems. These systems allow complete threedimensional kinematics of whole body motion. However they required a dedicated space for measurements, time used for the analysis, and also the cost of equipment. These constraints have limited the analysis object to specific human activities. On the other hands, the wearable sensing approach can acquire motions and postures by using such sensors as body-worn accelerometers, gyroscopes and microphones. This approach does not require specific environment for acquiring human body motion, i.e., being indoors or outdoors.
This paper discusses the problem of human motion analysis from inertial sensors (accelerometer and gyroscope)
This work was supported in part by Global COE Program "Frontiers of Intelligent Sensing" from the Ministry of Education, Culture, Sports, Science and Technology, Japan. data, which involves the time sequence data obtained from human motion. The inertial sensors are widely used in wearable sensing field for understanding human activities. Our goal is to create a skill transfer system that illustrates characteristics of our motion in daily activities such as car driving, sports, and health-care training.
Backgrounds
The advantages by using inertial sensors are that the data are unaffected by occlusion or changing in light conditions which can affect digital camera images. The collected data can also be used to recognize human behavior in daily life. For example, Bao and Intille (2004) have developed algorithms to detect daily activities of standing, walking, climbing up/down stairs and brushing teeth, from small biaxial accelerometers under naturalistic conditions. And, Ravi et al. (2005) have reported the procedures of activity recognition, in which many approaches have been formulated as a classification problem.
We are interested in exploring ways of motion description for representing the skill of human motion. In other words, a way of notating the motion characteristics of subjects is required. For instance, Tada et al. (2008) have proposed a method for direct measurement of driving behavior by using wireless triaxial accelerometers attached on the driver's wrists in a vehicle. Their method can point out anomalies in driving behavior characteristics to novice drivers.
To obtain the notation method of motion characteristics, some methods of abstraction of motion are needed. The methodologies of abstraction of motion based on dynamical systems have been discussed in the field of intelligent robotics. Inamura et al. (2004) have developed a learning system that is capable of both behavior cognition and generation using the proto-symbol and mimesis framework. Okada et al. (2002) have proposed a dynamics-based information processing system that encodes sensory data of a humanoid robot in fewer dimensions by using attractors.
Our approach
The human motion can be divided into some simple movements, such as arm or leg swings. These simple movements are fundamentally periodic, and they can be modeled with dynamical systems having periodic attractors. On the other hand, more complex motion like a walking can be represented as a sequence of the simple movements. To address the problem of analyzing the human motion data, we propose a new method based on a dynamical system. In this approach, the inertial sensor's data is abstracted through the attractor representation. Furthermore, a symbol space, which is a map to characterize the human motion, is designed from the attractors.
In section 2 of this paper, we introduce a design procedure of dynamical systems for extracting the symbols from signals of motion measured by the inertial sensors. In section 3 we present a procedure of our method for human motion analysis based on the designed dynamical systems.
In section 4 we demonstrate an example of the motion abstraction in upper limb movement by using the proposed method. Finally, conclusions and remarks in this paper are given in section 5.
DYNAMICAL SYSTEMS DESIGN
In this section, we describe an abstraction method of human movements by using attractors of nonlinear dynamics. The dynamical system encodes time-sequence data of a motion as an attractor. The encoding procedure includes defining a vector field in a state space, and finding a matrix of linear maps from the state space to a symbol space. In the following section, note that R n denotes real n-dimensional space, a ∈ R n means the n-dimensional column vector, and a means the transpose of a, respectively.
Definition of Vector Fields
Consider n time-sequences of a human motion M, which are observed from inertial sensors at every sample time t. Let a vector consisting of n values at sample time t bê x t ∈ R n . Then, the motion M consists of the sequence of x t defined as follows:
For each sequence in X, let the i th sequence of length T be x i ∈ R T . Note that we assume that x i is the sequence of a T -length cyclical signal having a period such as the signal shown in Fig. 1 (a) . Then the set of periodic sequence X draws a closed curve in n-dimensional state space such as the Fig. 1 (b) . To design the dynamical systems with the closed curve line of X as an attractor, we consider the discrete time dynamics as the following difference equation:
(1) Here, f (·) is a vector field in x-space, and it has an attractor on the closed curve line of X. According to the design procedure of the vector field proposed by Okada et al. (2002), we find the vector function f (·) in (1) by the following procedure.
(1) Define both a representative point η i and a vector field f (η i ) around the samplex j , that is a point on the closed curve of X. Let the vector t 0 perpendicular to the linex j+1 −x j be the unit normal vector. Define the following two vectors for the vector t 0 .
Here α and β are control parameters for adjusting the domain of the vector field definition. And the vectors η i and η i shown in Fig. 2 are represented by the following equations:
From the above equation, the vector f i (η i ) corresponding to the vector η i is as follows:
(2) For eachx j , iterate finding γ j vectors η i that are arranged on the spherical surface of radius t , which is centered onx j perpendicular to the linex j+1 −x j . (2) Define both η i and f (η i ) in (2) for all pointsx j , j = 1, . . . , T on the closed curve. Then we obtain the L vector pairs
f (η i ) by using the polynomial approximation of η i as follows:
where φ(x) is a function to expand the vector x ∈ R n in a l-order polynomial, Θ ∈ R n×r is a coefficient matrix corresponding to the function φ. Note that r is the dimension number of the polynomial function φ. For example, when n = 2 and the order l = 2, the function φ(·) is defined as follows: In this case, the dimension number of the function φ is r = 6. (4) Find the vector notation of (3) as follows: F = ΘΦ, where
Then, the coefficient matrix Θ in (3) can be obtained from the following equation:
where A # represents the pseudo inverse matrix of A, which can be solved by using the method of least squares.
For the signals in Fig 1 (a) , their vector fields shown in Fig. 3 are defined by using the above procedure.
Symbol Space Design
In the previous section, the signals of motion M are parameterized as the matrix Θ in (4). The parameter Θ abstracts the motion M. To abstract the signals of several motions, such as an upper movement while driving an automobile, the spatially continuous space, the symbol space that has been proposed by Okada and Nakamura (2004) , are designed by the following procedures. Consider a set of patterns of the motions {M i }, i = 1, . . . , p. For the signals of the motion M i , draw the closed curve of X i into the state space. Then, design the dynamics with the polynomial configuration that has the attractor on the X i . Here, we assume the following relationship between the set of the parameter Θ i and its decomposition. ⎡
where I is unit matrix, and the vectors {Θ (1) Rewrite the parameter Θ i as follows:
where θ i,k ∈ R 1×r , and then, define the following matrix for
Compute the singular value decomposition ofΘ
where U 1 U 1 = V 1 V 1 = I is the unit matrix. If (7) satisfy both sσ 1 ≥ · · · ≥ σ q ≥ 0 and σ q σ q+1 , then the following equation can be obtained: 
In the q-dimensional symbol space, the parameter Θ i is represented by the following vector as a point into the q-dimensional space:
Through the above procedure for the set of the parameters {Θ i }, the symbol space is designed.
HUMAN MOTION ANALYSIS
In this section, we propose a new method for analyzing human motion by using periodic attractors. By considering the structure of the human skeletal it can be concluded that human motion has many periodic activities. The signals observed from these activities by using inertial sensors including accelerometers and gyroscopes are also The flow of our method shown in Fig. 4 consists of the following four parts:
(1) Collection of the the human motion data by using inertial sensors, (2) Extraction of periodic signals C i from the motion data, and construction of closed curves of X i from the each segmented motion C i , (3) Formation of periodic attractors for each X i , and design of the dynamical systems for each attractor, (4) Design of the symbol space from the designed dynamical systems.
This approach provides a modeling and symbolizing method that characterizes human motion. In the following paragraph, details of each part are explained.
Data Collection
To acquire human activities, we have constructed a measuring system shown in Fig. 5 . This system consists of both the commercial sensor modules (WAA-006, ATRPromotions Inc.) and its host computer. In each sensor module, triaxial accelerometer chips H30CD, yaw rate gyro chips IDG-400 and biaxial gyro chips XV-3500CB were installed. By using this system, the motions of a subject can be collected as both acceleration and angular velocity along with x, y, and z-axis of local coordinate on the sensor module. Then, the signals form one sensor module include six sequences; these are triaxial accelerations (a x , a y , a z ) and angular velocities (ω x , ω y , ω z ). In this paper, we applied this system to acquire upper limb activities, such as those of a vehicle driver shown in Fig. 5 (b) .
In Fig. 5 (b) , two sensors were mounted on both wrists using straps. All signals from the modules were sampled at 100Hz, and sent to the host computer from each sensor module via Bluetooth. Then, to remove high frequency noise, the signals were filtered by 3rd-order Butterworth LP filter with a cut-off frequency of 12.5Hz. 
Motion Feature Extraction
To segment the given signals into the similar periodic signals that represent each types of motion, the features of motion are extracted. Let a raw value in the ith time sequence at sample time j be s ij , where i = 1, . . . , N, j = 1, 2, . . . , and N is the number of time sequences. Firstly, the number of dimensions of the given signals was reduced from N to n by using principal component analysis (PCA; see e.g. Moore (1981) ). Then, let a value of the reduced signal beŝ ij , i = 1, . . . , n, j = 1, 2, . . . , where n ≤ N is satisfied. The reduction of the motion data by using PCA means identifying patterns in the data of low dimension. So, features were computed on sample windows
with 64 samples overlapping between consecutive windows for each i. Energy and standard deviations of the frequency-domain were extracted from the sliding window signals for eachŝ i (k).
The energy feature was calculated by using the square-root of sum of squares (SRSS) for each signalŝ i (k). The sum was divided by the window length for normalization. If s i (k) are the samples of window then the energy:
The energy feature was used to capture the certain postures and activities.
The standard deviations (SDs) of frequency-domain were computed by using wavelet analysis (see e.g. Mallat (1989) ). The decomposition of the samples of windowŝ i (k) Preprints of the 18th IFAC World Congress Milano (Italy) August 28 -September 2, 2011 using the 1st-order of Daubechies wavelet was performed at level−3, −4. Then, for each level −3 and −4, SD of the extracted detail coefficients from signalŝ i (k) was computed. These two features were used to identify the periodicity in the signals. Finally, the features at sample time k were given a total of 3 × n attributes for the windows.
Segmentation
Patterns of periodic signals were extracted from the observed motion data, which represent one type of motion. We divide the motion data into segmented motion data based on the similarity of motion features. Similar features are gathered in the same cluster by cluster analysis. We used quality threshold clustering (QTC) to cluster the similar features. QTC, which has been proposed by Heyer et al. (1999) , is a partitional clustering algorithm that does not predefine the number of clusters, and the algorithm always returns the same result irrespective of the initial values. The result of segmentation using QTC were giving periodic signals:
Dynamical Systems Design
The segmented motion C i draws closed curves into the state space. Then a common line onto the closed curves was extracted by the following procedure:
(1) Select a sample pointx j on the closed curve of C i . (2) Obtain the Euclidean distance between the selected pointx j and the all points on the closed curve. Select the K points within the neighborhood ofx j , and let the set of the selected points be expressed by N (j). (3) Compute the centroid of N (j):
Compute the average flow direction,v j , between the centroidx j and the pointx j :
and compute its force |v j | by the following equations:
(4) From (10)- (12), the point for the next step,x j,new , is obtained by the following equation:
return to the step 2. ifx j,new =x j or j ≥ T , then this is end of the procedure.
For each C i , the above extraction procedure is repeated. And then, the closed curves of X i corresponding to C i are obtained. According to the methods shown in section 2, we finally find the dynamics of Θ i for X i and design the symbol space from Θ 1 , Θ 2 , . . . .
EXPERIMENTAL RESULT
In this section, we demonstrate an example of our approach using simple movements. The movement of arm swinging included four patterns, and these patterns were changed every 10 seconds, which varied both the amplitude and the velocity as:
These motions were measured by two inertial sensors (WAA-006, N = 2 × 6) on the subject's wrists. And we obtained the interpolating closed curve of X ip between X k and X l as follows:
where {k, l} = {2, 3}, {3, 4}, {4, 5}. Then the closed curve provided a total of 21 × 3 sequences for the motion
We designed the dynamics Θ 1 , . . . , Θ 63 using the extracted closed curve, and also designed the symbol space from the parameters Θ 1 , . . . , Θ 63 as shown in Fig. 8 . The placement of the points {M 1 , M 2 } and {M 3 , M 4 } in Fig. 8 correspond to the certain postures of "little" and "full". And {M 1 , M 3 } and {M 2 , M 4 } correspond to the quickness of the motions "slow" and "quick". Thus, in the designed symbol space shown in Fig. 8 , the information of dynamics of human motion is described in the placement of the points. Moreover, the transitions between motions can be found in the lower-dimensional space.
CONCLUSION
We proposed a new framework based on dynamical systems for analyzing human motion in time sequence data. Our approach is unique in the way it represents human movement as a periodic attractor, and it symbolizes the movement characteristics of human motion by using the attractors. In our approach, the characteristics for each motion are expressed as the shape of attractors in the state space. Moreover, in the designed symbol space from the attractors, the information of dynamics of human motion is described in the placement of the points. Thus, each points or transitions between points into the symbol space correspond to a specific type of motion; it can act as a notation method of motion characteristics.
