Abstract. Images are highly complex multidimensional signals, with rich and complicated information content. For this reason they are difficult to analyze with a specific automated approach. However, a hierarchical representation is helpful for u nderstanding image content. I n this paper, we d escribe an application of a scale-space clustering algorithm (melting) for exploration of image information content. Clustering by melting considers the feature space as a thermodynamical ensemble and groups the data by minimizing the free energy, having temperature as a scale parameter. We develop clustering by melting for multidimensional data, and propose and demonstrate a solution for the initialization of the algorithm. Due to the curse of dimensionality, for initialization of clusters we choose the initial clusters centers with an algorithm that performs fast cluster center estimation with low computation cost. We further analyze the information extracted by melting and propose a structure for information representation that enables exploration of image content. This structure i s a tree in the scale space showing how the clusters m erge. Implementation of the algorithm is through a multi-tree structure. With this structure, we can explore the image content as an information mining function, we obtain a more compact data structure, and we have maximum of information in scale space because we memorize the bifurcation points and the trajectories of the centers points in the scale space. The information encoded in the tree structure enables the fast reconstruction and exploration of the data cluster structure and the investigation of h ierarchical sequences of image classifications. We demonstrate t h e effectiveness of the approach with examples using satellite multispectral image (SPOT 4) and Synthetic Aperture Radar (SAR) and Digital Elevation Models ( DEM) derived from SAR interferometry (SRTM).
Introduction 'DWD PLQLQJ DQG NQRZOHGJH GLVFRYHU\ DUH WKH SURFHVVHV RI DQDO\]LQJ GDWD IURP GLIIHUHQW SHUVSHFWLYHV DQG VXPPDUL]LQJ LW LQWR XVHIXO LQIRUPDWLRQ 7HFKQLFDOO\ GDWD PLQLQJ LV WKH SURFHVV RI ILQGLQJ FRUUHODWLRQV RU SDWWHUQV RI ILHOGV LQ ODUJH UHODWLRQDO GDWDEDVHV >@ ,Q WKLV DUWLFOH D PXOWLVFDOH LPDJH LQIRUPDWLRQ PLQLQJ PHWKRG LV SUHVHQWHG $ VLPLODU DSSURDFK ZDV SURSRVHG LQ >@ EDVHG RQ D KLHUDUFKLFDO LPDJH VHJPHQWDWLRQ 7KH PHWKRG SUHVHQWHG KHUH LV EDVHG RQ D FOXVWHULQJ E\ PHOWLQJ H[SORULQJ WKH VFDOH RI WKH LPDJH IHDWXUH VSDFH

Clustering
Clustering i s one o f the most important methods in Data Mining applications. Clustering of data is a method by which large sets of data are grouped into clusters having similar behaviour, or dividing a large data set into smaller data sets based on some similarity measure.
A clustering algorithm finds the centroid e.g. center of mass or center of gravity) of a group of data sets and determine cluster membership. Most algorithms evaluate a distance between a point and the cluster centroids. The output from a clustering algorithm is a statistical description of the clusters, the centroids and the number of components in each cluster.
The various clustering concepts available can be grouped into two categories, by the type of structure imposed on the data [1] :
+LHUDUFKLFDO FOXVWHULQJ 1RQKLHUDUFKLFDO FOXVWHULQJ 
Hierarchical clustering $ KLHUDUFKLFDO FOXVWHULQJ LV D VHTXHQFH RI SDUWLWLRQV LQ ZKLFK HDFK SDUWLWLRQ LV QHHGHG WR IRUP WKH VXEVHTXHQW SDUWLWLRQ LQ WKH VHTXHQFH 7KHVH PHWKRGV LQFOXGH WKRVH WHFKQLTXHV ZKHUH WKH LQSXW GDWD DUH QRW SDUWLWLRQHG LQWR WKH GHVLUHG QXPEHU RI FODVVHV LQ D VLQJOH VWHS ,QVWHDG D VHULHV RI VXFFHVVLYH IXVLRQV RI GDWD DUH SHUIRUPHG XQWLO WKH ILQDO QXPEHU RI FOXVWHUV LV REWDLQHG $Q LPSRUWDQW REMHFWLYH RI KLHUDUFKLFDO FOXVWHULQJ LV WR SURYLGH D SLFWXUH RI WKH GDWD WKDW FDQ EH HDV\ LQWHUSUHWHG VXFK DV D GHQGRJUDP $Q H[DPSOH RI KLHUDUFKLFDO FOXVWHULQJ LV WKH PHOWLQJ DOJRULWKP
Nonhierarchical clustering (partitional clustering)
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7KH VROXWLRQV FDQ EH FRPSXWHG E\ DQ LWHUDWLYH HTXDWLRQ 7KXV WKH VWUXFWXUH RI WKH PHOWLQJ DOJRULWKP LV
1. An initial high β is chosen and every data point is set as a cluster. 2. β is decreased gradually. 3. The mapping (2) is repeated N times or until the cluster converges. 4. If two or more clusters, which previously were distinct, share the same center, the set of data associated with the new cluster is the union of those with the original clusters. 5. If more than one clusters exist, go to 2.
Otherwise, stop. The information obtained by melting algorithm is:
• 
7KH VROXWLRQ IRU WKLV LV WR VSOLW WKH FRPSXWDWLRQ LQWR WZR VWHSV RIIOLQH ± JHQHUDWLQJ WKH WUHH LQIRUPDWLRQ VWUXFWXUH RQOLQH ± DQDO\]LQJ DQG H[SORULQJ RI LPDJH FRQWHQW VWRUHG LQ WKH WUHH LQIRUPDWLRQ • WKH FXUVH RI GLPHQVLRQDOLW\ DW DOJRULWKP LQLWLDOL]DWLRQ :H FDQ GHDO ZLWK WKLV LQ PDQ\ ZD\V )RU H[DPSOH &KRRVLQJ WKH LQLWLDO FOXVWHUV FHQWHUV UDQGRPO\ +RZHYHU LQ WKLV FDVH ZH FDQ ORRVH PXFK LQIRUPDWLRQ DERXW GDWD &KRRVLQJ WKH LQLWLDO FOXVWHU FHQWHUV ZLWK DQRWKHU DOJRULWKP VXFK DV WKH )DVW FOXVWHU FHQWHUV HVWLPDWLRQ´ ZKLFK ZLOO EH GLVFXVVHG LQ WKH QH[W VHFWLRQ 7KH VHFRQG ZD\ LV EHWWHU WKDQ ILUVW EHFDXVH ZH GRQW ORVH LQIRUPDWLRQ DQG ZLWK WKLV ZH KDYH D ORZ FRPSXWDWLRQDO FRVW EHFDXVH ZH EHJLQ RQO\ ZLWK IHZ GDWD SRLQWV DV D FOXVWHU DQG QRW ZLWK DOO GDWD SRLQWV
Fast Cluster Centers Estimation
Numerical gradient estimation methods may be used i n o r der to r e d u ce the computational demands of a class of multidimensional clustering algorithms, or may be used in a direct way to make an initial exploration of large data sets by evaluating the number of existing clusters.
Description of the Merging Gradient Estimation Algorithm
7KLV DOJRULWKP LV SUHVHQWHG LQ )R[ >@ Assuming that clusters are regions of relatively high point density within the data space, which is to say that the rate of change of points occurrence with respect to distance traveled in all directions of the space is relatively high, i.e. higher than the rate occurrence which would be e n countered i f a ll the points were uniformly distributed over all the space since this represents the maximum entropy case in which any cluster exists. Furthermore, clusters centers may then be considered as local maxima of such gradients. However, this local maxima of the gradient, i.e. marginal density, has to exhibit a value greater than the marginal density that would occur if all the points were evenly distributed. As an example the upper right graph of figure 1 shows the density of points repartition in a two dimensional space and the marginal densities on the two axes of synthetic Gaussian data.
The computational procedure is as follows: First, of the N dimensional Gaussian data X of n elements is read.
The next step is to sort the data for each of the N dimensions into ascending numerical order since traveling sequentially through sorted vectors corresponds to traveling along the different dimension axes.
( )
Define the vector C representing the cumulative sum of points encountered as one move along any of the sorted vectors s j.
The marginal density estimates in each direction may then be interpreted as the gradient of the N graphs generated by plotting C versus s j the figure 1 (upper left and lower right graphs). This exhibits the repartition of a Gaussian synthetic data for two dimensions of the feature space the marginal densities on two axes of this space and also the step functions C versus s j . However, to compute the gradients presented as well in these graphs a numerical differentiation from discretely sampled data is required. A simple but fast technique is applied here. It begins by filtering the sorted vectors s j in order to smooth out the raw data C versus s j curves. Hence, we obtain:
The smoothing window used here is a parameter that determinates the scale of Gaussian structures we will detect. The next step is the computation of the gradient estimates g j . It may then be obtained from the smoothed C versus g j curves according to the constructions.
The second equation computes the average point density that would exist if the data was uniformly distributed in all the space. The edges may be computed for the filtering and for the gradient estimates by the use of descending spans. Then all local maxima of the gradient estimates, which are above the average marginal density value, ha ve to be e xtracted. The final ste p is to select only the maxima that correspond to an existing data value in the n different dimensions. Of course, the correspondence to the original data has to be saved. These maxima correspond to the approximated centers of the clusters.
Algorithm Optimization
In order to reduce the computational time of a ''c l a s s i c a l '' s o r t i n g p r ocedure, a sorting routine of complexity N*n (number of dimension by number of data points) has been developed.
A last change is applied here in order to avoid centers of similar value. This can happen when irregularities remain after smoothing the data. The extra centers are simply removed.
)
LQDOO\ WKLV DOJRULWKP KDV FRPSOH[LW\ 1Q ZKDW LQ WLPH FRPSXWDWLRQ FRQVWLWXWH DQ DGYDQWDJH RQ IRU H[DPSOH WKH .0HDQV DOJRULWKP ZKLFK KDV FRPSOH[LW\ 1Q. ZKHUH . LV WKH QXPEHU RI FOXVWHU )XUWKHUPRUH WKH DOJRULWKP GRHVQW QHHG WR KDYH D IL[HG QXPEHU RI FOXVWHUV DV DQ LQSXW
Taking i n to a ccount t h e main q u ality of t h e algorithm, which i s the low computational cost, the results shows a good efficiency versus time consumed.
We tested this algorithm initially on 4 dimensional synthetic data composed of uniform distributed noise, and 3 Gaussian structures of different mean only in two dimensions in order to simplify the interpretation of the results. One of them has a larger variance.
The algorithm performance in finding the correct number of Gaussian structures with their precise center values in a reasonable amount of time consumption depends on the smoothing parameter discussed previously. This parameter influences the regularity of the gradient function and consequently the number of maxima detected. Moreover, if we use a large smoothing window to detect only the relevant Gaussian structures, the lost of precision on the centers value will make it impossible to find the correspondence of maxima between the different dimensions. On one hand, we will obtain, by a small smoothing window, a good detection of all the clusters but with many centers belonging to the same Gaussian and other insignificant centers resulting from noise. The bottom left plot in figure 1 illustrates this effect. On the other hand, we will obtain, by a large smoothing window (which means a greater time consumption), single center detection for each Gaussian structure. However, some structures, as Gaussian of greater variance or lower density, may not be detected and we will loose precision on the center's value. Currently, this parameter is estimated heuristically. However, a correct estimation of this parameter could be performed.
7KH LQDELOLW\ RI ILQGLQJ D JRRG HVWLPDWH RI WKH QXPEHU RI FOXVWHUV ZKHQ WKH VWUXFWXUHV DUH WRR GLIIHUHQW KDV OLWWOH FRQVHTXHQFH ZKHQ WKLV DOJRULWKP LV XVHG RQO\ WR LQLWLDOLVH D PRUH FRPSOH[ FOXVWHULQJ DOJRULWKP VXFK DV 0HOWLQJ DOJRULWKP
Enhanced Algorithm for Estimation of Number of Clusters 7KLV IDVW FHQWHU DOJRULWKP HVWLPDWRU PD\ DOVR EH XVHG WR H[SORUH ODUJH GDWD VHWV E\ HVWLPDWLQJ GLUHFWO\ WKH QXPEHU RI *DXVVLDQ VWUXFWXUHV H[LVWLQJ LQ WKH GDWD DQG WKHLU FHQWHU ¶V YDOXH :H DVVXPH WKH GDWD WR EH D PL[WXUH RI *DXVVLDQV 7KH SUREOHP WR EH VROYHG LV WR GHWHFW *DXVVLDQ VWUXFWXUHV ZLWK GLIIHUHQW YDULDQFHV GHQVLWLHV UHJXODULWLHV ZLWK RQO\ RQH PD[LPXP DVVRFLDWHG ZLWK HDFK RQH RI WKHP
Removing the Centers Which Migrate $ ZD\ WR IDFH WKLV SUREOHP LV WR REVHUYH WKH HYROXWLRQ RI WKH FHQWHUV YDOXH JLYHQ E\ WKH PHUJLQJ JUDGLHQW HVWLPDWRU DOJRULWKP ZKLOH ZH FRPSXWH WKHLU QHZ YDOXH
To compute them, we first create classes associated to each center value. Each class regroups the smoothed data that present a minimum distance to each center value. The new center's values are calculated as the gravity center of each class.
Let's suppose w e h a ve detected all the s tructures with at least one c enter associated by an appropriate smoothing window. We will observe after the computation of the new center values a fast migration of insignificant centers or centers which share the same Gaussian structure and divide it into more than one class.
These "extra centers" will move to the barycenter of the "unclustered mass". Therefore, the idea is to keep updating the centers, by removing those that migrate farther than a fixed limit, while we iterate the procedure describe above.
This procedure will end when no remaining center migrates farther than this limit. The choice of the migration limit depends on the topology of the smoothed data. We choose here a heuristic migration limit. However, an estimation of this parameter can be computed to optimize this choice.
Injection of an Attractor
To enhance the migration phenomena, uniformed distributed noise can be injected in the feature space to favor as equally as possible the removal of the "extra centers". The quantity of noise-injected must be adjusted so that it attracts only the "extra centers'" This noise mustn't drown out or modify significantly any of the structures detected (i.e. its density m u st be much l ower). The quantity of n o ise injected constitutes another parameter that has to be estimated. Here the estimation was again only heuristic. Performing the enhanced algorithm on the synthetic data set, the number and center values of Gaussian structures were correctly estimated. The upper right plot of figure 1 shows that the insignificant centers detected previously where efficiently removed.
Experimental Results
Merging Gradient Algorithm Applied on a SPOT Image
:H DSSOLHG WKH SUHFHGLQJ DOJRULWKP RQ D VDPSOH RI D %DQGV 6SRW LPDJH IURP D UHJLRQ QHDU %XFKDUHVW5RPDQLD 7KH RULJLQDO LPDJH FRORU UHSUHVHQWDWLRQ LV SUHVHQWHG LQ ILJXUH D 7KH UHSDUWLWLRQ RI WKH PXOWLVSHFWUDO GDWD LQ WKH IHDWXUH VSDFH LV LOOXVWUDWHG LQ ILJXUH
Three different center estimations have been computed leading to 142, 18 and 4 cluster centers. The classification resulting o f t h ese clustering are presented in respectively figure 2b, c and d.
The tuning of the parameters leads to different results: an over-estimation of the number of clusters in the first case. However, the 142 centers detected, which are plotted in the left plots of figure 3, will be used to initialize the melting procedure. The classification with 4 classes is a sub-estimation of the number of clusters due to a too large smoothing window. The classification with 18 classes is a good fast number of clusters estimation. It is presented in the right plots of figure 3.
The computation for the example with 142 classes was performed in 47 sec on a "300 MHz SUN, UltraSPARC-II." The K-means algorithm was computed with the same conditions and took 2,35 sec. 
&RPSRQHQWV RI WKH WUDMHFWRULHV RI WKH FOXVWHU FHQWHUV YHUVXV VFDOH
Example of Fusion of SAR Image and DEM
The paragraph presents the application of the proposed algorithm for understanding of a scene imaged by the SRTM X-SAR sensor. The melting algorithm was applied on the pair of SAR (Synthetic Aperture Radar) image and DEM (Digital Elevation Model) data sets; thus a data fusion is performed. 
&RPSRQHQW RI WKH WUDMHFWRULHV RI WKH FOXVWHU FHQWHUV YHUVXV VFDOH
The sequence of classification of the pair SAR image and DEM makes evident various types of urban and non-urban areas.
Conclusions
7KH DUWLFOH SUHVHQWV DQ HQKDQFHPHQW RI WKH DOJRULWKP IRU FOXVWHULQJ E\ PHOWLQJ DQG SURSRVHV LWV XVH IRU LPDJH LQIRUPDWLRQ PLQLQJ ,Q RXU DSSOLFDWLRQ WKH LPSOHPHQWDWLRQ RI WKH PHOWLQJ DOJRULWKP LV D PXOWLWUHH VWUXFWXUH DQG ZLWK LW ZH FDQ DFFHVV WKH LQIRUPDWLRQ HDVLO\ DQG TXLFNO\ WKXV ZH FDQ UHEXLOG WKH LPDJH LQIRUPDWLRQ FRQWHQW DW DQ\ WHPSHUDWXUH 7KHUHIRUH ZH FDQ YLVXDOL]H WKH FOXVWHUV RI LPDJH DQG ZH FDQ FKRRVH WKH EHVW QXPEHU RI FOXVWHUV IRU LPDJHV
With fast cluster center estimation algorithm we reduce the computational cost which allows us to start the melting procedure with the appropriate number of clusters according to this computation cost.
The multi-tree structure offers the possibility of accelerating the procedure by adjusting the error allowing cluster centers to merge together.
