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Abstract: In the note, all indecomposable canonical forms of linear
systems with dimension less than or equal to 4 are determined based
on Belitskii’s algorithm. As an application, an effective way to
calculate dimensions of equivalence classes of linear systems is given
by using Belitskii’s canonical forms.
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1 Introduction
Let R and C be the fields of real and complex numbers respectively. A
linear time-invariant dynamical system is denoted by A B
C
whose dynamical
interpretation is given by a system of ordinary differential equations x′(t) =
Ax(t) + Bu(t) and y(t) = Cx(t) with t ∈ R and x(t) ∈ Cn, u(t) ∈ Cm and
y(t) ∈ Cl respectively [15]. Such a system is associated with a representation
V of the so-called system quiver Q
• • •α
β
γ
1 2 3
✲ ✲
♠
✛
with
V1 = C
m, V2 = C
n, V3 = C
l
Vα = B, Vβ = A, Vγ = C.
This connection was originally noticed by Hazewinkel in [7], and the regular
points in system spaces are characterized in [9] by using representation theory
of quivers (see [1] for representation theory of quivers).
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Recall that two systems A B
C
and A
′ B′
C ′
are equivalent if there ex-
ist nonsingular matrices X ∈ Cm×m, Y ∈ Cn×n, Z ∈ Cl×l such that A′ =
Y AY −1, B′ = Y BX−1 and C ′ = ZCY −1, which can also be reformulated in
terms of block matrices as follows:[
A′ B′
C ′ 0
]
=
[
Y
Z
] [
A B
C 0
] [
Y
X
]
−1
. (1)
Various canonical forms of linear systems have been made in the literature
[3, 4, 8, 11, 12, 13]. In this note we will use the Belitskii’s algorithm to
reduce each system to its canonical form such that two systems yield the
same canonical form if and only if they are equivalent. Roughly speaking, we
first reduce the block A to its Jordan normal form A′ = JA, and then reduce
the blocks B and C in turn using the stabilizer groups of A′, and B′, A′
respectively. At each stage, the blocks of matrices are repartitioned and
one restricts the transformation group to the stabilizer group of the already
reduced blocks. The process ends in a finite number of steps, and produces
a canonical form; see [2], [14, Sec. 2.3] or [5] for details.
Note that the system quiver Q is a wild quiver [10] and thus it seems
impossible to give a complete classification of representations of Q and hence
linear dynamical systems. However, for some small dimensions, we can give
such a complete classification by determining all indecomposable canonical
forms of systems A B
C
for dimension |d| = m+n+ l 6 4 under the indicated
similarity (1) via Belitskii’s algorithm. When |d| > 5, there are much more
indecomposable canonical forms and thus it is too difficult to give a complete
classification of equivalence classes of linear systems.
The rest of the paper is organized as follows. Section 2 is devoted to
calculating all indecomposable canonical forms of linear dynamical systems
of dimension m+n+ l 6 4. In Section 3, the dimension of equivalence classes
of the linear dynamical system is determined via Belitskii’s algorithm.
2 Belitskii’s canonical forms of dimension m+
n + 1 6 4
We will apply Belitskii’s algorithm to compute all indecomposable canonical
forms for |d| = m+ n+ l 6 4 in this section.
Note that when m = l = 0, the system A B
C
degenerates to a single
matrix A and its Belitskii’s canonical form is just the Jordan normal form.
So we may assume that n 6= 0, and m or l is nonzero, and thus |d| > 2.
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Recall that a system is indecomposable if it can not be written as a
direct sum of two non-trivial systems. It is well known that a system is
indecomposable if and only if its endomorphism ring is local. A numerical
criterion of indecomposability was given in terms of links [16]. The system
A B
C
of size vector d = (m,n, l) is indecomposable if and only if the number
of links appearing in its canonical form is |d| − 1 = m + n + l − 1. Since
each system is equivalent to a direct sum of finitely many indecomposable
systems, it suffices to list all Belitskii’s canonical forms of indecomposable
systems for each dimension vector d = (m,n, l).
Theorem 1 For |d| 6 4, the indecomposable canonical forms of linear
systems are as follows
d indecomposable canonical forms of linear systems of |d|
2 λ 1 ,
λ
1
3 λ 1
1
, λ 1 ∅
λ 1
, λ 1 1
λ 0
,
λ 1
µ 1 ,
λ 1
λ
1 ∅
,
λ 1
λ
0 1
,
λ
µ
1 1
λ 1 ∅
λ 1
1 µ
,
λ 1 ∅
λ 1
0 1
,
λ 1 1
λ 0
1 ∅
,
λ 1 1
λ 0
0 1
,
λ 1
µ 1
1 ν
,
λ 1
µ 1
0 1
,
λ 0
µ 1
1 1
,
λ 1
µ 0
1 1
,
4
λ 1 ∅
λ 1 ∅
λ 1
,
λ 1 ∅
λ 1 1
λ 0
,
λ 1 1
λ 1 0
λ 0
,
λ 1 ∅
λ 1
µ 1
,
λ 1 1
λ 0
µ 1
,
λ 1
µ 1
ν 1
,
λ 1
λ 1
λ
1 ∅ ∅
,
λ 1
λ 1
λ
0 1 ∅
,
λ 1
λ 1
λ
0 0 1
,
λ 1
λ
µ
1 ∅ 1
,
λ 1
λ
µ
0 1 1
,
λ
µ
ν
1 1 1
,
λ 1
λ
1 ∅
0 1
, λ 1 1 ∅
λ 0 1
where the parametres λ, µ and ν take pairwise different values in C.
Proof. Based on the formula (1), we reduce in turn the matrices A,B,C
to their simplest forms by Belitskii’s algorithm. We consider the dimension
vector |d| case by case.
(1) Case |d| = 2. There are only two possibilities: d = (1, 1, 0) or (0, 1, 1).
If d = (1, 1, 0), then the indecomposable canonical form is λ 1 , where λ ∈ C.
If d = (0, 1, 1), then the indecomposable canonical form is λ
1
.
(2) Case |d| = 3. There are five possibilities: d = (1, 1, 1), (1, 2, 0),
(0, 2, 1), (0, 1, 2), or (2, 1, 0).
When d = (1, 1, 1), the formula (1) can be written as [ y z ] [ a bc 0 ] =
[
a′ b′
c′ 0
]
[ y x ],
where 0 6= x, y, z ∈ C. This implies that ya = a′y, which leads to a′ = a by
3
loop reduction, and we denote it by a′ = λ. We also have yb = b′x and by
edge reduction we get b′ = 1. Again by edge reduction from the equation
zc = c′y we obtain c′ = 1. So in this case, the indecomposable canonical
form is λ 1
1
.
When d = (1, 2, 0), consider the matrix equation [ Y x ] [
A B
0 0
] = [ A
′ B′
0 0
] [ Y x ]
where A,A′ ∈ C2×2, B, B′ ∈ C2×1, and Y is of size 2× 2. The first reduction
equation is Y A = A′Y , then A′ = [ λ 1λ ] or
[
λ
µ
]
(possibly, λ = µ). We
consider reductions for B and C case by case according to A′.
1) If A′ = [ λ 1λ ], then we reduce the block B using the stabilizer group
of A′, which is given by Y = [ y y1y ]. In this case B is partitioned into
B =
[
b2
b1
]
. We next reduce the subblock b1 based on the equation
yb1 = b
′
1
x which is obtained from the equation Y B = B′x. This yields
b′
1
= 1 or 0 by edge reduction. If b′
1
= 1, then the stabilizer group of
A′ and b′
1
is given by Y = [ y y1y ] and y = x, which is used to reduce the
subblock b2 based on the reduction equation yb2+ y1 = b
′
2
x. This leads
to b′
2
= 0 (and we denote it by b′
2
= ∅) by regularization. If b′
1
= 0,
then the reduction equation yb2 = b
′
2
x leads to b′
2
= 1. Clearly, the
canonical forms λ 1 ∅
λ 1
and λ 1 1
λ 0
are indecomposable.
2) If A′ = λI2, then the next reduction equation is Y B = B
′x which
yields B′ = [ 1
0
] or B′ = [ 0
0
]. Thus we get the canonical forms λ 0 1
λ 0
and λ 0 0
λ 0
which are decomposable.
3) If A′ =
[
λ
µ
]
with λ 6= µ, then the stabilizer group of A′ is given by
Y = [ y1 y2 ]. Write B =
[
b2
b1
]
. Then the reduction equations for b1 and
b2 are y2b1 = b
′
1
x and y1b2 = b
′
2
x, respectively. If b1 6= 0 and b2 6= 0,
then we have b′
1
= b′
2
= 1 by edge reduction and the canonical form is
λ 1
µ 1 which is indecomposable. If b1 = 0 or b2 = 0, then b
′
1
= 0 or
b′
2
= 0, and thus we obtain the canonical form λ 1
µ 0 or
λ 0
µ 1 which
is decomposable.
When d = (0, 2, 1), we can similarly obtain other three canonical forms
λ 1
λ
1 ∅
,
λ 1
λ
0 1
and
λ
µ
1 1
. Note that for dimension vectors (2, 1, 0) and (0, 1, 2),
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their canonical forms are all decomposable by similar discussions. We com-
plete the proof in this case.
(3) Case |d| = 4. There are nine possibilities: d = (1, 1, 2), (1, 2, 1),
(2, 1, 1), (1, 3, 0), (3, 1, 0), (0, 1, 3), (0, 3, 1), (2, 2, 0) or (0, 2, 2).
When d = (1, 2, 1), the reduction equation [ Y z ] [
A B
C 0 ] =
[
A′ B′
C′ 0
]
[ Y x ]
yields Y A = A′Y , and thus A′ = [ λ 1λ ] or
[
λ
µ
]
(possibly λ = µ) by loop
reduction. Then according to A′, we have
1) If A′ = [ λ 1λ ], then the stabilizer group of A
′ is given by Y = [ y y1y ].
Write B =
[
b2
b1
]
and C = [c1 c2]. If b1 6= 0, then the reduction equations
yb1 = b
′
1
x, yb2 + y1b1 = b
′
2
x (2)
lead to b′
1
= 1 by edge reduction and b′
2
= ∅ by regularization. More-
over, if c1 6= 0, then the reduction equations
zc1 = c
′
1
y, zc2 = c
′
1
y1 + c
′
2
y (3)
lead to c′
1
= 1 by edge reduction and c′
2
= µ by loop reduction. So we
have an indecomposable canonical form
λ 1 ∅
λ 1
1 µ
. If c1 = 0 but c2 6= 0,
then by (3), we have c′
1
= 0 and c′
2
= 1 by edge reductions, and thus we
have an indecomposable canonical form
λ 1 ∅
λ 1
0 1
. If b1 = 0 but b2 6= 0,
then by (2), we have b′
1
= 0 and b′
2
= 1 by edge reductions. Consider the
two cases that c1 6= 0, and c1 = 0 but c2 6= 0, we have indecomposable
canonical forms
λ 1 1
λ 0
1 ∅
and
λ 1 1
λ 0
0 1
respectively. If b1 = b2 = 0, then
there is no indecomposable canonical form.
2) If A′ =
[
λ
µ
]
with λ 6= µ, then the stabilizer group of A′ is given by
Y = [ y1 y2 ]. Write b =
[
b2
b1
]
and C = [c1 c2]. Then the reduction
equations y2b1 = b
′
1
x, y1b2 = b
′
2
x, zc1 = c
′
1
y1 and zc2 = c
′
2
y2 yield the
indecomposable canonical forms
λ 1
µ 1
1 ν
,
λ 1
µ 1
0 1
,
λ 0
µ 1
1 1
,
λ 1
µ 0
1 1
.
3) If A′ = [ λ λ ], then the reduction equation Y B = B
′x gives B′ = [ 1
0
]
or B′ = 0. If B′ = [ 1
0
], then the stabilizer group of B′, A′ is given
by
[
z
Y
x
]
where Y = [ x y1y ]. The reduction equations for the block
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C = [c1 c2] are zc1 = c
′
1
x and zc2 = c
′
1
y1+ c
′
2
y, which lead to C ′ = [1 ∅]
or [0 1] depending on whether c1 is zero or not. In both cases, the
canonical forms are decomposable. If B′ = 0, then the corresponding
canonical form is decomposable since C ′ contains at most two links.
Combining the above three cases, we get eight indecomposable canonical
forms when d = (1, 2, 1).
By similar discussions, when d = (1, 3, 0), we get six indecomposable
canonical forms, the 9th to the 14th ones in the case of |d| = 4 in the above
table in Theorem 1; when d = (0, 3, 1), we have another six indecomposable
canonical forms which are the 15th to the 20th ones; when d = (2, 2, 0) or
d = (0, 2, 2), there are only two indecomposable canonical forms which are
given as the last two ones in the table for the case of |d| = 4; when d = (3, 1, 0)
or d = (0, 1, 3), there is no indecomposable canonical form. We complete the
proof.
3 Dimensions of equivalence classes of linear
dynamical systems
Belitskii’s canonical forms provide not only spectral information, but also an
effective way to calculate dimensions of equivalence classes of linear systems.
For any given system A B
C
, one can reduce it to Belitskii’s canonical
form by a finite number of steps of reductions. At each stage, one reduces a
subblockMk ∈ C
mk×nk of the system to one of the three forms: ∅, [ 0 Ir
0 0
] orW .
Here W is a Weyr matrix obtained by some simultaneous permutations of
rows and columns of a Jordan matrix J = ⊕si=1⊕
ti
j=1 Jqij (λi) with qi1 > qi2 >
· · · > qiti > 1 for i = 1, 2, . . . , s. If Mk = ∅, then we define σk(M) = mknk;
if Mk = [
0 Ir
0 0
], then we define σk(M) = r(mk + nk − r); if Mk = W , then we
define σk(M) = m
2
k −
∑s
i=1
∑ti
j=1(2j − 1)qij . Now we have
Theorem 2 Let Σ = A B
C
be a linear dynamical system. Then the
dimension of equivalence classes of Σ is
∑u
k=1 σk.
Proof. Suppose thatM1,M2, . . . ,Mu are all the reduced subblocks in the
canonical form of Σ, and Gi is the stabilizer group of M1,M2, . . . ,Mi. The
algebraic group G = Glm ×Gln ×Gll acts on the system space S = Sm,n,l =
C
mn×Cn
2
×Cln by conjugacy: (X, Y, Z)·(A,B,C) 7→ (Y AY −1, Y BX−1, ZCY −1).
It is well known that dimOΣ + dim stabG(Σ) = dimG.
By Belitskii’s algorithm, it is not difficult to see that σk = dimGk−1 −
dimGk by a classical result [6, Thm. 2.1] and [16, Lemmas 3-5]. By adding
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both sides of the above equalities for k = 1, 2, . . . , u, we obtain dimG −
dimGu =
∑u
k=1 σk.
Note that stabG(Σ) = Gu and thus dimOΣ = dimG − dim stabG(Σ) =
dimG− dimGu =
∑u
k=1 σk as desired.
Examples. (1) For Σ =
λ 1 ∅
λ 1
1 µ
as in the proof of Theorem 1, we have
σ1 = 2, σ2 = σ3 = σ4 = 1, σ5 = 0 and thus the dimension of equivalence
classes of Σ is 5 by Theorem 2.
(2) For |d| = 3, by Theorem 2, the dimensions of equivalence classes of
the seven linear systems listed in the third row of the table in Theorem 1 are
2, 4, 4, 4, 4, 4, 4, respectively. They are all maximal dimension (i.e., regular
points in system space Sd; see [9]).
References
[1] M. Auslander, I. Reiten, S.O. Smal, Representation Theory of Artin Algebras, in:
Cambridge Studies in Advanced Mathematics, vol. 36, Cambridge University Press,
Cambridge, 1995.
[2] G.R. Belitskii, Normal form in matrix spaces, Integral equation and operator theory
38 (3) (2000) 251-283.
[3] C.I. Bymes and M.A. Gauger, Decidability criteria for the similarity problem with
applications to the moduli of linear dynamical systems, Adv. in Math. 25 (1977)
59-90.
[4] J.T. Cain, W.G. Vogt and M.H. Mickle, Linear system canonical forms, Intern. J.
General Systems 1 (3) (1974) 197-202.
[5] Y. Chen, Y.G. Xu and H.H. Li et al, Belitskiis canonical forms of upper triangular
nilpotent matrices under upper triangular similarity, Linear Algebra Appl. 506 (2016)
139-153.
[6] J.W. Demmel and A. Edelman, The dimension of matrices (matrix pencil) with given
Jordan (Kronecker) canonical forms, Linear Algebra Appl. 230 (1995) 61-87.
[7] M. Hazewinkel, Representations of quivers and moduli of linear dynamical systems,
Lie Groups: History Frontiers and Applications VII (1977) 277-289.
[8] M. Heymann, A unique canonical form for multivariable linear systems, Internet, J.
Control 12 (1970) 913-927.
[9] Y. Han, M. Liu, Regular points in system spaces, Linear Algebra Appl. 365 (2003)
201-213.
[10] D. Hinrichsen, D. Pra¨tzel-Wolters, A wild quiver in linear systems theory, Linear
Algebra Appl. 91 (1987) 143-175.
[11] D. Hinrichsen, D. Pra¨tzel-Wolters, A Jordan canonical form for reachable linear sys-
tems, Linear Algebra Appl. 122/123/124 (1989) 489-524.
7
[12] V.M. Popov, Invariant description of linear time-invariant controhable systems,
SIAM. Control Optim 10 (1972) 252-264.
[13] D. Pra¨tzel-Wolters, Canonical forms for linear systems, Linear Algebra Appl. 50
(1983) 437-473.
[14] V.V. Sergeichuk, Canonical matrices for linear matrix problems, Linear Algebra Appl.
317 (2000) 53-102.
[15] A. Tannenbaum, Invariance and system theory: Algebraic and geometric aspects,
Lect. Notes Math. 845 (1981), Springer-Verlag.
[16] Y.G. Xu, Y.B. Zhang, Indecomposability and the number of links, Science in China
(Series A) 44 (12) (2001) 1515-1522.
8
