Performing data mining tasks in streaming data is considered a challenging research direction, due to the continuous data evolution. 
Introduction
The study of query processing and data mining techniques for data stream processing has recently attracted the interest of the research community [4, 6, 10] , due to the fact that many applications manage data that change very frequently with respect to time. Examples of such emerging applications are network monitoring, financial data analysis, sensor networks to name a few. The most important property of data streams is that new values are continuously arriving, and therefore efficient storage and processing techniques are required to cope with the high update rates.
Due to the highly dynamic nature of data streams, random access is prohibitive. Therefore, each data stream is possible to be read only once (or a limited number of times). This feature poses additional difficulties for query processing and data mining tasks.
Clustering is an important data mining task [9] and significant results have been reported for several data types. The challenge in a set of streaming time series is to update the clustering information as time progresses, avoiding the computationally intensive reclustering process.
Given a set of streaming time series, clustering can be applied to all available values within a specified length, known as the sliding window. The sliding window size defines the dimensionality of each streaming time series. For example, a sliding window of size 256 means that each time series is a 256-dimensional vector. Each dimension corresponds to a time instance. Searching for clusters in a large number of dimensions may result to failure, because as the size of the sliding window increases the probability that two streams will belong to the same cluster decreases. In many cases, although two or more streams do not belong to the same cluster for the whole sliding window, they do so by considering a subset of dimensions. Figure 1 illustrates three streaming time series A, B and C with a sliding window of size 17. We assume that two streams belong to the same cluster if the difference of the values in the corresponding dimensions is less than or equal to 2. By inspecting Figure 1 , it is evident that these streams can not belong to the same cluster, since the difference of values in several dimensions is more than 2. For example, the value difference of A and B in the second dimension is The basic requirements for the generation of subspace clusters is that each cluster should contain a sufficient number of streams, in a sufficient number of consecutive dimensions. The generated subspace clusters contribute to the discovery of useful knowledge, since they reveal a high degree of similarity among streams participating in the same cluster.
The paper presents a methodology to attack the continuous subspace clustering problem by proposing the subspace α-cluster. We study effective algorithms towards efficient subspace α-cluster generation for a set of streaming time series. Towards this direction, we propose a method to update the clusters when new stream values become available, avoiding the process of reclustering. The generated α-clusters are defined only on consecutive dimensions. In summary, the contributions of this work is as follows:
(i) the study of the subspace clustering problem in streaming time series,
(ii) the study of continuous subspace clustering taking into account the time series evolution, and (iii) the performance evaluation of the proposed method based on real-life and synthetic data sets.
The rest of the work is organized as follows. In Section 2 we discuss the appropriate related work. Section 3 studies in detail the proposed method for continuous clustering of streaming time series. Section 4 presents performance evaluation results, whereas Section 5 concludes the work.
Related Work
Clustering is a well studied research field in diverse disciplines with significant research contributions. In [5] it has been demonstrated that similarity search and clustering are meaningless for spaces that are embedded in a very large number of dimensions. This observation has lead a significant number of researchers to study alternative clustering methodologies. One research direction that has been followed is subspace clustering.
In [3] , the authors have studied the problem of subspace clustering in a high-dimensional space and they have proposed CLIQUE, which is a grid-based bottom-up algorithm to discover density-based clusters. CLIQUE determines dense cells and merges them to create clusters in a highdimensional space. In [7] , the concept of entropy is used to determine a dense cell. The aforementioned methods apply to static data sets, and their adaptation to the streaming case is not obvious.
In [1, 2] the authors have proposed top-down algorithms for subspace cluster discovery. The basic drawback of these methods is the usage of parameter k, which is the number of subspace clusters that each method should report. In many real applications, this value is not known a priori.
Several research contributions have used δ-clusters to discover subspace clusters [8, 12, 13, 14] . However, the concept of δ-clusters is treated differently. In [8] , δ-biclusters have been proposed to find subspace clusters in a set of genes and conditions of DNA microarrays. In [13] , the pScore metric has been proposed to measure the coherence of a cluster. The method determines object and attribute pair-wise clusters and utilizes a prefix-tree to generate clusters in a high-dimensional space. The same metric has been used in [12] to find pair-wise clusters, along with a depth-first-search algorithm to prune redundant nonmaximal clusters. In [14] , it has been shown that the above methods do not scale well in large data sets, and therefore the authors have proposed the Counting Tree data structure, that provides a compact summary of the dense patterns. The above methods operate on non-evolving data sets. It is not straightforward to apply these methods for the streaming case, since they rely on algorithms that can not be easily adapted.
Recently, the problem of data stream clustering has attracted the research interest [6, 10] . The majority of these contributions apply the k-median clustering technique. The fundamental characteristic of the proposed methods is that they attack the problem of incremental clustering for the values of only one data stream. However, this is quite restrictive, taking into account that modern applications require the management of a large number of data streams. Moreover, in [11] , the authors show that the clustering of the values of streaming time series is meaningless. Notice that our method groups incrementally steaming time series, that produced by different data streams, in clusters by using their values and doesn't group their values.
To the best of the authors' knowledge, this is the first attempt to solve the incremental subspace clustering problem in streaming time series. Table 1 summarizes the basic symbols and the corresponding definitions that are used throughout the study.
Incremental Clustering
We begin our exploration with a number of basic definitions that are used for the rest of the work. Table 1 . Basic symbols used throughout the study.
pair-wise distances at most α in a single dimension. There is no restriction applied to the number of streams contained in each cluster. 2
The j-th simple α-cluster in the i-th dimension is represented as c i,j . The previous definition does not take into consideration possible restrictions applied to the number of streams in each cluster and the number of consecutive dimensions. By forcing each cluster to contain at least minRows streams and at least minCols dimensions we have:
Definition 2 (subspace α-cluster)
A subspace α-cluster contains at least minRows streams, for which the maximum value difference is at most α in at least minCols consecutive dimensions. 2
In the example illustrated in Figure 1 , assuming that minRows = 2, minCols = 3 and α = 2, we have two generated subspace α-clusters containing streams A and B, defined by the dimensions [d 3 A subspace α-cluster C is represented as a pair
, where S is a set of streams and
, where i ≤ j. Evidently, the cardinality of S must be at least minRows, whereas the number of consecutive dimensions must be at least minCols. We assume that the streams contained in S are represented by their corresponding IDs. Furthermore, we assume that stream IDs are stored in S in a non-decreasing order.
We proceed with the detailed description of the proposed methodology, which attacks the following problem: Given a set of streaming time series, a maximum value difference α, a sliding window size W and two integer numbers minRows and minCols, determine all maximal subspace α-clusters continuously, where each cluster contains at least minRows streams, and the value difference is less than or equal to α, in at least minCols consecutive dimensions.
The proposed methodology comprises the following phases: (i) the initialization phase, which determines an initial set of maximal subspace α-clusters, and (ii) a series of update phases which incrementally maintain the clusters when new stream values become available.
Cluster Initialization
The purpose of the cluster initialization (CI) is to determine an initial set of maximal subspace α-clusters, based on the last W values of each streaming time series. The CI process comprises a series of steps. In the first step, each time instance (dimension) is inspected separately to determine simple α-clusters (which are defined in one dimension only). Next, all clusters containing m = 2 streams in the maximum possible number of dimensions are generated. In each subsequent step the algorithm tries to increase the number of streams per cluster (m = m + 1), until all possible maximal subspace α-clusters are generated, according to the values of α, minRows and minCols. Clusters that contain less than minCols dimensions are discarded permanently in each step of the algorithm, since they can not contribute to the final answer. 
Figure 3. Cluster initialization (continued).
Following the generation of the initial set of simple α-clusters, the next step considers pairs of streams and determines if there are any simple α-clusters with two streams (m = 2). Figure 3(a) depicts the generated simple α-clusters for each dimension, whereas Figure 3 (b) shows all possible 2-level clusters that are generated. Each 2-level cluster is formed by combining two streams that have common simple α-clusters, in each one of at least minCols consecutive dimensions. The common simple α-clusters are illustrated in the fourth column of Figure 3 (b). The candidate 2-level clusters are separated in four different groups, as it is indicated by the dashed lines in Figure 3(b) . All candidate clusters in each group must share m − 1 streams and can differ in only the last one. Each group is treated separately, and therefore, we begin with the first group which is composed of candidate clusters containing stream s 1 . Some of these clusters will be rejected, whereas the others will be used to form candidate 3-level clusters.
Proposition 1 (cluster pruning criterion)
If the number of candidate m-level clusters contained in a group is less than minRows − m + 1 then all the clusters in this group can be safely discarded from further consideration 1 . 2
Evidently, all candidate clusters in the first group survive the cluster pruning criterion. At a first glance, it seems that all four clusters qualify, since each pair of streams contain at least three dimensions. However, with a more careful look we can see that dimension d 4 must be rejected. The following proposition explains.
Proposition 2 (dimension pruning criterion)
If each candidate α-cluster in a group G contains exactly m streams and the number of occurrences of a dimension in G is less than minRows − m + 1, then this dimension can not contribute to the generation of subspace α-clusters. 2
If dimension pruning affects an existing cluster, either the cluster will be rejected, if the number of dimensions is less than minCols, or will shrink, if the number of dimensions is at least minCols. Applying the dimension pruning criterion to our case, it is evident that dimension d 4 has only two occurrences, (see Figure 3 (c) and therefore must be rejected from further consideration. This means that cluster no.3 contains streams {s 1 , s 4 } and dimensions d 2 , d 3 . However, since minCols = 3 this cluster is rejected (Figure 3(b) ).
Figure 4. Cluster initialization (continued).
Next, the method tries to merge the clusters that survived the previous step, towards the generation of clusters containing m + 1 streams. Therefore we try to combine the clusters no.1 with no.2, no.1 with no.4 and no.2 with no.4 (recall that no.3 has been rejected). These combinations are depicted in tabular form in Figure 4 (a). The clusters are categorized in two different groups. Each group should contain clusters that share all stream IDs, except the last. For example, candidate clusters no.1 and no.2 are contained in the first group since they differ in the last stream only, and they have two streams in common s 1 and s 2 . Again, at a first glance all three candidate clusters of Figure 4 (a) qualify. However, cluster no.3 can be safely rejected, as it is suggested by the cluster pruning criterion (Proposition 1). This is illustrated by the shaded row in Figure 4(a) .
By inspecting clusters no.1 and no.2 in the first group it is evident that both clusters survive both pruning criteria. Therefore, these two clusters can be combined towards the generation of a single 4-level cluster, which is illustrated in Figure 4(b) . Recall, that minRows = 4 and minCols = 3. Therefore, this cluster is recorded as an answer, since it contains four streams and these streams form a subspace α-cluster in three dimensions.
Let us now check the second group of clusters depicted in Figure 3(b) . The candidate cluster no.6 would never be created by the algorithm, since it does not satisfy the minCols restriction. It is shown here only for demonstration purposes. This means that there are now only two candidate clusters in this group. According to the cluster pruning criterion these clusters should be discarded without any further consideration.
Up to this point, we have checked all candidate clusters of streams s 1 and s 2 . Is it necessary to check the clusters for streams s 3 , s 4 and s 5 ? Since there are three remaining streams it is impossible to generate a 4-level cluster (minRows = 4), as it is illustrated by the Proposition 3.
Proposition 3 (stream pruning criterion)
If the number of remaining streams is less than minRows then all groups of candidate clusters generated by these streams can be safely discarded since it is impossible to give subspace α-clusters. 2
Algorithm CI stops at this point and reports as an answer the cluster illustrated in Figure 4 (b). Proposition 4 shows that it is not possible to miss any cluster.
Proposition 4 (correctness of CI algorithm)
By treating each group of candidate clusters separately, it is impossible to miss a maximal subspace α-cluster.
2
Algorithm CI computes all maximal subspace α-clusters, by considering only candidate α-clusters which belong to the same group. This way, it is impossible to discover the same cluster more than once and therefore, less computational effort is required. The outline of the CI algorithm is depicted in Figure 5 .
Cluster Maintenance
The purpose of the cluster maintenance (CM) phase is to keep the answers up to date. This phase is executed when new values for all the streams become available. Since processing is based on the sliding window paradigm, the left- The cluster maintenance algorithm CM-UPALL, which is depicted in Figure 7 , operates in two steps.
1. In the first step, existing maximal subspace α-clusters are checked, since some of them may be rejected due to the deletion of dimension d 1 . Moreover, some of the existing clusters may be expanded by the inclusion of the newly created dimension d 5 .
2. In the second step, the algorithm searches for new maximal subspace α-clusters that may be generated due to the arrival of the new dimension d 5 .
Initially, each cluster containing d 4 as its right-most dimension is checked for possible expansion by adding dimension d 5 
Performance Evaluation
The proposed method has been implemented in C++ and all experiments have been conducted on a Pentium IV at 3.6 GHz, with 1 GB RAM, running Windows XP. In the sequel, we present the data sets that have been used in our experiments and the experimental results obtained by the performance study. The performance evaluation is based on the following data sets:
SYNTHETIC:
The parameter values used (if not otherwise specified) are: the number of streams (N ) is 5000, the sliding window (W ) is 100, α = 0.0, the number of embedded maximal subspace α-clusters is 100, and each one contains 50 streams in 10 dimensions.
STOCKS:
The data set consists of a number of series denoting the closing prices of stocks and can be obtained from http://finance.yahoo.com. Each stock has been subdivided to a number of subseries of length 200, to obtain a total of 2313 different time series.
ECG:
The data set contains electrocardiograms of twochannel recordings and can be obtained from the MIT-BIH Arrhythmia Database (http: //www.physionet.org/physio bank/database/mitdb/). Each channel was digitized at 360 samples per second. We chose an electrocardiogram of a sixty nine years old male, containing 650000 samples. To form the data set, we picked 30000 of out of the 650000 points randomly and each time series is formed from the consecutive 200 values of the selected point.
Initially, we examine the efficiency of the proposed pruning criteria. Recall that to generate m-level α-clusters, the (m − 1)-level clusters are required. It can be shown that the total number of possible clusters that can be generated is 2 N − 1, where N is the number of streaming time series. However, the application of the pruning criteria man- ages to reduce drastically the number of generated clusters. This effect is demonstrated in Figure 8 , which depicts (1) the total number of clusters in each level, (2) the number of pruned clusters due to cluster pruning, (3) the number of pruned clusters due to dimension pruning and (4) the number of affected clusters by the dimensionality shrinkage. It is evident, that the majority of the candidate α-clusters is discarded. Cluster pruning is more significant when it happens in the first levels, since more clusters are pruned subsequently. Next, we study the scalability of the method with respect to the size of the sliding window (W ) and the number of streams (N ). The corresponding results are depicted in Figure 9 . The graph has logarithmic scale along the y coordinate. We give both the initialization and the update time. Figure 9 (a) illustrates the scalability of the method with respect to the sliding window size. Figure 9 (b) depicts the scalability of the method with respect to the number of streams. In order to have a similar set up, we generated different synthetic data sets of 1000 to 20000 streams. In each data set, we embedded 100 maximal subspace α-clusters, but we varied the minRows parameter so that the number of values used in the clusters to be proportional to the total number of values. In both cases, the cost of CI is more significant than that of CM-UPALL. It is evident that the incremental subspace clustering using the CM-UPALL procedure outperforms the reclustering process by applying the CI procedure every time an update occurs.
Next, we examine the relationship among the parameters minRows, minCols and α. The sliding window size is set to 100. Figure 10(a) shows that the cost decreases as the parameters minRows and minCols increase their values. In Figure 10(b) , it is shown that the cost decreases as minRows increases and α decreases. A small α gives a large number of simple α-clusters and therefore, the probability that two streams will belong to the same simple α-cluster is reduced. Thus, the number of maximal subspace α-clusters decreases.
Finally, Table 2 shows the number of maximal subspace α-clusters for the ECG data set. The sliding window size is set to 100. The table depicts the number of clusters, the cost of cluster initialization phase, the number of clusters when some update operations have been performed and the average update time. Figure 11 illustrates some of the clusters identified by the proposed algorithm in the ECG (α = 2) data set. It is evident, that there is a high degree of similarity among streams belonging to the same cluster for the specific dimensions. Table 2 . Number of clusters and average update time for ECG.
Conclusions
We have studied the problem of continuous subspace clustering in streaming time series data. More specifically, a novel method has been proposed towards efficient cluster generation and maintenance. Each cluster is composed of a number of streaming time series, where the pair-wise value difference inside a cluster is at most α, subject to the restrictions that the minimum number of streams is minRows and the minimum number of dimensions is minCols. It has been demonstrated that by using the proposed pruning criteria, significant search space reduction is achieved.
