Numerical analyses using the explicit scheme of the finite difference method greatly reduce the number of known variables that are needed to solve an unknown variable in comparison with implicit methods. This fact indicates that the amount of communication decreases among the nodes of a computer cluster on parallel computing. Generally, on the parallel computing of the distributed memory system, the communicating time occupies most of the total calculating time. Therefore, a reduction in the amount of communication directly causes a reduction in calculating time. The parallel computing using the explicit scheme of the finite difference method enables the building up of high-performance algorithms. To reduce the amount of communication among nodes, we have proposed a method of dividing the field of numerical analyses. It is called the ''bread slicing method''. With this method, the field must be divided into pieces parallel to the section that has the smallest area. Results showed that the method in this study enables for the total amount of communication in the computer cluster to be reduced and the geometries of communication to be made simpler.
Introduction
Numerical analyses using the explicit scheme of the finite difference method greatly reduce the number of known variables that are needed to solve an unknown variable in comparison with implicit methods. This fact indicates that the amount of communication decreases among the nodes of a computer cluster on parallel computing. Generally, on the parallel computing of the distributed memory system, the communicating time occupies most of the total calculating time. Therefore, a reduction in the amount of communication directly causes a reduction in calculating time. The parallel computing using the explicit scheme of the finite difference method enables the building up of high-performance algorithms. To reduce the amount of communication among nodes, we have proposed a method of dividing the field of numerical analyses. It is called the ''bread slicing method''. With this method, the field must be divided into pieces parallel to the section that has the smallest area. Results showed that the method in this study enables for the total amount of communication in the computer cluster to be reduced and the geometries of communication to be made simpler.
Calculation method
The sound wave in a three dimensional sound field is described by the wave equation
where p is the sound pressure and c is the sound speed. The spatial and time derivatives in Eq. (1) can be approximated using the central finite differences of the second derivatives [1] with square grids (Áx ¼ Áy ¼ Áz, see Fig. 1 ),
where ! x ¼ cÁt=Áx, ! y ¼ cÁt=Áy, and ! z ¼ cÁt=Áz. Equation (2) is called the Courant-Friedrichs-Lewy scheme. As the initial condition assuming an impulse source, the smoothly continuous sound pressure distribution described by the following equation was set (see Fig. 2 ).
Here, A is the amplitude of the sound source, h is one-half the spatial width of the impulse source, ð; ; Þ is the location of the sound source, and a Â b Â d are the side lengths of the rectangular parallelepiped sound field.
All boundaries are assumed to be rigid, and therefore,
Under these initial and boundary conditions, sound pressures at grid points were calculated successively using Eq. (2) . The analytical solution was obtained by the separation of variables as follows. [2] pðt; x; y; zÞ ¼ 8Ah
Parallel computing method
The computer cluster used in this study consists of 128 calculating nodes, one router node and one server node. The total number of computers in the cluster is 130. The router and server nodes are the nodes of a computer network with router and server functions. A node is a device for processing communication in a computer network.
In the calculation of Eq. The 256 GB memory space of the cluster used in this study was used as efficiently as possible by appropriately dividing the calculating field. Communication with the borders of divided fields was performed using Message Passing Interface (MPI) [3] . These are the function libraries for the communications and operations between processes on distributed memory computers.
The calculating field was divided by the bread slicing method that we proposed. With this method, the field must be divided into pieces parallel to the section that has the smallest area. Therefore, the calculating field shown in Fig. 3 was divided into pieces parallel to the yz-plane.
Each process calculated each divided field and communicated numerical solutions on the bordering planes shown in Fig. 4 . Figure 5 shows the analytical and calculation results of impulse responses. It also shows the pulses of the direct sound, primary and secondary reflections obtained by the image source method. At present, parallel computing is performed using only three processes. Therefore, the comparison between the analytical and calculation results shows a small correspondence. However, the comparisons of the results by the image source method show a good correspondence of delay times on reflection sounds. From these facts, we expect a good correspondence between the analytical and calculation results if parallel computing in a high frequency range can be performed. When the spatial grid size decreases to 1=n, the required memory space increases by a factor of n 3 . It is expected that the computer cluster used in this study will have a memory space that is about 64 times larger than that calculated in this paper. Therefore, the calculation of the same sound field can be performed using a spatial grid that is about 1/4 times smaller than that considered in this paper.
Estimation of results
The calculating method used in this study with the explicit scheme of the finite difference method has a smaller amount of communication among the processes and a simpler construction of communication than the other methods. Therefore, this method is suitable for the calculation of parallel programs using MPI. This method requires a shorter communicating time among the processes than the other methods. Since it is also important to reduce the calculating time for parallel computing, it is necessary to investigate the quantification of the reduction in calculating time.
Conclusion
Recent higher-speed and more inexpensive Ethernet technology can construct a large-scale parallel computing system using MPI without difficulty. Consequently, the speed and scale of a distributed memory system are expected to be higher and larger, respectively.
The computer cluster used in this study consists of 128 nodes and is a relatively large-scale calculating system. Although such a large-scale parallel computing system was used, it was still impossible to calculate three dimensional sound fields, such as a concert hall, at a high frequency of numerical results by the method used in this study. At present, there are computer clusters that consist of thousands of nodes. Therefore, the construction of a computer cluster that consists of thousands of 64 bit computers is expected.
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