With the rapid development of information technology, the number of datasets, as well as their complexity and dimension, have been growing dramatically. This dramatic growth of biology data and non-biological commercial databases becomes a challenging issue in data mining. Classification technique is one of the major tools in the captured research area. However, the performance of classification may be degraded when there exists noise in the captured databases. Therefore, outlier detection becomes an urgent need and the issue of how to integrate outlier detection method and classification techniques is an important and challenging issue. In this paper, we proposed a novel and effective approach based on k-means clustering to identify outliers in the databases. In particular, we employed one of famous classification techniques, Support Vector Machine (SVM), owing to its ability to handle highdimensional data set. We also compare the classification results with the multivariate outlier detection method. Numerical results on two different data sets indicate that the classification results after removing the outliers by our proposed method are much better than the multivariate outlier detection method.
Introduction
Classification of biology data has become a major and popular issue in bioinformatics. The dramatic growth of biology data and non-biological commercial databases have provided a platform for researchers to conduct classifications and predictions. However, classification is not an easy task because it closely depends on the features (attributes) in the data set we used. In particular, the data set may have noises due to many factors such as human errors, mechanical faults and instrument errors, etc. Therefore outlier detection, at removing anomaly observations from experimental data, has become an important issue. The aim of outlier detection is to identify errors and remove contaminating effects on the data set so as to give us a clue to data processing [1] . It is important to identify outliers prior to modeling and analysis so as to avoid model misspecification and incorrect results [2, 3] . Outlier detection is set to search for objects in the database that violate laws valid for the majority of the data. It is to be noted that outliers arise due to various factors, many of which are of interest for practical applications. For instance, an unusual flow of network packages, revealed by analyzing the system log, may be classified as an outlier [4] . Furthermore, the detection of outliers can identify system frauds and faults before they escalate with potentially catastrophic consequence. Original outlier detection methods were arbitrary but now, systematic and principled methods have been developed. From the perspective of statistical methods, a traditional statistical outlier detection approach to construct a probabilistic data model based on probability and applied statistics [4] . Hodge and Austin [1] have introduced various contemporary techniques for outlier detection and discussed their advantages and disadvantages in a comparative view. In particular, people can build a probabilistic model in advance for use or construct it by using the given data. An object is considered to be an outlier if it does not conform to the probabilistic model. Methods based on kernel functions are also presented. The performance of algorithms suggested was analyzed through examples from applied problems of anomaly detection arising in computer protection system [5, 6] . In [7] , it is found that an outlier is the one that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism. Barnett and Lewis [8] considered an observation that appears to deviate dramatically from the majority of other samples as an outlier. In [9] , several methods are presented for outlier detection, while distinguishing between univariate and multivariate techniques. Among all the well-defined methods, there is no single universally applicable or generic outlier detection approach. A novel definition of outliers and a corresponding approach to identify such anomalies are proposed in this paper. The method we proposed here makes use of the clustering technique to identify outliers. Furthermore, we integrated the gene expression data of Central Nervous System (CNS) and the machine learning technique to assess the classification performance.
Many classification algorithms have been proposed in the literatures and most of them are successful in many applications. Among all these algorithms, Support Vector Machines (SVMs) [10] is one of the most prominent representative due to their ability to han-dle multi-dimensional data and to pinpoint specific features that are important to classification. SVMs have many applications in the field of pattern recognition, computer vision and image processing. Motivated by the successes of SVMs in classification [11, 12, 13] , we employ this technique to predict the status of the patients.
Central Nervous System (CNS) disease, a devastating disease, has received much attention for years. Researchers tried to identify biomarkers for CNS in order to effectively increase the survival rate of patients. However, the embryonal tumors of CNS represent a heterogeneous group of tumors about which little is known biologically. Moreover, based on morphologic appearance alone, the diagnosis is controversial [14] . Thus the identification of patients has become a challenging task. We tackle this problem by employing the classification technique SVMs based on DNA microarray gene expression data. More importantly, we propose a novel outliers detection method to denoise the data and further remove the anomaly observations based on a clustering method. The effectiveness and superiority of our method is examined by using real data. It is possible that this model has a broad range of applications, not limited to the biological data.
The remainder of this paper is structured as follows: In Section II, we present our method and materials used to test it. First, it describes how datasets have been selected and preprocessed. Next, we show how the method can be put forward and how outliers can be removed. Then the performance evaluation of our method is conducted using 5-Fold Cross Validation and a comparison with other multivariate methods is made. Results and discussions are provided in section III. Finally, conclusion remarks are given in Section IV to summarize the contributions of our work and discuss other potential applications.
Methods
In this section, we introduce our proposed method for outliers detection and integrate it with classical machine learning technique.
Materials
The disease we investigate in this work is CNS. We find that predicting CNS is not a simple issue owing to the fact that diagnosis of CNS is based on morphologic appearance alone and it is controversial. To address this problem, we apply SVM technique to conduct classification based on an available data set. The dataset we used here is the dataset C downloaded from [26] . It is about patients outcome prediction for central nervous system embryonal tumor. Dataset C has been used to analyze the outcome of the treatment provided in [15] . Therefore, we utilized it here to validate our proposed method. Dataset C contains 60 patient samples, 21 are survivors (labelled as "Class1") and 39 are failures (labeled as "Class0"). Survivors are patients who are alive after treatment whiles the failures are those who succumbed to their disease. There are 7129 genes in the dataset serving as features. The data set was first normalized by standardizing each column (sample) to mean 0 and variance 1.
Methodology Support Vector Machine
Support Vector Machine (SVM) is a supervised learning algorithm, aiming at maximizing the margin between support points based on linear or nonlinear data. SVM is employed as a classifier because of its capacity in handling high dimensional data. Furthermore, SVM is an effective hyperplane learning mechanism. SVMs have excellent ability in constructing a hyperplane or a set of hyperplanes in a high dimensional space. The main principle for constructing a hyperplane is to minimize the generalization error of the classifier while at the same time, trying to maximize the distance between the nearest data points on either side to it. The purpose of SVMs is to classify objects into two or more classes based on some given training data. SVM primarily serves as a classifier method that separates cases of different class labels by constructing a multidimensional hyperplane. Original objects are mapped using a set of mathematical functions named kernels. Kernels work by embedding data instances into a feature space. They have gained increasing popularity in computational biology due to their outstanding performance in processing complicated data. In particular, we employ quadratic kernel with SVM to accomplish the task of classification of gene expression data of CNS.
Selection of Important Genes
Identification of significant genes plays a vital role in improving classification performance. Adding irrelevant genes may make different classes look more similar and hence impair the classification performance. In view of this, we adopt t-test [16] to assess whether the means of two classes are statistically different from each other by computing a ratio between the difference of two class means and the variability of the two classes. It has been applied to rank features (genes) for microarray data [17, 18] and for mass spectrometry data [19, 20] . This scheme takes input as a matrix of gene expression data for a set of samples from two categories (survivor and failure prognosis in our case), and returns a set of indices of significant genes. Genes with the largest significant indices are regarded as the most discriminative features of instances, called important genes. These features are then used to train the classifier for further prediction of the classification of all samples.
Outliers Detection
Here we propose a novel technique to exclude outliers from training data to improve accuracy of classification problems. Anomalous observations in data are unavoidable, resulting from human errors, mechanical faults and fraudulent behaviors. Concerning about this, it is very important to detect and remove outliers before devastating consequences occur. Through the model we developed, outliers can be identified effectively.
a. Definition of Outliers Assume that there are n patients and each patient is described by p attributes. Denote
as the gene expression representation for patient j, j = 1, . . . , n. Let y = (y 1 , y 2 , . . . , y n ) be a vector of length n to represent the ground truth of patients. Then we assign all positive samples to set S 1 which is of size L 1 × p and negative samples to set S 2 of size L 2 ×p. Since in SVMs, Euclidean Distance is utilized to measure the distance between any two points, here we still apply Euclidean distance to measure the distance between Patient i (i ∈ S 1 ) and Patient j (j ∈ S 2 ):
2 , i ∈ S 1 and j ∈ S 2 .
As we note that if d ij (for some i and j) is close to 0, then the majority of features in Patient i and Patient j are similar. However, two patients belong to different sets means one is a survivor and the other is a failure. It makes no sense that similar attributes have completely opposite outcomes. Therefore, we can define samples that in different sets but the distance between each other is almost zero as outliers. where e i stores the distance of some two patients. According to the definition of outliers above, we know that the smaller value of e i is, the more likely the corresponding sample is an outlier. In the following, we cluster the data set, making the distance between every two samples in one cluster be extremely small, so as to obtain a cluster of outliers. Firstly, we normalize the data by
Thus, δ t will be between 0 and 1, i.e., δ t ∈ [0, 1]. To determine a "good" or "representative" clustering, we introduce an error measure denoted by E [21] :
where a ij is the jth point in the ith cluster, z i is the centroid of the ith cluster, and n i is the number of points in the ith cluster. Therefore, the error measure provides us an objective method for comparing partitions as well as a test for eliminating unsuitable partitions. To achieve a representative clustering, E should be as small as possible.
Here we employ the typical clustering approach, the k-means clustering method to partition the data. Generally speaking, k-means clustering is an algorithm to group or classify samples based on attributes or features into k groups. The clustering is achieved by minimizing the sum of the squares of distances between data and the corresponding cluster centroid. Integrating k means clustering, we can successfully group the δ t into k clusters. Then it is natural to pick the cluster consisting of the smallest element of δ t since the smallest one shall be outliers and all the elements in the same cluster have similar behavior.
Performance Evaluation
In this subsection, we adopt cross-validation which is a popular technique to assess the generalization ability of a statistical analysis. It holds the promise to evaluate the accuracy of a predictive model in practice. Specifically, one round of cross-validation involves grouping a sample of data into complementary subsets called testing set and training set respectively. The training set is used for analysis while the testing set is the one used for validation. Usually, multiple rounds of cross-validation are adopted with different partitions and the final validation result is obtained by taking the average over all the rounds.
The 5-Fold Cross Validation
The performance of the classification model is estimated by 5-fold cross-validation using a single observation from the original sample as the testing data while the remaining observations are regarded as the training data. Specifically, at each round, the original data is randomly partitioned into 5 subsamples. Among the 5 subsamples, a single subsample is the one for testing the model while the remaining 4 subsamples are used as training data. This cross-validation process is then repeated 5 times (the folds), which guarantees that each of the 5 subsamples would be used exactly once as validation data. Thus, the average of the 5 results from different folds can be used as a single estimation. The accuracy of the learning performance is then measured as follows:
Here T P is the true positive number, T N is the true negative number, F P is the false positive number and F N is the false negative number. In fact, accuracy is exactly the ratio of the correctly predicted items to the whole number of data instances. Statistical methods for multivariate outlier detection are used to indicate those observations that are located relatively further from the center of the data distribution. Several distance measures can be employed to fulfill such a task. Among all the distance measures, the Mahalanobis distance is a well-known criterion which closely depends on estimated parameters of multivariate distribution. Accordingly, those observations with a large Mahalanobis distance which implies they are comparatively far from the center of the data distribution are indicated as outliers [9] . MOD  78%  81%  71%  81%  PM  89%  90%  88%  96%  The table presents the classification performance of our proposed method and the traditional method in terms of the Accuracy, Sensitivity, Specificity and AUC value. MOD, PM stand for the multivariate outlier detection method and the proposed method. Mean-AC, Mean-SE, Mean-SP, Mean-AUC represent the average of the accuracy, sensitivity, specificity and AUC value for the gene expression profiles of CNS respectively.
Results
In this section, we discuss the classification performance of our proposed method with anomaly detection scheme. In particular, Table 1 shows that our framework can improve the classification accuracy over traditional techniques, MOD method. Furthermore, we can see that the performance of classification cannot be effectively increased by integrating the MOD method. However, in contrast, our proposed method can dramatically improve the classification which highlights the effectiveness and superiority of our method. Here the results are achieved by taking the average over 5 rounds. The average accuracy of 89% interprets that our method performs better than the traditional one (only 78%). In terms of the sensitivity and specificity, one can see that our methods are consistently better than the original method, which highlight the superiority of our method in fulfilling the task of prediction. In addition, we analyze the discrimination of our proposed model by AUC value. Results show that the AUC value of our model is dramatically higher than that of other methods, achieving 96%. We further repeated the 5-fold cross-validation for 100 times to get 100 values. The accuracy, sensitivity and specificity of these values are 0.033, 0.042 and 0.055, respectively. These tests confirm that our model is both robust and stable.
Furthermore, Figures 1-3 depict the explicit description of classification performance from the perspective of accuracy, sensitivity and specificity, respectively. Figure 1 clearly shows that our proposed model is consistently superior to the traditional one. In terms of sensitivity, it is interesting to observe that the results obtained by using MOD method are not so satisfactory. Similarly, we can see the distribution of specificity is consistently inferior to our proposed method which further illustrates the significance and power of our proposed outliers detection method. We can conclude that our novel method of identifying the outliers in data sets is effective in improving the prediction performance and may have a broad range of applications to other real world data sets.
It is possible that different values of k may lead to different effects on the clustering results. Therefore, it is necessary to conduct a sensitivity analysis on the value of k. It should be noted that the smaller δ is, the more likely the samples are anomaly. Thus, we choose the cluster with the smallest δ as the optional cluster and consider the corresponding samples in it as outliers. Then we can conduct an analysis on the data set where all the outliers have been eliminated. It turns out that when k ≥ 30, the number of anomaly samples stabilizes at 7. Usually, the value of k is smaller than the number of samples in the data set [1] . Meanwhile, the smaller the value of k is, the larger the number of samples in each cluster is. What's more, motivated by [22, 24] , we know that outlier detection methods can be built on clustering techniques and a cluster of small size can be considered as cluster outliers. Noticing that when k is no less than 30, the number of samples in a cluster is small and it keeps constantly equal to 7, we choose k ≥ 30. Furthermore, to evaluate the performance without the optional cluster, we compare AUC values for different k. It is interesting to see that the AUC values for data set excluding the optional cluster. are greater than that for the original data set, which further confirms the importance of the selected outliers obtained from our proposed method. One can see that when the number of outliers is close to the size of the optional cluster, the classification performance tends to be the best. Especially, the accuracy after excluding the anomaly samples determined by the the optional cluster performs the best in all the cases. cancer for verifying our method, we are also interested in the performance of application to the other dataset.
Here Diffuse large B-cell lymphoma (DLBCL) data set are adopted to evaluate our method. This data set has 6817 features and 77 instances which can be found in [25] . By utilizing our propose method, we can exclude the outliers and further conduct classification. One can see from Table 2 that for the accuracy and specificity, our method is comparable to MOD. However, in terms of sensitivity and AUC value, the result for our proposed method is consistently superior to the traditional one. Thus, we can conclude that the classification performance based on our proposed method outperforms that of MOD. 
Conclusion
Represented by a heterogeneous group of tumours, Embryonal tumours of the central nervous system (CNS) is of little known biologically. Its diagnosis is controversial morphologically. For many CNS diseases, pathogenesis is unknown, therapy effects on patients are difficult to predict, and relationships among CNS diseases are debated [23] . We tackled these problems by developing a classification algorithm based on DNA microarray array gene expression data. Previous works are generally hindered by noises resulting from outliers. We addressed the problem by applying SVMs with a novel outlier removal method which has been shown to be much better in improving accuracy and stabilization than other multivariate outlier detection methods. We conclude that our proposed method can be extended to help in predicting patients' response in clinic therapy of other diseases, such as brain tumor segmentation and diagnosis, planning and treatment.
