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GARCH-jump models of metal price returns, while allowing for sudden 
movements (jumps), apply the same specification of the jump component in both ‘bear’ 
and ‘bull’ markets.    As a result, the more frequent but relatively small jumps that occur 
in both bear and bull markets dominate the characterization of the jump process.    Given 
that large jumps, although less frequent, are still quite common in copper (and other 
metal) markets, this is a potential shortcoming of current models.  More flexibility can 
be added to the modeling process by allowing for regime-switching.  In this paper we 
specify a model that allows for switching across two separate regimes, with the 
possibility of different jump sizes and frequencies under each regime, along with a 
regime-specific GARCH process for the conditional variance.  This model is applied to 
daily copper futures prices over the period of January 2 1980 through the end of July 
2007.  The model is estimated both with and without factors such as interest and 
exchange rate movements entering into the specification of the state-dependent mean of 
the conditional jump size.    In some respects, a Regime Switching GARCH-Jump Model 
performs well when applied to the copper returns data. The results are mixed in terms of 
whether or not variations of the model that allow jump sizes to be a function of interest or 
exchange rates offer much of an advantage over a pure time series approach to the 
modeling of copper returns over the past three decades. 
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1 Introduction 
 
  Movements in copper returns continue to puzzle observers.  Early empirical 
studies that attempted to capture observed price behaviour met with only limited success, 
while more recent studies incorporating GARCH effects, with and without jump 
dynamics, have shown promise.    A common approach in the early empirical studies was 
to attempt to characterize the movements of copper (or other metal) spot prices over time, 
possibly as a function of other characteristics of the economic environment such as 
interest rates (Heal and Barrow 1980, Slade 1982, Deaton and Laroque 1992). To a large 
extent this strand of the literature is rooted in economic theory.  That is, the time series 
specifications either implicitly or explicitly draw on economic theories of optimal 
resource extraction and/or speculative commodity storage, and in many cases, for 
example, either use interest rates as a control variable or estimate an implied discount rate 
within the model.  For copper, when found to be significant, the role of interest rates 
does not match up with the predictions from standard models (Heal and Barrow 1980, 
Deaton and Laroque 1992). 
  
  More recent studies have turned to GARCH or GARCH-jump models to examine 
prices and returns in copper markets.    Bracker and Smith (1999) and Smith and Bracker 
(2003) apply GARCH and EGARCH models to daily copper futures price data and find 
that these specifications are better able to capture volatility than other models.  Chan 
and Young (2006) apply an Autoregressive Jump Intensity GARCH (ARJI-GARCH) 
model to the joint distribution of cash and futures returns in copper markets and find that 
allowing for a common jump across the cash and futures series contributes significantly 
to the ability to empirically capture the observed dynamics in these markets, at least in 
the more recent 'post-producer pricing' era.   
 
  In ARJI-GARCH models, a single specification of the jump component is applied 
throughout the entire time period under consideration. For assets that experience periods 
of both ‘bear’ and ‘bull’ market conditions, observed jumps in returns may be very 
different, however, depending on the prevailing market sentiment.  A standard   3
ARJI-GARCH specification, therefore, may not offer sufficient flexibility to adequately 
capture these differences. The characterization of a jump process that is common across 
all market conditions will end up being dominated by the more frequent relatively small 
jumps that occur in both ‘bear’ and ‘bull’ markets.  As a result, a single regime 
ARJI-GARCH specification will make it difficult to capture the larger jumps that are 
often observed in a ‘bear’ market.     
 
Given that large jumps akin to those observed in ‘bear’ markets for stocks are 
common in copper (and other metal) markets, this is a criticism that should be examined 
in the context of copper markets.  One way of addressing this problem is to add 
flexibility to the modeling process by allowing for regime-switching. Regime-switching 
models have already been applied in a variety of contexts.    Much of this work has been 
done in the context of stock markets (Maheu and McCurdy 2000), exchange rates (Maheu 
and McCurdy 2002) and interest rates (Gray 1996, Mills and Wang 2006, Chua and 
Suardi 2007).  Power (2007) applies a regime-switching model to agricultural 
commodity futures.    In particular, Power finds that this type of model performs well for 
Chicago Board of Trade corn futures. 
 
  In this paper, we specify a model for returns on copper futures that allows for 
switching across two separate regimes, with the possibility of different intensities and 
sizes of jumps in each of the regimes, along with a regime-specific GARCH process for 
the conditional variance.    This model is applied to daily futures prices over the period of 
January 1980 through the end of July 2007.  Furthermore, in the spirit of the earlier 
literature where other characteristics of the economic environment are allowed to play a 
role in the process governing copper returns, we allow the jump process to be affected by 
interest and exchange rates.  The consideration of the former is implied by standard 
economic theories of exhaustible resource extraction, dating back to the seminal work of 
Hotelling (1931). The latter is based on the fact that copper sales generally involve 
international trade and will be affected by the cost of obtaining foreign currency. In 
particular, we consider the 91-day US Treasury Bill rate, the US federal funds rate and 
the Pound/Dollar and Yen Dollar exchange rates.  This provides a simple framework   4
that can be used to examine the roles of possible underlying sources of the observed 
jumps in various regimes (such as ‘bear’ and ‘bull’ markets). 
 
  The remainder of the paper is structured as follows.  In Section 2 we present a 
discrete time jump model for copper returns with a state-dependent jump intensity and 
jump size distribution where jump size is allowed to be affected by exogenous factors 
(such as interest or exchange rates).  Section 3 presents and discusses the results of the 
model as applied to copper market data.    Section 4 concludes. 
 
2 A Regime-Switching GARCH Jump Model for Copper Returns 
 
  Copper markets are affected by a variety of factors. Given its thermal and 
electrical conductivity properties and its use in the creation of many metal alloys, copper 
is used in a variety of products and applications ranging from manufacturing to the 
transmission of electricity to telecommunications to residential construction. Copper also 
has close substitutes in many of these applications. For example, pipes can be made of 
copper or plastics. Fiber optics can replace copper in telecommunications applications.   
Therefore shocks that hit the overall economy or particular subsectors will have an 
influence on the derived demand for copper, and therefore on spot and futures prices.   
Furthermore, as with markets for financial assets, there is a speculative component to 
demand in copper markets (Slade et al 1993). On the supply side of the market, the 
opening of new mines, labour disputes, and attempts at collusive behaviour will affect 
prices and returns.
1    With such a variety of potential sources of shocks to copper returns, 
it may well be the case that the predominance of certain types or combinations of shocks 
will lead to different observed patterns of volatility.     
 
An examination of trends in daily copper NYMEX futures over our January 1980 
to July 2007sample period, presented in Figure 1, supports this conjecture. We see, as is 
often observed in stock markets, that there are several periods of stable prices or 
                                                 
1  There have been many episodes of collusive behaviour in copper markets.    One of the most recent overt 
attempts at collusion was through Conseil Intergouvernemental des Pays Exportateurs de Cuivre (CIPEC) 
in the early 1970s (Zorn 1978). This organization disbanded in 1988.   5
sustained general price increases. But there are also periods where returns follow a much 
different pattern of sharp drops followed by sustained decreases in prices.    These two 
general types of observed market conditions for copper prices can be thought of as being 
analogous to ‘bull’ and ‘bear’ markets.    One might also note that Deaton and Laroque 
(1992), who apply a rational expectations competitive storage model to the study of price 
behavior for thirteen commodities including copper, show that the long-run invariant 
stationary distribution of prices oscillates between two regimes. In summary, both the 
observed behaviour of prices and theoretical models support the case for the existence of 
switches back and forth across two separate regimes in copper markets. 
 
  We model this behaviour empirically through a regime switching GARCH-jump 
model. This approach, which can be viewed as a direct extension of switching-regime 
ARCH models, provides a reasonably parsimonious approach to the study of a 
two-regime state of affairs in copper (or other) markets (Cai 1994, Gray 1996, Hamilton 
and Susmel 1994).  Daily copper futures returns at time t, Rt, are defined as 
100×ln(FPt/FPt-1) where FP is the futures price defined by rolling over expiration 
(Moschini and Meyers 2002).    The information set at time t, { } 1 , , R Rt t L = Φ , consists of 
the history of these copper futures returns which, in our model, are assumed to evolve 
according to:   












t St t St
t
t t t






k T St t S
t S t t S
p
i
i t i S t
Y NID z
Y E Y J


















Equation (2.1) is made up of a returns equation, a jump equation, and a set of 
distributional assumptions.    In this model, the market will be in one of two (unobserved) 
states or regimes, indexed by St = {1,2} on any given day. The way in which returns, Rt, 
evolve in each state or regime is assumed to consist of several components. The first of 
these is a state-dependent mean,








φ , (wherein each of the previous returns will itself have 
evolved as a function of the state/regime on that day). The third component,    , t t S z h
t , is 
a GARCH disturbance with state-dependent volatility that captures smooth movements 
due to gradual adjustments in copper markets. The exact specification of this 
regime-dependent volatility is discussed below, following our discussion of the final 
component in the returns equation, t St J , , which is a regime-dependent jump with a zero 
mean. This jump component captures sudden market movements, as one or more 
‘unusual’ events or shocks, k t St Y , , , hit the market.     
 
  The size of the composite jump component at time t, t St J , , depends on both the 
size of individual jump shocks ( k t St Y , , ) and on the number (
t S n ) of these ‘shocks’ that 
arrive on that day.  Therefore, assumptions must be made regarding the distributions of 
both of these factors. In our model, the size of  k t St Y , , , conditional on the history of 
returns contained in the information set, is presumed to be independent, and normally 
distributed with a regime-dependent mean 
t S θ and variance
2
t S δ , where the mean can be 
specified as a function of one or more exogenous variables (such as interest or exchange 
rates). That is, both the average size and the variability of jump sizes are allowed to vary 
over the two states or regimes.  The subtraction of the expected value in the jump 
equation allows t St J , to enter the returns equation with a zero mean. 
 
  The discrete counting process governing the number of jumps that arrive between 
periods t-1 and t, 
t S n , is assumed to be distributed as a Poisson random variable with 
regime-dependent parameter  0 >
t S λ and density: 
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The mean (of the number of individual jumps on day t) and variance (of the number of 
jumps on day t) for the Poisson random variable are both
t S λ .  This  parameter  is  referred 
to in the literature as the jump ‘intensity’.   
 
  To complete the specification of the conditional volatility dynamics for the 
returns, it is also necessary to parameterize the GARCH component of our model that 
allows us to capture smooth volatility movements in the market.  To simplify the 
construction of the likelihood, we assume that zt, the N(0,1) GARCH disturbance, and the 
jump size  k t St Y , , , are independently distributed normal random variables.  Furthermore, 
we assume that t St h ,  is measurable with respect to the information set  1 − Φt  and follows 
a GARCH(p,q) (Bollerslev 1986) process. That is, 
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Following Gray (1996)'s generalized regime switching model, we can obtain the 
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where  1 , 1 − t p   is the probability of being in state 1 given all information up to t-1, and the 
corresponding regime-independent GARCH disturbance is defined by 
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This specification of  1 − t ε   contains the expected jump component and therefore allows it 
to propagate and affect future volatility through the GARCH variance factor.   8
 
  We specify the transition probabilities for the unobserved regime or state 
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In principle, the transition probabilities can be generalized to be a function of regime 
duration (Maheu and McCurdy 2000, Maheu and McCurdy 2002) or one or more 
exogenous variables, such as an interest rate (Gray 1996).    For simplicity and to provide 
a benchmark for future comparison, we assume that these transition probabilities are 
constant in order to focus on the regime-dependent jump specification.  It follows that 
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where () ( ) ∑
∞
= − − − − − − Φ = = = =
0 1 1 , 1 1 1 1 , , | |
j t t i t t t t i j n R f i s R f g  is the conditional density of 
returns given state i at time t-1.   
 
  The conditional density of the copper returns is obtained by integrating out the 
two discrete valued variables: (i) t St n , , governing the number of jumps; and (ii) the state 
variable, t s , governing the regime transition. This conditional density of returns is: 
   9
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Equation 2.10 shows that this model can be expressed as a discrete mixture of 
distributions, where the mixing is driven by a time-varying Poisson distribution. 
The assumptions presented in Equation 2.1 imply that the distribution of returns 
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  Equation 2.10 involves an infinite sum over the possible number of jumps, t i n , . In 
practice, we truncate the maximum number of jumps to a sufficiently large valueτ , so 
that the probability of  τ  or more jumps is for all practical purposes equal to zero. We 
empirically check for our particular dataset to machine precision. Equation 2.2 yields a 
value of 0 for τ ≥ j . A second check on the choice of τ  is to investigate  τ τ > ~  to 
ensure that the likelihood and parameter estimates do not change. 
 
  In this model it is possible to allow for time varying jump intensity by considering 
the conditional jump intensity specification used in Chan and Maheu (2002): 
 
(2.11)         . 1 2 , 1 1 , 0 , , − − + + = t S t S S t S t t t t ξ κ λ κ κ λ  
 
With the restriction of  0 , t S κ and  2 , 1 , t t S S κ κ > , the autoregressive jump intensities (ARJI) 
t St , λ will be positive at all times. The ex-post error, 1 − t ξ , captures the unexpected number 
of jumps in the previous period.  Given the state t s ,  1 , − t St ξ  is the innovation or 
unpredictable component of the counting process, measured ex-post as: 
   10
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1 − t λ are defined by 
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An examination of the autocorrelation properties of the jump intensity residuals, 1 − t ξ , can 
be used to determine whether or not time-varying jump intensities are empirically 
relevant in a given application of the model. 
 
 Finally,  let  ( ) 1 , , | − Φ = t t i t j n R f denote the conditional density of returns given i 
state and j jumps occur, and the information set  1 − Φt . Having observed  t R  and using 
Bayes' rule we can infer ex post the probability that a jump of size j occurred at time t, 
with the filter defined as 
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where  ( ) 1 , | − Φ = t t i j n P is from Equation 2.2. The filter in Equation 2.15 is an important 
component of the model in the presence of time-varying jump dynamics, since it enters 
Equation 2.12 but it also can be constructed and used for inference purposes.  For 
example, the probability that at least one jump occurred could be assessed 
using ( ) t t i n P Φ = − | 0 1 , .    11
 
  Once the model has been estimated (via maximum likelihood methods), one way 
to evaluate its performance is via a Pearson goodness of fit test based on the integral 
transformation of Rosenblatt (1952).  For a candidate model with conditional density 
() Θ Φ − , |
~
1 t t R f  where Θis the known parameter vector, Rosenblatt (1952) shows that if 
the data are drawn from the density  () ⋅ f
~
 then  the  series { }
T
t t u 1
~
= defined from 
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will be i.i.d. U(0,1). Therefore testing whether or not    U(0,1) . . . ~ ~ d i i ut  provides a test 
for correct model specification.   The Pearson goodness-of-fit test for  t u ~ is suggested by 
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where g is the number of equally spaced groups, and  i n   is the number of observation of 
t u ~ that occur in group i. After g is chosen,  ∑ = =
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3 Results 
 
  The regime-switching GARCH jump model from Section 2, using a lag length of 
one in the autoregressive component of our returns specification, is estimated via 
Maximum Likelihood methods with a truncation point (see the discussion immediately 
following Equation 2.10) of 10.  We use daily observations on NYMEX futures for 
copper from January 2 1980 to July 31 2007 where the futures price is defined by rolling 
over expiration (Moschini and Myers 2002).  Returns are calculated as (100×) the log 
difference in this futures price.  The model is estimated both with and without an 
exogenous variable (change in an interest rate or rate of return for an exchange rate) 
entering into the specification of the regime-dependent mean of the conditional jump 
size.
2 Earlier data, although available, were not used as copper markets witnessed 
significant changes in the late 1970s as North America was in the process of moving 
away from its producer-price system and the presence of jumps were not found to be a 
statistically significant characteristic of copper returns in this earlier era (Slade 1988, 
Chan and Young 2006).     
 
  Summary statistics for our data are presented in Table 1.  The average return on 
copper futures prices was close to zero (0.023%), but exhibited substantial volatility with 
returns ranging from -13% to 11% across the 8058 days in our sample.  In comparison, 
the US 91-day Treasury Bill rate over this period averaged about 6%, ranging from 1% to 
17%.
3.    Compared to the Treasury Bill rate, the Federal Funds rate exhibits both a higher 
mean (around 6.5%) and a larger range (from 1% to 22%).  The two exchange rates 
considered are the Pound/Dollar and Yen/Dollar rates.  These correspond to economies 
with different sectoral compositions in terms of activities that involve the use of copper, 
with Japan having substantial automotive and high-tech manufacturing sectors.  Over 
our sample period, the average rate of return (calculated as 100 × the log difference) in 
each exchange rate is close to zero, at -0.002 for the Pound and 0.011 for the Yen.    The 
                                                 
2  Specifications where the interest rate is entered into the regime-dependent mean of the returns (μ) led to 
convergence problems in the solution algorithm. 
3  Although the choice of interest rate in previous studies has not been unique, generally a 30-day or 91-day 
Treasury Bill rate has been used.    For example, Heal and Barrow use a (British) 91-day Treasury Bill rate.   
In order to check for robustness, we consider both the US 91-day rate and the US Federal Funds rate.   13
range and standard deviation of these changes are of similar magnitudes for both 
exchange rates, although slightly larger for the Yen.   
 
As with other time periods considered in the previous literature, the copper 
returns exhibit strong negative skewness and excess kurtosis.  And while there is no 
evidence of autocorrelation in the copper return series, the squared returns are serially 
correlated.  As expected, these copper returns data indicate that a GARCH model with 
jumps to capture the leptokurtosis is appropriate. 
 
  The results from our Regime-Switching GARCH-Jump Model are presented in 
Tables 2 (basic model and 91-day Treasury Bill version) and 3 (Fed Fund, Pound/Dollar 
and Yen/Dollar versions).    Two distinct regimes for copper returns are evident.    As can 
be seen from these tables, most of the major features of the two regimes are not affected 
by whether or not we allow the average jump size to be a function of an interest or 
exchange  rate.   
 
  Under Regime 1, the mean return, μ,  is statistically different from zero with 
estimated values ranging from 0.073 to 0.078. By contrast, the mean return in Regime 2 
is never significantly different from zero. The first regime could possibly be referred to as 
a “bull market” with apparently most investors enjoying a decent size of return and the 
second regime a “bear market” with average returns of zero. These names are only 
roughly appropriate, given that, as is described below, the first regime is also the one in 
which large negative jumps are most likely to occur. Note that in Regime 2 returns 
always exhibit statistically significant negative autocorrelation, (φ1) implying that a large 
drop in the futures return is likely to be followed by a rally on the next day. This 
phenomenon does not appear under Regime 1.     
 
Both the frequency (intensity) and sizes of jumps vary over the two regimes.  
The Ljung-Box Portmanteau tests applied to the jump intensity residuals, Qξ, indicate the 
absence of any autocorrelation.  This implies that a time-varying parameterization of 
these intensities, as presented in Equation 2.11, is not needed. Instead, regime-specific   14
constant intensities suffice.    These jump intensities of about 0.17 in Regime 1 and larger 
at about 0.25 in Regime 2, when entered into Equation 2.2, imply about one jump per 
week under Regime 1 and one about every 4 to 5 days under Regime 2.  These 
intensities are comparable to an average value of approximately 0.2 found in Chan and 
Young (2006) (who, as opposed to the constant within-regime intensities here, find that 
time-varying intensities were needed in a single regime model).     
 
  The sizes of the jumps, θ, that occur within the two regimes are very different.  
Although less frequent, jumps in Regime 1 are relatively large. For the basic model, the 
average jump size is -0.617 and the variance of the jump sizes is 2.4485 which is over 
50% larger than under Regime 2. With the GARCH parameter estimates (α + β) of 0.86 
in Regime 1, the large negative jumps in this period are associated with a persistent 
volatility process. This implies that it is more likely that one will observe large negative 
jumps in this regime and the jump impacts transmitted through the lagged residual in the 
volatility next period will be long lasting.  Among the large jumps captured under 
Regime 1 are the tight supply period of the late 1980s and the copper trading scandal of 
June 1996 (Edelstein 2001).  Thus, although Regime 1 sees higher returns on average, 
as measured through μ, this regime is also characterized by the risk of occasional large 
negative jumps. 
 
  When we allow the jump size to be a function of the (change of the) rate of 
interest, we see that under Regime 1, for both the 91-day Treasury Bill and Fed Fund 
rates, the size of the jump is related positively to changes in the rate of interest.  When 
interest rates increase, for example, jumps are more likely to be positive.    This is loosely 
consistent with theories in the economics of exhaustible resources that posit higher 
returns during periods of high interest rates.     
 
When we allow the jump size to be a function of the (percentage change of an) 
exchange rate, the results are quite sensitive to the choice of exchange rate.  While 
jumps in Regime 2 are not affected by either of the exchange rates considered, Regime 1 
jumps increase with changes in the Yen/Dollar  rate.  Given that copper is used in many   15
manufacturing applications in the automotive and high-tech sectors, it is not surprising 
that under conditions of tight supply, shocks to the Japanese currency are related to jumps 
in copper returns. Furthermore, it might be noted that the 1996 copper trading scandal 
mentioned above involved a trader at Tokyo’s Sumitomo Corp (Edelstein 2001). In spite 
of the significant impact of the Yen under Regime 2, inclusion of the exchange rate 
information does not lead to an appreciable increase in the value of the log-likelihood.   
 
Average durations in each regime are calculated based on an evaluation of the 
conditional probability P(S1 | t-1) for each t. Days for which the estimated probability 
exceeds 0.5 are classified as belonging to Regime 1. In the basic model, the durations for 
Regime 1 range from 1 to 343 days, with a sample average of about 20 days and a 
standard deviation of 45, while the observed.  For Regime 2, durations range from 1 to 
578, with a sample mean of 45 and a standard deviation of 103.
4  Copper  markets  at  any 
given point in time are more likely to be characterized by Regime 2.  In fact, Regime 2 
is in place for about 70% of our observations.  Results are similar for the models that 
include interest or exchange rates.    Given that Regime 1 offers higher returns on average 
but also witnesses the largest sudden negative movements via the jump process, it is not 
obvious whether producers of copper, for example, would prefer to be in the more stable 
low return Regime 2 or the riskier but higher return Regime 1.    An answer to this would 
require an investigation into the returns from available hedging strategies, and such an 
investigation would require information regarding the joint behaviour of spot and futures 
returns. 
 
The probabilities of being in Regime 1 for the first two specifications (Basic and 
91-day Treasury Bill) of our model are depicted in Figure 2.    The returns under the two 
regimes for the basic model are depicted in Figure 3.    Figure 3 sorts copper returns into 
two separate groups based on the conditional filter of being in a given state. From Figure 
3, we see that Regime 1 captures the (infrequent) relatively more volatile and extreme 
portions of the return process. Regime 2, on the other hand, picks up the (frequent) 
                                                 
4  The reported durations based on the calculated conditional probabilities are shorter than those implied by 
the transition probabilities for the individual regimes.   16
relatively less volatile periods. Note that in both regimes, there is substantial variation 
around the means for these returns due to both the GARCH and jump components of the 
model.  Our results for copper markets are somewhat similar to than those found by 
Power (2007) for agricultural commodities.  He finds, in a regime-switching model 
without jumps, evidence of a highly persistent low-mean low-volatility regime and a 
much less persistent high-mean high-volatility state in corn prices.   
 
  The Ljung Box statistics presented at the bottom of Tables 2 and 3 show that the 
regime switching jump models capture all the serial correlations in both the mean and 
variance of the futures return process. As mentioned above, the same test on the 
measurable shock (Chan and Maheu 2002) indicates that there is no need to add a 
time-varying component to the jump intensity for the regime switching model.   
 
  Given that our major results are quite similar across the specifications in Tables 2 
and 3, we restrict our reported diagnostics to those for the basic and 91-day Treasury Bill 
models.  These are presented in Table 4.
5  We see that the Regime Switching 
GARCH-Jump Model performs well in some respects.  The Pearson Goodness of Fit 
values all indicate that the models, with and without the interest rate included, perform 
well. For the bin size of 50, the Pearson statistic corresponding to the regime-switching 
jump model has a value of 46.15.  This is low compared to the values of 242.52 and 
60.22 for a standard GARCH and a single regime GARCH-jump model, respectively. 
The statistics for the standard GARCH model, having p-values closed to zero for all bin 
sizes, signal misspecification of the unconditional distribution of futures returns. All 
jump models pass this particular test of misspecification in the unconditional distribution, 
providing support for the usage of a Poisson jump structure in modeling copper futures 
returns. As a robustness check for overfitting, we evaluate the forecasting performance of 
the regime switching GARCH-jump model using the data from the beginning of year 
                                                 
5  We also check for parameter stability by estimating the basic and 91-day Treasury Bill specifications 
separately for 3 time periods: 1975-1985, 1986-1996, and 1997-2007.    As might be expected, the earliest 
sample, which includes data from the tail end of the North American producer-pricing era (which has been 
excluded from the sample used in Table 2), yields results that are much different from those found for the 
full sample and for the other two subsamples.    The general patterns of signs and relative parameter sizes 
are quite stable across the latter two subsamples. These results are available from the authors upon request.     17
2000 to July 31, 2007 as out-of-sample data. The root mean square errors and mean 
absolute errors are reported in the right panel of Table 4. The results show that the regime 
switching GARCH jump model generally provides marginally superior out-of-sample 
forecasts for copper futures return in comparison to the plain GARCH and GARCH-jump 
models. The regime-switching jump model does not perform as well simpler 
specifications, however, with respect to an Akaike Information Criterion (AIC) or 
Schwarz's Bayesian criterion (BC). 
 
In spite of the somewhat disappointing performance of the regime-switching 
model in terms of a subset of the model diagnostics, the results may still be of economic 
importance for agents who deal in copper markets.  Recall that in Regime 1, average 
returns are relatively high, but there is a much greater risk of large negative jumps than in 
the more stable but lower return Regime 2. From a macroeconomic perspective,  
copper-exporting countries such as Chile or Zambia that may rely on copper sales to 
generate much of their foreign exchange and fuel growth, may have a strong preference 
for the less risky Regime 2, as this regime is less likely to generate temporary crises with 
respect to the management of the economy.  One available strategy for managers of 
these economies is to attempt to influence copper prices through cartelization.  Previous 
attempts to do so, however, have not been successful (Zorn, 1978). Risk preferences may 
be different, however, for higher income copper exporters such as Canada and Australia, 
whose economies are more diversified, and for whom the higher average returns of 
Regime 1 may be attractive.     
 
The results are also of interest in that they may have implications for optimal 
hedging strategies for firms who are sellers and buyers of copper. The cost of risk 
management via hedging will be a function of the jump structures, which differ across the 
two observed regimes.  Therefore, knowledge of which regime is in effect and how 
likely it is that this regime will remain in effect will affect agents’ optimal hedging 
strategies.    An examination of whether or not there are significant gains from a hedging 
strategy that takes regime-switching into account would require an extension of the 
model where spot price jumps are modeled along with those for futures returns. Finally,   18
the results related to copper are also of general interest as they provide a point of 
comparison for other metal markets where regime-switching models may better capture 




  In this paper, we examine the ability of a discrete time jump model with a state- 
dependent jump intensity and jump size distribution to capture the observed dynamics in 
the returns of copper futures prices.  We find two distinct regimes with markedly 
different behaviour in terms of autocorrelation in the returns and jump size.    In the spirit 
of the early empirical literature on metal prices, we allow the jump size to be a function 
of interest or exchange rates and find the relationship to sometimes be statistically 
significant, while leaving the main features of the two regimes unchanged.  Diagnostic 
tests are mixed in terms of indicating whether or not controlling for these in our 
Regime-Switching GARCH-Jump model contribute much to our ability to capture copper 
return dynamics in recent years.  Possible fruitful directions for future research may 
include (i) an examination of the implications of regime switching jumps for issues such 
as the hedging of risk in commodity markets (through the application of a bivariate 
regime-switching jump model for both spot and futures prices); and (ii) the application of 
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