Multiplex networks consist of a fixed set of nodes connected by several sets of edges which are generated separately and correspond to different networks ("layers"). Here, a simple variant of the Ising model on multiplex networks with two layers is considered, with spins located in the nodes and edges corresponding to ferromagnetic interactions between them. Critical temperatures for the ferromagnetic transition are evaluated for the layers in the form of random Erdös-Rényi graphs or heterogeneous scale-free networks using the mean-field approximation and the replica method, from the replica symmetric solution. Both methods require the use of different "partial" magnetizations, associated with different layers of the multiplex network, and yield qualitatively similar results. If the layers are strongly heterogeneous the critical temperature differs noticeably from that for the Ising model on a network being a superposition of the two layers, evaluated in the mean-field approximation neglecting the effect of the underlying multiplex structure on the correlations between the degrees of nodes. The critical temperature evaluated from the replica symmetric solution depends sensitively on the correlations between the degrees of nodes in different layers and shows satisfactory quantitative agreement with that obtained from Monte Carlo simulations. The critical behavior of the magnetization for the model with strongly heterogeneous layers can depend on the distributions of the degrees of nodes and is then determined by the properties of the most heterogeneous layer.
Introduction
Due to the ubiquity and importance of complex networks in many areas of social life, science and technology much research has been devoted to this topic in the last decades [1, 2] . Also the physics of interacting systems on complex networks is a rapidly developing branch of statistical physics [3, 4] . Among the latter systems the ferromagnetic (FM) and spin-glass (SG) transitions in the Ising model was investigated on various complex networks, including heterogeneous scale-free (SF) networks [5] , e.g., by means of heterogeneous mean-field (MF) theory [6, 7, 8] , the replica method [7, 9] , belief propagation algorithm [10, 11] and Monte Carlo (MC) simulations [12, 13, 14, 15] . In the context of recent interest in even more complex structures ("networks of networks") much attention has been devoted to multiplex networks (MNs) which consist of a fixed set of nodes connected by various sets of edges called layers [16, 17, 18] . MNs naturally emerge in various social systems (e.g., transportation or communications networks), and interacting systems on such structures exhibit rich variety of collective behaviors and critical phenomena. For example, percolation transition [19, 20, 21, 22] , cascading failures [23] , threshold cascades [24, 25] , diffusion processes [26, 27] , epidemic spreading [28, 29] , etc., were studied on MNs. In particular, investigation of the Ashkin-Teller model on a MN, treated as a model for interacting systems between two species of Ising spins placed on two layers, revealed rich critical behavior including occurrence of continuous, discontinuous and mixed-order phase transitions, depending on the parameters of the model [30] .
In this paper a simple version of the Ising model on MNs is investigated, with spins placed on a fixed set of nodes and with separately generated sets of edges (layers) corresponding to (in general, different) FM exchange interactions; the layers can have, e.g., a structure of random Erdös-Rényi (ER) graphs or heterogeneous SF networks. In contrast with the AshkinTeller model on MNs [30] in the Ising model in the absence of the external field only continuous FM transition is expected to occur. The main aim of this paper is to evaluate the critical temperature for the FM transition in the Ising model on MNs with different kinds of layers. In Sec. 2 the model is defined. In Sec. 3 heterogeneous MF theory for the model is formulated and the critical temperature in the MF approximation is obtained. In Sec. 4 a more rigorous approach based on the replica method known from the SG theory is developed and again applied to evaluate the critical temperature for the FM transition. In both approaches analytic calculations are performed for MNs with layers in the form of random ER graphs and heterogeneous SF networks. Besides, in Sec. 5 the critical behavior of the magnetization is investigated in a certain variant of the model on a MN with heterogeneous layers. In Sec. 6, summary and conclusions are presented.
The main results of the paper are as follows. In the case of layers with high density of connections the critical temperatures for the FM transition in the Ising model on MNs obtained from the heterogeneous MF theory and the replica method are close to each other and show qualitative agreement with results of MC simulations; better quantitative agreement is obtained in the latter case. In the case of heterogeneous layers, even if the exchange integrals in all layers are equal, despite the apparent simplicity of the model, these temperatures can differ noticeably from the critical temperature for the Ising model on a network being a superposition of the layers (called henceforth a super-network) evaluated using a simple MF approximation neglecting the possible correlations between the degrees of nodes induced by the underlying multiplex structure. Besides, the approach based on the replica method reveals that the critical temperature strongly depends on correlations between the degrees of nodes in different layers, which is another example of the effect of correlated multiplexity observed previously, e.g., in the studies of mutual percolation, robustness [21, 22] , cascading failures [23] and threshold cascades [24] in systems on MNs. It also reveals that the critical exponents for the magnetization can differ from their MF values and depend on the properties of the distribution of the degrees of nodes in the most heterogeneous layer.
The model
MNs consist of a fixed set of nodes connected by several sets of edges; the set of nodes with each set of edges forms a network which is called a layer of a MN [17, 18] . In the following, for simplicity, MNs with N nodes and only two layers denoted as G (A) , G (B) are considered. The layers (strictly speaking, the sets of edges within each layer) are generated separately, and, in most cases considered in this paper, independently. As a result, multiple connections between nodes are not allowed within the same layer, but the same nodes can be connected by multiple edges belonging to different layers. The nodes i = 1, 2, . . . N are characterized by their degrees k 
The mean degree of the nodes and the second moment of the distribution of the degrees of nodes within each layer are denoted as k (A) ( k (B) ) and
), respectively. In this paper only fully overlapping MNs are considered, with all N nodes belonging to both layers; the case of partly overlapping MNs, with only a fraction of nodes belonging to both layers, is left for future research.
In this paper probably the simplest version of the FM Ising model on a MN with two layers is studied. The model consists of two-state spins s i = ±1 located in the nodes i = 1, 2 . . . N and of edges within the separately generated layers G (A) , G (B) which correspond to exchange interactions with integrals J (A) > 0, J (B) > 0, respectively. The Hamiltonian of the model is
where the sums are over all edges belonging to the layer
). Thus the local field acting on the spin in the node i is
where the sums are over all nodes j connected to the node i by edges within the layer G (A) (G (B) ). It should be emphasised that in the model under study there is only one spin s i located in each node which interacts with all its neighbors within all layers. This is in contrast with the related Ashkin-Teller model on a MN with two layers considered in Ref. [30] , where spins interacting via exchange interactions within each layer are different, and different spins located in the same node interact via additional four-spin interactions.
The space of parameters of the model is large and comprises
and characteristics of the distributions p k (A) , p k (B) . Thus, for simplicity, in the following only the Ising model on a MN with J (A) = J (B) = J > 0 will be considered. At a first glance this case seems trivial since the Hamiltonian, Eq. (1), is then identical with that for the FM Ising model on a super-network being a superposition of the two layers. However, in the most interesting case with heterogeneous layers any attempt to study the Ising model on the super-network is not straightforward. This is because of the correlations between the degrees of nodes k i = k
which inevitably occur due to the separate generation of the layers (see Sec. 3.4.2) and cannot be easily taken into account in the calculations based, e.g., on the heterogeneous MF approximation or the replica method. However, if they are neglected the obtained critical temperature for the FM transition differs noticeably from that for the Ising model on a MN.
The mean-field approach
It is known that first, and in many cases even quantitatively correct approximation for the critical temperature for the FM transition in the Ising model on heterogeneous networks can be obtained from the heterogeneous MF theory [6, 7] . Also in the case of MNs the MF approach was successfully applied, e.g., in the studies of epidemic spreading [28, 29] . Hence, in this section appropriate theory is developed for the Ising model on a MN with two separately generated, possibly different layers; examples of such MNs are discussed in Sec. 3.1. For simplicity only the case of independently generated layers is considered, thus it is possible to assume
in the calculations. The heterogeneous MF theory for systems on MNs differs from that for systems on networks since the probabilities that a node is connected to a node with a given degree must be evaluated separately for each layer. As a result, two magnetization-like "partial" order parameters, related to the two layers, are necessary to characterize the FM transition in the Ising model, which is shown in Sec. 3.2. General results for the critical temperature in the case of heterogeneous layers are derived in Sec. 3.3, and results for the particular cases of random ER and SF layers are presented in Sec. 3.4. Finally, in Sec. 3.5 analytic results are compared with those from MC simulations.
The network models
The simplest way to generate a MN with independent layers and with given distributions of the degrees of nodes within layers is probably to use the Configuration Model [31] separately and independently for each layer. This method is particularly useful for generation of heterogeneous SF layers. To generate the first layer G (A) , the algorithm starts with assigning to each node i, in a set of N nodes, a degree, i.e., a random number k (A) i of ends of edges drawn from a given probability distribution p k (A) , withm < k (A) i < N (the minimum degree of node ism, and the maximum one N − 1), with the condition that the sum i k (A) i is even. The layer is completed by connecting pairs of the ends of edges chosen uniformly at random to make complete edges, respecting the preassigned sequence k (A) i and under the condition that multiple and self-connections are forbidden. Consecutive layers are generated in a similar way, with the degrees assigned randomly to the nodes from the possibly different probability distributions. Instead, random ER layers can be generated by selecting randomly and with uniform probability N k /2 pairs of nodes and linking them with edges, where k is the desired mean degree of nodes within the layer [32] . Using these methods, MNs with layers with different structure and statistical properties can be easily obtained.
Heterogeneous mean field theory
There are different ways to derive the MF equations for the order parameter (in general, a sort of magnetization) for the Ising model on, possibly heterogeneous, networks [6, 7] . Here we adopt the approach based on the Master equation for the probability that at time t the system is in the spin
where w i (s i ) is the transition rate between two spin configurations which differ by a single flip of one spin, e.g., that in the node i. For example, let us assume that the system obeys the Glauber dynamics (used in MC simulations in Sec. 3.5) with
where β = 1/T . Then, multiplying both sides of Eq. (3) by s i and performing an ensemble average it is obtained that
The MF approximation consists in replacing in Eq. (2)
so that
The basic assumption of the heterogeneous MF theory for the Ising model on networks is that the nodes of the network are divided into classes according to their degrees and that the average values of spins in nodes belonging to the same class are equal. In the case of MNs the division into classes should be performed with respect to the degrees of nodes within each layer. Thus, for a MN consisting of two layers G (A) , G (B) , the nodes are divided into classes according to their degrees k (A) , k (B) and it is assumed that the average values of spins in nodes belonging to each such class is equal to s k (A) ,k (B) . Further analytic results can be obtained if correlations between the degrees of nodes within layers are vanishingly small (this is the case of ER layers and SF layers generated from the Configuration Model with γ (A) > 3, γ (B) > 3) or are neglected. Then for independent layers the probability that the edge of the layer G (A) attached at one end to the node i is linked at the other end to the node with degrees
and similarly for the layer G (B) . Thus, the number of nodes with degrees k (A) , k (B) connected to the node i by edges of the layer
and similarly for the layer G (B) . Hence, replacing the sums over the indices of nodes by sums over the classes of nodes, Eq. (6) and (7) can be written as
where the following quantities, referred to as "partial" order parameters, were introduced,
. (12) Multiplying both sides of Eq. (11) by
), performing the sum over the nodes and replacing it with the sum over the classes of nodes results in the following system of MF equations for the "partial" order parameters
.
It should be noted that equations similar to Eq. (13) were obtained for the Ising model on a modular network consisting of two heterogeneous networks (modules), with the desity of connections, corresponding to the exchange interactions, within each module much higher than that between the modules [8, 33] . The difference is that in the case of modular networks the "partial" order parameters S (A) , S (B) are obtained by summing weighted average values of spins within each module (i.e., the summations are performed over two separate sets of nodes), while in Eq. (12) both summations are over the same set of N nodes. A certain degree of separation of nodes in the sums in Eq. (12) can be achieved in partly overlapping MNs; investigation of this case is beyond the scope of this paper.
General equations for the critical temperature
Eq. (13) has a fixed point S (A) , S
= (0, 0) corresponding to the paramagnetic phase. Expanding Eq. (13) in the vicinity of this fixed point up to linear terms yields
The paramegnetic fixed point becomes unstable, and the FM phase occurs, if one of the eigenvalues of Eq. (14) crosses zero which takes place if the determinant of the right-hand sides is zero. This, in general, leads to two solutions with
where
The higher temperature T c− corresponds to the critical temperature for the FM transition,
the paramagnetic state is unstable, and the instability at T = T c+ < T
M F c
has no physical meaning. If the distributions of the degrees of nodes within each layer
It can be easily verified that in this case the eigenvalue of Eq. (14) which crosses zero at T = T c = T c− corresponds to the eigenvector with S (A) = S (B) , i.e., in fact to the FM phase. Similar results were obtained for the Ising model on modular networks [8, 33] , where also two values of the critical temperature were found. The higher value corresponds to the usual FM transition, in which all spins in both modules tend to align in parallel. The lower value corresponds to the occurrence of another ordered state, in which spins within each module tend to align in parallel, but antiparallel to the spins in the other module. In the case of small density of connections between spins in different modules this state is a long-living metastable state, and transition from this state to a stable FM state as the temperature increases can be discontinuous, though only FM intaractions between spins are present [33] . A similar phenomenon can, in principle, occur in the Ising model on partly overlapping MNs with only a small fraction of nodes belonging to each layer; investigation of this case is beyond the scope of this paper.
Special cases 3.4.1. Random Erdös-Rényi layers
If the two layers G (A) , G (B) are independently generated random ER graphs with mean degrees of nodes k (A) , k (B) , respectively, for large N the distributions of the degrees of nodes can be assumed as Poisson ones,
Then the critical temperature, Eq. (15), is
. (17) Taking into account the way of generation of random ER layers it is easy to see that the resulting MN is also a random ER graph with the mean degree of nodes
. Thus, it is fully equivalent to the super-network being a superposition of the two layers, with the degrees of nodes
. Hence, critical temperature for the FM transition for the Ising model on the super-network is [7, 10] 
and the results of the MF approach based on the MN and on the corresponding super-network coincide.
Scale-free layers
If the two layers G (A) , G (B) are independently generated SF networks with
, with the same minimum node degreem and with the exponents in the power scaling laws of the distributions of the degrees of nodes γ (A) > 3, γ (B) > 3, the critical temperature, Eq. (15), is
If for at least one layer, say G (A) , the distribution of the degrees of nodes has for large N a diverging second moment, k (A)2 N →∞ → ∞, which occurs for SF layers with 2 < γ (A) ≤ 3, then expanding in Eq. (15)
i.e., there is only crossover (dependent on N) temperature for the FM transition and in the thermodynamic limit the system remains in the FM phase at any temperature. This is the same situation as for the Ising model on any network with a diverging second moment of the distribution of the degrees of nodes [7, 10] . It is interesting to compare the result of Eq. (18) with the critical temperature for the Ising model on a super-network in which the degree of each node is a sum of independent degrees of this node within each layer,
i . The distribution of the degrees of nodes for the super-network is
(19) The analytic form of p k is complex [34, 35] , but the distribution can be obtained by evaluating the integral in Eq. (19) numerically. In particular, up to leading term,
. Assuming that the possible correlations between the degrees of nodes k i can be neglected the critical temperature for the FM transition in the Ising model on the super-network is obtained as [7, 10] 
where the averages are taken over p k . However, this assumption is equivalent to the one that the probability that the edge attached at one end to the node i is linked at the other end to the node with degree k is p k k/ k , which is obviously not true. In fact, in the case of a MN with independently generated layers such probabilities should be evaluated separately for each layer and are given by Eq. (8) . As a result, noticeable differences between the critical temperatures T given by Eq. (20) appear (see Sec. 3.5).
Comparison with Monte Carlo simulations
The Ising model was investigated numerically on MNs with two layers in the form of independent SF networks with J = 1, different parameters γ (A) , γ (B) ,m and numbers of nodes N, generated from the Configuration Model (Sec. 3.1). MC simulations were performed using Glauber dynamics with the single spin-flip probability w i (s i ) given by Eq. (4). The critical temperature for the FM transition T
M C c
was determined from the intersection point of the Binder cumulants
where 
. Exemplary curves U L vs. T are shown in Fig. 1(a,b) for fixed γ (B) = 5.5 and different γ (A) . For γ (A) ≥ 3.5 the intersection point of the cumulants for different N can be determined with high accuracy (Fig. 1(a) ). For γ (A) < 3.5 the intersection, if any, occurs in the region of temperatures where the curves are flat and close to zero, and T
is either determined with relatively high error or cannot be determined at all (Fig. 1(b) ).
Comparison of the critical temperatures obtained from the MC simulations and from the heterogeneous MF theory, Eq. (18) , for the Ising model on MNs with SF layers with J = 1 and with fixed γ (A) > 3, γ (B) > 3 and differentm ( Fig. 1(c) ) shows that T is not large and decreases withm, and thus with k (A) , k (B) , as expected for the MF theory. Moreover, both critical temperatures show the same linear dependence onm predicted by Eq. (18). These results are qualitatively similar to those obtained from the heterogeneous MF theory and MC simulations of the Ising model on SF networks [13] . ; unfortunately, as mentioned above, for γ (A) → 3 the critical temperature cannot be accurately determined from MC simulations and comparison between numerical and analytic results is dubious.
In Fig. 1(d 
there is T sup c = T
M F c
, and the value of the MF critical temperature is given by Eq. (16) obtained from the MF theory for the Ising model on a heterogeneous MN. In fact, similar difference was observed if only one layer was a SF network, and the other one was, e.g., a random ER or random regular graph.
The approach using the replica method
In this section the simple version of the FM Ising model on MNs is investigated using a method typical for the SG theory, namely the replica method and, in particular, the replica-symmetric solution [37, 38] . Assuming purely FM interactions between all pairs of spins within all layers and using this method it is possible to evaluate critical temperature for the FM transition [7, 9] ; in the case of the Ising model on heterogeneous networks such critical temperature agrees quantitatively with that obtained from MC simulations. In Sec. 4.1 the class of models of MNs is defined for which the critical temperature is evaluated from the replica method. These models are based on the so-called static model [39, 40] : each layer of the MN is generated by first assigning a weight to each of N nodes and then connecting the nodes with edges taking into account the prescribed weights; weights associated with the same node can be different for different layers. FM and SG transitions in the Ising model on random ER graphs and heterogeneous networks obtained from the static model were investigated in Ref. [41] and [9] , respectively, and the considerations in Sec. 4 
The network models
Using the static model the (possibly heterogeneous) networks with a fixed number of nodes N and desired distributions of the degrees of nodes can be generated as follows [39, 40] . First, a weight v i is assigned to each node so that the condition N i=1 v i = 1 was fulfilled. Then, nodes are linked with edges in accordance with the prescribed sequence of weights, by selecting a pair of nodes i, j (i = j) with probablities v i , v j , respectively, linking them with an edge and repeating this process NK/2 times. In this way, a network is obtained with the probability that the nodes i, j are linked by an edge f ij ≈ NKv i v j , with the mean degree of nodes k = K, and with the distribution of the degrees of nodes depending on the choice of the weights. In particular, random ER graph is obtained if v i = 1/N is assumed for all i. For a sequence v i = i −µ /ζ N (µ) associated with the nodes i = 1, 2, . . . N, where 0 < µ < 1 and ζ N (µ) ≈ N 1−µ /(1 −µ), SF network is obtained with the distribution of the degrees of nodes p k ∝ k −γ , γ = 1 + 1/µ. In an ensemble of networks generated from the static model the mean degree of a given node i is k i = v i .
The MN with a fixed set of nodes and two layers
is generated by associating weights v
with the nodes separately to generate each layer. In this way, the layers can have different distributions of the degerees of nodes p k (A) , p k (B) . Let us note that the numbering of nodes i = 1, 2, . . . N while generating each layer can be assumed the same or different. In the case of random ER layers this distinction is unimportant, however, in the case of SF layers it can introduce correlations between the two sequences of weights v
i , i = 1, 2, . . . N, where now and henceforth i denotes the index of the node in a MN, common for all layers. In particular, a MN with independent layers is obtained by randomly and independently associating weights from the two appropriate sets of weights with the nodes and then linking them with edges according to the prescribed sequence of weights within each layer.
Evaluation of the free energy
In order to go beyond the MF approximation the thermodynamic potentials for the Ising model should be evaluated on a statistical ensemble of MNs generated according to a given rule. Hence, the free energy is −βF = [ln Z] av , where Z is the partition function for the Ising model on a particular MN, and the average [·] av is taken over all possible random realizations of a MN of a given kind (since all non-zero exchange integrals are assumed as J (A) ij = J (B) ij = J > 0, there is no usual averaging over the quenched disorder of the exchange interactions). In the framework of the replica method the free energy is formally evaluated as −βF = lim n→0 {[Z n ] av − 1} /n. The average of the n-th power of the partition function is
i.e., it is the average of a product of n partition functions for non-interacting replicas (copies) of the system, the trace T {s α } is taken over all replicated spins s α i = ±1, and α = 1, 2 . . . n is the replica index. It should be emphasised that generation of a MN takes place in two stages: first, in which the weights v
are separately assigned to the nodes i = 1, 2, . . . N, and second, in which the nodes are connected with edges taking into account the prescribed weights within each layer. Thus, in principle, the average in Eq. (22) should be taken over all possible realizations of the two above-mentioned independent random processes. However, at the first stage the two sequences of weights v
i , i = 1, 2, . . . N can be assigned to the nodes independently, or certain correlations between them can be present. Then, the degrees of nodes k
within each layer can be also, on average, independent or correlated which can significantly affect the critical temperature for the FM transition, and averaging over all pairs of sequences of weights in Eq. (22) would hide the latter dependence. An important role of correlations between the degrees of nodes in layers of MNs was also emphasised in other phenomena, as percolation, cascading failures and threshold cascades [21, 22, 23, 24] . Thus, it is reasonable to consider separately classes of MNs characterized by given pairs of sequences of weights 
av it is obtained that
av .
(23) The two factors can be evaluated as in Ref. [9] ,
and similarly for the average [·] 
can be used in Eq. (24), which yields
where T 1 = cosh n βJ tanh βJ, T 2 = cosh n βJ tanh 2 βJ, etc; similar expansion can be obtained for the average [·] (B)
av . Finally, after applying the Hubbard-Stratonovich identity to the expressions of the form (26), separately for the two averages [·]
av , and grouping terms connected with the same nodes i it is obtained that
αβ . . .
with
where Tr {s α i } is the trace over the replicated spins at node i, and X
and similarly for X 
where the averages are evaluated as
Tr {s 
The replica symmetric free energy
The simplest replica symmetric (RS) solution for the order parameters is obtained under the assumption that spins with different replica index are indistinguishable. Thus in the case of the Ising model on a heterogeneous network the solution in the form q α = m, q αβ = q, etc., for α, β = 1, 2 . . . n, etc., is looked for [9] . However, in the case of a MN in general different weights v 
, etc. It should be emphasised that this assumption has nothing to do with breaking the RS and follows simply from the existence of the two sets of the order parameters, associated with the layers G (A) , G (B) of the MN. Since at the present stage of research we are mainly interested in the evaluation of the critical temperature for the Ising model with purely FM interactions it is enough to retain only the terms containing magnetizations in the free energy, Eq. (28), and truncate it at the order m 2 . Assuming the above-mentioned form of the RS solution it is obtained that
Thus, the important part of the free energy is (34) with T 1 = tanh β in the limit n → 0. With βf (q) given by Eq. (28) the integral in Eq. (27) can be evaluated using the saddle point method. For this purpose, assuming the RS solution, the minimum of the function f m (A) , m (B) should be found, and the necessary condition for the existence of the extremum leads to the following set of self-consistent equations for the magnetizations
General equations for the critical temperature
For small m (A) , m (B) after expanding the logarithm in Eq. (34) the free energy can be written as
Then equating the derivatives to zero in Eq. (35) leads to the following system of linear equations for
Non-zero solutions of the system of Eq. (37) i , i = 1, 2, . . . N, assigned to the nodes during the generation of the two layers of the MN. In the next section the critical temperature is evaluated directly for several cases, e.g., for the Ising model on MNs with layers in the form of random ER graphs or SF networks.
Special cases 4.5.1. Random Erdös-Rényi layers
If the two layers of the MN are random ER graphs with mean degrees of nodes
= 1/N, and the critical temperature for the FM transition is
This is of course the critical temperature for the FM transition in the Ising model on a random ER graph with the mean degree of nodes
this result agrees with that from the MF approximation, Eq. (17), and is obvious since, as mentioned in Sec. 3.4.1, the two-layer MN is equivalent to a random ER graph with the mean degree of nodes equal to the sum of mean degrees of nodes within each layer.
Independent scale-free layers
Let us consider the case when the two layers of the MN are SF networks obtained from the static models with parameters µ (A) , µ (B) , with the distributions of the degrees of nodes obeying power scaling laws,
. First let us focus on the case when the layers are generated independently. To generate the layer G (A) , the weights v i , i = 1, 2, . . . N are independent. As a result, in Eq. (37) the sum over the products of weights can be approximated by its expected value,
This approximation is valid in typical cases of MNs with independently generated layers, and is applied instead of averaging the partition function in Eq. (22) over a class of MNs with mutually independent sequences of weights assigned to nodes when generating different layers. Besides, for µ
and similarly for
. Equating to zero the determinant of Eq. (37), as in the case of the critical temperature for the FM transition obtained in the MF approximation (Sec. 3.3), leads in general to two solutions with respect to the temperature, of which that with higher value corresponds to the critical temperature for the FM transition,
and ρ = 1 according to Eq. (39). Thus, for the Ising model on MNs with layers in the form of SF networks with the distributions of the degrees of nodes obeying power scaling laws with the exponents γ
) −1 > 3, the replica approach predicts a finite value of the critical temperature for the FM transition in the thermodynamic limit. In contrast, if
the corresponding sums in Eq. (40) diverge, and the critical temperature also diverges, so that in the thermodynamic limit the system remains in the FM phase at any temperature, as predicted using the MF approximation, too (Sec. 3.4.2).
Mutually correlated scale-free layers
So far the focus has been on the case of the Ising model on MNs with independently generated layers. However, if the layers are generated from the static model it is easy to introduce correlations between the degrees of nodes in different layers by associating appropriately the two sets of weights with the nodes; thus, here the effect of such correlations on the FM transition is briefly discussed.
In the case of two SF layers maximum correlation between the two sequences of weights, and thus between mean degrees of each node k
in the two layers in the ensemble of generated layers, is achieved by fixing the numbering of nodes i = 1, 2 . . . N, the same in both layers, and associating the weights v
) with the node with index i. As a result, the nodes which have high degree within one layer have also, on average, high degree in the other layer and vice versa. Then for
in Eq. (37) . Since all MNs generated in this way are equivalent up to the permutation of the indices of nodes, no further averaging as in Eq. (39) is necessary, and the critical temperature for the MF transition can be obtained by inserting Eq. (42) into Eq. (37) and equating the determinant to zero; the resulting T
RS c
is again given by Eq. (41) with ρ given by Eq. (42). The critical temperature in this case is higher than that in the case of independently generated SF layers (Fig. 2) . In contrast, minimum correlation between the two sequences of weights is obtained if, for fixed numbering of nodes i = 1, 2 . . . N, the same in both layers, the weights in the two layers are assumed as
). As a result, the nodes which have high degree within one layer have, on average, low degree in the other layer and
After inserting this result in Eq. (37) it can be seen that in the thermodynamic limit the Ising model on the MN is decomposed into two practically non-interacting systems on separate SF networks corresponding to the two layers
, with their own critical temperatures, and is lower than that in the case of independently generated SF layers (Fig.  2) .
Thus, the critical temperature of the Ising model on a MN with SF layers generated from the static model depends on the correlation between the weights of nodes in different layers. However, in most cases T
should be close to that for the Ising model on a MN with independent SF layers, Eq. (41) with ρ = 1.
General heterogeneous layers
In networks generated from the static model there is
. Thus the result of Eq. (41) with ρ = 1 can be written in a more general form,
using the moments of the distributions of the degrees of nodes within each layer. It can be expected that Eq. (43) is valid for any multiplex network consisting of independently generated, possibly heterogeneous layers with finite second moments of the distributions of the degrees of nodes. This case corresponds to that cosnidered in the framework of the MF theory in Sec. 3, where the joint distributions of the degrees of nodes in the MN were products of distributions within each layer,
It should be noted that the necessary condition for the occurrence of the FM transition is that the critical temperature T
RS c
given by Eq. (43) is real and positive. It can be easily shown that this requires that
which is also a condition for the occurrence of a giant component in a MN with two independently generated layers [17] , in which nodes are connected via edges in any layer (but not necessarily in both layers). Thus, the FM transition can appear in MNs above the percolation threshold, in analogy with the case of complex networks [9] . As a particular case of Eq. (43) let us consider the critical temperature for the Ising model on a MN consisting of two layers with identical distributions of the degrees of nodes, i.e., p k (A) = p k (B) = p k , and thus
(45) For large k 2 , k the critical temperature can be approximated as
which is the MF result, Eq. (16), as expected for layers with large mean degrees of nodes.
In particular, if the distributions of the degrees of nodes within each layer obey power scaling laws in the form
for k (B) >m, the critical temperature can be obtained by inserting in Eq. (43)
Critical behavior of the magnetization
Below the transition point from the paramagnetic to the FM phase the magnetization is expected to increase from zero as ε β , where ε = (T c − T ) /T c . Besides, for the Ising model on SF networks with diverging second moment of the distribution of the degrees of nodes the weighted magnetization is expected to decrease as T −α as T → ∞. In Ref. [7, 9] using methods from the SG theory it was shown that in the case of the Ising model on SF networks the scaling exponents α, β can be non-universal and depend on the parameters of the distribution of the degrees of nodes. In this section these exponents are evaluated for the Ising model on MNs with independent SF layers using the RS solution obtained from Eq. (35) .
In order to obtain scaling for the weighted magnetization the right-hand sides of the equations in Eq. (35) . For this purpose, let us note that in the case of independent SF layers these sums can be replaced by their expected values, similarly as in Sec. 4.5.2, Eq. (39), and then approximated by an integral, e.g.,
In the limit N → ∞ and after replacing the variables
and analogous equation for M (B) . The two-dimesional integral in Eq. (48) can be evaluated using Eq. (50) with F (x 1 , x 2 ) = x 1 tanh (x 1 + x 2 ) in the Appendix, and the result is given by Eq. (58). Inserting this result in Eq. 
Summary and conclusions
In this paper a simple version of the FM Ising model was investigated on, possibly heterogeneous, MNs with separately generated layers which can have different structural properties and distributions of the degrees of nodes. Critical temperatures for the FM transition were evaluated from the MF approximation and using the replica method, from the RS solution, in particular in the case of random ER and SF layers, and compared with results of MC simulations. In the case of independently generated layers the two abovementioned analytic methods yield qulalitatively similar results for MNs with high density of connections, and the critical temperature obtained from the RS solution shows better quantitative agreement with numerical results. Using the replica approach it was also shown that the critical temperature depends sensitively on the correlations between the degrees of nodes in different layers: it is increased by positive and decreased by negative correlated multiplexity. This result is analogous to the observations of the lowering of the point of the mutual percolation and the related increase of the robustness against random failures [21, 22] and mitigating the cascading failures [23] in systems on MNs in the case of positive correlations between degrees of nodes in different layers. Investigation of the Ising model on MNs both in the framework of MF approximation and the replica method requires using different "partial" order parameters or magnetizations, respectively, associated with different layers of the MN, thus the study of the properties of the phase transition is a more difficult task than in the case of the Ising model on complex (possibly heterogeneous) networks. Nevertheless, critical exponents for the dominant component of the weighted magnetization were found for the Ising model on a MN with independent SF layers and it was shown that for strongly heterogeneous layers they are determined by the properties of the distribution of the degrees of nodes of the most heterogeneous layer.
The study of such a basic and simple model as the variant of the Ising model on MNs considered in this paper does not lead to such qualitatively new results as, e.g., the occurrence of discontinuous phase transitions in the mutual percolation problem [19, 20] , threshold cascades [25] and the AshkinTeller model [30] . Nevertheless, it reveals various quantitative effects of the multiplex structure of the network of interactions on the properties of continuous phase transitions, thus emphasising inaccuracy of their description based on the super-network only, with the underlying structure completely neglected. For example, already in the framework of the simple heterogeneous MF theory, even if the FM exchange interactions within all layers are equal, noticeable differences appear between the critical temperatures for the FM transition obtained for the Ising model on a MN with strongly heterogeneous layers and on a super-network with the correlations between the degrees of nodes induced by the separate generation of layers neglected. On the other hand, both above-mentioned approaches predict the same critical behavior of the weighted magnetization.
The heterogeneous MF theory presented in this paper can be easily generalized to the case of the Ising model on partly overlapping MNs. Using a similar approach it should be also possible to investigate phase transitions in other systems on MNs, in particular with heterogeneous layers. The replica method can be applied to study the possible SG transition in the Ising model on MNs with both FM and antiferromagnetic interactions. Another challenging problem is determination of the critical exponents for the two subsets of the order parameters associated with the two heterogeneous layers of the MN at the FM and SG transition points. In the above-mentioned cases results of this paper provide a starting point for the future research.
Appendix
In this Appendix a general expansion formula is derived for integrals of a form dx 2 dx 1 , (50) using a method which is a generalization of that from Ref. [9] to the case of two-dimensional integrals. It is assumed that F (x 1 , x 2 ) is a differentiable function which diverges slower than x logarithmic corrections to the formulae derived below are expected [9] , which are not discussed here for the sake of brevity). Expansion of the function F (x 1 , x 2 ) in the Taylor series is
f n 1 ,n 2 x 
where the expansion coefficients are f n 1 ,n 2 = 1 n 1 !n 2 ! ∂ n 1 +n 2 F ∂x .
The first sum in Eq. (51) can be integrated term by term which yields f n 1 ,n 2 (−1) n 1 − λ A + 1 (−1) n 2 − λ B + 1 y
Concerning the remaining terms it should be noted that in the converging Taylor series, Eq. (51), the order of summation and integration can be exchanged. Then, e.g., from the integration of the second sum, after evaluating the integral 
Since m 1 < λ A < m 1 + 1 the integrals in Eq. (55) are not singular and the whole series converges. Taking into account that, from Eq. (52),
f n 1 ,n 2 x
(0,0)
Eq. (55) can be rewritten as
The third and fourth sum in Eq. (51) can be integrated in a similar way, and finally from Eq. (x 1 , x 2 ) In particular, it can be seen that for F (x 1 , x 2 ) = x 1 tanh (x 1 + x 2 ) there is f 0,0 = f 1,0 = 0 and f 0,n 2 = 0 for n 2 = 0, 1, 2 . . ., thus also I 2 (λ B , 0) = 0 from Eq. (59) and terms corresponding to n 1 = 0 (containing y 
