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Given a system of polynomial equations over a ﬁnite ﬁeld, esti-
mating the p-divisibility of the number of solutions of the system
is a classical problem which has been studied extensively since
Chevalley–Warning. The degrees of the polynomials concerned play
a crucial role in such estimates. Instead of considering all the vari-
ables, we focus on the variables with lower degree and the isolated
variables and ﬁnd a partial improvement of the Ax–Katz theorem.
Our result also generalizes, improves and uniﬁes those recently ob-
tained for a single polynomial.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Fq be the ﬁnite ﬁeld of q elements with characteristic p. Let f ∈ Fq[x1, . . . , xn] with deg f  1,
and N( f ) be the number of zeros of f in Fq . The classical Chevalley–Warning theorem [6,15] asserts
that if n > deg f , then the characteristic p divides the number N( f ). Let ordq denote the p-adic
additive valuation normalized by ordqq = 1. By using an idea of Dwork [7], Ax [2] greatly improved
the Chevalley–Warning theorem and proved that
ordqN( f )
⌈
n − deg f
deg f
⌉
,
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polynomials. Let f1, . . . , fr ∈ Fq[x1, . . . , xn] with deg f i  1, and N( f1, . . . , fr) be the number of com-
mon zeros of f i in Fq . Ax [2] also showed that
ordqN( f1, . . . , fr)
⌈
n −∑ri=1 deg f i∑r
i=1 deg f i
⌉
.
This result was improved by Katz as the following theorem.
Theorem 1. (See [9].) With the above notation, we have
ordqN( f1, . . . , fr)
⌈
n −∑ri=1 deg f i
max1ir{deg f i}
⌉
.
Katz’s proof is much deeper and uses Dwork’s theory of completely continuous endomorphisms of
an inﬁnite-dimensional p-adic Banach space. Wan [13] provided an elementary proof to the Ax–Katz
theorem. The simplest proof of the Ax–Katz theorem and its extension to character sums were given
in [14]. A reduction of the Ax–Katz theorem for a system of equations to Ax’s theorem for a single
equation has been found by Hou [8].
The Ax–Katz theorem is the best possible. However, it could be improved in certain special cases
(see, for example, [4,5,11]). In this paper, by neglecting the variables with high degree and making full
use of the isolated variables, we provide a partial improvement of the Ax–Katz theorem. Our result
also generalizes, improves and uniﬁes those recently obtained in [3] for a single polynomial. Before
proceeding, we need to introduce some notation.
Throughout the remaining paper, let h1, . . . ,hr ∈ Fq[x1, . . . , xn, z1, . . . , zt] be a system of polyno-
mials over Fq , where {z1, . . . , zt} denotes the set of isolated variables, each of which appears only
once in the system of the form b j z
l j
j for some b j ∈ F∗q and l j  1. For convenience of discussion, we
write hi = hi(X)+hi(Z) with hi(X) ∈ Fq[x1, . . . , xn] and hi(Z) ∈ Fq[z1, . . . , zt]. Let N(h1, . . . ,hr) be the
number of common zeros of hi in Fq .
Let A ⊂ {1,2, . . . ,n} be a nonempty subset. For any monomial Xd = xd11 xd22 · · · xdnn , deﬁne degA Xd =∑
i∈A di . For a polynomial h(X) =
∑
d ad X
d ∈ Fq[x1, . . . , xn], deﬁne degA h(X) = maxXd,ad =0 degA Xd .
As usual, let |A| denote the cardinality of A. With the above notation, our main result can be stated
as
Theorem 2 (Main theorem). Let A ⊂ {1,2, . . . ,n} be a nonempty subset. If degA hi(X) > 0 for all i = 1, . . . , r,
then
ordqN(h1, . . . ,hr)
⌈
|A| −∑ri=1 degA hi(X)
max1ir{degA hi(X)}
+
t∑
j=1
1
l j
⌉
. (1)
Example 3. Consider the following two polynomials over Fq:{
h1(x1, x2, x3, x4, z1, z2, z3) = x1x504 + x2x1004 + z21 + z32,
h2(x1, x2, x3, x4, z1, z2, z3) = x1x1004 + x3x1004 + z33.
Since there are 7 variables in the system and deg(h1) > 7, one obtains the trivial p-adic estimate for
N(h1,h2) by Theorem 1, i.e., q0|N(h1,h2). Now take A = {1,2,3}, then degA h1(X) = degA h2(X) = 1.
It is easy to check  3−21 + 12 + 13 + 13  = 3, so q3|N(h1,h2) by Theorem 2.
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variables, instead of considering all the variables as in Theorem 1. It may be an interesting problem
to ﬁnd a subset A ⊂ {1,2, . . . ,n} such that the value of |A|−
∑r
i=1 degA hi(X)
max1ir {degA hi(X)} is the greatest among all
the choices of A.
The proof of Theorem 2, which will be given in Section 3, relies on a result by Adolphson and
Sperber in terms of exponential sum and Newton polytope that will be introduced in the subsequent
section. Finally, in Section 4 we will discuss two corollaries to Theorem 2.
2. Preliminaries
With the tool of Newton polytope and Dwork’s p-adic theory, Adolphson and Sperber [1] general-
ized Ax’s theorem to the exponential sums (for the knowledge of exponential sums, refer to Lidl and
Niederreiter [10]). Let ζp be a ﬁxed primitive p-th root of unity in the complex numbers. For a given
polynomial f (x1, . . . , xn) ∈ Fq[x1, . . . , xn], we form the exponential sum
S( f ) =
∑
x1,...,xn∈Fq
ζ
TrFq/Fp ( f (x1,...,xn))
p ,
where TrFq/Fp denotes the absolute trace map from Fq to the prime ﬁeld Fp , namely,
TrFq/Fp (a) = ap + ap
2 + · · · + aq
for all a ∈ Fq .
Suppose that f (x1, . . . , xn) ∈ Fq[x1, . . . , xn] is written in sparse representation as a sum of m
nonzero monomials
f (x1, . . . , xn) =
m∑
j=1
a j X
D j , a j ∈ F∗q,
where
D j = (d1 j, . . . ,dnj)T ∈ Zn0, XD j = xd1 j1 · · · x
dnj
n .
The set Supp( f ) := {D1, . . . , Dm} is called the support of f . The Newton polytope ( f ) is deﬁned to
be the convex hull in Rn of the set Supp( f ) ∪ O where O denotes the origin of Rn; in notation,
( f ) = conv(Supp( f ) ∪ O ).
Deﬁne ω( f ) to be the smallest positive rational number such that the dilation ω( f )( f ) contains
a lattice point of Zn>0. Adolphson and Sperber proved that
Theorem 5. (See [1].) ordq S( f )ω( f ).
We also need a basic fact from convex geometry: all points in ( f ) can be written in the form
P =
m∑
i=1
βi Di where βi  0, and
m∑
i=1
βi  1.
Assume that the point P = ∑mi=1 αi Di with αi ∈ Q0 is a lattice point of Zn>0. Let α = ∑mi=1 αi .
Clearly, α > 0. Now consider the new point P ′ =∑mi=1 αiα Di . Since ∑mi=1 αiα = 1, we have P ′ ∈ ( f ).
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the following lemma.
Lemma 6. (See [3].)
ω( f ) = min
{
m∑
i=1
αi
∣∣∣ m∑
i=1
αi Di ∈ Zn>0, αi ∈ Q0
}
.
Now let us turn to the polynomial systems. As introduced in Section 1, let f1, . . . , fr ∈
Fq[x1, . . . , xn] with deg f i  1, and N( f1, . . . , fr) be the number of common zeros of f i in Fq . It
is well known that
qrN( f1, . . . , fr) =
∑
y1 ,...,yr∈Fq
x1 ,...,xn∈Fq
ζ
TrFq/Fp (
∑r
i=1 yi fi(x1,...,xn))
p . (2)
Set
g(y1, . . . , yr, x1, . . . , xn) =
r∑
i=1
yi f i(x1, . . . , xn).
From the proof of Eq. (2.10) in [1], we see that ω(g) is an integer for this case. Combining this fact
with Theorem 5, we have
Lemma 7. ordqN( f1, . . . , fr) ω(g) − r.
Though Lemma 7 is best possible in some sense and the exact value of ω(g) can be calculated by
standard arguments in integer linear programming, we still want to ﬁnd a computational and tight
estimate for ω(g) of the simple expression as in Theorem 1 because of the two facts: (i) the integer
linear programming is an NP-hard problem; (ii) sometimes we do not need the exact value of ω(g).
3. Proof of Theorem 2
Proof. For each 1 i  r, write the polynomial hi(X, Z) in sparse representation as a sum of mi + ti
nonzero monomials
hi(X, Z) = hi(X) + hi(Z) :=
mi∑
j=1
a(i)j X
D(i)j +
ti∑
j=1
b(i)j z
(i)
j
l(i)j
, (3)
with a(i)j ,b
(i)
j ∈ F∗q ,
∑r
i=1 ti = t , and
D(i)j =
(
d(i)1 j , . . . ,d
(i)
nj
)T ∈ Zn0, XD(i)j = xd(i)1 j1 · · · xd(i)njn .
Here hi(X) := ∑mij=1 a(i)j X D(i)j and hi(Z) := ∑tij=1 b(i)j z(i)j l(i)j . For the isolated variables and their de-
grees, we also have {z(i)j : i = 1, . . . , r, j = 1, . . . , ti} = {z1, . . . , zt} and {l(i)j : i = 1, . . . , r, j = 1, . . . , ti} =
{l1, . . . , lt}.
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(i) denote the j-th standard unit vector and zero
vector in Ri , respectively. Set g(y1 , . . . , yr , X, Z) =
∑r
i=1 yihi(X, Z). Then the support of g is
Supp(g) = {D˜(1)1 , . . . , D˜(1)m1 , L(1)1 , . . . , L(1)t1 , . . . , D˜(r)1 , . . . , D˜(r)mr , L(r)1 , . . . , L(r)tr }
with
D˜(i)j =
⎛⎜⎝ e
(r)
i
D(i)j
0(t)
⎞⎟⎠ ∈ Zr+n+t0 ,
and
L(i)j =
⎛⎜⎝ e
(r)
i
0(n)
l(i)j e
(t)
t1+···+ti−1+ j
⎞⎟⎠ ∈ Zr+n+t0 .
To be clear, we write Supp(g) in matrix form as the following
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 · · · 1 1 · · · 1 · · · 0 · · · 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 · · · 0 · · · 1 · · · 1 1 · · · 1
d(1)11 · · · d(1)1m1 0 · · · 0 · · · d
(r)
11 · · · d(r)1mr 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
d(1)n1 · · · d(1)nm1 0 · · · 0 · · · d
(r)
n1 · · · d(r)nmr 0 · · · 0
0 · · · 0 l(1)1 · · · 0 · · · 0 · · · 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 · · · l(1)t1 · · · 0 · · · 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 · · · 0 · · · 0 · · · 0 l(r)1 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 · · · 0 · · · 0 · · · 0 0 · · · l(r)tr
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Without loss of generality, assume A = {1,2, . . . ,k} with k  n. For i = 1, . . . , r and j = 1, . . . ,mi ,
we deﬁne
d(i)j := d(i)1 j + · · · + d(i)kj ,
and
d := max{d(i)j ∣∣ i = 1, . . . , r, j = 1, . . . ,mi}.
Then degA hi(X) = max{d(i)j | j = 1, . . . ,mi} and d = max{degA hi(X) | i = 1, . . . , r}. Assume that the
point
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r∑
i=1
mi∑
j=1
α
(i)
j D˜
(i)
j +
r∑
i=1
ti∑
j=1
β
(i)
j L
(i)
j
with α(i)j , β
(i)
j ∈ Q0 is a lattice point of Zr+n+t>0 , then we obtain the following system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
α
(1)
1 d
(1)
11 + · · · + α(1)m1d(1)1m1
)+ · · · + (α(r)1 d(r)11 + · · · + α(r)mr d(r)1mr )= λ1,
...(
α
(1)
1 d
(1)
k1 + · · · + α(1)m1d(1)km1
)+ · · · + (α(r)1 d(r)k1 + · · · + α(r)mr d(r)kmr )= λk,
β
(1)
1 l
(1)
1 = λ(1)1 , . . . , β(1)t1 l(1)t1 = λ(1)t1 ,
...
β
(r)
1 l
(r)
1 = λ(r)1 , . . . , β(r)tr l(r)tr = λ(r)tr ,
(4)
with λ1, . . . , λk, λ
(i)
j ∈ Z>0 for i = 1, . . . , r, j = 1, . . . , ti . In light of Lemmas 6 and 7, to prove (1), it
suﬃces to prove
r∑
i=1
(
α
(i)
1 + · · · + α(i)mi + β(i)1 + · · · + β(i)ti
)
 k −
∑r
i=1 degA hi(X)
d
+
t∑
i=1
1
li
+ r. (5)
Summing up the ﬁrst k equalities in (4) yields
r∑
i=1
(
α
(i)
1 d
(i)
1 + · · · + α(i)mi d(i)mi
)= λ1 + · · · + λk  k. (6)
Subtracting
∑r
i=1 degA hi(X) from both sides of (6), we get
r∑
i=1
(
α
(i)
1 d
(i)
1 + · · · + α(i)mi d(i)mi − degA hi(X)
)
 k −
r∑
i=1
degA hi(X). (7)
Since degA hi(X) d(i)j for j = 1, . . . ,mi , then
r∑
i=1
(
α
(i)
1 + · · · + α(i)mi − 1
)
degA hi(X) k −
r∑
i=1
degA hi(X). (8)
Dividing the both sides of (8) by d, the maximum of all degA hi(X), we get
r∑
i=1
(
α
(i)
1 + · · · + α(i)mi − 1
)
 k −
∑r
i=1 degA hi(X)
d
.
Therefore
r∑(
α
(i)
1 + · · · + α(i)mi
)
 k −
∑r
i=1 degA hi(X)
d
+ r. (9)i=1
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i=1 ti) equalities in (4) that
r∑
i=1
(
β
(i)
1 + · · · + β(i)ti
)

r∑
i=1
ti∑
j=1
1
l(i)j
=
t∑
i=1
1
li
. (10)
Combining (9) with (10) leads to (5). This completes the proof. 
Remark 8. If we just divide the both sides of (6) by d, as did in [3] to prove Theorem 2 for a single
polynomial, then we get
r∑
i=1
(
α
(i)
1 + · · · + α(i)mi
)
 k
d
, (11)
which is obviously weaker than (9) for general r and leads to a weaker p-adic estimate for
N(h1, . . . ,hr) as follows
ordqN(h1, . . . ,hr)
⌈
|A| − r ·max1ir{degA hi(X)}
max1ir{degA hi(X)}
+
t∑
i=1
1
li
⌉
.
However, (9) and (11) are the same for the case r = 1.
4. Some corollaries and remarks
Let the notation be deﬁned as before. Given a nonempty subset A ⊂ {1,2, . . . ,n}, it is easy to see
that
∑r
i=1 degA hi(X)
max1ir{degA hi(X)}
=
r∑
i=1
degA hi(X)
max1ir{degA hi(X)}
 r. (12)
By Theorem 2 and (12) we get
ordqN(h1, . . . ,hr)
⌈
|A| −∑ri=1 degA hi(X)
max1ir{degA hi(X)}
+
t∑
j=1
1
l j
⌉

⌈
t∑
j=1
1
l j
⌉
− r.
We reformulate this result as the following corollary, in which A = ∅ is allowed, and provide another
proof.
Corollary 9. Let h1, . . . ,hr be a system of polynomials over Fq with t isolated variables z1, . . . , zt and each z j
of degree l j  1. We have
ordqN(h1, . . . ,hr)
⌈
t∑
j=1
1
l j
⌉
− r.
In particular, if
∑t
j=1 1l > r, then q | N(h1, . . . ,hr).j
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r∑
i=1
(
α
(i)
1 + · · · + α(i)mi + β(i)1 + · · · + β(i)ti
)

r∑
i=1
(
β
(i)
1 + · · · + β(i)ti
)

t∑
i=1
1
li
. (13)
Here we use the fact α(i)j  0. The result follows immediately from (13), and Lemmas 6 and 7. 
Remark 10. (a) Wan [12] proved Corollary 9 for a single diagonal polynomial by using the Stickelberg
theorem.
(b) In the case there are many isolated variables, adopting Corollary 9 may get a quick p-adic
estimate.
Example 11. Consider the following polynomials over Fq:{
h1(X, Z) = h1(X) + z21 + z22 + z33 + z34 + z35,
h2(X, Z) = h2(X) + z26 + z27 + z38 + z39 + z310 + z411.
Using Corollary 9, one can quickly conclude q3|N(h1,h2).
In the statement of Theorem 2, when we say hi ∈ Fq[x1, . . . , xn, z1, . . . , zt], the variables xi ’s are
not necessarily non-isolated. Thus if none of the isolated variables is taken into consideration, we
have
Corollary 12. Let h1(X), . . . ,hr(X) ∈ Fq[x1, . . . , xn] be a system of polynomials and A ⊂ {1,2, . . . ,n} be a
nonempty subset. If degA hi(X) > 0 for all i = 1, . . . , r, then
ordqN(h1, . . . ,hr)
⌈ |A| −∑ri=1 degA hi(X)
max1ir{degA hi(X)}
⌉
.
However, this result can also be deduced from the Ax–Katz theorem. Assume A = {1,2, . . . ,k}. For
each (ak+1, . . . ,an) ∈ Fn−kq , by Theorem 1 we have
ordqN
(
h1(x1, . . . , xk,ak+1, . . . ,an), . . . ,hr(x1, . . . , xk,ak+1, . . . ,an)
)

⌈ |A| −∑ri=1 deghi(x1, . . . , xk,ak+1, . . . ,an)
max1ir{deghi(x1, . . . , xk,ak+1, . . . ,an)}
⌉
.
Note deghi(x1, . . . , xk,ak+1, . . . ,an) degA hi(X). So
ordqN
(
h1(X), . . . ,hr(X)
)
=
∑
(ak+1,...,an)∈Fn−kq
ordqN
(
h1(x1, . . . , xk,ak+1, . . . ,an), . . . ,hr(x1, . . . , xk,ak+1, . . . ,an)
)

⌈ |A| −∑ri=1 degA hi(X)
max1ir{degA hi(X)}
⌉
.
We claim that Corollary 12 is weaker than Theorem 2 in general. Below is an example.
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h1(x1, x2, x3, x4, x5, x6, x7) = x1x504 + x2x1004 + x25 + x36,
h2(x1, x2, x3, x4, x5, x6, x7) = x1x1004 + x3x1004 + x37
and obtained q3|N(h1,h2) by Theorem 2. Now take A = {1,2,3,5,6,7}, then degA h1(X) =
degA h2(X) = 3 and hence q0|N(h1,h2) by Corollary 12.
We just prove this claim for the case of one isolated variable and |A| = n. The general case can
be proved similarly. Let h1, . . . ,hr ∈ Fq[x1, . . . , xn, z] be a system of polynomials with the isolated
variable z of degree l. Without loss of generality, assume z appears in the polynomial h1. Let d =
max1ir{deghi(X)}, d1 = max{d, l} and d2 = max{degh1(X), l}. If not taking x1 into consideration,
then by Corollary 12 we have
ordqN(h1, . . . ,hr)
⌈
(n + 1) − (∑ri=1 deghi(X) − degh1(X) + d2)
d1
⌉
=
⌈
n −∑ri=1 deghi(X)
d1
+ 1
d 1
+ degh1(X) − d2
d1
⌉
. (14)
If taking x1 into consideration, by Theorem 2 we have
ordqN(h1, . . . ,hr)
⌈
n −∑ri=1 deghi(X)
d
+ 1
l
⌉
. (15)
There are two cases needed to be considered.
Case i: n −∑ri=1 deghi(X) < 0. Then we have n−∑ri=1 deghi(X)d1  − 1d1 . Note that degh1(X) − d2  0.
Thus (14) gives the trivial bound, i.e., ordqN(h1, . . . ,hr) 0.
Case ii: n−∑ri=1 deghi(X) 0. Using the three facts: (a) n−∑ri=1 deghi(X)d1  n−∑ri=1 deghi(X)d , (b) 1d1  1l ,
and (c) degh1(X) − d2  0, one can conclude that the estimate in (15) is better than that
in (14).
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