On numerical range of the Aluthge transformation  by Yamazaki, Takeaki
Linear Algebra and its Applications 341 (2002) 111–117
www.elsevier.com/locate/laa
On numerical range of the Aluthge
transformation
Takeaki Yamazaki
Department of Mathematics, Kanagawa University, Yokohama 221-8686, Japan
Received 31 December 2000; accepted 25 March 2001
Submitted by K. Okubo
Dedicated to T. Ando
Abstract
Let T = U |T | be the polar decomposition of an operator T. Aluthge defined an operator
transformation T˜ = |T |1/2U |T |1/2 of T which is called Aluthge transformation. In this paper,
we shall discuss the numerical range of T˜ , and show the following results:
(i) w(T )  w(T˜ ).
(ii) If T is an n× n matrix, then W(T ) ⊃ W(T˜ ).
(iii) If N(T ) ⊂ N(T ∗), then W(T ) ⊃ W(T˜ ).
Moreover, we shall obtain some applications of above results. © 2002 Elsevier Science Inc.
All rights reserved.
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1. Introduction
In what follows, a capital letter means a bounded linear operator on a complex
Hilbert space H. An operator T is said to be positive if (T x, x)  0 holds for all
x ∈ H . For each T ∈ B(H), we write W(T ) for the numerical range of T, that is,
W(T ) = {(T x, x) : ‖x‖ = 1}.
W(T ) and w(T ) mean the closure of W(T ) and the numerical radius of T, respec-
tively. An operator T is said to be spectraloid if w(T ) = r(T ), where r(T ) is the
spectral radius of T.
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Let T = U |T | be the polar decomposition of T. Aluthge defined an operator trans-
formation T˜ of T by T˜ = |T |1/2U |T |1/2 in [1]. We call this transformation Aluthge
transformation. Many authors have studied Aluthge transformation and there are
many result on properties of this transformation. For example “σ(T ) = σ(T˜ ) holds
for all T ∈ B(H)” in [2,4,7], and “if |T |  |T ∗|, then |T˜ |2  |T˜ ∗|2 holds”.
As fundamental properties of Aluthge transformation, ‖T ‖  ‖T˜ ‖ and r(T ) =
r(T˜ ) hold, obviously. And a result on the spectrum of Aluthge transformation stated
above was shown in [2,4,7]. Moreover as a result on the numerical range of Aluthge
transformation, Jung et al. [8] showed that “if T is a 2× 2 matrix, then W(T ) ⊃
W(T˜ )” in [8].
In this paper, firstly, we shall show a property of Aluthge transformation on the
numerical radius, that is, w(T )  w(T˜ ) for all T ∈ B(H). And as an application
of this result, we shall show a characterization of spectraloid operators via Aluthge
transformation.
Secondly, we shall show the following inclusion relations:
(i) If T is an n× n matrix, then W(T ) ⊃ W(T˜ ).
(ii) If N(T ) ⊂ N(T ∗), then W(T ) ⊃ W(T˜ ).
Relation (i) is an extension of above result by Jung et al. [8].
2. Numerical radius
By considering the definition of Aluthge transformation, we can obtain the rela-
tions ‖T ‖  ‖T˜ ‖  r(T˜ ) = r(T ), easily. In this section we shall show the following
result:
Theorem 1. Let T ∈ B(H). Then w(T )  w(T˜ ).
To prove Theorem 1, we prepare the following results:
Lemma 2. Let T = U |T | be the polar decomposition of T. If there exists another
decomposition T = V |T |, then T˜ = |T |1/2U |T |1/2 = |T |1/2V |T |1/2.
Proof. Let H = N(|T |1/2)⊕N(|T |1/2)⊥. In case x ∈ N(|T |1/2). T˜ x = |T |1/2
U |T |1/2x = 0 = |T |1/2V |T |1/2x.
In case x ∈ N(|T |1/2)⊥ = R(|T |1/2). There exists y ∈ H such that x = |T |1/2y.
Then we have
T˜ x = |T |1/2U |T |1/2x = |T |1/2U |T |y = |T |1/2Ty
= |T |1/2V |T |y = |T |1/2V |T |1/2x.
Hence we have T˜ =|T |1/2U |T |1/2=|T |1/2V |T |1/2onH =N(|T |1/2)⊕N(|T |1/2)⊥.

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Lemma 3. Let A be a positive operator, and X ∈ B(H). Then the following in-
equality holds:
‖ArXA1−r − zI‖  ‖AX − zI‖r‖XA− zI‖1−r for all r ∈ [0, 1], z ∈ C.
To prove Lemma 3, the following result is very important:
Theorem A [6]. Let A and B be positive operators, and X ∈ B(H). Then the follow-
ing inequalities hold:
(i) ‖ArXBr‖  ‖AXB‖r‖X‖1−r for r ∈ [0, 1].
(ii) ‖ArXBr‖  ‖AXB‖r‖X‖1−r for r > 1.
Proof of Lemma 3. We may assume that A is invertible in this proof. Hence we
have
‖ArXA1−r − zI‖
= ‖Ar(XA− zI)A−r‖
 ‖A(XA− zI)A−1‖r‖XA− zI‖1−r (by (i) of Theorem A)
= ‖AX − zI‖r‖XA− zI‖1−r for all r ∈ [0, 1] and z ∈ C. 
Let T = U |T | be a decomposition of T. Then by Lemma 2, we have T˜ = |T |1/2
U |T |1/2. So we obtain the following inequality by putting A = |T |, X = U and
r = 12 in Lemma 3.
‖T˜ − zI‖  ‖|T |U − zI‖1/2‖T − zI‖1/2 for all z ∈ C. (2.1)
Theorem B [3]. Let T ∈ B(H). Then w(T )  1 is equivalent to
‖T − zI‖  1+ {1+ |z|2}1/2 for all z ∈ C.
Proof of Theorem 1. Firstly, we shall show that for each S ∈ B(H),
w(S)  1 ⇒ w(S˜)  1. (2.2)
Let S = U |S| be the polar decomposition of S. Then we have
(|S|Ux, x) = (U∗U |S|Ux, x) =
(
S
Ux
‖Ux‖ ,
Ux
‖Ux‖
)
(U∗Ux, x).
Then W(|S|U) ⊂ W(S)W(U∗U), and we obtain
w(|S|U)  w(S). (2.3)
If w(S)  1, then w(|S|U)  w(S)  1 by (2.3). By Theorem B, we have
‖S − zI‖  1+ {1+ |z|2}1/2 for all z ∈ C
and
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‖|S|U − zI‖  1+ {1+ |z|2}1/2 for all z ∈ C.
Hence by (2.1) we obtain
‖S˜ − zI‖  ‖|S|U − zI‖1/2‖S − zI‖1/2  1+ {1+ |z|2}1/2 for all z ∈ C.
And w(S˜)  1 follows from Theorem B.
Secondly, put S = T/(w(T )). Then S˜ = T˜ /(w(T )) andw(S)  1. Then by (2.2),
we have
w(S˜) = w(T˜ )
w(T )
 1.
Hence the proof of Theorem 1 is complete. 
Relating to Aluthge transformation, for each natural number n, we defined nth
Aluthge transformation T˜n of T by T˜n = (˜Tn−1) and T˜1 = T˜ in [10]. By using nth
Aluthge transformation, we showed some properties of Aluthge transformation on
operator norms, and pointed out that Aluthge transformation has similar properties to
powers of operators in [9–11]. An operator T is said to be normaloid if ‖T ‖ = r(T )
which is equivalent to ‖T ‖ = ‖T n‖1/n for all natural number n. It is well known
that “every normaloid operator is spectraloid ”. Relating to normaloid operators and
spectral radius, we obtained the following results:
Theorem C [10]. Let T ∈ B(H). Then the following assertions are equivalent:
(i) T is normaloid.
(ii) ‖T ‖ = ‖T˜n‖ for all natural number n.
Theorem D [11]. Let T ∈ B(H). Then limn→∞ ‖T˜n‖ = r(T ).
As an application of these results, we obtain a characterization of spectraloid op-
erators which is a parallel result to Theorem C as follows:
Corollary 4. Let T ∈ B(H). Then the following assertions are equivalent:
(i) T is spectraloid.
(ii) w(T ) = w(T˜n) for all natural number n.
Proof of Corollary 4. Since ‖T ‖  w(T )  r(T ), we have
lim
n→∞w(T˜n) = r(T )
by Theorem D. By Theorem 1, we obtain the following inequalities:
w(T )  w(T˜ )  · · ·  w(T˜n).
Hence the proof is complete. 
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3. Numerical range
In the previous section, we showed a relation between w(T ) and w(T˜ ), and ob-
tained a characterization of spectraloid operators. On the other hand, Jung et al. [8]
obtained an extension of Theorem 1 in case T is 2× 2 matrix, and have conjectured
a relation between W(T˜ ) and W(T ) as follows:
Theorem E [8]. Let T be a 2× 2 matrix. Then W(T ) ⊃ W(T˜ ).
Conjecture [8]. For every T ∈ B(H), W(T ) ⊃ W(T˜ ).
In this section, we shall show a relation between W(T ) and W(T˜ ) as a solution
of above conjecture:
Theorem 5. Let T = U |T | be a decomposition. If we can choose U as isometry,
then W(T ) ⊃ W(T˜ ).
To prove Theorem 5, we cite the following result:
Theorem F [5]. Let T ∈ B(H). Then
W(T ) =
⋂
µ∈C
{
λ : |λ− µ|  w(T − µI)}.
Proof of Theorem 5. First, we shall show the following assertion: If S = V |S| is a
decomposition such that V is isometry, then for each λ ∈ C,
w(S − λI)  1 ⇒ w(S˜ − λI)  1. (3.1)
By (2.1), we have the following inequalities:
‖S˜ − zI‖ ‖|S|V − zI‖1/2‖S − zI‖1/2
= ‖V ∗(S − zI)V ‖1/2‖S − zI‖1/2 (by V ∗V = I )
 ‖S − zI‖ for all z ∈ C. (3.2)
Assume that w(S − λI)  1. Then by (3.2) and Theorem B, we have
‖S˜ − λI − zI‖  ‖S − λI − zI‖  1+ {1+ |z|2} 12 for all z ∈ C.
Hence we obtain w(S˜ − λI)  1 by Theorem B.
Next, for each µ ∈ C, put
S = T
w(T − µI) and λ =
µ
w(T − µI) .
Then
|S| = |T |
w(T − µI)
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holds, and
S = U |T |
w(T − µI)
is a decomposition such that U is isometry, and also
S˜ = T˜
w(T − µI) .
Moreover, w(S − λI)  1. Then by (3.1), we obtain
w(S˜ − λI) = w(T˜ − µI)
w(T − µI)  1.
It is equivalent to
w(T˜ − µI)  w(T − µI) for all µ ∈ C.
Hence the proof is complete by Theorem F. 
By Theorem 5, we obtain the following extension of Theorem E.
Corollary 6. If T is an n× n matrix, then W(T ) ⊃ W(T˜ ).
Proof. Since T is an n× n matrix, we can choose a unitary matrix U such that T =
U |T |. Since it is in the finite-dimensional case, W(T ) and W(T˜ ) are both closed,
and the proof is complete by Theorem 5. 
Corollary 7. Let T ∈ B(H) with N(T ) ⊂ N(T ∗). Then
W(T ) ⊃ W(T˜ ) ⊃ W(T˜2) ⊃ · · · ⊃ W(T˜n)
hold for all natural number n.
Proof. Since N(T ) ⊂ N(T ∗), we can choose an isometry U such that T = U |T |.
Then we have W(T ) ⊃ W(T˜ ) by Theorem 5. So we have only to prove N(T˜ ) ⊂
N(T˜ ∗) if N(T ) ⊂ N(T ∗).
By the definition of Aluthge transformation, N(T ) ⊂ N(T˜ ) and N(T ) ⊂ N(T˜ ∗)
hold, easily. So, we shall show N(T ) ⊃ N(T˜ ).
Let x ∈ N(T˜ ). Then by N(|T |1/2) = N(T ) ⊂ N(T ∗) = N(|T ∗|1/2), we have
T˜ x = |T |1/2U |T |1/2x = 0 ⇒ T x = |T ∗|1/2U |T |1/2x = 0.
Hence we obtain N(T˜ ) ⊂ N(T ), and N(T˜ ) = N(T ) ⊂ N(T˜ ∗). So the proof is com-
plete by Theorem 5. 
For each set X, we write coX for the convex hull of X, especially we write co σ(T )
for the convex hull of the spectrum of T. An operator T is said to be hyponormal and
convexoid if T ∗T  T T ∗ and W(T ) = co σ(T ), respectively. It is well known that
T. Yamazaki / Linear Algebra and its Applications 341 (2002) 111–117 117
“every hyponormal operator is convexoid and normaloid ”, and “every convexoid
operator is spectraloid ”.
Corollary 8. Let T be a hyponormal operator. Then for each natural number n,
W(T ) = W(T˜ ) = · · · = W(T˜n) = co σ(T ).
Proof. Since T is hyponormal, N(T ) ⊂ N(T ∗) holds and T is convexoid. Then by
Corollary 7, we obtain the following inclusion relations:
co σ(T ) = W(T ) ⊃ W(T˜ ) ⊃ W(T˜2) ⊃ · · · ⊃ W(T˜n) ⊃ co σ(T˜n) = co σ(T ).
Hence the proof is complete. 
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