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ABSTRACT
Analysis of medical videos for detection of abnormalities and dis-
eases requires both high precision and recall, but also real-time
processing for live feedback and scalability for massive screening
of entire populations. Existing work on this field does not provide
the necessary combination of retrieval accuracy and performance.
In this paper, a multimedia system is presented where the aim is
to tackle automatic analysis of videos from the human gastrointesti-
nal (GI) tract. The system includes the whole pipeline from data
collection, processing and analysis, to visualization. The system
combines filters using machine learning, image recognition and
extraction of global and local image features. Furthermore, it is built
in a modular way so that it can easily be extended. At the same time,
it is developed for efficient processing in order to provide real-time
feedback to the doctors. Our experimental evaluation proves that
our system has detection and localisation accuracy at least as good
as existing systems for polyp detection, it is capable of detecting
a wider range of diseases, it can analyze video in real-time, and it
has a low resource consumption for scalability.
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The human gastrointestinal (GI) tract can potentially be affected
by various abnormalities and diseases, including colorectal cancer
(CRC) which is a major health issue world wide. For the case of
CRC, an early detection is crucial for survival, and several studies
demonstrate that a population-wide screening program improves
the prognosis and even reduce the incidence of CRC [23]. As a con-
sequence, in the current European Union guidelines, screening for
CRC is recommended for the population over 50 years of age [57].
Colonoscopy, a common medical examination and the gold stan-
dard for visualizing the mucosa and the lumen of the entire colon,
may be used either as a primary screening tool or as a work-up tool
after other positive screening tests [33]. However, endoscopies are
invasive procedures and may be of great discomfort for patients.
Long-lasting training of physicians or nurses is required to perform
the examinations. They are performed in real-time and are chal-
lenging to scale to a larger population. Additionally, the procedure
is expensive. In the US, for example, the colonoscopy is the most
expensive cancer screening process with annual costs of 10 billion
dollars ($1100/person) [55], and with a time consumption of about
one medical-doctor-hour and two nurse-hours, per examination.
In this respect, we propose a scalable, real-time disease-detection
system for the GI tract. The idea is to assist endoscopists (physi-
cians highly trained in the procedure) during live examinations.
Additionally, alternatives to traditional endoscopy examinations
have recently emerged with the development of non-invasive en-
doscopy capsules (WVCs). The idea is a pill-sized camera (available
from vendors such as Given and Olympus), that is swallowed and
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then records a video of the entire GI tract. The challenge in this
context today is that medical experts still need to view the video in
a non-scalable way. Our system should provide a scalable system
that can be used as a first-order population screening system where
the WVC-recorded video is used to determine whether a traditional
endoscopic examination is needed or not.
The system presented in this paper is designed to support detec-
tion of a wide range of diseases, but our initial focus is on colorectal
polyps and a small subset of other diseases. Polyps are specifically
relevant because they are known precursors of CRC (see for exam-
ple figure 2 and 3). The reason for starting with this scenario is that
most colon cancers arise from benign, adenomatous polyps con-
taining dysplastic cells that may progress to cancer. Detection and
removal of such polyps prevents the development of cancer. Thus,
the risk of getting CRC the following 60 months after a colonoscopy
depends largely on the endoscopists ability to detect polyps [25].
In the context of object or pattern detection and tracking in
images and videos, there has been a lot of research, and current
systems are good at detecting human faces, cars, logos, etc. However,
detecting diseases in the GI tract is very different from detecting
objects like logos or cars. The GI tract can potentially have a wide
range of lesions visible on endoscopy, as well as findings associated
with benign/normal or man-made lesions. This leads to necessity
of distinguishing between multiple classes of diseases, including
findings with high level of visual similarity. In this scenario, both
high precision and recall are of crucial importance, but also is
the often ignored system performance in order to provide live
feedback because medical personal is assisted most efficiently while
they perform the examination. The most recent and most complete
related work is the polyp detection system Polyp-Alert [61], which
can provide near real-time feedback during colonoscopies. However,
it is limited to polyp detection, and it is not fast enough in the case
of live examinations.
To further aid and scale such examinations, we have developed
EIR [47], an efficient and scalable information retrieval system for
medical data like videos and images. The system supports endo-
scopists in the detection and interpretation of diseases in the GI
tract. In this paper, we provide more detailed description of our EIR
system, we greatly extend the evaluation, and we also introduce
localization. The main objective of the system is to develop both
(i) a live-system assisting the visual detection of diseases during
colonoscopies, and (ii) a future fully automated first line screening
for CRC using WVCs. Both goals pose strict requirements for the
accuracy of the detection in order to avoid false negative findings
(overlooking a disease) as well as low resource consumption. The
live assisted system also introduces a real-time processing require-
ment (defined as being able to at least process 25 frames or images
per second). In this paper, the initial prototype of our system is
presented. This is built by combining filters using machine learn-
ing, image recognition and extraction and comparison of global
and local image features. The system will be extended to support
detection of multiple abnormalities and diseases of the GI tract by
training the classifiers using different datasets. We evaluate our
prototype by training classifiers that are based on the different im-
age recognition approaches. It is important to point out that these
classifiers can also process other input like for example sensor data.
We also test the generated classifiers with different diseases and
thereby evaluate the different approaches for feasibility of colonic
polyp recognition and localisation.
The initial results from our experimental evaluation show that:
(i) the detection and localisation accuracy can reach the same per-
formance or outperform other current state of the art methods,
(ii) the system performance reaches real-time in terms of video
processing up to high definition resolutions.
The rest of the paper is organized as follows: we present related
work in section 2. This is followed by a description of the complete
system in section 3. After that, we present a detailed evaluation
of the whole system in section 4, and we discuss in section 5 two
cases where our system will be used in two medical examinations.
Finally, we draw the conclusion in section 6.
2 RELATEDWORK
To the best of our knowledge, no related work that presents a
complete multimedia system for analysing the whole GI tract in
real-time exists. The complete system covers the entire pipeline
from data capture to live detection feedback, and has to fulfill many
requirements. These requirements include (i) high detection ac-
curacy, (ii) real-time processing to support live examinations like
colonoscopies, (iii) efficient resource utilization to allow massive
scale using WVCs, and (iv) expandability to allow the system to
support new diseases.
Detection of diseases in the GI tract has mostly focused on polyps.
This is most probably due to the lack of data in the medical field
and polyps being a condition with at least some data available [30].
Automatic analysis of polyps in colonoscopies has been in the
focus of researchers for a long time and several studies have been
published [58, 59, 62]. However, not many systems are able to do
real-time detection or support doctors by computer aided diagnosis
during colonoscopies in real-time. Furthermore, all of them are
limited to a very specific use case, which in the most cases is polyp
detection for a specific type of camera.
Several algorithms, methods and partial systems have been pro-
posed and have achieved results in their respective testing envi-
ronment that are promising. However, most of the research con-
ducted in this field uses a rather small amount of training and
testing data, making it difficult to generalize the methods beyond
the specific dataset and test scenarios. In the [47] paper, we pre-
sented a summary of the detection performance and speed proper-
ties of the most relevant approaches in colonoscopy and polyp
detection. The conducted search through the relevant publica-
tions [3, 4, 9, 24, 26, 28, 34, 60, 61, 63] showed that different re-
searchers provide different metrics for measuring the performance
and use different datasets for training and testing. Moreover, almost
all of the researches focus on polyps only.
The Polyp-Alert approach from Wang et al. [61] is the most re-
cent, most complete and best working in the field of polyp detection.
It is able to give near real-time feedback during colonoscopies. The
system can process 10 frames per second and uses visual features
and a rule-based classifier to detect the edges of polyps. Further,
they distinguish between clear frames and polyp frames in their
detection. The researchers report a performance of 97.7% correctly
detected polyps, based on their dataset which consists of 52 videos
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taken from different colonoscopes. Unfortunately, the dataset is not
publicly available and therefore a detection performance compari-
son is not possible.
Mamonov et al. [34] presented an algorithm for a binary classifier
with pre-selection to detect polyps in the colon. The used assump-
tion is that polyps can be generalized as protrusions (something
that bumps out) that are mostly round in shape. The researchers
report a sensitivity of 81.25% per polyp at a specificity of 90%. The
sensitivity of the algorithm with regards to single input frames
is significantly lower and only reaches 47%. The length of an in-
put sequence varied between 2 and 32 frames and a total of 16
sequences were tested. The false positive rate on the total of 18, 738
frames not containing a polyp was 9.8%. Assuming that it is usual
to have multiple frames available for a single polyp, these numbers
seem quite promising. With this method, the time a specialist has
to spend on evaluating video data could be reduced by about 90%.
A similar approach is presented by Hwang et al. [24]. This ap-
proach also focuses on shape, in particular on ellipses, which is a
common shape for a polyp. Using this method, a frame is first seg-
mented into elliptical regions by a watershed-based image segmen-
tation algorithm. These regions and corresponding ellipse edges
are then evaluated for matching of curve direction, curvature, edge
distance and intensity. After the first frame a potential polyp was
detected, subsequent frames are also searched for the same charac-
teristics using a mutual and information based image registration
technique. To evaluate the method, a video sequence with a frame
rate of 15 fps has been processed. Out of 27 available polyp shots
(frames containing a polyp), 26 were detected correctly with a total
of 5 false-positives. Similar to [34], the authors assume that multiple
frames are available for one polyp and that a certain number of
false-negatives is acceptable in order to balance the number of false-
positives. The correctness of this assumption depends strongly on
the frame rate of the camera that is used for recording the video.
Another recent approach related to our approach and not limited
to polyps is presented by Nawarathna et al. [39]. In the paper, the
authors describe a method to detect abnormalities like bleeding,
but also polyps in colonoscopy videos. The authors use a texton
histogram of an image block. The authors report a 91% recall and a
90.8% specificity for colonoscopy images.
Other papers that discuss how to improve performance of endo-
scopic surgeries in general (not colonoscopy) are for example [36–
38]. In these papers, the authors report their method for detecting
the circular content area that is typical in endoscopic videos. Fur-
thermore, they present their method for relevance segmentation in
endoscopic videos. The methods seem to be very useful in terms of
archiving and saving storage space.
Since neural networks (NNs) are commonly used nowadays, they
are also discussed for automatic analysis of GI tract videos. NNs are
conceptually easy to understand and lately large amounts of aca-
demic research has been done on them. Results recently reported
on, for example, the ImageNet dataset look quite promising [13].
Nevertheless, they have some negative aspects that make them less
useful for our use case [10]. First, NNs are a blackbox approach.
This can lead to serious problems in the medical field since it is
not possible to evaluate them properly, and there will always be a
Figure 1: System overview with the three main subsystems:
annotation, detection and automatic analysis and visualiza-
tion.
chance that they completely fail without being aware of it [40]. Fur-
ther, training of NNs is complicated, takes a long time and requires
a lot of training data. In the medical field, this can be a challenge
since it is hard to get data due to the lack of experts’ time and
because of legal and ethical issues. Some common conditions such
as colon polyps may reach the required amount of training data for
a NNs while other findings, like tattoos from previous endoscopic
procedures, are not that well documented but still interesting to
detect [48]. Finally, NNs are not easy to design for probabilistic re-
sults. In a multi-class decision-based system that is built to support
medical doctors in decision making, the probability is an important
information to help them finding a decision. Approaches with a
better understanding of the problem give a much more accurate
probabilistic score that can be directly translated to the real world
scenario [50].
In summary, a lot of related work with many interesting ap-
proaches for polyp detection exists. However, they (i) are either too
narrow for a flexible, multi-disease detection system, (ii) have been
tested on a too limited datasets not showing if the methods would
work in a real scenario, or (iii) provide a too low performance for a
real-time system or authors have ignored the system performance
aspect in their evaluations altogether. To the best of our knowledge,
our system is the first that aims at total flexibility in terms of dis-
eases that can be detected, and at the same, time focuses on the
performance and the evaluation of it.
3 BASIC IDEA OF THE SYSTEM
The objective of the system is to support doctors in GI tract disease
detection, both as a live examination system and as an offline system
for WVCs. Its main requirements are already listed in section 2,
but it also has to be easy to use. Figure 1 gives an overview of
the whole system. It consists of three main parts: the annotation
subsystem, the detection and automatic analysis subsystem and the
visualization and computer aided diagnosis subsystem.
3.1 Annotation Subsystem
It is well known that training data is very important for a classifi-
cation system that relies on machine learning techniques. In the
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medical field, both the time of the experts and available data are
very limited. Even when experts’ time can be acquired, the quality
of annotations depends on their experience and concentration [17].
For each image or video, a patient consent has to be collected before
research can be done, making it a very cumbersome task. The pur-
pose of the annotation subsystem is therefore to efficiently collect
training data for the detection and automatic analysis subsystem.
For example, in a singleWVCprocedure, there are several 100, 000
images per examination, and a very experienced endoscopist needs
between one and several hours to view and analyze all the video
data [29]. Due to this, it is important to develop automatic meth-
ods that can reduce the burden on physicians and speed up the
process of video analysis. We therefore also developed an efficient
semi-automatic annotation subsystem [2]. This tool makes it easy
for doctors to annotate and provide data to the system. The man-
ual annotations of the doctors are combined with semi-automatic
methods that extend the provided data. Our semi-automatic process
reduces the time that time physicians spend on annotating. Instead
of annotating every frame, they can provide annotations on a single
frame of an image series or video. They identify abnormalities, mark
a region of interest and tag it accordingly. The automatic step [2]
uses this information to track the regions of interest on subsequent
as well as previous frames. Due to the fact that the medical doctor
is usually located in a hospital with security restrictions, the imple-
mentation of the software is done with standard web technologies
which do not require any installation at the hospitals systems. This
also includes the storing of all information on the systems side
and moves the responsibility of maintaining the system and data
integrity from the user to the system. Besides getting data for the
system to enable automatic screening, the annotation subsystem
makes it possible to use the annotated videos in a medical video
archive for surgical documentation or teaching purposes.
3.2 Automatic Detection Subsystem
The subsystem for detection and automatic analysis is designed in a
modular manner, so that it can be easily extended to additional dis-
eases, to new subcategories of a disease, as well as newly requested
information, such as determining a polyp’s size. At the moment,
the subsystem consists of two parts, the detection subsystem that
detects frames containing irregularities, and the localisation subsys-
tem that localises the position of the irregularity within a detected
frame.
3.2.1 Detection Subsystem. The detection subsystem detects
whether a frame contains an irregularity, without any indication of
a position of this irregularity in the frame. The detection of specific
abnormality type can be performed after the initial training of the
detection subsystem using previously collected training frames set.
All frames that are used in training are divided into two disjoint
sets. These two sets contain example images for abnormalities and
images without any abnormality. Each of these sets can be seen as
the model for a specific disease.
The detection subsystem supports a hierarchical concept of mod-
els and sub-models. This does allow it to, for example, first detect a
polyp and then distinguish between a polyp posing a low or high
risk of developing into CRC using the NICE classification [22]. To
compare and determine the abnormalities in a given frame, we use
global image features. In previous work [45], we showed that, in
case of only detecting whether a frame contains an irregularity
or not, global features can outperform local features, i.e., at least
reach the same results with respect to detection and significantly
outperform local features in terms of processing speed.
The whole system is built using the Lire [31] open source library
for content-based image retrieval, written in Java. This library
provides a comprehensive set of tested algorithms to extract a
variety of global image features. It allows us to experiment with
a wide range of global image features for detecting or clustering
video frames from colonoscopy or WVC videos. Lire uses Lucene
indexes [16] for storing and searching image feature data.
Indexing. The index structure is field- and row-based. Each row is
defined by its fields, e.g., the image path, the binary values for the
feature or the hash representation of the feature, etc. The number
of fields and their size are variable depending on the number or
type of feature. All feature values are stored as byte representation
of the respective feature vector as well as a text field containing
hash values from a random projection hashing [31] approach.
The hashing approach is based on locality sensitive hashing [31]
(LSH). The main idea is to use multiple random hash functions to
hash the values of the features giving the same hash values for the
similar images. This is done by a linear projection in random direc-
tions of the hash functions in the feature space of the image. The
created hash codes are ineffective and a large number of hash tables
is needed to achieve a reasonable search quality, but compared to
the increased speed of the algorithm these are minor disadvantages
that can be ignored [49].
We use a hash function h(v) ∈ {0, 1}, which is defined for a
histogram v as h(v) = sдn(v · r ), where sдn is the sign function
(extracts the sign of a real number) and r is a random vector with
uniformly distributed elements ri with −w ≤ ri ≤ w . n hash
functions are combined as a bit string in one single hash value
H (v) < 2n . For indexingm hash values,m functions Hj (v), 0 ≤ j <
m are generated.
The parameters for the hashing-based approximate indexing are
chosen based on evaluations on an image dataset consisting of 105
images. To achieve a good performance for precision and search
time, the parameters have been set as following:w = 2, n = 12, and
m = 150. This leads to a significant speed-up and at the same time,
to a good trade-off between search time and precision.
Search. The search for an image that we use in our search-based
algorithm is performed on the fly on the previously created indexes.
For each image, a term-based query from the hashed feature values
of the query image is created, and a comparison with all images in
the index is performed resulting in a ranked list of similar images.
The ranked list is sorted by a distance or dissimilarity function
associated with the low level features. This is done by computing
the distance between the query image and all images in the index.
The distance function for our ranking is the Tanimoto distance [54],
which is computed by taking the ratio of the number of elements
that intersect and the union of the elements:
f (A,B) : [0, 1]nx[0, 1]n → N = A · B|A|2 + |B |2 −A · B
A smaller distance between an image in the index and the query
image means a better rank [54]. The final ranked list is used in the
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classification step. To be able to classify an image efficiently, two
important aspects have to be considered: the selected features and
the feature combination.
Feature Selection. Different features have different properties,
and they are therefore useful in different scenarios. To make the
search-based classifier fast and accurate, we have to decide which
features we want to use for a specific use case, because a random
selection of global features and random combinations of feature can
lead to negative results for the classification or search task. Badly
chosen feature combinations can introduce noise (if too many fea-
tures are combined and some of them do not add any information
to the classification problem) or make the search slow (if the in-
dex is very big because of too many used global features). A lot
of work has been performed in the field of feature selection, and
different machine learning techniques were utilized for it [35]. For
example, an information gain (IG) attribute evaluation, which com-
putes the information gain of a given feature with respect to the
classification problem to determine which feature gives the most
information [12]. Another example is the SVM attribute evaluation,
which ranks the variables of the features using a weight assigned
from a support vector machine [19]. Furthermore, Guldogan and
Gabbouj [18] tried to utilize standard feature selection algorithms,
like IG, to measure a features performance for a given task. Based
on these measurements they applied majority voting to produce
a ranked list of features further used to select the best working
ones. Their evaluation results demonstrate that this method can
improve the classification performance and at the same time reduce
the computation time.
Currently, we perform a simple feature selection by testing dif-
ferent combinations of features on smaller reference datasets to
find the best combinations in terms of processing speed and clas-
sification accuracy. For the further system improvement, we will
implement several advanced features selection algorithm and will
perform a comparison in order to select the best for our use case.
Feature Combination. Features can be combined in two different
ways. The first is called feature values fusion or early fusion, and it
basically fuses values of different features into a single represen-
tation before they are used in a decision-making step. The second
one is called decision fusion or late fusion where the features are
combined after a decision-making step. Our system implements
feature combination using the late fusion approach.
Search-based Classification. The search-based algorithm devel-
oped in this work has been implemented using Lire. Since Lire is
based on the Lucene indexes [16], it also allowed us to create an
algorithm that is able to include any type of multimedia data if
needed. Lucene inverted indexes are created using k-way merge [16].
The index segments are sorted in memory and then merged. Each
newly added data element is treated as a new segment and added
to existing segments. These indexes have the advantage that they
are fast to update and reasonably fast to search. The indexes are
field-based and the number of fields is variable depending on the
number of used features. The fields are stored using LSH as de-
scribed before. The algorithm is basically a simple K-NN algorithm,




ClassScore is calculated by summing up the occurrences of each
class c and multiplying it with the summedWeiдhtedRankScore .
RankScore per class is calculated by dividing 1 by the rank for each
search query.
ClassScore(c) = |c |
∑
Ii ∈{Ii |Class(Ii )=c }
RankScore(Ii )−1
TheWeiдhtedRankScore is the sum of all RankScores in the rank
list. This algorithm can be used for supervised and unsupervised
learning, two or multi-class classification and different types of
input data ranging from features extracted from images to videos
to meta data. Its main advantages are its simplicity, that it achieves
state-of-the-art classification results and that it is very fast in terms
of processing time. The latter is demonstrated by applying it to
different use cases described in the following section.
Implementation Details. The indexer is created as a separate
tool and in a way that it is easy to distribute over different nodes
using, for example, Apache Storm. Indexing is performed when
the training data is inserted into the system and is suited for batch
processing. Creating the models for the classifier can be done off-
line and does not influence the real-time capability of the system
because it is only done once at the very first time when the training
data is inserted into the system. It creates indexes for all directories
passed on from the system. The visual features to calculate and store
in the indexes can be chosen based on the abnormality because, for
different types of diseases, different set of features or combinations
are better. For example, bleeding is easier to detect using color
features, whereas polyps require also shape and texture information.
The indexer stores the generated indexes in a subdirectory inside
the indexed directory. If multiple directories are passed for indexing,
it creates a separate index for each directory.
The classifier can be used to classify video frames from an in-
put video into as many classes as the detection subsystem model
consists of. The classifier uses indexes generated by the indexer as
described before. In contrast to other classifiers that are commonly
used, this classifier is not trained in a separate learning step. In-
stead, the classifier searches previously generated indexes, which
can be seen as the model, for similar visual features. The output
is weighted based on the ranked list of the search results. Based
on this, a decision is made. We refer to these previously generated
indexes, which are searched for similar image features, as classifier
indexes or indexes containing training data. The classifier expects
at least one classifier index and an input source. The input source
can either be a video, an image or another previously generated
index. The classifier also includes a benchmarking function that will
output the evaluation information and an HTML page with a visual
representation of the results, once the processing is finished. The
classifier is parallelized and allows to choose how many CPU cores
are used to process the data. In the future, a GPU implementation
will be supported, because our previous research [44, 46] showed
that it can significantly improve the performance.
We have released the source code of the detection subsystem
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3.2.2 Multi-disease Classification. Previously, we claimed that
one major difference between our system and related approaches
is that it can easily be extended to detect other endoscopic find-
ings (abnormalities, diseases, anatomic landmark or other relevant
events during the examination of a patient). To prove that our sys-
tem is able to perform multi-class classification for diseases beyond
polyps, we developed a detection prototype that implements two
approaches: global-feature-based and deep-learning-based. Both ap-
proaches are tested on a dataset collected from the Bærum Hospital
in Norway, one of our collaborators. The amount of data that has
been annotated to evaluate the multi-class classification is rather
limited so far, and consequently, these results are preliminary.
Multi-class global-feature-based approach (GF-classifier). The
basic search-based classification part of the system is used to create
a separate classifier for each disease that we want to classify. The
difference to the initial version of the detection part is that the
ranked lists of each search-based classifier are used in an additional
added classification step to determine the final class. For the final
classification, we use the random forest classifier (RFC) [7]. It is
important to point out that other classification algorithm could be
used, and that we choose the random forest approach because it is
fast while achieving good results [56].
The RFC creates a forest of classification trees. Each tree is a deci-
sion tree that makes, at each of its inner nodes, a branching decision
based on one or more feature dimensions. The conditions for these
branching decisions are randomly created at the time of the tree’s
creation, and applied deterministically afterwards. Thus, classes
are randomly defined, but features are deterministically classified.
To determine the final class, the classifier combines all decisions
trees into a final decision using the same late fusion technique used
for the features in the standard search-based classifier.
RFC allows parallel classification for each of the separate random
trees of the forest. Apart from that the parallel step does also allow
for very fast training. Further, the RFC is very efficient for large
datasets because of the ability to find distinctive classes in the
dataset and also to detect the correlation between these classes.
The disadvantage is that training time increases linearly with the
number of trees. However, this is not a problem for our use case
since training time is not critical. We use the RFC implementation
provided by the Weka machine learning library [20].
Multi-class deep-learning-based approach (Deep-classifier).
The deep-learning-based classification approach is implemented
using Google Tensorflow [1]. As a basis for the deep learning net-
work architecture, we use Inception v3 [52], which is a modern
neural network designed for image classification tasks. The Incep-
tion v3 model is pre-trained on the ImageNet dataset [13]. From the
Inception v3 model, we removed the last layer and retrained it with
our medical image classes following the approach presented in [14].
This makes it possible to reuse visual concepts learned from the
ImageNet dataset to perform the learning on a smaller dataset.
After removing the final layer from the model, we insert a ran-
domly initialized fully connected layer and retrain the final layer
from scratch. All the other layers do not change. This comes with
the advantages that not so much training data is needed to train the
network, which is a benefit for our medical scenario where lack of
good data is a common problem, and that it is faster. Its takes around
one day with our settings to retrain the model. The re-trainer is
based on an open source implementation [1] of Tensorflow.
At first, we calculate for each image the values for the second
last layer (also called bottleneck), which can be seen as kind of
features representing the images. These features are then used to
retrain the final layer of the network based on the new classes using
a softmax function [5]. For the retraining, we run 10, 000 training
steps. Each step takes 20 random images in their pre-extracted
feature representation to retrain the layer. Because of the small
amount of training data, we also perform distortion operations on
the images, which is required to avoid network overfitting. In more
detail, we perform random cropping, random rescaling and random
change of brightness. The grade of distortion is set to 25% per
image. In the case of polyp detection, distortions will not destroy
the meaning of the image (like it would do if someone, for example,
wants to detect letters). After the model has been retrained, it is
used as a multi-class classifier that provides the top five classes
based on probability for each class.
3.2.3 Localisation Subsystem. The localisation subsystem is in-
tended for finding the exact position of irregularities, which is used
to show markers on the disease in the visualization subsystem. All
images that we process during the localisation step come from the
positive frames list generated by the detection subsystem. The pro-
cessing of the images is implemented as a sequence of intraframe
pre- and main-filters.
Pre-filtering is needed because we use local image features to
find the exact position of objects in the frames. Irregularities can
have different shapes, textures, colors and orientations. They can
be located anywhere in the frame and also partially be hidden and
covered by biological substances, like for example seeds or stool,
and lighted by direct and reflected light. Moreover, the image itself
can be interleaved, noisy, blurry and over- or under-exposed, and
it can contain borders, subimages and a lot of specular reflections
(flares) caused by endoscope’s light source. Images can have also
various resolutions depending on the type of endoscopy equipment
used. All these nuances negatively affect the local features detec-
tion methods and have to be specially treated to reduce localisation
precision impact. In our case, sequence of filters are used to pre-
pare raw input images for the following analysis. These processing
steps are border and subimage removal, flare masking and low-pass
filtering. After pre-filtering, the images are used for the following
local features analysis.
At the moment, we have only implemented localisation of colon
polyps using our local feature approach. For future work, we aiming
to also localize other irregularities like cancer, bleeding, parasites,
etc. The main idea of the localisation algorithm is to use the polyps’
physical shape to find the exact position in the frame. In most
cases, the polyps have the shape of a hill located on a relatively flat
underlying surface, or the shape of a round rock connected to an
underlying surface with legs varying in thickness. These polyps
can be approximated by an elliptically shaped region that consists
of local features that differ from the surrounding tissue.
To detect polyps, we use the following sequence of filters: binary
noise reduction filter, 2D-gradient filter, threshold border detection
filter and binary noise removal filter. The next step creates a fil-
tered binary contour image approximated by a set of ellipses. The
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precision of contours approximation via ellipses is measured as
distance from ellipses’ borders to contours’ pixels, which results in
an energy map. The final coordinates of one or more polyps in the
frame are chosen by looking for maxima in the energy map. For
performance reasons, the localiser is implemented in C/C++ and
uses OpenCV [6]. An example of the output is shown in figure 2.
Figure 2: Output of the localisation subsystem marking the
possible locations of polyps. The first 4 frames show an ex-
act match, the last two show false positives.
3.3 Visualization and Computer
Aided Diagnosis Subsystem
This subsystem has two main purposes. Firstly, it should help in
evaluating the performance of the system and get better insights
into reason for successes and failures. Secondly, it can be used as a
computer-aided diagnosis system for medical experts.
First, we have the TagAndTrack subsystem [2] that can be used
as a visualisation and computer-aided diagnosis system. Second,
we developed an open-source application ClusterTag [43] designed
for interactive exploration and labeling of big image collections
in conjunction with semi-automatic image clustering, annotation
and tagging. Third, we developed a web-based visualization that
can also be used to support medical experts and is easy to use
and distribute. It takes the output of the detection and localisation
subsystems and creates a web based visualisation, which later may
be combined with a video sharing platform [21, 51], where doctors
are able to watch, archive, annotate and share information.
4 SYSTEM EVALUATION
We tested the whole system in terms of accuracy and system per-
formance. For all measurements, we used the same computer (32
cores AMD Opteron 8218 Linux server, 128GB RAM, from 2006).
For all experiments, we used the ASU Mayo Clinic polyp database3.
This is currently the biggest publicly available dataset consisting of
20 videos (converted from WMV to MPEG-4 for the experiments)
with a total of 18, 781 frames and different resolution up to full HD
(1920x1080) [53].
4.1 Detection and Localisation Accuracy
For detection and localisation accuracy, we used the common met-
rics, precision, recall and F1 score. All experiments have been con-
ducted on the complete ASU Mayo Clinic polyp database and each
subsystem has been evaluated separately.
3https://polyp.grand-challenge.org/site/Polyp/AsuMayo/
4.1.1 Detection Accuracy. We conducted a leave-one-out cross-
validation to evaluate the detection subsystem. This is a method
that assesses the generalization of a predictive model. In our case,
it describes the process where the training and testing datasets
are rotated, leaving out a single different non-overlapping item
or portion for testing, and using the remaining items for training.
This process is repeated until every item or portion has been used
for testing exactly once [15]. Our system allows us to use several
different global image features for the classification. The more
image features we use, the more computationally expensive the
classification becomes. Further, not all image features are equally
important or provide equally good results for our purpose. As a
first step, we therefore needed to find out which image features
we want to use for classification, and we ran the detection with
all possible image features in Lire [32] selected on a dataset. Based
on this evaluation, feature extractors and descriptors according
to Joint Composite Descriptor (JCD) [32] and Tamura [32] (in the
following simply called features for brevity) were chosen for our
measurements due to their promising performance.
To assess the actual performance of the classifier using these
two features, we conducted a leave-one-out cross-validation with
all available video sequences. With these settings, we achieved an
average precision of 0.889, an average recall of 0.964 and an average
F1 score value of 0.916. The problem with this average calculation is
that different video sequences contribute values based on different
numbers of video frames. If we weight the values contributed by
every single video sequence with the amount of frames in the
sequence, we achieve an average precision of 0.9388, an average
recall of 0.9850, and an average F1 score value of 0.9613. In other
words, the results mean that we can detect polyps with a precision
of almost 94% and we detect almost 99% of all polyp-containing
frames. The evaluation is presented in table 1.
Table 1: Performance evaluation by leave-one-out cross-











np_5 1 680 0 0 1 1 1
np_6 1 836 0 0 1 1 1
np_7 1 767 0 0 1 1 1
np_8 1 710 0 0 1 1 1
np_9 1 1,841 0 0 1 1 1
np_10 1 1,923 0 0 1 1 1
np_11 1 1,548 0 0 1 1 1
np_12 1 1,738 0 0 1 1 1
np_13 1 1,800 0 0 1 1 1
np_14 1 1,637 0 0 1 1 1
wp_2 140 9 20 70 0.875 0.6666 0.7567
wp_4 908 1 0 0 1 1 1
wp_24 310 68 127 12 0.7093 0.9627 0.8168
wp_49 421 12 62 4 0.8716 0.9905 0.9273
wp_52 688 101 284 31 0.7078 0.9568 0.8137
wp_61 162 10 165 0 0.4954 1 0.6625
wp_66 223 12 165 16 0.5747 0.9330 0.7113
wp_68 172 51 20 14 0.8958 0.9247 0.9100
wp_69 265 185 138 26 0.6575 0.9106 0.7636
wp_70 379 1 0 29 1 0.9289 0.9631
Weighted average: 0.9388 0.9850 0.9613
4.1.2 Multi-class Classification Accuracy. To evaluate the multi-
class classifiers, we collected a new dataset from one of our partner
hospitals. The dataset contains six different endoscopic findings that
can occur during a colonoscopy with 50 images each, which leads to
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(a) Blurry frame (b) Cecum (c) Normal colon mucosa (d) Polyp (e) Tumor (f) Z-line
Figure 3: Example for anatomic findings (classes) in the multi-class dataset.
a total number of 300 images4. The classes in the dataset are blurry
frames, cecum (pouch that is the beginning of the large intestine),
normal colon mucosa (healthy colon wall), polyp, tumor, and Z-
line (an anatomic landmark in the colon than can help doctors to
orientate). Figure 3 shows one example for each class in the dataset.
Because of the small number of images in the dataset, we performed
cross-validation. For the cross-validation, we randomly separated
the images into 10 different sets of training and test data. Each
training and test subset contains 25 images per class. Multi-class
classification is then performed on all 10 splits and then combined
and averaged. Following this strategy even with a smaller number
of images, a quite accurate estimation about the performance can
be made.
Table 2 shows the confusion matrix (a standard tool for evalu-
ating multi-class classifiers showing the actual class compared to
the detected class) for the GF-classifier. The results are a clear indi-
cation that this approach performs well. An interesting insight is
that normal colon mucosa is often miss-classified as cecum (cecum
is also sometimes miss-classified as normal colon mucosa). The
example images for cecum (figure 3(b)) and normal colon mucosa
(figure 3(c)) reveal that this is not very surprising since it is even
hard for a human observer to make a clear decision. Furthermore,
from a medical point of view, normal colon mucosa are part of the
cecum and under real-world circumstances, this would not be a
relevant mistake.
Table 2: Confusion matrix and standard metrics for the six-class
classification performance for themulti-class global-features-based
approach. The classes are Blurry frames (A), Cecum (B), Normal
colon mucosa (C), Polyps (D), Tumor (E), Z-line (F).
Detected class Metrics







A 250 0 0 0 0 0 1.0 1.0 1.0
B 0 226 21 3 0 0 0.704 0.904 0.791
C 0 85 165 0 0 0 0.85 0.66 0.743
D 0 10 8 226 6 0 0.953 0.904 0.928
E 0 0 0 8 242 0 0.975 0.968 0.971
F 0 0 0 0 0 250 1.0 1.0 1.0
Average 0.914 0.906 0.91
The performance of Deep-classifier, which is presented in table 3
can also be considered as good. This approach confuses the classes
polyp and cecum more than the GF-classifier, but it is better in
detecting normal colon mucosa. For detecting blurry frames and
Z-lines, it performs at the same level as the GF-classifier. Based
on the confusion matrix for both approaches, we can see that for
some classes, the GF-classifier is better and for other classes the
Deep-classifier.
4The dataset that we could collect in the given time frame with the help of our medical
partners is rather small, but it is large enough for a proof-of-concept in combination
with cross validation.
Table 3: Confusion matrix and standard metrics for the six-classes
detection performance evaluation for the deep-learning-based ap-
proach.
Detected class Metrics







A 250 0 0 0 0 0 1.0 1.0 1.0
B 0 183 64 3 0 0 0.782 0.732 0.756
C 0 34 197 19 0 0 0.641 0.788 0.707
D 1 17 45 183 4 0 0.875 0.732 0.797
E 0 0 1 4 245 0 0.983 0.98 0.981
F 0 0 0 0 0 250 1.0 1.0 1.0
Average 0.879 0.872 0.876
Comparison of the GF- and the Deep-classifiers using the stan-
dard metrics including precision, recall/sensitivity and F1-score
reveals that the GF-classifier outperforms Deep-classifier signifi-
cantly with a precision of 0, 914, a recall of 0, 906 and a F1-score of
0.91 for the GF-classifier compared to a precision of 0, 879, a recall
of 0, 872 and a F1-score of 0.876 for the Deep-classifier.
4.1.3 Localisation Accuracy. Table 4 shows the performance of
the localisation subsystem. As ground truth, we used the exact
positions of the polyps as provided in the ASU Mayo clinic polyp
database. Overall, we reached an average precision of 0.3207, a recall
of 0.3183 and an F1 score of 0.3195. The values seem to be rather
low, but it is important to point out, that the current localisation
algorithm outputs four possible locations per frame. Currently, we
are working on an implementation that will be able to output only
one location per frame.
Table 4: Performance evaluation of the localisation algo-








CVC-ClinicDB 397 215 249 0.6487 0.6146 0.6312
ASUMayo 2 1 244 244 0.0041 0.0041 0.0041
ASUMayo 4 443 467 467 0.4868 0.4868 0.4868
ASUMayo 24 74 300 300 0.1979 0.1979 0.1979
ASUMayo 49 36 355 355 0.0921 0.0921 0.0921
ASUMayo 52 194 490 490 0.2836 0.2836 0.2836
ASUMayo 61 129 80 80 0.6172 0.6172 0.6172
ASUMayo 66 92 142 142 0.3932 0.3932 0.3932
ASUMayo 68 63 126 126 0.3333 0.3333 0.3333
ASUMayo 69 0 235 235 0.0000 0.0000 0.0000
ASUMayo 70 4 381 381 0.0104 0.0104 0.0104
Average: 0.3207 0.3183 0.3195
4.2 System Performance
One further requirement for the system is performance. The idea is,
as mentioned before, to use the system during live colonoscopies
and for mass screening for irregularities in the GI tract, using video
sequences, recorded by colonoscopes or WVCs.
For the evaluation, we decided to use the configuration of the
system that performed best in the accuracy experiment, because
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this scenario will be used in the live system setup, i.e., the global-
feature-based version. To enable live assistance for endoscopies, we
must reach a frame rate of at least 25 frames per second. For all tests,
we used three videos from three different endoscopic devices and
different resolutions. The three videos are wp_4 with 1, 920x1, 080
and 910 frames, wp_52 with 856x480 and 1, 106 frames and np_9
with 712x480 and 1, 843. We chose these three videos because they
provide representative examples of the video resolution variations
for different types of endoscopic devices.
4.2.1 CPU Processing. For the detection approach, we first mea-
sured the indexing part that creates the model that is later on used
by the classifier. This process has no real-time requirement and
can be seen as batch processing, but it should be feasible for larger
datasets. Extracting two features and indexing them for the whole
ASUMayo dataset takes on average 8milliseconds per frame. There
is no big difference between the indexing time of different resolu-
tions. We tested the scaling potential by indexing different datasets.
The first dataset D1 contains 3, 871 frames, the second one D2 con-
tains 14, 909 frames, the third one D3 contains 29, 818 frames and
the last one D4 with 100, 000 frames. Table 5 shows the overall re-
sults. We found that a larger dataset leads to a faster indexing time
per frame, that is caused by runtime Java code optimizer. Further-
more, we did not find a processing speed increase after more than
30, 000 frames in the dataset. Further processing speed increase is
limited by the I/O bottleneck since increasing the number of cores
did not increase performance. All in all, our experiments show that
the indexer is scalable, can be used with big datasets and it should
meet all requirements of the system for future tasks.
Table 5: Performance evaluation of the indexing part. 4 dif-
ferent datasets with different sizes have been tested to show
the scaling capability of the indexing part.
Index frames total time in seconds time per frame in ms
D1 3, 871 89.78 23.1
D2 14, 909 178.55 11.9
D3 29, 818 231.75 7.7
D4 100, 000 782.351 7.8
The performance of the detection is more important, since the
system should process frames at 25 fps or better to make it usable
for live applications. For all tests, we used the 3 different videos
described before. Figure 4(a) shows the detection subsystem’s per-
formance for the tested videos. The required frames per second for
all three resolutions are reached with 16 CPU cores.
Figure 4(b) shows the localisation subsystem’s performance for
all videos. The required frame rate is not reached for the highest
resolution and the best result is 7.9 frames per second. The same is
true for the resolution of 856× 480. The required frames per second
for the lowest resolution are reached with 19 CPU cores used in
parallel. The outcome of these experiments clearly shows that our
system also can reach real-time requirements for the localisation
subsystem but that we need to improve the performance for higher
resolutions.
4.2.2 Memory. Figure 5(a) and figure 5(b) show the memory
usage for both subsystems. In the localisation, the memory usage
behaves normally and shows that the localisation is scalable in
terms of memory. For the detection subsystem, the memory usage
(a) The detection subsystem FPS.
(b) The localisation subsystem FPS.
Figure 4: System performance in terms of frames per second
(FPS) depending on the number of CPU cores and the reso-
lution of the videos.
shows an interesting behavior after a certain number of used CPU
cores. Therefore, a closer look into it was necessary.
Figure 5(c) depicts this closer look into the detection subsystem
memory performance. We tested different memory sizes used for
the detection starting from 1GB up to 32GB. This shows that the
available memory for the detection part does not influence the
frames per second performance. The Java memory scheduler uses as
much memory as it can get, but it also performs well with only 1GB.
This proves that the detection part does not depend on memory,
and therefore, memory is not a bottleneck for scaling.
4.2.3 Size of the Index. A final question that we wanted to an-
swer is if the size of the used classification indexes (number of
indexed examples) influences the detection accuracy or system
performance. Figure 6 shows the system performance in terms of
detection accuracy (F1 score) and frames per second for 3 different
training data sizes. The expectation was that smaller indexes would
lead to a higher frames per second throughput but with a loss of
classification performance. The experiment showed that the index
size did not have a significant influence on the number of frames
per second output of the detection system. It is possible that an
index with several hundred thousand of frames will most proba-
bly lead to a lower frames per second output. But, in the intended
medical field, a lack of training data is normal. Therefore, this will
not influence our system. Another positive aspect is that the clas-
sification performance does not decrease with smaller indexes. It
is even the opposite, because for wp_52, the F1 score increased
slightly compared to the full training data. This shows that the
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(a) Memory consumption in the detection part. (b) Memory consumption in the localisation part. (c) Memory consumption versus heap size.
Figure 5: System benchmarks of memory usage.
Figure 6: This chart shows how the amount of training data
influences the performance of the detection subsystem in
terms of frames per second output. The training data has
been reduced to 1/2 of the original size (ca. 8, 800 frames) and
1/3 (ca. 5, 800 frames).
detection subsystem also performs very well with a smaller amount
of training data matching well our medical scenario.
4.2.4 Initial Cloud Experiments. To investigate what the perfor-
mance would be on actual hardware for the detection subsystem,
some initial tests on Amazon AWS EC2 instances were conducted.
On a c4.8xlarge instance (Intel Xeon E5-2666-V2 with 36 virtual
CPU cores), we were able to classify a video (MPEG-4) with 1, 924
frames and a resolution of 1, 920 × 1, 080 with the features JCD and
Tamura, in 29.377 seconds with 65.5 fps. When classifying data
from a raw video file the processing time increased to 39.599 sec-
onds with 48.6 fps. When reading the data from a Windows media
video (wmv) file, the processing time increased to 40.452 seconds
with 47.6 fps. The c4.8xlarge instance is the most powerful instance
offered by Amazon. We therefore conducted the same tests also on
a less powerful c4.4xlarge instance (Intel Xeon E5-2666-V2 with 16
virtual CPU cores). Using this instance, we were able to process the
MPEG-4 video data in 60.19 seconds with 31.97 fps, the wmv file in
81.17 seconds with 23.7 fps and the raw video file in 79.718 seconds
with 24.14 fps. This shows that on newer hardware an even better
performance can be achieved.
5 REAL WORLD USE CASES
In this section, we will describe two real world use cases where
the presented system can be used. The first one is a live system
that will support medical doctors during endoscopies. Currently,
we are working on setting it up in one of our partner hospitals.
The second one is a system that will automatically analyse videos
captured by WVCs. Several hospitals all over Europe and US are
involved in this part, and currently, we are collecting data. The
Figure 7: The planned structure of the live system. Themed-
ical expert doing a normal examination is assisted in real-
time with the results of the video analysis displayed on the
auxiliary screen.
first use case requires fast and reliable processing, and the second
requires a system that is able to process a large amount of data in a
reliable and scalable way.
5.1 Live System
Figure 7 gives an overview of the proposed live system. Live en-
doscopy is a common GI examination and is essential for the diag-
nosis of most mucosal diseases in the gastrointestinal tract, particu-
larly diagnosis of CRC and its precursors. The aim of the live system
is to put it between the screen of the doctor and the endoscopy pro-
cessor. While the endoscopist performs the colonoscopy, the system
analyses the video frames that are recorded by the colonoscope.
First, we planed to optically show the physician (for example with
a red or green frame around the video) when the system detects
something abnormal in the actual frame. This can also be extended
to determine which disease that the system most probably detected
and provide this information to the doctor. Apart from support-
ing the medical expert during the colonoscopy, the system can
also be used to document the procedure. After the colonoscopy, an
overview can be given to the doctors where they can make changes
or corrections, and add additional information. This can then be
stored for later purposes or used in a written endoscopy report.
Further, it would be practical to store high quality images of the
most important parts. As paper [11] shows, single images can be
an efficient way to store important findings from an examination.
5.2 Wireless Video Capsule Endoscope
The present WVCs have a resolution of 256x256 with 3-10 frames
per second (adaptive frame rate with a feedback loop from the
receiver to the transmitter). They do not have optimum lighting,
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making it difficult use the images. Nevertheless, ongoing work tries
to improve the state-of-the-art technology, which will make it possi-
ble to use the methods and algorithms developed for colonoscopies
also for WVCs [8, 27].
The multi-sensor WVC is swallowed in order to visualize the GI
tract for subsequent diagnosis and detection of GI diseases. Thus,
people will be able to buy WVCs at the pharmacy, and connect
and deliver the video stream from the GI tract to the phone over a
wireless network. The video footage can be processed in the phone
or delivered to our system, which finally analyses the video auto-
matically. In the best case, the first screening results are available
within eight hours after swallowing the WVC, which is the time
the camera typically spends traversing the GI tract.
In order to develop such a system, many unsolved tasks need to
be addressed through (interdisciplinary) research and development.
For example, the training and learning step that allows the system
to detect different disease in the GI tract. In the case of the colon,
accuracy of existing methods is far below the required precision
and recall, and the processing of the algorithms does not scale in
terms of big data. Each type of disease or irregularity requires in-
teraction between medical researchers dictating what the system
must learn to detect, image processing researchers investigating
detection or summarization algorithms, hardware developers to de-
velop/produce/research sensors, distributed processing researchers
in order to scale and distribute the (big data) analytics and process-
ing of the sensor data. For other scenarios, like in the upper part
of the GI tract, there will be similar challenges and corresponding
interaction between research disciplines.
Obviously, the project has high and ambitious goals in developing
an end-to-end solution where data recorded by next generation
camera and WVCs automatically are processed and algorithmically
analyzed for potential pathology in the GI tract. There are large
challenges with respect to accuracy (precision and recall), scale
of the processing and hardware data quality because of different
manufacturers (Olympus and Given are the biggest ones). The aim
is to be a leading contributor in the area of medical imaging and
sensor processing in the GI tract as well as storing, processing
and analysing this type of data. Such next-generation big data
applications in the area of medicine are frontiers for innovation
and productivity in health systems where there are currently large
initiatives both in the EU and the US.
6 CONCLUSION
In this paper, a multimedia system for disease detection and clas-
sification in the GI tract has been presented. We briefly described
the whole pipeline of the system from annotation (data collection
for system learning) to visualisation (doctor feedback). We intro-
duced two new multi-class classification methods, based on global
image features and deep learning neural networks. The novelty
of the research includes the implementation of a whole system
pipeline as a combination of many existing components, as well
as several new ones. A detailed evaluation in terms of detection
and localisation accuracy and system performance has been per-
formed, and we meet the requirements listed in section 2: (i) high
detection accuracy with an F1 score of 96% for polyps, (ii) real-time
processing to support live examinations like colonoscopies with
a frame rate between 30-65 on the given hardware, (iii) efficient
resource utilization to allow massive scale using WVCs shown by
both the real-time processing and the low memory consumption,
and (iv) expandability to allow the system to support new diseases
as shown by the high accuracy multi-disease detection experiment.
Our experiments show that the proposed system can achieve equal
results to state-of-the-art methods in terms of detection accuracy.
Further, we showed that the system outperforms state-of-the-art
systems in terms of system performance, that it scales in terms of
data throughput and that it can be used in a real-time scenario. We
also presented automatic analysis of WVC videos and live support
of colonoscopies as two real world use cases that will benefit from
the proposed system and will actually be tested and used in our
partner hospitals.
For future work, we plan to improve the detection and locali-
sation accuracy of the system, including even more different ab-
normalities to detect and work on the localization of irregularities
beyond polyps. Presently, we are working with medical experts to
collect more training data. As a first result, we just finished two new
datasets: an extended multi-class image-dataset for computer aided
GI disease detection called Kvasir [42] and a new bowel (colon)
preparation quality video dataset called Nerthus [41]. Both datasets
are released under open-source and can be used by the community.
Additionally, we work on the set-up of the real world use case in the
hospitals. Finally, to further improve the performance of the system,
we work on an extension that allows the system to use GPUs to
further utilize the parallelization potential of the workload.
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