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Résumé
Nous calculons les degrés des adhérences des orbites de matrices nilpotentes et, en particulier,
ceux des variétés à rang et indice donnés.
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1. Introduction
Soit α une matrice nilpotente n× n sur C. L’indice de nilpotence est l’entier plus petit ι
tel que αι = 0. On sait depuis Cayley que ι n. On note r le rang de α ; on a donc ι− 1
r  n − 1. Les matrices d’indice de nilpotence j  ι et rang au plus r forment une sous-
variété Nn(ι, r) fermée de l’espace affine Cn2 = Hom(Cn,Cn). Évidemment Nn(ι, r) est
un cône à sommet 0. On passe alors au cadre projectif : on considère les variétés projectives
Nn(ι, r) ⊂ Pn2−1 des matrices non nulles, à multiplication par scalaire près. Ici on note
Pn
2−1 la projectivisation de l’espace Hom(Cn,Cn).
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Chaque partition correspond à une forme de Jordan : c’est la matrice composée de blocs








des matrices nilpotentes à forme de Jordan fixée par λ est une orbite sous l’action de conju-
gaison. Leur indice et rang sont donnés par ι = λ1 et r =∑ti=1(λi − 1) respectivement.
Le but de cet article est de trouver des formules pour le degré de l’adhérence, Jλ, de
chaque orbite. On constate que Nn(ι, r) est égal à Jλ(ι) avec λ(ι) la « plus grande » partition
qui commence avec λ1 = ι (cf. 5.7).
Nous présentons une récursion en termes de classes de cohomologie des fibrés naturels
au-dessus de fibrés en grassmannienes. La seule donnée initiale dont on a besoin est le
cas 2 × 2 : on sait bien (et on le retrouve) que l’ensemble des matrices nilpotentes dans
P3 = P(Hom(C2,C2)) est la conique lisse définie par trace = det = 0. Plus précisément,
la récursion exige l’étude des familles de transformations linéaires (à multiplication par
scalaire prés). On se donne alors un fibré vectoriel E au dessus d’un schéma X qu’on
va supposer Cohen–Macaulay, réduit et de dimension pure. Nous définissons de façon
naturelle des sous-variétés J◦λ(E) ⊂ Jλ(E) ⊂ P(Hom(E,E)) dont les fibres sur X sont
comme les J◦λ ⊂ Jλ définis ci-dessus.
La récursion met en rapport la classe de Jλ(E) et celle de Jλ(R), où on dénote R le
sous-fibré tautologique de rang r = r(λ) =∑ti=1(λi − 1) au-dessus de la grassmanniene
relative G(r,E), et λ = (λ1 − 1, λ2 − 1, . . . , λt − 1) une partition de n − t , à la mode de
Kraft et Procesi [9].
Nous avons trouvés dans la littérature deux approches pour l’étude des orbites nilpo-
tentes : soit la récursion sur le nombre de blocs de Jordan comme chez Weyman [16], soit
sur les tailles des blocs comme dans [9], adoptée ici. L’adhérence Jλ de chaque orbite est
obtenue comme image d’une sous-variété J˜λ de l’ensemble des couples (α,V ) tels que
le sous-espace V est de dimension r(λ) et contient l’image de α, cf. le théorème 3.1 ci-
dessous. La classe [J˜λ] est connue par induction. Remarquons que la variété J˜λ est, en
général singulière ; voir (17) pour la description d’une désingularisation de Jλ ; celle-ci
nous a fourni une approche alternative, sans récurrence, mais parfois moins efficace pour
le calcul explicite.
La construction faite ici est réminiscente de Kempf–Laksov [8] pour la formule de Por-
teous, ainsi que de [16] pour le calcul des idéaux des adhérences des orbites. Pourtant, il
ne nous semble guère clair comment dégager sans peine le degré à partir des informations
obtenues pour l’idéal.
Nous avons employée la formule de résidus de Bott dans le cadre équivariant pour le
calcul de quelques exemples. Néanmoins, l’obtention des formules explicites en termes de
la partition s’est avérée difficile et on n’a réussi que pour quelques cas particuliers. Nous
nous sommes servis du logiciel SINGULAR [6] et des adaptations de SCHUBERT [7].
Il serait intéressant de pousser l’étude énumératif fait ici pour les cas des variétés de
couples de matrices considérées dans [2] ou [12]. Le rapporteur nous a gentiment suggéré
qu’il serait désirable d’étendre le résultat pour d’autres algèbres de Lie classiques, objet
d’un futur travail.
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la normalité des adhérences ainsi que de Concini et Procesi [3] où des conjectures sur les
systèmes de générateurs pour les adhérences sont énoncées, puis établies dans [16] ; voir
aussi Tanisaki [13,14].
Nous commençons avec quelques rappels sur la structure des orbites.
2. Rappel combinatoire
Nous nous sommes servis ici des notes de [5] ; voir aussi [9].
Soit Mn×m l’espace des matrices n × m sur le corps C. Soient Mn =Mn×n et Nn ⊂
Mn le sous-ensemble des matrices nilpotentes. Si G = Gl(n) est le groupe des matrices
non-singulières, ont va dénoter par NGn l’ensemble des orbites de Nn sous l’action de
conjugaison, et par αG ∈ NGn l’orbite de la matrice α ∈ Nn. Chaque orbite αG ∈ NGn
contient une seule matrice Jλ composée de blocs de Jordan λi × λi , i = 1, . . . , t , où λ1 
λ2  · · · λt  1 est une partition de n. Cette correspondance est une bijection deNGn sur
l’ensemble des partitions de n, qu’on passe à étudier.
Soit Λ(n) l’ensemble des s-uples λ = (λ1, λ2, . . . , λs) telles que λ1  λ2  · · · λs  0
et
∑s
i=1 λi = n. On définit la longueur de λ par l(λ) = t où t  s est le plus grand entier tel
que λt  1. On identifie naturellement les partitions (λ1, . . . , λt ) et (λ1, . . . , λt ,0, . . . ,0).
Nous écrivons Jλ ∈Nn la matrice de Jordan fixée par λ et aussi, par identification, l’orbite
JGλ ∈NGn correspondante ; c’est bien sûr le cône (sans sommet) de l’orbite projective J◦λ.
Il est bien connue que, sur C, la topologie de Zariski et la topologie ordinaire donnent
les mêmes adhérences pour les ensembles algébriques (voir [1,5]). Pour chaque orbite Jλ
on dénotera l’adhérence (affine) par J¯λ. D’après [5] ou [9] on sait que, étant donné λ,
µ ∈ Λ(n), ou bien Jλ ∩ J¯µ = ∅, ou Jλ ⊆ J¯µ.
La structure topologique deNGn , c’est à dire, le diagramme de spécialisations, peut être
complètement traduit en termes des partitions de n. Nous avons en effet un ordre partiel
sur Λ(n) défini comme suit. Pour chaque partition λ = (λ1, . . . , λt ) on écrit la suite des
sommes partielles s(λ) = (s1, . . . , st ) avec sj = sj (λ) =∑ji=1 λj , j = 1, . . . , t . Alors, si
λ, µ ∈ Λ(n) avec longueurs l(λ) = t , l(µ) = p, on dit que µ domine λ, et on écrit µ λ,
si p  t et sj (µ)  sj (λ) pour j = 1, . . . , p. Si µ  λ et µ = λ, on écrit µ 	 λ. On a le
résultat suivant dont la démonstration peut être retrouvée dans [5] ou [9].
2.1. Proposition. Soient λ et µ ∈ Λ(n). Alors on a
Jλ ⊆ J¯µ ⇔ λ µ.
Les dimensions des orbites peuvent aussi être décrites par moyen des partitions.
2.2. Proposition. Soient λ = (λ1, . . . , λt ) ∈ Λ(n), où l(λ) = t . Alors la dimension (affine)
de Jλ est donné par
dimJλ = n2 −
t∑
(2i − 1)λi . (1)
i=1
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Mn | αJ = Jα}. Alors H =H∩G. Nous avons un morphisme surjectif ϕ :G → Jλ définie
par ϕ(γ ) = γ Jγ−1 dont les fibres sont précisément ϕ−1(ϕ(γ )) = γH , les classes latérales
de G/H . Donc dimG − dimH = dimJλ. Mais dimG = n2 et dimH = dimH ; à la suite
nous calculons dim(H).




0 1 0 · · · 0 0






0 0 0 · · · 0 1
0 0 0 · · · 0 0


sont les blocs de Jordan λi × λi , et βij , avec i = j , sont des blocs λi × λj composés
de zéros. Soit maintenant α ∈Mn. De manière analogue nous partageons α = (αij ) en
blocs αij de même taille que les blocs βij . La condition αJ = Jα équivaut aux conditions
αijβjj = βiiαij , 1 i, j  t . Si Aij ⊂Mλi×λj représentent les sous-espaces des matrices
satisfaisant ces conditions, ont a H ∼= ⊕i,j Aij . Après un calcul direct ont conclut que






finissant la démonstration. 
2.1. Indice, rang et partitions
A la suite nous étudierons quelques relations entre l’indice de nilpotence, le rang, et
les partitions de n. On note r(α) = r le rang de α. Soit Jλ = αG l’orbite correspondante
dans NGn , où λ = (λ1, . . . , λt ) ∈ Λ(n), avec l(λ) = t . Il est facile à voir que ι = λ1 et
r =∑ti=1(λi − 1). Alors on a
r(α) = r(Jλ) = n− l(λ), (2)
une relation qui nous sera souvent utile.
Étant donné des entiers ι, r , avec 0  ι − 1  r  n − 1, les matrices α ∈Nn tels que
ι(α) ι et r(α) r forment une sous-variété (affine) Nn(ι, r) ⊂Mn fermée. De la même
façon,Nn(ι) = {α ∈Mn | αι = 0} est une sous-variété fermée deMn. Nous allons montrer
que ces variétés sont des adhérences des orbites maximales à un sens qui deviendra net ci-
dessous.
Écrivons n = ι[n/ι] + a, où 0  a  ι − 1 et [q] dénote la partie entière de q . Soit
r(ι) = [n/ι](ι − 1) + b où b = a − 1 si a > 0, b = 0 si a = 0. Pour chaque entier r tel
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λ(ι, r) ∈ Λ(n) par λ(ι, r) = (λ1, . . . , λn−r ) avec
λi =
{
ι, si 1 i  q;
c + 1, si i = q + 1;
1, si q + 2 i  n− r.
(3)
Si r = r(ι) nous définissons λ(ι, r) par λi = ι si 1  i  n − r − 1 ; λn−r = ι si a = 0,
λn−r = a si a > 0.
2.3. Proposition. Notations comme ci-dessus, nous avons Nn(ι, r) = J¯λ(ι,r). En particu-
lier, Nn(ι) =Nn(ι, r(ι)) =Nn(i, r ′) quand r ′  r(ι).
Démonstration. D’après la proposition 2.1 il suffit de montrer que Jµ ⊂ Nn(ι, r) si et
seulement si µ λ(ι, r). Mais il est clair que µ λ(ι, r) entraîne ι(Jµ) ι et r(Jµ) r .
Nous montrerons l’autre implication dans le cas où r < r(ι) et c > 0, car les autres sont
tout à fait analogues. Soit alors µ = (µ1, . . . ,µt ) avec ι(Jµ) = µ1  ι et r(Jµ) = n− t  r .
Soit λ = λ(ι, r). Prenons s(λ) = (s1, . . . , sn−r ) et s(µ) = (s′1, . . . , s′t ). Nous remarquons
d’abord que di = λi −µi  0 si 1 i  q . Alors, si = s′i +
∑i
j=1 dj , 1 i  q . Dénotons
d =∑qj=1 dj . On a sq+1 = sq + (c+1) = s′q + (c+1)+d . Comme s′q +d + (c+1)+ (n−
r − q − 1) = n et n− r  t , il faut que µq+1  (c+ 1)+ d , car s′q +µq+1 + t − q − 1 n.
Donc sq+1  s′q + µq+1 = s′q+1. A la suite on répète le même argument avec les autres
sommes partielles, finissant ainsi la démonstration. 
Nous avons aussi une contrepartie de la proposition antérieure, concernant des orbites
minimales dans un certain sens.
2.4. Proposition. Soit µ ∈ Λ(n). Alors Nn(2, r) ⊆ Jµ si et seulement si r(Jµ)  r et
ι(Jµ) 2 pour 1 r  [n/2]. En particulier, sous ces conditions nous avons
dimJµ  2r(n− r), (4)
l’égalité ayant lieu si et seulement si µ = λ(2, r).
Démonstration. Comme Nn(2, r) = J¯λ(2,r), il suffit, d’après 2.1, de montrer que les
conditions sont équivalentes à µ  λ(2, r). Soit µ = (µ1, . . . ,µt ) où t = l(µ). Donc,
par définition, µ  λ(2, r) entraîne µ1  2 et t  n − r , ce qui nous donne ι(Jµ)  2
et r(Jµ) r . Pour l’autre implication, notons que
λ(2, r) = (2r ,1n−2r)= ( r︷ ︸︸ ︷2,2, . . . ,2, n−2r︷ ︸︸ ︷1,1, . . . ,1)
et supposons µ1  2, t  n − r . Soit j , 1  j  t , le plus grand entier tel que µj  2 ;
soient encore s(λ(2, r)) = (s1, . . . , sn−r ) et s(µ) = (s′1, . . . , s′t ). Si j  r on conclut ai-
sément que µ  λ(2, r). Prenons maintenant j < r ; soit di = µi − 2, où 1  i  j , et
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aussi s′k = s′j + k − j = d + k + j pour j  k  t . D’un autre côté,
sk =
{
2k, si 1 k  r;
r + k si r  k  n− r.
Il est bien évident que sk  s′k si 1 k  j . Si j  k  r nous avons
s′k  sk ⇔ j + d + k  2k ⇔ d  k − j.
La dernière inégalité est bien vraie, car d = n − t − j  r − j  k − j . Finalement, si
r  k  t on a s′k = j + d + k = n− t + k  r + k = sk .
La dernière affirmation découle de dimJλ(2,r) = 2r(n− r), ce qu’on vérifie directement
de (1). 
3. La récurrence
Soit E un fibré vectoriel au-dessus d’un schéma X qu’on va supposer Cohen–Macaulay,





la suite exacte tautologique au-dessus de la grassmanniene relative
G(r,E)
de sous-espaces de rang r de les fibres de E → X. On écrira aussi Rr,Qn−r si nécessaire
rappeler le rang. Dénotons
L =OHom(E,E)(1)





La section naturelle qu’on en déduit,
O u→ Hom(E,E)⊗L = Hom(E,E ⊗L) (6)
s’interprète comme la transformation linéaire universelle (à multiple scalaire près) au-
dessus de P(Hom(E,E)), et on l’écrit aussiu :E → E ⊗L.







Z = Zr(E) ⊆ P×GrE (8)




R ⊗L E ⊗L v⊗L Q⊗L
où v vient de (5).
On restreint le diagramme précédent à Z. Il vient que la restriction uZ se factorise par







R ⊗L E ⊗L v⊗L Q⊗L,
(9)
tout au-dessus de Z. Ce diagramme est en charge de faire le passage du cas n (= rangE)
au cas plus petit, r (= rangR < n).
La projection Z → G(r,E) rend Z isomorphe au sous-fibré projectif donné par l’inclu-
sion naturelle
Z  P(Hom(E,R)) ↪→ P×GrE.
Cette inclusion est déduite du sous-fibré Hom(E,R) → Hom(E,E) dont le conoyau est
Hom(E,Q)  E∨ ⊗Q : appliquer Hom(E, ·) dans (5).
La dimension relative de Z → X est donnée par
dimX Z = r(n− r)+ rn− 1 = 2rn− r2 − 1.
Cela nous permet d’écrire la formule pour la classe de Z dans P×GrE,( )[Z] = cn(n−r) E∨ ⊗Q⊗L ∩ [P×GrE]. (10)
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lieu déterminantiel défini par
∧r+1
u = 0, c’est-à-dire, donné par les points correspondants
aux applications de rang au plus r . On peut donc employer la formule de Porteous [4,
p. 254] pour expliciter la classe de l’image de Z dans P(Hom(E,E)). Quand on restreint
Z à la fibre au-dessus de chaque x ∈ X, on obtient la désingularisation habituelle de cette
variété déterminantielle.
3.2. Carré nul
Considérons la suite exacte au-dessus de G(r,E) obtenue de (5) en appliquant
Hom(·,R),
0 ← Hom(R,R) ← Hom(E,R) ← Hom(Q,R) ← 0. (11)
Soit
W = Wr(E) ⊆ Zr(E)
le schéma de zéros de u˜ :R → R ⊗ L dans Z. Examinant soit le diagramme (9), soit (11),
on voit que W s’identifie au sous-fibré projectif au-dessus de G(r,E),
W  P(Hom(Q,R))⊂ P(Hom(E,R)).
Notons que l’image de W dans P(Hom(E,E)) est le lieu des transformations de rang au
plus r et carré nul. La dimension relative s’écrit
dimX W = 2r(n− r)− 1. (12)
C’est égal à dimX Z − r2, la bonne codimension pour le lieu de zéros de la section u˜ de
Hom(R,R ⊗ L) définie dans (9). Cela entraîne la formule pour la classe de W dans le
groupe de Chow de P×GrE,[
Wr(E)
]= cr2(R∨ ⊗R ⊗L)∩ [Z]
= cr2
(
R∨ ⊗R ⊗L)cn(n−r)(E∨ ⊗Q⊗L)∩ [P×GrE]. (13)
3.3. Réduction de taille
Soit
π :Z = P(Hom(E,R))  P(Hom(R,R)) (14)
l’application rationnelle définie d’après (11). La restriction de π à chaque fibre au-dessus
d’un point V de G(r,E) s’identifie à la projection linéaire( ) ( )πV :P Hom(Ex,V )  P Hom(V ,V ) ,
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V )), de W = P(Hom(Q,R)) au-dessus de V ∈ G(r,E).





à la classe d’un Jλ(R) ⊂ P(Hom(R,R)) convenable.
Voilà comment tout ça marche dans un exemple concret, disons avec E = C5, le fibré
trivial au-dessus d’un point, et la partition λ = (3,2), donc n = 5, t = 2. Le rang ici est


















la matrice correspondante à cette partition. L’image α(E) est le sous-espace V de E en-
gendré par e1, e2, e4. Soit α˜ la matrice de la restriction α|V . Nous avons αe1 = 0, αe2 =












 ∈ J◦(2,1)(V ).








Ici Z est la sous-variété des couples (β,V ) ∈ P×GrE tels que l’image de β :E → E soit
contenue dans le sous-espace V de dimension r (= 5 pour l’instant). Soit β˜ :V → V définie
par restriction. Évidemment β est nilpotente si et seulement si β˜ l’est. Soit β :E → E
linéaire telle que β(E) ⊆ V avec β˜ = α˜ nilpotente. Alors γ = β − α envoie E dans V ;
nous avons aussi γ˜ = 0. Réciproquement, si γ (E) ⊆ V et γ˜ = 0, on montre aisément que
β = α + γ est nilpotente et garde soit la même forme de Jordan de α, pourvu qu’on aie
l’égalité β(E) = V , soit une spécialisation.
L’application
Hom(E,V ) → Hom(V ,V )
β → β˜
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qui est un morphisme en dehors du centre de la projection, P(Hom(V ′,V )). Quand on
bouge β dans J◦(3,2)(E), évidemment l’image V = β(E) bouge dans la grassmanniene
G(3,E), et β˜ bouge dans J◦(2,1)(V ).
Soit J˜◦
(3,2)(E) ⊂ Z le graphe de la fonction
J
◦
(3,2)(E)  β → β(E) ∈ G(3,E).
Alors J˜◦(3,2)(E) ne rencontre pas le centre W de la projection






(3,2)(E)) = J◦(2,1)(R) ⊂ P(Hom(R,R)). La classe de J◦(2,1)(R) ⊂
P(Hom(R,R)) est connue (et sera explicitée plus loin). Vue que la projection π est une
submersion, donc en particulier plat, la classe de π−1(J◦(2,1)(R)) dans le groupe de Chow
A(Z \W) est égale à l’image réciproque π[J◦(2,1)(R)].
Vérifions comment marchent les dimensions. Compte tenue de (1), on a d’abord
dimJ◦(2,1)(R) = dimG(3,E)+ 32 − 1 − (2 + 3) = 9.
Les fibres de π sont tous de dimension égale au rang ((n − r)r = 6) du fibré Hom(Q,R)






)= 9 + 6 = 15.






)= 52 − 1 − (3 · 1 + 2 · 3) = 15.












Vue que J˜(3,2)(E) s’applique birationnellement sur J(3,2)(E), on obtient la classe de ceci
comme l’image directe de la classe de la première. Or, la classe de J˜(3,2)(E) est connue au
moins après restriction à l’ouvert Z \ W ; donc on la connaît même dans Z, parce qu’on a
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Chow (cf. [4, 1.8, p. 21])
Ai(Z)
∼→ Ai(Z \W)





Le calcul de la classe de J(2,1)(R) sera détaillé dans l’exemple 5.2.
3.4. Le théorème
Pour garantir que cet argument marche en toute généralité, il suffit de montrer que, pour
toute partition λ = (λ1, . . . , λt ), si on écrit
λ = (λ1 − 1, λ2 − 1, . . . , λt − 1)
et r = r(λ), alors,
() dimX Jλ(E) = dimX Jλ(R)+ 2r(n− r) ;
() dimX Jλ(E) > dimX Wr(E) = 2r(n− r)− 1 si λ1 > 2 ;
() Jλ(E) = Wr(E) si λ1 = 2.
On rappelle d’abord la formule (1) des dimensions des orbites,
dimX Jλ(E) = dimJ◦λ = n2 − 1 −
t∑
i=1
(2i − 1)λi, (15)




(λi − 1) = n− t.
Donc
dimX Jλ(R)+ 2r(n − r) = 2rn− r2 − 1 −
t∑
i=1
(2i − 1)(λi − 1)









ce qui montre ().
L’inégalité () suit de la proposition 2.4.
Pour (), remarquons tout de suite que, si λ1 = 2, alors nous avons en effet que J˜◦λ(E)
est contenu dans Wr(E) ! Cela découle du fait que β2 = 0 implique l’annulation de la
restriction de β à son image. Mais dans ce cas là, on vérifie aussitôt l’égalité
dimX Wr(E) = dimX J◦λ(E) = dimX J˜◦λ(E) (16)
(voir la proposition 2.4). Alors on trouve pour l’adhérence, J˜λ(E) = Wr(E), dont la classe
est déjà connue (13).
Nous avons démontré le
3.1. Théorème. Notations comme ci-dessus, si λ1 > 2 alors nous avons
(1) J˜λ(E) = π−1(Jλ(R)) ;
(2) dim J˜λ(E) > dimWr(E) ;
(3) [J˜λ(E)] = π[Jλ(R)] dans A(Z) ;
(4) [Jλ(E)] = p(π[Jλ(R)]) dans A(P(Hom(E,E))).
Si λ1 = 2, alors [Jλ(E)] = p[Wr(E)] dans A(P(Hom(E,E))).
4. Sans récurrence
Nous présentons maintenant une façon alternative pour obtenir une formule pour les
degrés des Jλ en termes du fibré co-tangent de la variété des drapeaux d’une certaine na-
tionalité associée à λ. En effet, la projectivisation de ce fibré fournit une résolution de
singularités de Jλ. La construction qui suit est calquée sur celle de [16, p. 233], remplaçant
noyau par image.
Étant donnée une partition λ = (λ1, . . . , λs), soit λˆ la partition conjuguée, c’est-à-dire
λˆi = #{k | λk  i}.
Si t = l(λˆ) est la longueur de λˆ, définissons
λ˜ = λˆt , λˆt + λˆt−1, . . . , λˆt + · · · + λˆ1(= n),
la nationalité du drapeau associé. Par exemple, si λ = (3,2) alors λˆ = (2,2,1) et λ˜ = 1,1+
2,5. Dans notre cadre de matrices nilpotentes, la partition conjuguée contrôle la chute de
rang. Pour l’exemple envisagé (voir 3.3), l’image de la matrice de Jordan α de type λ est
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restriction, 0 = 1 − λˆ3. Considérons la variété D = D1,3,5 des drapeaux de nationalité λ˜ =
1,3,5. Chaque point de D correspond à une suite de sous-espaces D :V0 = 0 ⊂ V1 ⊂ V2 ⊂
V3 = C5 avec dimVi = λ˜i . Si β appartient à Hom(C5,C5) et βVi ⊂ Vi−1 pour i = 1,2,3,
alors β est dans l’adhérence de l’orbite de α. Le sous-espace de Hom(C5,C5) formé par
ces β’s s’identifie canoniquement avec l’espace co-tangent de D au point D.
En général, l’espace total ΩD
λ˜
du fibré co-tangent de la variété des drapeaux Dλ˜ est le
sous-fibré vectoriel de Hom(Cn,Cn)×Dλ˜ formé par les couples





Alors l’application p : Jˆλ → Jλ est une résolution des singularités de l’adhérence Jλ ⊂
P(Hom(Cn,Cn)). Posons d = d(λ) = dimJλ (voir (15)). Soit δ = δ(λ) = dimDλ˜. Nous
avons dimΩD
λ˜









Ce dernier degré n’est que le degré de la classe de Segre sδΩD
λ˜
. Nous avons démontrée la
4.1. Proposition. Notation comme ci-dessus, le degré de l’adhérence de l’orbite Jλ est
égal au degré de la classe de Segre maximale du fibré co-tangent de la variété de drapeaux
Dλ˜.
Nous laisserons au soin du lecteur la preuve de l’extension suivante de cet énoncé au
cas relatif. Nous supposons E → X comme dans le section 3.






P = P(Hom(E,E)) ϕ X
4.2. Proposition. Soit m = n? − dimX D. Alors
(1) [Jˆλ] = cm((E∨ ⊗E −ΩD)⊗O(1))∩ [P(Hom(E,E))×X D] ;∑
 ∨ m−i(2) [Jλ] = ϕ ψ(ci(E ⊗E −ΩD))h , où h = c1(O(1)).
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polynômes de Schur que nous n’en avons.
5. Exemples
5.1. Orbite grosse
On reprend la notation de (6). On le récrit
O uE∨ ⊗E ⊗L.
Faisant la composition avec l’homomorphisme d’évaluation
E∨ ⊗E →O
tordue par L, on obtient la section trace, tr(u) :O→ L. Prenant les puissances ∧r u, on





Posons h = c1L. On arrive donc à la formule[
J(n)(E)
]= n!hn.




(2)(E) = J(2)(E)  J˜(2)(E) = W1(E).
On obtient alors (cf. 13)
[
W1(E)
]= c1(L)c2(E∨ ⊗Q⊗L)∩ [P×G1E]
= hq2 + (2h2 − ε1h)q + (ε2h− ε1h2 + h3)∩ [P×G1E]
= hρ2 + (ε1h+ 2h2)ρ + (ε2h+ ε1h2 + h3)∩ [P×G1E]
avec q = c1Q = ε1 + ρ, où ρ = c1(R∨) est la classe hyperplane relative du P1fibré




]= p(hρ2 + (ε1h+ 2h2)ρ)
= −ε1h+ ε1h+ 2h2.Pour n 3, on écrit
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J(n)(E)
]= p[J˜(n)(E)]= p(π[J(n−1)(R)]) (par 3.1)
= p
(
(n− 1)hn−1 ∩ [Zn−1(E)]) (par induction)




E∨ ⊗Q⊗L)∩ [P×Gn−1E]) (par 10).
Soit par un calcul directe facile, soit en rappelant la preuve de la formule de Porteous [8],












∩ [P(Hom(E,E))]= nh∩ [P(Hom(E,E))]
ce qui achève l’induction.
Remarquons que, sans récurrence, on a besoin de la classe de Segre du fibré co-tangent
de la variété des drapeaux complets. Quoique ce fibré soit bien connu en termes des fibrés
tautologiques, nous n’avons pas trouvée une référence pour le calcul explicite de la classe
de Segre désirée. La positivité de cette classe de Segre s’ensuit de résultats généraux de [4,
p. 216, 12.1.7 ; p. 219, 12.2.1] (merci E. Arrondo !). Par contre, si E = Cn, la résolution
Jˆ(n) = P(ΩD) → J(n)
fournit s(n2)ΩD = n!, apparemment inaperçu des spécialistes.
5.2. Orbite fermée
C’est donnée par la partition λ = (2,1, . . . ,1). Il s’agit des applications nilpotentes
à rang un. Les matrices de rang un sont l’image de Segre (xiyj ) avec ((xi), (yj )) ∈
Pn−1 × Pn−1 ; la condition de nilpotence se traduit alors par l’annulation de la trace. C’est





. C’est ce qu’on trouve par la voie co-tangente (4.1) : maintenant λ# = n− 1,1
donc D = Pn−1 et la classe de Segre totale de ΩD est 1/(1 + h)n ; le coefficient de hn−1
est (−1)n−1( −n
n−1
)= · · · .




)×X P(E) ↪→ P(E∨ ⊗E)= P(Hom(E,E))
avec le sous-fibré projectif défini par l’annulation de la trace ; on arrive donc à J =
J(2,1,...,1)(E). La classe de J est donnée alors par h ∩ [S]. C’est le même qu’on obtient
par (13). La classe du lieu S de rang un est fournie par Porteous. A savoir, en écrivant la
classe κi = ci(E ⊗L−E), 0 i  2n− 3, il faut calculer le déterminant,∣∣∣∣∣∣∣
κn−1 κn · · · κn+n−3






κ1 κ2 · · · κn−1 ∣
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n = 2 : κ = 1 + 2h, [S] = 2h. Cela entraîne[
J2(E)
]= [N2,1(E)]= 2h2.
n = 3 : κ = 1 + 3h+ 3h2 − ε1h+ h3 − 2ε1h2 + (ε21 − 2ε2)h ;
[S] =
∣∣∣∣κ2 κ3κ1 κ2
∣∣∣∣= 6h4 + (6ε2 − 2ε21)h2;[
J2,1(E)
]= [N2,1(E)]= h∩ [S] = 6h5 + (6ε2 − 2ε21)h3.






∣∣∣∣∣= 20h9 + (48ε2 − 18ε21)h7 + · · · .
5.3. Variétés de rang
C’est le cas λ = (m,1n−m) (cf. [16, p. 242]). Alors[
Jλ(E)
]= p(π[J(m−1)(Rm−1)]Zm−1(E))




où on sait [8] que p[Zm−1(E)] est la classe du lieu de rang m− 1, donné par Porteous.
La formule explicite pour E = Cn est donc (m − 1)! fois le degré de ce lieu, voir [4,
14.4.14, p. 261].
5.4. (2,2)
Avec l’aide de SINGULAR [6] et SCHUBERT [7], on trouve[
J(2,2)(E)
]= 28h8 + (32ε2 − 12ε21)h6 + (4ε22 + 48ε4 − 12ε1ε3)h4. (18)
C’est l’image directe de [W2(E)] (13) (avec rangE = 4). On trouve aussi, prenant main-
tenant rangE = 5,[
J(2,2,1)(E)
]= 220h13 + (380ε2 − 152ε21)h11
+ (28ε41 − 140ε21ε2 + 196ε22 − 56ε1ε3 + 140ε4)h9
+ (36ε32 − 12ε21ε22 + 32ε31ε3 − 104ε1ε2ε3 + 60ε23 − 32ε21ε4 + 80ε2ε4)h7
+ (4ε21ε23 − 12ε2ε23 − 12ε21ε2ε4 + 36ε22ε4 + 4ε1ε3ε4 − 80ε24 + 48ε31ε5)− 180ε1ε2ε5 + 300ε3ε5 h5.
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[
J(2,2,1,1)(E)
]= p(c4(R∨2 ⊗R2 ⊗L)c6(6−2)(E∨ ⊗Q⊗L)∩ [P×GrE])
= 2100h20 + (5616ε2 − 2340ε21)h18 + · · ·
+ (16ε32ε24 + · · · − 432ε2ε26)h6. (19)
En général, quand E est trivial, le degré de J(2a,1b)(Cn) est donnée par la classe de Segre
maximale du cotangent de la grassmanniene G(a,n), où n = 2a + b. Ceci se calcule grâce








où J est l’ensemble de toutes les partitions J = (j1, . . . , ja) telles que a  j1  · · · 
ja  0, et pour chaque J ∈ J on construit la partition I = (i1, . . . , ia) avec il = b− a − jˆl ,
où Jˆ = (jˆ1, . . . , jˆa) est la partition conjuguée de J .
Pour le calcul du degré de J(3,3,2,2,1,1), comme dans [16, 4.5, p. 238], on aura besoin de





avec λ = (2,2,1,1) comme en haut. On remplace les εi par les classes de Chern de R6, le
sous-fibré tautologique au-dessus de G(6,C12). On a besoin aussi de la classe de Z6(C12),
à savoir, c(12×6)(C12 ⊗Q⊗L) = c6(Q⊗L)12. La réponse,
degJ(3,3,2,2,1,1) = 7 851 268 322 287 104
est donnée par le coefficient de h56, qu’on obtient par un « mix » de SCHUBERT et de la
formule des résidus de Bott (à la mode de [11]), en raisonnant comme dans l’exemple 5.6
ci-dessous. L’intervention de Bott a rendue le calcul faisable pour notre ordinateur. En ef-
fet, la table des intégrales (monômes de degrés maximaux) dans la grassmanniene G(6,12)
s’est avéré trop lourde pour SCHUBERT/MAPLE. Remarquons, en passant, qu’on peut ex-
traire de (19) aussi le degJ(2,2,1,1) = 2100.
5.5. (3,2)
On va compléter maintenant le calcul pour la classe de J(3,2)(E). On écrit d’abord
la classe de J(2,1)(E) pour E arbitraire, de rang 3 ; puis on remplacera E par le fibré
tautologique R au-dessus de G(3,E). Par la discussion en haut, nous avons
[ ] ( )
J(2,1)(E) = 6h5 + 6c2(E)− 2c1(E)2 h3.
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J(3,2)(E)
]= p[J˜(3,2)(E)]= p(π[J(2,1)(R)])
avec p :Z(E) → P(Hom(E,E)) la projection (cf. (8)). On a ici dimX Z = 24 + 6 − 10 =
20. Par ce qui précède, on peut écrire
[
J(3,2)(E)
]= p((6h5 + (6c2(R)− 2c1(R)2)h3)∩ [Z])
= p
((
6h5 + (6c2(R)− 2c1(R)2)h3)c5(5−3)(E∨ ⊗Q⊗L))
= 380h9 + (200ε2 − 80ε21)h7 + (80ε4 + 12ε22 − 32ε1ε3)h5.









Le calcul est pénible ! Mais on l’a fait avec SINGULAR [6] en utilisant des scripts adap-
tés de Katz et Strømme [7]. On prend E = C11. La récursion exige d’abord la connaissance
de [J(3,2,1,1)(R7)], avec R7 le sous-fibré tautologique, R7, au-dessus de G(7,C11).
J˜(4,3,2,2)(E) ⊂ P120 ×G(7,E) ⊃ Z7(E) ⊃ J˜(4,3,2,2)(E)
J(4,3,2,2)(E) ⊂ P120 G(7,E) P(R7) ⊃ J(3,2,1,1)(R7)






















dont on n’a besoin que du coefficient de h37. On rappelle la codimension de J en bas,
1 · 4 + 3 · 3 + 5 · 2 + 7 · 2 = 37, donc dimJ = 120 − 37 = 83. La codimension de J˜,
en haut, est égale à 44 + 21 = 65 et encore dim J˜ = 120 + 28 − 65 = 83 comme il faut.
On écrit c4(Q4 ⊗ L) = h4 + q1h3 + · · · + q4 ; puis on en prend la 11ème puissance. Par
raison de dimensions, on n’en garde que les monômes avec h16, h17, . . . , jusqu’à h37. Donc
dans π(J(3,2,1,1)(R7)) il faut rassembler les termes en h avec degrés complémentaires,
h21, h20, . . . , h,1.Cela requiert qu’on trouve (avec des nouveaux p,π,Q4 bien sûr),





6h5 + (6c2(R3)− 2c1(R3)2)h3)c28(R∨7 ⊗Q4 ⊗L)).
Vue les bornes pour les hi plus en haut, les termes de c28(R∨7 ⊗ Q4 ⊗ L) qui donnent des
contributions vont jusqu’à h18. La dimension relative de g :G(3,R7) → G(7,E) est 12.
Pour le calcul d’un terme typique p(z), avec z = hiρj , où ρj est un monôme de degré
total j dans les ci(R3), on prend d’abord g(ρj ) (par SCHUBERT). On arrive à une classe
de degré j − 12 dans G(7,E). Aussi les monômes dans les classes de Chern, qi , de Q4




]= 166992h21 + (154656q21 − 270648q2)h19
+ (221676q1q2 − 221676q3)h18 + · · ·
+ (32q161 + · · · + 136q1q3q34)h5




11)= 21 948 636 769 762 164.
Pour plus des détails, cf. [15].
5.7. Indice donné
Rappelons qu’étant fixé n, l’indice de nilpotence, disons ι, se traduit par l’exigence de
que λ1 soit égal à ι. Soit ιn = λ(ι, r(ι)) (cf. (3)) la partition de n définie par répétition
d’aussi de ι’s que possible, puis de ι − 1, etc. (e.g., 37 = 3,3,1). On sait que l’adhérence
de J◦ιn contient toutes les orbites avec λ1 = ι (2.3). On a donc
degNn(ι) = degJιn .
Par exemple, on a calculé (20) degN5(3) = degJ(3,2) = 380. On trouve aussi (par (18)) et







28h8 + (32r2 − 12r21 )h6 + (4r22 + 48r4 − 12r1r3)h4)∩ [Z])
où [Z] = c7×3(C7 ⊗ Q ⊗ L) = (q3 + q2h + q1h2 + h3)7 modh18, vue la codimension
3 + 3 · 3 + 5 · 1 = 17. On trouve N7(37) = 160 720.
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