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Abstract 
Sharp, P.W. and J.M. Fine, Some Nystrijm pairs for the general second-order initial-value problem, Journal of 
Computational and Applied Mathematics 42 (1992) 279-291. 
Existing (5,6) NystrGm pairs for the general second-order initial-value problem either control the local error in 
y only, or USC more than tight stages. WC develop a class of tight-stage (5,6) Nystrijm pairs that control the 
local error in y and y’. WC first give the derivation of the class. Then we discuss the selection of values for the 
free parameters in the class. Finally, we give numerical results to illustrate the possible gains in efficiency 
compared with existing tight-stage (5,6) Nystriim and Runge-Kutta pairs. 
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1. Introduction 
The second-order i&ii&value problem 
Y” =f(x, Y, Y’), x bX[j, Y(%) = YW Y’(q)) =vL (1) 
where ‘=d/dx and ~:[WXIW”XW+IW” can be solved in two general ways using explicit 
Runge-Kutta like pairs. One way is to transform (1) to a first-order problem and then use a 
Runge-Kutta (RK) pair. Many classes of RK pairs have been developed. These include the 
(5, 6) and (7, 8) pairs of Prince and Dormand [7], and the (5, 6), (6, 7), (7, 8) and (8, 9) pairs of 
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Verner 181. The second way to solve ( 1) is to use a Xystrijm pair. These pairs generate the 
approximations y, + ,, i, + ,, y,‘, ,, &‘+ I to y( xi + ,) and y ‘( xi L l ), i = 0, 1,. . . , according to 
s 
Y,+ 1 =-\‘, +hy,‘+h’ c b,f,- Yl+ I = y!’ + h c bi’f, 7 
j= I j=l 
-i;,* 1 = yi + hy’ + 12’ i i& f;+ I 
=y/+h iii;& 
i-l j=l 
where the first two formulae are order p, the second two are order p - 1, s is the number of 
stages, It =x, + 1 -Xi, and 
f,=f\ h 
j- I j-l 
xi+ cj, y,+hci~~-+-h’ C ajkfkv Y’+h c aibfk , j=L...,s. I 
\ k=l k=i 1 
We refer to (2) as a generalize d Runge-Kutta-Nystrom (RKNG) pair. In (2) we have assumed 
the order p approximations are being advanced from step to step, i.e., local extrapolation is 
being used. If the order p - 1 approximations are advanced, yi and y; in (2) must be replaced 
by f, and f,‘. respectively, 
J-1 
CJ = c RJX 9 
A=1 
In most pairs, 
j= I,...,& (3) 
/= l,...,s. (4) 
ho!d. If fix, y, y ') does not depend on y ‘, (2) reduces to a WC assume (3) and (4) 
Runge-Kutta-Nystrijm (RKN) pair. 
Few RKNG pairs have been derived. Fehlberg [4] derived classes of (5, 6), (6, 7) and (7, 8) 
pairs. The pairs do not have the higher-order derivative formula, which means the local error in 
y’ cannot be controlled. The pairs have nine, eleven and fourteen stages, respectively. 
However, the last stage on a step is reused as the first stage on the next step. This means the 
number of derivative evaluations performed on each step is eight, ten and thirteen, respec- 
tively. Fine [5] derived a class of six-stage (4, 5) pairs and two classes of ten-stage (5, 6) pairs. 
These pairs control the local error in _v and y’. Later, Fine [6] derived five-stage (3, 4) pairs 
and seven-stage (4, 5) pairs. The (4, 5) pairs reuse the last stage as the first stage on the next 
step. 
RKNG pairs have two advantages compared with RK pairs applied to the equivalent 
first-order problem. First, they often use fewer functions to achieve the same global error in y 
and y ’ at a prescribed value of x (see ]6], for example). The second advantage concerns 
storage. An RKNG formula can be obtained from an RK pair by applying a simple transforma- 
tion (see El]. for example). This means there exists RKNG pairs with the same number of stages 
as RK pairs (of the same order). Therefore, since the stages of an RK pair have twice as many 
components as the stages of an RKNG pair, the RKNG pair will use half the storage for its 
stages. 
Since eight-stage (5. 6) RK pairs exist, the above transformation implies that eight-stage 
(5.61 RKNG p airs exist. Hcr.cc Fine’s pairs use two more stages than necessary, which reduces 
their efficiency. Dormand et al. [2] report that RKN pairs can produce large global errors if the 
P. W. Sharp, J.M. Fiw / Eight-stage siuth-order Nystriim pairs 281 
local error in y’ is not controlled. Since RKN pairs are a special type of RKPA ,r>air;,, we can 
expect Fehlberg’s pairs to produce large global errors on some problems. 
We develop a class of (5, 6) RKNG pairs that overcome the above difficulties, i.e., they use 
eight stages and control the local error in y and y’. In common with most existing (5, 6) RK 
pairs, our pairs use local extrapolation. The transformation from RK to RKNG pair is not used 
to avoid restricting the class of pairs being developed. 
Section 2 contains the derivation of the class. Then in Section 3 we discuss the selection of 
suitable values for the free parameters in the class. Next in Section 4, we illustrate the 
performance of a representative pair from the class. We also make comparisons with Fehlberg’s 
(5, 6) pair and the eight-stage (5, 6) RK pair of Prince and Dormand [7]. Finally in Section 5, 
we summarize our work and discuss possible extensions to it. 
2. Derivahm 
We begin with some introductory remarks about the derivstion. There are one hundred and 
nine order conditions to satisfy for a (5, 6) RKNG pair compared with fifty-four order 
conditions for a (5. 6) RK pair. This suggests the derivatio n ef an RKNG pair is significaGt!y 
more difficult than that of an RK pair. However, the complexity of the derivation can be 
induced if we treat the order conditions for y and y ' separately, and if we divide the order 
conditions for y ’ into three sets as follows. 
The first set, denoted by Sl, contains the quadrature conditions along with the order 
conditions that depend only on the a’. These order conditions are those of the (5, 6) RK pair 
whose tableau is 
c A’ 
t 
“rT b 
b ?T 
Hence the known classes of (5, 6) RK pairs are available as solutions to he order conditions in 
Sl. Since Sl is the largest of the three sets, we solve the equations in it first. 
The second set, denoted by S2, contains the ten order conditions that depend only on the a. 
These order conditions, along with the quadrature conditions, are those for the derivative 
formulae of the (5, 6) RKN pair whose tableau (for y’) is 
c A 
I-- 
ArT b 
b IT 
Hence we can solve the order conditions in S2 by making use of the simplifying assumptions 
and techniques used to derive RKN pairs. 
The third set, denoted by S3, contains the order conditions that depend on the a’ and a. 
L,ater in this section we show that when the simplifying assumptions for Sl and S2 are applied, 
all of the equations in S3 become multiples of those in Sl and S2. 
Once the order conditions for y’ have been solved, the order conditions for y can be solved 
in one of two general ways. This completes our introductory remarks on the derivation. We now 
give the details of solving the equations in Sl, S2 and S3, beginning with Sl. 
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Several classes of eight-stage (5, 6) RK pairs have been derived with those of Verner [S] and 
Prince and Dormand [7] being widely used. Verner [lo] showed that the Prkce and Dormand 
ciass contains the Verner class. Hence the Prince and Dormand class is more general and we 
use it as our RK class. The class offers a further advantage. The numerical testing of [7] 
suggests that a representative pair form the class is more efficient than pairs from other classes 
of eight-stage (5.6) pairs. 
Verner also showed that the Prince and Dormand class could be obtained from the Verner 
class by applying a transformation to the coefficients of the last two stages. This result enables 
us to derive the Prince and Dormand class in a simple way. First the Verner class is derived 
using [S, Theorems 3 and 41. Then the Verner transform?ion is applied to get the Prince and 
Dormand class. The resulting class has c2, c~, cs, c,, b& b; as free parameters, with c,, c3, cd, 
c2, c, and c, distinct. 
The equations in S2 ant .J S3 are soked using the twenty-one a available (the remaining seven 
a are used to satisfy (3)). First, we apply the simplifying assumptions used in solving Sl. This 
leaves fifteen linearly independent equations in S2 and S3. We now assume, as is commonly 
done for RKN pairs, that 
i- I 
tcf= Ca,,c,, j=3 ,..., 8. (5) 
j= I 
When (5) is applied to the remaining fifteen equations in S2 and S3, six equations become 
redundant. We now assume 
s 
Cb :a,, = :bi(l -Cj)~, j= l,..., 8. (6) 
i=j+ 1 
When (6) is applied to the nine remaining equations in S2 and S3, five more equations become 
redundant. This kavcs 
8 
Cb Ic,a-, I_ = 0, 
b’ciaijci 
1 
- 72 = 0, 
H 
c iG;aiz =0, 
(8) 
The applicatio:- of (5) and (6) has made ten equations in S2 and S3 redundant at the cost of 
introducing twelve con-+ ar.aints (two equations in (5) and (6) are dependent). Compared with the 
solution that might be obtained if (5) and (6) were not applied, we have possibly lost two or 
more a as free parameters. However, even if this is the case, the loss is not significant because 
fourteen free parameters remain (see below). 
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Equations (S)-(10) are solved as follows. From (5) with i = 3 we get a,,. Then a,:, is taken as 
a free parameter, and aa found from (5) with i = 4. Next as3, us4 are taken as free parameters 
and a52 found from (5) with i = 5. Equations (7) and (8) are written as 
fi bl(l - Ci)aiz = 0, 
i=3 
1 - Ci)aijCj(Cj-C,) 
(11) 
(12) 
With the aid of (1 l), equation (12) reduces to 
bL(l - c,)[ a65c5(cs - c3) + aMc4(c4 - c3)] + b;(J - c&~A(c~ - ~3) = & - &FF 
We take ah5 as a free parameter and salve this equation, (11) and (5) with i = 6 for ab2, ab3, 
a,,. Equation (5) with i = 7 then gives a72 in terms of a73, _. . , a,6. Kext (5) with i = 8 gives a,, 
in terms of aH3,.. .,as7. This leaves (9), (10) and (6) to solve. We take a75, aTh as free 
parameters and solve (9), (IO) for aT3, ay4. Equations (6) with j = 3,. . . ,7 are now solved for 
a83 , . . . , ag7. Equations (6) with j = 1, 2 and 8 are automatically satisfied. 
This completes the derivation of the derivative formulae. We now consider the fifth- and 
sixth-order solution formulae, for which there are nine and twenty-two order conditions, 
respectively. These reduce to six and fifteen, respectively, after the simplifying assumptions are 
applied. There are three general ways of solving these equations. One way is to apply the 
transformations 
ii= (1 -Ci)b', bi=(l -Ci)b', i = l,...,s. (13) 
Both sets of equations are immediateiy satisfied, and we have the twelve-parameter family of 
(5, o) RKNG pairs described above. The second way is to find the b using (13). This leaves six 
equations for the fifth-order formula. 0~1~ tive of these equations are independent (se_e 
Appendix l), which means two of the nonzcrr k’s cre cvai!able as free parameters. We take 6, 
and 6, as the free parameters, and solve b ,’ b,, b,, b,, b,. A third way of solving the order 
conditions might be considered: explicitly solving the order conditions for both solution 
formulae. However, except for special values of the free parameters, the sixth-order solution 
formula obtained is the same as that generated by the transformation. This result follows from 
the fact that the order conditions form a linear system for the b. 
The derivation of the RKNG pairs is complete. We now consider the selection of suitable 
values for the free parameters. 
3. Values for the free parameters 
An RKNG pair from the class of the previous section is obtainned by assigning values to the 
free parameters c2, c3, cS, cg, &, &, a43, a53, ab5, a75, a76, h,, b,. The values are Ghosen so 
that the pair has several desirable properties. The properties we use are similar to those of [VI 
for RK pairs, and [6] for RKNG pairs. 
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The first property is the efficiency of the pair. Let U(X) be the true local solution. The local 
error in yr+ 1 can be written as (see [6], for example) 
yi+l -il(Xi+I) =tt7 ~ t,jD,j + 0(h8), 
j=I 
where t,j is the jth truncation coefficient of order seven, D,j is the corresponding elementary 
differential, and N, is the number of truncation coefficients of order seven. In a similar way, 
the local error in yi,, can be written as 
vi’+ 1 -u’(x;*~) =h’ ~ t;iD;i + O(h”). 
j=l 
The norm of the global error in y and y’ is approximately proportional to the magnitude of the 
seventh-order truncation coc’ficients. Hence, for an efficient pair, the free parameters should 
be chosen so that the magnitude is close to its minimum value. We define the magnitlrde of the 
seventh-order truncation coefficients as 
Our first property is that T7 and T; be close to their minimum value. 
The next two properties concern the local error estimate. First, the estimate must be 
accurate. Let err be the error in the estimate. Then 
err= (Y,+1 -Yi+*) - (ii+1 -u(x;+,,) =Yi+l -Wi+,h 
i.e., the error in the estimate is just the local error in the sixth-order formula. Hence, we 
require a, and T; small, which is the same as for efficiency. Second, to help reduce the number 
of rejected steps the local estimate should vary approximately as h”. This means the higher-order 
terms in the local error estimate should be small. The error estimate for y can be written as 
j=l j-1 
and for y ’ as 
“# 
Y It-l -YI+1 =hh ~ ~~jo;Ij + h’ ~ (i;j - tk)Dt + O(h”). 
j= I j=l 
We require small values for the ratios 
R opt = 
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The fourth property concerns the absolute stability of the formulae. Fine [6] used the scalar 
test equation 
y” = QY +PY’y (W 
where cr = -(u2 + L?), p = 2u 2nd u, u are real with u < 0, to study absolute stability. For 
(171, y+r = Qy where x = [~;9 /zY;]~, x+_ 1 = [ yi, 1, hyf, *IT 2nd Q is 2 numerical operator. The 
sixth-order formulae are said to be stable for a given u and I*, if the eigenvalues of Q are 
distinct 2nd lie on the unit circle. A similar definition holds for the fifth-order formulae. We 
Littempt to have sufficiently large stability regions for all formulae (particularly the sixth-order 
formulae, since the numeric21 approximations are advanced using these formulae). 
For the last property we ask that the coefficients are small in magnitude. This helps control 
the round-off error. There is no obvious value for 2 bound on the magnitude. We use 2 bound 
of twenty. 
From the above description we see that if one free parameter is changed, we will have to 
check more than one property. This dependence makes the selection of suitable values for the 
free parameters difficult. To overcome some of this difficulty we use the following process: 
l the parameters c2, c~, c5, cg, b; 2nd b; are chosen so that the seventh-order truncation 
coefficients that depend only on the C~ b’, a’ 2re close to their minimum value; 
l then a43, a,,, aS4, ah5, a75V a76, b,, Lx are used to make the remaining seventh-order 
truncation coefficients 2s small 2s those in the first step, the R,, ratios sufficiently small, 2nd 
the stability region sufficiently large. 
In both steps we check that the magnitude of all the coefficients is less than twenty. If we are 
unable to meet the requirements in the second step, we start again from the first step, with a 
new set of values for the six free parameters. With experience suitable coefficients can be 
found quickly. 
We fi,nd that the above properties>re influenced, in order of descending influence, by the c, 
bh 2nd b;, the a, and finally b, 2nd 0,. We also find that there are many sets of suitable values 
for the free parameters. The tableau of the pair for one set 2nd 2 plot of the corresponding 
stability regions are given in Appendix 2. For this pair, T, = 1.8 - 10B4, T; = 2.5 - 10A4, Rap, = 1.4, 
R’ opt = 1.4. The size of the stability region can be increased if we permit larger TT and T;. It is 
also possible to decrease the R,,, ratios. However, they usually remain greater than one. 
4. Numerical results 
We present a summary of test resu!ts for the pair of Appendix 2 applied to four problems. 
The first two problems are El and E2 of the nonstiff DETEST [3]. The third and fourth 
problems, denoted by Fl 2nd F2, are those used in [4]. The summary includes 2 comparison of 
the new pair with Fehlberg’s pair 2nd the eight-stage (5, 6) RK pair of [7]. Because [4] is not 
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Table 1 
Performance of the new RKNG pair 
TOL El E2 Fl F2 
n, GE, n, GE, “f GE, “r GE, 
IO-‘) 139 0.02 378 2.74 568 7.92 672 1.08 
lo-J 243 0.03 727 0.30 801 0.29 1403 0.10 
lo-” 481 0.05 1384 0.09 1465 0.49 2836 0.13 
lo-* 966 0.06 2555 0.01 265 1 0.62 607 1 0.12 
10- la 1974 0.09 5020 0.04 4558 0.90 13111 0.13 
widely available, we give the tableau of Fehlberg’s pair, as well as the definition of Fl and F2, 
in Appendix 3. 
In our implementation of the RK and RKNG pairs we have not sought to produce robust, 
general-purpose integrators. Instead we have implemented each pair in a way that enables us to 
compare the different sets of coeificients as directly as possible. If a step is accepted, x and y 
are updated and a new stepsize is selected as 
where a > 1, /3 is a safety factor. TOL is the local error tolerance, est is the weighted norm of 
the local error estimate, h,, is the maximum stepsize allowed and hold is the previous stepsize. 
If a step is rejected, a new stepsize is calculated in one of two ways, depending on the number 
of consecutive rejected steps (denoted by n,). If n, < m,,, with m,,, 2 0, the new stepsize is 
calculated as 
where hmln is the minimum stepsize. For n, > m,,,, the new stepsize is max(h,i,, a- ‘hold}. 
Unless stated otherwise, we use a maximum norm with mixed relative absolute weights, iy = 2, 
/3 = 0.9, h,, = 5, hmin = lo-’ and m,,, = 1. The initial stepsize is TOL’? 
Table 1 contains the number of derivative evaluation (n,) and end point global error (GE,) 
divided by TOL for the new RKNG pair. The end point global error is the maximum of the 
global error for y and y’. Tolerance proportionality holds well for TOL < 10m4. The atypical 
Table 2 
Efficiency ratios for Fehlberg’s pair vs. the new pair 
TOL El E2 Fl F2 
lo-? 1.55 1.37 1.48 1.43 
10-j 2.05 2.23 2.74 1.34 
10-h 2.06 2.36 2.52 2.16 
lo-* 1.68 5.33 1.82 2.09 
,0- IO 1.46 3.12 2.17 1.93 
Table 3 
Efficiency ratios for the RK pair vs. the new pair 
TOL El E2 Fl F2 
lo-’ 1.26 0.68 0.79 1.60 
lo-4 1.28 1.17 1.74 2.01 
10 -h 1.11 1.31 : .43 1.72 
l0-n 0.96 1.96 1.48 1.64 
10- JO 0.83 1.45 1.37 1.54 
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behaviour at TOL = lo-’ possibly occurs because the pai; is not working in its asymptotic 
region. 
In Table 2 we compare the new pair with Fehlberg’s pair. Each entry in the table gives the 
ratio of the number of derivative evaluations used by Fehlberg’s pair to that used by the new 
pair. We refer to the ratios as efficiency ratios. The number of evaluations used by Fehlberg’s 
pair is normalized so the GE, is the same as for the new pair. The normalizing is done using 
tolerance proportionality. An efficiency ratio less than one means Fehlberg’s pair is more 
efficient, while a ratio greater than one means the new pair is more efficient. We have from 
Table 2 that the new pair is significantly more efficient than Fehlberg’s pair, for this set of test 
problems. 
Table 3 contains the efficiency ratios for the Prince and Dormand RK pair compared with 
the new pair. Since most efficiency ratios are greater than one, the RKNG pair is usually more 
efficient than the RK pair. There are two exceptions to this. The RK pair is more efficient for 
TOL = 10s2, and on El at severe tolerances. The results on the efficiency of an RKNG pair 
relative to an RK pair are similar to those obtained in [6] for (3, 4) and (4. 9 pairs. 
5, Discuwion 
We developed a class of eight-stage (5, 6) Nystriim pairs for the general second-order 
initial-value problem. The pairs control the local error in the solution and the derivative. We 
showed for a set of test problems that a representative pair from the class was often more 
efficient than the (5, 6) RKNG pair of Fehlberg and the (5, 6) RK pair of Prince and Dormand 
(applied to the equivalent first-order problems). 
There are two natural extensions to this work. One is to derive higher-order pairs as has 
been done for RK pairs. The derivation would be more difficult than for RK pairs because 
there are more order conditions to satisfy. For example, there are two hundred and eighty-seven 
order conditions for a (7, 8) RK pair and seven hundred and seventy-five for a (7, 8) RKNG 
pair. However, this complexity can be reduced by dividing the order conditions into subsystems 
and solving each in turn, as we did in this work. Alternatively, we could attempt to use 
homogeneous polynomials as in [8]. 
The other extension concerns the transformation desclibed in Sections 1 and 2. Starting with 
an RK pair, the transformation can be used to give an RKNG pair. We refer to such a nair as a 
transformed RKNG pair. Clearly, given an RK pair, the work to obtain a transformed RKNG 
pair is negligible. But in general, the class of transformed RKNG pairs will be a special case of 
the class derived by explicitly solving the RKNG order conditions. For example, the Prince and 
Dormand family of (5. 6) RK pairs leads to a six-parameter family of (5, 6? transformed RKNG 
pairs, as against the iourteen-parameter family we derived. The open question is whether the 
loss in gererality leads to significantly less efficient or less reliable pairs. 
Appendix 1 
We show that 6, and h8 can be taken as free parameters in the fifth-order solution formula. 
There are nine order conditions to satisfy. When the simplifying assumptions are applied, the 
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following six independent equations (with & = O> remain: 
We now show that the six equations are satisfied with &,, 6, and & all zero. Hence ib and & 
can be taken as free parameters. The proof of this result is based on [8-lo]. 
In [lo] is shown that the class of (5, 6) pairs [8] is closely related to the (5, 6) pairs of [7]. In 
particular, a:,, j = 1,. . . , i - 1, i = 2,. . . , 6, of the Prince and Dormand pair (hence our pair) are 
the same as those for the Verner pair. This means (see [9, p.867, equation 3.71) that 
i-l 
c a~jCi' --;c:=R~:~, i=3,...,6, (22) 
j=2 
where R ( = $c,(3c, - 2c,) from i = 3) is a constant. These ideutitics enable us to prove that 
(20) and (21) are satisfied. We do not give all the details of the proof because it uses the same 
ideas as [9, Proof of Lemma 2.11. 
Ider*ity ;22) means (21) with &, &, ix all zero can be written as 
~i~JiCi2 
1 - 
= 60 + R i iiai2. 
i=3 
The left-hand side of (23) can be written as 
5 
ii5a&(c4 - Cj) + &C3 -!- Cz(Cz - Cj) C iia&. 
i=3 
Since a;, is the same that in the Verner (5, 6) pair, we have 
L 54 
a&= - 
L ’ hS 
(23) 
( 4) 2 
(25) 
where Lg4, 
(2.23)]. The 
Lb5 are homogenecus polynomials. Identity (25) is established using [9, (2.18) and 
h omogeneous polynomials are simple expressions in c as is the expression for & 
(easily found by solving (18 and (19)). When we substitute for & and ~1~~ and use the fact that 
the first two terms of (24) reduce to -&. If (24) is now compared with (23), either (20) is 
satisfied or c3 = 0. The latter is impossible because c3 must be nonzero in the Prince and 
Dormand [7] (5, 6) RK pair. Hence (20) is satisfied, and from (23J, equation (21) is satisfied. 
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Table 4 
Tableau for the new (5,6) RKNG pair 
1 - 228527046421 445ws7 104724572W -31080158s01 1033813 1166143 
iii 72442188ooO 13’.~11YcKl 2’18%7760(;0 74741Y400 2044224 1703520 0 
-2 20 -601416u17 297253Y 10883471 - 503477 3 
81 iii TiizzmT 8108IO 2574000 YYOm y t 
615 - 270 1053 131Y8826 - SW?364 27987101 - 332539 I 
1372 343 1372 54140625 10828125 44687500 4021872 Tii 
140 -20 42 lY60 - 22N 932 -7 I 
ET 33 143 xi 2n350 2n35 50 ?i 
- 15544 72 1053 - 40768 IS’1 14d -x5 I 
20625 55 s5 !03125 Tiz 3uy’ Tim Ti 
6841 -60 - 15291 20731’9 -27 11125 I4 40 
1584 II 7436 33462 T 8112 2187 m 
207707 - 305 -24163 4448227 - 4Y3Y 383762s I -- 
54432 63 141% 821.‘10 16x0 3Ol66336 0 zii 
0 12393 2401 YY 1375 540x0 25350 lb(K) 3244X 0 0 
0 1 Il.537 16807 ‘Y7 687.5 -31’) 9 
378560 101400 16W 3244X 840 zii 
0 6452! 8536927 - 1642Y 1 -3Y71 Ii 
910090 26325UOO 1SoooO iii 37nOlb iu, 
0 323Y3 456iY -9 llI2s I -_ 54OtW 152100 -i&E 32448 20 0 
We have shown that a five-stage fifth-order solution formula exists. But we also know that 
the sixth-order solution formula satisfies these order conditions. Then since (i) b, = 0, b, = 0 
(this follows from the transformation (13) and c7 = 1, cs = 1) and (ii) the order conditions are 
linear in the b and & a convex linear combination of the fifth-order formula (with five stages) 
and the sixth-order formula must also satisfy (l&(21). Hence we can take b, as a free 
parameter. Further, s&e the c are distinct, the coefficient matrix for US), (15) is, nonsingular 
and we can take b, + b, as a free parameter. If we relabel the free parameter as b,, the result 
is proved. 
Appendix 2 
This appendix contains the tableau and plot of the stability regions for the RKNG pcir of 
Section 3. In the tableau (Table 4), the c appear in the left-hand column, while the b, b’? b and 
if are the last four rows. The a’ are given to the right of the c in a lower triangular form. The 
remaining upper triangular part contains the a with the rows in reverse order. For exampie, to 
the right of cQ = (= $) we have a&, aA2, a&, ai4, a&, aJ1, aa and ah3. For this pair, 
I-, = 0.000 18, 7’; = 0.00025, Rapt = 1.4, R;, = 1.4. 
The stability regions (Fig. 1) have a more complicated shape than those for (5, 6) RK pairs. 
Also they extend further up the imaginary axis than along the real axis. We experimented with 
different values of the free parameters and found this result to hold in general (except when 
the region was deliberately contracted up the imaginary axis). 
Appendix 3 
This appendix contains the tableau (Table S) for the Fehlberg (5, 6) RKNG pair. together 
with the two test problems used in [4]. 
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6 
----____ 
"sixth" - 
"fifth" --. 
0 
-2 -1.r~ -1.6 -1.4 -1.2 -1 -.6 -.6 -.4 -.2 0 
Fig. 1. Stability region for the new pair. 
In the tableau, the c appear in the left-hand column, and the 6 and 6’ are given in the last 
two rows. The u’ are given to the right of the c in a lowr:r triangular form. The remaining 
upper triangular part contains the a with the rows in reverse order. For example, to the right 
c,, we have a:,, a&, a& ak, a&, as1, as2, as3 and Q+. The b are not explicitly required, 
because the local error estimate is just 
%Lf, -f& 
The test problem Fl is 
y;‘= 2y; +y, - 
P-PNYI+P) dY,--1+cL) - 
3 
G 
9 
5 
x2=x,, 
y; = -2y;+y,-- 
v -dY2 E.cY, 
r: - - 
4 
, x hqj, 
Y,(X,) = 1.2 Y;(q)) = 0, Y,(-qJ) = 09 YXXO) = - 1.049 357 509 830 320, 
Table 5 
Tableau for the Fehlberg (5,6) RKNG pair 
4 31 
i? 0 0 0 0 
64 2401 
360 
-1 
585 im 300 
I 3 - 6706 -iTi iii 45279 0 0 0 1047w25 - 147544 1615873 - ~ - 
lY46YY7 196209 1874886 
3 Y 62.50 
Tii 0 -3400 25 1696 - IY4481 0 0 0 194481 64827 
Y 27 
z 0 0 11283 -33 -u, 8nO64 -ziii- 
11 0 0 5 -5 z-4 81 xi z? 0 
729 81 
3200 1600 
3711’ 
0 0 & 
urn - 24544 Y 81 Y 
lvwwl 
- _ 
lw481 216OY 160 800 400 
-zmF -26033 0 0 - - 38313 U6575 - - 14500 - 275936 - 228095 I 1 
10449 45279 73788 x B 
1 7 Ki 
0 0 160 2401 I II 
351 5590 iii 225 
6 31 
360 
0 0 0 0 64 2401 -1 585 ii% 300 0 
b -, 7 
Fii 
0 0 160 2401 1 351 5590 ii? 0 
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where xg = 0, p =0.01212856276531231, r, =[(y, +/~)‘+yf]~‘~ afld r,=[(y, -I +/L)‘+ 
yf]‘? We integrate to x = 6. 
The test problem F2 is 
y;'= 
24’; 
-4x2y, + - 
Y,T? ’ 
x ax[j. 
1 L 
y; = 
2Y; 
--4X2J’,+ -, X2X,,, 
v-2 
y,(x,,) = 0, y!f y;J = - (2”)1’2, Y2W = 1, Y&)) = 0, 
where x0 = (OSv)‘/*, r, = . r;’ +y;‘)“‘, r2 = ( yf +yfJ112 The analytical solution is y1 = . 
cos(x2), y, = sin(x2). We Megrate to x = 10. 
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