Abstract. In this work, we propose a nonlinear stabilization technique for scalar conservation laws with implicit time stepping. The method relies on an artificial diffusion method, based on a graphLaplacian operator. It is nonlinear, since it depends on a shock detector. The same shock detector is used to gradually lump the mass matrix. The resulting method is LED, positivity preserving, linearity preserving, and also satisfies a global DMP. Lipschitz continuity has also been proved. However, the resulting scheme is highly nonlinear, leading to very poor nonlinear convergence rates. We propose a smooth version of the scheme, which leads to twice differentiable nonlinear stabilization schemes. It allows one to straightforwardly use Newton's method and obtain quadratic convergence. In the numerical experiments, steady and transient linear transport, and transient Burgers' equation have been considered in 2D. Using the Newton method with a smooth version of the scheme we can reduce 10 to 20 times the number of iterations of Anderson acceleration with the original non-smooth scheme. In any case, these properties are only true for the converged solution, but not for iterates. In this sense, we have also proposed the concept of projected nonlinear solvers, where a projection step is performed at the end of every nonlinear iteration onto a FE space of admissible solutions. The space of admissible solutions is the one that satisfies the desired monotonic properties (maximum principle or positivity).
Introduction
Many partial differential equations (PDEs) satisfy some sort of maximum principle or positivity property. However, numerical discretizations usually violate these structural properties at the discrete level, with implications in terms of accuracy and stability, e.g., leading to non-physical local oscillations.
It is well-understood now how to build methods that satisfy some sort of discrete maximum principle (DMP) based on explicit time integration combined with finite volume or discontinuous Galerkin schemes [24, 7] . However, implicit time integration is preferred in problems with multiple scales in time when the fastest scales are not relevant. E.g., under-resolved simulations of multi-scale problems in time are essential in plasma physics [18] . Unfortunately, implicit DMP-preserving hyperbolic solvers are scarce and not so well developed.
In the frame of finite element (FE) discretizations, the local instabilities present in the solution of hyperbolic problems have motivated the use of so-called shock capturing schemes based on artificial diffusion (see, e.g., [16] ). These methods introduce nonlinear stabilization, in contrast with classical SUPG-type linear stabilization techniques [14, 15] . Since linear schemes are at most first-order accurate and highly dissipative [9] , recent research has focused on the development of less dissipative nonlinear schemes. The cornerstone of these methods is the design of a nonlinear artificial diffusion that vanishes in smooth regions and works on discontinuities or sharp layers. Many residual-based diffusion methods have been considered so far (see, e.g., [8] and references therein). Most of these approaches have failed to reach DMP-preserving methods. A salient exception is the method by Burman and Ern [6] , which satisfies a DMP under mesh restrictions. Recently, due to some interesting novel approaches in the field, the state-of-the-art in nonlinear stabilization has certainly advanced [1, 5, 20, 2, 21] .
Implicit FE schemes for hyperbolic problems rely on four key ingredients:
(1) The first ingredient is the definition of the shock detector that only activates the nonlinear diffusion around shocks/discontinuities. Recent nonlinear stabilization techniques have been developed based on shock detectors driven by gradient jumps [4, 1] or edge differences [20, 2, 21] . The use of such schemes was proposed in [4] for 1D problems and extended to multiple dimensions in [1] . A salient property of the scheme in [1] is that it is DMP-preserving, but it relies on the DMP of the Poisson operator, which is only true under stringent constraints on the mesh. Another salient feature of the gradient-jump diffusion approach in [1] is the fact that it leads to so-called linearity preserving methods, i.e., the artificial diffusion vanishes for first order polynomials. This property is related to high-order convergence on smooth regions [22] . A modification of the nonlinear diffusion in [20] that also satisfies this property is proposed in [21] . (2) The second ingredient is the amount of diffusion to be introduced on shocks, which is the amount of diffusion introduced in a first order linear scheme. In this sense, one can consider flux-corrected transport techniques [23] . (3) The third ingredient is the form of the discrete viscous operator. In order to keep the DMP on arbitrary meshes, Guermond and Nazarov have proposed to use graph-theoretic, instead of PDE-based, operators for the artificial diffusion terms. This approach has been used in [26, 2] (for the steady-state convection-diffusion-reaction problem) and in [10] (for linear conservation laws) combined with artificial diffusion definitions similar to the one in [11] . (4) The fourth ingredient is the perturbation of the mass matrix, in order to satisfy a DMP. Full mass lumping is one choice, but it introduces an unacceptable phase error. For continuous FE methods, improved techniques can be found in [12] . Alternatively, limiting-type strategies are used, e.g., in [20, 21] . (5) The method in [2] is Lipschitz continuous, which is needed for the well-posedness of the resulting nonlinear scheme. However, in practice, all the methods presented above are still highly nonlinear, and nonlinear convergence becomes very hard and expensive. E.g., more than 1000 iterations are reported in [19] for a simple 2D transport problem using nonlinear SSOR methods with Anderson acceleration. It leads to a fifth additional ingredient that has not been considered so far in much detail. In order to reduce the computational cost of these schemes, we consider the smoothing of the nonlinear artificial diffusion, to make it differentiable up to some fixed order. The possibility to define smooth nonlinear schemes can improve the nonlinear convergence of the methods and make them practical for realistic applications. Further, the smoothing step enables advanced linearization strategies based on Newton's method. It also involves the development of efficient nonlinear solvers, e.g., based on the combination of Newton, line search, and/or Anderson acceleration techniques. All the results commented above are restricted to linear (or bilinear) FEs. We are not aware of the existence of high-order implicit DMP-preserving FE schemes. For explicit time integration and limiters, second order methods can be found in [10] . The use of hp-adaptive schemes that keep first order schemes around shocks has been proposed in [13] .
In this work, we propose a novel nonlinear stabilization method that satisfies a DMP, positivity, and local extremum diminishing (LED) properties at the discrete level. It combines: (1) a novel shock detector related to the one in [1] , which is simple and linearity preserving; (2) the graph-Laplacian artificial viscous term proposed in [11] ; (3) an edge FCT-type definition of the amount of diffusion (see [20] ); (4) a novel gradual mass lumping technique that exploits the same shock detector used for the artificial diffusion. We prove that the resulting method ticks all the boxes, i.e., it is total variation diminishing (TVD), DMP, positivity-preserving, linearity preserving, Lipschitz continuous, and introduces low dissipation. With regard to the last point, we prove that the amount of diffusion is the minimum needed in our analysis to prove the DMP. Further, we consider a novel approach to design a smoothed version of the resulting scheme that is twice differentiable. We prove that linear preservation is weakly enforced in this case, but all the other properties remain unchanged. Finally, we analyze the effect of the smoothing in the computational cost, and observe a clear reduction in the CPU cost of the nonlinear solver when using the smooth version of the method proposed herein while keeping almost unchanged the sharp layers of the non-smooth version. Future work will be focused on the entropy stability analysis of these schemes for nonlinear scalar conservation laws. A partial result in this direction is the proof of entropy stability for a related method when applied to the 1D Burger's equations (see [4] ).
This work is structured as follows. In Sect. 2 the continuous problem and its discretization using the FE method are presented. Sect. 3 contains the formulation of a novel nonlinear stabilization method. Sect. 4 is devoted to the monotonicity analysis of the proposed method. An alternative approach is presented in Sect. 5. Lipschitz continuity of the methods is proved in Sect. 6. A differentiable version the previous method is presented in Sect. 7. Sect. 8 is devoted to nonlinear solvers. Different numerical experiments are introduced in Sect. 9. Finally, in Sect. 10 we draw some conclusions.
Preliminaries
2.1. The continuous problem. Let Ω ⊂ R d be a bounded domain, where d is the space dimension, and (0, T ] the time interval. The scalar conservation equation reads: find u(x, t) such that
where f ∈ Lip(R; R d ) is the flux. It is also subject to the initial condition u(x, 0) = u 0 and boundary
The weak form of this problem consists in seeking u such that u = u D on Γ in × (0, T ] and
almost everywhere in (0, T ], with g ∈ L 2 (Ω).
2.2.
Finite element spaces and meshes. Let T h be a conforming partition of Ω into elements, K. Elements can be triangles or quadrilaterals for d = 2, or tetrahedrals or hexahedra for d = 3. The set of interpolation nodes of T h is represented by N h , whereas N h (K) denotes the set of nodes belonging to element K ∈ T h . Moreover, Ω i is the macroelement composed by the union of the elements K ∈ T h such that i ∈ N h (K). N h (Ω i ) denotes the set of nodes in that macroelement. The continuous FE space of order k is defined as
for triangular or tetrahedral elements (replacing P k (K) by Q k (K) for quadrilateral or hexahedral elements). P k (K) (resp., Q k (K)) is the space of polynomials with total (resp., partial) degree less or equal to k. The nodal basis of V k h is written {ϕ i } i∈N h , and the FE functions can be expressed as v h = i∈N h ϕ i v i , where v i is the value of v h at node i. In the following, we consider k = 1 and the superscript in V k h will be omitted.
2.3.
The semi-discrete problem. The semi-discrete Galerkin FE approximation of (2) reads: find
for t ∈ (0, T ], with initial conditions u h (·, 0) = π h (u 0 ). π h denotes a FE interpolation, e.g., the Scott-Zhang projector [25] .
in V h , i.e., the dual space of
In order to carry out the time discretization of (2.2), let us consider a partition of the time domain (0, T ] into sub-intervals (t n , t n+1 ], with 0 .
We consider the BackwardEuler (BE) implicit time integrator to keep at the time-discrete level the monotonicity properties of the semi-discrete problem, leading to the discrete problem: given u
, and ∆t n+1 . = |t n+1 − t n |. Implicit strong stability preserving Runge-Kutta methods [17] also preserve the monotonic properties at the discrete level [17] , under some restrictions on the time step size. For the sake of brevity we consider the BE scheme.
Systems (5) and (6) will be supplemented with additional stabilization terms to minimize the oscillations generated by the Galerkin FE approximation. Of particular interest are methods which provide solutions that satisfy the following property for all nodes, for zero forcing terms.
where
Actually, for steady problems, if this is satisfied for all i ∈ N h , then the extrema will be at the boundary and there exist no local extrema. Furthermore, it is useful to define local extremum diminishing (LED) methods for transient problems. 
For time-discrete methods, the same definition applies, replacing d t by δ t .
Nonlinear stabilization
We want to design a linearity preserving LED method for stabilizing the scalar semi-discrete hyperbolic problem (5) (or the discrete problem (6)), described in the previous section. As written above, this method is based on a graph-theoretic approach. Let us consider a nonlinear stabilization operator B(u h ) : V h → V h and denote B ij (u h ) . = B(u h )ϕ j , ϕ i . Particularly, we require that the stabilization term will satisfy the following properties (see also [11] ):
(1) compact support:
linear preservation: B(u h ) = 0 for any u h ∈ P 1 (Ω). To achieve this properties we define the nonlinear stabilization term
where the graph-theoretic Laplacian is defined as (i, j) . = 2δ ij −1, and the artificial diffusion computed as
where α i (·) is the shock detector. We note that this choice leads to a symmetric stabilization operator B(w h ). In order to define the shock detector, let us introduce some notation. Let i ∈ N h be a node of the mesh, v a vector field, and w a scalar field. Let r ij = x j − x i be the vector pointing from nodes
be the point at the intersection between the line that passes through x i and x j and ∂Ω i that is not x j (see Fig. 1 ). The set of all symmetric nodes with respect to node i is represented with N sym h (Ω i ). We define r 
We note that the symmetric nodes and their corresponding values u sym j are used in the proof of the following results, Lemma 3.2, and Theorem 6.1, but not required in the implementation of (19) . For triangular or tetrahedral meshes, since ∇u h is constant, u sym j can be computed easily as
For quadrilateral or hexahedral structured (possibly adapted and nonconforming) meshes, u sym j is also easy to obtain since j sym is already in N h (Ω i ). It also applies for symmetric meshes, when a mesh is said to be symmetric with respect to its internal nodes if for any i ∈ N h all symmetric nodes
(Ω i ) already belong to N h (Ω i ). Making use of these definitions, the proposed shock detector at node i ∈ N h for a FE solution u h reads:
for some q ∈ R + . We note that this shock detector is motivated from [1] , where the directional nodalwise jumps and mean values are first used for such purposes. For triangular or tetrahedral meshes, the only difference strives in the fact that the supremum over all j ∈ N h (Ω i ) in both the numerator and Figure 1 . Representation of the symmetric node j sym of j with respect to i.
denominator was used in [1] instead of the sum. In the next lemma we show that in fact (13) detects extrema.
Lemma 3.1. The shock detector α i (u h ) defined in (13) is equal to 1 if u h has an extremum at point
Proof. Using the fact that u h has an extremum at x i ,
since u j − u i has the same sign (or it is equal to zero) in all directions. It proves that α i (u h ) = 1 on an extremum. In fact, if the solution does not have an extremum, these quantities neither can have the same sign nor be zero in all cases, and we only have
Hence, α i (u h ) < 1 when there is no extremum at x i . Moreover, for q = ∞, the shock detector vanishes in all the nodes that are not extrema.
In addition to the nonlinear stabilization term B(u h ), it is necessary to do a mass matrix lumping to prove that the LED property is satisfied. In the numerical analysis, it is enough to make this approximation when testing against the shape functions corresponding to nodes related to extrema, which is identified by the shock detector. Therefore, we propose the following stabilized semi-discrete version of (4):
with the definition of the shock detector (13) and the nonlinear artificial diffusion (10) . Thus, the definition of the mass matrix is nonlinear
It can be understood as a mass matrix with gradual lumping. Full lumping is only attained at extrema.
, the stabilized problem (17) can be expressed in compact form as
Analogously for the discrete problem (6),
Finally, let us note that the shock detector (13) leads to the one of Barrenechea and co-workers [2] ,
when restricted to symmetric meshes of equilateral triangles.
Lemma 3.2. For a symmetric triangular mesh where all the edges have the same length, α i in (13) is identical toα i in (21).
Proof. For symmetric meshes, for every
We proceed analogously for the mean value. Further, since r ij is identical for all j ∈ N h (Ω i ) by assumption, we get
For arbitrary symmetric meshes the methods only differ on the weights of the terms in the sums in (13) and all the required properties stated in (22) are readily satisfied for the use of the shock detector in (21) . In general meshes, the shock detectors are different, and the one in (21) is not linearity preserving.
Monotonicity properties
In the sequel, we prove that the scheme (17) is LED. First, we define a set of necessary conditions on the nonlinear discrete operators that lead to LED schemes. They are the nonlinear extension of the ones for linear systems (see, e.g., [20] ).
Theorem 4.1. The semi-discrete problem (19) is LED if g(x) = 0 in Ω and, for every node i ∈ N h such that u i is a local extremum, it holds:
Moreover, for g(x) ≤ 0 (resp. g(x) ≥ 0) in Ω and for all i ∈ N h such that u i is a local maximum (resp. minimum), if (22) holds the maximum (resp. minimum) is diminishing (resp. increasing). These results are also true for the discrete problem (20) . Furthermore, the discrete problem (20) is positivity-preserving for g = 0 and u 0 ≥ 0.
Proof. Let us start proving the LED property. If u i is a maximum, from (19) , conditions in (22) , and the fact that α i (u h ) = 1, we have:
= Ω ϕ i dΩ. As a result, d t u i ≤ 0 and thus LED. We proceed analogously for the minimum. The proof is analogous for the discrete problem with BE time integration.
Next, we prove positivity. Let us consider that at some time step m the solution becomes negative, and consider the node i in which the minimum value is attained. Using the previous result for a minimum at the discrete level, we have that δ t u 
Theorem 4.2 (LED).
The semi-discrete (resp., discrete) problem (19) (resp., (20) ) leads to solutions u h ∈ V h that enjoy the LED property in Def. 2.2 for any q ∈ R + .
Proof. Assume u h reaches an extremum on i ∈ N h . Then α i (u h ) = 1 and
On the other hand, taking into account the definition of ν ij (u h ) in (10), the convective term for j = i reads
Using the fact that
, and (9), we have
Therefore it is clear that the conditions stated in Theorem 4.1 hold, thus the method is LED. The discrete case is proved analogously.
Corollary 4.3 (DMP).
The discrete problem (20) leads to solutions that satisfy the local DMP property in Def. 2.1 at every t n , for n = 1, . . . , N .
Proof. If the maximum (resp., minimum) at time t n is on a node whose value is not on the Dirichlet boundary, it is known from the LED property in Theorem 4.2 that it is bounded above (resp., below) by the maximum (resp., minimum) at the previous time step value. By induction, it will be bounded by the maximum (resp., minimum) at t = 0. Alternatively, the maximum or minimum is on the Dirichlet boundary. It proves the result. Proof. Using the definition of the graph-Laplacian, the amount of dissipation introduced by the nonlinear stabilization is
Let us consider two connected nodes, i.e., i, j ∈ N h and j ∈ N h (Ω i ). If neither i nor j are extrema, then α i (u h ) = α j (u h ) = 0 and ν ij = 0. Let us assume (without loss of generality) that u h has an extremum at i. If u i = u j , the dissipation is independent of the expression for
Let us assume that we have a method that is less dissipative than the one proposed herein. Based on the previous analysis, there exists a pair of connected nodes such that u i > u j and the dissipation introduced is smaller than −F ij (u h ), for F ij (u h ) > 0. As a result, K ij (u h ) > 0. Thus, the properties in (4.1) do not hold. It proves the theorem.
Furthermore, it can be proved that the above method (19) (also (20) ) is linearly preserving. In addition, the approximation of (13) is also linearly preserving for symmetric meshes.
Theorem 4.5 (Linearity preservation).
Let u h be a continuous first order FE approximation of u ∈ P 1 (Ω), then the semi-discrete and discrete problems (19) and (20) , respectively, are linearity preserving, in the sense that the Galerkin problem and the stabilized one are identical.
Proof. If u h ∈ P 1 (Ω), then it is obvious that ∇u h is constant. Thus, ∇u h ij = 0 for any direction r ij , and α i (u h ) = 0 for any i ∈ N h . Therefore, recalling (10) , it is easy to see that ν ij = 0 for any i, j ∈ N h . Thus, the nonlinear stabilization and gradual lumping terms vanish and the Galerkin scheme is recovered.
Symmetric mass matrix stabilization
The nonlinear mass matrix that has been considered in (18) is nonsymmetric by construction. In any case, we can easily consider a symmetric version of the method.
Another alternative strategy to the nonlinear mass matrix definition in (18) is to consider the fully discrete problem (20) , keeping the mass matrix at the current time step as a reaction term, leading to the following expression of the artificial diffusioñ
Let us consider another notion of DMP property.
It is easy to check that the global DMP is a consequence of the local DMP and LED properties. It is possible to prove that the modified method satisfies the global DMP in the following definition, using BE for the time integration. Linear preservation can also be easily checked.
Theorem 5.2 (Global DMP).
Let u h be a continuous first order FE approximation of u. Then, the BE time discretization of problem (4) with g = 0, stabilized with (9), and using (28) as artificial diffusion, satisfies the global DMP property in Def. (4.1) for any q ∈ R + .
Proof. Let us denote by K(u) andK(u) the stabilized matrix with the artificial diffusion computed with (10) and (28), respectively. Assume u h reaches a maximum on x i ∈ Ω. Then α i = 1, and we have:
where we have used the fact that max
Thus, the equation related to the test function ϕ i leads to
Note that is bounded by u n j with j ∈ N h (Ω i ) and Def. 5.1 is satisfied.
Lipschitz continuity
In the next, we want to prove the Lipschitz continuity of the nonlinear operator at every time step, i.e., T : V h → V h defined as
. In order to prove the Lipschitz continuity of T(·), we must deal with the nonlinear stabilization and gradual mass lumping terms. The Galerkin terms can be handled using the fact that f ∈ Lip(R; R d ). Let us introduce the following norm generated by the graph-Laplacian operator
Further, we define |β| as the supremum of |f (v)
Proof. The proof of the theorem is included in Appendix A.
Differentiable stabilization
The previous nonlinear system is Lipschitz continuous, which improves the convergence of the nonlinear iterations. In fact, assuming that we supplement (2) with a diffusive term, existence and uniqueness can be proved in the diffusive regime (see [2] ). However, even using Anderson acceleration nonlinear convergence can be very hard (see [20, 21] and Sect. 9).
Based on these observations, we want to develop methods that lead to at least twice differentiable operators, i.e.,
, using the previous framework. This allows the usage of the Newton method to linearize the system, and reduces the required number of nonlinear iterations. Smoothness is achieved by substituting the non-differentiable functions of the previous formulation with smooth approximations.
In order to end up with a twice differentiable method, we propose to use the following artificial diffusion:
The function max σ (·) is a regularized maximum function
where |x| 1,σ . = √ x 2 + σ is a smooth approximation of the absolute value. In order to keep dimensional consistency, σ should be a small parameter of order O(|β|h d−1 ). Let us define the smooth limiter function f (x) ∈ C 2 that will be used in the definition of α ε ,
This function is used to smoothly limit the value of x up to 1. Further, let us define another smooth approximation of the absolute value, namely
Finally, the shock detector is defined as
where γ is a small parameter that prevents division by zero. It has been proved in Lemma 3.1 that α i equals 1 when i is an extremum in Ω i . Let us prove that this is still true for α ε,i .
Lemma 7.1. If u h has an extremum on i ∈ N h then α ε,i (u h ) = 1.
Proof. It is clear that f (x) equals 1 for x ≥ 1, then the proof reduces to check that
Taking into account that
and the fact that u j − u i has the same sign (or it is equal to zero) in all directions, it is easy to see that
It proves that α ε,i (u h ) = 1 on an extremum. In fact, if the solution does not have an extremum, these quantities neither can have the same sign nor be zero in all cases. Since
and
bound (16) leads to the fact that lim ε→0 α ε,i (u h ) < 1 when there is no extremum on i.
It is straightforward to check the following results.
Corollary 7.2. System (19) with the definition of the shock detector (34) and artificial diffusion (31) is LED and satisfies the local DMP. The method tends to a linearly preserving scheme as γ → 0.
Proof. From lemma 7.1 and the definition of the regularized maximum (32) it is easy to see that artificial diffusion in (31) is greater or equal to the one in (10) . Hence, Theorem 4.2 still holds. The linearity preservation is straighforward.
Remark 7.3. Note that the smoothed shock detector is not linearly preserving because α ε,i will never be zero. However, for regions where u h is constant the gradient is zero, thus the solution is not affected.
In the case of u h ∈ P 1 (Ω), but not constant, α ε,i goes to zero with γ. Values of γ of order 10 −8 (or even smaller) have been considered in the numerical experiments section with good nonlinear convergence properties. Thus, the linearity preservation is virtually preserved in practice.
As in the previous section, when restricted to symmetric meshes, the following approximation (similar to the one in Barrenechea et al. [2] ) of (34) maintains the same properties
with ε * ∼ O(h 2 ε) and γ * ∼ O(hγ).
Nonlinear Solvers
In this section, we present nonlinear solvers for the system of nonlinear equations resulting from the above formulation (20) with the artificial diffusion defined in (31). Taking advantage of the differentiability of the stabilization described in Sect. 7, Newton's method is used for the smooth version of the method. In addition, we use fixed point iterations with Anderson acceleration to compare against Newton's method performance. In order to define the schemes, it is useful to write the timediscrete problem (20) as
where G is the force vector. Let J(u n+1 h
) . =
∂T(u n+1 h
) ∂u n+1 h be the Jacobian.
Since the above problem is nonlinear, we will solve it iteratively. We denote by u k,n+1 h the k-th iteration of u h at time step n + 1. Let us define some auxiliary variables used in the definition of the algorithms: m denotes the number of previous nonlinear iterations used in Anderson acceleration, s is the slope resulting form fitting the last m nonlinear errors, s min is the minimum slope allowed before increasing the relaxation, ω is the relaxation parameter, ω min is its allowed minimum, k max is the maximum nonlinear iterations allowed, tol is the nonlinear tolerance, and nlerr is the nonlinear error.
We use Picard linearization with Anderson acceleration for the non-differentiable methods in Sect. 3 (see Alg. 1). Our particular implementation also includes a simple convergence rate test, where it is decided whether the relaxation parameter should be reduced or not. This improves the global convergence rate and the robustness of the method. Moreover, we add a projection onto V adm h to ensure that the global DMP in Def. 5.1 is satisfied at all nonlinear iterations. This step is of special interest in the case of solving for variables that cannot become negative, e.g., the density.
Newton's linearization is used for the differentiable method (see Alg. 2). In addition, we supplement it with the line search method to improve robustness, where we enforce exact minimization of the residual norm. However, this is not generally required and approximations with lower computational cost can be applied as well. Following the same approach in Alg. 1, a projection to the FE space of admissible solutions is also performed in Alg. 2.
9. Numerical Experiments 9.1. Steady problems. First, in order to test the previous formulation, the convergence to a smooth solution is analyzed. For this purpose, the following equation is solved
Algorithm 1: Fixed point iterations with relaxed Anderson acceleration
Compute the slope (s) of
Algorithm 2: Newton's method + Line search
with v(x, y) . = (1, 0), and inflow boundary conditions u D = y − y 2 on ∂Ω\{x = 1}. This problem consists in the transport of the parabolic profile along the x direction, which has the analytical solution u(x, y) = y − y 2 . Fig. 2 shows the convergence rates using the previously defined formulation ( (20) with (31)), and the Galerkin formulation. To perform this test, an initial mesh of 12 × 12 Q 1 has been considered, then successive refinements have been performed up to a 96 × 96 Q 1 mesh. Analogous meshes have also been considered for P 1 FEs. Newton's method has been used with q = 4, ε = 10 −7 , σ = |β|h10 −8 and γ = 10 −10 . As desired, the convergence rates are not affected by the stabilization, while (as expected) the stabilized solutions have higher errors.
A typical linear test to assess the performance of a shock capturing method is the propagation of a discontinuity. Consider now the previous hyperbolic PDE (45) At Fig. 3(a) , the numerical solution using the stabilization in (31) is shown. A 48 × 48 Q 1 mesh has been used. The values chosen for the parameters in (31) are q = 25, ε = 10 −4 , σ = |β|h10 −8 , and γ = 10 −10 . This parameter choice makes the solution at the outflow sharp while the DMP is always satisfied. Furthermore, convergence is not jeopardized thanks to the smoothed stabilization. Particularly, it took 18 iterations for the Newton's method to converge to a nonlinear tolerance of 10 −6 . The non-smooth version in Fig. 3(b) ( (19) with (10)) did not converge using Anderson acceleration, adding a fixed relaxation parameter of ω = 0.5 took 392 iterations, and 117 with Alg. 1. In any case, no apparent improvement on accuracy is observed when using the non-smooth version. Table 1 . These results show that, as expected, either increasing q or reducing ε the L 1 error diminishes. Nevertheless, the computational cost also increases at a higher rate. The same can be observed for the L 2 error. It is slightly reduced after increasing q or diminishing ε, while this makes nonlinear convergence much harder. Moreover, comparing both nonlinear solvers in Sect. 8, it is important to note that using Newton's method the number of nonlinear iterations is reduced between 10 to 15 times. Table 1 . Straight propagation test errors and iterations, using the steady version of discrete problem (20) and nonlinear diffusion (31), for different values of q and ε, σ = |β|εh10 −4 , γ = 10 −10 , and both nonlinear solvers in Sect. 8. It is important to analyze the solution at each nonlinear iteration. If the projection to the space of admissible solutions is not performed, it is possible that the solution does neither satisfy the local nor the global DMP (Def. 2.1 and 5.1, resp.) at some nonlinear iterations. The DMP is only proved when convergence is attained. We denote by global DMP violation the difference between the global extremum of the analytical solution and the actual global extremum of the numerical solution. Fig. 5 shows the global DMP violation of the maximum and the minimum values produced at each nonlinear iteration for different values of q, ε, and σ. For q = 25, the global DMP is clearly not satisfied at the beginning of the iterative process. In this particular case, this does not destroy the nonlinear convergence, but this is not the case in some other problems, e.g. Euler's equations. Therefore, adding a projection step to V adm h is highly recommended. Further, it can be observed in Table 1 At Fig. 6 the solutions at the outflow boundary are depicted for several combinations of q and ε, with σ = |β|εh10 −4 and γ = 10 −10 . In all cases, we have considered the two schemes presented in Sect. 8 using a 64 × 128 Q 1 FE mesh. As for the previous numerical experiment, we collect the number of iterations and the errors in Table 2 . We observe that it is particularly difficult to converge to the solution for q = 1 and small values of ε. In any case, for q equal to 4 or greater, the number of iterations increase with q, as naturally expected. We also observe in this test that the number of nonlinear iterations can be highly reduced using Newton's method. Particularly, it reduces the number of nonlinear iterations up to 20 times. Fig. 8 shows that in this second test, as in the previous one, if the projection step is not performed the global DMP (Def. 5.1) is not satisfied at all nonlinear iterations. This is specially evident for the combination shown in this figure, i.e., high values of q and low values of ε and σ.
9.2. Transient transport problems. Let us test the performance of the stabilization method in Sect. 7 for transient problems. For this purpose we will consider the 3 body rotation benchmark that reads as: 
The above problem is solved in a 150 × 150 Q 1 FE mesh, with solver parameters q = 25, γ = 10 −8 , σ = |β|h10 −8 , and ε = 10 −4 . The discretization in time is performed using the BE method with a time step of 10 −3 . At Fig. 9(a) , the initial solution is depicted. Figs. 9(b) and 9(c) show the solution after one revolution (at time t = 2π). The solution using the method defined in Sect. 3 is depicted in Fig. 9(b) , and 9(c) shows the solution using the method at Sect. 5. It is observed that the symmetric mass matrix method yields slightly more diffusive solutions than the LED method. In any case, both schemes satisfy the DMP at all time steps. 
and the solution is advanced until t = 0.5. The following stabilization parameters have been used for obtaining the results in Fig. 10(a) : q = 1, ε = 10 −3 , σ = |β|h10 −5 , and γ = 10 −8 . Although the parameters used are not enforcing a particularly sharp solution (see Figs. 4 and 6) , Fig. 10(a) shows properly transported and minimally smeared shocks. Only in the lower right region the method appears to be more diffusive than desired; the gradient in the x direction spreads as y increases. Nevertheless, in Fig. 10(b) , which shows the solution for q = 4, ε = 10 −4 , σ = |β|h10 −6 , and γ = 10 −8 , the method is less diffusive and the obtained shocks are even sharper. In any case, both choices satisfy the DMP for all time steps.
Conclusions
In this work, we have considered a nonlinear stabilization technique for the FE approximation of scalar conservation laws with implicit time stepping. The method relies on an artificial diffusion method, based on a graph-Laplacian operator. The artificial diffusion is judiciously chosen in order to satisfy a local DMP for steady problems. It is nonlinear, since it depends on a shock detector. Further, the resulting method is linearity preserving. The same shock detector is used to gradually lump the mass matrix. The resulting method is LED, positivity preserving, and also satisfies a global DMP. Lipschitz continuity has also been proved.
However, the resulting scheme is highly nonlinear, leading to very poor nonlinear convergence rates, even using Anderson acceleration techniques. It is due to the fact that the nonlinear operator to be inverted at every time step is non-differentiable. The critical problem of nonlinear convergence of implicit monotonic methods based on nonlinear artificial diffusion has already been previously reported in the literature (see, e.g., [19] ). As a result, we propose a smooth version of the scheme. It leads to twice differentiable nonlinear stabilization schemes, which allows one to straightforwardly use Newton's method using the exact Jacobian. Twice differentiability ensures quadratic convergence.
We have considered two nonlinear solvers, namely Anderson acceleration and Newton's method. We have observed numerically that the effect of the smoothness has a positive impact in the reduction of the computational cost. The impact of using Newton's method versus Anderson acceleration is also very positive. In general, using the Newton method with a smooth version of the method we can reduce 10 to 20 times the number of iterations of Anderson acceleration with the original non-smooth algorithms.
All the monotonic properties are satisfied (as theoretically proved) in the numerical experiments. Steady and transient linear transport, and transient Burgers' equation have been considered in 2D. In any case, these properties are only true for the converged solution, but not for iterates. In this sense, we have also proposed the concept of projected nonlinear solvers, where a projection step is performed at the end of every nonlinear iteration onto a FE space of admissible solutions. The space of admissible solutions is the one that satisfies the desired monotonic properties (maximum principle or positivity). The projection has no effect on the quality of the nonlinear convergence. Future work should tackle the entropy stability analysis of the resulting schemes when applied to nonlinear problems. Some initial results in this direction can be found in [4] . The extension to systems of conservation laws and higher order methods in space and time is another interesting line of research.
Appendix A. Proof of Theorem 6.1
Let us proof Theorem 6.1. We assume that the FE mesh is quasi-uniform in order to reduce technicalities. However, the proof for Lipschitz continuity can be extended to more general meshes. 
Using the definition of |β|, the Cauchy-Schwarz inequality, the fact that ϕ i ≤ Ch d/2 , and the inverse inequality ∇v h h −1 v h for v h ∈ V h (see [3] ), we get:
for any w ∈ V adm h . Using (54), the first term in the RHS of (52) is bounded as follows:
The second term is bounded using the Cauchy-Schwarz inequality:
Using (54), we have:
Let us assume that j∈N h (Ωi) { {|∇u h · r ij |} } ij = 0. (The other case is straightforward.) On one hand, for a non-degenerate FE mesh, we have that ch ≤ r ij ≤ Ch, j ∈ N sym h (Ω i ), for positive constants c, C that do not depend on h. Using this fact in the definition of the shock detector (13), we get: 
Now, we use the following result for two sequences {a i } n i=1 {b} n i=1 (see [2] for further details):
Using simple algebraic manipulation, we have a q − b q = (a − b)
q−1 k=0 a k b q−i k. For a, b ∈ [0, 1], it leads to |a q − b q | ≤ q|a − b| (see [2] ). This inequality, together with (60) and (64), leads to:
On the other hand, the bounds
