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1 Introduction
Summation formulas have played a very important role in analysis and number
theory, dating back to the Poisson summation formula. The modern formulation
of Poisson summation asserts the equality
(1.1)
∑
n∈Z
f(n) =
∑
n∈Z
f̂(n)
(
f̂(t) =
∫
R
f(x) e−2πixt dx
)
,
valid (at least) for all Schwartz functions f . Let us take a brief historical detour
to the beginning of the 20th century, before the notion of Schwartz function had
been introduced. The custom then was to state (1.1) for more general functions
f , such as functions of bounded variation, but supported on a finite interval,
and usually in terms of the cosine:
(1.2)
∑′
a≤n≤b
f(n) =
∫ b
a
f(x) dx + 2
∞∑
n=1
∫ b
a
f(x) cos(2πnx) dx ;
the notation
∑′
signifies that at points n where f has a discontinuity – including
the endpoints a, b – the term f(n) is to be interpreted as the average of the left
and right limits of f(x). Indeed, the general case of (1.2) can be reduced to the
special case of a = 0, b = 1, which amounts to the statement that the Fourier
series of a periodic function of bounded variation converges pointwise, to the
average of its left and right-hand limits.
To Voronoi and his contemporaries, formulas like (1.2) appeared tailor-made
to evaluate certain finite sums. That seemed significant because several impor-
tant questions in number theory involve finite sums of arithmetic quantities.
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In this connection, let us mention two classical examples, Dirichlet’s divisor
problem and the Gauss’ circle problem. The former estimates the size of d(n),
the number of positive divisors of an integer n. Dirichlet proved
(1.3) D(X) =def
X∑
n=1
d(n) − X logX − (2γ − 1)X = O(X1/2) ,
where γ is Euler’s constant ≈ .57721566. Gauss’ circle problem concerns the
average size of
(1.4) r2(n) =def #{ (x, y) ∈ Z2 | x2 + y2 = n } ,
for which Gauss gave the estimate
(1.5) ∆(X) =def
∣∣∣∣∑Xn=1 r2(n)− πX
∣∣∣∣ = O(X1/2) .
Each problem has a geometric interpretation, with D(X) counting lattice
points in the region { x, y > 0, xy ≤ X}, and ∆(X) lattice points in the
disc { x2 + y2 ≤ X}. These two bounds are related, as we shall see, and come
from fairly elementary considerations.
In the series of papers [27–29] Voronoi developed geometric and analytic
methods to improve both Dirichlet’s and Gauss’ bound. Most importantly in
retrospect, he generalized (1.2) by allowing weighted sums, at the expense of
introducing more general integral operations on f than the Fourier transform.
His formula for the divisor function reads as follows:
(1.6)
∑′
a≤n≤b
d(n) f(n) =
∫ b
a
f(x) (log x+ 2γ) dx +
+
∞∑
n=1
d(n)
∫ b
a
f(x)
(
4K0(4π
√
nx)− 2πY0(4π
√
nx)
)
dx ;
here f can be any piecewise continuous, piecewise monotone function, and Y0 ,
K0 denote Bessel functions; for details see [12]. Voronoi also asserted a formula
for r2(n), which was later rigorously proved by Hardy [7] and Sierpin´ski [25]:
(1.7)
∑′
a≤n≤b
r2(n) f(n) =
∞∑
n=0
r2(n)
∫ b
a
f(x)π J0(2π
√
nx) dx ,
under the same hypotheses on the test function f , and with J0 referring to the
J-Bessel function.
These formulas have been used to improve the error estimates in (1.3) and
(1.5) to O(X1/3) and beyond, and also in the opposite direction, to show that
D(X) and ∆(X) cannot be bounded by a multiple of X1/4. Hardy and Landau
made that observation [8], which led them to conjecture that O(X1/4+ǫ) is the
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best possible estimate for both the Dirichlet and Gauss problems. We shall
return to this topic in section 6.
Voronoi saw (1.2) and (1.6–1.7) as fitting into a general pattern: he postulated
the existence of analogous formulas for sums
∑′
a≤n≤b anf(n), corresponding to
any “arithmetic” sequence of coefficients an , 1 ≤ n < ∞ . The wide latitude
in the choice of test functions f , including characteristic functions of intervals,
seemed like an important feature of these summation formulas. The current
point of view is different. Characteristic functions and other discontinuous test
functions can readily be approximated by smooth functions, and little infor-
mation about the left hand side of (1.2) or (1.6–1.7) is lost by doing so. On
the other hand, the integral transforms of the smooth approximations decay
rapidly, which makes the right hand side of the summation formulas much eas-
ier to analyze. We shall demonstrate this by example in section 6, where we
show how to obtain the estimate O(X1/3+ǫ) in Gauss’ circle problem directly
from Poisson summation.
In an another direction, Poisson summation gave birth to modular identities,
such as the θ-identity
(1.8) θ(t) =def
∑
n∈Z
e−πn
2t =
1√
t
θ(1/t)
(
t > 0
)
,
which reflects the fact that e−πx
2
is its own Fourier transform. Other modu-
lar forms, and also L-functions, can be created from Poisson’s and Voronoi’s
formulas. Indeed, Riemann developed the theory of his zeta function starting
from (1.8), to which he applied the Mellin transform. There are implications
in both directions: nowadays the coefficients of L-functions are regarded as the
natural class of coefficients (an)n≥1 for which Voronoi summation formulas can
be proved; in fact, the summation formulas are deduced from properties of the
L-function in question.
The mechanism of deriving Voronoi summation from L-functions is well un-
derstood for modular forms and Maass forms on the upper half plane, but runs
into difficulties for more general types of automorphic forms. Recently we were
able to overcome these difficulties by representation-theoretic arguments: our
new result is a Voronoi formula for automorphic forms on GL(3), which we shall
state in section 5. It seems clear that our methods extend to automorphic forms
on GL(n), for any n. Interestingly, the first application of our GL(3) formula
involves Maass forms on GL(2), via the symmetric-square lift. We shall discuss
the relevant result, due to Sarnak and Watson, following the statement of our
formula.
During the genesis of this note, we learned much about the history of the
Voronoi summation formula in conversation with several colleagues. Our thanks
go especially to Noam Elkies, Martin Huxley, Henryk Iwaniec, Philippe Michel,
Peter Sarnak, and Trevor Wooley.
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2 Poisson summation and the ζ-function
Andre´ Weil has written a fascinating historical account of the early history of the
Riemann zeta function [31,32]. At the formal level, it turns out, the connection
between the Poisson summation formula and the function ζ(s) =
∑∞
n=1 n
−s
was recognized even before Riemann. For the statement of Riemann’s celebrated
result, let us recall the definition of the related function
(2.1) ξ(s) = π−s/2 Γ(s/2) ζ(s)
and the notion of order of an entire function f(s) – the least positive number
µ such that |f(s)| = O(e|s|µ+ǫ), for every ǫ > 0.
2.2 Theorem. (Riemann [22]) The function ξ(s) has a meromorphic contin-
uation to C, which obeys the functional equation ξ(s) = ξ(1− s) . It has simple
poles at s = 0 and s = 1, and the product s(s− 1)ξ(s) is entire, of order 1.
In this section we shall explain the “equivalence” between theorem 2.2 and
the Poisson summation formula for Schwartz functions. Both results stand on
their own, of course; the point is that each can be derived from the other. In
one direction, Riemann proved theorem 2.2 using Poisson summation. More
precisely, he applied the Mellin transform to the θ-relation (1.8), which follows
from the Poisson summation formula (1.1), with f(x) = e−πtx
2
; details can be
found in [3, 5, 22], for example.
The opposite implication is classical, too, but less well-known. We sketch the
argument because it can serve as model for the derivation of Voronoi summation
from properties of the corresponding L-function. First we observe that it suffices
to deduce (1.1) from theorem 2.2 for even functions only, since both sides of the
equation vanish when f is an odd function. In other words, we must establish
the identity
(2.3)
∞∑
n=1
f(n) =
∫ ∞
0
f(t) dt − f(0)
2
+
∞∑
n=1
F (n) ,
where F (y) =
∫
R
f(x) cos(2πxy)dx ,
for every even Schwartz function f . In that case the Mellin transform of f ,
(2.4) Mf(s) =
∫ ∞
0
f(t) ts−1 dt ,
is holomorphic in the region Re s > −2 , except for a simple pole at s = 0, with
residue f(0). The Mellin inversion formula
(2.5) f(x) =
1
2πi
∫
Re s=σ
Mf(s) |x|−s ds (σ > 0 )
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allows us to express the left hand side of (2.3) as
(2.6)
∞∑
n=1
f(n) =
1
2πi
∫
Re s=σ
ζ(s) Mf(s) ds
(
σ > 1
)
.
When we shift the contour of integration in this formula from Re s = σ > 1 to
Re s = −1 , we pick up a pole at s = 1 with residue Mf(1), and a pole at s = 0
with residue ζ(0)f(0) = −1/2 f(0). These are the first two terms on the right
hand side of (2.3). Note that the contour shift is justified: ζ(s) grows slowly
and Mf(s) decays rapidly as |Im s| → ∞ . We now change variables from s to
1− s and apply the functional equation:
(2.7)
∞∑
n=1
f(n)−Mf(1) + f(0)
2
=
1
2πi
∫
Re s=−1
ζ(s) Mf(s) ds
=
1
2πi
∫
Re s=2
π−s/2 Γ( s2 )
π(s−1)/2 Γ(1−s2 )
ζ(s) Mf(1− s) ds .
But
(2.8) MF (s) =
π−s/2 Γ( s2 )
π(s−1)/2 Γ(1−s2 )
Mf(1− s)
is the Mellin transform of the function F in the identity (2.3). This follows from
the classical identity
(2.9)
∫
R
cos(2πx) |x|s−1 dx = π
−s/2 Γ( s2 )
π(s−1)/2 Γ(1−s2 )
(
0 < Re s < 1
)
,
initially in the region {0 < Re s < 1}, but then for all s ∈ C by meromorphic
continuation. The even Schwartz function F can play the part of f in (2.6). At
this point, (2.7–2.8) imply (2.3).
3 L-functions and Voronoi summation
The two Dirichlet series with coefficients d(n) and r2(n), respectively, also sat-
isfy functional equations. In the case of d(n),
(3.1)
∑∞
n=1
d(n)n−s =
∑
m,n≥1
(mn)−s = ζ2(s)
inherits its functional equation and analytic properties from the Riemann zeta
function. The generating series for r2(n),
(3.2) ζQ(
√−1)(s) =
1
4
∑∞
n=1
r2(n)n
−s,
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is known as the Dedekind zeta function of the number field Q(
√−1), because it
counts the number of ideals of norm n. It factors as the product of two Dirichlet
series:
(3.3) ζQ(
√−1)(s) = ζ(s)L(s, χ4) ,
where
(3.4) L(s, χ4) =
∑∞
k=0
(−1)k
(2k + 1)s
is the first example of a Dirichlet L-function. It is entire, of order 1, and satisfies
the functional equation
(3.5) L(s, χ4) = 2
1−2s π
−(2−s)/2 Γ(2−s2 )
π−(s+1)/2 Γ( s+12 )
L(1− s, χ4) .
The factorization (3.3) is a result from class field theory, which reflects the fact
that an odd prime can be expressed as the sum of two squares if and only if it
is congruent to 1 modulo 4. The factorization is also equivalent to the identity
(3.6)
r2(n) = 4 #{ d ∈ N | d|n , d ≡ 1mod4 }
− 4 #{ d ∈ N | d|n , d ≡ −1mod4 } ,
which implies the bound
(3.7) r2(n) ≤ 4 d(n) = O(nǫ) , for any ǫ > 0 ;
this uses a standard estimate for d(n), which can be found in [21, p. 186], for
example.
The Voronoi summation formulas (1.6) and (1.7) can be derived from the
functional equations of the Dirichlet series (3.1) and (3.2), much in the same
way as Poisson summation was derived from theorem 2.2. To match the Γ-
factors in the functional equations to the integral kernels on the right hand
sides of (1.6–1.7), one uses the identities
(3.8)
∫ ∞
0
(
4K0(
√
x)− 2πY0(
√
x)
)
xs−1dx =
= 24sπ2s
(
π−s/2 Γ( s2 )
π(s−1)/2 Γ(1−s2 )
)2
,∫ ∞
0
J0(
√
x)xs−1dx = 4s
Γ(s)
Γ(1− s) ,
which are valid for 0 < Re s < 3/4. In effect, these identities take the place of
(2.9) in the argument in the previous section.
Modular forms are a rich source of L-functions, and each such L-function
satisfies a functional equation from which a Voronoi formula can be deduced.
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To simplify the discussion, we shall consider the case of “full level”, i.e., modular
forms invariant under all of SL(2,Z). Recall the definition of modular form of
weight k: a holomorphic function F : {Im z > 0} → C such that
(3.9)
F (z) = (cz + d)−kF
(
az + b
cz + d
)
if
(
a b
c d
)
∈ SL(2,Z)
and |F (z)| = O((Im z)N) as Im z →∞ ,
for some N > 0. The invariance condition implies invariance under z 7→ z+1 in
particular, so F (z) has a Laurent expansion in powers of e2πiz . The condition of
moderate growth rules out negative powers. We may and shall exclude even the
0-th power – in other words, we shall assume F is cuspidal. Eisenstein series,
which span a linear complement of the space of cuspidal modular forms, require
a separate but simpler analysis. In the cuspidal case, then,
(3.10) F (z) =
∑∞
n=1
an n
(k−1)/2 e2π i n z .
Traditionally one denotes e2πiz by the symbol q and calls (3.9) the q-expansion,
but we shall not follow that practice.
The Dirichlet series with coefficients an is called the standard L-function of
the modular form F ,
(3.11) L(s, F ) =
∑∞
n=1
an n
−s .
It satisfies a functional equation, which reflects the transformation law for F
with respect to z 7→ −1/z. We should remark that the factor |n|(k−1)/2 in (3.10)
has the effect of making the functional equation relate L(s, F ) to L(1 − s, F )
rather than to L(k − s, F ), as is the case in the classical literature. The L-
function (3.11) can be “twisted”, either by an additive character χ of finite
order,
(3.12) χ(n) = e2π i n a/c, with a, c ∈ Z , c 6= 0 , (a, c) = 1 ,
or by a Dirichlet character modulo q,
(3.13)
χ(n) =
{
χq([n]) if (n, q) = 1
0 if (n, q) 6= 1 ,
for some character χq : (Z/qZ)
∗ → C∗ ,
with [n] denoting the image of n in (Z/qZ)∗. The Dirichlet series
(3.14) Lχ(s, F ) =
∑∞
n=1
χ(n) an n
−s
is the twisted L-function of F , with “additive twist” in the case of (3.12),
respectively “multiplicative twist” in the case of (3.13). Multiplicative twists
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have arithmetic significance. For example, multiplicatively twisted L-functions
of Hecke eigenforms have Euler products and are considered special cases of
Langlands L-functions. Additive twists, on the other hand, play an important
role in the analytic study of L-functions.
A Dirichlet character χ modulo q is called primitive if, in the notation of
(3.13), χq does not arise as the pullback of a character of (Z/q
′Z)∗ for some divi-
sor q′ of q. In this situation, the multiplicatively twisted L-function Lχ(s, F ) also
satisfies a functional equation. Everything that has been said so far can be gen-
eralized in some fashion to automorphic forms on GL(n) and other higher rank
groups. Not so the assertion that the additively twisted L-function Lχ(s, F )
satisfies a functional equation, which is true for GL(2) but fails already for
GL(3).
Maass forms are eigenfunctions of the Laplace operator on the upper half
plane, of moderate growth, invariant under the natural action of SL(2,Z) or
more generally, invariant under a subgroup Γ ⊂ SL(2,Z) of finite index. Just
as in the case of modular forms, one can attach L functions to Maass forms.
These L-functions, both with multiplicative and additive twists, again satisfy
functional equations.
In 1930, Wilton proved a Voronoi summation formula for the modular form
∆, the essentially unique cusp form of weight 12. Wilton’s argument applies to
any cuspidal modular form, even with additive twist. It can also be adapted to
Maass forms. The reason, of course, is the functional equation for the additively
twisted L-functions, which is used in the same way as the functional equations
for ζ(s), ζ2(s), and ζQ(
√−1)(s). This type of argument does not extend to groups
beyond GL(2), however, since then additively twisted L-functions no longer
satisfy functional equations. Recently we were able to prove a Voronoi formula
for GL(3) with representation-theoretic arguments [19]. It seems clear that our
argument works for GL(n).
In the next section we state the Voronoi summation formula for modular
forms and Maass forms and then sketch a proof. Our argument is essentially
different from the usual arguments, in that it works directly with automorphic
forms; in effect, it is an adaptation to GL(2) of our argument for GL(3). We go
on to discuss our GL(3)-formula in section 5.
4 Voronoi Summation for GL(2)
Cuspidal Maass forms and cuspidal modular forms for Γ = SL(2,Z) correspond
to embeddings of, respectively, principal series and discrete series representa-
tions into L2(Γ\SL(2,R)). Let us begin with some quite general remarks about
discrete summands in L2(Γ\G).
Initially G will denote an arbitrary unimodular Lie group of type I, Γ ⊂ G a
discrete subgroup, and ω : ZG → C∗ a unitary character of ZG=center of G.
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Then G acts unitarily on
(4.1)
L2ω(Γ\G) = { f ∈ L2loc(Γ\G) | f(gz) = ω(z) f(g)
for z ∈ ZG , and
∫
Γ\G/ZG |f |2 dg <∞} .
If (π, V ) is an irreducible unitary representation of G and
(4.2) j : V →֒ L2ω(Γ\G)
a G-invariant embedding, the subspace V∞ ⊂ V of C∞ vectors gets mapped
to Γ-invariant smooth functions on G, which can be evaluated at the identity.
Thus
(4.3) τj : V
∞ −→ C , τj(v) = j(v)(e) ,
is a well defined, Γ-invariant linear map. Since j(v)(e) can be bounded in terms
of finitely many L2 derivatives, one can show that τj is continuous with respect
to the natural topology on V∞. In short, τj can be regarded as a Γ-invariant
distribution vector for the unitary representation (π′, V ′) dual to (π, V ),
(4.4) τj ∈ (V ′−∞)Γ .
We shall call τj the automorphic distribution corresponding to the embedding
j. It determines j completely since j(v)(g) = j(π(g)v)(e) = τj(π(g)v) for any
v in the dense subspace V∞ ⊂ V . Our discussion will focus on τj . To simplify
the notation, we switch the roles of (π, V ) and (π′, V ′); from now on,
(4.5) j : V ′ →֒ L2ω−1(Γ\G) , τj ∈ (V −∞)Γ .
This is legitimate since integration over Γ\G/ZG sets up a nondegenerate pair-
ing between L2ω(Γ\G) and L2ω−1(Γ\G).
We now specialize our hypotheses to the case of G = SL(2,R) and Γ =
SL(2,Z). Since Γ contains ZG, only discrete series representations with even
minimal weight and even principal series representations can occur as sum-
mands in (4.4). Discrete series representations have realizations as subrepresen-
tations of non-unitary principal series representations. According to a result of
Casselman and Wallach [1] – whose specialization to G = SL(2,R) can be ver-
ified directly – the assignment V 7→ V −∞ is an exact functor. Thus, even when
π is a representation of the discrete series, the automorphic distribution τj may
be regarded as a distribution vector for a (possibly reducible) even principal
series representation. As model for even principal series representations we take
(4.6) V∞ν = { f ∈ C∞(R) | |x|2ν−1f(1/x) ∈ C∞(R) } ,
with ν ∈ C as representation parameter. The group G acts via
(4.7) (πν(g)f) (x) = |cx+ d|2ν−1f(ax+bcx+d ) if g−1 =
(
a b
c d
)
.
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The resulting representation is irreducible whenever ν /∈ Z + 1/2 ; in that case
πν ≃ π−ν . If ν = 1/2−k ∈ Z+1/2 is negative, V∞ν contains two discrete series
representations as subrepresentations and has a (2k− 1)-dimensional quotient,
whereas V∞−ν has a (2k − 1)-dimensional subrepresentation and two discrete
series quotients.
In contrast to (4.6), the restriction map from the space of distribution vectors
V −∞ν to C
−∞(R) is not injective: a distribution on a manifold is not determined
by its restriction to a dense open subset. Still, in terms of the restriction map
(4.8) V −∞ν −→ C−∞(R) ,
the action of G is given by the formula (4.7) at all points x ∈ R such that
cx+ d 6= 0.
We now suppose that τj ∈ (V −∞ν )Γ is a cuspidal automorphic distribution –
i.e., an automorphic distribution corresponding to a cuspidal embedding (4.5).
The automorphy with respect to Γ implies in particular that τj is periodic of
period 1. Consequently its restriction to R has a Fourier expansion
(4.9) τj(x) =
∑
n6=0 an |n|
−ν e2π i nx ,
whose constant term vanishes because of the assumption of cuspidality. In the
case of an embedding of a discrete series representation, an = 0 for either all
positive or all negative indices n. In the case of a principal series representa-
tion, the parameter ν is determined only up to sign. The two possible choices
determine different distributions in C−∞(R), which are related by the standard
intertwining operator. One can show that the coefficients an corresponding to
the two choices agree up to a multiplicative constant – that is accomplished by
the factor |n|−ν in (4.9). If τj satisfies the conditions of automorphy under Γ
and cuspidality, then so does x 7→ τj(−x). For discrete series representations,
this operation switches the roles of the two subrepresentations in the ambient
V −∞ν . In the Maass case, on the other hand, this operation allows us to con-
sider even and odd automorphic distributions separately. In other words, in the
Maass case we may and shall assume
(4.10) τj(−x) = (−1)η τj(x) ( η ∈ Z/2Z ) .
When this condition is imposed, the an for n > 0 determine also the an with
negative index, and
(4.11) L(s, τj) =
∑∞
n=1
an n
−s
is the standard L-function of the cuspidal modular form or Maass form corre-
sponding to the embedding (4.5); one sees this most easily by identifying the
action of the Hecke operators on the Fourier series (4.9).
For the statement of the Voronoi formula for GL(2), we fix an automorphic
distribution τj as above, as well as integers a, a¯, c such that c 6= 0, (a, c) = 1,
and a¯a ≡ 1 modulo c.
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4.12 Theorem. [2, 11, 15] If the Schwartz function f ∈ S(R) vanishes to infi-
nite order at the origin,∑
n6=0 an e
−2π i na/c f(n) = |c|
∑
n6=0
an
|n| e
2π in a¯/c F (n/c2) ,
with F described by the conditionally convergent integral
F (t) =
∫∫
R2
f(x1x2/t) |x1|ν |x2|−ν e−2π i(x1+x2) dx1 dx2 .
Care must be taken in interpreting the integral expression for F . When the
integration is performed in the indicated order – first with respect to x1, then
with respect to x2 – the inner integral converges absolutely, but the outer in-
tegral only conditionally, and only when Re ν > 0. For other values of ν, the
integral retains meaning by analytic continuation. Alternatively F can be char-
acterized by a formula for its Mellin transform in terms of the Mellin transform
of f ; this is the form in which the theorem is usually stated. The proof shows
that F and all of its derivatives decay rapidly as |x| → ∞. At the origin F has
certain mild singularities; see [19] for details.
The Voronoi summation formula for GL(2) has become an essential tool in
analytic number theory, for problems such as sub-convexity of automorphic L-
functions or the analysis of the Petersson and Kuznetsov trace formulas. In all
the applications the presence of the additive twist plays a critical role. A formal
application of the theorem with f(x) = (sgnx)η|x|−s – which is not covered by
the hypotheses, of course – gives the functional equation for the L-function with
additive twists. In fact, the proof that we shall sketch can be adapted to deal
even with this “illegitimate” choice of test function. The functional equation
for multiplicative twists can be deduced by taking appropriate linear combina-
tions of the additively twisted functional equation. Conversely, the functional
equation with multiplicative twist implies the equation with additive twist, and
that in turn can be used to establish the summation formula, along the lines of
the arguments in section 2 [2, 11, 15].
For GL(3), the passage from multiplicative to additive twists is far more
subtle; in fact, additively twisted L-functions for GL(3) do not satisfy functional
equations, as was pointed out already. This has been the obstacle to a Voronoi
formula for GL(3) in the past. Our proof of the GL(3) formula in [19] overcomes
the obstacle by working directly with the automorphic distribution. We shall
now sketch a proof of theorem 4.12 by adapting our argument in [19] to the
case of SL(2,R).
Because of the hypotheses of the theorem, there exits b ∈ Z such that aa¯ =
1 + bc. The 2 × 2 matrix γ with entries a¯, b, c, a lies in Γ. We now use the
formula (4.7) to make the automorphy of τj under γ explicit, then substitute
x− a/c for x, which results in the equation
(4.13) τj
(
x− ac
)
= |cx|2ν−1 τj
(
a¯
c − 1c2x
)
.
12 Stephen D. Miller, Wilfried Schmid
We integrate this equality of tempered distributions against a test function g
in the Schwartz space S(R). On one side, using the Fourier expansion (4.9), we
get
(4.14)
∫
R
τj (x− ac ) g(x) dx =
=
∫
R
∑
n6=0
an |n|−ν e2π i n(x−a/c) g(x) dx
=
∑
n6=0
an |n|−ν e−2π i n a/c ĝ(−n) .
The other side of (4.13) appears to be ill defined at x = 0. However, the fact
that τj is periodic without constant term implies that this distribution can
be expressed as the N -th derivative of a bounded continuous function for ev-
ery sufficiently large integer N . This fact, coupled with an integration-by-parts
argument, can be used to show that the distribution τj(1/x) has a canonical
extension across the origin. With this interpretation, (4.13) remains valid even
at x = 0; roughly speaking, the cuspidality hypothesis rules out the delta func-
tion or derivatives of the delta function from contributing to the expression for
of τj at infinity. In short, the formal computation
(4.15)
∫
R
|cx|2ν−1 τj
(
a¯
c − 1c2x
)
g(x) dx =
= |c|2ν−1
∫
R
|x|2ν−1
∑
n6=0
an |n|−ν e2π i n c
−2(a¯c−1/x) g(x) dx
= |c|2ν−1
∑
n6=0
an |n|−ν
∫
R
|x|2ν−1 e2π i n c−2(a¯c−1/x) g(x) dx
can be made rigorous [20].
Let f ∈ S(R) be a Schwartz function which vanishes to infinite order at x = 0,
as in the statement of the theorem. Then g(x) =
∫
R
f(y)|y|νe(−xy)dy is also a
Schwartz function, and f(x) = |x|−ν ĝ(−x). With this choice of g, (4.13–4.15)
imply ∑
n6=0
an e
−2π i n a/c f(n) =
=
∑
n6=0
an
|c|2ν−1
|n|ν
∫∫
R2
f(y) |y|ν |x|2ν−1 e2π i(na¯/c−n/c2x−xy) dy dx
=
∑
n6=0
an
|c|2ν−1
|n|ν
∫∫
R2
f(y) |y|ν |x|−2ν−1e2π i(na¯/c−n/c2x−y/x)dy dx
=
∑
n6=0
an
|c|2ν−1
|n|ν
∫∫
R2
f(xy) |y|ν |x|−ν e2π i(na¯/c−n/c2x−y) dy dx
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=
∑
n6=0
an
|c|
|n|
∫∫
R2
f(c2xy/n) |y|ν |x|−ν e2π i(na¯/c−x−y) dy dx
= |c|
∑
n6=0
an
|n| e
2π ina¯/c
∫∫
R2
f(c2xy/n) |y|ν |x|−νe−2π i(x+y) dy dx .
Setting t = nc−2 and changing the symbols for the variables of integration we
get the statement of the theorem.
5 The GL(3) summation formula
The discussion in the beginning of the previous section applies also to the
setting of G = GL(3,R), Γ = GL(3,Z). Now G has one dimensional center,
so the central character ω in (4.1–4.5) is necessary – without it, the space of
Γ-invariant L2 functions would vanish.
As in the case of SL(2,R), every cuspidal automorphic distribution can be
regarded as a distribution vector for some principal series representation; this
assertion depends on the Casselman embedding theorem and the Casselman-
Wallach exactness theorem for spaces of distribution vectors. Not-necessarily-
unitary principal series representations of G with unitary central character cor-
respond to parameters (λ, δ),
(5.1)
λ = (λ1, λ2, λ3) ∈ C3 , δ = (δ1, δ2, δ3) ∈ (Z/2Z)3 ,∑
j Reλj = 0 .
The δj specify the inducing character on the component group of the diagonal
Cartan subgroup, and the λj are normalized so that the Weyl group action fixes
λ = 0 and ρ = (1, 0,−1) is the half-sum of the positive roots. The condition∑
j Reλj = 0 reflects the requirement that ZG must act unitarily. As model for
V∞λ,δ we take the space of smooth functions on
(5.2) N+ =

1 x z0 1 y
0 0 1

∣∣∣∣∣∣ x, y, z ∈ R
 ⊂ GL(3,R)
with an appropriate regularity condition at “infinity” and an action πλ,δ of
G involving a factor of automorphy. In analogy to (4.8), there is a natural
restriction map
(5.3) V −∞λ,δ −→ C−∞(N+) .
The subgroup N+ ⊂ G acts by translation, without factor of automorphy, via
this restriction map.
We now consider a particular cuspidal automorphic distribution τj ∈ V −∞λ,δ .
By restriction to N+, and in terms of the coordinates x, y, z in (5.2), we may
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think of τj as a distribution in these variables. Naively speaking, the restriction
to N+ does not determine τj , but the Γ-automorphy of τj ensures that no
information is lost. The invariance under N+ ∩ Γ allows us to regard τj(x, y, z)
as a distribution on the compact manifold (N+ ∩ Γ)\N+. As such, it has a
Fourier decomposition with respect to the right action of N+:
(5.4)
τj(x, y, z) =
=
∑
m,n6=0
|n|λ3(sgnn)δ3
|m|λ1(sgnm)δ1 am,n e
2π i(mx+ny) + . . . ;
here we have written out the abelian part of the decomposition explicitly, but
the remaining components – those on which the center of N+ acts according to
a non-trivial character – are summarily denoted by . . . . The cuspidality of τj
accounts for the absence of abelian terms indexed by (0, n) or (m, 0). The powers
of |m|, |n| and the signs play the same role as the factor |n|−ν in (4.9) – they
make the coefficients independent of the choice of Casselman embedding, up to
universal multiplicative factors. With this normalization of the coefficients,
(5.5) L(s, τj) =
∞∑
n=1
a1,n n
−s , L(s, τ˜j) =
∞∑
n=1
an,1 n
−s
are the standard L-functions of the automorphic representation corresponding
to τj and the dual automorphic representation; the latter corresponds to the
dual automorphic distribution τ˜j whose abelian Fourier coefficients agree with
those of τj except for a transposition of the indices.
The statement of our Voronoi formula for GL(3) is entirely analogous to that
for GL(2). It involves the Kloosterman sum
(5.6) S(m,n; c) =
∑
x∈(Z/cZ)∗
e2π i (mx+nx¯)/c (m,n, c ∈ Z , c 6= 0 ) ;
in the summation, x¯ denotes an integer which represents the multiplicative
inverse of x modulo c.
5.7 Theorem. Let f ∈ S(R) be a Schwartz function which vanishes to infi-
nite order at the origin, or more generally, a function on R − {0} such that
(sgnx)δ3 |x|−λ3f(x) ∈ S(R). Then for (a, c) = 1, c 6= 0, a¯a ≡ 1 (mod c) and
q > 0, ∑
n6=0
aq,n e
−2π in a/c f(n) =
=
∑
d|cq
∣∣∣ c
d
∣∣∣1−λ1−λ2−λ3 ∑
n6=0
an,d
|n| S(qa¯, n; qc/d)F
(
nd2
c3q
)
,
where
F (t) =
∫
R3
f
(x1x2x3
t
) 3∏
j=1
(
e−2π i xj |xj |−λj (sgnxj)δj
)
dx3 dx2 dx1.
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The integral defining F converges when performed as repeated integral in the
indicated order – i.e., with x3 first, then x2, then x1 – and provided Reλ1 >
Reλ2 > Reλ3 ; it has meaning for arbitrary values of λ1, λ2, λ3 by analytic
continuation. As in the case of GL(2), the function F and all its derivatives
decay rapidly as |x| → ∞, but F has a mild singularity at the origin. One can
also characterize F in terms of its Mellin transform [19].
While the statement of the theorem only involves the abelian Fourier coeffi-
cients, the proof uses the non-abelian coefficients in an essential way. The invari-
ance of τj under the two simple Weyl reflections – which have representatives in
Γ – translates into relations between the abelian and non-abelian coefficients.
Additive twists show up transparently in these relations. A careful analysis then
leads to the summation formula. Variants of these arguments can be used to
prove the functional equations for the standard L-functions, with multiplicative
twists, and also to prove the “converse theorem” of Jacquet, Piatetski-Shapiro
and Shalika [14]: an automorphic representation can be reconstructed from the
two standard L-functions, provided they have Euler products of the appropri-
ate type, their multiplicative twists satisfy functional equations, and they grow
slowly in the imaginary directions [19].
Cuspidal GL(3,Z)-automorphic representations exist abundantly, as a con-
sequence of variants of the Selberg trace formula [18]. Explicit construction
of such representations is a very different matter – for that, one relies mainly
on the Gelbart-Jacquet symmetric square lift of cuspidal SL2(Z)-automorphic
representations [4]. Not surprisingly, then, our GL(3) formula has been applied
first to a problem about modular forms on GL(2). Indeed, when Peter Sarnak
saw our analysis of automorphic distributions on GL(3,R), he suggested we
should be able to establish a Voronoi summation formula for GL(3), a formula
he considered potentially useful for the solution of a certain problem about
Maass forms. Let us describe this problem.
Let X be a compact Riemann surface, {φj}∞j=0 an orthonormal basis of
Laplace eigenfunctions, and µj the eigenvalue corresponding to the j-th eigen-
function. Sogge [26] bounds the Lp-norms of the φj in terms of the µj . His
bound comes from differential-geometric estimates and is sharp when applied
to a general compact Riemann surface. A stronger bound is expected to hold
for the discrete spectrum of a complete hyperbolic surface of finite volume,
even when the surface fails to be compact. In the special case of the surface
X = SL2(Z)\H, H = {Re z > 0}, Berry’s random wave model and experi-
mental data of Hejhal-Rackner [9] suggest that the distribution of the values of
eigenfunctions tend towards a Gaussian distribution. In particular this would
imply the estimate
(5.8) ‖φj‖p = O(µǫj) ( 2 < p <∞ , ǫ > 0 ) ,
for any orthonormal basis of Hecke-Laplace eigenfunctions of the discrete spec-
trum of the modular surface SL2(Z)\H. The survey [23] explains these conjec-
tures as eigenfunction analogues of the Lindelo¨f conjecture; in fact, a variant of
(5.8) would imply the classical Lindelo¨f conjecture.
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Sarnak and Watson [24] have recently announced (5.8) for the case p = 4 – at
present under the assumption of the Ramanujan conjectures for Maass forms on
GL(2). In contrast, the bound of [26] for p = 4, were it to apply in this noncom-
pact situation, only predicts the bound O(µ
1/16
j ). Sarnak-Watson’s argument
uses our Voronoi summation formula for GL(3), among other ingredients.
To show how our formula can be applied to modular forms and Maass forms,
we shall describe the abelian Fourier coefficients of the symmetric square lifting
terms of the coefficients of the original modular or Maass form. Thus we consider
a cuspidal SL(2,Z)-automorphic distribution τ , with representation parameter
ν, which we express as in (4.9). Recall that an = 0 for n < 0 and ν = 1/2− k if
τ corresponds to a holomorphic cusp form of weight 2k. In the Maass case, we
impose the parity condition (4.10), which is equivalent to
(5.9) a−n = (−1)η an ( η ∈ Z/2Z ) .
Still in the Maass case, the parameter ν is purely imaginary, but only determined
up to a sign factor. In both cases, the an with n > 0 completely determine τ .
The symmetric square lift is defined for Hecke eigenforms. The Hecke property
implies in particular that a1 6= 0, making it possible to rescale τ so that a1 = 1.
In that case, the Hecke property is equivalent to the Euler product factorization
(5.10)
L(s, τ) =
∞∑
n=1
ann
−s =
∏
p
(1− αpp−s)−1(1− α−1p p−s)−1
with αp + α
−1
p = ap .
The Gelbart-Jacquet symmetric square lift of τ is a cuspidal GL(3,Z)-automor-
phic distribution Sym2 τ , whose abelian Fourier coefficients we denote by am,n.
Recall the definition of the Mo¨bius function µ : N → {±1},
(5.11) µ(pe11 p
e2
2 · · · perr ) =

(−1)r if all ej = 1 and
pi 6= pj for i 6= j ,
0 if at least one ej > 1 .
5.12 Proposition. The lifted automorphic distribution Sym2 τ has represen-
tation parameters
λ = (2ν,−2ν, 0) , δ =
{
(0, 0, 0) in the Maass case
(1, 0, 1) in the holomorphic case
and abelian Fourier coefficients
am,n =
∑
d|(m,n)
µ(d)
∑
{ ar as | r = m
2
k4d2
, s =
n2
ℓ4d2
, k, ℓ ∈ N } .
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With these choices of λ, δ and am,n, theorem 5.7 provides information about
the an. In the Maass case, the representation πλ,δ ofGL(3,R) which corresponds
to the parameters (λ, δ) is an irreducible principle series representation, and in
the holomorphic case, πλ,δ is unitarily and irreducibly induced from a discrete
series representation of GL(2,R).
Proof. The completed L-function of the automorphic representation determined
by τ is the product
(5.13) Λ(s, τ) = L∞(s, τ) Lfinite(s, τ) ,
with Lfinite(s, τ) = L(s, τ), as in (5.10), corresponding to the finite places and
(5.14)
L∞(s, τ) =
=
{
ΓR(s+ ν + η) ΓR(s− ν + η) in the Maass case
ΓC(s+ k − 12 ) in the holomorphic case
corresponding to the archimedean place. Here we are following the notational
convention
(5.15) ΓR(s) = π
−s/2 Γ(s/2) , ΓC(s) = 2 (2π)−s Γ(s) ,
which is commonly used in the context of L-functions. The completed L-func-
tion (5.13) satisfies the functional equation
(5.16) Λ(s, τ) = ω Λ(1− s, τ) , with ω ∈ C , |ω| = 1 .
Gelbart-Jacquet [4] characterize the symmetric square lifting Sym2 τ by its
completed L-function
(5.17) Λ(s, Sym2 τ) = L∞(s, Sym2 τ) Lfinite(s, Sym2 τ) ,
which satisfies the same type of functional equation as Λ(s, τ). The archimedean
part is
(5.18)
L∞(s, Sym2 τ) =
=
{
ΓR(s+ 2ν)ΓR(s)ΓR(s− 2ν) in the Maass case
ΓC(s+ 2k − 1)ΓR(s+ 1) in the holomorphic case
and the finite part
(5.19)
Lfinite(s, Sym
2 τ) =
∑∞
n=1
An n
−s =
=
∏
p
(1− α2p p−s)−1 (1− p−s)−1 (1 − α−2p p−s)−1.
Expanding the Euler product one finds
(5.20) Lfinite(s, Sym
2 τ) = ζ(2s)
∑∞
n=1
an2 n
−s ,
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which in turn implies
(5.21) An =
∑
d2|n a(n/d
2)2 .
In [19, Theorem 6.15] we relate the coefficients an,m and parameters λ, δ of a
cuspidal GL(3,Z)-automorphic representation of GL(3,R) to its standard L-
function. In the current setting this gives
(5.22) a1,n = an,1 = A|n| (n 6= 0 ) .
The abelian Fourier coefficients am,n of any Hecke eigendistribution forGL(3,Z)
satisfy the product relation
(5.23) am,n =
∑
d|(m,n)
µ(d) a 1 , n/d am/d , 1 .
In the situation at hand this leads to the formula for the am,n asserted by the
proposition. The values of the parameters λ, δ in the statement of the proposi-
tion match (5.18) to the calculation of the Γ-factors in [19, Theorem 6.15].
6 Error term in the circle problem
In this section we try to give a glimpse of how the Voronoi summation formula
is used in practice. Voronoi proved the bound
(6.1) ∆(X) = O(X1/3)
for the error term (1.5). We shall show how to obtain the slightly weaker bound
(6.2) ∆(X) = O(X1/3+ǫ)
from fairly simple estimates. Voronoi’s formula (1.7) for the sequence r2(n) can
be established from the Poisson summation formula in two variables, applied to
radially symmetric test functions f . In the interest of brevity we shall deduce
(1.7) directly from Poisson summation in two variables, instead of taking a
detour via (1.7) – which would not fundamentally change the argument.
Let χD denote the characteristic function of D, the unit disc in R
2. In the
following, X > 1 will be a large parameter and δ = δ(X) = X−1/6. We choose
a radially symmetric, smooth function Φ ≥ 0, supported on the unit disc D, of
total integral 1. The convolution product
(6.3) FX(v) = δ
−2 χD(X−1/2v) ∗ Φ(δ−1v)
is also radially symmetric and smooth, 0 ≤ FX ≤ 1, FX(v) = 1 for ‖v‖ ≤
√
X−δ
and FX(v) = 0 for ‖v‖ ≥
√
X + δ. Its Fourier transform
(6.4) F̂X(v) = X χ̂D(X
1/2v) Φ̂(δv)
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decays rapidly and is again radially symmetric. Because of the radial symmetry,
there exist functions fX , ψ : R≥0 → R such that
(6.5) FX(v) = fX(‖v‖) , Φ̂(v) = ψ(‖v‖) .
The Fourier transform of χ̂D is expressible in terms of a Bessel function:
(6.6) χ̂D(v) = ‖v‖−1 J1(2π‖v‖)
[6, p. 962]. Since χD and Φ have total integral π and 1, respectively,
(6.7) χ̂D(0) = π , ψ(0) = 1 ;
the former also follows from the known properties of J1, of course. Poisson
summation in R2 identifies the sum
∑
v∈Z2 FX(v) with the corresponding sum
for the Fourier transform. In view of (6.4–6.7), we conclude
(6.8)
∑
n≥0
r2(n) fX(
√
n) = πX +
+
√
X
∑
n≥1
n−1/2 r2(n)ψ(δ
√
n)J1(2π
√
nX) .
Recall that the difference between fX and the characteristic function of the
interval [0,
√
X] is supported on the interval [
√
X− δ,
√
X+ δ] and has absolute
value ≤ 1. Thus
(6.9) ∆(X) ≤ B1(X) + B2(X) + B3(X) ,
where
(6.10)
B1(X) =
∑
{ r2(n) |
√
X − δ ≤ √n ≤
√
X + δ } ,
B2(X) =
√
X
∑
1≤n≤δ−2
r2(n)√
n
∣∣∣ψ(δ√n)J1(2π√nX) ∣∣∣ ,
B3(X) =
√
X
∑
δ−2<n<∞
r2(n)√
n
∣∣∣ψ(δ√n)J1(2π√nX) ∣∣∣ .
To establish (6.2), it suffices to bound each of these three terms by a multiple
of X1/3+ǫ, for every ǫ > 0.
In the case of B1(X), this follows – with room to spare – from the definition
δ = X−1/6 and the bound r2(n) = O(nǫ); cf. (3.7). For B2(X), we also use the
stationary phase estimate
(6.11) |J1(x)| = O(x−1/2)
[6, p. 972] and the boundedness of ψ:
(6.12) B2(X) = O
(
X1/4
∑
1≤n≤δ−2 n
−3/4+ǫ
)
= O(X1/3+ǫ).
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We argue similarly in the case of B3(X), but now use the rapid decay of ψ. In
particular ψ(δ
√
n) = O(n1/2X−1/6)−1/2−3ǫ, hence
(6.13) B3(X) = O
(
X1/3+ǫ/2
∑
n>δ−2
n−1−ǫ/2
)
= O(X1/3+ǫ).
That completes the argument.
With more effort, one can remove the ǫ from these bounds and get Voronoi’s
result (6.1). A more serious limitation of the argument above is the use of
(6.11) to estimate the size of J1. Various authors have done better by taking
advantage of the oscillation of J1 [7, 8, 13, 16, 17]; the current record bound for
∆(X) is O(X23/73+ǫ) [10]. In the other direction, Hardy [7] used the oscillation
to show that ∆(X) is as big as a constant times X1/4 infinitely often. That
makes O(X1/4+ǫ) the best possible estimate for the error term, conjectured by
Hardy and Landau [8] in 1924. This is analogous to the Riemann hypothesis
and the prime number theorem, where the optimal bound on the error term
π(X)− Li(X) is thought to be O(|X |1/2 logX), roughly the square root of the
trivial bound O(X/ logX). However, the issues are different: the circle problem
is one in analysis, in that it asks for a sharp bound for a sum when a harsh
cutoff function is introduced; formula (6.8) already gives precise estimates for
smoothed sums. In the case of the Riemann hypothesis, the optimal bounds are
not known even for smoothed sums.
Stephen D. Miller Wilfried Schmid
Department of Mathematics Department of Mathematics
Hill Center-Busch Campus Harvard University
Rutgers University Cambridge, MA 02138
110 Frelinghuysen Rd schmid@math.harvard.edu
Piscataway, NJ 08854-8019
miller@math.rutgers.edu
References
[1] W. Casselman, Canonical extensions of Harish-Chandra modules to representations of
G, Canad. J. Math. 41 (1989), 385–438.
[2] B. Conrey and H. Iwaniec, Spacing of zeros of Hecke L-functions and the class number
problem, Acta Arith. 103 (2002), 259–312.
[3] Harold Davenport, Multiplicative number theory , 3rd ed., Graduate Texts in Mathemat-
ics, vol. 74, Springer-Verlag, New York, 2000, Revised and with a preface by Hugh L.
Montgomery.
[4] Stephen Gelbart and Herve´ Jacquet, A relation between automorphic representations of
GL(2) and GL(3), Ann. Sci. E´cole Norm. Sup. (4) 11 (1978), 471–542.
[5] Stephen S. Gelbart and Stephen D. Miller,Riemann’s zeta function and beyond , preprint.
[6] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products, 5th ed.,
Academic Press Inc., Boston, MA, 1994, Translation edited and with a preface by Alan
Jeffrey.
1. Summation Formulas, from Poisson and Voronoi to the Present 21
[7] G.H. Hardy, On the expression of a number as the sum of two squares, Quarterly J.
Math. (Oxford) 46 (1915), 263-283.
[8] G. H. Hardy and E Landau, The lattice points of a circle, Proc. Royal Soc. A 105 (1924),
244-258.
[9] Dennis A. Hejhal and Barry N. Rackner, On the topography of Maass waveforms for
PSL(2, Z), Experiment. Math. 1 (1992), 275–305. MR 95f:11037
[10] M. N. Huxley, Exponential sums and lattice points. II , Proc. London Math. Soc. (3) 66
(1993), 279–301, Corrigenda ibid 68, (1994), no. 2, p. 264.
[11] , Area, lattice points, and exponential sums, London Mathematical Society Mono-
graphs. New Series, vol. 13, The Clarendon Press Oxford University Press, New York,
1996, Oxford Science Publications.
[12] Martin N. Huxley, The influence of G. Voronoi on analytic number theory , in [30].
[13] Aleksandar Ivic´, The Riemann zeta-function, A Wiley-Interscience Publication, John
Wiley & Sons Inc., New York, 1985, The theory of the Riemann zeta-function with
applications.
[14] Herve´ Jacquet, Ilja Iosifovitch Piatetski-Shapiro, and Joseph Shalika, Automorphic forms
on GL(3), Ann. of Math. (2) 109 (1979), 169–258.
[15] E. Kowalski, P. Michel, and J. VanderKam, Rankin-Selberg L-functions in the level as-
pect , Duke Math. J. 114 (2002), 123–191.
[16] Edmund Landau, U¨ber einen satz des Herrn Sierpin´ski, Giornale di Mathematiche di
Battaglini 51 (1913), 73–81.
[17] Edmund Landau, U¨ber die Zerlegung der Zahlen in zwei Quadrate, Annali di Mathe-
matica 20 (1913), 1–28.
[18] Stephen D. Miller, On the existence and temperedness of cusp forms for SL3(Z), J. Reine
Angew. Math. 533 (2001), 127–169.
[19] Stephen D. Miller and Wilfried Schmid, Automorphic Distributions, L-functions, and
Voronoi Summation for GL(3), preprint.
[20] , Distributions and Analytic Continuation of Dirichlet Series, preprint.
[21] M. Ram Murty, Problems in analytic number theory , Graduate Texts in Mathematics,
vol. 206, Springer-Verlag, New York, 2001, Readings in Mathematics.
[22] Bernard Riemann, U¨ber die Anzahl der Primzahlen unter einer gegebenen Gro¨sse, Mon.
Not. Berlin Akad. (Nov. 1859), 671–680.
[23] Peter Sarnak, Arithmetic quantum chaos, The Schur Lectures (1992) (Tel Aviv), Israel
Math. Conf. Proc., vol. 8, Bar-Ilan Univ., Ramat Gan, 1995, pp. 183–236.
[24] Peter Sarnak and Thomas C. Watson, in preparation.
[25] W. Sierpin´ski, O pewnym zagadnieniu z rachunku funkcyj asymptotycznych [On a prob-
lem in the theory of asymptotic functions] , Prace Mat. Fiz. 17 (1906), 77–118, See also
Sur un proble`me du calcul des fonctions asymptotiques, pp. 79-109, in Oeuvres Choisies,
Tome I., S. Hartman and A. Schinzel, ed., PWN—E`ditions Scientifiques de Pologne,
Warszawa, 1974. (Polish)
[26] Christopher D. Sogge, Concerning the Lp norm of spectral clusters for second-order
elliptic operators on compact manifolds, J. Funct. Anal. 77 (1988).
[27] G. Voronoi, Sur un proble`me du calcul des fonctions asymptotiques, J. reine angew. Math
126 (1903), 241–282.
[28] G. Voronoi, Sur une fonction transcendante et ses applications a` la sommation de
quelques se´ries, Annales scientifiques de l’E´cole Normale supe`rieure 21 (1904), 203–267
and 459 –533.
22 Stephen D. Miller, Wilfried Schmid
[29] , Sur le de´veloppment a` l’aide des fonctions cylindriques, des sommes doubles∑
f(pm2 + 2qmn + 2n2), ou` pm2 + 2qmn + 2n2 est une forme positive a` coefficients
entiers, Verh. III Intern. Math. Kongr. in Heidelberg, Leipzig, 1905, pp. 241–245.
[30] P. Engel and H. Syta (eds.), Voronoi’s Impact on Modern Science, Proceedings of the
Institute of Mathematics of the National Academy of Sciences of Ukraine, Kyiv, Ukraine,
1998.
[31] Andre´ Weil, On Eisenstein’s copy of the Disquisitiones, Algebraic Number Theory, Adv.
Stud. Pure Math., vol. 17, Academic Press, Boston, MA, 1989, pp. 463–469.
[32] , Prehistory of the zeta-function, Number Theory, Trace Formulas and Discrete
Groups (Oslo, 1987), Academic Press, Boston, MA, 1989, pp. 1–9.
