The complexity of managing a category assortment has grown tremendously in recent years due to the increased product turn-over and proliferation rates in most categories. It is an increasingly di±cult task for managers to¯nd an e®ective assortment due to uncertain consumer preferences and the exponential number of possible assortments. This paper presents an empirically-based modeling framework for managers to assess the revenue and lost sales implication of alternative category assortments. Coupled with a local-improvement heuristic, the modeling framework generates alternative category assortment with higher revenue.
Introduction
Due to intense competition and rapidly changing consumer tastes, many retailers experience an ever-increasing turn-over rate in most product categories. As Table 1 reveals, as many as one third of the products on the shelf were replaced in a two-year period.
For instance, in the ice-cream category depicted in Table 1 , 129 ice-cream products were introduced and 118 were removed during the two-year period. In some cases, we actually witness a substantial net increase in product variety (e.g., spaghetti sauce and yogurt).
With the high turn-over and huge proliferation, the complexity of managing category assortment increases vastly.
Table 1 about here
The increased complexity in category management has direct pro¯t implications. The most direct impact on cost is the additional inventory cost due to 1) inventory obsolescence (because of high turn-over rate) and 2) either more frequent stock-out or more bu®er stock being carried (because of limited shelf space or higher demand uncertainty).
The E±cient Consumer Response (ECR) initiative is an e®ort to reduce the additional inventory cost through information sharing. Under the ECR initiative, retailers share point-of-sales information with manufacturers in return for lower wholesale prices. The point-of-sales information allows the manufacturers to better gauge the end-user demand and to streamline their production and distribution processes. This helps to reduce the chance of inventory obsolescence and to lower bu®er stock requirement. The reader is referred to Fisher (1997, 2000) for empirical studies on how ECR can lead to inventory cost reduction, and Lee, So, and Tang (2000) for an analytical study that quanti¯es the value of such information sharing.
The risk of having an \ine®ective" category assortment also increases with the complexity of the category management task. An ine®ective assortment is one that does not cater to the needs of its customers, and thus may a®ect the revenue of a retailer. A category assortment which is perceived to o®er low variety may a®ect the store tra±c negatively, resulting in reduced store revenue (c.f., Hoch, Bradlow and Wansink (1999) ).
In this paper, we are concerned with the direct e®ects a category assortment has on its category revenue. There are two ways an ine®ective assortment may adversely a®ect the category revenue: 1) the ine®ective assortment can shift demand from high-margin brands to low-margin brands and 2) the ine®ective assortment may reduce the total category sales. Any modeling framework that assesses the impact of assortment on revenue would have to capture its impact on brand share distribution as well as on category sales changes. The modeling framework that we propose in this paper does so through two components: a brand share model with three brand-level assortment (brand width) measures embedded and a purchase incidence model with a category-level assortment measure incorporated. Our brand share model extends the classic brand share model of Guadagni and Little (1983) by incorporating three brand width measures that capture the similarities and di®erences among products of di®erent brands within the category.
Our purchase incidence model is based on the standard purchase incidence model (e.g., Chiang (1991) and Chintagunta (1993)) with a category-level assortment measure built in.
One may argue for carrying a complete category assortment, and in fact some retailers do so, to eliminate the risk of not ful¯lling the needs of the customers (c.f., Ho and Tang (1999) ). However, this approach faces two major challenges: 1) more products may actually confuse consumers (c.f., Kahn (1999) ), and 2) more products need more shelf space.
1 Therefore, a more realistic solution seems to be replacing some products with others. In this paper, we use the modeling framework together with a local improvement heuristic to generate alternative category assortments that are pro¯t-improving while keeping the assortment size constant.
This paper contributes to the existing literature in category management in three ways:
1. We introduce three brand width measures to characterize the brand-level assortment and explain how they capture consumer preferences for di®erent assortments.
1 As reported in Quelch and Kenny (1994) , the number of products increased by 16 % per year between 1985 and 1992 while shelf space expanded by only 1.5 % per year during the same period.
We show these measures have predictive power for purchase incidence and brand share.
2. We develop and estimate a hierarchical modeling framework of purchase incidence and brand choice using an extensive panel-level data set spanning eight food categories. We show that our model¯ts and predicts better than the benchmark modeling framework that combines the standard purchase incidence model with
Guadagni and Little's brand share model.
3. We couple the modeling framework with a local-improvement heuristic to form a tool for recon¯guring category assortment. We use this tool to recon¯gure the category assortments in the¯ve stores for all eight categories in our data set. We show that category pro¯t can increase as much as 25.1 % as a result of assortment reconguration. This demonstration shows the promise of the modeling framework for category con¯guration in other frequently bought product categories. In addition, we use our modeling framework to quantify the amount of lost sales for not o®ering a complete list of products available in the market. We¯nd that the amount of lost sales lost ranges from 0.9 % to 10.2 %.
This paper is organized as follows: in section 2, the basic building block of our modeling framework, the three brand width measures, is discussed¯rst before we present the framework. Speci¯cally, we represent each brand as a tree and derive three brand width measures that capture the underlying characteristics of category assortment. Section 3 presents the modeling framework and shows how these brand width measures are incorporated into the purchase incidence model and the brand share model. In section 4, we use sixty thousand shopping trips and purchase records to calibrate and validate our purchase incidence model and the brand share model. Section 5 illustrates how we couple the modeling framework with a local-improvement heuristic to recon¯gure category assortment for category pro¯t improvement. In addition, we present an approach for estimating lost sales due to changes in category assortments. Section 6 summarizes the contributions and suggests future research directions.
Brand Width Measures
Before presenting a hierarchical modeling framework of purchase incidence and brand choice decisions in section 3, we shall develop three brand width measures to be embedded in the modeling framework. This section is organized as follows. In section 2.1, we represent a product category as a \product tree". Each brand is a sub-tree of this product tree and each product occupies an end-node of this tree.
2 In section 2.2, we use the historical purchase records of a consumer to estimate the importance weight of a particular node for the consumer. We use the importance weights to generate the three brand width measures in section 2.3.
Product Tree
Consider a product category that has several salient attributes. For example, in the ice cream category,°avor and packaging size are two salient attributes that customers use to identify products. For estimation purposes, we assume that there are only two salient attributes: package size and°avor. The same approach, however, can be used when there are more than two salient attributes.
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Consider a product category that has J brands, where brand j is comprised of N j products or stock-keeping-units(SKUs), for j = 1; :::; J (see Appendix for a list of notations used). Since most consumer products have a discrete number of levels for each attribute, we can represent the product structure of each brand j as a tree. Since there are two salient attributes for the product category, the tree has two layers and each layer represents an attribute. At each layer, di®erent branches correspond to di®erent levels of an attribute that the brand possesses. Since each SKU can be speci¯ed by a combination of di®erent levels of two attributes, we represent each SKU as an end node of the tree, where the path between the root node and the end node speci¯es the combination of two 2 The use of a tree structure to represent products is prevalent in marketing literature (e.g., Tversky
and Sattath(1979), Moore, Pessemier and Lehmann(1986), Kannan and Wright(1991) ). 3 The use of multiple attributes to represent a product is common in the literature. For example, see Kannan and Wright(1991) , Fader and Hardie(1996) , and Ho and Chong (2000) .
attribute levels that the SKU possesses. Di®erent SKUs of the same brand may share the same path if they have the same attribute combinations. , vanilla] without ground vanilla beans. This sub-tree structure forms a part of a larger product tree that represents the entire product category. The larger product tree is the union set of all products o®ered by all brands, regardless of whether a product is carried in the store. Figure 2 shows the category product tree for the ice-cream category, which has six nodes consisting of two package sizes and three°a vors. Note that the store carries nine SKUs and that some nodes (e.g., [8 oz., vanilla]) are o®ered by both brands while others (e.g., [8 oz., strawberry] ) are o®ered by only one brand. 
Importance Weights
A consumer may¯nd each node to have a di®erent degree of \importance." We measure the importance of a node to a consumer using his historical purchase frequency of the node. The importance weight of the node is then de¯ned relative to the importance of other nodes. Speci¯cally, the importance weight of a node k to consumer i during trip t, denoted by r i (k; t) is given by:
where
is the number of times consumer i purchases product node k in all stores prior to trip t.
Essentially, r i (k; t) corresponds to the relative frequency that consumer i purchased product node k prior to trip t. To illustrate, let us consider Figure 3 . 
Measure Speci¯cation
Before we introduce our brand width measures, let us utilize the product tree for the ice cream category (Figure 2 ) to classify the product nodes of Haagen Dazs into three types: distinct nodes, extensible nodes, and non-extensible nodes. In Figure 2 , distinct nodes of Haagen Dazs are marked with "+" sign, extensible nodes are marked with "-" sign, and non-extensible nodes are left blank. Our three brand width measures are de¯ned according to these three types of nodes as follows.
The set of distinct nodes consists of distinct combinations of attribute levels occupied by current Haagen Dazs products. For example, as shown in Figure 2 , SKUs 3 and 4 share the same combination of attribute levels; hence they would only count as a single distinct combination or node. Therefore, Haagen Dazs has three distinct nodes. Let S G j (t) be the set of distinct nodes that brand j carries in the store that consumer i visited during trip t. 4 It is easy to check from Figure 2 that S G HaagenDazs (t) = f[8 oz., butter pecan], [8 4 Note that only one store is associated with a trip t. Therefore, the store identity can be derived from the trip index t. Any reference to a trip t necessarily implies a reference to the store visited. Also, By using the classi¯cation of the product nodes de¯ned above, we now de¯ne a brand width measure for each type of product node. Consider any node k in S G j (t) (i.e., distinct by brand j during trip t). Since multiple brands may occupy the same node, let m i (k; t) denote the total number of brands that o®er node k, as observed by consumer i during trip t. We use m i (k; t) to adjust the relative importance weight for a brand. Presumably, the potency of an importance weight is reduced when more brands o®er the same attribute combination.
We sum the total adjusted importance of all distinct nodes of brand j for consumer i at trip t to generate the¯rst brand width measure, denoted by G ij (t).
5 Speci¯cally, we
we should have used the subscript i to indicate that the trip is made by customer i. We suppress i for simplicity. 5 Since our panelists shop at multiple stores, they will see di®erent product assortments depending have:
The brand width measure G ij (t) quanti¯es the attraction of brand j to consumer i during trip t. Thus, a brand that has a higher brand width measure G ij (t) should have a higher brand share.
We now turn our attention to developing the brand width measures generated from the extensible nodes S R j (t) and the non-extensible nodes S E j (t). Since S R j (t) and S E j (t) are the nodes that are not carried by the brand, the two associated brand width measures quantify the disappointment level of brand j to consumer i at trip t. They capture the opportunity loss in brand share for not carrying those product nodes.
By using the same approach for de¯ning G ij (t), we de¯ne the brand width measures associated with the extensible node (the non-extensible nodes), denoted by R ij (t) (E ij (t)), as equal to the total importance weights of all extensible nodes (non-extensible nodes) of brand j for consumer i at trip t. In this case, we have the brand width measures for the extensible nodes:
and the non-extensible nodes: on which store they visit on trip t. Thus, the summation signs in equations (2.2)-(2.4) below are over nodes that are o®ered by the store visited by consumer i during trip t.
Modeling Framework
In this section, we present a hierarchical modeling framework of purchase and brand choice decisions. With the three brand width measures embedded, this modeling framework captures the impact of category assortment on individual consumers' purchase and brand choice decisions. These individual-level responses are aggregated to form the category-level sales volume and brand share distribution useful for a retailer to evaluate the pro¯t implication of a category assortment.
We assume that consumer i adopts a two-step hierarchical decision process during a shopping trip. Speci¯cally, she must¯rst decide whether or not to buy a product from a particular category. If the decision is positive, then she must choose a speci¯c brand from the category. The purchase decision can depend on 1) her inventory at home, and 2) the attractiveness of the category in terms of preferred choice, price, etc. Thus, the probability that consumer i purchases brand j during trip t can be de¯ned as follows:
where P c i (t) is the probability that consumer i makes a purchase in the category during trip t and P r ij (t) is the conditional probability that brand j is chosen given a purchase is made. P c i (t) is the category purchase incidence probability and P r ij (t) is the brand choice probability. We model the assortment impact on these two probabilities by building the three brand width measures into the brand share and purchase incidence models.
Brand Share Models
Consider a consumer i who visits a store to buy ice cream during trip t. There are J brands of ice cream available for her to choose. Each brand j is perceived to o®er a utility U ij (t) during trip t, where:
The term V ij (t) corresponds to consumer i's deterministic utility obtained from buying brand j during trip t, and ² ij (t) represents the stochastic term of her utility. We assume that the error terms ² ij (t); 8i; j; t are independent and identically distributed with a double exponential (Gumbel) distribution (i.e., F (² ij (t)) = exp(e ¡² ij (t) ); 8i; j; t). If we assume that consumer i would select the brand that maximizes her utility, then she will choose brand j during trip t with probability P r ij (t) (McFadden (1974), Ben-Akiva and
Lerman (1985)) where:
Note that J i (t) corresponds to the set of brands available in the store during trip t. 
Model 1: The Guadagni and Little Model (GL)
In the Guadagni and Little's model, the deterministic utility V ij (t) is speci¯ed as:
where ® j is an intercept term speci¯c to brand j. ® j is assumed to be stationary over time and constant across all consumers. In addition, L ij (t) represents consumer i's purchase experience of brand j up to but not including trip t, and¯L is the corresponding parameter. According to Guadagni and Little (1983) , this purchase experience corresponds to brand loyalty, which can be expressed as the exponentially weighted average of past purchases made to brand j by consumer i as follows:
Note that this is a brand choice probability conditioned on the event that a category purchase is made. 7 Note that P r ij (t) is the choice probability of an aggregate entity (brand) which consists of individual units (SKUs). Hence the utility of the aggregate entity can be seen as derived from the individual units.
In particular,
where u ih (t) = v ih (t) + ² ih (t) is consumer i's utility for SKU h at trip t; v ih (t) is the deterministic component of the utility and ² ih (t) is the stochastic component. Ben-Akiva and Lerman (1985) showed that an adjustment term needs to be incorporated into the utility U ij (t) to account for the aggregation e®ect. For the detailed derivation of the exact adjustment term, the reader is referred to chapter 9 of
Ben-Akiva and Lerman (1985) . Our brand width measure G ij (t) aggregates the impact of individual SKUs for brand j; hence, our model speci¯cation accounts for the aggregation e®ect. 8 Hence, the brand loyalty (purchase experience) variable is bounded between 0 and 1
(1 ¡ Á) if brand j is bought on trip t ¡ 1;
The term L ij (t ¡ 1) is the loyalty of consumer i towards brand j on trip t ¡ 1, and Á is a smoothing constant bounded between zero and one. The above speci¯cation of purchase experience implies that, if a brand was frequently bought in the past it would have a higher value of L ij (t). Next, P j (t); D j (t); AD j (t) represent the price, display, and advertising features of brand j during trip t, respectively; and¯P ;¯D;¯A D are the corresponding parameters. The term¯P P j (t) +¯DD j (t) +¯A D AD j (t) controls for the marketing environment that varies over time.
Model 2: The Brand Con¯guration Model (BC)
Our brand con¯guration model extends the (GL) model by adding the three brand width measures to the deterministic utility V ij (t) as follows:
where¯G;¯R;¯E are the corresponding parameters. Since the term G ij (t) measures the attractiveness of a brand generated by the distinct nodes, we expect that¯G > 0.
Similarly, the terms R ij (t); E ij (t) measure the disappointment level of a brand generated by the nodes that the brand does not carry (i.e., the extensible nodes and the nonextensible nodes). Also, since the brand carries partial substitutes for each extensible node, we would anticipate the opportunity loss in brand share due to these nodes is somewhat less than that of the non-extensible nodes. For this reason, we expect¯E < R < 0.
The Purchase Incidence Model
We follow the traditional marketing approach in specifying the purchase incidence probability (e.g. Chiang, 1991 and Chintagunta, 1993) . In particular, we set:
where A i (t) captures the category attraction to consumer i on trip t and ½ is a scale parameter estimate that converts the attraction into incidence probability. To model the behavior that the purchase incidence probability increases when the category attraction increases, we expect the parameter ½ to be non-negative. The above functional form ensures that the probability P c i (t) lies between 0 and 1.
The category attraction A i (t) is a function of two components that are likely to in°uence a consumer's purchase incidence: 1) the consumer's preference for the category vis-a-vis the category tree and 2) the consumer's inventory level of the product category.
In our model, we assume that the consumer's preference for the category can be modeled as the sum of her preferences for the individual brands. Speci¯cally, we assume that consumer i's preference for the category at time t is equal to
, which is essentially the denominator of brand choice model (3.1). In addition, we assume that the consumer's category preference exhibits decreasing return to scale. Therefore, we use ln( P j2J (t) exp(V ij (t))) as the¯rst argument for the category attraction A i (t). Observe that V ij (t) captures the assortment changes through three brand width measures G ij (t), R ij (t), and E ij (t). Hence, any assortment change that reduces V ij (t) via these three brand width measures will reduce the purchase incidence probability. (To our knowledge, previous brand share models such as (GL) have not captured this impact of assortment change.) Hence, ln(
) is a summary measure for the category con¯guration. The consumer's inventory level can be estimated as follows. Denote consumer i's household inventory level after the last shopping trip at time r as Q i (r). If consumer i bought any product during that trip, Q i (r) will re°ect those purchases. We assume that consumer i has a linear consumption rate of µ i . Therefore, at any time t before the next shopping trip, consumer i's inventory level can be estimated as Q i (r) ¡ µ i (t ¡ r). The category attraction A i (t) can be speci¯ed as follows:
where°measures the sensitivity of category attraction to the household inventory level and´measures the sensitivity to category con¯guration measure. We take the exponentiation on the sum of the two components to ensure that the category attraction A i (t) is non-negative.
Combining (3.5 ) and (3.6 ), the purchase incidence probability can be expressed as follows:
When consumer i's inventory level is high (i.e., when [Q i (r) ¡ µ i (t ¡ r)] is high), the purchase incidence probability should be low. Hence, we expect°to be non-positive.
When the category attraction is low (i.e., when P j2J exp(V ij (t)) is low), the purchase incidence probability should also be low. As such, we expect´to be positive.
By specifying the brand share probability P r ij (t) in (3.2 ) and the purchase incidence probability P c i (t) in (3.7 ), we have completed the speci¯cation of our model framework as stated in (3.1 ). In the next section, we provide empirical evidence to show that our model framework (PI+BC), which couples the standard purchase incidence (PI) model with our (BC) brand share model, has better explanatory and predictive power than a benchmark (PI+GL) model framework that uses the (GL) brand share model.
Estimation and Results
In this section, we¯rst describe the data set and discuss brie°y the estimation methodology. Then we present the empirical results.
Data Description
The scanner panel data set is drawn from a single IRI market in a metropolitan area in United States. 9 It contains shopping information from 548 households over a two-year period (June 1991 -June 1993). In addition, the data set contains purchasing information in eight food categories at¯ve stores located within a two-mile radius. 10 These eight food categories are: co®ee, frozen pizza, hot-dogs, ice cream, potato chips, regular cereal, spaghetti sauce and yogurt. 11 The data set also contains information regarding product availability at each store on a weekly basis, as well as marketing information such as price of SKUs at each stores, advertising features, and in-store display on a weekly basis.
The input variables for our brand share model are de¯ned as follows. First, the price of each SKU is computed according to the price per basic unit (e.g., price per oz.).
To compute P j (t), the price of brand j in week t, we compute the average price of all SKUs belonging to the brand weighted by their respective market shares. 12 Similarly, the variable AD j (t) (the advertising feature) and the variable D j (t) (the in-store display) are weighted averages of zero-one variables that indicate whether these SKUs are advertised and on store display. For the brand width measures, we utilize the data description¯les to identify the corresponding brand name, package size, and°avor of each SKU. 13 Due to stock-out, product addition, or product deletion, the product tree structure may vary from week to week because the set of SKUs associated with each brand varies from week to week. 9 We are grateful to Professor David Bell for providing us with the data set. The data set used here represents a portion of the \Basket" data set from Information Resources, Inc. 10 Since a majority of the panelists shop at more than one of the¯ve stores, we cannot estimate the model at the store level. 11 We choose to estimate our model on food products because these categories have higher variety. In addition, the phenomenon of variety seeking is more prevalent in food products (e.g., McAlister, 1982) and complicates the task of product planning for these categories. 12 For example, Chiang (1991) , and Wagner and Taudes (1986) used the same approach to compute the weekly price of a brand. 13 Examples of the di®erent package sizes and°avors for each category are given in Table 1 .
14 Note that the weekly tree structure is derived from the weekly data from all¯ve stores, not from the consumer purchase record.
For each consumer, we keep track of her every shopping trip, whether she bought in a category and what brand she bought. The historical product preference of consumer i and the product o®ering of each brand at trip t allow us to compute her brand width measures for brand j during trip t. Also, we estimate µ i for consumer i using her average consumption rate during the calibration period.
Estimation Methodology
To estimate the parameters of our models, we use the method of maximum likelihood which is asymptotically e±cient.
15
The likelihood of observing consumer i's behavior during trip t, denoted by L i;t , can be expressed as:
where B ij (t) equals 1 if consumer i chooses brand j during trip t and 0, otherwise.
Bc i (t) equals 1 if consumer i makes a purchase within the category during trip t and 0, otherwise. Thus, the total log-likelihood can be simpli¯ed as follows:
To avoid singularity in our estimation for the GL model or the BC model as speci¯ed in section 3.1, we must¯x one of the intercepts (®'s) to zero. (Speci¯cally, we arbitrarily choose to set ® J to zero where brand J is the brand that has the lowest brand share.) The loyalty smoothing parameter Á is estimated all other parameters. 16 In addition, we use a non-linear optimization routine with analytical gradient to perform the maximization. 15 In most product categories, our data set has in excess of 3000 purchases and 20000 shopping trips.
Hence, we should have a su±cient sample size to bene¯t from the asymptotic property. 16 This parameter introduces an element of non-concavity into the likelihood function. To mitigate the possibility of getting a local optimum due to the non-concavity, we ran test estimation using three
Calibration and Validation Results
We divide the data set for initialization, calibration and validation purposes as follows.
The¯rst 13 weeks of data are used for initialization, the next 65 weeks are reserved for in-sample calibration, and the last 26 weeks are used for out-of-sample validation purposes. Table 1 details the breakdown of the total number of shopping trips in-sample and out-of-sample made by the panelists in each of the eight categories.
The top half panel of Table 2 shows the in-sample calibration results. We report the total log-likelihoods for the coupled model frameworks, as well as the hit rate and the mean squared deviation for the best-¯tted brand share models. 17 Since the (PI+GL) model is nested within the (PI+BC) model, we can test whether the former can be rejected in favor of the latter by conducting the log-likelihood ratio test. These loglikelihood ratio test statistics are de¯ned as LR(P I + BC), where LR(P I + BC) =
¡2(T LL (P I+BC) ¡ T LL (P I+GL)
) and are also reported in Table 2 . initial values seem to converge to a common parameter value. Also, in a previous version, we estimated the brand share sub-model allowing for two segments of shoppers. The two-segment model¯ts slightly better than the single-segment model. We abandon the two-segment model because it is cumbersome and di±cult to generate reliable estimates. 17 A brand share model's hit rate is the proportion of times the model's most likely prediction matches the actual brand choice by the consumer. The mean squared deviation is computed as follows:
: 18 We also check the (PI+BC) model for multi-collinearity. We use a measure suggested by Belsley et The bottom half panel of Table 2 shows the out-of-sample validation results. We observe a similar pattern in results. The (PI+BC) model performs better in log-likelihood in every category except regular cereal. In terms of hit rate, (BC) is at least as good as (GL) in every category. The (BC) model has a lower mean square deviation in six out of eight categories. Tables 2 and 3   Table 3 reports the parameter estimates. 19 For most categories, our brand width measures have signi¯cant impact on brand share as predicted. In Section 3.1, we conjecture that the parameter associated with the distinct nodes will be positive (i.e.,¯G > 0), and that the parameters associated with the extensible nodes and non-extensible nodes will be negative (i.e.,¯R < 0 and¯E < 0). This conjecture is mostly con¯rmed by the estimated parameters reported in Table 3 . Note that¯G is positive in every category.¯R and¯E are negative in a majority of the product categories.
Note that the estimated parameters for the purchase incidence model (½,°, and´) are all consistent with the prediction. For instance,1 and´are positive in every category.
These results suggest that consumers are likely to buy from a category if the category 19 The logit model assumes the independence of irrelevant alternatives property which may not be tenable in some choice settings. This property suggests that the ratio of two brand choice probabilities remains constant regardless of the composition of the choice menu as long as it contains the two brands.
To test if this property holds, we formulate a general model than (BC). In this general model, we allow the ratio to vary according to menu size. Speci¯cally, we model choices in large-menu settings with one set of parameters and choices in small-menu settings with another set of parameters (e.g. consider the price coe±cients, we estimate¯S P for small menu and¯L P for large menu.). The division of large-menu and small-menu settings is consumer-speci¯c. We take each consumer's two-year purchase occasions and compute the average number of brands the consumer sees in the two years. Those purchase occasions with menu size above this average is considered large menu and those below small menu. We test the signi¯cance in di®erence between the general model and (BC), and conclude that the di®erence is not signi¯cant with log-likelihood ratio test. Therefore, we are satis¯ed that the IIA property holds with our model. We thank one anonymous reviewer for raising this important issue.
attraction A i (t) is higher. Similarly,°is negative in all categories. This implies that consumers are less likely to buy when their inventory levels are high.
In sum, our (PI+BC) model¯ts and predicts the observed purchase incidence and brand choice better than the standard (PI+GL) model. In the next section, we demonstrate how our modeling framework can be used to recon¯gure a category assortment to enhance pro¯ts and to quantify the degree of lost sales due to assortment changes.
Assortment Recon¯guration and Lost Sales
We formulate the category assortment recon¯guration problem as a constrained pro¯t maximization problem. In what follows, we show how the shelf space constraint and the pro¯t function are derived. Let us consider the assortment recon¯guration problem for store s in week v. For notational convenience, we shall suppress the store subscript for all variables.
Let J (v) be the set of brands associated with the category in week v. Suppose the amount of shelf space allocated to the category L is given. The category manager must select the SKUs to carry so that the total alloted shelf space does not exceed L. Let C(j)
denote the set of all existing SKUs associated with brand j that the category manager can choose from, and let w jk be the width of one shelf facing of SKU k 2 C(j). For each SKU k 2 C(j), let f jk be the number of facings SKU k has on the shelf and X jk (v) be the binary decision variable that indicates whether the store carries SKU k during week v.
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So, X jk (v) = 0 corresponds to the case that SKU k is not carried by the store in week v.
Since the shelf space occupied by SKU k is equal to its number of facings (f jk ) multiplied by its width (w jk ), a feasible assortment con¯guration, fX jk (v); k 2 C(j); j 2 J (v)g, must satisfy the following constraint in week v:
Next, we consider the pro¯t function. First, note that the expected sales of brand j generated from a consumer i in week v is given by q i ¢ P c i (v) ¢ P r ij (v), where q i is the average quantity bought by consumer i on a given trip when he buys from the product category. 21 The total expected sales of brand j in week v can be derived by summing over all consumers,
Notice that the purchase incidence probability P c i (v) and the conditional brand share probability P r ij (v) vary with the assortment con¯guration. Given a feasible assortment con¯guration, the category manager can construct a product tree for the whole category (and the product trees for di®erent brands within the category) as described in Section 2.2. These product trees allow the category manager to determine consumer i's brand width measures of brand j in week v; namely,
as speci¯ed in Section 2.3. 22 We use these three brand width measures and other marketing variables to compute consumer i's brand share probability, P r ij (v) as given in (3.2 ), and her purchase incidence probability P c i (v) as given in (3.7 ).
Since the average price and cost of brand j depend on the assortment carried by the brand, we de¯ne [P j (X jk (v); k 2 C(j)) ¡ C j (X jk (v); k 2 C(j))] to be the \average" pro¯t margin of brand j in week v. For notational convenience, we shall abbreviate the average pro¯t margin of brand j to [P j (X jk (v)) ¡ C j (X jk (v))]. In this case, the total pro¯t associated with the entire product category can be expressed as:
where B(v) is the customer base for the store in week v. Thus, the assortment recon¯g-uration problem can be formulated as follows:
21 Note that the total quantity bought by consumer i over a time period will increase if P c i (v) increases as a result of recon¯guration. 22 The three measures are a function of brand con¯guration. We now express them as a function of X jk (v) to remind the reader that the decision variables a®ect these three measures.
subject to
Notice that P r ij (v) and P c i (v) are non-linear functions of the brand width measures
, and E ij (X jk (v)), which vary with the category assortment fX jk (v); k 2 C(j); j 2 J (v)g. Consequently, it is very di±cult to express the pro¯t function in an analytical form of X jk (v).
To maximize the total pro¯t for the entire category, the category manager must nd an optimal solution to problem (AR) (i.e., X ¤ jk (v) = 0 or 1 for k 2 C(j) and for j 2 J (v)). Since pro¯t function cannot be expressed in an analytical form of X jk (v), it is very di±cult to¯nd an optimal assortment con¯guration unless one conducts exhaustive search. However, the required computational e®ort would be prohibitively expensive. To elaborate, consider a hypothetical case in which a product category (ice cream) consists of¯ve brands, where each brand has 20 possible SKUs to be selected. There are a total of 100 decision variables X jk (v) and the exhaustive search would require 2 100 evaluations of the complex objective function of problem (AR). In view of this challenge, we propose a local-improvement heuristic for assortment recon¯guration. Our intent is to illustrate how our modeling framework can be used to recon¯gure a category assortment for pro¯t enhancement.
A Local-improvement Heuristic
Our local-improvement heuristic can be described as follows. First, we rank the brands in descending order according to their current pro¯t margins. Each brand-level assortment is recon¯gured one brand at a time according to the order of this ranking.
For each brand, we consider a SKU that is not currently on the shelf as a potential replacement for another SKU currently on the shelf. 23 We will make this pair-wise interchange only when it does not violate the allocated shelf space and when the total category pro¯t increases as a result of this replacement. We recon¯gure a brand by using this pair-wise interchange repeatedly until no further category pro¯t improvement can 23 In the case where each brand has a¯xed shelf space allocation, the SKU being replaced also belongs to the same brand.
be made. A more detailed procedure of our local-improvement heuristic can be explained as follows:
1. Sort the brands in descending order according to the average brand pro¯t margin of the existing con¯guration so that [ Step 6.
4. Find a feasible pair that produces the maximum improvement in category pro¯t.
5. If the maximum improvement in category pro¯t is at least 0.01%, then we accept this pair-wise interchange of SKUs (i.e., replace SKU k ¤ with SKU l ¤ with X j 0 k ¤ = 0 and X jl ¤ = 1), update the brand con¯guration and category pro¯t, and go to step 3. Else, continue to next step.
6. Delete the current brand from the brand list and go to step 2.
Recon¯guration Exercise
We perform the recon¯guration exercise on the eight product categories in the¯ve stores from our data set. The recon¯guration exercise is done on the last 26 weeks of data using the modeling framework we calibrated on the¯rst 78 weeks. We faced two challenges in data availability. Speci¯cally, our data set does not contain 1) pro¯t margin for the brands and 2) shelf space allocation for stores. Our approach to resolve these challenges is as follows:
² We obtain the pro¯t margin for the brands from some stores of Dominick's Finer Food in the Chicago area during the same time period (September 1989-May 1997). 24 We are able to obtain the pro¯t margin data only for regular cereal.
For other categories, we generate the pro¯t margins as follows. First, we construct a frequency distribution of pro¯t margin using the data for regular cereal. 25 For each SKU in other categories, we randomly draw a pro¯t margin from this distribution and assign it to this SKU. We assume that pro¯t margin of the SKU is the same across the¯ve stores.
² We collect the total shelf space (L), the width of each SKU (w jk ), and the number of facings for each SKU (f jk ) for regular cereal from three di®erent stores in California 
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We use this local-improvement heuristic to recon¯gure the regular cereal category (by using the actual data from three sources: IRI, Dominick's Finer Food, and our store visit).
In addition, we use our local-improvement heuristic to recon¯gure the remaining seven categories (with randomly generated facing and pro¯t margin). For each of the 26 weeks, we recon¯gure the category assortment to achieve higher pro¯t for each of the¯ve stores.
By comparing the weekly category pro¯ts before and after recon¯guration, we compute the percentage pro¯t improvement due to recon¯guration. For ease of comparison, we 24 The data are available from the Marketing group of University of Chicago Graduate School of Business. 25 Note that pro¯t margin here is expressed as x cents of pro¯t per dollar. We multiply this data by the price of the SKU to obtain an absolute pro¯t margin¯gure for use in the optimization. 26 Because of a lag of seven years between the IRI data set and the shelf space data, a few SKUs that existed in the IRI data set were no longer available at the stores we visited. For completeness, we shall assume that each of these SKUs has one facing at the store. 27 Rather than arbitrarily decide a cuto® point, we apply the 80/20 rule where 80% sales volume is usually accounted for by 20% of the SKUs.
report the percentage pro¯t improvement per replacement in Table 4 .
Table 4 about here
To trace the source of pro¯t improvement, we report the total sales volumes and pro¯ts, before and after the recon¯guration, for the top three brands and the rest of the category in Table 5 . As noted in the introduction, pro¯t improvement comes from two sources: 1. higher share for higher-margin brands and 2. higher category sales. From Table 5 , we can see (from the before and after sales volume rows for the total category sales) that four categories (frozen pizza, regular cereal, spaghetti sauce, and yogurt) achieve higher pro¯t through higher category sales. We see a reduction in category sales in the other four categories (co®ee, hotdogs, ice cream, and potato chips) along with a shift of sales volume from the top two brands to higher-margin brands in the rest of the category, resulting in higher category pro¯t.
Table 5 about here
Based on the results reported in Tables 4 and 5 , and our own observations when running our recon¯guration exercises, we conclude that:
² Signi¯cant improvement in category pro¯t can be achieved through small changes in category assortment. The reasonable pro¯t improvement reported in Table 4 does not require a major revamp in the category assortment. The number of replacements in recon¯guration exercises ranges from 2 to 32 with an average replacement per brand of less than 1. Since our heuristic enables the category manager to realize sizable pro¯t improvement, a more sophisticated optimization technique may provide an even higher pro¯t improvement.
28 If the 0.4-1.3% per-replacement improvement of regular cereal is of any guide, it does show that the recon¯guration exercise is worthwhile for the¯ve stores.
28 One caveat is in order here. Since the margin of regular cereal is high and we use it to randomly generate margins for other categories, there may be a tendency to in°ate the increases in pro¯t.
² Product variety is key for improving category pro¯t. Speci¯cally, we observe that the heuristic provides solutions where di®erent brands o®er di®erent products with di®erent attribute level combinations to meet heterogeneous consumer needs. In particular, we see a general trend of reallocating shelf space from the top brand to other brands with products of unique attribute-level combination to achieve higher category pro¯t.
In summary, we have illustrated how a category manager can use our modeling framework and heuristic to achieve higher category pro¯t through assortment recon¯guration.
Our modeling framework can also be used as a integral component in a complete store assortment planning system.
Lost Sales Assessment
Our previous discussion has focused on the pro¯t implication of category assortment.
Pro¯t may not be the only objective that a retailer considers. Lost sales is also an important measure that retailers give attention to. In this section, we use our modeling framework to quantify lost sales due to assortment changes. Assortment changes may be due to product addition, product deletion, or stock-out.
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We de¯ne lost sales as the di®erence between the actual category sales of a store and the expected sales associated with a reference assortment. We choose the union of all products o®ered by the store over the two-year period to be the reference assortment and call it the \complete assortment" (versus the \actual assortment"). This allows us to determine the impact of a partial assortment on sales volume.
In a product category, let q i be consumer i's expected purchase quantity per trip. Let the purchase incidence probability of consumer i during trip t under complete product assortment be P c i (t). Finally, let Bc i (t) equal 1 if consumer i makes a purchase within 29 Note that our data set only captures weekly changes in assortment. Hence, any stock-out event that lasted less than a week will not be recorded. This coarser level of data could result in under-estimation of lost sales. We thank Prof. Ananth Raman for this observation.
the category during trip t and 0, otherwise. In this case, the expected lost sales at a store s can be expressed as follows:
Notice that the¯rst term represents the expected category sales when store s carries the complete assortment during trip t and observe that the second term corresponds to the actual category sales when store s carries the actual assortment during the same trip.
Therefore, the di®erence between these two terms is the expected lost sales at store s for carrying the actual assortment instead of the complete assortment.
Using the modeling framework we estimated in the previous sections, we compute the expected lost sales for the eight categories in our data set. 30 We focus on the expected lost sales for the last 26 weeks for all¯ve stores. Table 6 about here Table 6 reports the expected lost sales as a percentage of the expected category sales when store s carries complete assortment. By examining Table 6 , we observe the following:
² The expected lost sales ranges from 0.85% (regular cereal) to 10.18% (hotdogs).
² Lost sales is more category-dependent than store-dependent. No single store appears to be good at managing lost sales for all categories. For instance, store 4 is relatively good at managing lost sales for co®ee but is poor in managing lost sales for frozen pizza.
30 Although only the purchase incidence probability is used here, the brand share probability has to be estimated simultaneously since it provides the category-level assortment measure as an input for the purchase incidence probability.
Summary
In this paper, we have introduced three brand width measures that capture consumers'
historical preferences for the assortment of a brand versus other brands. Speci¯cally, these measures capture the similarities and di®erences among products within a brand and across di®erent brands.
These brand width measures are embedded into a hierarchical modeling framework consisting of two empirical models of consumer shopping behaviors: 1) a model for predicting purchase incidences and 2) a model for predicting brand share. The purchase incidence model follows the standard purchase incidence model and the brand share model extends the traditional Guadagni and Little's model. Using an extensive panel-level data set that involves more than 60,000 shopping trips spanning eight food categories, we have shown that our modeling framework (PI+BC)¯ts and predicts better than the standard modeling framework (PI+GL). In addition, our modeling framework can be used to quantify the impact of product assortment on category pro¯t and lost sales.
Speci¯cally, we have illustrated how our modeling framework can be used to recon¯gure category assortment for higher pro¯t and to estimate potential lost sales.
There are several ways to extend the research presented in this paper. First, we have ignored the impact of number of facings on demand. A more general model can include number of facings as one of the independent variables in the brand share model. This will allow us to analyze the allocation of shelf space to brands and products. Second, we have not captured the inventory costs into our model. A more general modeling framework should take them into consideration. 31 Including these inventory costs is likely to lower the assortment of the entire product category and it is important to determine which brand will be a®ected the most. Third, one can model the consumer choice at the stock-keeping-unit level instead of the brand level. Such a approach avoids the potential aggregation bias of a brand choice model elegantly and allows one to examine the issue of product substitution at the stock-keeping-unit level rather than at the brand level (c.f., 31 Quelch and Kenny(1994) discussed the cost associated with di®erent assortments of products within a brand. Extensive¯eld research on the auto industry by Fisher and Ittner (1999) and Fisher et al. (1995) shows that proliferated product lines can increase both overhead and variable production costs.
is the deterministic component of utility of consumer i for brand j on trip t.
(e) P j (t) is the average price of brand j on trip t. It is a function of brand con¯guration. In Section 5, we express it as a function of brand con¯guration.
(f) C j (t) is the average cost of brand j on trip t. It is a function of brand con¯g-uration. In Section 5, we express it as a function of brand con¯guration.
(g) D j (t) is the display indicator variable of brand j on trip t.
(h) AD j (t) is the advertising indicator variable of brand j on trip t.
(i) L ij (t) is the brand loyalty variable of consumer i for brand j on trip t.
(j) G ij (t) is the positive brand con¯guration e®ect from the set of distinct nodes of brand j for consumer i on trip t. It is a function of brand con¯guration. In Section 5, we express it as a function of brand con¯guration.
(k) R ij (t) is the negative brand con¯guration e®ect from the set of extensible nodes of brand j for consumer i on trip t. It is a function of brand con¯guration. In Section 5, we express it as a function of brand con¯guration.
(l) E ij (t) is the negative brand con¯guration e®ect from the set of non-extensible nodes of brand j for consumer i on trip t. It is a function of brand con¯gura-tion. In Section 5, we express it as a function of brand con¯guration.
(m) B ij (t) is the indicator variable that consumer i bought brand j on trip t.
(n) Bc i (t) is the indicator variable that consumer i made a purchase in the category on trip t.
(o) Q i (t) is the total units of products that consumer i bought on trip t.
2. We use small Greek alphabets for our parameter estimates and stochastic variables.
(a) ® j is the intercept for brand j.
(b) Á is the decaying/smoothing constant for the brand loyalty variable.
(c)¯P is the parameter estimate for price variable.
(d)¯D is the parameter estimate for display variable.
(e)¯A D is the parameter estimate for advertising variable.
(f)¯L is the parameter estimate for brand loyalty variable.
(g)¯G is the parameter estimate for the positive brand con¯guration e®ect of distinct nodes.
(h)¯R is the parameter estimate for the negative brand con¯guration e®ect of extensible nodes.
(i)¯E is the parameter estimate for the negative brand con¯guration e®ect of non-extensible nodes.
(j) ² ij (t) is the stochastic component of utility of consumer i for brand j on trip t.
(k) µ i is the consumption rate of consumer i.
(l) ½,°and´are the scale parameters for the purchase incidence probability
3. We use calligraphic style capital letters to denote a set.
(a) C (j) is the set of SKUs in brand j.
is the set of distinct nodes of brand j on trip t.
(c) S R j (t) is the set of extensible nodes of brand j on trip t.
is the set of non-extensible nodes of brand j on trip t.
(e) J i (t) is the set of brands available to consumer i on trip t. 4. We use small letters for any other types of variables.
(a) r i (k; t) is the relative weight consumer i places on node k on trip t.
(b) b i (k; t) is the total purchases consumer i made in node k up to trip t.
(c) m(k; t) is the number of brands occupying node k on trip t.
(d) q i is the average quantity of consumer i purchased each trip the consumer makes a category purchase. Note: Average weekly sales volume and profit computed for the last 6 months.
