Abstract We derive order conditions for the discretization of (unconstrained) optimal control problems, when the scheme for the state equation is of Runge-Kutta type. This problem appears to be essentially the one of checking order conditions for symplectic partitioned Runge-Kutta schemes. We show that the computations using bi-coloured trees are naturally expressed in this case in terms of oriented free tree. This gives a way to compute them by an appropriate computer program.
Introduction
The motivation of this work comes from an analysis by Hager [8] of order conditions for optimal control problems (of an ordinary differential equation). The idea is to discretize the state equation by a RK (Runge-Kutta) scheme, with a different value of control associated with each "inner state". Hager observes that the resulting optimality system, after some change of variable, is a PRK (partitioned RK) scheme. Then he computes (by hand, i.e., without a computer code) the order conditions for order up to 4. See also the results of [6] and [7] on constrained optimal control problems (a first order state constrained problem, discretized by Euler's scheme, and a control constrained problem with a RK discretization).
There are essentially two hypotheses in the analysis of [8] , one on the original problem and the other being a restriction on the scheme. One has to assume that the Hamiltonian is strongly convex w.r.t. the control, or more generally that the second derivative of Hamiltonian w.r.t. the control is invertible. This allows to eliminate the control thanks to the implicit theorem, so that we have an equivalent scheme for the reduced (state, adjoint state) system. The second hypothesis is that none of the coefficients b i 's (of the particular RK scheme) is zero.
The main result of Hager [8] is that, if the original RK scheme is of (global) order p (i.e., when applied to an uncontrolled differential equation) then the resulting scheme has order q ≤ p, with equality if p ≤ 2 but strict inequality in some cases whenever p ≥ 3. In addition, q = p if the scheme is explicit of order at most 4.
For an order greater than four, one cannot do computations by hand. It is then useful to rely on the theory of order conditions for PRK schemes. This theory, based on bi-coloured rooted trees with which certain numbers are associated, is an extension of the original work by Butcher for (non partitioned) RK schemes, see Butcher [5, p. 88 ].
It appears that the class of PRK schemes coming from the discretization of optimal control problems is in fact partitioned symplectic RK schemes, characterized by relation (4) below. So the question boils down to the one of expressing order conditions for this class. The main result of this paper is that we can obtain the desired expressions using a "calculus" on oriented free trees. To be specific, some weights are associated with each oriented free tree, and the main operation is to "split" any rooted tree into a sum (with coefficients ±1) of such oriented free trees.
We use the correspondance between bi-coloured rooted trees and oriented free trees due to Murua [13] . Our contribution is to show how to construct an explicit expression of the order conditions, whereas [13] gives only a means to compute the number of conditions. Let us also mention the work by Sofroniou and Oevel [14] , where order conditions for symplectic, non partitioned RK schemes are obtained using a specific parametrizatic of coefficients a and b.
The paper is organized as follows. In the next section we detail the discretization of optimal control problems by RK schemes, and show the relation with partitioned symplectic RK schemes. satisfying (4) . Then in Section 3 we review the theory of order conditions for PRK schemes. Section 3.1 introduces oriented free trees, and shows how the order conditions can be expressed in terms of the latter. Finally section 4 discusses the implementation, and displays the results for order up to 5 and the number of conditions for order up to 7.
Discretization of unconstrained optimal control problems
Let f : IR m × IR n → IR n and : IR n → IR be C ∞ mappings, and consider the following unconstrained optimal control problem:
We restrict the analysis to continuous control functions. Let us denote by H (u, y, p) := p · f (u, y) the pseudo-Hamiltonian of the problem. The first order necessary optimality conditions of this problem are:
We say that (ū,ȳ,p) is an extremal if it satisfies (OC) (ū being a continuous function). Let (ū,ȳ,p) be an extremal. If
then by the implicit functions theorem, in a small L ∞ neighbourhood of this trajectory, we have that
Consequently, under hypothesis (1), (OC) is locally equivalent to the reduced Hamiltonian systeṁ
Let us turn now to the discussion of the discretization of the optimal control problem 
The Lagrangian function associated with (DP 2 ) is:
Here p k+1 , ξ ki , and p 0 are Lagrange multipliers associated with constraints of (DP 2 ). Variables p k will be interpreted as the discretization of co-state of continuous formulation. We obtain the optimality conditions :
Using now the hypothesis that
where coefficientsb andâ are defined by the following relations:
If the algebraic constraints H u (u ki , y ki , p ki ) = 0 are locally equivalent to u ki = φ(y ki , p ki ), then (DOC) is equivalent to the same PRK scheme applied to the reduced system (3). This approach based on formulation (DP 2 ) is slightly simpler, but equivalent to the one of Hager [8] .
It is said that a PRK scheme (or more generally any one step scheme) is symplectic if the corresponding flow is symplectic. It is known that PRK schemes satisfying (4) are symplectic, see [11, Theorem 4 .6]; we denote this class by SPRK. We obtain that the scheme obtained by discretization of problem (P ) belongs to SPRK. In particular the following diagram commutes, when we use the above discretization:
For a detailed presentation of PRK and symplectic methods we refer to the books [9, 10] .
Order conditions for symplectic PRK schemes
A basic tool in the study of order conditions is the theory of B-series and associated calculus on rooted trees, Butcher [5] . For PRK schemes an extension of this theory is the one of expansion in P-series, and the associated calculus on bi-coloured rooted trees, see [9] . The latter allows to state the order conditions in terms of coefficients a, b,â, andb, of the following type: certain polynomials (which are in fact the sum of monomials with unit coefficients) in these variables have to be equal to certain fractional numbers. The substitution ofâ, andb (using (4)) would give complicated expressions, since instead of each monomial we would have a sum of rational fractions. We will show that among all these terms it is sufficient to express a condition on a "principal term" since the other terms of the sum are already determined by previous conditions. The resulting simplification allows us to display these conditions up to order 5. We assume that the reader has some basic knowledge of B and P-series, see [9] . As in [13] we use H-trees, i.e., oriented free trees. These are connected graphs defined by a pair (V , E), the sets of vertices and edges resp., such that #E = #V −1.
Bi-coloured graphs are graphs together with a mapping that to each vertex v associates a colour c(v), of value B or W (black and white).
We denote by V B = c −1 ({B}), V W = c −1 ({W }) the set of black, white vertices, and by E B , E W the set of edges ending on black, white vertices.
For RK (PRK) schemes, we have order condition of the form : φ(t) = 1/γ (t) where t is a (bi-coloured) rooted tree, φ the elementary weight function of coefficient of the scheme, and γ the density associated to the tree. We will extend the formalism for symplectic PRK, and get order condition of the form (h) = δ(h), where h is now an H-tree, (h) its elementary weight and δ(h) is a rational number, defined respectively in definition 1 and theorem 2. The advantage of the new condition (h) = δ(h) is that its expression is much simpler than the one of φ(t) = 1/γ (t), t being a bi-coloured rooted tree, for PRK schemes, expressed in terms of a and b.
Calculus on oriented free trees
We may assume that the set of vertices V is {1, . . . , #V }. We start by stating alternative expressions of the elementary weight φ(t), where t is a rooted bi-coloured tree, for a general partitioned scheme. For a given bi-coloured graph, whose vertices are associated with letters i, j, . . . it is convenient to denotẽ
is white,â ij otherwise.
Here i k associates with each vertex k ∈ {1, . . . , #V } a number varying from 1 to s.
Definition 1 For a given oriented bi-coloured graph g = (V , E, c) we define the elementary weight as follows :
where
This definition is consistent with the one of weights φ for bi-coloured rooted trees, stated in the theory of PRK schemes (e.g. [10, ch. II 15] ). Indeed, the root induces an orientation on edges from root to leaves. For the corresponding oriented bi-coloured graph g, all theb i in (6) cancel exceptb i 1 so that (g) = φ(t). However we can observe, that the above formula makes sense for (non necessarily connected) bi-coloured oriented graphs. Any such graph g is a finite union of connected graphs with empty intersections of vertices, called connected components of g, and denoted {g q , q ∈ Q}.
Lemma 1 Let the bi-coloured oriented graph g = (V , E, c) have connected components {g
Proof The product term in (g) may be factored on terms depending on each connected component:
Denote by V q the set of vertices in the qth connected component. We may then rewrite this sum of products as products of sums:
The conclusion follows.
Given an oriented graph g = (V , E), and F ⊂ E, the set of arcs in opposite direction to those of F is denoted as
Theorem 1 The elementary weight of a bi-coloured oriented graph g = (V , E, c), when (4) holds, satisfies
where all vertices of oriented graph (V , E W ∪Ê B ) are white, and P(E B ) denotes the set of all subsets of E B .
Proof Substituting the expressions ofâ andb in (4), we may write the elementary weight (6) as follows:
Expanding the last term, we get
In the expression (8), the graphs (V , E W ∪Ê B ) on the right hand side, are monocoloured oriented graph. Let h be a bi-coloured H-tree. Then the only connected graph in sum of the right-hand-side of (8) is the one withÊ B = E B . Observe that given an (mono-coloured) H-tree h, we can reconstruct a bi-coloured rooted tree t h of the same order having h in its expansion in (8), as follows: take an arbitrary vertex of h as the root, of say white colour (since b =b, a black root would give the same elementary weight); then for each path from root to leaves, let the next vertex be white if the edge is oriented towards the leaves, and black otherwise. In view of the expression of weights for bi-coloured rooted trees [10, ch. II 15] we can rewrite (8) , separating the principal term for the others, as
Theorem 2 For an SPRK scheme, the conditions for global order n are given by :
for all H-trees h of order not more than n, with (I, g h i , σ i , σ 0 ) defined by (11) , and δ(h) inductively defined as
Here h j i , j ∈ J i , are the connected components of g h i . Proof An SPRK scheme being a PRK scheme, we have to check the order conditions for PRK schemes, whose expression for order n is (t) = 1/γ (t), for all bicoloured rooted trees t of order not more than n. Let us now proceed by induction over this order n of a SPRK scheme. For order 1, the statement is obvious. Assume it to hold for n − 1. Lemma 1 combined with our induction hypothesis implies (g
, where g h i is defined in (11) and h j i are its connected components. We conclude with (10) .
Remark 1
We recover the result of Murua [13] : there are as many order conditions as there exist H-trees of order n. As mentioned in the introduction, the derivation of the H-tree from a bi-coloured rooted tree is already in [13] . Our "calculus" on graphs has the property of generating additional non connected graphs. They allow to take advantage of the order conditions for smaller n, to simplify the expression of order conditions.
Computation procedure
Theorem 2 provides an algorithm for computing order conditions of SPRK. We generate all H-trees h of order up to n, the corresponding bi-coloured tree t h and its density γ (t h ). Our induction over n allows to compute δ by (13). Since we used a code for tree generation of Li and Ruskey [12] , we generated all bi-coloured trees and computed the conditions for all related H-trees (checking the compatibility of results in the case of already generated H-trees). Table 1 states the number of conditions. Let us observe the rapid increase of these numbers with p for symplectic schemes, and even more with general partitioned schemes. The next tables use c i = j a ij . Indexes in sum vary from 1 to s, is the number of stages in the RK method. All (latex source latex) the tables are automatically generated by the computer code. Conditions for order 1 to 4 were already obtained by Hager [8] . We display the order conditions up to order 5 (order 6 conditions are displayed in [4] ). 
