Abstract. In this paper, we propose a novel algorithm for general 2D image matching, which is known to be an NP-complete optimization problem. With our algorithm, the complexity is handled by sequentially optimizing the image columns from left to right in a two-level dynamic programming procedure. On a local level, a set of hypotheses is computed for each column, while on a global level the best sequence of these hypotheses is selected. The optimization on the local level is guided by a lookahead that gives an estimate about the not yet optimized part of the image. We evaluate the algorithm on the task of pose-invariant face recognition in an automatic setup and show that the suggested method is competitive and achieves very good recognition accuracies on the popular face recognition databases CMU-PIE and CMU-MultiPIE.
Introduction
The task of face recognition is very challenging for image recognition algorithms. Many inter-and intra-class variations such as lighting, facial expressions or different poses make this task difficult. Especially the recognition across varying poses is a complex problem due to the variation in a 3D space. Over the last couple of years, many different approaches to face recognition in general [1, 2] and pose-invariant face recognition in particular [3] have been proposed. Here, we focus on the technique to solve the problem by using 2D image matching (2D warping) in a nearest-neighbor framework [4] . The minimized cost of matching training and testing image (in the context of face recognition often referred to as gallery and probe image, respectively) is used as a similarity measure. By this procedure, deformations caused by the previously mentioned variations can be taken into account. It has been shown that structural constraints on the image matching lead to smoother deformations and an increased recognition accuracy [5, 6] . In order to incorporate such constraints and to apply relative penalty functions, the dependencies defined by a 2D grid need to be maintained.
Consequently, the warping of a specific pixel effectively depends on its neighbors in both dimensions. Unfortunately, image matching with 2D dependencies is NP-complete [7] and therefore infeasible. Thus, most 2D warping algorithms approximate the optimal solution or optimize a relaxed criterion.
The Pseudo 2D Warping (P2DW) approach presented in [8] reduces the 2D problem to two 1D problems. On a global level all pixels within one column are combined to a super-pixel and the optimal sequence of such super-pixels is computed. On a local column level the matching of two super-pixels is optimized. This is implemented by a two-level dynamic programming algorithm. Tree-Serial Dynamic Programming (TSDP) [9] solves the problem by optimizing a set of trees. For each column one tree is constructed, where vertical dependencies represent the stem and the horizontal dependencies represent the branches. In [6] this approach is extended by using structural constraints [5] (CTSDP). The before mentioned approaches suffer from the drawback that the final solution can only maintain vertical dependencies, due to the independent optimization of the columns. Horizontal dependencies are only included implicitly.
Similar to P2DW, in [10] the problem is also divided into a global and a local level. However, in this case the local level is approximated by linear interpolation, whereas on a global level the optimization is reduced to specific pivot pixels. While this algorithm is efficient for a small number of pivot pixels, the interpolation allows only for very simplified warpings.
Other approaches are based on using an iterative inference algorithm on Markov Random Fields (MRF) such as Sequential Tree-Reweighted Message Passing (TRW-S) [11] . In [12] displacement vectors are used as labels in the MRF framework, but to reduce complexity horizontal and vertical displacements are decoupled. The matching is then computed using TRW-S in a multi-resolution setup. In contrast to this, the approach presented in [13] (CTRW-S) uses actual pixels as labels. Feasible complexity is reached by applying structural constraints as in CTSDP effectively speeding up the message updates in TRW-S. Nevertheless, the quality of the warping depends on the number of iterations which are still computationally expensive.
In this paper, we propose a novel approximative 2D warping algorithm based on dynamic programming (2LDP-LA). Unlike P2DW and TSDP/CTSDP, our algorithm is capable of fully maintaining 2D dependencies. The algorithm is not iterative and achieves high efficiency by optimizing column-wise and considering only a number of hypotheses for each column (c.f. Section 3). This optimization is done sequentially in dependence of the hypotheses computed for the previous columns. Furthermore, a lookahead is integrated that adds an estimate of the cost of not yet optimized columns (c.f. Section 3.2). Finally, we evaluate our algorithm on the popular CMU-PIE [14] and CMU-MultiPIE [15] databases (c.f. Section 4).
