A one-hidden-Iayer feed-forward neural network is trained using back-propagation learning and a steepest descent learning rule to extract the speed of sound and How velocity from a heterodyne LITA signal. The effect of the network size on the performance is demonstrated.
for LITA. Secondly, the characteristic advantages of LITA (short test times, high signal levels, nonintrusiveness) only play a significant role for a small number of specialized applications. Finally, the data analysis can be cumbersome and requires user input, interaction, and expertise to ensure the integrity of the resuits. Latter point is the focus of this paper. We seek a method that performs the data analysis accurately, computationally efficiently, robust, and autonomously. We propose and demonstrate the use of a feed-fürward neural netwürk für this task.
Laser-induced thermal acoustics (or Laser-induced grating thermometry) is a four-wave mixing technique that has been successfully used for remote, non-intrusive, and instantaneous measurements of the speed of sound (Refs. [1] ), the thermal diffusivity (Ref. [1] ), and the flow velocity of gases (Refs. [2, 3, 4, 5] ). If the gas composition is known, the temperature can be obtained from the speed of sound (Refs. [2, 6, 7, 8] ).
Two coherent intersecting pulsed laser beams (excitation beams) create by thermalization and/or electrostriction a density and consequently a refractive index grating in the sampie volurne that evolves over time. A third, continuous laser beam (interrogation beam) , directed at the Bragg angle onto the sampie volume, is scattered into a coherent signal beam whose intensity depends on the instantaneous modulation depth of the refractive index grating.
Two detection approaches can be used. In homodyne detection, only the signal beam intensity is recürded over time. In heterodyne detection, the superposition of the signal beam and a reference beam is recürded. Since the signal beam has a Doppler shift proportional to the fluid velocity component along the grating normal direction, the latter approach makes this Doppler shift visible 3
In the recorded sIgnal.
Given the time-resolved heterodyne or homodyne signal, one of three methods is currently employed to obtain the speed 01 sound and, in the case 01 heterodyne detection, the fluid velocity.
• One can use a technique where a signal obtained from a theoretical model is used for a nonlinear least-squares fit to the experimental data. The speed of sound and flow velocity are floating parameters during the fitting. This technique requires a theoretical model. Refs. [9] and [10] provide such a model. The theory in those references assumes, however, homodyne detection.
• Pronys method (Refs. [7, 11] ) is a simpler version of the fitting technique above. A linear combinations of damped complex potentials if fitted to the data. No theoretical method is needed.
• Prom the location of the peaks in the power spectrum one can infer the Brillouin frequency and the Doppler frequency. The speed of sound and the flow velocity can be deduced.
Previous research (e.g. Refs. [1, 9] ) has shown that LITA can also be used to measure the thermal dilfusivity. The thermal diH'usivity governs the exponential decay 01' the LITA signal. Hence, horn the decay time constant 01' the LITA signal the thermal diH'usivity can be caieulated. But the last two methods can only extract frequencies from the data. Only the first method is capable of extracting signal parameters other than frequencies from signals. While the fuH fitting technique is computationaHy expensive (O(n 3 ), where n is the number of data points in a signal) it is more 4 accurate than the frequency decomposition technique as it represents an optimal filter for the noisy data under the assumption that the theoretical model is a correct representation of the experimental signal. The frequency decomposition technique is computationally cheap (0 (n log n)) and can be performed in real-time at driver laser frequencies of 0(10 Hz).
Artificial neural networks are heavily used for all sorts of classification problems (e.g. Refs. [12, 13] ), robot control (Refs. [14, 15] ), speech recognition (Refs. [16, 17] ), and image processing (Ref. [18] ) but less extensively for data analysis in engineering problems. This is mostly due to a lack of familiarity of the engineering community with the concepts of neural networks. Secondly, the lack of analytical tools for an apriori prediction of the network performance, optimallearning algorithms, amount of training necessary, or for guiding in the design of the network architecture is another point of dissatisfaction.
We use only very basic neural network concepts to achieve the results presented in Section 5.
This demonstrates that even simple neural network implementations can yield very satisfactory resuIts. ExcesslVe emplncal tnal-and-error wIth network archItecture and learmng scheme can potentially improve the network performance and accelerate the training process but this is not necessary to arrive at satisfactory resuIts. The disadvantage of the neural network implementation presented in this paper is the requirement to train the neural network prior to its use. Without advanced numerical schemes this can take considerable time. It should be pointed out that the trained network performs the data analysis fully autonomously. The neural network outputs are direct functions of the network inputs so that numerical instability or poor convergence behavior 5 do not pose a problem.
In section 2 we will present the theoretical tramework for LITA using either heterodyne or homodyne detection. It is an extension of the work presented in Refs. [9, 10] . The solution will be used to create a set of LITA traces which are used to train a neural network and to test its performance. In section 3 we will present a summary of the basic theory of feed-forward neural networks and the back-propagation learning rule. This section should provide just enough information for the reader who is unfamiliar with neural networks to follow this paper. For more background information, the interested reader is directed to Refs. [19] , [20] , and [29] . Section 4 shows how the theory of feed-forward networks can be implemented for the LITA data analysis. Section 5 gives some results of the theoretical derivation from section 2 and will show the performance of the neural network data analysIs.
LITA Theory
The electric field of the scattered LITA signal beam in Fourier space is (Ref. [10] )
A pI ,P2,T,D are the relative amplitudes of the acoustic waves, thermal grating, and finite drivingtime terms. (j) PI,P2,T,D contain the temporal and spatial profiles of these terms. 0 represents a temporal convolution. Eqn. 1 contains the effects of finite beam sizes, single-rate thermalization, and electrostriction. For a more detailed explanation of the terms in Eqn. 1, the reader is directed to Refs. [9, 10] .
We superimpose a reference beam with the same Gaussian geometry and direction as the signal beam of the form where
and where q'IjJ is the phase-matched scattering or grating vector. Note that in Eqn. 3d we neglected a second lobe centered at qy = -q'IjJ as weIl as any variations in x-direction. The latter is justified by the fact that for small driver beam crossing angles, the sRatial extent of the grating will be much larger in the x-direction than in the y-or z-directions. Now we can superimpose signal and reference beam by including Eqn. 3a in Eqn. 1 as follows:
47rR X°exp z s°:
Deteetors measure the intensity of the eleetrie field, i.e. the square of the modulus of Eqn. 4.
Also, at this point we assume that the driver laser pulse is short eompared to all other time seales and that we ean approximate it by a Dirae delta lunetion. This simplifies the temporal eonvolution into a simple multiplieation.
Henee, the signal intensity using heterodyne deteetion is then J: het cx:
FinaIly, we have to integrate Eqn. 5 over the deteetor area. In the limit 01 a small deteetor, we ean multiply Eqno 5 by the deteetor areao In the limit 01 a large deteetor we ean use infinite spatial integrals 01 Eqno 50 In the laUer ease, the result is
where PI = ApI~PI, T* = AT~T' R = Aref~ref' etc. The term RR* at the very end 01' Egn. 6
represents the constant reference beam intensity in the form 01' a DC offset. We see that for A = 0
(Are! = 0), the solution collapses onto the solution for homodyne detection (Ref. [10] ). Since we do not attempt to find an expression for the absolute LITA signal intensity we, as in Egn. 5, neglect multiplicative constants.
Neural Network Formulation
Multiayer feed-forward networks were first studied by Rosenblatt (Ref. [21] ) in the late 1950s but, owing to the absence of a training algorithm for multilayer networks, interest subsided untiI the reporting of the back-propagation learning rule in 1986 (Ref. [22] ). Backpropagation has actually been independently discovered at least three other times (Refs. [23, 24, 25, 26] ). Ref. [23] refers to work done, on a related problem, in the early 1950s (Ref. [27] ).
The network we are considering ( (7) Note that the index counts from zero to n and we define Xo = -1 and call it a bias unit. Its significance lies in its mathematical and algorithmic convenience. It allows an affine transformation of the inputs (i.e., one involving a linear combination of inputs alXl + a2X2 + ... plus an offset aa)
to be treated as a linear combination; thus, all weights, including aa, may be treated uniformly, rather than requiring separate treatment for aa.
Similarly, the values of the output units are given by
where 0"(.) is the same activation function as before, za = -1, and Vkj is the weight from hidden unit j to output unit k. The only requirements for the activation function 0"(.) are that it is nonlinear, differentiable and bounded. Hidden layers do not expand the network's capabilities if the activation function is linear. This is because any linear combination of linear functions is again only a linear function. The requirement that 0"(.) is differentiable is due to the backpropagation learning rule.
The boundedness of 0"(.) is not a strict requirement but it is helpful in avoiding overflows. We use
but other choices such as O"(x) = tanh(x) are possible. We see that, given the proper weights Wji and Vkj, and a LITA signal as input, the Yk 's can easily be found. The problem is to find the correct weights that perform the filtering correctly.
This process is referred to as training of the neural network.
Assurne we have a number J1 = 1 ... N of LITA signals (training set) with known correct output values "lr (called target values) but the network with incorrect weights returns values at the output units yr. One possibility to define an error measure is by (10) This represents the sum of the squares of all individual errors. E is zero if and only if yr = "lr for aII k and /1. By using Eqns. 8 and 9 in Eqn. 10 we can differentiate with respect to the weights Vkj and obtain (11) The choice of the activation function in Eqn. 9 allows us to express o-
This has the advantage that we do not have to compute 0-/ during the training.
We can continue, use Eqn. 7 in Eqn. 11, and differentiate with respect to the weights Wji. The res]] It is (13) ThlS glves us all the tooIs we need. By updatmg the welghts accordmg to (14) where TJ IS called the Iearnmg rate, the error measure E can be reduced IteratIveIy provlded TJ IS sufficientIy smalI. Eqn. 14 represents the method of steepest descent. More sophisticated updating mIes than the one shown in Eqn. 14 can be used which show faster convergence, e.g. by introducing a "momentum" term (Ref. [19] ) (15) a must be between 0 and 1. Commonly a value of 0.9 is chosen.
Some authors (Refs. [19, 30, 31, 32, 33] ) have proposed an adaptive scheme of adjusting the parameters a and TJ during the training to furt her improve the convergence behavior. In most adaptive schemes TJ is increased by a small additive constant if the cost function E decreases monotonically over a number of iterations. An increase of E during the training, on the other hand, normally indicates that the minimization algorithm overshot the minimum and a reduction in step 13 size is appropriate. Hence, if E increases over one training iteration, TJ is decreased geometrically (i.e., multiplied by a constant between zero and one).
As stated in section 4, however, we change the training set slightly after every iteration to prevent the network trom over-training. This introduces noise which in turn prevents us from using such an easy adaptive scheme. Due to the high number of connections (50,000+) we cannot use a more efficient (but memory demanding) minimization scheme, such as the Levenberg-Marquardt algorithm.
Hence, we know what values to use for n, m, Xi, how to caIculate Yk, and how to find appropriate weights. The number of hidden units required cannot be precisely determined apriori but has to be found empiricaIly. It can be shown (Refs. [34, 35] ) that given a sufficient number of hidden units, a one-hidden-layer feed-forward network is capable of approximating any continuous function to arbitraryaccuracy. Prom the derivation in section 2 we can conclude that such a continuous function Two kinds of errors can be defined. The" bias" is the part of the error which is due to deficiencies in the network architecture, i.e., insufficient number of Iayers or of hidden units. lf h is too Iarge on the other hand, the network will learn the task "too" weIl, meaning that it will specialize on the training set but will perform poorly on data that was not used in the training phase. This is referred to as over-training. The "variance" is the part of the error that is due to the fact that the training set does not cover the entire space of inputs.
Setup
If for a given application the range of target values for C s and u y is known (~= O... 2Jr always),
we can create a training set by using uniformly distributed random values for these parameters in Eqn.6. Fig. 2 shows a typical trace as it was used in a training set. As only a preprocessing step, all signals are normalized to a (positive) peak value of unity. The training set has to consist of a sufficient number of traces in order to cover the parameter space weIl (Le., to reduce the variance)
and to avoid over-training 01 the network. In general the number 01 training signals should be much larger than the number 01 units in the hidden layer. To avoid an excessively large training set, the authors chose to vary the training set over the course 01' the training. After each updating of the weights, one randomly picked trace from the training set was replaced by a new trace with new random values for u y and Cs. This procedure ensures good coverage of the input parameter space while limiting the size of the training set at any one time. In addition, this scheme introduces noise into the minimization procedure. This helps to prevent the minimization from converging to a local mmlmum rather than to the global mmlmum.
As a test case, we consider atmospheric air at rest which is accelerated isentropically to M = 0.9. 
we retain comparable netwark sensitivities over the full range of sound speeds and How velocities.
Furthermare, since the error measure in Egn. 10 minimizes the sum of the total errors rather than the sum of the relative errors, the difference between these two error measures is reduced. It would be possible to adjust Eqn. 10 such that the relative errors are minimized but, as we will show later, minimizing for absolute errors avoids problems with the Fourier limit at very low flow speeds. Depicted are the cases with the most (h = 50) and the least hidden units (h = 5). The solid curves show E calculated using the training set, the symbols plot E for the validation set. The difference between the two curves indicates the amount by which the network has "specialized" to the training set. If the top curve was to level off while E for the training set continued to decrease, the performance limit of the network would 6e reached and any additional training would only represent over-training. E.g., we see in Für very low SNRs, the errors are large and independent of the num6er of hidden units. They correspond to mostly random network outputs.
Besides the bias and the variance there is a third error source for this particular application.
T8
The Doppler shift is proportional to the flow velocity. Hut the signallifetime is limited by diffusion and the finite-size laser beams. Hence, at very low frequencies there will be only a fraction of a cycle within a signal, making accurate frequency measurements impossible. This so-called Fourier limit represents a theoretical limit to all data analysis techniques. Fig. 9 shows the uncertainty of the neural netwark output for C s and u y vs. the How velocity uy-Note that the absolute uncertainty of u y is almost constant except far low How velocities. It increases by one order of magnitude for flow speeds below 30 m/s. Far flow velocities elose to zero, the errors become independent of the number of hidden units.
In Fig. 10 cs-u y combinations, covering the whole range of parameters that the network was tramed on, are used to create sIgnals that are used as mputs to the neural network wIth 50 hldden units. Correct (input) values are plotted as cireles. The actual network outputs are plotted as x's.
The errors are very small for the most part of the parameter space. Only for small flow velocities and m some other regIOns do we observe notIceable errors.
DisCllssion and Conclllsions
A general expression far LITA signals from thermal ar electrostrictive gratings and using homodyne ar heterodyne detection has been derived which shows good agreement with experiments (Ref. [4] ).
The shape of heterodyne LITA signals approaches a limit far strong reference beams. Experiments have shown that there is a phase shift between the osciIIations at the BriIIouin frequency and the Doppler frequency. This phase shift is due to vibrations in the optical components, temperature variations, and other non-predictable effects. It varies randomly from signal to signal. The theory presented takes this effect into account.
We implemented a one-hidden-layer feed forward neural network algorithm for the data analysis.
Its accuracy was very good with the exception of the regime of flow speeds below 50m/s. This is weIl before the Fourier limit should become significant. In fact, experimental resuits with the fitting technique show much better results in this velocity regime (Ref. [4] ). Also, this theoretical limit should only affect the velocity measurements but not the sound speed resuit. Osing more than 50 hidden units could possibly mitigate this problem. In addition, we see in Fig. 5 that E is still decreasing for the case of h = 50 when the training is stopped. This means that the accuracy could be furt her improved by prolonging the training phase. An optimized learning rule replacing
Eqns. 15 will reduce the number of training iteration by increasing the convergence rate of E. The fact that the errors for low SNRs and very low flow velocities are nearly independent of the number of hidden units suggests that we face a theoretical limit that we cannot overcome by increasing h.
The error for the flow velocity is fairly constant over the range of u Y • This means that the percentage errors are large at low How velocities. This, however, is not due to the neural network but is governed by the Fourier limit which no data analysis method can escape. We showed that the neural network is robust with respect to noise. The performance worsens gradually in the presence of noise in the data. The phase between BriIIouin frequency and Doppler shift $ has, as required, no inHuence on the data analysis.
This indicates that internally, the network performs a frequency decomposition. It does not only look for the location of the peaks in the spectrum but uses all available information in the processing.
This would be equivalent to applying the fitting technique to the FFT of the experimental data. Fig. 11 shows the frequency decomposition of the signal plotted in Fig. 3 . We see that besides the two fundamental frequencies, the spectrum also contains some of mixtures and harmonics of or the effect of noise. If we use the peak at twice the Brillouin frequency for the speed of sound determination, the uncertainty is cut in half. Similarly by using the distance between the peaks corresponding to JE -JD and JE + JD in the spectrum (second and fourth peak in Fig. 11 ) we can cut the uncertainty for the flow velocity in half. Using the same input data as the neural network, the dashed !ines in Fig. 9 mark the average uncertainty levels obtained using such a FFT peak detect scheme. The neural network performance with h -50 is significantly better than that of the frequency decomposition technique. faster. While the neural network was only used to extract es and u y , additional units in the output layer could be added, e.g. to extract the thermal diffusivity or the phase shift.
It must be pointed out that the training takes considerable time. This, however, can be done in advance. In the actual experiment the data analysis can then be performed in real-time at a rate of thousands of signals per second allowing the possibility of real-time data analysis even for multi-point measurements. Currently, the LITA data analysis requires user expertise and input which is unacceptable for a user-friendly and packaged LITA system. Either on its own or in combmatlOn wIth the Levenberg-Marquardt algonthm, the neural network approach can provIde significant advantages for this application. ..... 
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