This paper presents two innovative evolutionary-neural systems based on feed-forward and recurrent neural networks used for quantitative analysis. These systems have been applied for approximation of phenol concentration. Their performance was compared against the conventional methods of artificial intelligence (artificial neural networks, fuzzy logic and genetic algorithms). The proposed systems are a combination of data preprocessing methods, genetic algorithms and the Levenberg-Marquardt (LM) algorithm used for learning feed forward and recurrent neural networks. The initial weights and biases of neural networks chosen by the use of a genetic algorithm are then tuned with an LM algorithm. The evaluation is made on the basis of accuracy and complexity criteria. The main advantage of proposed systems is the elimination of random selection of the network weights and biases, resulting in increased efficiency of the systems.
Introduction
The use of hybrid systems can eliminate weak points of single methods of artificial intelligence. The classical learning algorithm of neural networks can sometimes fall into local minima and therefore the problem is not solved properly. With the use of hybrid methods this could be minimized by global search and relatively easier finding of a lower error value. Also, in problems where it is difficult to obtain information about the surface error gradient, the global search space of weights and biases can be searched. Evolutionary methods are used to teach a neural network (determining the values of network weights and biases), searching for the optimal network structure (number of layers and neurons) and even for concurrent determination of the network structure and its learning (Rutkowski, 2008; Patan and Patan, 2011) . Another advantage of hybrid systems is to use a genetic algorithm to optimize the input signal in order to minimize its volume while preserving the necessary amount of transmitted information to the proper operation of the system. In many cases one can achieve much higher performance while the system complexity is only slightly increased (Tallon-Ballesteros and Hervas-Martinez, 2011) . The most popular hybrid systems include evolutionary-neural (Font et al., 2010; Chandra et al., 2011; Su et al., 2011; Tong and Schierz, 2011; Yang and Chen, 2012; Zhang et al., 2011) , evolutionary-fuzzy (Cheng et al., 2010; Lin and Chen, 2011; Antonelli et al., 2009; Cheshmehgaz et al., 2012; Aydogan et al., 2012) and neuro-fuzzy systems (Shahlaei et al., 2012; Czogała and Łęski, 2000; Tadeusiewicz, 2010b; Tadeusiewicz and Morajda, 2012) .
Although these systems are well known and have been used for many years, the subject is still an interesting topic and is in particular used for the analysis of non-linear multidimensional data, i.e., gas sensor signals from electronic noses and in image analysis (Tadeusiewicz 2011a; Tabor, 2010; 2009) . Hybrid systems are used to identify gas mixtures using sensor arrays (Benrekia et al., 2009; Snopok and Kruglenko, 2002) , eliminate the influence of humidity (Maziarz et al., 2003) , lower the sensor baseline drift, improve its long term-stability (Nomura et al., 1998) , enhance selectivity and sensitivity (Ihokura and Watson, 1994; Romain et al., 2000) , identify mixtures of gases with a single sensor with modulated temperature (Nakata et al., 2001; Maziarz and Pisarkiewicz, 2008) , and solve various classification problems in fragrance recognition systems (Yu et al., 2009; Cevoli et al., 2011; Ghasemi-Varnamkhasti et al., 2011) .
The authors previously analysed various systems based on artificial neural networks (Tadeusiewicz, 2010a) , fuzzy logic and genetic algorithms for approximation of phenol concentration. The results indicated that some methods are inappropriate to solve a defined problem, i.e., the training of the systems with the classic LM algorithm for Feed Forward (FF) and Recurrent Neural Networks (RNNs) as well as neural networks trained by genetic algorithms exhibited unacceptable effectivity-their approximation of phenol concentration with the average error was at the level of 8.34%-9.15%.
In the case of tuning the parameters of neural networks only with an LM algorithm, the authors sometimes observed a local minimum or maximum of the function, not a global one construed as a lower error value. This usually results in increased errors, lower reliability and lower effectiveness of the system. In order to overcome these drawbacks, a modified algorithm was applied and the Genetic Algorithm (GA) was used for the preselection of the initial values of the network weights and biases used in LM calculations. Another issue is system complexity growing with the size of the training data set. For the training set containing a few tens of elements, radial neural networks exhibited the best scores in the performed analyses, but for larger input data sets they will obtain worse results, due to their complexity. The presented systems exhibit much lower complexity than those based on the RBF, which have achieved the highest score.
The use of novel hybrid systems proposed by the authors greatly increased the effectiveness of the systems based on RNNs. Such a solution improves the pattern recognition process and approximation of phenol concentration. RNNs are applied despite the absence of their use in similar research problems. The authors wanted to test their effectiveness. Results of some analysis (Table  6) showed that the error of phenol concentration for an RNN system was lower than for a system with a FF neural network (FF+GA+LM). The RNN system showed greater stability training, resulting in greater efficiency of finding a lower error value.
Measurements and data manipulation
The process of approximation of phenol concentrations consists of three stages: measurements, data manipulation, and data analysis. The measurements were performed with a commercially available e-nose from the Alpha MOS company, model FOX 4000 (M. O.S., 2002) . It consists of an array of 18 semiconductor gas sensors.
A phenol specimen means the vial with appropriate solution of phenol. All the phenol specimens were heated before measurement for 5 min at 60
• C. The volume of the gas mixture injected into the measuring chamber of the gas mixture was 0.5 ml. The measurement of each specimen of phenol lasted 121 seconds. Sampling was performed with a step of 1 second, and a single sample contains information about the resistance value of 18 sensors. A set of 121 samples was analysed. In effect, for a single specimen of phenol we obtain a matrix consisting of 121 rows corresponding to subsequent samples, and 18 columns corresponding to the responses of the sensors.
The object of this study was 47 specimens of 8 levels of molar concentration of phenol 1 before selection (0.00005M, 0.0001M, 0.0005M, 0.001M, 0.005M, 0.01M, 0.05M, 0.1M) and 24 specimens of 5 levels of molar concentration of phenol after the final selection (0.00005M, 0.0001M, 0.0005M, 0.01M, 0.1M). As a result of the selection, some of the specimens were rejected and the number of concentration levels was reduced. Due to the small number of specimens, inaccuracies and errors caused by, e.g., improper dosing of the gas mixture (some concentration levels of phenol are overlapping or are weakly separable), the incorrect measurements were rejected and eventually only five concentration levels were taken into consideration.
All of the preprocessing stages performed on a single specimen of phenol are described in Table 1 and shown in Fig. 2 . As a result, 47 vectors built of 36 elements were obtained. Some part of them, after data selection, were used as input data for all the developed and evaluated AI systems. Table 2 shows the matrices in which the data were collected. For the reference matrices, the letter m should be understood as the correct level of normalized concentrations of phenol 2 .
1 Molar concentration is the number of moles of phenol contained in 1 dm 3 of the measured gas mixture.
2 Normalized concentration is the molar concentration converted into bales, M = log 10 Mr/10 −5 , where M is the matrix of normalized values of phenol concentration, Mr is the matrix with real (molar) phenol concentration values of phenol, 10 −5 is the reference value, equal to one-fifth of the smallest value of the expected response.
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Data analysis systems
The goal of the analysis was approximation of the the correct level of phenol concentration. The authors previously tested different systems and algorithms and used them for quantitative analysis of phenol concentration. The data obtained from the e-nose were preprocessed, and then the assignment of the input data to appropriate classes was performed. The tools used for the approximation were different data analysis systems based on selected methods of artificial intelligence. According to the assumed criteria, it was observed that some complex systems based on fuzzy logic and radial neural networks are better in terms of accuracy while others need fewer parameters, but the phenol concentration was approximated with some errors. The authors propose two novel data analysis systems that benefit from a combination of single methods of artificial intelligence such as Artificial Neural Networks (ANNs) and GAs (Tadeusiewicz, 2011b) .
The systems belong to a group of evolutionary-neural systems in which the weights and biases of an ANN are determined as a result of training by a GA. Among different developed and tested systems, the best scores in the evaluation obtained the systems using the following RNNs and FF neural networks:
• feed-forward neural networks trained by the genetic algorithm and optimized by the Levenberg-Marquardt algorithm (FF+GA+LM), • recurrent neural networks trained by the genetic algorithm and optimized by the Levenberg-Marquardt algorithm (RNN+GA+LM).
To simplify the naming and uniquely recognize both systems, in our further discussion we will use shorter names: FF+GA+LM and RNN+GA+LM. Both the systems are described in the following sections. A scheme of novel hybrid systems is presented in Fig. 1. 3.1. FF+GA+LM system. The first developed system, which obtained the fourth score in the evaluation (in Table 6 ), is FF+GA+LM. Its core is a feed-forward neural network, trained by a genetic algorithm and optimized by a Levenberg-Marquardt algorithm. Its structure is presented in Fig. 3 . The network contains 4 layers. The preprocessing signal is fed to 36 inputs (x 1 , . . . , x 36 ) corresponding to 36 samples included in one specimen of phenol. The input layer consists of 36 neurons transmitting the signals (not trained). The first hidden layer consists of 10 neurons, each with 36 weights and 1 bias, with a log-sigmoid transfer function. The second hidden layer consists of 5 neurons, each with 10 weights and 1 bias, also with a log-sigmoid transfer function. The output layer consists of 1 neuron, with 5 weights and 1 bias, with a linear transfer function. The output signal contains information from one network output (y 1 ). The output y 1 corresponds to an approximate value of phenol concentration.
Evolutionary algorithms mimic nature in the process of natural selection and evolution. They are used for random searches, global optimization and learning. Genetic algorithms are usually included in evolutionary algorithms (Rutkowski, 2008) , and in our case they were used for random selection of weights and biases and for the training of neural networks. The course of a genetic algorithm for successive generations is shown in Fig. 4 for the FF+GA+LM system.
The example of matching the FF+GA+LM system's response to the model response obtained for a test set for normalized values is shown in Fig. 5 and for actual values in Fig. 6 . The slope of the fitting line and the shift of the response points are related to the accuracy of the system.
The most important parameters of the FF+GA+LM system are summarized in Table 3 . As we can see, the developed system approximates phenol concentration with the average error of 6.67% for normalized values and 13.00% for real values. They have also low computational complexity and consist of a relatively low and acceptable number of parameters. The neural network parameters were calculated in a training process consisting of 30 generations of the genetic algorithm. The best individual characterized by the lowest error consisted of a set of parameters. It was used for primary configuration of weights and biases of the networks. Such parameters were then optimized by the LM algorithm.
3.2. RNN+GA+LM system. The second developed system, which obtained the third score in the evaluation (in Table 6 ) is RNN+GA+LM. Its core is a recurrent neural network. It was also trained with a GA and optimized by an LM algorithm. Its structure is presented in Fig. 7 . The network contains 4 layers. The preprocessing signal is fed to 36 inputs (x 1 , . . . , x 36 ) corresponding to 36 samples included in one specimen of phenol. The input layer consists of 36 neurons transmitting the signals (not trained). The first hidden layer with feedback consists of 10 neurons, each with 46 weights and 1 bias, with log-sigmoid transfer function. The second hidden layer, also with feedback, consists of 5 neurons, each with 15 weights and 1 bias, also with a log-sigmoid transfer function. The output layer consists of 1 neuron, with 5 weights and 1 bias, with a linear transfer function. The output signal contains information from 1 network output (y 1 ). The output y 1 corresponds to an approximate value of phenol concentration.
The course of a genetic algorithm for successive generations is shown in Fig. 8 for the RNN+GA+LM system. An example of matching the RNN+GA+LM system's response to the model response obtained for a test set for normalized values is shown in Fig. 9 and for Fig. 10 . The slope of the fitting line and the shift of the response points are related to the accuracy of the system.
The most important parameters of the RNN+GA+LM system are summarized in Table 4 . As we can see, the developed system approximates the phenol concentration with the average error for normalized values of 5.88% and for real values of 11.26%. They also have low computational complexity and consist of a relatively low and acceptable number of parameters. The neural network parameters were calculated in a training process consisting of 30 generations of the , after PCA each PC is presented with a different color (C), the first three PCs (D), the first three PCs (every six sample left) (E), after aggregation of PC1 to PC3 (F), signal after normalization (G), signal after reduction of samples (every second sample left) (H), data for all specimens of phenol after preprocessing-the specimens of phenol corresponding to the same concentration of phenol have the same color in the graph (8 colors, 8 concentration of phenol) (I). All stages are described in Table 4. genetic algorithm. The best individual characterized by the lowest error consisted of a set of parameters. It was used for the primary configuration of weights and biases of the networks. Such parameters were then optimized by the LM algorithm.
Comparison of system parameters
The most important parameters of the proposed hybrid and conventional systems are presented in Table 5 . For artificial neural networks they include topology, the transfer function of neurons in successive layers and the training algorithm. For the fuzzy system these are the type with the number of inputs and outputs in brackets, and the number of inference rules. For the genetic algorithm this concerns the number of individuals, the probability of crossover and mutation, the number of generations and the method of scaling and selection. For the general parameters there is the number of elements of the training and test sets, the number of variables (i.e., parameters determined during training, such as weights and biases or parameters of membership functions in the premises and conclusions), and the average error of approximation of concentrations of phenol for normalized values.
Evaluation criteria
A comparison of data analysis systems was performed on the basis of accuracy (AC) and complexity criterions (CC). AC covers 60% of the total evaluation and CC covers 40%. The results were collected from 30 completed analyses of each of the systems, except for those trained with GAs, which require long calculation time, or an ANFIS, for which the subsequent results were identical. All results were normalized in such a way that the worst score in a group of systems is assigned 0% of the grade, and the best one 100%. Assessment values were normalized by the formulas (1) and (2): where y + is the normalized rating of the system for a given parameter x (used if the rating increases with the parameter x), y − is the normalized rating of the system for a given parameter x (used if the rating decreases with the parameter x), x is the value of a parameter obtained by the current system evaluated, x max is the maximum value of a parameter, obtained from all the analyses, x min is the a minimum value of a parameter, obtained from all the analyses.
During the process of designing the systems, the emphasis was put on the criterion of accuracy, so the main goal was to achieve the lowest error. When the minimal error was reached, the overall number of system parameters was decreased.
The analysis covered 11 systems evaluated on the basis of five parameters for the accuracy criterion and three parameters for the complexity criterion. The evaluation was made on the basis of the average and maximum error for the normalized values, which were determined in Matlab, using the formula
where δ av n is the average error for the normalized values, δ max n is the maximum error for the normalized values, N is the number of elements in a test set, M n (i) is the i-th model (expected) response for the normalized values, Y n (i) is the i-th response generated by the system for the the normalized values, range n is for normalized values equal to 4 − 0.699 = 3.301, and the average error for real values calculated in Matlab, using the following formula:
where δ av r is the average error for the real values, N is the number of elements in a test set, M n (i) is the i-th model (expected) response for the real values, Y n (i) is the i-th response generated by the system for the the real values, range r is for real values equal to 0.1−5·10 −5 = 0.09995. The individual components of evaluational criteria, together with their corresponding weights, are described below. Computations were made in most cases for the thirty analyses.
• Accuracy criterion (60%): evaluated system error -AC1: Arithmetic mean of the average error (δ av n ) generated by the evaluated system, for the whole test set for normalized values, with the weight equal to 35% of the assessment.
-AC2: Arithmetic mean of maximum error (δ max n ) generated by the evaluated system, Type of transfer function in the following layers:
log-sigmoid log-sigmoid linear
The maximum number of generations: 30
Training
The maximum computation time in seconds:
Efficiency and properties of the algorithm for a single measurement from the test set for normalized values, with the weight equal to 10% of the assessment.
-AC3: Maximum value of average error (δ av n ) generated by the evaluated system, for the whole test set for normalized values, the weight equal to 5% of the assessment.
-AC4: Minimum value of average error (δ av n ) generated by the evaluated system, for the whole test set for normalized values, with the weight equal to 5% of the assessment. -AC5: Arithmetic mean of average error (δ av r ) generated by the evaluated system, for the whole test set for real values, with the weight equal to 5% of the assessment.
• Complexity criterion (40%): number of system parameters (variables) -CC1: Number of variables (parameters) in an analysed system, with the weight equal to 25% of the assessment. -CC2: Average computation time (in seconds) needed to train the system, with the weight equal to 10% of the assessment.
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-CC3: Average number of epochs needed to train the system, with the weight equal to 5% of the assessment.
Discussion
The comparison of results of quantitative analysis obtained for the developed hybrid and conventional systems is presented in Table 6 and Fig. 11 . The results of the performed analyses proved that hybrid combinations of AI methods are better in the evaluated criteria than conventional evolutionary-neural systems as well as feed-forward and recurrent neural networks. The new hybrid systems reached the results (WA3 parameter value-RNN+GA+LM: 77.50% and FF+GA+LM: 75.90%) close to the best, achieved by the radial neural networks (WA3-GRNN: 91.26% and RBF: 90.42%) in approximation of phenol concentration. According to Fig. 11 , the four winning systems are highly efficient (over 75% score).
Noteworthy is also the fact that the FF+GA+LM system received (in one of the thirty analyses) the smallest average error in approximation of phenol concentration for normalised values (AC4: 2.64%). Also the result obtained by the RNN+GA+LM system is very good (AC4: 3.05%).
However, it should be noted that the proposed hybrid systems are probably able to obtain even better results if the number of specimens is greater (due to their small number, increasing the number of specimens from 24 to several hundred). Such systems exhibit lower complexity (WA2) because the number of variables (CC1) in radial neural networks increases in proportion to the size of the training set. The accuracy of the novel systems (WA1-RNN+GA+LM: 73.27% and FF+GA+LM: 65.39%) should be also increased in comparison with radial neural networks (WA1-GRNN: 92.85% and RBF: 91.47%) as the developed hybrid systems were overtrained due to the relatively small number of specimens.
Regarding the complexity criterion, the new FF+GA+LM system exhibits worse results only in comparison with the FF neural network (WA2: 91.68% vs. 98.28%), but the latter obtained the worst score in the accuracy criterion (WA1: 47.67%). The RNN+GA+LM system also obtained a high score in the complexity criterion (WA2: 83.84%).
By using the GA, which pre-chooses the initial values of neural networks, their further optimization by the use of the LM algorithm is more efficient, which significantly affects the final efficiency of the systems Approximation of phenol concentration using novel hybrid computational intelligence methods Type of transfer function in the following layers:
Training
Efficiency and properties of the algorithm The genetic training combined with training by the LM algorithm gives much better results in comparison Table 5 . Most important parameters of the tested data analysis systems. The hybrid systems described in the paper are shown in boldface. Fig. 11 . Results of quantitative analysis of the systems from Table 6 
System Parameters
Conclusions
The authors proposed two innovative hybrid data analysis systems. They were used for the approximation of five levels of phenol concentration. The core of such evolutionary-neural systems are feedforward and recurrent neural networks. RNNs or FF neural networks were initially trained by the genetic algorithm, and then optimized by the LM algorithm. The advantage of such systems is more effective training and relatively easier finding of lower error value. The effectiveness of neural networks trained only with a GA or only with an LM algorithm was increased by using new hybrid methods linking RNNs or FF neural networks, the GA and LM. The systems developed based on both RNNs and FFNNs yield high scores in the accuracy-complexity criteria, not much worse than the systems based on RNNs, but due to the complexity of the radial system they would exceed this system performance for larger data sets.
