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INTRODUCTION 
In Computed Tomography (CT), two-dimensional (2-D) slices or three-dimensional (3-D) 
volumes of an object are reconstructed from many projected line-integrals (usually x-ray 
transmission data) around the object. As the data collection capabilities and reconstruction 
algorithms for CT have become more sophisticated over the years, the demands on computer 
systems have become correspondingly greater. For example, cone-beam data acquisition of 
a single 2-D projection containing 1024 by 1024 resolution is now easily achievable in much 
less than 1 second. Accepting and processing a volume of data at those rates is impossible 
for most conventional computers. Also, recent limited-data reconstruction algorithms using 
iterative schemes between image and projection dcmains [1] require large amounts of very 
time-consuming calculations. In this case, repeated use of a constrained projection model (or 
the Radon transform, named after mathematician Johann Radon [2]) followed by a recon-
struction algorithm (or inverse Rador, transform) ie used to converge on the correct answer. 
High-speed 2-D reconstructions on commercial scanners are typically performed on either 
a pipelined array processor or a custom (proprietary) hard-wired reconstruction engine tuned 
to that machine. Array processors provide improvements in reconstruction times but, as 
we shall see, are not as fast as the multi-processor solution. Hard-wired backprojectors 
are extremely fast for the time-consuming part of the reconstruction process so they are 
commonly used in medical scanners, but they are usually scanner-specific and, due to their 
proprietary nature, are not generally available to customers for modification. 
The commonly used algorithm for computing the inverse Radon transform in all the 
above problems is some form of filtered backprojection (FBP). Although it is one of the 
fastest algorithms available, the sheer amount of data to process is overwhelming. In this 
paper we will look at ways to "parallelize" this algorithm so that a computer with multiple 
interconnected processing elements can achieve reconstructed images more rapidly than be-
fore. 'Ve will look only at the restricted case of 2-D parallel equi-spaced projections in this 
study, but extensions to more general cases are possible. 
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The class of multiprocessor architectures that we are suggesting is known as "systolic 
arrays", pioneered by Kung (3], which are highly-parallel regularly connected multiprocessors 
with simple control and data flows . Typically, each processor contains some local memory, 
and has a connection to one or many other processor nodes. In our case, they are operating 
in a Single-Instruction, Multiple-Data stream (SIMD) mode. We will show, in simulated 
and experimental results, how this architecture can compute the forward and back-projection 
algorithms efficiently and at very high rates depending on the number of processors employed. 
MODEL FOR IMAGE RECONSTRUCTION 
The CT data-acquisition process for a single 2-D slice-plane can be modeled as the 
(forward) Radon transform, g( s, 9), of an image written as follows: 
g(s,9) = 1: f(scos9- usin9,ssin9 + ucos9)du. (1) 
where f(x,y) is the 2-D spatial image of x-ray attenuation coefficients. From the geome-
try shown in Figure 1, we see that s and 9 specify a line in the image plane over which 
the attenuation values are integrated, hence the value of g() at fixed s and 9 is sometimes 
called a ray-sum. The Radon transform is a 2-D mapping that has many useful properties 
(summarized in (4, Chapter 10]) such as linearity, periodicity, and mass conservation. 
The Radon transform values are actually computed from the measured attenuated x-ray 
intensity, I, and the incident intensity, / 0 , by the following relationship: 
g(s,9) ~ ln(J0(s,9)/I(s,9)). (2) 
All values of g( s, 9) at a fixed angle, say 90 , are collectively known as a projection: 
A 
Uoo(s) = g(s,9)19=9o· (3) 
Note that the projection shown in Figure 1 is a one-dimensional (1-D) function ins. 
The reconstruction problem then involves inverting equation (1) (finding the inverse 
Radon transform) to compute f() from measured values of g(). One method of finding the 
inverse is the filtered backprojection technique we will present without proof (see (5] or (6] 
for detailed proofs). This method is summarized as 
f(x,y) = 1" 9o(xcos9+ ysin9)d9 (4) 
(x,y) = Image Domain 
(s,9) = Projection Domain 
Figure 1. CT image reconstruction geometry. 
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where g8(8) is the projection g8(8) filtered by a "Radon kernel" whose frequency response is 
1~1 (using~ as the frequency variable associated with 8). That is, 
9e(8) = 9e(8) * p(8). (5) 
and where p( 8) is the Radon kernel, sometimes called the "rho filter". Equation ( 4) is 
called the backprojectiou integral, hence the name filtered backprojection. Notice again that 
equation (5) is a set of 1-D operations that can be performed independently, and in parallel. 
PARALLEL ALGORITHMS FOR CT IMAGE RECONSTRUCTION 
We see that in order to perform faster reconstructions, it is important to speed up the 
three underlying operations-the Radon transform, the rho-filter, and the backprojection. 
The filter p( 8) is usually fixed by trade-offs of scanner resolution requirements versus system 
noise levels. Thus, the rho-filter computation is usually constant and negligible compared to 
the other two operations due to the availability of Fast Fourier Transforms (FFT's). There-
fore, we will focus mainly on the Radon transform and backprojection operations (though as 
these operations get faster, the filtering time becomes more important). 
The Radon transform and backprojection algorithms are very similar in their structure. 
For both of these, we will use linear interpolation between the discrete rays and pixels. This 
is an extension to the algorithms in [7] and is a reasonable model as long as sampling issues 
are accounted for in data collection. Using this model, the Radon transform algorithm of an 
M by M image J() can be written in the following way: 
fork<- Oto](- 1 {number of projections} 
e ..... k'Tr 
]( 
9k(8) <- 0 for all 8 
for i,j <- 0 to M- 1 {size of image space} 
8 ..... i cos e + j sin e 
9k(l8J) <- 9k(l8J) + (f8l- 8)/(i,j) 
gk(f8l) <- gk(f8l) + (8 -l8J)f(i,j) 
forall8, gk(8) <- ~8(8)gk(8) 
(Algorithm 1) 
where l8J and f81 are the floor and ceiling functions respectively. One way to parallelize this 
algorithm is to assign one projection to each processor as shown in Figure 2(a) (Note: P; are 
processors). If there are more projections than processors, as will usually be the case, then 
evenly divide the projections among the processors. Now each processor handles the forward 
projection for its own 1-D projection angles by performing the inner loop of Algorithm 1 with 
its own value of k while the image is supplied in parallel to all processors. When all pixels 
have been shipped through all processors, the Radon transform is done. 
The backprojection algorithm is similar and is shown in block diagram form in Fig-
ure 2(b ). (The rho-filter is placed in the loop where it is normally used .) 
J( i,j) <- 0 for all i,j 
for k <- 0 to J( - 1 {number of projections} 
e ..... k'Tr 
]( 
gk(8) <- gk(8) * p(8)for all 8 {rho filter} 
for i,j <- 0 toM- 1 {size of image space} 
8 ..... i cos e + j sin e 
(Algorithm 2) 
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Figure 2. Multiprocessor implementation of (a) the Radon transform and (b) the backpro-
jection algorithm. 
f(i,j) <- f(i,j) + (fsl- s)g(Lsj,k) + (s- lsJ)g(fsl ,k) 
for i,j <- 0 toM -1, f(i,j) <- ~f(i, j) 
Again each processor handles some subset of the projections in computing the backprojection. 
The pixels in the image must be passed serially, rather than in parallel as before, through 
the processors. We refer to this technique of storing projections in the various processors and 
passing the image data through them as the resident projections method [8] . It is a convenient 
method because each projection is entirely stored in only one processor so that 1-D filters or 
constraint operators need only be local to one processor without data from other processors. 
Alternatively, a resident image method (Figure 3) suggests a scheme whereby pieces of 
the image are stored in the various processors and the projections are passed among the 
processors via interprocessor communications. In this case, when computing the Radon 
transform, each processor calculates its contribution tog() from the processor's subset of the 
image. The contributions from all the processors are then summed in a distributed manner 
to yield the Radon transform. The inverse Radon transform is computed by first sending 
the filtered projections to each of the processors; then each processor computes its subset of 
the image. Notice that the filtering operation is more awkward in this scheme, because the 
projections are distributed in the communication paths. Still we found that filtering requires 
much less time ( <1%) than does the backprojection step. 
For each of the two above strategies it is shown in [8] that any connected network topology 
can calculate the Radon transform and its inverse efficiently. The network topology affects 
such parameters as latency within a pipeline. However, problem size can be made large 
enough so that latency induced by network topology does not adversely affect performance. 
EXPERIMENTS 
We sought to obtain realistic experimental tests of t he above algorithms on various 
computers including both commercial and in-house designs. Barring language and compiler 
differences, the three algorithms were coded as identically as possible for each machine. As 
a basis of comparison, we chose a fixed size problem to run on all computers. This problem 
involves the forward and inverse Radon transforms of a 512 by 512 image projected onto 
512 parallel projections, each with 512 rays (detectors). While these numbers may not be 
completely realistic for physical problems, they do provide a common baseline to test the 
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Figure 3. Possible resident image topologies for the Radon transform; (a) lines of the 
image, (b) blocks in a mesh, (c) arbitrary tree storage. 
algorithms. All times were measured for actual execution of the algorithm only and do not 
include system overhead (memory allocation, program loading, data input /output, etc.). The 
various computers used in the tests are briefly described in the next subsections. 
Uniprocessors 
The uniprocessors used in this study include several from Digital Equipment Corp. 
(microVAX-1000, VAX-785, and VAX-8600), several from Sun Microsystems Inc. (3/110, 
3/260 with floating point accelerator, and 4/260), a graphics workstation by Stellar, and an 
array processor by Floating Point Systems (FPS-464). These were chosen largely because of 
availability. All these machines ran versions of the algorithms written in the either the C or 
FORTRAN languages (if both languages were available, t he faster is reported). 
The SPRINT Computer 
The Systolic Processor with a Reconfigurable Interconnection Network of Transputers 
(SPRINT) [9] is a sixty-four-element multiprocessor developed at Lawrence Livermore Na-
tional Laboratory (LLNL) to evaluate systolic algorithms and architectures experimentally. 
Each of the sixty-four elements is a 20 MHz INMOS Transputer 32-bit microprocessor. The 
processors are interconnected in a reconfigurable network which can emulate networks such 
as the two-dimensional mesh, the t riangular mesh, the tree, and the shuffle-exchange network 
(see Figure 4) . Each processor has 128K bytes of memory and four bit-serial , asynchronous, 
full-duplex, 20 Mbit/sec links connected to a 4 X 8 crossbar switch. Each crossbar switch is 
memory mapped to its associated processor , so reconfiguration time is less than a microsec-
ond. The SPRINT algorithm was coded in the OCCAM language for the timing tests. 
Radon Transform Computer 
A linear processor array known as the parallel pipelined projection engine (or PPPE) has 
been suggested for computing the Radon transform (7]. It operates a version of the resident 
projections method where each processor contains one or more projections. We have been 
working on a joint project between LLNL and U. C. Davis, using the SPRINT as a test-bed, 
419 
I I 
l 
>-< ~ 
.__, 
8X8 mesh 1 OX 10 triangu lar mesh 6-level tree 
MicroVax II 
64-node 
shuff le-exchange 
Figure 4. Block diagram and possible topologies of the SPRINT. 
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Figure 5. Block diagram of the PPPE architecture. 
to implement the PPPE atchitecture in hardware. The computer is simply called the Radon 
transform computer, and a block diagram of it is shown in Figure 5. With enough processors 
(one per projection), this computer should be able to run the forward and inverse Radon 
transforms at extremely high rates of speed, and open up other possibilities. For example, 
a version of the PPPE was developed for machine vision applications [10]. Jones, et al. [11] 
implemented a similar hardware architecture for positron emission tomography. 
Two directions are being taken for implementing the Radon transform computer. The 
first is based on commercia.!ly available, general purpose digital signal processing (DSP) 
chips . In our case, we used the Texas Instruments TMS32020 and the ATT DSP 16. The 
second approach is based on a custom VLSI IC optimized for the forward and back-projection 
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algorithms. A highly pipelined architecture will allow data to enter the processor at a rate 
of one point per clock cycle. In a 2 J-Lm CMOS technology, the estimated clock frequency is 
> 10 MHz. 
RESULTS 
In all cases, the forward Radon transform speed was within 10% of the backprojection 
speed. Also, the rho-filter times were very small compared to the total reconstruction time 
(usually< 4%). For these reasons, and to minimize confusion, we will report only the results 
for the backprojection operation which is usually most criticallsee Table 1 ). The uniproces-
sors are given first in decreasing order of computation time, followed by the multiprocessors. 
The final column of the table gives a useful timing measure that stays fairly constant for prob-
lems where there are 512 rays per projection-the number of microseconds to backproject 
one projection to a single on one processor. 
Initial experimental results showed that the Radon and backprojection algorithms on the 
SPRINT exhibited essentially 100% efficiency [8]; that is, the processing time for N processors 
is close to 1/N times that for one processor (e.g., 42 processors operated in 1/4l.3 times the 
uniprocessor speed (> 98% efficiency). Based on this value, we could safely extrapolate 
timings for any number of processors. The same holds for the other multiprocessors. 
\Vitl1 the high concentration of floating point calculations, the relative uniprocessor 
speeds are not unexpected. However, when combined into a muhiprocessor systolic array 
computer with good efficiency we achieve very rapid reconstructions. For example, a single 
SPRINT processor is almost seven times slower than the fastest uniprocessor, but when all 
64 processor are working together, it almost an order-of-magnitude faster. Simulated results 
for a conservative Radon transform computer design shows that extremely high rates of speed 
are possible. The 512-processor configurations are listed for information only, but it is inter-
esting to see that there is a potential for performing reconstructions in less than a thirtieth 
of a second-video rates. 
Table 1. Timing results for 5122 backprojections from 512 projections of 512 detectors each 
Time for N processors (sec) 
Computer N = 1 N = 64 N = 512 J-LS/pixel/projfproc 
J-LVAX 1000 6594 - - 49.13 
Sun 3/110 5935 - - 41.22 
VAX 785 (fpa) 5524 - - 41.16 
VAX-8600 1433 - - 10.68 
Stellar 1247 - - 9.29 
Sun 3/260 (fpa) 1165 - - 8.68 
Sun 4/260 980 - - 7.30 
FPS-464 601 - - 4.47 
SPRINT (OCCAM) 4100 65.6 8.2ot 30.55 
RTC (TMS32020)* 1380 21.6 2.7 10.28 
RTC (ATT DSP16)* 780 12.2 1.52 5.81 
RTC (Custom VLSI) 13t .21 t .0262t 0.10t 
* Using DSP simulators; includes time for writing to off-chip memory. 
f Projected numbers, not measured. 
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CONCLUSIONS 
\Ve have seen how the forward and inverse Radon transform are inherently parallelizable, 
and can be efficiently implemented on systolic arrays of computers. High efficiency is possible 
with any connected network topology, even with low communication bandwidth. The results 
of the algorithms executed on the SPRINT compare closely with theory [8]. Because of 
the efficiency of these algorithms on multiprocessors, the systolic implementations are much 
faster than the uniprocessor approach. For example, the SPRINT is about 100 times faster 
than a micro-VAX running the same algorithm. Future hardware designs, and the current 
simulations of them, show even greater improvement over SPRINT-up to two orders of 
magnitude. 
The systolic array configuration is particularly useful for algorithms which iterate between 
image and projection domains to converge on an answer. In addition, we are designing 3-D 
cone-beam reconstruction algorithms using SPRINT, which should show especially dramatic 
speed improvements. Further results are expected from the hardware under design for the 
Radon transform computer. Simulated results are showing that we will achieve close to 
video rates. Other future activities include looking at improved implementations of the rho-
filter, fan-beam, cone-beam, and iterative algorithms. Backpropagation, which uses "depth-
dependent" filters, is another challenging problem for these architectures. 
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