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　　　　　This　dissertationis　devoted　to　the development of methods　for
the optima:L design of high ｒdl:Liablesystems.
　　　　　Chapter　:Ldefines　and describes reliabilities of units, subsystems
and　systems,and formulates　reliability optimization problems witl：１ａ
single and multiple objective functions　in the general form.　This
chapter mainly prepares　for discussions of　the　succeeding chapters.
　　　　　InChapter　２，ａmethod　is presented　for, generating　systematically
all possible series-parallel・(s-p) structures　for １９・・・ﾀＭunits.　The
method　１Ｓmodified　in order　to calculate　the　failure probabilities and
reliabilities　of　all possible s-p　redundant structures　for　１９●゜・９Ｍ
units with　two　failure states.　Then we apply　the present methods　to
ａ problem of　finding an optimal s-p redundant　structure subj ect　to four
reliability, two　failure probabilities　and fail-safe.
　　　　　Chapter３ presents　ａ heuristic method　for obtaining an optimal
reliability allocation of ａ　series　system.　In each subsystem.
redundant components　can be added (In parallel, stand-by, or k-out-of-
ｎ：G, etc.). or ａ more reliable unit can be used ｔ０　improve　thesystem
reliability.　The solution is　obtained by repeatedly using ａ more reli-
able candidate at each subsystem　that has　the greatest value of ａ
'weighted sensitivity function'. The balance between the objective
function and　the constraints　１Ｓ　controlled by ａ　'balancing coefficient'.
The overall computaional procedure　is given and an examp:Le　１Ｓpresented.
The computations　are　given for ａ set of　randomly generated　test problems
111
in which the optimal parallel redundancy under linear　constraints　１Ｓ
determined.　The proposed method １Ｓ　then compared with other methods。
　　　　　InChapter　4, this dissertation presents an efficient method for
finding　the ｅχact optimal　solutions of reliability allocation problems
that are formulated as　an integer nonlinear programming problem gener-
alized　to handle nonlinear constraints and non-separalbe problems.
The method　１Ｓ based on branch-and-bound principle and developed by
considering separation and relaxation techniques ．　　　　　　　　　　　　　　Ｉ。
　　　　　InChapter 5, we consider　the problem of determining an optimal
design of　ａreliability system with multiple properties and integer
variables..　This problem １Ｓ　formulated as ａ multlobjective nonlinear
pure-integer programming problem. This dissertation presents ａ method
for solving the multiobj ective p ro gr ammlng problem, which consists of
three　techniques：　1)narrowing ａ given feasible region if　the region
is　too wide, 2)obtaining exactly the set of Pareto-optimal solutions.
and　3)selecting　the best one for decision makers　from the set of
Pareto-optimal　solutions.　This method has an interesting merit　that
an increase in the number of　objective functions　scarcely affects　the
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2.5　Procedure　for Determining ａParticular Structure
2.6　Reliability Calculation
2.７　AnOptimization Problem




















Comparison with Other Methods


































Chapter 5.　Ａ Method for ａ Multlobjectlve Problem
　　　5．1　Introduction
　　　5.2　Problem and Technique　for Narrowing ａ Feasible
　　　　　　　Region












Proof for Rule Ｂ　inChapter　2
Proofs　of Some Properties　in Chapter ２
An Illustration of Procedure Ａ in Chapter ２
Details of Example l in Chapter ４




















　　　　There Is ａ basic conflict　in Increasing the reliability of ａ sys-
tern.　The Improvement of reliability Is causative of Increasing the
consumed amounts of resources ; ＼ｅ・gl:・,cost, weight, volume, area,, time.
This conflict cannot be circumvented, but it can be minimized through
optimum design.　The conflict between quality and the outlay of re-
sources is presented everywhere. It is prominent, for exa万mple, In the
design of complex electronic equipment for space use.　There are con-
stralnts on some of　the resources.　In the case of space systems, the
payload weight　1S　limited by the capability of　the launch vehicle.
There are al8o often minimum acceptable reliability requirements.
　　　　　　　　　　　　　■　　　　　　　　I・　　　　　　　　　　　　　　　　　　　　　　　　　　　●This dissertation Is devoted　to the development of methods for
the optl!nal design of十reliability system万゜万．　Chapter 2 presents ａ method
for generating systematically and exactly all the possible series-
parallel (s-p) structures for 11°・・.Ｍ units.　The method Is modified
１ｎ order to calculate　the failure probabilities and reliabilities of
all　the possible s-p redundant　structures　for 1，.．．，Ｍunits with　two
failure states.　Then we apply the present methods　to ａ problem of
f1゛万ding an optimal s-p redundant structure subject to four constraints
for reliability, two failure probabllites and fail-safe.
Ｉ　　　　　　　　　　　　　　　・　　・ｆ　Ｉ
　　　　Chapter ３ presents ａ heuristic method　for obtaining an optimal reli-
ability allocation of ａ　series　system.　　In each subsystem, redundant com-
ponents　can be added (In parallel, stand-by, k-out-of-n：G, etc.). or ａ more
１
reliable unit can be used in order　to Improve the system reliability･
The solution Is obtained by repeatedly using ａ more reliable candidate
at each subsystem that has　the greatest value of ａ　'weighted sensitivity
function'.　The balance between the obj ective function and　the con-
stralnts　is　controlled by ａ　'balancing　coefficient'.　The overall ｃｏｍ一
一putatlonal procedure
is given and an example is presented.　The compu-
tations are given for ａ set of r゛andomlﾀﾞ generated　test problems　in which
tﾆhe optimal Ｐ８・万allel redund叩cy r und^びμ91?ar constraints　Is determined.
The proposed method is　then compared with other methods.
　　　　In Chapter　4， this dissertation presents an efficientぐ旱些恥もｆｏｒべ
finding the exact optima:L solutions of reliability allocation problems
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－of　equipment.　A11 units　in ａ system are assumed　to be statistically
Independant and　identically distributed.
収　二The definitions　and descriptions about r el labりLities of units,
subsystem and system万that are relevant to　this dissertation　are
given in the　following Sections　１‘２９　1.3, 1･卜よドE9βectlonぺL･5,.,･we,for-
mulate reliability optimization problems with ａ single and multiple
objective functions　in the general　form.　　　　　　ニ
? ． ? .a　i
1･.2 1 UNIT RELIABILITY.　　　ペ　ヘ　………　’=，ト・ヽ　.I=
　　1.2.1　1-fallure-state unit
　　　　　　　　　　　　　　　　　　　　　　　　●　●　　　　　　　　　　　　　　　　　　　　　　　　　.　　1　　　　　●If we need not to consider multipleヽ;failure states ’6f a unit　’ 丿
when we treat　its　reliability, the unit will be called a　1-failuでｅ－
state unit and has two　states:　success and　failure･　The reliability p
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1
of‘ａ　unit used　in ａ subsystem ｉ means　the probability　that　the unit
will operate successfully during ［0,t*］.　The unreliability (failure
probability) q.ご“jiﾆ“!゛pi can be obtained as follows:　‥‥‥‥　‘　｀に
　　　　　　●　　　　　　　　　　　　●　　　　　　　　　　●　　　　　　　　　　　　．１　　　゛／　　　１　　●●　　　　Ｉ１）工f　a given collection ;of the units is tested for the time t大, we
can Ob tain the estlma te
a
0f ｑ１ , which　is　called empirical reli-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　II　　　　　● ●’，　一一　　　　　　　　●ability.　　　　　　　　　　　　　　　　　　　　　‥‥‥‥　　 ゛’　I　　･’　引
Ａ　　　　　number of units･ failedｑ１°　　number
of units tested






2) Assume　that　the failure distribution of　the unit　is　identical.　If
the failure distribution Ｆ（ｔ）（-･・くｔく・･)has ａ density f(t), t：hefailure
rate　function r(t) is defined　for values　of　ｔ by　　　　　　　　　　　　　　　　　　＼
３
r(り・でＦび具45÷＼・.














　　　　　　Typical useful failure laws which have been assumed are given
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　■　　j　　　　　　　　　¶　　●●
next.　The failure rate is given when it　Is ａ simple expression･















































F(t) = 1 - e~λt(X，
where　λ，（χ＞0.
































where a > 0, -<≫くμく’゜.
　　　　　　　　　　　　　　　　－






































? ? ? ? ? ? ? ?
? ? ? ? ? ? ?
j ｈ
t t p :
／
/ w w w
. .
’












　　　　　Ifwe must consider ２　failure states of ａ unit (as relay, switch.
sensor ｇ　valve. etc.) to　treat its reliability. the unit will be called
2-failure-state unit (Fig.　1.1). There　is no restriction on the number or
kind of　Inputs　to the unit;　the　inputs are　irrelevant　to　this　discus-
sion except as　they are　Implicit　in the definition of success.　There　１Ｓ












The unit has exactly 3 states:
(1) success S the output follows the Inputs according t:ｏthe nature
　　　　　　　　　ofthe device.
(ii) or (iii) failure ，゛11 ＝　theoutput is stuck-at-i, for i=O,l.
The　two　failure probabilities q･?and -J are defined as　follows:
qi　　the probability that ａ unit used in subsystem i will fail　･:
　　　　　asO during [0,t*】，
qi　　the probability that ８ unit used in subsystei!l.1 will fail
　　　　as1 during [0,t*】.
The empirical ゛゛ｅ]Liabilities ＼4? and 11
8゛ｅ





/vl　　　number of units　failed as　ｌｑ１ °　number
of unit：Ｓ　tested　　　．．゛ (1.27)
　　　　Whenwe know the failure distribution functions FO(t)，F1(ｔ)of







　　1.3.1 Improvement of Subsystem Reliability
　　　　Thereare essentially　!:wo basic methods of　Improving　the reli-･.
ability of any subsystem.　One method is　to　Increase the reliability
of unit by 1)usingヽhigh reliable unit, 2)redesigning, 3) derating, 4)
゛゛万kingstronger against　the environmental stress, etc.　Another method
is　the use of redundant units.　By using　the methods, we can obtain
some　candidates (alternatives), having different reliabilities and
different amounts of　resources for each of subsystems.
　　　　When units　in ａ candidate have　１ ０ｒ　２　failure　states. the　candidate

















ニQ1（゜c1）丿probabilityﾆthat l8　1-failure-state candidateり; for
‥一　　　　　　　subsystemi will fail during ［o.t*].　　　　　　　　’ダ
　Q?(x･1）　……probability　that a 2∠failure-state candidate X. for
　　,イ･　　･f　　subsystemi will fail as o during［0,t*］，
　Q1（゛１）　P゛゜bability that a　2-failure-state candidate ｘi for
　バ　･.･　　.ヘフ　　subsystem･1 will　fail as l during［0,t*］.　　I･
10
The reliability of　subsystem　１ １Ｓas　follows:
(1) When the candidate x. is a　｡1-failure-state device,
R1（i1）゜1“Q1（゛1）
(ii) When the candidate x. is　a　2-failure-state device,
11(゜c1)　（L－qi(゛1)末Qi(ｘl)








where､ｑ1　1?　the　failure probability of X. for　l-failure-state case.
and ｑ
case.
qi are　the　failure probabilities　of X. for 2-failure-state
11
　　1.3.2　Redundancies for 1-Failure-State Units
　　　　A11 units　in each of　subsystems are assumed to be statistically
alike.　The several redundancies for 1-failure-state units　are as
follows:





where qi　is　the failure probability of the unit used in candidate x
and ll（゜ci）iS　thenumber of units used　in candidate x..　　　　　　　　・
(ii) k-o゛t-of-n(x^)叩［017 k-out-of-n(゜c1）:Ｆ］redundancy: The can-




















｀゛here the k/n(x^):G【k/n(x ):F】　device　is assumed　to be perfect.
Ｎ°te that the k/n(x ):Ｇ[017 k/n(x ):Ｆ]device does not often exist
explicitly.　　　　　　　　　　／　　　　　犬　　　　　　　　　　　　　　　　　　　　　　｀
(iii) Stand-by【or spare】redundancy:
　　　If we assume that perfect failure detection and switching
［replacement］　are made and　the･stand-by【spare】units do not age.
















The failure probability of　the candidate depends　on the failure
distribution function of units.　　フ’I　フ　　　’ダ
































　　　　　Inthis　section。ｔｏｏ、、we assume　that all units　in each of　candidates
are statistically alike.　The several redundancies　for　2-failure-state
units　are as　follows：
(i)Series-parallel redundancy:
　　　This redundancy will be treated In detail　１ｎ the next
chapter.
(ii) series and (iii) parallel redundancies：
　Ｊ　¶　　　　　　　　　　　Ｉ　　　・　　　　　　　　　　　　　　　　　－●　・　 These redundancies are special　cases of (i). 　・
(iv) k-out-of-n(゜ｃ１）は［ｏ ｋ゛‾ｏ゛t-of-n(x.):0］1:edundancy s
　　　The °utput of candidate X. is 1［O］1f and only if 3ｔ least
ｋ outputs of its n(x,) units are 1［O］゜
1か
2か 0 or 1
Fig. 116　k-out-of-n(x.):1 1:ed°dancy
　　　　　　　　15
The　failure probabilities　that　the candidate ･will　fail　stuck-at





















wｈｅｒｅｑSs q: 81:ｅthe probabilities that k/n(x ):1 [or k/n(x ):O］
device (voter) will　fail stuck-at o and 1， respectively・
1.4　SYSTEM RELIABILITY　　･‥　・・　.････.　　　　　　　　　　　　･.･　　.･･･
　　　　　Theconfigurations ’of reliability systems can be roughly d:Ivided
into　two　groups:　series and non-series.　Any system in which the
system success Is obtained by the success of a11 its subsystems　is ａ
16
series configuration.　The other systems are non-serie8 configuration.
Optimization problei!IS treating series system are generally separable
for each variable!．’‘’･In the case of non-series system, however, the
optimization problems are non-separable.
　　　　　　　　　　　　　　　　　　　　　　㎜　　　　　　　　　　　　　■　　　　　■■・When we use candidates x. (1=1,
゜．’゜,n)
as subsystem １ ０ｆ ａ　system.
　　　　　　　　　　　　　　　　　　　　　　・　　　　　　　　　　　　　　　　　　　　　　　　　　●　　　１the rel:¶ability R(x)゜f the system (the Ｐ/゜bability thatｿthe system
operates　ｓ゛ccessfully during [0゛t¶］1ｓ ８ｓ　follov゛s:　………，･･・　･.･　　　　･.゛
　　　　　(i) Series system:　　二　　１　　　　ダ
c4叱哩? Ｑ厄iSrｇ ご c4で
Sub8U8tem. j　　Subsyatem 2　　Subeyatem£







　／　、Since　thereliability functions of non-series　systems can not
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lO ‘)‘11(゛1)12(゛1){1‘(y － !43(ｘ3))9y－IVX4)ﾘ1 - RcCXc))}
　　　　　十R1(゛1)(1‾R2(゛2))R5(゛5)
　　'丿　　　　　　　　　　　　　　　●　　　　　　　　　　・　　　●' 1　1. 11










Subsystem 4 Sub8y8tem 5
Fig.　1.９　Non series-parallel system
R(X) = R3(X3){1 - (1 - R2(x ))(1でR5(゛5))}
十(1‾R3(か)){1､- (1“
･R1(゛1)R2(゛2)(1‾R4(゜c4)R5(゛5))}





1.5 RELIABILITY OPTIMIZATION PROBLEM
　　　工ｎthis　section, we formulate ａ reliability optimization problem
with ａ single objective function (scalar optimization problem) and ａ
mult iobj ec tive reliability optimization problem (vector ｏｐt:Imlzatlon
problem) in the general form.　　.－
　　1.5.1 Scalar‘Optimization Problem
　　　　　Considerａ reliability system having several properties (e.g・，
reliability, availability, cost, volume　, weight and　time) .　When
we　try to　design the system, we will be faced with the conflict that,
the better ａ design alternative　１Ｓ　forａ property, the worse it　ご．
becomes for　some other properties.　We can reduce　the conflict by
considering ａ　scalar optimization problem formulated by selecting　the
most　important or appropriate property as an objective function and by
treating　the other　Important properties as　the constraints。
　　　　　Ａgeneral　formulation of　reliability optimization problem with
ａ　single objective function １Ｓ
Problem Ａ：　Choose　theoptimal candidate ｘｉfor each subsystem ｌ
　　　　　　　　fromthe candidates prepared. so that the objective
　　　　　　　　functionis maximized （ｏｒminimized) without violating
　　　　　　　　nonlinear　constraints：
naximize (or minimize)　ｆ（Ｘ）







(ii) Proble° A2 :’Minii!lizea linear　cost function without allowing
　　　　　　　　　　　　the　systemreliability to　drop below　a given
　　　　　　　　　　　　acceptable　leｖｅ１Ｒｍｉｎ［M25］:











We will treat the special cases of･this　problem in Chapters　3 and 4. 1
　　　　ProblemＡ includes most of　the conventional reliability optlmiza-
tion problems as　its　special cases.　Some of　the conventional　problems
are as　follows :
(i) Probl° h'- Allocate tｈ?number ゛I of !jarallel redundant >iinits
　　　　　　　　　　　　(itsunreliability 1S q1）tｏ each subsystem i so
　　　　　　　　　　　　that　thereliability of　series　system １Ｓ



























where ｇｊ１（ｘ１）ａｒｅmonotone non-de cr eas ing・
(Iv) Problem ＼''　Choose　the optimal　candidate ｘｉfor each subsystem





















gj1（゛1）≦"i　（j ’ 1”゜･ ≫ni),
Ｘ°（ｘ:,...゜゛ｘｎ）゛
x1≧　1　integer.
｀゛here R(X) and ｇｊ１（゛１）　aremonotone nondecreasing
　　1.5.2　Vector optimization Problem
　　　　Another way for reducing　the conflict mentioned　in Section 1.5.1
1ｓ　the multiobjective programming.　A1:Ｌ properties　are assumed to be
better when they are smaller (e.g･, use unreliability rather　than
reliability).　A general formu:Lation of vector　optimization problem is
as　follows：　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．
Problem Ｂ：　Choose　the optimal candidate for　each subsystem
　　　　　　　　　　fromthe prepared candidates　so　that the obj ec tive












where M^ub　is ａ subset of {i,..・，ｍ｝‘
Generally speaking, this problem can not be solved without　the
information about decision maker's preference.　The set of Pareto-
optima:L solutions　１Ｓobtainable mathematically. However we can not
select ａ best one from the Pareto-optimal solutﾆ１０ｎset Ｗｉｔﾆhout　the
Informa万tion from the decision maker。





FOR 2-FAI LURE-STATE UNITS
2.1　INTRODUCTION　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
　　　　There are several kinds of redundanc　for units with　two　failure　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｙ
states, e･gl･, hammock and bridge [M2:L］,k-out-of-m［M5], and series-
parallel (s-p).　The redundancies　treated　in‘［B4,G5-G7,T7］are　special
cases of s-p.　Tillman rT7１ has　formulated problems with several modes
of　failure. The∧formulation in his Type　l　failures　Involves ａ careless
assumption. Thus, ｅ°g., when h=2, s°4 q゛1°q2°q3°q4=o.3.ｍ°4 b゛oth
equations (8) and (18) in［T7] give 1.669 as the probability of fail-
ure.　His　treatment for Type 2 failure　is　the same as　the conventional
one　for ａ unit with　two　failure modes.　Ａ formulation ｉｎ【G5－G7】has　｡，
the same error ａｓ［T7].
　　　　This　chapter　treats　s-predundancy;　each unit and　the　system are
ａ device with　t:wo failure　states.‘　For practical usage of　the device.
ｅ・g・,valve, relay, and sensor in protection systems　of nuclear power
plant, chemical plant, electric power system, etc・
9　1t　is　always
desired　to decrease not only the unreliability of a fail-safe device,
but also both ’of　the　two　failureprobability of　the device so　that one
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failure (unsafe　failure) happens much more rarely than another　failure
(safe　failure), e.g・, see Section　2.7.　In such cases, s-p redundancy
can be used;　k-out-of-m redundancy　can not be used for mechanical
valves.　Which redundancy of　Ｓ“ｐand k-out-of-m １Ｓbetter depends .０ｎ
the kind of device, reliability, and cost of k-out-of-m devices
(voter), etc.　The difficulty in treating the s-p redundancy　1S　that
the number of　possible structures　increases ｅχponentially with increas-
ing number of　redundant units.　The　total number of　such s-p　structures
has been　calculated by Riordan-Shannon[Rll.
　　　　　Inthis chapter, a method １Ｓpresented for generating systematl-
cally all possible s-p structures　for　:L,...,M units･　The method is
modified　to　calculate　the failure probabilities and reliabilities of
all possible s-p redundant structures　for　19°゜・ﾀM2-failure-state
units.　Furthermore we apply　the present methods　to ａ problem of　find-
ing an optimal s-p structure with minimum units subject　to　four
constraints　for reliability, two failure probabilities and fail-safe.
2｡2　SERIES AND PARALLEL REDUNDANCIES OF 2-FAILURE-STATE UNIT
　　　　There　isno restriction on the number or kind of　inputs　to ａ unit;
the　Inputs are　Irrelevant　to　the discussion, eχcept as　they are implic-
1ｔ’1nthe definition of　success.　There　１Ｓ　onlyone output and　there
are eｘ９万ctly2 output states (called‘101‘and　'1').
　　　　Theunit has exactly 3　states:
　(i) success:　the output follows　the inputs according　to　the nature
　　　　of　theunit：，　　　　　　　ｙ
(ii) or (Hi) failure　゛１ Ｓ゛　the output １Ｓ　stuck-at-i. for　i = 0, 1.









o : Close state of valve
　　　I 」　　　　　　　　　　　　　　　　　犬
Fig.　２．１　Valve.
１０１　１Ｓ　closed.　Thereare　２　input　signals, one　to close　the valve, one
to　open the valve.　Its　states ａｒｅ：
Success：　output　is　１ ０ｒｏ　depending on which　input　１Ｓ　activated.
Failure '0'：　the valve　１Ｓ　stuck closed. regardless　of　the　input・
Failure　゛１゛：the valve is　stuck open, regardless of　the　input.
　　　　Ａpair of　units　can be comb ined　in either of　２ways.　Ａ combin-
ed pair of　units　isａ single device　and has severa:L inputs, but only
one output with ２　states.　The　２combinations are　called series･(Fig・
2.2) and parallel (Fig.　2.3) in defference　to usual　terminology, but
the　terms can be very misleading if used　in any way but as　defined by
the　truth　table.
Truth Table for Unit Pair
　　　　　　　　　series　　　　　　parallel

























UNIT I UNIT 2
UNIT I
UNIT 2
　　　　Anexample　is　the gate valve mentioned above;　series　and parallel
refer　to　the physical connection.　not necessarily　the　logic connection･
Series and parallel are duals.　If　the output definitions　are　switched,




　　　　　structure：　Ａ collection of units connected together・
　　　　　series-parallel (s-p)：　Ａ structure　is called　's-p'　if　it　Is either
ａ　series or ａ parallel　connection of　two　s-p　structures.　Ａ 1-unlt
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｉ　　　　　１　　　　一一　Ｉstructure １Ｓ ･s-p'
●　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　／　　　　　　　　　／
　　　　　essentially series (e.s.) or seesntlally parallel (e.p.)：Λs-p
structure　１Ｓ　called　'e.s.゛’ｏｒ　'e.p.' if　it　１Ｓ　the series or parallel
connection of　two s-p　structures, respectively.　Ａ 1-unit　structure can
be　called either　'e.s.' or　･e.p.'.
　　　　　dual:　The　'dual' Is generated when the words　series　and paralle･１　，
are　Interchanged in describing ．the structure.
　　　　　Note：　Ａ１１ possible e.s. structures　are In one-to-one　correspondence
Ｗ１･th all possible e.p. structures.　because each e.･s. structure has an ６．ｐ・
dual.　Hence　it　１Ｓ　sufficient　to generate all possible･e.s.･ structures.
　　　　　structure number;　Ａ number corresponding　to an e.s. structure and its






maximum number of units
number of units;　１ く、ｍ
　　　　　　　　　　　　　　　　－
???????
number of all possible　e.s. (or e.p.) structures　for 1,...,M
units.　　　　　　　　　　　　　　　　　　　　一犬　ノ　　　　　　づ　ノ　　　　ダ‘
number of all possible ｅ .s, (or e.p,) structures　for m units.
　　■　　　　　・　　　　　●　　　　Ｉ　　　　　　　　　　　　　　・




°t=l 11tト゛ＮＭ ° 7j°　　　　　　パ
Implies dual. -　　　　　　　　　-．　　　　　　　　　‥
implies　series　connection.　　　　　　　　　　ハ　　　　　　　　　｀　，・　　ぐ








o゛yL; ゛12°’ n ｅ｛s1 ’凡j｝゜












６ｆ　structure･numbers of e.p. structures ･forming ａ





minimum of　structure numbers　of e.s. structures　h such that
u(S,) = y and min-sn(S,)゜K, see (2,13).
ｍａχImuminteger ≦ｙ●　　　　　　　　　　　　　　　　　　　ニ●
failure probabilities of units for the cases output　1S ’ニ
always　'0', '1', respectively･
(゜l-p?). ?i?　　failure probabilities of　S19　§'1'・espectively,　for　the
　　　　　　　caseoutput is always '0'.
q1，畦（＝1J1）　failure pｒ。babilities 。ｆ
　　　　　case output　1S always　゛:L゛｡十
S1゛ "S-, respectively. for the
R1゛i1　　　　reliabilities of SI゛"h'　respectively.
2.4. PROCEDURE FOR GENERATION OF STRUCTURES　　　　　　　‥
　　　Figure 2.4　shows all possible　s-p　structures　for 1,2,3,4 units.
In this　section, we present a procedure　for systematically generating
all possible s-p structures for 59°・・.Ｍunits.　(Because of　the















１ Ｓ１　　　　　　　　０爽‾‘Ｏ Ｓ１　　　　０‾‾'Ｏ １





















Fig.　2.4　Series-parallel structures　for 1,2,3,4　uni ts.
　　2.4.1 Preparation for Describing Procedure
　　　　InFig,2.4, each of ｓ’ｐstructures １．ｓdesignated by Ｓｉor Ｓ１（１°１゛
‥・,9) according to ａ rule mentioned in Section 2.4°1.2.　Using this
figure, we explain two　standard forms　for expressing e.s. structures
and ａ rule for designating all possible ｅ°Ｓ°structures by Ｓ１（１Ｆ’１゛
‥・,N), and　then explain ａ rudimental method for ．ｇｅ‘neratingｅ．ｓ・
structures and useful properties　for systematic generation of e.s.
structure.　　　　　　ダ
　　2.4.1.1　Standard Forms for Expressing E.S. Structures
　　　　Foirmthe definition of　'e.s.'　１ｎ Section ４，3, it　Is　confirmed　that
any e.s.　structure　for ２９・・・,Munits　can be expressed by series-
connections among ２　０ｒmore e.p.　structures.　That　Is, assume
Condition １：　Ａ１１possible e.s. structures　for !>･･･≫皿一１




according to ａ rule　that will be mentioned in Section ２．４
1.2.
Then any e.s. structure　Ｓ１



















(For example, in Fig° 2｀4･ S6 °馬.･§1142andS9〒ぢi2:)















fべ}’?'1 , whe° n is ｅ°ｓ.゜ ¶le即ressed ８ｓ
　　　　　　　　｡犬　　　　FormＡ.
１，
(for example, in Fig. 2.4, inin-sn(S
゜1 and 11111‾ｓ゛（g6）゜6）
when n is e.p
6)’゜in-s゛(s,.s.･ち ) = inln{l,l,2}
Let ｕ８ rewrite Form Ａ into another form which is convenient　to
generate e.s. structures.　Under Condition １９ any e.s.　structure S,
(u(S )゜m) can be expressed ８ｓ:




　　　　　S　，　when ｐ ＞２ １ｎ Form Ａ，（く
，　when ｐ ＝２ １ｎForm Ａ．
ｋ ≦min-sn(S*),
　　　　　゛（sｋ）十゛（雙）゜゜･
　　　　　(Forexample, In Fig°2゛4’S6 ’yL゛S4andS9 ’ぢち）





　2.4.1.2　Ａ Rule ｊ９１：Designat：１?ｇE.S°Ｓｔｌ：uctures by ＳＩこ犬
　　　Suppose that all possible e.s. structures for １･，‥・,m' (3≦ｍ゛







designating.　Ａ rulW １Ｓ presented here, which is　convenient　to　generate
all possible e.s. structures　for ･皿．＋１units.
　　　　Ourrule is　inductive:
　　　　1.　(For m = 1, 2) Designate　the e.s.　structure having l unit by
S- and　the e.s. structure having 2　units by　S-, as shown In Ｆｉｇ°2°4゛
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１１．　(For!n = 3,..., m') Assume that ａ１１e.s. structures　for １，．‥，
ｍ－１ units have･ been designated by　S-,. ･・゛ＳＮ　　’ Then ａ rule
　　　　　　　　　　　‥　　　ト　　　　　　　　　　　　　　　　　　　　ｍ-１
for designating ｎｍ ｅ‘8. Structures by Sn ’‘　＋1゛h　　+2'"'？　h
　　　　　　　　　　　　　　　　　　　　　　　　　　　　｀　　　　ｍ-1　　　m-1　　　　　ｍ
follows:
Rule Ａ：(For Form A) For two e.s. structures such as
　’　　ら・　　　　　W‘ s　　　.　　　　.
S11 °S11°゜.’.’゜S1;　.（1≦11≦‘■■<-K≦Ｎｍ-1 ’qヤ2）
Sjii = Sjii°¨゜゜耳ぐ　（.1≦1y≦゜¨≦ﾌﾟqダＮ町1 , q > 2),
1Ｓ as
where u(S.,)゜u(S^,,) = m, if it is true that i･　＜1”゛ ｔ1!en･S1゛





(For example. In Fig.　2.4, for m = 3,
～　　　　　　　　　　　　　　　一一　～
S,, and then for ｍ = 4,‘S5 ° S1‘S.:s.





Using Rule A, which Is lexicographical, we can uniquely write
ＳＮ　　+!･･・’゛ＳＮ　for ｎｍｅ．ｓ．Ｓｔｒｕｃｔｕｒｅｓｈａｖｉｎｇｍ units.
　　ｍ‘１
Ｒｕｌｅ Ａ ｃａｎｍｂｅrewritten ａｓ：　　　　　　　　　　　　　　　∧
34
35




where ｕ（S1゛）゜u(S”) = m.‘ｋ゛. i゜nin-sn(S.,) and ｋ” ゜ min-
ｓi1（S1”), if it　is　true that　11　く１”, then Ｓ１「and　Ｓ１”must
satisfy one of the following Cases　1, 2, 3, 4.
Case　１：　ｋ゛くｋ”.






　　　　　　　　　　　　　～　　　　　　　　～　～Case ３ｚ ｋ゛’ ｋ”ｉ　Ｓ１゛’ Ｓｋ゛゜Ｓ免”　S1” ゜Sk”゜％”゜





(The proof that Rule ＢIs equivalent to Rule A is given in
Appendix Ａ）　　　　　　I
As　for Rule B, see Table 2.1.　This　table　shows　all possible e.s.
structures for 1゛゜゛゜゛8units in the form ＼'h or S -S£゜We read
Table　２．１ as　follows; ｅ･ｇ･ ，see the row ｍ ’８．　ｊ　°３９　ｋ° 4, the row
shows　that, for all S ･（１°３ﾌﾟ9, 380, ..゜91 390)
m = u(S 1）’8゛
ｋ ° min-sn(S.)゜４゛


















ｍ ｊ ｋ －　　　　　～　～Sk゛S£゜17 Sk‘S£ Ｓｉ λm.k ｎｍ
１ １ １ s. ‘ １ '１
２ １ １ g1゛g1 Ｓ２ ２ １
































































３ s -g£″か5,..,,9 Ｓ１３５″‘｀’‘″Ｓ１３９‘ 135






















４ §4’り’か10,...,21 Ｓ１７ｑ″゜゜゛″Ｓ!90 379
　４
４
５ ～～ｓ５°り″か5″‥’″9 Ｓ３９１″’゜゜″Ｓｌｑ５ 391
６ ～　－Ｓ６゛Ｓｒか6″‥り９ Ｓ３９６″゜゜゜″Ｓ３９９ ３９６








　　　　Anytwo e.s. structures　satisfy Rule B　foｒ･each m =　3，‥.，8；
e.g. ゛ S325　and　S367　InTable　2.1 satisfy Case　ｌin Rule Ｂ;　S325　and
S326　satisfy Case ２；　S325　and:S334ｸﾞsatisfyCaseニ3; ^334 and　S335
satisfy Case ４.
　　2.4.1.3 Ａ Rudimental Method for Generating E.S. Structures
　　　　　In this　section, we present ａ rudimental method for generating
e.s. structures　for ｍ units.
　　　　　　　　　　　　　●一一．　’　　Ｉ’･　　●，　　‥　　……：　　　　　　●●●●●●　　●･●●　●　　　●●●
　　　　　Under Condition 1, we obtain
Property 1: For any e.s.　structure　Ｓ
　　　　　　　●●●●･●●　　　　　　　　　･●　　　　　　　　　１
叫ｋり[m/2】’，
゛here y ’ min-sn(S )・
（叫ＳＩ）゜ノり’1t is t・ue that
(The proof of Property l is given in Appendix Ｂ－1)
　　　　By using I?roperty‘1 and Form B, under Condition ｌ we can
generate all possible ｅ．s. structures　for m units.
　　　　The method １Ｓ as　follows ：　generate　the　following two groups
of e.s.　Ｓｉ：ructures ， for each ｋ such that　　　　　　　　　　　ｌ．　　“Ｉ
゛(Sk) k【in/2]十.－
　　　　　　　　a.　・　d・●･　　　゜　　I‘四ａ　・Group　１ ：　structures　Ｓｋ’ Ｓ兌 for a11 I such that












（Ｆ°l:example, when m ’ 5 (i.e., V゛ｅstart with Fig. 2.4), we obtain
゛（Sk）≦2 from (2°8); i°ｅ°9k ° 19 2 (see Ｆｉｇ°2,4). When k” 19 ｀゛ｅ
obtain u(Sj^) = u(ら,）゜4 from (2.9) and (2,11) because u(Sj^)゜グ1･ and
then Fig.　2.4　show that {£| u(S^)゜4｝゜{i!,| u(S^) = 4}゜{5,6・7・8,9}･
and all £ e {5,6,7,8,9} satisfy (2.10) and (2.12); i.e., the structures
obtained are S -S^　a = 5,.･‥，9）・and ^i'S≪ (I =5,...,9). When k =犬’
2’゛ｅ obtain n(Sg) = ゛1（ら,）゜3f・om (2.9) and (2.11) because u(S. )゜2’
and then Fig° 2’4 shov゛Ｓthat ｛£「uCSj = 3}゜｛川゛（§兌）゜3｝゜｛3･4｝’
and a11 £ e {3,4} satisfy (2.12) but do not satisfy (2.10), i.e., the
structures obtained ａｒeii2°ち・S2*s',. We have obtained ａ:LI possible
ｅ．ｓ・structures　for ５　units, see　the row ｍ ＝５　１ｎTable 2.1.)
　　　This method can ｅχactly generate all possible e.s. structures
for ｍ units, since a) it　１Ｓ　ovbious　that ａ１１０ｆthe　structures
generated ’ｂｙthis method have ｍ units and differ from each other.
b) from ａ fact that any ｅ･,ｓ．structure is expressed In Form Ｂ，we
easily see that the set of the generaねed structures includes ａ１１
possible e.s.　structures for ｍ units (note that (2.9) and (2.11)
are obtained from (2.7), and (2.10) and (2.12) are obtained from (2.6)).
　　　In order to generate furthermore e.s. structures for ｍ＋1 units.
｀゛emust designate each of ８１１structures generated for m units by S1
（1’Nmi1＋1゛　・・・９　Ｎｍ）゛Ｔｈｉｓdesignating c゛ be done by using Rule B
1n Section 2 .4.1.2 (In Procedure A, as seen In Section 2.4.2,　e.s.
structures are generated in the order of　the structure numbers 1 m-1
＋1゛゛‥゛Ｎｍ）゜
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２。4.1.4　UsefulProperties for Systematic Generation of E.S. Structures
　　　Tomake the method presented in Section 2.4.1.3　ａsystematic one.
under Condition l we　Introduceλl』,Ｋ（μ≦N ,) defined ８ｓ
　　　　　　　　　λμ,･（゜mindI u(S )･゜y and min-sn(S ) - k}゜ (2.13)
(For example, see Table 2°1゛λ5，1°mln do,゜...19}゜10 and λ5，2’
min{20,2l} = 20)
Definition (2.13) leads to
mind I ゛（ｓ１）゜μ｝゜ＮμＬ１＋１°λy.i'
｀゛｛１１。u(S)≦μ｝’・μ’λμ十1，1- 1,




　　　　Byusing the definition (2.13), we have the following properties.
which are convenient　to generate ａ:LIpossible e.s. structures for ｍ
units.
　　　　a)Common properties to Groups ｌ and ２in Section 2.4.1.3.　We
can rewrite Property ｌ by using (2.15):
Property 11 :　For any e.s. structures S.
　　　　　　　　　　　　1≦ｋ≦λ[ｍ/2]な１,１‾１'
　　　　　　　where ｋ ’゜ln-sn(S ).
Furthermore we have:
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(゛1(S1)゜m), it Is t゛ｅ that




fol° each ｋ ° 1’‘゜゜’λrni/2］十十1，1‾1’where j ’ u(S,)
(The proof of Property 2 1S obvious from (2.14) and (2.15))
　　　b) Properties for Group　1●　　　　　　　　　　　　　　.-，　　　　　　　1　　.●
Propertyく3: Z satisfying both (2.9) and (2.10卜exists i.f.f.
　　　　　　　１≦ｋ≦λ[in/3】十十1，1‾yj°Ｎ【ｍ/3】十)‘　　＼
(The proof of Property 3 is given in Appendix Ｂ-2)　　　　　　　　･･･
Property ･4:I'For ･each ｋ °1”゜゜゛λ[m/3]≒:L，1‾1' it is　true　that･
くｋ　for ａ１１見゜λm-j ，1゛・¨゛λm-j,k~
≧k for all 兌’λm-j ,k'--゜゛入ｍ-j＋1μ‾1゛ﾆ
where j = u(S, )
(The proof of Property ４ １ｓ obvious from (2.16))
　　　　c) Properties　for Group　２．
Property ５：　For each ｋ ＝１，‥．，　λ【(ｍ＋1)/2]十,1゛:Ｌ　(１．ｅ．，ｋ＝１，‥．，
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λ[m/2】+,- ,-1 when ｍ.･1ｓodd, and k,= 1”“゛ λ[m/2]十,1‾1




where ｊ = u(S.).
(The proof of Property 5 1ｓ given in Appendix B-3)









≧ｋヶfor 811 見 ’ｋ’゜‥’み［ｍ/2］与1,1‾1’
(The proof of property 6 1ｓ obvious)
　　　　　　　　　　　　　　　　　　　　.－　　　　　　・　　　　　　　d●　　’　　　　　　f　　　　　　　　　　　　，　　　　　d) Properties 1' ， 291・・・91　6　can be summarized as　folioｗｓ:
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・　　　，　　　　　　　　　　　I.　　　　　　’へ，






for each k°J., ･ ･ ･ >λ［m/3］な1，1‾1’ ゛゛here j ° u(S ) (1≦j≦［m/3］十）’
　　　11. (As for Group 2) Properties 1゛ ， 2 and･5 show to generate
　　　　　　　　　　　　　　　■　IrjjI　　.･･ ●・ 　’・；I　’I　　「･　　.●･　　　●.　　　　　　●F●　　　　　　　　　・
　　　　　　　　　　‰゜≒　（£’λm-j ，Ｐ゛゜”λｍ-j十i.r"　　　　　.d･I
for 311 k ’ 1’¨‘’λ［（ｍ＋1）/2］＋,1‾1’ ゛゛here j ° ゛1（sｋ）（1≦に［（゛トl)/2］十）゜
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　41･





fｏ゛ each ｋ ° λ[in/2］十,1’¨゜’λ［ｍ/2］･*'+i,r^'"゛ｈｅｌ:e j = u(Sj^) = I゜/2】十･
　　　　Byusing ｉ and ii, we can systematlcally generate all possible e.s.
structures　forin units.　Ａ systematic procedure　Is given in Section 2.3.2.
　　2.4.2　Procedure for Generation of　Structures　・　：　　：．
　　　　Wehave generated and designated all possible e.s. structures　for
1.2,3,4 units by Ｓ１（１°１゛゛‥゛９）゛ａｓ　seenin Ｆｉｇ°２°４°In this　section芦
a systematic procedure １Ｓpresented for generating and simultaneously
designating each of ａ１:Ｌpossible e.s. structures　for ５９・・・９Ｍunits by
s, (i ’ 10 N)゜　The generating technique in Procedure Ａ is based on
d) in Section 2.4.1.2, and the generated structures are designated by
Ｓｉaccording to　the rule mentioned in Section 2.4.1.2.
　　　　Procedure Ａ begins with ｍ = 5, but can begin with ｍ ＝２．
Procedure Ａ
Step １：　Set ｍ ’５゛λ１,１’１゛λ２，１’２゛λ３，１°３１　λ４，１°５゛λ４，２°９ｓ
　　　　　　入5，1 ° 10° (When we begin with ｍ = 2, change this step as
　ｌ　　　　　
follows:　set m = 2,λ1,1°1゛λ2，1’2゛　and go to step 5） し
Step 2: DO iv j = 1, [m/3】’，1
(This definition Is the same as DO-CONTINUE statement in
FORTRAN)
DO iv ｋ ＝λj.l' λj＋1，1,’1゛ 1
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i. Generate.the e.s. structures
g
ｋ°S兌（見゜λin-j ，ｋ゛゜゛゜’λｍ-j＋1，1’1）’
and designate the structures by Ｓｉso that
１°λｍ,ｋ十（見‾λｍ-j，ｋ）’
ii. Generate　the e.s. structures
iｋ’瓦（見’λｍ-ｊ，１’¨”うｍ-j＋1，1‾1）’









+1＞[(m-l)/21十， then go　to　Step５．　Otherwise go
to Step 4.
　　　　DO　111 j = rm/3】％1，[(ｍ-1)/2]十，１
D0　111　k ° λj.l' λj＋1,1゛1゛ 1









step ５:　If m is odd, then go to Step 6.　Otherwise, set j ＝ [in/2]十
　　　　　　ando　the following:
　　　　　　　　　　DO　111　k＝λj，1'ノj十1，1‾1'1
i. Generate the e.s. structures
百
ｋ･孔　（£゜ｋ’゜゜゛゛λｍ-ｊ十:L，1‾:L）’





step ６：　ｌｆｍ≠Ｍ，ｔｈｅｎreset ｍ ゛ ｍ ＋１ and ｓｅｔλぶ１，１°｀λm,k+l and
　　　　　　return to　Step　２・　・Otherwise, stop ；　we now have ａ１１･possible
　　　　　　e.s. structures　for ５９°゜゜９Ｍunits, i.e., all possible　s-p
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structures　for １タ・・・９Ｍunits.
An illustration (m = 8) of Procedure Ａ is shown in Appendix C.
　　　　Numbersof all possible e.s.　structures ･for　１９１!･・．３０units
are　shown in Table 2.2, which are　obtained from［Rl, Table　ｌ］．　Wehave
made sure　that numbers of all possible e.s. structures generated for
1,...,15　units by Procedure A, are exactly the same as ones　in Table
2.2.
　　　　Table２．２　shows　that　thenumber of all possible e.s. structures
increases exponentially with increasing number of units.　Hence
Ｐｒｏ･cedureＡ will soon become　impractical with　incresing number of units.
However Procedures　Ｂ and Ｃ presented　in the succeeding sections are
applicable　to　the cases of relatively large numbers of units.
2.5.　PROCEDURE･OF　DETERMINING A PARTICULAR STRUCTURE
　　　　Wemay be　faced with ａ problem of determining ａ particular structure
S1・ or s,,. when, we have a structure number i'　but　do not know what･s-p
structures　correspond　t0　11.　１ｎ　fact, we will be　faced in Section 2.7
with　the problem of determining　the　structures　S134°　In such case゛
，1f
we use Procedur?. Ａ tｏ:determine　the structure S., or　S1”　we must
generate all the structures S.-, S^.”゜り　S., (the structures　S1゛
゜゜ ゜゛
Sg　have been gene゜ted in Fig°2‘4)゜　This･ Is q゛lte cumbersome
９　and
becomes　impracticalにfor structures　having more than about　１０units
(see Table 2.2).･　　　　　　　　．，　　　　　　　　　　コ　　　＼
　　　　In　this　sect･ion,a more efficient procedure　is presented　for
determiningヽａ particular structure.　By using Table　2.1, we can




Number of Ａ１１Possible E.S. Structures


















































example, the structure S134　is determined as　follows:
1’ Find S134 ’ら゛ち１ from the
゛ｏ｀゛11°7゛ j ° 2゛ｋ ° 2゛ and then S21 °
　　S2'S, from the row ｍ = 5, j = 2, k = 2; 1°ｅ” S134 ’ g2’g2・V
2. Because we know the structures S_, S, (see Fig. 2.4)
9 ゛ｅ
ｃ゛ easily
　　dete°1゛ｅ the structui:e S134 (see Ｆｉｇ°2.5)゜
Fig. 2°5　Structure S134
゛
　　　　　Generally,　ifwe have the data about m, j, k.　λｍ,ｋ‘forall m≦Ｍ
(the　data are obtainable ･ by using Procedure A modified　to produce　only
the value of λｍ,ｋ)゛ＰｒｏｃｅｄｕｒｅＢdetermines　ａ particular structure　^1-
χ　　　／ゞ　ｔ　。--･or S^, (u(S ,)ニu(S^,)≦Ｍ）.
Procedure Ｂ
Step 1:　Set i = i', K= 1(5,where 4 1ｓ null ｓｅt:.
Step　2 :　Do the following :
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i. Find ｍ such that　一犬．ツ　　ト．
λｍ，1≦1（λnrf¬1，1‘
･ii. Find k such that　　’
　　　　ｋ゛゜“伝|λｍ,Ｋ≦1｝’
　　　゛d obtain j corresponding to ｋ゛
　　　　　(Foi°ｅ°ilp:!7芦,when 1 ° 333゛ ４ obtain llプ り‘ｋ ° 2, j = 2
　　　　　when １ ７｡５４，･weobtain ｍ ゛６９ｋ ° 4,'j　°３）　　　　　＼




If 1くz, then set
’λm-j,k
　　見゜λｍ-j十1，1＋1－λin,k　゛












and go to Step ５．
c) [(m-l)/2]十 くｊ．　Set
　　i2.= k + i -λm,k '
and go to Step ５．　(when １ = 54, il = 4)
Step 4: Write　the data i, k, 0, i　（Ｏmeans　S見 ) and go to Step 6.
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●　　　　　　　　　1●　.
●　　　I(When i = 333, the data
obtained are 333, 2, 0, 54; I.e., we
　　　　have S333 ’ら’S54）
Step 5: Write the data 1，k, 1, I (1 means S ) and go to step 6.
　　　　(when １ = 54, the data obtained are 54 ，4，1，4；　i.e., we
　　　　ｈａｖeS54 °i4°g4）
step　6:　Check if k ＞9 and if 見＞　9 (because we have　the structures
　　　　　S141 S2”‥゛S9 111 Fig. 2.4) ゜
　　　　a) If both ｋ and Z >･9。then reset 1 4- Z and Ｋ４-KLI{k}, and
　　　　　　return to step 2・
　　　　b) If either ｋ or 見|＞9，ｔｈｅｎreset 1 4一万max{kμ} and return
　　　　－　to step 2. (When １ = 333, i‘4-54）
　　　　　c) If both ｋ and 兌.く9, then check if Ｋ≠φ.　工ｆＫ≠^, then
　　　　　　take an element from Ｋ to become i (at　the　same　time, i　１ｓ
　　　　　　removed from K) and return to　Step　２．　　IfK = {$, then stop・
　　　　　　(When i = 54, K = ≪5)
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We can make　the structure S,, or h'　by using the output data of










and S54 °S4°S4；　1゛ｅ゛゛S333 °S2’S4゛S4　°　　　　゛
Therefore we can obtain the structure designated by S bｙ'･using Fig.
2.4.
2｡61　RELIABILITY CALCULATION　　　　　　　　　　　　　　　　　　　　　几
　　　　　The　reliabilitiesand the failure probabilities of　structures　S1
（４ｋ°S,or 11k°S≫)and S, can be calcu:Lated as　follows:
a) In the ｃ卵e of S1 7 11k・S, the failure μobabilities of S1 and S. are
　　　　　　Ｑ１＝（1一通）Q1 ，
I･?＝（1－べ:）ｒ2 ，
Pj = ( I - qJ ) ?J .
ii?＝（1 －P2 ）ii2 ｡
b) In t:he case of S1 ’Sk° ９
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（4°（1－i1）（1－社），
pj = ( 1 -ぺ:) ( 1 - Q° ），
i;1 °（1－Q1）（1－Q1），
q; = (i一疋) ( 1 - p? ) .





　　　　Procedure C, which is ａ modification of Procedure A, shows how to
calculate　the　reliabilities of all possible　s-p　structures　for 19・・・9
M units.　This begins with m = 2.
Procedure Ｃ






１゛λ２,１°2, 1=1, and go to Step ５
　　　DO vl ｊ ＝１，［ｍ／３］＋，１
　　　DO vi ｋ ＝λj.l'λj+1,1爽1’ 1
D0 11£
゜λm-j,k'λｍ-j＋1，1‾1’1
！. Reset 1 4- 1 ＋１ and calculate Q ,略号，i? by using





ili. Reset １４-１ ＋１ ａｎｄｃａｌｃｕ14tｅ（4，p?,J1，ﾀﾞ>y using






Step 3:　If [m/3]十＋1＞[(in-l)/2]十, then go to Step ５.　Otherwise
　　　　　　go　to Step 4.
Step 4＝　　　D0 1ｖ j = [m/3]十十1, [(in-l)/2]十，１
DO 11£
〒λm-j.l'　λｍ－j＋1，1‾1゛1
Ｄ０ １ｖ ｋ ＝λj.l' λj十1，1‾1゛ 1
i. Reset iや１＋１ and ｃａｌｃｕlateQ1，ｐ?，号，叉ｂｙusing




Step 5: If ｍ is odd, then go to Step ６．　Otherwise, set ｊ °［ｍ／２］十
　　　　　　and do the following thing:　’
DO iv ｋ 二λj,l' yj十1,1‾1’1
DO 11£゜ｋ’λｍ-j＋1,1‾1゛1
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i. Reset　１ ４- 1 + 1 and calculate






Step　６：　If ｍ ≠Ｍ･, then reset ｍやm + 1 and　Ｓｅｔλ
nH-1,1°λm,k+l and
return to step 2.　Otherwise, stop;　we have　the failure




”S1 for a11 i = 1.
　　　　The result　that Procedure C solved an ｅ］sample, q ° 0.01, q^ °
0.05, M =　7, is　shown in Table 2.3.　Table 2.3　shows　that. In this　case.





the ･reliability of structure S.　1ｓ
　　　　　　.　　　　　　　　　　　　　　　　　　　　　　　　●　　　　　，　　　　　　　　　　　　　　●maximum. and reliabilities of structures having　3 or more i.i.d. units
decrease with increasing number of　redundant units, c) for general
series-parallel redundant　structures. the maximum of　reliabilities of
all possible s-p structures　for each value of ｍ increases monotonically･
In the‘ optimization problems　formulated by Tillman［T7], he uses　series




Reliabilities and Failure Probabilities of A1:Ｌ Possible S-P一一一一一一一一一一一一一一　一一一一一一　一一一一　　　一一　　一　-　-　　　　　-‥















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2｡7 AN OPTIMIZATION PROBLEM
　　　　Consider　the　followingproblem:･ find the most reliable s-p
redundant　structure composed of minimum niunber of valves in the
examples　in Section 2.2 (output l is open, output 0 1ｓ　closed) which










where (2.22) is　ａ constraint　for fail-safe:　the failure　･０・　１Ｓknown
ｔ（ｊbe much safer than the failure　'1'.　We can ｓｏ:Lvethis problem by
applying Procedure C.　The structures S:L22 ゛ S134 and S139　satisfy
（2.20）～（2.23）andS134 1S　optima:L;　see Table 2.3.　The structure
designated as　S134　1ｓ determined by using Table 2゛1 0ｒ Procedure Ｂ;　see
Fig.　2.5.　The reliability and the failure probabilities　are Ｒ　　　＝












　　　　Inmost　theoretical reliability problems　the　two　basic methods of
improving　the reliability of ａ　systemａｒｅ:
　(1) increase　the reliability of　each component,
(ii) add redundant components (in parallel, stand-by, etc.)-
In this　chapter, we consider　the case where either of　the two ways　can
be used at each stage　to　improve　ｔﾆhesystem reliability.　An optimiza-
tlon problem is formu:Lated　that ゛万axlmizes　thesystem reliability where
the ･optimal　candidate is　selected for　each stage without ｖｉｏ:Lating　the
constraints.
　　　　Manymethods have been presented　for　solving　the optimal redun-
dancy allocation problem.　They are classified　into　two　groups：．
　(i) exact methods　that ･require ａ considerable amount of　computa-
　　　　tiontime.
(ii) approximate methods　that provide an approx:imate, often exact.
　　　　solutionbut can ＳＯ:LveＷｉtﾆhlnａ reasonble amount of　computa-
　　　　tiontime.
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The proposed method falls　into　the latter group。
　　　　　Inthe present method, the solution １Ｓobtained by repeatedly
using ａ more reliable candidate at　ｔｈｅ･stage　thathas　the greatest
value of　the　'weighted sensitivity function' withoutﾆviolating any of
the constraints.　The weighted　sensitivity function for each　stage　１Ｓ
the product of ａ quantity obtained as ａ　function of　the objectﾆive
function and　the constraints.　The balance between these two　quantities
Is controlled by ａ balancing coefficient, a.　The best　solution １Ｓ
selected　from among ａ number of　solutions obtained by using multiple
values of a。
　　　　　Thepresent method and　the methods presented　ｉｎ【A1,G1O,M7,M9,S2,
Ｓ５】were used　to　solve randomly generated problems.　The problems
involve determining　the optimal　level　０ｆreliability with parallel
redundancies under linear constraints.　The effectiveness of　the
methods are measured by comparing　the average　'relative　error≒　the
'maximum relative error' ，and　the　'optimallty rate'　obtained　from each
method with　the exact　solutions.
３。２　PROBLEM FORMULATION
　　　　Consider an n-stage series　system where　the components are sta- ’
tistically independent.　　In each stage, redundant components　can be
added (in parallel, stand-by, or ｋ－ｏｕｔ－ｏｆ－ｎ：G,etc.), or ａ more reli-
able　component　can be used　to　ﾆimprove　the　system reliability.　The
following assumptions are made.
　(i) The candidate x. is less　reliable than the candidate x. + 1
　(li) X. does not　consume more of any resource　than ｘ１＋1’
(ill) The function g.,(゜Cj.)are separable functions.











gj1（゛1）≦"j　（j ° 1’゛゜･≫m) >
　　　　　　－1≦゛1≦゛1･
ｘi integer,
where R (x.) and ｇｊ１（゜ｃ１）ａｒｅmonotone nondecreasing・























Af.(k)≧O　for 8゛ｙ1 and k･






　　　　Thepresent procedure begins with an Initial current solution χ大
(in the most cases, = (1,1,°・.,1)). The following steps summ･=1万rizethe
present method:
step 1Z　Set ｘＣ゛Ｘ大,where ｘｃ　１Ｓthe current solution, and set
　　　　　　　　　　　Ｌ十:,= {1,2,゜゜゜,n},
　　　　　　whereＬ＋:L　isthe set of all stages whose reliabilities　can be
　　　　　　increasedmore.















１Ｓ　empty,then stop.　Ａ solution has been obtained.
Otherwise continue to　search over ｋ such that
　　　　　　　S1大゜max　｛S1｝゛
　　　　　　　　　　　　　1eL＋1
where　S1　1ｓweighted sensitivity function such as
(3.3)
s1 ’ △f.(xj + 1)[(1 - a)min {△X } + Ot△゜c1)'　　(3.4)
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Step 6:　lfぺli°i11・’ﾆhen ^i* is　the final number used iri･stage 1大；
exclude i* from Ｌ＋1
reset ｘ７大手ｘ7
and】return to Step 5’　If ぺ11 ゛ 芦11 , then
i＋1 and b; ゛ b; ‾’gj1゛（゛7゛）fol:811 j ’
and
return to　Step　３．
The above procedure requires ａ balancing　coefficient （x　to be given･
The　solutions　for ａ set of a(probably ａ ° 0, 0.1, 0.2,..., 1.0;　I/a =
0.9, 0.6, 0.3) should be obtained.　The best　solution among the solu-
tion for　the given set of a's　is　the　final solution.
3｡4　NUMERICAL EXAMPLE
　　　　Consider　thesystem composed of　3 stages operating in series.
The system reliability is　increased by choosing ａ more reliable
component out of　four　candidates at　stage 1, adding redundant　com-
ponents　In parallel at　stage 2, and using　2-out-of-(x2+l):G configu-






















＋3(゜F2 + ｅ /2　) ｀＋5(゛3＋1十ｅ
　　　　　　　χ /4　　　　χ /4





This　problem is　illustrated　inTable 3.１according to　theformulation
of Problem B.　The current　solutions at a = 0.5 are obtained as　shown























































































Current Solutions at a = 0.5










tlons obtained for a = 0, 0.1, 0.2 0.7 are　Identical：
X = ( 3, 3, 5)
R(X) = 0.97024.
The solutions for a = 0.8, 0.9, 1.0, or I/a = 0.9,0.6,0.3 are, too.
Identical：
X = ( 3. 4, 4)
R(X) = 0.96755.
The solution (3,3,5) is　the ｅχact optimal solution.
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3.5 COMPUTATIONAL EXPERI ENCE
　　　　　In　this　sectionwe evaluate　the present method.　Seven problem
sets were solved, each consisting of ２０parallel　redundancy allocation
problems having　the same numbers of　stages and linear constraints.










In each problem set, the coefficients of　the constraints were randomly
generated。
　　　　　Thepresent method was repeated with a = 0, 0.1, 0.2,　・・●９　１．０
and I/a = 0.9, 0.6, 0.3 for each of　the test problems.　Table　３．３　shows







where　ｘ１１Ｓａ solution obtained and X°P*^　is　theexact　optimal solution
which １Ｓobtained by method［Ｎ４］or dynamic programming.　The opti-
mallty rate、１Ｓ　the ratio of　the number of problems　to which optimal
solutions are obtained　for the ２０problems.　Table ３．３suggests　that、
when the size of problem is small. the procedure yields ａ fairly good
Table　3.3　Quality of　Solutions Obtained with Each of　１４　a-values
　　　　　　　　　Problem size ( n x!ａ）
５×３　　８×３ ‘１０．×１　愉×３　ﾊﾞ¶○×8　20×1　50x‘1
　　　Ｏ O　A　　　　0.00549　0.06266 0.03430　0.02995　0.03829　0.08185 0.05169a・　・
0　　　　19/20 10/20　　12/20　　12/20　　13/20 0/20　　　0/20
　　01　A　　　0.00549　0.03688　0.02795　0.01488　0.01319　0.04237　0.03617
(X●　・ 0　　　　19/20 13/20　　13/20　　14/20　1　15/20　　　1/20 0/20
　　02　1　　　0.00549　0.03929　0.01696　0.00857　0.00381　0.02956　0.01891α・　. 0　　　 19/20　 13/20　　15/20　　14/20　　16/20　　　4/20　　　0/20
　　03　A　　　　0.00000　0.03030　0.01658　0.00857　0.00398　0,01417　0.01178α・　. 0　　　　20/20　　15/20　　15/20　　14/20　　15/20　　　7/20　　　1/20
　　04　A　　　0.00000　0.02479　0.00075　0.00627　0.00398　0.01148　0.00572α’、’　0　　　　20/20　　15/20　　18/20　　15/20　　15/20　　10/20　　　1/20
















‘I/a ・ 0 3. A　　　0.14871　0.06103 0.07202　0.06032　0.03333　0.10918　0.02339
　　　　゛　0　　　　12/20　　11/20　　　5/20　　　6/20　　　8/20　　　1/20　　　0/20
Ａ ｓ Average relative error
Ｍ ｓ Maximum relative error
Table 3.4　Quality of the Best Solutions for 14 a-values









ｓ Average relative error
: Maxiimiin relative error
ｓ Optinality z:ate
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result with any value of a. The range of （ｘwithin which the procedure
yields ８ good･solution･bee°mes｡narrower with larger: problems.　Further-
more.　Table ３．３　suggests　that　the value
of （ｘyielding　the best　solution
becomes　larger, which １Ｓ　inkeeping with the number of variables。
　　　　Table ３．４　shows　the average' and ｉａχlmum relative errors and　the
optimality rate for the best solutions obtained with the １４ a-values.
Ａ comparison of Tables　３．３and ３．４　shows　that
in order　ｔ０　improve　the
quality of　the solution, it　is very useful to obtain multiple　solutions
and then select　the best from these.　With°this approach, the computa-
tion　time〕becomes longer than the other methods.　However the　computa-
tion time １Ｓ　３．１･seconds on ａ FACOM 230/75 digital computer
‘even for
ａ problem･that has　３０stages, 3　constraints.ニand　１Ｓ　solved
with １４ａ－
values　to yield ａ final　solution, which allocate １１７　components　in
total.
3.6　COMPARISON WITH OTHER METHODS
　　　We use here　'forward methods' as ａ general name for　the present
method and　the methodsい［A1,B5,G1O,M7,M9,S2,S5].　The　forward.methods
are　similar except for　the difference in sensitivity function ｓ1°
The basic Idea of forward methods was proposed first by Mine [M7].
　　　　(1)The Mine method［M7］h叩ｅ been presented for solving single-










Exchanging (3.4) in the present procedure, to (3.5), we have
the procedﾘre for Mine's method.……；　・　・　，　　・　，・.
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(li) Barlow et a1･ ・【B5】generated the Mine method to solve multi-












　　　　where　χλ　゜1.　The procedure is　reapplied in succession
　　　　　　　　　j＝1j
　　　　for each vectors （λ1’゜゛゜゛λ),varing tｈｅλj by some fixed
　　　　increment until all choices from (1,0,・・・,0) to (0,°・・,0,1)
　　　　have been exhausted.　The best solution among the solutions
　　　　for　the set of vectors （λ1’‥゜’λｍ）1ｓtｈｅ･final solution.
　　　　Hence the total computation increases　ｅχponentially with　’.゜
　　　　respect　to　the number　of constraints.
(iii) The Sasaki method [S2], which １Ｓone for solving multi-
　㎜　　　constrained Problem A:L゛　consists of　two parts:　procedure for
　　　　obtaining ａ forward solution and one for revising　the ｓｏ:Lu-・
　　　　tion.　The procedure for ａ forward solution, which belongs　to




This procedure is approxlma tely equal　to the Mine method










The procedure for revising the forward solution is complex
and becomes impractical with increasing number of variables.
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(iv) Ghare et al. [GIO］solved multi-constrained Problem A‘
　　　Their procedure, too, consists　of　two parts:　procedure for
　　　obtaining ａ forward solution and one for revising the solu-


















However　the procedure does not agree with　Its computer pro-
gram［T2］‘because of programming errors:l　'min' and　'max' in
(3.10) are programed　In reverse order.　In most　cases, the
computer program, which Is　quite different from the　theory
discussed　in［GIO], itself　yields a better　solution　than the
procedure based on their　theory.
(v) Sharma et a1.［S5］solved Problem A. １ｎ Section 1.5.　Their
　　　　method　Isjust　the same as　the Sasaki procedure for ａ forward
　　　　solution.
(vi) Mlsra [M9】present ａ method for solving multi-constrained
　　　　ProblemA1°The flov c゛hart in ［M91 have ａ defect　in stopping
　　　　criterion:　thecomputer program coded according　to　the　flow
　　　　chartdoes not　stop　in most　cases, besides　single-constrained
　　　　problem.　We modify his method　to make the best use of his












we obtain ａ solution for　each of　constraints ｊ， and　then
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The method have　the defect　that, in the cases of multi-con-
strained‘problems, it often treats non-active constraints more
strongly than active constraints.　In general, the method
produces poorer solutions as　the number of　constraints　in-
　ｆ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｌｉ．ｄｒ．１　　　４　ｊ　　¶-　・creases.‘’‥‥‥‥”’‥‥‥ ‥‥‥： Ｉ ;’・．ゝ 　　　４･ ・　．
　　　　　　　　　　　　　　　　　　　　　　　　Ｊ　　　　　　　　　　　　　　　　　　　　　　　　－




　　　　　The Mine ｍｅ．やhe?d･1芦　equal ｔｏﾚthe present method at a = 1.0　for
single-constrainedや:obl‘2m A . The compu!:er program ［7r2］except fo・
　　　　　　■　　　　　●　　･f　　¶1　　　－revising part
･is　equal　to　tｈｅ‘･presentﾆ
method at a°ダ１°Ｏ for Problem Ａ１
　　　　　　　　　　゛　　　　’　　　･Ｉ　　゛･’●　　　　　　　　　、･　　●　●４　・　　-･｀●●　Φ　　．･●
The Misra method　is　approχ：imately equal　to　the present procedure at
ａ ° １’Ｏ for　single-constrained Problem Ａ１
’　The
Sasaki method and
Sharma et al. method are approx:im万ａ万tely equal　to　the present procedure
at a°０．　The Aggalwal et al. method　１Ｓ approximately equal　to　the





















　　　　　InTable 3.5, the computational results　for　the other　forward
methods　are Indicated.　The problem ＳＯ:Lvedare　the　same as ones　in
Section 3.5.　The comparison of　Ｔａｂ:Les３．４and　３．５suggests　that
the present method　is　the best one.
　　　　　　　　Table 3.5

















































Ａ; Average relative error
Ｍ：Ｍａχimumrelative error
Ｏ：|Optimality rate
脅いexcept for revising part







































　　　　Manyreliability ｏｐｔ：imizationproblems are pure-Integer non-
linear programming problems ，ｅｌ･ｇｌ･，【B2,F2,H5,I2,M6,M17,N3,T7].　Some
techniques guarantee exact optimality:　ｉ．ｅ・,the ones using dynamic
programming and integer programming.　　The former　techniques become
impractica:Ｌ for problems having more that　three functional constraints.
In the latter　techniques,　an increase in　the number of constraints
affects very little the　Ｓ:izeof problem, but　the computation　time
increases　exponentially with respect　to　the number of variables.　In
general　the latter techniques are superior to　the former when　the
problem has multi-constraints。
　　　　Thetechniques using integer programming are as　follows:
　(i) Tillman, e･g･, [T7], adopted the Gomory algorithm, after
　　　　reformulatingthe problem into ａＯ－1linear programming
　　　　problem.
　(ii)Misra [M8,M7] adopted the Lawler-Bell algorithm［LI], after
　　　　reformulatinginto ａＯ-１nonlinear progranming problem･
(iii) Gen (Hyun), e･g･, [G6], adopted the Geoffrion implicit
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　　　　enumeration algorithm, after　reformulating　Into ａ Ｏ-１linear
　　　　programmingproblem having the same number of variables as
　　　　Till･man'sbut fewer constraints.
(Iv) Henln [H4］used the branch-and-b ound method, without　trans-
　　　　formingthe variables　into　0-1 variables.
　(v) McLeavy［M2,M31 modified Ghare-Taylor's method [GIO】so as　to
　　　　adherestrictly to branch-and-bound principle.
　　　　Techniques (i)-(iii) can not solve ａ large problem (limited to
somewhat less　than １０variables), mainly because　the numbers　of con-
stralnts and variables　increase when Ｏ－1algorithms are used.　Section
4.４ shows that (i)-(lil) appear to transform ineffectively an 'easy
solvable problem' into ａ　'0-1problem' which １Ｓmuch more difficult　to
solve.　　　こ
　　　　Techniques (iv) and (v) are designed for　solving　the　linear con-
straint redundancy allocation problem, which has been dealt with by ａ
number of authors using various　techniques　since 1956｡
　　　　Thepurpose of　this　chapter Is　to　solve reliability allocation
problems having multiple nonlinear constraints　regardless of separa-
blllty:　techniques　ｉｎ［G6,H4,M2,M3,T7] can not　solve nonseparable
problems.　An efficient method　1S　given which is based on branch-and-
bound［G2,G9］and １Ｓdesigned for dealing with integer variables as
they are, without　increasing　the number of variables　or constraints.
The method 1S developed by applying　separation and relaxation tech-
niques and considers　the character　specific　to ａ given problem｡




　The　following integer nonlinear programming problan　is　!:reated.
Problem (P):・maximize (or ｍｉｎ：tmize) f(x)
subj ect to . gj（Ｘ）≦bj（j’:Ｌ’・゜゜’゜）’
Ｘ°（ｘ１゛゜゜・.X ),
Ξ1 　　　　　　－≦｀1≦c1; ゜ci integeら
where
f.　ｇ１”゛ ’゛ 8s　　monotone nondecreasing functions　in each X.,
ｇＳ＋1゛゜゜゜゛ｇｍ　　monotonenonincreasing functions　In each X,･
　　　　　Formaximization, this is　the problem of ｍａχimizlng system reli-
ability or availabi:Lity subj ect　to several nonlinear　resource con-
straints.　For minimi zation. this　is　the problem of minimizing ａ
system resource (cost, volume, weight, etc.) subject　to nonlinear
constraints　including ｍｉｎ：Lmunireliability and/or availability.　　Some
functions might be nonseparable;　ｅ・ｇ・, the system might have ａ non-
series conf igura tion。

















　　　　Thepresent method is based on branch-and-bound and uses relaχａ-
tion and separation techniques.　These are briefly explained here:
further information can be found　in［G2,G9].　An example　is　shown in
Section 4.4 and Append:1χＤ.
4.3.1　Enumeration Tree
　　　　Ａ　treeenumerates all feasible solutions of Problem (P):　see
･Fig°:　１゛:　Ａvertex ｖＫis　the predecessor of　the vertices em万゛｀万nating
from V , which in turn are successors of　its predecessor ｖＫ° Each
vertex belongs　to ａ specified level。
　　　　Each edge from ＶＫフ;Ｉ０its immediate　successors corresponds十to ａ
restriction of ｆ１χingａ variable ｘｋ to one allowable integer value,
I.e.,
゛ｋ°（lk・4・（｀ｋ≦べl， (4.3)
｀゛herex. and X, are minimum and maximum integer values (lower and
upper bounds) of ＼ allowed at ｖＫby the constraints. respectively.
see (4.7), (4.8).　　　　　　　　　　　　　　　　　　　　●－’
　　　Each vertex corresponds　to ａ problem;　ｖＯcorresponds　to　the



























































set of　Indices of　f:Ixedvariables restricted by the edges
along　the unique path from ｖo　toｖＫ゛
set of　indices of the other variables, i.e., free variables.
　　　　　　　　　　　－　　－　　　　ｆLet 251 ° S1　゛ｘ1゛ c^ (1 e L ) here (in the present procedure, x. and
－
ｘi are exchanged for　stronger bounds　for ｘ1゛as seen In Section 4°3.5)゜
The subproblems at level n (terminal subproblems) have no free
variables and each of　them corresponds　to one feasible十ｓｏ:Lutlon.
4.3.2　Relaxation
　　　Relaxation techniques are used to obtain the upper (or lower)
value of f(X) for subprobl° (P )゜
　　　Any subpi：ｏｂｌｅｌｌｌ（Ｐｊ　can.be relaxed with respect　ｔ０　its　constraints.
resulting in ａ new problem





where Ｆ（・）ｌｓthe set of feasible solutions of the problem (・）．　This
implies　that for maximization (or minimization),
｀゛（Ｐに)< w(P:）　（ol: ゛（り）≧w(P:））・ (4.5)




f* > w(P:)　(ｏｒ fi≦ｗ(Ｐ;))， (4.6)
where f*　is　the value of　ｔｈｅ･current　incumbent (any solution available
by a heuristic method. ｅ°g-≫ ，【Ｎ３】, or occasionally ｅ゛ｅｌｌ（£１゛’‥゛Ｓｎ）
　　　　－　　　　　－(or (c^,..゜,c )) is used as　the first　incumbent), then it １Ｓ certainly
good enough to ｄｉＳ１１１ＳＳ（Ｐ,ｃ）　fromfu ther consideration.　Because　（ぐ）
is used for solvi昭(P ) as mentioned above, (P：) must be clearly
easier　to　solve than （Ｐｇ）゛８１１ｄ゛(P^) ought to ｂ６８Ｓ Ｃ］Lose to ゛（Ｐｇ）８Ｓ
possible.　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｉ’
　　　　The　first relaxation to consider　１Ｓ　to drop ａ１１integral require-
ments on　the variables.　This　１Ｓ　the most popular　for　integer　linear
programming ， but insufficient for integer nonlinear prograi°ling ， since
the resulting problem becomes ａ multi-constrained nonlinear prograi°ling
problem which is yet difficult　to solve.
　　　　Three practical relaxation techniques are presented.
(1) If ａ１１constraints except ａ specified constraint are omitted.








{f(x)| 8.(X)<b 'り.゜a, (i e L17)'゛1・eal (i e L^)}
(ii) For　the separable function case. only.　　It relaxes (P ) into
　　　　　thefollowing linear programming problem by linearizing
　　　　　everything･
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(ill) Maximize　the obj ective function subj ect　to　simple bounds　on
　　　　　thefree variables,







り．≦り,; X integer (1 e L )
This problem is　quite easy　to solve.
　　　　Theefficiency or each relaxation varies with　the nature of　the
problem.　RPl　１Ｓ useful for linear-constraint parallel redundant
problems;　RP2　１Ｓuseful for nonlinear-constraint　separable problems
RP3 1ｓ　useful for nonseparable problems,　If　the problem has ａ few
??
variables, RP3 1S appropriate　in most　cases.　In general, the easier
（Ｐ:）lｓ to ｓｏ:lve.　the greater 1S




　Suppose　that　the enumeration １Ｓat ｖ





Current upper and lower
are obtained as follows.
X, = max:｛゛kellgjO O　< b (j ｓ 1’゜¨’ｓ）’
X = a (i e l'^),゜'i = x^ (i ｅ L^ ￥ｋ）｝’　　(4.7)
4
’ min{xj^ e 11 g (‘｝j bj （j
j ｓ゛1’゜”’゜）゛
　　　　｀1°a, (i e l''), X = X (i e L^)√≠k)}.　　（4°8）
^ = mln{x^ e 11 g (X) < bj (j°s+1,.゜゛’111）’
X1 ゛（Z1
（ｉ･ｅ Ｌ‘，≠ｋ）｝． (4.9)
where ｌ　is　the set of nonnegatﾆive integers.　Then we obtain current















（゛ｋ°e) is PI:oblell1（Ｐ;）Witｈ　the restriction x, =β，1･ｅ・，








　　　Restrictionscorresponding to the edges from Vklｔ0　itsl°nedlate
successors determine subproblei!IS Into which Problem （Ｐ,ｃ）１ｓseparated.
The variable ＼ fixed by the restrictions Is selected out of the set
L‾.　The manner of this selection greatly influences　the efficiency of
enumeration｡
　　　　　工ｔ　1Sdesirable ｔ０　Increase　the number of vertices　dismissed　from
consideration, owing tｏ（4.6）.　Relaxed problems　in the higher level
are easier to　solve, since they have fewer variables.　Hence, it　１Ｓ
appropriate　to select fixed variables such that　the number of vertices
belonging to　the lower level　１Ｓ as ffTTlA万11as possible｡
　　　　　Considering　the above, we fix variables beforehand in　the order
of　increasing difference between both bounds　for variables　at V　ａｓ
seen in Section 4.3.5 (Step 3）.　The efficiency of　this　separation １Ｓ
mentioned　in Section 4.　Cabot［C1］has presented such ａ sepatation
rule　for　the knapsack problem.　McLeavey［Ｍ３１　used Cabot ordering for
a problem having linear constraints.　Our separation technique extends
their　linear case to the nonlinear case.
　　4.3.5　Overall Computational Procedure　　　　　　　　　　　　　　　　　　　’
　　　　　Forｍａｘ：Imlzatlon(or minimization) problem, the overall　computa-
tional procedure １Ｓ
Step　１Ｚ　Determine　therelaxation technique to be used:　set
　　　　　　　　f* = f(χｉ），　　　　　　　　　　　　　　　　.，
where X* is an initial Inct°bent.万　１°:ｅ°:゛万（S11゛£2'゜:゜:゜:゛Slnl）（ｏ「
　－　－　　　　　－
（c1゛c2”゜゜゛ｃｎ））ｏｒａ nearoptlmal solution obtained by ａ heuris-
tic method, ｅ・ｇ・，【N3].　ＬｅｔＬｒ°i>　，１･ｅ・.L^ = {1,2,..・.n}.
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and χ　＝
　　　－１ 　　　－　　－　　　　　　　　　ｆＳ１゛ｘ１°c, for all i e L°
Step 2: Calculateにil for ａ11 1 e Ｌ^ using (4.7)ふand reset i1 ゛ii fo゛
all 1.　Next calculate
4
for all i using (4.8) and reset
ぺ:゛芒1
for 811〕ｙ ｏ・･，111additﾆion･calculate ;;1 for all 1
　　　　　　　　　　　　　　　　　　●・　　ゝ●　●　　●7using (4.9) and reset min{x., x':｝゛X. for a11　1.　Lasｔ calculate
　　　　X,, X. for a11 1 using (4.10)･ or (4.11), and reset x^ふ私.･I
　　　　　　・　　　　　　　！　　　　　　4，　・257 ゛ 251 for all 1. j




-(2) 　　　　　　　－＜ ... <゜((ｎ)‾き(ｎ)'
Step 4: Set i7£)゛｀(£N (orぺy£)゛゛(£.), and reset {(1),(2),゜・・s(£)}
　　　　４･ぴ，£＋1-ﾀｰ£.lf£くn, go to Step 5. Otherwise, go to
　　　　Step 6.
Step ５：　Calculate i7£)'ぺ£j using (4.7)-(4°11)゜];fj7£)
go　to　Step 4.　Otherwise go　to Step 8
’Ξ7£.
exist.
Step 6: Calculate iln)'4n)'811d Setぺｊｎ)゛｀(ｎ)(ＯＩ：
４ｎ)･
'゛７｀(ｎ))'Ｉ
Step　７ｚ　Iff(X) obtained is not greater (or not less) than f*, then go
　　　　　　to　Step　８．　Otherwise, record ｘ as ａ new incumbent X* and reset








＋1).　lf£くn, go to Step 5, and if£= n, go to Step ６.　1f
7
does not exist, then stop;　the present Incumbent ｘ大１Ｓ
optimal.
























With use of　the recorded values and　these relations we can shorten
the computation time.
　　　　　Somer liability problems will not have　the monotoniclty assumed
１ｎ万Problem(P) but in most, cases the feasible doma万１ｎof solution is
restricted mainly by monotone constraints.∇thus　they ゛ｊ１万ｙbe　treated
by ｅｘｉﾆendingthe method for solving (P).
85
4｡4　NUMERICAL EXAMPLES AND･DISCUSSIONS　　　　　　よ　　　　　　　　　　　　　一
　　　　Three　types of numerical examples are considered in this section.
　4.4.1　Example １
　　　　Ａproblem of Tillman［Ｔ７１　１ｓan example of minimizing the cost of
ａ system having series redundant components subject　to several separ-･･
able nonlinear constraints while maintaining an acceptable　level of
reliability, where each component has　several modes　of　failure。
　　　　When Tillman 。【Ｔ７１　solvedthis example, he used ｙ】rong data on the
objective function and the system reliability constraint [T7, Fig. １１，
yielding ａ solution different　from the exact one of　this　example･
The solution ｉｎ【T7] is　the exact solution of　ａ different problem･
References【G7,G8]　reported that ａ new optimal solution was found, by
comparing ａ solution produced by Gen et al. with ａ solution by ツ
Tinman's method [T7］had solved a different problem･

























where　the data of　the functions are given in Table 4.1.
　　　　Thepresent method provides　the exact　solution easily with hand-
calculation (pencil and paper), using RP3 as ａ relaxation technique
and adopting f1 4･ 00 as an initial value.　Following　the procedure (see
Appendix A), we get Table 4.2 and Fig. 4.2.　Six feasible solutions are
enumerated;　the procedure produces　the exact　solution (3,2,0), and
then f(X) = 10.93・
　　　　Genet a1･.［G7,G8］have reported that [G6,M8,T7]　have　transformed













g2（Ｘ）lｓnot monotonic, but becomes ｓ°゛lfS1 °1 8゛dc2 ’1;　the
solution satisfying the constraint g (X) > -0.301 does not exist when
ｘ1°0 or x- = 0°　Wecan rewrite this problem as　follows. correspond-

















0 < X- < ",
ｘｉ integer,
constraints') into the 0-1 linear programming problem with size 12 ×　8
for [G6], size 15 × 16 for [T7], and into∧the Ｏ－１nonlinear∧progra!um―
ing problem with size ７×４ ｆｏｒ［Ｍ８］。
　　　　Genand Tillman have enumerated several tens of solutions, which
Include non-feasible solutions.　Mlsra has　enumerated １５　solutions.
It Is reported that Gen required １．９seconds of CPU time and Tillman
required 14.9 sec both on the digital computer NEAC　2200/500, and ｙ 十















































































































　　　Misra［Ml7] improved on the method ［M8］with an appropriate
adoption of initia:Ｌ solution.　Then he presented　the following example
of ｍａｘ:Imlzingthe reliability of a system having １－ＯＵt－of-ｍ:Ｇredun-
dancy in stage 1, stand-by redundancy in stages 2 and 3, and 2-out-of-
ｍ:Ｇredundancy in stage 4, subject　to ａ linear　constraint.
Example 2:　maximize











For b ＝　23,25,27,30,33,36,Misra【M17】produced exact solutions by
using the Lawler-Bell algorithm［L1］with an initial solution (1,1,1,2),
see Table 4.3.　The present method produced exact　solutions, using RP3
as ａ relaxation technique and adoptingχ* = (1,1,1.2).　Table　4.４shows
that　thenumber of enumerated solutions of［KL7] is about 10　times　that
of　thepresent method. １ｎfactleχceedlng　thenumber of feasible solu-
tlons.　For enumerating each solution, the method［M17］requires more
complex calculation than the present method.　Thus　the present method









































Comparison between the Niimber of　Solutions





















大　　'numberof enumerated complete solutions'十　'number of
　　　　enumeratedpartial solutions'
** the data in ［M17］
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solutions　are shown in Table 4.5.　This　table shows almost　the　same
tendency as　that described above.　Generally speaking, the Lawler-
Ｂｅ１:Lalgorithm １Ｓbarely suitable for problems whose　feasible domain
of solutﾆ１１０ｎIs restricted main:i-yby monotone constraints.
　　　　　　　　　　　　Table4.5
Comparison between the Number of　Solutions
Enumerated by the Present Method and that





























　　　　This　is the problem of 万maximizing ｒｅ!lability of an n-stage
system through l-out-of-m:G redundancy subi ect　to multiple　linear
constraints:　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
　　　　　　　　　　　　　ｎ　　　　　　　　　　　　χ










Exam皿e 3－ａ［L3］has15 stages and ２ constraints (see Table 4.6):
Example ３-ｂhas 30 stages and ３ constraints (see Table ４.7）｡
　　　　Itis effective to use as an initial incumbent ａ solution obtain-
ed by　the approximate method [N3】and　to adopt RPl.　The upper value
of　therelaxation problem can easily be calculated by using an approx-
Imate　equation (see Appendix E) as　follows:
min
j=l,.゜゜９ｍ



















This value　is very close to　the optimal value of　the problem (P ) in
which　the integrality constraints are dropped｡
　　　　Thetotal execution time (' time spent on finding an initial
incumbent by using method［N3］゛十　'time spent on finding the exact
solution by using the present method') on FACOM 230/75 digital com―
puter was　4.9 (=0.7 + 4.2) sec for Example 3-a, and was　109 (=　3＋


















































































.65 ｡80 ｡85 ｡93 ｡78 ｡66












































X = f 3. 4. 6. 4. 3. 2. 4. 5. 4, 2, 3, 4, 5,･4, 5),
f(X) = 0.9456134
(Luus' approximate method［L3］did not produce　the exact　solution for
Example　3-ａ）.　Thexact solution for Example 3-b　is
X = ( 3, 5, 6, 4, 4. 3, 5, 6, 5, 3, 4, 5, 5, 4, 6, 3, 6, 4,
　　　6, 2, 3, 4, 3, 3, 4, 2, 3, 2, 3, 2),
f(x) = 0.9697964.
　　　　When one wants to evaluate　the efficiency of ａ specific　Integer
programming method, the rate of increase　in times as problem･size
increases　１Ｓ　particularly interesting, since the computation time
Increases　exponentially.　　The execution time for Example　３-b　is　22.4
times　that for ＥＸ゛゛mple3:‾:ａ･　ブrhis　isreally quite small.万　１ｆwe notice
that　the number of feasible　solutions of example 3-b　１Ｓmore than 5^^
＝3×10-'-° times　that of Example 3-a.　McLeavey [M3] has indicated
that, for his method, the average　execution time　for problems with　’
size 16×2 1ｓ 100 times　that for problems with size 7 ×2.　　｡
　　　　The efficiency of a branch-and-bound ㎡ethod is mainly influenced
by bounds for variables produced by　the bounding technique.　The
bounds produced by using　the re laχation RP3 are almost　the same as
the bounds used in Henin's［H5］of McLeavey's method［M3,M4].　RPl,
which　has been used in Ｅχample　3-a, produces much better bounds　than
RP3:　this　is　true particularly when　the number　of variables　increases｡
　　　　Tinman's［T7], Misra゛Ｓ［M8］and Gen's［G61 methods　are unable　to
yield　the exact ＳＯ:Lution for ａ large problem such as Example 3－ａand
3-b.　McLeavey's method can not　solve　the nonlinear constraint problem
such as Ｅχample 1.　The present procedure, however, can efficiently
provide exact　solutions　for various　problems by selecting ’ａｎappropri-
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ate relaxation technique and adopting ’ａgood initial incumbent. －
　　　　Toevaluate the present separation technique, the separation was
carried out for Example ３“:ａby ｆ１χingvariables in the reverse order.
Then the procedure required 27.9　sec of　total execution time, that　１Ｓ，






　　　　　Manypapers　have　treated reliability optimization problems with
ａ　single objective　function, all variables of which are　Integers・
These　problems are formulated by selecting　the most　important or
appropriate property as　an objective function from multiple properties
(criteria or objectives),　ｅ・ｇ・９　unavailability,unreliability, cost.
weight, volume, and by treating　the other properties as　the constraints.
Evans [El] points　out　that　the regions　around optimum points　are ﾆImpor-
tant.　This　suggests　that　it　１Ｓbest　to achieve ａ best balance among
all properties rather　than to optimize one property, i.e., find ａ
best (best-compromise) alternative　for　system designers (decision
゛｀万kers)in the feasible region of trade-offs among all properties.
Multiobiective programming １Ｓａ way to do this。
　　　　There have been more　than １００　papers,dealing with multiobjective
proeranunlnK problems, and at least　２０different solution techniques
have been proposed［C2].　However, few papers have　treated multl-
objective programming problems　Including integer variables.　Sakawa
［Ｓ１］and Inagakl et al. [II］deal with multiobjective mixed-integer
programming problems but use solution techniques　for continuous
variables.　Bitran［BIO]　treats ａ linear multiobjective programming
problem with zero-one variables.　No paper　treats multiobjective non-
linear　pure-integer programming problems ，and no method for　solving
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them exists｡
　　　　　Multlobjective pure-integer programming problems differ
essentially from multiobjective progranming prob:Lems with continuous
variables.　The former problems usually have finite number of Pareto-
optimal (noninferior or undominated) solutions (　defined　inSection
5.3.2).　But the latter problems, however small　theproblems are, have
infinite number　of Pareto-opt:imal solutions, except for　the　special
case　that　theproblem has no　feasible　solutionor only one Pareto-
ｏｐｔ:Imalsolution。
　　　　　Thepresent method for　solving multiobiective nonlinear　pure-
integer programming problems consists of　three　techniques:　　ザダ　ダ
　(i) Narrowing ａ given feasible region if the region １Ｓtoo wide
　　　　(Section 5.2)・
　(ii) Obtaining　exactly the　set of　Pareto-optimal　solutions
　　　　(Section 5.3)・
(iii) Selecting a best-compromise　solution for　system designers
　　　　from the　set of　Pareto-optimal solutions (Section 5.4).
Technique (i) is based on Evans'　view mentioned above.　System
designers　find an acceptable　solution X^, which　１Ｓａ　final　solution’
obtained　by conventional methods, and narrow the feasible region such
that it　is ’arround ’x^ since ａ best-compromise solution is probably




Obtalnlg the set of Paretb-optimal solutions from the set
of feasible　solutions.
For a, we modify　the Nakagawa et al. method [N4】based on branch-and-
bound so　as　to　generate all　feasible　solutions.　For b, we Ob tain the
set of Pareto-optimal　solutions by comparing two　feasible solutions
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In ａ１１combinations.　Technique (ill) is　simple and uses paired-
comparisons［D11.　　　　　　　犬-　　　　　　　　　　　　Ｉ
　　　　　Thepresent method has an interesting　merit that an increase
in the number of objective functions 。onlyslightly affects　the size
of problem, in contrast　to　the　fact　that vector optimization problems
with　continuous variables which require much more computation　ｔﾆime
with　increasing number of objective　functions.
5｡2　PROBLEM AND TECHNIQUE FOR NARROWING A FEASIBLE REGION ，
　　　　Considerａ system having ｍ properties (e.g･, unavailability,
unreliabilltv. cost, weight, volume).　A11 properties　are assumed　to
be better when they are sma Her (e.g・, use unreliability rather than
reliability).
　　　　Inthe field of reliability optimization, it　1S　desirable　to
treat all properties as　objective　functions, since by　trading off
all properties　system designers　can find ａ　'best'-compromise alternative
in ａ　given feasible region:　'best' means best　for　the　system designers.
　　　　Weconsider　the following vector optimization problem where a11














monotone nondecreasing function for ｊｓ１・‥・.s.
monotone nonincreasing function for ｊ＝ｓ十1,..。ｔ，
non-monotone function for ｊ＝ｔ十１９・゛・．ｍ．
{f1(Ｘ)゛゜'゜.f (X)}.
upper bound of property fj(x)
ａ subset of Ｍ，
{1,...,M}.
；ｊ ｅ Ｍｓ゛lb．
　　　　Inreal-world problems, a feasible region of　the problem is often
too wide and includes　too many Pareto-optima万１solutions (defined in
Section 5.3.2).　In such case, system designers　can narrow the
feasible region reasonably by finding an　'acceptable゛feasible
solution ｘａof problem A.　Ａ solution is 'acceptable' １ｆso judged by
sys tern designers　from theirｌexperience and the analysis　of data。
　　　　Anacceptable solution ｘａcan analytically be obtained by
considering appropriate scalar optimization problems.　Two examples
are given.
　(1) System designers make ａ single obi ective problem by selecting
　　　　one property as an obi ective　function and using some
　　　　properties as constraints.　Ｔｈｅニexact or approxim万゛ｔｅ solution
　　　　父ｏｆ　this problem can be ob tained by using an existﾆing method,
　　　　ｅ・ｇ・，【N3,N4].　１ｆ父１ｓ not acceptable for system designers.
　　　　they make some other single objective problem after
　　　　reconsidering the valures fj^(x),..゜゛fj(父), and ｓｏ]Lve it
　　　　again.　This　is　repeated until they get an acceptable
　　　　solution.
(ii) It １Ｓ well known that trade offs among two properties can be
　　　　done easl:ly by using dynamic programming (DP).　System
　　　　deslngers select the most important two properties　and　find
　　　　an acceptable solution χａ by ＤＰ●　　　　　　　　　　　　　　　　　　　ニ
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' ●
　Ｉ．　　　Anacceptable solution ｘａ　isequivalent to a best alternative
which system designers have been conventionally　finding･
　　　　　Toobtain ａ narrowed feasible　region including ａ best-compromise
solution, which probably exists　around ｘａ，ｓｙｓｔｅｍdesigners　set new
constraints b.
data;




based on their experiences　and
( j e M ),
（Ｘ８）ｆｏｒ ｊ ｅ Ｍｓ゛ｌｂ，and ｏ




for ｊ ｅ Ｍ， I Mｓ゛b.
　　　Ｘ°{X
I f (X)
< b (j e M) and ゛l e｛!EI゛Cj,+1, , .‘,c } (i e N)},
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(5.2)
1ｓ　ａ region around X , as　illustrated in Fig.　5.1, where N ={1,...,n}.
　　　　The following vector optimization problem １Ｓ　obtained, including






5.3　TECHNIQUE FOR OBTAINING THE SET OF PARETO-OPTIMAL SOLUTIONS
　　　　Themethod for solving problem　Ａor B, has　two　parts:
generating the set of feasible solutions, and　finding the set　of
Pareto-optimal solutions　from the　feasible solution set.　The　feasible
solution set can be obtained by using branch-and-bound. which
enumerates all　feasible solutions　explicitly or implicitly.　By









Fig. 5.1　Ａ narrowed　feasible region.




get　the set of Pareto-optimal solutions.
　　5.3.1　Procedure　for Feasible Solutions
　　　　Consider the following problem. which is　common　to Problems　Ａ
and Ｂ.




(X) < bj　（j e MIUM2UM3）’
　　　　　　　　－
1≦゛1≦c1　integer.
wheｒｅＭ１,M2,M3.ａｒｅthesets　of indices　of monotone nondecreasing.
monotone nonincreas ing and nonmono tone　function respectively;　i.e.,
MIUM2UM3＝Ｍｓllboｒ Ｍ｡
　　　　　Wemodify　the procedure in section 4.3.5　to generate all　feasible
solutions;　further　information can be found in Chapter 4 (especially
Section 4.3.1).　The procedure Is　as　folioｗｓ:
　　　　(Procedure １）
Step １：　Set Ｌｒ ’ ｇ５and Ｌｆ ° N, where
　　　　　　　　　　　　　　　　　Ｌｒ Ｕ Ｌｆ ＝Ｎ．
And set 　　　　　　　　　－　　　－£ｋ゛25k゛ｃｋ゛X, for all k e L
(5.3)
Step　２１　Calculatexf for all ｋ e L using (5.4) and reset x5→･飛・
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K°｀1°c｛゜＼ ｅ ｛25k･Ξk゛1・‥・・ 乱｝μ
jO
O　≦l）j（je“1）’
　　　　　　　　　　　　　　　　　　　x^ = X. (i e L≒φk)}. (5.4)
Next calculate x. for al：レｋｅＬｆusing (5.5) and reset Ξ;こ25k
　　4 ° mln tx. e {x ,x^+l.゜゜゛’K｝lfj（ｘ）≦bj（jeM2）’
　　　　　　　　　　　　　　　　　▽　　゜c1 ゛≒（1eず’≠ｋ）｝゜(5.5)
Step 3: Let {(1).(2),..・，(£)，‥・,(n)}be ａ permutation of 11,2,...,1,









Set i7£）゛゛（£）８゛dreset Ｌ・゜{(1),(2),・”’（£)}, i.e”Lf °
｛（£+1),..・,(n)}. If£= n, go to Step 6. Otherwise, set
£＋14･£and go to Step 5.
Calculate ;i7£）811d x^ov using (5.4) and (5°5), respectively.
If i7£）811d !57£, exist. return to Step 4°Otherv゛ise go to
　　　　　　Step　7.





Step 7Z Find£* such that
（Ｘ）≦’bj　(j e M^), then record the solutions
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I* = max {£･iK,£″）゛257£’）　（£’＝1,2，‥・,£-1)}. (5.7)
lf£* exists, I:eset£゛＋1゛£゛゛(£゛)‾1゛゛(£Aj and l°eturn to
Step 5.　　1f£大does not exist, then stop・
　　5.3.2　Procedure for Pareto-Optimal Solutions










ｊ(ｘｋ)'　　for all ｊ ｅ Ｍ




inferior to　ｘ2１ｎ all ｆ．
　　　Ｊ
(Ｘ)，X1 is not Pareto-optimal.　Comparing　two
feasible　solutions　in all　combinations, we can obtain the　set of
Pareto-optimal solutions.　The maximum number of　comparisons　is
r(r-l)/2, where　ｒis　the number of　feasible　solutions.　Ａ computer




Ｓtep １： Rearrange {ｆ１(Ｘ)'‥゜'ｆｍ(Ｘ)}１１１order ０ｆimportance of
　　　　　properties.　Ｌｅｔ{ｆ(１)(Ｘ)'゜¨'ｆ(ｍ)(Ｘ)}ｂｅ　the permutation
　　　　　obtained.　This　step becomes useful when system designers
　　　　　select ａ best-compromise　solution by using Procedure　３．
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Step　2Z　Set ｘ ’{X1,'X2，.‘･・,X^}, where･X1，‥・，Ｘｒ‘are feasible　solutions
　　　　　obtained in Section 5.3.1.　Rearrange･{X1，X2，‥・.x'-} in order
　　　　　of inci:easl昭value of ｆ(１)(Ｘ)゛Ｉｌｆｆ(１ｙ(Ｘμ)ふf(1)(Ｘ゛) (y. V




in order of　incresing value ｏｆりj’）(Ｘ).　When
（ｘｖ）ｆｏｒall ｊ ｅ M, remove either ｘμ or X^ from
　　　　　　Ｘ．　Ｌｅｔｘｐ＝{Ｘ(１)，Ｘ(２)，‥・，Ｘ(．')}ｂｅ the permutation obtained.
　　　　　　Set １ ９･ｋ， １９･£．・
Step ３：　Reset£＋１゛£．　ｌｆ£> r', go　to Step ５．　Otherwise go to Step
　　　　　　４．














　　　When ｈ(Ｘ(ｋ)，Ｘ(£) = m - 1, remove ｘ(£from X^, since ｘ(ﾌﾞ£)１Ｓ
　　　not Pareto-optim万゛1.　Otherwise continue.　Return to Step ３.
５Ｚ　Reset kぎL 4･ｋ.　If k jt r', go　to Step ６・・.If k = r' then stop・
　　　The current xP　is the set of Pareto-optimal　solutions.
Step ６：If ｘ（ｋ）ｅxP then return to　Step ５．　Otherwise reset ｋ -･･£
　　　　and return to　Step　３．
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５。４　TECHNIQUE FOR SELECTING Ａ BEST-COMPROMISE SOLUTION
　　　　Wecan obtain the set　of Pareto-optimal　solutions by numerical
calculation.　However　it　１Ｓ　Impossible　to　selectａ best-compromise
solution from the Pareto-optlmal　solution set without　information
about　the system designers'　preferences。
　　　　Manymethods, e.g･，［G13,R3], exist　for　selecting ａ best
alternative from multiple alternatives or fixing　the rank of multiple
alternatives.　Most of　them can be used for　selecting ａ best-compromise
solution from the Pareto-optimal　solution set.　Roughly speaking, the
methods divide　into　two groups:　methods with quantification of
preferences among all properties and ones without　quantification.
Which method　is better depends on　the　experience of　system designers.
kinds of properties, etc.　工ｎreal-world decision problems, explicit
quantification of‘preferences among properties　Is usually very
difficult.　In such cases, experienced　system designers use　their
knowledge and　the results of　data　analysis　to　judge which of　two
alternatives　is preferable. ･If　so, a reasonable result can obtain by
judging　items　in pairs.　This　is　called paired　comparison, and　１Ｓ
practical　for decision making。
　　　　To　selectａ best-compromise　solution from ａ Pareto-optimal
solution set, we consider ａ simple method, which　１Ｓａ kind of paired
comparison.　For simplicity, tﾆhe following two assumptions are made：


















j e {je叶1(j)(妨)oi(j)(が)} (5.13)
(又), or B. Decreasing each value of property such as
j e {jeMl f(j)(
が)（f(j)(5ik)}







ｆ(１)(が)゜0.2, ｆ(２)(が)゜80' f(2)(好)゜60' the question is
”At the point　that unreliability, weight and cost are　0.2, 90,
and　70, respectively, which is　preferable for you, decreasing
unreliability t0 0.1 or decreasing cost and weight　to 80 and

















(ii) The　effect of order of　comparisons, which comes　from the
　　　　systemdesigners' training, fatigue, adaption, etc., is
　　negligible.
　　　　Ａsimple procedure　for selecting ａ best-compromise　solution from
the　set of Pareto-optimal solutions　is:
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　　　(Procedure ３）
Step １：Ｌｅｔ又1，又2，‥・，又ｐbe Pareto-optimal solutions obtained in
　　　　　Procedure ２．　Set d = 1, k = 2.
Step　２Ｚ　Letsystem designers　compare又d and又ｋ，　thenlet the preferable
　　　　　oneｂｅ又ｄ．
Step ３Ｚ　Ifｋくp, then reset ｋ＋1゛k and return to Step ２’　Otherwise
　　　　　the current ３ｉｄ　１Ｓ　the１･esult.
　　　　　Theresulting ｒ can not yet be declared　the best-compromise.　the
decision might be Inconsisted.　The　incons is tency is　so called　circular
triads (see Fig. 5.3).
又1 が　　　が ﾇ4
Fig.　５．３　An example including two circular
　　　　　　　　　　triads.　Thearrow十means　”１ｓ
　　　　　　　　　　notpreferred ｔｏ”．
　　　　Whether circular　triads including X exist can be checked by
comparing又^ with ７１，又２，‥・，又d‾1√ｕｎｌｅｓｓ又･^isａ Pareto-optimal
solution.　lf又d is preferable　to any of又１，が，‥・，又d‾1，tｈｅｎヌdis
ａ bes t-compromise solution.　Otherwise circular　triads exist。then find
all circular triads, reexamine　the　alternatives　forming the circular
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triads　in detail and select an alternative as ａｂ‘est-compromlse
ｓｏ:Lution.
5｡4　EXAMPLE
　　　　Consider a 3-stage system having four properties;　reliability.
weight.･volume, and cost.　The　system reliability １Ｓ　increased by　く･
choosing ａ more reliable component out of　4 candidates at stage　1，
adding redundant components　in parallel at　stage　2, and usig　2-out-of-




R1（゛1）゜0.88, 0.92, 0.98, 0.99　for X-゜ 1,2,3,4, respectively.
　　　　　　　　　　　　∧　　　　　　　　　　　　　　　　　　　　　　　(5.16)
R2(x2)゜1 - (1 - 0.81)‘’
13(･･3)゜
:じ(ｸ3:1)o･ｻﾞ∧(1ごo'.77)゛3リ'二















C(Ｘ? ’ 4 / 0.02八7り　十)゛2＋2(゛3＋1)‘
Ａ vector optimization problem is
minimize f(X) = {l-R(x), W(X), V(X), C(X)}
subject to　W(X) < 84,
　　　　　　V(X) < 300,
　　　　　　1≦勺.≦4’1≦゛2’1
　　　　　　X , X2, X integers°
≦゜c3’
(5.21)
As　this　problem １Ｓ　quite　small,we need not narrow the ｡given feasible･
region,　but could solve　this　problem directly by using procedures　19　29
3.　However for　this　example, we try　to narrow the　feasible･ region｡
















The exact optimal solution of　this problem is obtained by an exact
method　in Chapter ４０ｒapprox：tmate method　in Chapter　３，　Thesolution
ｘ°(3,3,5), is assumed to be acceptable for　the system designers,i.e･，
X８＝（3,3,5）







the system designers　offer new constraints 0.19　841　260,　54　forR.　w.
V, C, respectively.　Ａ multiobjective programming problem obtained.



























f41（゛1）≦0.10536 (= -£n 0.9),
１ ≦゛1さ４’１≦x_, 1 < x^.
ｘ１゛ｘ２゛ｘ３　integers.
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where f-(X)゜W(X), f (X)゜Ｖ(Ｘ)'f3(Ｘ)゜C(X), and f,(X) = -In R(X),
and ｓ =3, t = 4, m = 4. This problem Is illustrated In Table 5.1.
　　　　Table5.2 Illustrates Procedure 1: the permutation {1, 3, 2} is
obtained　In Step 3, I.e., the variables are　fixed　In the order x., x_.
x-, and the feasible solutions are generated　in the order 1，2，‥.，27；












































































1 -0.127833 -0.033381 -0.020203 -0.010050
2 -0.210721 -0.036768 -0.006883 -0.001304 -0.000247 －０.000047






































































































































































































































































Ｃ and ｖ are removed.
Pareto-optlmal

















































































solutions when both Ｗ and ｖ are removed.
removed, Pareto-optimal solultons do not
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　　　　Table ５．３shows the set of Pareto-optimal solutions (the　　　　　。･
properties　are assumed　to be Important in the order R, W,　V,　C), and
also Pareto-optimal solutions　in the cases　that one or　two of W, V, C
are removed　from the objective function vector.　This　suggests　that　if
the feasible region does not vary, the number of Paretoべjptimal
solutions are nondecreasing with increasing number of objective
functions, the proof of which １Ｓ　easy。
　　　　The syst゛万111万designers can obtain ａ best-compromise alternative by
using Table ５．３and Procedure ３．　If X^ is selected by Procedure ３９
as　shown in Fig.　５．４，ａｎｄｌ４１Ｓ preferable ｔ０５１１and X , then
ｙ４ １Ｓａ






PROOF FOR RULE B IN CHAPTER 2







and compare Rule Ｂ with Rule A, then we have：　　　　　　　　　　　　　　　　　，
　　　a) Case ｌ in Rule Ｂ Is clearly equivalent　to the case of ｔ －１ １ｎ
Rule Ａ．
　　　b) Case ２１ｎRule Ｂ１Ｓ equivalent to the case of ｔ > 2, p > 2。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
ｑ＞２ in Rule Ａ because:　since e.s. structures S ,　and Ｓ兌”have been
designated accoi°ding t° Rule A.　the condition t ≧2 1ｓ equivalent to
見゛く£”・
　　　c) Case ３ １ｎRule ３１Ｓ equivalent to the case of ｔ = 2, p > 2, q°
2　１ｎRule Ａ because:　since we have u(S.,) < u(S(,,,)゜見”（゜Ip fro°
u(S^,) = u(S ,),　it　Is always　true　that i'く見゛（＝リ）.
　　　d) Case ４１ｎRule B is clearly equivalent to t:he case of t = 2, p =
117
２，ｑ°２．
　　　e) Cases　１，‥・，４１ｎRule Ｂ clearly include all cases in Rule Ａ
ａ）～e) show that Rule Ｂ１Ｓ equivalent to Rule Ａ．
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　　　　　　　　　　　　　　APPEND工χ　Ｂ
PROOFS OF SOME PROPERTIES IN CHAPTER 2
1) Proof of Property １：　Without　loss　of　generality,let
S1 ’Sk’SI　（ｋく兌）
Then　from ｋ く　兌　　　　　　　　　　　　　　　　　　　　　”　　　　　　･1　・ FI■　･-　　　I'゛e h゛ｅ tﾆｈ８t: ゛J(Sk)≦u(S*). Hence u(S,)
?????






























From (B9) we have
　　　　　　　゛(百ｋ)≦m - 1 - u(S )・
that　Is
u(S.)≦m - 1 - i
15) and (Bll) yie
ｋ≦λ. , - 1.
Combining (2.1 ) lds









AN ILLUSTRATION OF PROCEDURE A IN CHAPTER 2
　　　　Inorder t0　illustrate Procedure A, suppose　that we now have ｍ＝8
at　Step ２；　１ｎother words, we have been already generated and designated
all possible　s-p　structures　for 1・　・・・9　7units, and we have obtained
the values ofλ, . for all m≦7 and the value ｏｆλ8，1゛which are　shown
In Table 2.1.
　　　An illust:ration (m = 8) of Procedure Ａ Is as follows:
Step 2＝　(m = 8) We have j = 1, 2, and then ｋ ＝1 when j ＝1 and k ＝2
　　　　　when j ＝2・
　　　　　　　When ｊ °1, k = 1, we have:
　　　i. The obtained structures, which have been designated, are
　　　　　　　　一　　　　　　　　　　－　　　　　　　　　　　　　一
　　　S145 ’
S1゛S55゛ S146’ ゜ S1°S56゛
゜¨ ゛S234 ° S1・S144 ゛
　　　　　　　　７.171　　　I..I　　　　？　？　　　　　　　　　　　一犬　:″





When ｊ ° 2, k = 2, we have：
　　　　　　　●一一　　　　　　　　　一　　　　　　　　　　　　　～i. S325゜S2’S46’S326 °S2゛S47’‥゜, S333 = ^2°S54 ’
　　　　　　　　　－　～　　　　　　一　一　　　　　　　　　－　･－
11‘　S334 °S2°S22゛S335 ’S2°S23゛’゛゛゛S366 ’S2゛S54
111°λ8，3 °367.
Step 3=［8/3］十+ 1 = 1(8 - l)/2]十 ＝〉３．
Step ４：We have』　＝３ and ｋ・3, 4･・。。








When ｊ ＝3、、k.＝ご４、we have：
　　　　　　　　　　～　－　　　　　　　　　－　一一i.
s
° q ･ q゜’‘゛S390 ° S3°S21
’
　　　11゛入８,５°391.





















　1‘(k=8) S ° 118°i8･ S404 ° 118°ら
11.λ8,9’405.




Step ６ｚ　If！i' 8, then reset ｍ４-９ and ｓｅｔλ９，１°み８，１０






１‘(Step　1) Relaxation RP3 １Ｓ　used, and set ｆ大･4- al，χ* -≪-(a。・,・），
　　Ｌ‘= {1,2,3}.
2. (Step 2) We obtain X"'-= (4,4,1) using (4.7) and reset XやtＬ
　　Next X-*-= (1,1,0) is obtained using (4・8) and reset 2S゛
どL.
Thirdly ｘ ゜(>5,>5,4) is obtained using (4.9), and reset iや
(ｍｉｎ{i1,il},ｍｉｎ{g,i:},min{x3,X3}) = (4,4,1)- Finally we obtain-
　　ed ic °(4,4,1) and !!ｃ= (1,1,0) using (4.11), and reset i ゛ｉｃ
　　and χ４-χｃ.
　　　　－　　－
3. (Step 3）Ａ permutation {3,1,2} is obtained. 1.ｅ･，（:Ｌ）＝３，（２）＝
　　1, (3) = 2.　Ｓｅｔ£＝１．　　　　．．





6. (Step ４）･Set Xcy＼ = 2, and ｌ：eset ＬＩ：゜ {3,1},£゜３（゜゛）・
7｡ (Step 6）
-1 f -1,゜4’ 43）゜3’
゛（3）ｓ3































































. = ･ ● ･ I I ● 〃
；　　　　　Appendix　Ｅ　　　　　　、









The Lagranglan function for　this problem is
φ(ｘ,λ) = lnf(x)十λ(gj （ｘ）－b;）
Therefore　the conditions　for stationary point are
　　　aφ（Ｘ･入）/h1’O　（i°1,...,n),
　　　aφ（Ｘ,入）/a入　＝0.
From (E2)･, we have












where t = -1/入and z .
results　in (E6).
’‾３ｊ１／１゛ｑｌ° Substituting (E5) into (E3)
　　　　　　　　　　　　　　ｎ　　　　　　　　　　　ｎ　　　　　　　　　　　χ　　　　ｎ
t ° ｅ゛p[{bi十j1 z inz 十j1 z ln(l - q^
i=l
2j1)]
Letting １ ‾ｑ１‘゜1, we obtain







where　t≦　t'.　From the objective　function, (E4) and (E7), we can
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