In this article we give some necessary and sufficient conditions for a lattice-ordered semigroup algebra to be isomorphic to a latticeordered triangular matrix algebra.
Introduction
In [7] , S. Steinberg has stated a characterization for lattice-ordered 2 × 2 triangular matrix algebras over a totally ordered field with the entrywise lattice order. Then in [4] , we have constructed all the lattice orders on 2 ×2 triangular matrix algebras over a totally ordered field to make them into latticeordered algebras ( -algebras) in which the identity matrix is positive. The present paper concerns how to characterize n × n triangular matrix -algebras with the entrywise lattice order for any n 2. Some necessary and sufficient conditions are given for an -algebra of a semigroup with zero over a totally ordered field to be isomorphic to the triangular matrix -algebra with the entrywise lattice order. Examples are provided to justify those conditions.
In Section 2 we give conditions on a semigroup with zero that make it isomorphic to a semigroup of triangular matrix units. Section 3 characterizes -unital semigroup -algebras as triangular matrix -algebras with entrywise lattice order.
We first recall some terminology and notation which we will use later. The reader is referred to [1] [2] [3] 5] for undefined terms and the general theory of various ordered algebraic structures and semigroups.
A lattice-ordered ring ( -ring) is a ring R with a lattice order in which is compatible with the addition and multiplication of R in the following sense ∀g, x, y ∈ R, if x y, then g + x g + y, ∀0 r ∈ R, x, y ∈ R, if x y, then rx ry and xr yr.
For an -ring, we let R + = {r ∈ R | r 0}, which is called the positive cone of R.
If (V , +) is a vector space over a totally ordered field (F , ) and if is a partial order on V , then and the scalar multiplication on V are compatible provided that for all 0 τ ∈ F and all x, y ∈ V , if x y, then τ x τ y.
A vector space over a totally ordered field with a lattice order which is compatible with both the addition and the scalar multiplication is called a vector lattice. A nonempty subset B of a vector lattice In the following F always denotes a totally ordered field. An -algebra L over F is an algebra over F that is an -ring and a vector lattice over F . An -algebra is called unital if it has a multiplicative identity element and an -algebra is called -unital if it has a positive identity element. Let R be an
Let S be a nonempty set. A semigroup with zero is the set S 0 = S ∪ {0} together with an associative binary operation such that ∀s, t ∈ S, either st ∈ S or st = 0, and s0 = 0s = 00 = 0 for all s ∈ S. We also assume that S contains no zero. An example for such S 0 is the set of all n × n (n 2) standard matrix units joined by zero matrix.
Semigroup of triangular matrix units
For 1 i j n (n 2), let e ij be the n ×n matrix with the ijth entry equal to 1 and other entries equal to 0. Define T n = {e ij | 1 i j n}. Then T 0 n = T n ∪ {0}, where 0 is the zero matrix, forms a semigroup with zero with respect to matrix multiplication. T 0 n is called the semigroup of triangular matrix units. In this section, a characterization of T 0 n is given. We first recall some definitions and terminologies on semigroups. The reader is referred to [5] for the general theory of semigroups.
Let (
(2) S contains a set of n orthogonal idempotent elements {a ii We first prove two facts that will be used later in the proof. 
Suppose that j = r. We show that a ij a rs = 0. We consider following cases.
( 
. Then by induction, we may assume that a 12 ∈ (a 11 ), a 23 ∈ (a 22 ), . . . , a (n−1)n ∈ (a (n−1)(n−1) ). We also notice that for any a ij with i < n, i j,
To this end, we only need to consider two cases that i = j or r = s.
If j = r = n, then a ij = a rs = a nn , so a ij a rs = a is . If j = r < n, then a rs ∈ (a rr ) implies that a ij a rs = a is . If j = r, then a rs ∈ (a rr ) implies that a jj a rs = a jj a rr a rs = 0.
(ii) Suppose that r = s. First let j = r = n. Suppose that a in ∈ r(a kk ) for some 1 k n. Since a 1n = a 1i a in , a 1n ∈ r(a kk ). Then a 1n = a 1k a kn implies that a kn ∈ r(a kk ). On the other hand, for each 1 t < n, a tn ∈ (a tt ), and hence by condition (4), we must have 
Let G be a finite group and n be a positive integer. Define
For simplicity, we let e ij (a) = (i, a, j) and define the following binary operation on T (We notice that Lemmas 2.2 and 2.3 are also true for this case.)
is a finite group of order k for i = 1, 2, . . . ,n. 
and |H ii | = k for i = 1, 2, . . . ,n. Suppose that r > s. We show that H rs = ∅. Let a ∈ H rs . Since S = {b ij (u) | 1 i j n, u ∈ H ii }, a = b ij (u) for some 1 i j n and u ∈ (a ii ). Since i j, r = i or s = j. In the first case a = a ii a = 0 since a ∈ (a rr ), and in the second case, a = aa jj = 0 since a ∈ r(a ss ), which are contradictions. Thus H rs = ∅ for r > s. Then from condition (2), 
Therefore, φ is a semigroup isomorphism. This completes the proof. The following result provides some necessary and sufficient conditions for an -algebra F [S] being isomorphic to T n (F ).
Theorem 3.1. Let F [S] be an -unital semigroup -algebra over F . Then F [S] is isomorphic to T n (F ) (n 2)
if and only if the following conditions are satisfied.
1 is a sum of n disjoint basic elements. elements. Since 1 > 0 is a sum of n disjoint basic elements, 1 = α 1 a 1 + · · · + α n a n , where 0 < α i ∈ F and a 1 , . . . , a n ∈ S are distinct. Since 0 α i a i 1 implies that each α i a i is an f -element, and also α i a i ∧ α j a j = 0, ∀i = j, we have (α i a i )(α i a i ) = α i a i for each 1 i n, and (α i a i )(α j a j ) = 0 for 1 i, j n, i = j. Thus in the semigroup S 0 , a i a i = a i for each 1 i n and a i a j = 0 for i = j. So To show that the third condition of Theorem 2.1 is also true, let I = {s ∈ S | s ∈ supp(x) for some x ∈ J }.
We first show that J = { α s s | s ∈ I}. It is clear that J ⊆ { α s s | s ∈ I}. If s ∈ I , then there is x ∈ J such that s ∈ supp(x), so x = · · · + αs + · · · , where 0 = α ∈ F . Since J is an -ideal and |αs| = |α|s |x| ∈ J , we have αs
Now it is clear that J is an -ideal implies that I is an ideal of S 0 , J m = 0 implies that I m = 0, and J n−1 = 0 implies that I n−1 = 0. Thus condition (3) of Theorem 2.1 is satisfied. Finally, let e ∈ S be an idempotent element of S. If s ∈ (e) ∩ r(e) for some s ∈ S, then s = es = ese ∈ e F e implies that s is not a nilpotent element. Thus condition (4) of Theorem 2.1 is satisfied.
Since four conditions of Theorem 2.1 are satisfied, S 0 is isomorphic to T 0 n , so -algebra F [S] is isomorphic to triangular matrix -algebra T n (F ). 2
Below we provide some examples.
Example 3.2.
Here is an example of an -algebra which does not satisfy condition (4) of Theorem 3.1.
2 , e} with the following multiplication table.
It is straightforward to check that S 0 satisfies the associative law, so S 0 is a semigroup with zero. 
Similarly it is straightforward to check that S 0 satisfies the associative law. 
(F ).
In [7] , S. Steinberg has stated the following result. Let R be an -algebra over F . Then R is isomorphic to T 2 (F ) with the entrywise lattice order if and only if R satisfies the following three conditions:
(1) R is noncommutative and 3-dimensional over F .
He asked that using the identity ((x 2 ) − ) n = 0, what is the analogous characterization of T n (F )? A natural generalization of the above result to T 3 (F ) case is to change 3-dimensional in (1) to 6-dimensional, change 1-dimensional in (2) 
