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Abstract
The great success of the Internet has raised new chal-
lenges in terms of applications and the satisfaction of their
users. In fact, there is strong evidencethata signiﬁcantpart
ofthe user behaviordependsonits satisfaction. Users reac-
tions may affect the load of a server, establishing successive
interactions where the user behavior affects the system be-
havior and vice-versa. It is important to understand this
interactive process to design systems more suited to user
requirements. In this work we study and explain how this
reactive interactionis performed by users andhow it affects
the system’s performance. We perform experiments using a
real server under a TPC-W-based workload generated us-
ing a reactive version of httperf. We also simulate different
workload conﬁgurations in order to evaluate the effects on
the system’s load. The results show that accounting for re-
activity causes a signiﬁcant impact on the server’s perfor-
mancein terms of throughputandresponsetime, raising the
possibility of performance improvement of Web systems by
considering reactivity.
1 Introduction
The phenomenal success of the Internet has raised new
challenges in terms of applications and user satisfaction.
Several new applications demand basic requirements, such
as performance and scalability, to offer a good quality of
service to users and generate proﬁtable Web services.
User-system interactions are usually complex and in-
triguing. It is quite hard to determine exactly the factors
that lead a user to behave as we may observe. The inter-
action process is not isolated, but depends on successive
interactions that may be seem as a loop-feedback mecha-
nism, where the user behavior affects the system behavior
and vice-versa.
Thereis strongevidencethat a signiﬁcantpart ofthe user
behavior is reactive, that is, the user reacts to the instan-
taneous conditions at the action time. As a consequence,
user behavior varies according to some factors related to
the server and the application provided. In this context, one
importantaspect to evaluate is how users react to the perfor-
mance of the system, that is, how the behavior of the user
changes as a function of the response of a server.
In this work we study and explain how this reactive in-
teraction affects the system’s performance. Moreover, we
evaluate how different user proﬁles affects the system’s
load, changing the performanceand deﬁning different char-
acteristics to this reactive environment.
The paper is organized as follows. Section 2 explains
the concept of reactivity, discussing how it may be mod-
eled and its impacts on both client and server performance.
Section 3 provides an overview of related work. Section 4
assess the impacts of the reactivity in a experiment using a
reactive version of httperf. Section 5 presents our experi-
mental study that complements the evaluation of the reac-
tivity impact. Finally, Section 6 presents conclusions and
ongoing work.
2 Reactivity
This section discusses reactivity. Reactivity represents
the way a user behaves according to the quality of service
provided. Section 2.1 describes how it may be modeled
and Section 2.2 discusses the impacts of reactivity on both
server and client behaviors.
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Several works have proposed methodologies to charac-
terize workloads, considering user and server-side metrics,
but ignoring the correlation between them. [18] presents a
characterization model, named USAR, that makes possible
to model and replicate the reactivity observed in these sys-
tems.
USAR models reactivity using functions to relate the
inter-arrival time (IAT) and response time (R) measures ofeach workload’s burst. Bursts consist of sequences of re-
quests for fetching a web page and its embedded objects
(like pictures). A burst is submitted to the server when a
user clicks on a link or requests a Web page during its ses-
sion. Bursts mimic the typical browser behavior where a
click causes the browser to ﬁrst request the selected Web
object and then its embedded objects. A session consists of
asequenceofburstsinwhichthetimebetweenanytwocon-
secutive bursts is below a certain threshold. The IAT repre-
sents the interval of time between the submission of two
consecutive bursts performed by an user. Response time is
the time a service takes to process a request, considering its
receipt,process, andresponse. USARcorrelatestheIATand
response time using the following functions:
R
A
T
(
k
)
=
8
<
:
I(k,k+1)
=R(k)
; DIF(k)
>
0
R(k)
=I(k,k+1)
; DIF(k)
<
0
1
; DIF(k)
=
0
a
n
d
D
I
F
(
k
)
=
I
(
k
;
k
+
1
)
￿
R
(
k
)
;
8
k
2
w
o
r
k
l
o
a
d, where
k is a user request,
I
(
k
;
k
+
1
)
is the IAT between request
k and
k
+
1, and
R
(
k
) is the
response time associated to the request
k.
Functions RAT and DIF are used in the discretization
model depicted in Figure 1. The
x axis is associated with
the DIF function and the
y axis with the RAT function. The
modeldeﬁnes seven user action classes (
A to
G), using two
limit values for each axis. Values
k
1 and
k
2 divide the pos-
itive and negative sides of DIF function, deﬁning a zone
close to zero, where the values of IAT and response time
are very close to each other. Values
k
3 and
k
4 divide the
vertical scale into three different zones, according to RAT
function that quantify the correlation between IAT and re-
sponse time. The classes A, B and, C represent behaviors
where users do not wait for the answer to their requests be-
fore asking another object, and the classes E, F and G rep-
resent behaviors where users wait for the answer to their re-
quests before asking another one. The boundaries of these
classes are deﬁned by two other constants:
k
5 and
k
6. For
Class D, the user requests a new object a short time after
receiving the previous one.
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Figure 1: Discretization Model
Figure 2 presents the patience scale formed by the
classes derived from the discretization model. Classes in
the left side of the scale represent user action classes for im-
patient users. The right side represents user action classes
where the user is patient, waiting for a request to complete
before submitting another one.
0 −1 −2 −3 1 2 3
A B C D D E F G
Figure 2: Patience scale
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
The discretization model of the reactive behavior pro-
vides seven user action classes. Each user action class rep-
resents a different behavior that can be observed analyzing
the relation between IAT and the response time. Table 1
presents a representation of the functions RAT and DIF and
the relation between IAT and response time for each class.
Observing the RAT and DIF functions behavior for each
class we can infer the typical relation between them. We
identify that class A has the biggest RAT value among the
other impatient classes (B and C). We represent this by a
<
< symbol. For classes B and C the IAT valueis still lower
than the response time but their RAT value is lower than the
oneforuserclass A. Thesame appliesto classes E,F andG.
Class GhasthegreaterRATvaluecomparedtotheclasses E
and F. We represent the relation between IAT and response
time with a
>
> symbol for class G and with a
> for class
E and F. We use the
￿ symbol for class D because the IAT
and response time have similar values.
Class DIF Function RAT Function Relation
A IAT - R
<
k
1 R / IAT
>
k
4 IAT
<
< R
B IAT - R
<
k
1
k
3
< R / IAT
<
k
4 IAT
< R
C IAT - R
<
k
1 R / IAT
<
k
3 IAT
< R
D
k
1
< IAT - R
<
k
2 - IAT
￿ R
E IAT - R
>
k
2 IAT / R
<
k
5 IAT
> R
F IAT - R
>
k
2
k
5
< IAT / R
<
k
6 IAT
> R
G IAT - R
>
k
2 IAT / R
>
k
6 IAT
>
> R
Table 1: Relation between IAT and response time for each user class
In order to understand the behavior of each user action
class we represent a typical request-response scenario in
Figure 3. For each situation we represent a client asking a
request to the server, which answers it according to server’s
load. We represent a non-overloaded scenario, where the
server takes less than 5 seconds to answer the requests. We
show also an overloaded scenario, where the response time
grows, achieving values greater than 5 seconds.
Clients with impatient proﬁle behave according to
classes A, B and C. The ﬁgure presents their typical be-
havior. We observe that the IAT is lower than the response
time. In a non-overloaded scenario their difference is notas signiﬁcative as in overloaded ones. In overloaded sce-
narios the server takes more time to answer the bursts and
the impatiency of the client will cause the submission of
more requests before receiving the response for the preview
ones. From the server’s perspective, an impatient user tends
to submit more requests before receiving its preview ones,
making an overload scenario worse.
Patient users behave according to classes E, F, and G.
Their typical behavior, as represented by Figure 3, have the
IAT greater than the response time, meaning that for each
request submitted to the server the user tends to wait for the
server’s response before asking the next one. In overload
situations, patient users tend to wait for the next request
and think for a time period before proceeding. This is very
important since the overload situation for the server may
not increase due to the patient behavior of clients. Class G
presents the most patient behavior since its IAT tends to be
greater than the ones for classes E and F.
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Figure 3: Client Reactive Behavior
From the server’s perspective, the reactions of users pro-
voke different changes in terms of load, since variations in
the response time affect the rate of requests submitted. In
fact, the impatient behavior tends to cause an increase in
the server’s load, since users behaving according to classes
A, B, and C usually ask requests at high rates. The patient
behavior tends to decrease the load of the server due to the
behavior of users of classes E, F, and G.
In a real scenario, the number of users behaving accord-
ing to each user class is variable and understand its impact
on the performance of a server is not obvious, due to the
complexity of such scenario. In this work we address this
task by experimenting a web server with an reactive work-
load and simulating a real web application.
3 Related Work
The characterizationand generationof workloadsare es-
sential to the evaluationofInternetsystems, motivatingsev-
eral studies over the last few years. [4, 9] analyze some of
the characteristics of workloads of web servers, and [19]
analyze streaming media workloads.
Workload generators are tools designed to generate syn-
thetic logs composed of requests that simulate real user re-
quests. SPECweb99 [1], WebBench [3] and TPC-W [11]
are benchmarks for evaluating the performance of Web
Servers. They provide representative benchmark for mea-
suring a system’s ability to act as a Web server. SURGE [6]
andhttperf [17] areworkloadgenerators,developedto exer-
cise Web servers throughthe submission of a set of requests
with different characteristics of load.
These workloadgeneratorsare powerfultools but arenot
capable of simulating user behavior patterns related to the
reactions of users according to the server’s performance.
They adopt an arrival process independent of the perfor-
mance provided, generating the same workload, despite the
variations observed in the quality of service provided.
The user behavior can be analyzed using a lot of vari-
ables observedin a Web log. One canuse the list of requests
submittedto the server, navigationalpatterns, types of func-
tions [15] accessed, think-times, among other information.
[12, 7, 8, 5] models aspects related to the user behavior,
such as click-stream, correlation between requests, distri-
bution of the users, session duration, data rates and applica-
tion popularity and mobility. [13] proposes a user behavior
model framework, consisting of various layers and based
on mathematical models, that is used to produce a user ori-
ented workload generator. However, these studies fails to
model the behavior of users to the performance provided
by the service. They do not capture aspects related to the
reactivity to the quality of service.
4 Impact of reactivity
In this section we assess the impact of reactivity on the
performance of a web server. Section 4.1 describes how
we generate reactive workloads with httperf workload gen-
erator. Section 4.2 presents our experimental methodology.
Sections 4.3 and 4.4 show the experiments and results.
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This work uses httperf as the tool for workload genera-
tion. We chose it because it provides an effective way of
generating HTTP workloads and measuring performance.
In order to generate reactive workloads we have created a
new version of httperf compatible with the USAR Model.
Traditional workload generators, such as httperf, assume
that a new request of a user must wait for the last one to￿￿
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Figure 4: Client-server interaction mechanism
be completed before dispatching a new one. This approach
does not allow to represent the situation where the user
wants to senda newrequesteventhoughthe last onehas not
ﬁnished yet. Users would do this because the response time
for the last request is unacceptable for him/her, for exam-
ple. This behavior corresponds to user action classes from
the impatient side of the patience scale described in Section
2. This new situation demands the ability of the workload
generator to allow non-blocking sessions, i.e., a burst may
begin before the last one has completed.
Figure 4 illustrates the traditional workload generation
mechanism and the new one that supports the impatient be-
havior. The ﬁgure presents the execution of a sequence of
bursts of an user session. We see the client and server sides
and some of the httperf events associated with the execu-
tion. The requests are represented by lines going from the
client to the server side, and vice-versa. The vertical space
represents the time. The ﬁgure illustrates the session dura-
tion and the concepts of response time, think-time, and IAT.
The main request of the burst is represented by a bold line
and the embedded requests are single lines.
The ﬁgure represents the traditional mechanism of exe-
cution performed by the httperf (elements labeled with 0)
and the reactive mechanism that we implement on it in or-
der to represent the reactive behavior (elements with labels
1 and 2). Moreover, the ﬁgure introduces the expected re-
sponse time and the expected IAT, which are measures de-
ﬁned dynamically according to the reactivity model.
httperf has a module called wsesslog, which submits re-
quests based on a user session ﬁle. In order to aggregatethe
reactivity model, we have added information about the user
action class to the user session structure.
In order to determine the user action class, according to
the USAR model, we need the value of the response time
observed by the client (in this case, the httperf itself) and
the client think-time. A typically wsesslog ﬁle contains the
think-time, so we only have to get the response time.
The value of response time can be easily obtained in
httperf, since it is built around the concept of events. These
events, showed on Figure 4 can be captured through call-
back handles, deﬁned using httperf API functions. There
is a response time associated to each request and another
one that belongs to the burst. To obtain real values of re-
sponse time, we submitted a workload ﬁle based on TPC-
W [11, 16] using the original version of httperf to the test
environment.
Inordertoreproducetheimpatientbehavior,wechanged
thewayhttperfschedulestheburstthatissubmittedforeach
session. The original implementation waits until the last
submitted burst ﬁnishes to start a timer event that triggers
the next burst. We adapted the wsesslog to start a timer
event as soon as the ﬁrst request of the burst was submitted.
The time httperf should wait before triggering a new burst
can be calculated using the user class and the response time
of the former burst.
As a result we create a new version of httperf that is non-
blocking and reactive. This version supports submitting
requests that time-out after a period speciﬁed by the user
think-time. We also instrumented httperf to record some
important events and bursts information.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In order to assess the impact of the reactive work-
load we prepare an environment composed of an HTTP
Server (Apache), an application server (Apache Tomcat),
a database server (MySQL) and a client (httperf), each run-
ning on a different machine. Each machine runs Linux with
kernel version 2.4.25, having a Intel Pentium 4 1.80GHz
CPU, and 1GB of main memory. For best performance, we
have turned off all unnecessary services and conﬁgured theoperatingsystem tosupporta numberof ﬁle descriptorsthat
is enough for our experiments (65,000 ﬁle descriptors).
We have used a Java implementation of TPC-W bench-
mark as the applicationservice. For the client, we adapteda
workload generated based on TPC-W with information re-
lated to the user reactive behavior, following 5 steps:
1. We create a base workload following TPC-W recom-
mendations and its CBMG. The workload generated,
wl-tpcw, is composed of 5000 user sessions with mean
session length of 124 bursts.
2. We convert the wl-tpcw workload on a new one, wl-
httperf, which is compatible with the format used by
the httperf’s module wsesslog [17].
3. We submit the workload wl-httperf to our simulation
environment using the original version of httperf and
record the real response times.
4. With therecordedresponsetimes andtheworkloadwl-
httperf, we applythe USAR characterizationmodel,re-
sultinginthe distributionofuseractionsforeachburst.
5. We add to the workload wl-httperf the information
obtained in the last step, obtaining the workload wl-
httperf-react that can be used by the new version of
httperf to generate workloads with reactivity.
It is important to emphasize that the number of simulta-
neous users during an experiment is deﬁned by the number
of active sessions duringthe experimentaltime. We execute
experiments with many different workload conﬁgurations.
Herewe showthe experimentswherethehttperf is set to ex-
ecute 100, 1000, and 5000 user sessions, with a rate of 100
sessions initiated per second. We chose these workloads
since we want to assess the impact of reactive workloads
in light, medium and heavy conditions. For each workload
conﬁguration we have employed reactive and non-reactive
approaches. We focus our analysis on the most overloaded
period, that corresponds to the ﬁrst ten minutes.
The experiments evaluate a set of metrics for each sce-
nario: throughput (both the output and input throughput),
cumulativethroughput,responsetime (referstotheuserper-
ceived response time), active bursts (the number of bursts
requested to the server but not yet answered at each period
of time), and active sessions (the number of sessions initi-
ated but not ﬁnished yet).
The response time is a critical factor to users of inter-
active systems [14]. It is evident that user satisfaction in-
creasesasresponsetimeshortens. Modestvariationsaround
the average response time are acceptable, but large varia-
tions may affect user behavior.
 
 
 
 
 
 
 
 
 
 
Due to space constraints, we summarize the main results
for the experiments in Table 2 and show only the graphs
for the experiment with 5000 sessions. In the table, we list
some important measures that are useful to analyze the im-
pact of reactivity on the server performance: total number
of bursts (B), numbers of bursts per second (B/sec), total
number of requests (Req), number of requests per second
(Req/sec),averageresponsetime(R),percentageofﬁnished
sessions (S). NR represents the non-reactive experiments
and R the reactive ones.
100 sessions 1000 sessions 5000 sessions
Measure NR R NR R NR R
B (
1
0
3) 6 10 57 78 80 80
B/sec 9.2 16.1 92.2 114.4 123 133
Req (
1
0
3) 50 90 500 650 580 690
Req/sec 100 190 800 1200 1180 1280
R (sec) 0.027 0.039 0.1 0.35 40.7 13.7
S (%) 45 85 45 90 20 25
Table 2: Experiments - Main Results
For the experiments running 100 sessions, the non-
reactive experiment presents an average response time very
small, near zero (instantaneously). This conﬁrms the non-
overloadedstate. Thenumberof activebursts duringthe ex-
ecutionis verylow, andthus there are no performanceprob-
lems. The reactiveexperimentachieves a higherthroughput
than the non-reactive one, but this occurs without raising
much the response time. 85% of sessions have ﬁnished,
showing that reactivity allows users to reduce the estimated
session time once the response time to their bursts of re-
quests is very small.
For the experiment with 1000 sessions, the non-reactive
experiment presents an average response time very small,
near zero (instantaneously) with peaks under 1 second.
This conﬁrms the non-overload state. The number of ac-
tive bursts duringthe experimentpresents a stable behavior,
once there are no performance problems. The reactive ex-
periment has an average response time still small, but not
instantaneous. The response times present peaks of up to
2 seconds, but in isolated situations that not endanger the
server performance.
The non-reactive experiment with 5000 sessions exe-
cutes 80,000 bursts, with an average throughput of 123
bursts/second, varying from 100 to 400 bursts/second. The
response time raises from few seconds to more than 120
seconds, with an average time of 40.7 seconds.
Figure 5 presents the throughput (bursts per second) (a)
and the average response time (b) for this experiment. It is
easy to observe that the server became overloaded since af-
ter 30 seconds of experiment, the response time has already
achieved the 10-second limit [14].It is important to analyze what happened near 360 sec-
ondsofexperiment. Thefollowingaspectsarerecorded: the
response time begins to decrease, the throughput decreases,
the number of active bursts for both send and receive rate
become the same, and the number of active sessions de-
creases fast. A detailed investigation shows that the cause
of this anomaly is the time-out of TCP/IP connections, rep-
resentedby the system errornumber110in Linuxoperating
system. This problem caused the decrease in the number of
active sessions, which demonstrates that a signiﬁcant num-
ber of sessions begin to fail as a consequence of the error
identiﬁed. When the workload generator tries to open or
send requests and the TCP returns error, the current session
fails and close after no more connections are available for
it. Only an amount of 100 sessions become active after 400
seconds, representing the users who generate load to server
from this point to the end of the experiment.
In this non-reactive experiment we identify a big over-
load in the server, which causes a very poor performance.
Theresponsetime valuesobservedare unacceptable. More-
over, the unavailability of the server represents a big prob-
lem since around 80% of the users stay waiting for server’s
answer without success.
The reactive experiment running 5000 sessions exe-
cutes 80,000 bursts, with an average throughput of 133
bursts/second, varying from 25 to 250 bursts/second.
Figure 6 presents the throughput (a) and the average re-
sponse time (b). The response time raises from few seconds
to more than 60 seconds, with an average time of 13.7 sec-
onds, demonstrating an overload situation. The receive rate
increases and the send rate decreases from the period be-
tween 100 and 200 seconds. Due to users reactions to the
overloaded server, there is a delay in the session duration
of the users and 75% of sessions are still active after the
experimental time.
 
 
 
 
 
 
 
 
 
 
In the experimentswith 100 sessions, the server achieves
a very good performance, guaranteeing that users perceives
an instantaneous answer to their bursts of requests. A good
response time rate allows users from the reactive experi-
ment to request faster their new bursts. The increase in
the throughputrate without changing the response time rate
shows the server is not overloaded. The decrease in the
bursts executiontime causes the reactiveexperimentto con-
clude succesfully more sessions than in the non-reactive
one.
For the experiments with 1000 sessions it is interesting
to note that the throughput rate of the reactive experiment
decreases exactly when response time rates raise. In this
case, the change in the user reactions causes the throughput
rate to raise again after some time. The application server
keeps a very good response rate to the requests under no
overload.
The non-reactive and reactive experiments with 5000
sessions present very different scenarios. The ﬁrst one has
caused a heavy overload in the server, that keeps it un-
available for most of the users. The reactive one has over-
loaded the server, but the reaction of users to unacceptable
response time values changes their global behavior, allow-
ing the server to save resourcesand turns back to acceptable
response times after this.
Analyzing the overall experiments, we observe that the
reactive ones result in different situations of load compared
to the non-reactive ones. This result is interesting, once it
can be the base for research in QoS techniquesthat consider
the inﬂuence of user reaction on the server performance.
5 Understanding the reactivity impact
This section explains how we evaluate the impact of re-
activity. Section 5.1 brieﬂy describes the simulator used in
our experiments and presents our experimental methodol-
ogy. The Section 5.2 shows the results of the experiments.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In order to evaluate the impact of reactivity we built
a simulator named USAR-QoS. It was implemented using
the Simpack Toolkit [10], a C++ simulation environment.
The architecture of USAR-QoS is event-driven and mimics
a complete Web system, consisting of the workload gen-
erator that supports reactivity and the web application en-
vironment. It is built respecting modularity, allowing its
extension with new QoS policies and features.
We instrument USAR-QoS to record the same measures
of real experiments and the rate of expired bursts, which
represents the situation where a user request the next burst
before receiving the response for the previous one, due to
impatience and high response times.
We simulate several scenarios using USAR-QoS to ob-
serve how the application server behaves under various
loads. We use the same workload of 5000 sessions of the
realexperimentpresentedinSection4,basedontheTPC-W
benchmark [2]. For each scenario, the workload is conﬁg-
ured with different distributions of user action classes. We
evaluate the workload with exclusive distribution (100%)
of each user class, and with a mixed distribution (A 22%, B
15%, C 10%, D 6%, E 10%, F 15%, and G 22%).
 
 
 
 
 
 
 
 
 
 
Figure 7 shows the averageresponse time for each work-
load conﬁguration. (a) and (b) present the results for the
workloads with exclusive class from A to G. From the 0
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Figure 5: Experiment Non-reactive with 5000 sessions
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Figure 6: Experiment Reactive with 5000 sessions
graphs we can observe clearly how differently is the impact
of each user action class on the performance of the server.
Users of class A causes a very heavy load on the server,
which determines a mean response time that achieves 350
seconds. Classes B and C also lead the server to a big over-
load, with peaks of response time of 175 and 90 seconds,
respectively. In the experiments with these workloads, we
observe a burst expired rate of 100%, conﬁrming the user’s
unsatisfaction. The experiment with workload with D pro-
ﬁle presents a maximum response time of 50 seconds, that
begins to decrease gradually. In this scenario, 30% of the
bursts associated with user satisfaction. Experiments with
classes E, F and G present representative differences when
compared to the previous ones. The response time of E
varies from 10 to 25 in the heaviest period, achieving less
than 10 seconds after the ﬁrst half of the experiment time.
ExperimentswithclassesF andG resultedinmeanresponse
times that vary from 3 to 15, and 0 to 5 seconds, respec-
tively. These experiments have a high satisfaction rate, al-
most 100%. It is easy to note that each user proﬁle causes
very different impacts on the performance of the server,
conﬁrming the study presented in Section 2.
Figure 7 (c) presents the response time for the workload
with the balanced distribution of user classes. The mean
response time varies from 1 to 5 seconds, with an average
of
X seconds. This is a direct result of the combination
of different users proﬁles. The satisfaction rate during this
experiment is 50%.
This evaluation shows the impacts of the user reactiv-
ity to the quality of service provided by a server. As we
observe, different workload conﬁgurations resulted in dif-
ferent behaviors on both client and server sides.
6 Conclusions
In this paper we evaluate the impact of reactivity on the
performance of Web applications. We design a new ver-
sion of httperf workload generator that considers reactivity,
based on USAR model [18]. Using this we perform experi-
ments, comparingthe non-reactiveand reactiveapproaches.
The results show that reactivity causes a signiﬁcant im-
pact on the server’s performance. This can be explained by
the static behavior assigned to clients in the non-reactive
scenario. Adopting traditional workload generation mecha-
nisms, the unavailability of the system is an expected situa-
tion, since changesin the users’ reactionare not considered.
Our new model shows the importanceof understandingbet-
ter the user-server interactivity process.
Moreover,thisworkpresentsnovelcontributionsexplan-
inghowreactivityoccurs,howitaffectsthesystem’s perfor-
mance,andhowdifferentuserproﬁlesreactsovervariations
on the server’s performance. We design and implement the 0
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Figure 7: Average Response Time for each workload conﬁguration
USAR-QoSsimulatorwhichallows theanalysis ofeachuser
proﬁle behavior.
The results demonstrate that is important to consider
the correlation between user and server sides, once it can
decrease the gap between the real and model scenarios.
Adopting traditional workload generation mechanisms, the
unavailability of the system is an expected situation, once
changes in the users’ reaction are not considered. Our new
model has presented a completely different result, demon-
strating the importance of understanding better the user-
server interactivity process.
We are currently working with reactive QoS strategies.
As part of ongoing work, we plan to investigate how to de-
sign reactive QoS control strategies that use both admission
control and scheduling techniques.
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