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Sum m ary
Realistic 3D computer models of moving human faces has been a longstanding problem 
in computer graphics and vision research. This thesis addresses the problem of cap­
turing, modelling and analysing 3D facial dynamics and provides a framework for the 
realistic synthesis of face sequences.
Currently, 3D face reconstruction methods cannot provide dynamic shape and appear­
ance information at full video rate. The contribution of this work is the development 
of a novel multi-view 3D capture system which simultaneously acquires dynamic face 
shape and appearance at full video rate. Optical filters are used to acquire shape us­
ing active stereo in the infra-red zone and colour appearance in the visible zone of 
the spectrum. The captured shape and colour appearance of the face is mapped onto 
an ellipsoidal primitive introducing an efficient 3D video representation. This repre­
sentation forms the basis for spatio-temporal processing to extract accurate non-rigid 
deformation during speech and expressions.
Results and evaluation suggest that dynamic 3D faces can be reconstructed with a qual­
ity comparable to captured video. An audio-driven visual speech synthesis application 
is also presented which demonstrates that realistic synthesis of 3D face sequences is 
feasible using the observed dynamics.
K ey w ords: Dynamic 3D Capture, Face Modelling, Face Analysis, Speech Synthesis.
WWW; http://www.eps.surrey.ac.uk/
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C hapter 1
Introduction
Of all the branches of artificial intelligence, perhaps one of the most diverse is that 
of computerised vision systems. Until a few years ago, the usage of computer vision 
systems in widespread commercial applications was limited due to expensive computer 
requirements. One of the main reasons that computer vision has appeared as a compu­
tationally intensive and complex field is because of the algorithms required, including, 
in most cases, operations on large amounts of image data to be executed in accept­
able real time. Even the input and output of images at video-rate was traditionally 
a bottleneck for common computing platforms such as personal computers and work­
stations. In recent years, the field has advanced so that researchers have begun to 
assemble and experiment with systems that observe, model, and interact with the real 
three-dimensional (3D) world. However, one task for computer vision systems that 
is still open for research is the capture and analysis of the dynamic behaviour of 3D 
human faces.
In this thesis, a framework for the capture, reconstruction, and animation of realistic 
dynamic 3D faces of real people is introduced. Synthesising realistic facial animation 
is a tedious and difficult task since the dynamic behaviour of human faces could not be 
captured or understood. The objective of this work is to provide a system that is able 
to capture and represent human face animation as 3D video which can be used for the 
analysis and synthesis of realistic facial animation.
1
Chapter 1. Introduction
1.1 M otivation  and aim
Within the computer graphics research community, realistic 3D face modelling and 
animation has long fascinated researchers, not only for the numerous applications a 
computer representation of human faces can have, but also for the inherent problems 
in creating surface deformations to express certain facial behaviours. Applications of 
facial simulations have greatly increased with continuing advances in computing power, 
display technology, graphics and image capture and interfacing tools. There are some 
areas where a realistic approximation of a 3D human face is essential for success. For 
example, a good 3D facial model could be useful in applications such as character ani­
mation in the entertainment industry and advertising, low-bandwidth teleconferencing, 
advanced hiiman-computer interfaces, computer synthetic facial surgery, realistic hu­
man representation in virtual reality spaces, visual speech synthesis for the deaf and 
hard of hearing, face and facial expression recognition, and models for the analysis of 
facial expression for non-verbal communication. The common challenge has been to
develop facial models that not only look real, but which are also capable of synthesising
the various nuances of facial motion quickly and accurately.
However, the capture and modelling of dynamic faces 
for realistic synthetic animation is not a trivial task.
The primary difficulty is the complex anatomical struc­
ture of human faces which allows for a large number 
of subtle expressional variations. Moreover, we as hu­
mans have a great sensitivity to facial appearance. Due 
to these factors, synthesising realistic fcicial animation 
remains an open problem for researchers. Currently, 
the production of computer generated human faces is a
Figure 1.1: The amazing real-task which requires expensive equipment and intensive ism of a synthetic face from “Ei-manual work from skilled animators. This is shown by nal Fantasy”
the high budget in both hardware and labour of the
recent animation film “Final Fantasy” (see figure 1.1) for which four SGI 2000 series 
high-performance servers, four Silicon GraphicsR Onyx2R visualisation systems, 167
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Silicon GraphicsR OctaneR visual workstations and other SGI systems were used.
In order to tackle this challenge, two different aspects have to be addressed;
1. The simultaneous video-rate capture and representation of dynamic face shape 
and appearance
2. The analysis and synthesis of the captured facial dynamics.
The ultimate objective is to model human facial shape and appearance exactly including 
its movements to satisfy both structure and functional aspects of simulation. The 
reconstruction of 3D scenes from camera images is a frequently used method for 3D face 
reconstruction. Previous techniques for multiple view reconstructions [185, 184, 118] 
have been used for the recovery of the shape of a 3D scene. An advantage of these 
techniques is that dynamic scenes can be captured since image acquisition occurs at 
video rate. However, most of the current dynamic face capture systems operate by 
projecting structured illumination patterns on the scene so that the natural appearance 
of the face surface is lost. An objective of this work is to overcome this limitation of the 
current technology to allow simultaneous capture of shape and appearance by projecting 
illumination patterns in the infra-red zone of the spectrum and separating the shape 
and appearance capture by optical filtering.
Modelling the dynamics, on the other hand, deals with the deformation of a given 
face model to generate various dynamic effects for realistic reproduction of facial ex­
pressions and speech. Because the face is highly deformable, particularly around the 
mouth region, and these deformations convey a great deal of meaningful information 
during speech, we believe that a good foundation for face synthesis is to use captured 
dynamic face data. With such an example-based modelling technique, the mechanism 
of synthesising facial speech and expressions is simplified to reproduction of the ob­
served human facial dynamics allowing for realistic synthesis of a wide range of speech 
and expressions in an efficient way.
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1.2 O utline o f th e  th esis
The structure of this thesis is outlined as follows. Chapter 2 presents a background 
in the research on 3D capture technology through discussion of the major techniques 
employed for 3D object acquisition. Current trends in face modelling and animation 
are also presented with a survey of recent publications. In Chapter 3, the specifica­
tions, design and implementation issues of the dynamic capture system together with 
a stereo algorithm are presented. A multi-camera stereo rig was set-up in the labo­
ratory for dynamic face acquisition and was used to acquire sequences of speech and 
expressions. Chapter 4, introduces a new ellipsoidal-based representation of 3D face 
video which allows for efficient storage, processing and transmission of dynamic 3D data 
over computer networks. We use this representation to integrate multi-view stereo sur­
face measurements to obtain a unified representation of shape and appearance. The 
efficiency of the ellipsoidal representation is compared with a model-based approach 
for face modelling identifying strengths and weaknesses for each method. In Chapter 
5, novel techniques for spatio-temporal analysis of face sequences are presented. The 
ellipsoidal representation of faces is used to register, filter and non-rigidly align faces 
so that the dynamic non-rigid facial deformation is captured. Chapter 6 introduces a 
simple 3D facial speech synthesis framework driven by audio input. This extends cur­
rent techniques for facial speech synthesis [25, 56] in three dimensions and shows that 
realistic facial speech synthesis is feasible using captured dynamics. Finally, Chapter 
7 summarises the achievements of this thesis drawing conclusions and suggestions for 
future work and extensions of the current methods.
1.3 Sum m ary o f contributions
In this thesis, a wide range of computer vision techniques have been developed to 
introduce a framework for dynamic 3D face captmn, modelling, and animation. The 
following contributions have been made in this work:
• Design and implementation of a multi-view stereo capture system based on infra­
red imaging which is able to simultaneously acquire video-rate shape, appearance
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and audio of human faces.
• A representation for 3D face video by mapping the shape and appeaiance onto an 
ellipsoid. This representation is used for integration of multi-view surfaces and 
texture mapping.
• The creation of a database (51 people) of dynamic face sequences of speech with 
synchronised audio and expressions.
• An analysis framework for the capture of non-rigid facial dynamic deformations.
• A simple audio-driven 3D facial speech synthesis system based on linear' interpo­
lation between visual speech segments.
1.4 L ist o f pub lication s
The following publications have resulted directly from this work:
• I. A. Ypsilos, A. Hilton, and S. Rowe. Video-rate capture of dynamic face shape 
and appearance. In IEEE Proceedings of the International Conference on Au­
tomatic Face and Gesture Recognition (FG R’Of)  ^ pages 117-122, Seoul, Korea, 
May 2004.
• I. A. Ypsilos, A. Hilton, A. Turkmani, and P. J. B. Jackson. Speech-driven face 
synthesis from 3d video. In IEEE Proceedings of 3D Data Processing, Visual­
ization and Transmission (SD PVT’Of), pages 58-65, Thessaloniki, Greece, Sep 
2004.
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Background
Achieving realism in synthetic 3D face animation is a challenging task that has attracted 
a lot of research from both computer vision and computer graphics disciplines. Facial 
animation has progressed significantly over the past few years with the development of a 
variety of algorithms and techniques. 3D scanners and photometric techniques are now 
capable of creating highly detailed geometry of human faces. Approaches have also been 
developed to emulate muscle and skin properties that approximate real facial expres­
sions.
In the last few years, we have seen systems that can 
produce realistic synthetic face speech accurately syn­
chronised to audio data. A masterpiece of synthetic 
facial animation is the Gollum character of the Lord 
of the Rings films shown in figure 2.1. Current results 
of this ongoing research are promising to deliver new 
automatic methods for producing highly realistic facial 
animations, something that today is only possible by 
manual work of skilled artists.
Figure 2.1: Synthetic face of the 
Despite the technological advances in facial modelling character in the Lord of
producing realistic human faces, we become much less the rings film by New Line Cin-
forgiving of imperfections in the modelling and anima- ema productions.
tion than we used to be in the past. As Waters quoted
Chapter 2. Background
in 1997: “If it looks like a person we expect it to behave like a person.” This is due to 
the fact that we are extremely sensitive to detecting small and very subtle facial char­
acteristics in everyday life. Neuropsychological evidence also suggests that our brains 
are hard-wired to interpret facial images.
In this chapter, the background of the research in the areas of capturing, modelling 
and animating 3D human faces is presented highlighting the application areas where 
specific methods can be used.
2.1 3D capture
3D image sensing has seen dramatic evolution during the last few years, allowing the 
development of new and exciting applications. Such applications include e-commerce, 
medicine (diagnosis and planning), anthropometry (e.g. vehicle design) or film and 
video post-production (e.g. virtual actors). In general, the main application of 3D 
imaging devices is to provide solutions in situations requiring the 3D shape and ap­
pearance of a person into the computer.
Having a digital representation of a person in 3D, further analysis becomes possible, 
allowing automated methods for synthesis, animation and recognition to be developed. 
Anthropometric data is usually required in many areas of manufacture to provide infor­
mation for the design of products such as clothes, furniture, protection equipments and 
many other objects with which humans interact. However, to capture the geometry 
of human shape, implies that the measuring techniques usually employed, are mainly 
non-contact.
In recent years, a mixture of non-contact, optically-based 3D data acquisition tech­
niques have been developed that can be applied to the imaging of humans. A wide 
variety of commercial off-the-self devices for 3D optical sensing are available that can 
be categorised as follows:
• Time-of-flight Radar.
• Laser Scanning Triangulation.
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• Coded Structured Light Projection.
• Phase Shifting. (Moire Fringe Contouring)
• Stereo Photogrammetry.
• Other Shape from X methods.
The rest of this section presents the technology used in these 3D capture techniques.
2.1 .1  T im e-o f-fligh t m eth o d s
Time-of-flight approaches include optical, sonar, and microwave radar which, typically 
calculate distances to objects by measuring the time required for a pulse of light, sound, 
or microwave energy to return from an object as shown in figure 2.2.
Rotating mirror
—
Object Detector
Energy Source
Figure 2.2: The principle of radar range finder
Sonar range sensors [51, 66] are typically reasonably priced, but they are also not very 
precise and do not have high acquisition speeds. Microwave radar [35] is typically in­
tended for use with long range remote sensing. Optical radar, often called LIDAR(Light 
detection and ranging) is the same as microwave radar operating at optical frequencies. 
3DV systems Ltd. developed a camera called Z-Cam [86] which is able to capture colour
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and depth data from the scene. Z-Cam uses low power laser illumination to generate 
a wall of light. As the light-wall hits the objects in the field of view it is reflected back 
towards the camera carrying an imprint of the objects. The imprint contains all the 
information required for the reconstruction of a depth map as shown in figure 2.3.
I #
Figure 2.3: The principle of Z-Cam for depth estimation. Courtesy of 3DV Systems 
Ltd.
Recently, Nevado [125] used the time-of-flight method to obtain the location, size and 
shape of main surfaces in an environment, from points measured by the time-of-fiight 
method using a laser beam. Good results are obtained for large objects. For smaller 
objects however, a high speed timing circuitry is required to measure the time-of-fiight, 
since the time differences to be detected are in the 10“ ^^  seconds range for about 1mm 
accuracy. Unfortunately, making direct measurements of time intervals with less than 
10 pico seconds accuracy (this is 1/8 inch) remains relatively expensive.
To overcome the limitations involved with direct time-of-fiight measurements, ampli­
tude and frequency modulated lidars [78, 157] have been developed. Modulated laser 
imaging radars measure time-of-fiight indirectly by detecting the change in amplitude 
or phase between transmitted and received signals and are more suitable for close range 
distance measurements. However, expensive electronics are required.
2.1.2 Laser scanning triangulation
One of the most accepted 3D data acquisition techniques that has been successfully 
applied to object surface measurement is laser scanning triangulation. The technique 
involves projecting a stripe of laser light onto the object of interest and viewing it
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from an offset camera. Deformations in the image of the light stripe correspond to the 
topography of the object under the stripe which is measured as shown in figure 2.4. 
The stripe is then scanned across the scene to produce 3D data for the visible section 
of the object.
Camera Laser
Figure 2.4: The principle of laser scanning
Examples of applying laser scanning triangulation to the 3D imaging of small objects 
are presented in [127, 132, 117]. A recent survey on 3D model building using laser 
scanning methods was published in 2002 by Bernardini et.al. [14].
Laser light sources have unique advantages for 3D imaging. One of these is brightness, 
which cannot be obtained by a conventional light emitter. In general, the light produced 
by lasers is far more monochromatic, very directional, highly bright, and spatially more 
coherent than that from any other light source. Spatial coherence allows the laser beam 
to stay in focus when projected on a scene. However, high spatial coherence means that 
speckle is produced when a rough surface is illuminated with coherent laser light.
Many commercial products for 3D acquisition have been released employing laser scan­
ning triangulation methods. Cyberware [1Ü5] developed 3D scanners based on this 
technology which have been used by the movie industry to create special effects for 
movies like Terminator 2 and Titanic. The strong point of laser scanning systems 
is their high measurement accuracy which is typically about 1Ü — 1ÜÜ microns RMS. 
(Cyberware, CyberFX [105]). A fundamental limitation of laser-stripe triangulation
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systems is the occlusion of the laser stripe. Large concavities in the geometry of the 
objects might obstruct the camera to view the profile of the laser stripe on the object. 
Additionally there is a limitation of what can be captured. Shiny surface reflectance 
l>roperties reduce the quality of captured data. The laser scanning methods also re­
quire objects to remain still dining acquisition which typically takes a few seconds. 
This makes the technology unsuitable for dynamic capture of living subjects.
2 .1 .3  C od ed  s tru ctu red  lig h t
Coded structured light systems are based on projecting a light pattern instead of a 
single stripe and imaging the illuminated scene from one or more view points. This 
eliminates the need for scanning across the surface of the objects associated with laser 
scanners. The objects in the scene contain a certain coded structured pattern that 
allows a set of pixels to be easily distinguishable by means of a local coding strategy. 
The 3D shape of the scene can be reconstructed from the decoded image points by 
applying triangulation. Most of the existing systems project a stripe pattern, since it 
is easy to recognise and sample.
The critical point of such systems is the design of the pattern to allow for accurate 
localisation of the stripes in the scene. Coded patterns can be generated by time 
multiplexing. In these systems a set of patterns is successively projected onto the 
measuring surface where a codeword for a given pixel is formed by the sequence of 
the patterns. Binary coded patterns only contain black and white pixel values, which 
can be generated with any LCD projector. Decoding the light patterns is conceptually 
simple, since at each pixel we just need to decide whether it is illuminated or not. The 
simplest set of binary pattern to project is a series of single stripe images [42, 136]. 
These require 0 (n ) images, where n  is the width of the image in pixels.
In 1984, Inokuchi et.al. [87] proposed the use of binary Gray coded patterns to reduce 
the number of required images for pixel labelling. Using Gray-code images requires 
log2 (n) patterns to distinguish among n  locations. Gray codes are more robust to 
errors compared to simple binary position encoding, since only one bit changes at a 
time, and thus faulty localisations of single 0-1 changes cannot result in large code
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changes. An example Gray-code pattern is shown in figure 2.5a. More recent examples 
of other binary codes have been published by Skocaj and Leonardis [154] and Rocchini 
et. al. [141].
Biliary code patterns use only two different intensity levels and require a whole series of 
images to uniquely determine the pixel code. Projecting a continuous function onto the 
scene takes advantage of the gray-level resolution available in modern LCD projectors, 
and can thus potentially require fewer images. A gray-level ramp pattern [28] has been 
used so that the gray-level values can give the position along the ramp of each pixel. 
However, this approacli has limited effective spatial resolution (mean error of about 
1cm [77]) due to high sensitivity to noise and non-linearities of the projector device 
ill projecting a wide intensity spectrum. Other researchers have used grey-scale (or 
intensity ratio) sawtooth patterns [30] or siiiewaves [148] to reduce the non-linearity 
effects of the projections with improved localisation. Horn and Kiryati [83] suggest a 
method for the optimal selection of grey-level code combining Gray code with intensity 
ratio techniques to allow capture with monochrome cameras.
I l l l l l l l l l l l l l
[a) Binary Gray-code (b) gray-level code
Figure 2.5: Examples of structured light patterns projected on the scene, (a) A binary 
Gray-coded pattern, (b) A grey-scale time coded pattern used in
111 1998, Caspi et. al. [29] proposed a multi-level Gray code based on colour, where an 
alphabet of n symbols is used with every symbol associated with a certain RGB colour. 
This reduces the number of required projected patterns by increasing the number of 
code levels (codeword alphabet). For example, with binary Gray code, rn patterns are
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required to encode 2^  ^ stripes. W ith n-level Gray code, n"’' stripes can be coded with 
the same number of patterns. Another recent application of coloured stripe patterns 
for fast 3D object acquisition was published by Wang et.al. [172] in 2004.
A recent survey of various coded structured light techniques was published in 2004 by 
Salvi et.al. [145]. In general, the strategies adopted by structured light techniques to 
localise the patterns can be divided into three categories: The first one is by assuming 
that the surface is continuous so that adjacent projected stripes are adjacent in the 
image. This assumption is true only if the observed surface does not have self-occlusion 
or disconnected components. The second way is difterentiating the stripes by colours. 
This may fail if the surface is textured rather than having uniform appearance. The 
third one is to code the stripes by varying their illumination over time. This however, 
needs several frames to decode the fight and cannot be applied in the measurement of 
moving objects.
Recently, in the 3D vision literature, there are some methods which are based on mul­
tiple pattern projection taking into account the spatial neighbourhood information to 
assist in the decoding process. In 2001, Hall-Holt and Rusinkiewicz [74] divided four 
patterns into a total of 111 vertical stripes that were drawn in white and black. Codifi­
cation is located at the boundaries of each pair of stripes. The innovation of this method 
is that it supports capture of moving scenes for continuous surface regions, something 
that was impossible with other time-multiplexing systems. Boundary tracking is used 
to resolve stripe codes as they move across the image for a moving object.
2 .1 .4  P h a se  sh iftin g
Moire fringe contouring is an interferometric method for 3D shape capture which oper­
ates by projecting two periodic patterns (typically stripes) onto a surface (e.g. faces) as 
seen in figure 2.6. Analysis of the patterns then gives accurate descriptions of changes 
in depth and hence shape.
Moire fringe contouring technology has been used by the National Engineering Labo­
ratory in the 1980s to develop a range of commercial 3D image capture systems called 
TiiForm. Marshall et. al [114] developed a facial imaging system based on Moire fringe
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Figure 2.6: Moire pattern
contouring as a tool for surgical planning with an RMS accuracy of 0.75mm. The main 
advantage compared with the laser scanners is that Moire methods are full-held riietli- 
ods producing 3D information from the whole scene without the need for scanning. 
Liu et.al. [112] and Hnang et.al. [84], used colour-coded Moire patterns so that three 
separate Moire fringes are simnltaneously generated, one for each colour channel for 
increased robustness.
Apart from Moire patterns, Zhang et.al. [187] in 2004, used coloured sinusoidal and 
trapezoidal fringes with good results. The noise level was found to be RMS 0.05mm in 
an area of 260 x 244mm for the sinusoidal phase shifting method and 0.055mm for the 
trapezoidal phase-shifting method.
In general, phase shifting methods exploit higher spatial resolution compared to other 
coded patterns since they project a periodic intensity pattern several times by shifting 
it in every projection. One problem with phase shifting topography for 3D surface 
measurement is tliat recovered depths are not absolute. This is known as the 27t- 
ambiguity [90] limiting the niaximnrn step height difference between two neighbouring 
sample points to be less than half the equivalent wavelength of the fringes. To cope 
with this ambiguity. Oh et.al. [90], used fringe analysis in the frequency domain. This 
allowed for the measurement of the absolute height of the surface so that largely stepped 
surfaces can be measured with improved accuracy.
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However, the main problem with phase-shifting methods is that they can have phase 
discrimination difficulties when the surface does not exhibit smooth shape variations. 
This difficulty usually places a limit on the maximum slope the surface can have to 
avoid ranging errors.
Com bination o f Gray code and Moire
The combination of Gray coding with phase shifting techniques leads to highly accurate 
3D reconstruction. Bergmann [13], designed a technique where initially four Gray coded 
patterns are projected on the scene to label 16 measuring surface regions. Then, he 
used a sinusoidal pattern for depth measurement in each region so that the ambiguity 
problem between signal periods is solved.
In a review of Gray code and phase-shift methods, Sansoni et.al. [146] compared 
the accuracy of each technique separately. They concluded that both methods have 
similar depth estimation accuracy of about 0.18mm, However, phase-shifting achieved 
a better spatial resolution of 0.01mm compared to 0.22mm of Gray code methods. On 
the other hand. Gray code was able to produce good results in areas of high slope 
where phase-shifting methods failed. When combining both methods, the mean error 
of the measurements was about 40/im with a standard deviation of ±35/im. The 
main disadvantage of combining Gray code with Moire patterns is that the number of 
projecting patterns increases considerably.
2 .1 .5  S tereo  p h o to g ra m m etry
Another popular method for range data acquisition is the stereo photogrammetry. Com­
putational stereo refers to the problem of determining the 3D structure of a scene from 
two or more images taken from different viewpoints. The fundamental basis for stereo 
is the fact that a 3D point in the scene, projects to a unique pair of image locations in 
the two camera images. The slight offset between two views of the same scene is un­
consciously interpreted by our brain to work out how far the person is from the objects 
depicted, thereby recreating the impression of depth. A computer could also make use 
of this offset to perform the same operation. If presented with two photographs of an
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object taken from cameras set slightly apart, a stereo vision system should be able to 
locate the image points in the two camera views that correspond to the same physical 
3D point in the scene. Then, it is possible to determine its 3D location.
Recent books by Hartley and Zisserman [76] and Faugeras and Luong [58] provide 
detailed information on the geometric aspects of multiple view stereo. The primary 
problems in computational stereo are calibration, correspondence and reconstruction. 
Calibration is the process of determining the geometric relationship between the cam­
era image and the 3D space. This involves finding both internal camera parameters 
(focal lengths, optical centres and lens distortions) and eæierna^ parameters (the relative 
positions and orientations of each camera). Standard techniques for camera calibration 
can be found in [58, 76] while a Matlab® calibration toolkit is available online [22].
Figure 2.7 shows a typical configuration of a stereo system where a 3D world point 
is projected onto the two camera image planes. The resulting displacement of the 
projected point in one image with respect to the other is termed disparity.
World Point
Right CameraLeft Camera
Figure 2.7: The binocular stereo configuration
The central problem in stereo vision systems is the correspondence problem which 
consists of determining the locations in each camera image that corresponds to the 
projection of the same physical point in 3D space. Establishing such correspondences 
is not a trivial task. There are many ambiguities, such as occlusions, specularities, or 
uniform appearance, that make the problem of deciding correct and accurate corre­
spondences difficult. Constraints that can be derived from the visual geometry of the
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stereo configuration, such as the epipolar constraint, and assumptions such as image 
brightness constancy and surface smoothness can help in the simplification of corre­
spondence ambiguities [96]. Such constraints and assumptions are discussed in chapter 
3.3. The reconstruction problem involves converting the estimated disparities to actual 
depth measurements to produce the 2.5D depth map. If the cameras are calibrated, 
deptlis can be estimated by triangulation between corresponding points.
Stereo vision has been explored as both a passive [171, 16, 150] and an active [148, 44, 
152, 101] sensing strategy. Active sensing implies that some form of external energy 
source is projected onto the scene to aid acquisition of 3D measurements. Similar to 
the structured light strategy, the active methods usually operate by projecting light 
patterns onto the object to avoid difficulties in matching surface features. Passive 
stereo uses the naturally illuminated images without additional lighting. Compared to 
active approaches, passive stereo is more sensitive to regions of uniform appearance. In 
contrast, active stereo is more robust but its applications are usually restricted within 
laboratory conditions where the lighting can be controlled.
Stereo Correspondence
There is a vast amount of literature concerned with the problem of stereo correspon­
dence. In general, all methods attempt to match pixels in one image with the cor­
responding pixels in the other image exploiting a number of constraints. The main 
strategies for stereo correspondence can be divided into two categories. The methods 
that use local information, and the methods that treat correspondence estimation as a 
global optimisation problem.
In the local approaches, the correspondence problem is solved using a region similarity 
measure on shifting windows in the two images so that the best matches are selected. 
The local information can be either image intensity, image gradient or higher level image 
features. The similarity measure is usually based on correlation metrics such as the sum 
of squared differences(SSD), the sum of absolute differences(SAD) or normalised cross­
correlation (NCC). NCC is computed using the mean and the variance of the intensities 
in the regions and thus it is relatively insensitive to the local intensity, A comparison
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of various similarity measures used for block matching is published by Aschwanden and 
Guggenbuhl [4]. Some of the correlation-based methods [24, 94, 67] adapt the size or 
shape of the matching windows to make them more robust to depth discontinuities and 
projective distortions. On the other hand, passive stereo approaches usually employ 
local matching strategies based on image features particularly such as edges [171, 16, 6] 
or curves [150] in order to avoid correspondence estimation in the sensitive regions of 
uniform appearance. As a result, not every pixel in the images is associated with a 
disparity estimate and hence these methods are only able to produce a sparse set of 
correspondences.
Global correspondence methods exploit global constraints to estimate the disparities 
by optimisation. In the B ayesian  diffusion methods [179, 147], support is aggre­
gated with a weighted function (such as a Gaussian) rather than using fixed windows. 
Convolution with a Gaussian is implemented using local iterative diffusion [162]. Ag­
gregation using a finite number of simple diffusion steps yields similar results to using 
square windows [149]. However, there is the advantage of rotational symmetry of the 
support kernel and the fact that pixels further away have gradually less influence.
D ynam ic p ro g ram m in g  optimisation methods [184, 118] try to establish an optimal 
path through an array of all possible matches between points in the two images. A 
cost is associated with every location in the ai'ray according to constraints so that the 
path with the minimum cost is selected. Ohta and Kanade [126] first, used the left and 
right scanlines of the images as horizontal and vertical axes of the array and dynamic 
programming was used to select the optimal path from the lower left corner to the 
upper right corner of the array. In this case, with n  pixels in the scanline, the com­
putational complexity is O(n^). However, limits in the disparity can be set to reduce 
the complexity. Intille and Bobick [89] constructed the array using the left scanline as 
the horizontal axis and the disparity range as the vertical axis. In this way, dynamic 
programming is used to estimate the optimal path from the left to the right column and 
therefore the computational complexity was reduced to 0{(P) for a scanline of n  pixels 
in the disparity range of d pixels. A significant limitation of the dynamic programming 
methods is their inability to strongly incorporate both horizontal and vertical continu­
ity constraints. A similar approach that can exploit these constraints is to estimate the
20 Chapter 2. Background
maximum flow in a graph describing the whole image and not just a single scanline. 
G rap h  cu ts  methods [23, 99, 100] have been used to solve the scene reconstruction 
problem in terms of energy minimisation via graph cuts with good results. However, 
graph cuts require more computations than dynamic programming. An efficient imple­
mentation by Roy and Cox [142] achieves a complexity of 0{'n?d^ log(nd)) for an image 
of n  pixels and d depth resolution which is much higher than the complexities of the 
dynamic programming.
In summary, according to a recent survey of various stereo correspondence algorithms 
published by Scharstein et.al. [149], global optimisation methods perform better than 
local approaches. However, all experiments were carried out using naturally illuminated 
scenes with regions of uniform appearance. In the class of active stereo algorithms, it 
is common practice to project a random-dot pattern onto the scene and estimate corre­
spondence with local window similarity measures. The Turing Institute has developed 
a 3D capture system with a technology called C3D [152]. C3D uses active stereo to 
acquire two images of an object and estimates dense image disparities using a coarse- 
to-flne approach. A projection of a random-dot pattern helps in identifying unique 
matclies using window correlation. The pattern flashes for a single frame to estimate 
shape by stereo followed by a frame with natural illumination to capture the appear­
ance. The C3D system is based on a modular ‘pod’ system with each pod containing 
two cameras producing depth measurements from stereo. Multiple pods can be used 
to acquire shape and appearance from multiple viewpoints. D’Apuzzo, in 2002 [44] 
presented a similar system for 3D face capture using random-dot pattern projection 
from two directions. He used five cameras equally spaced in front of the subject and 
depth was estimated with stereo between the five cameras using window similarity with 
the SSD metric. The achieved mean accuracy with this method was 0.3mm.
S p a tio -tem p o ra l s te reo
Combining both spatial and temporal image information has been recently introduced 
as a way of improving the robustness and computational efficiency of recovering the 
3D structure of a scene. Methods such as coded structured light and temporal laser
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scanning [9, 88] make use of features which lie predominantly in the temporal domain. 
That is, features with similar appearance over time are likely to correspond. However 
it is possible to locate features within both the space and time domains using the 
general framework of space-time stereo. In space-time stereo [45, 185], a 3D matching 
window is used which extends in both space and time domains as seen in figure 2.8. 
A basic requirement for correct correspondence is a temporally varying illumination of 
the scene.
t = 0 ,1,2
t = 2
t = 0
Xl
Left camera
X ,
'4
Right camera
Figure 2.8: The principle of space-time stereo as presented in [185].
In 2004, Zhang et.al. [186] presented a method for moving face capture based on the 
space-time stereo approach. The system takes as input 4 monochrome and 2 colour 
synchronised video streams at 60 frames per second (fps) and outputs a sequence of 
photo-realistic 3D meshes at 20 fps. Two projectors are used to project random gray­
scale stripe patterns onto the face to facilitate depth computation while a blank pattern 
is projected every three frames to allow capture of appearance. Zhang, introduces a 
globally consistent space-time stereo algorithm using space-time gradients to overcome 
the striping artifacts associated with previous space-time stereo methods.
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The space-time stereo approach has several advantages. First, it serves as a general 
framework for computing shape when only appearance or lighting changes. Second, 
when shape changes are small and random and the appearance has complex texture 
(e.g. the surface of a waterfall), space-time stereo allows robust computation of average 
disparities or mean shapes. Finally, for objects in motion, possibly deforming faces, 
the oriented space-time matching window provides a way to compute improved depth 
maps compared to standard stereo methods. However, the output frame rate is less 
than the input video-rate.
2.1 .6  O th er sh ap e from  X  m eth o d s
Apart from the popular methods of structured light and stereo for 3D reconstruction, 
the computer vision literature has references to some methods for 3D shape estimation 
that aie mainly based on psycho-physical evidence of how humans perceive depth. 
These methods are known as “shape from X” methods and are usually not as accurate 
as the methods discussed earlier. However, some of them can be used in conjunction 
with stereo to improve performance. Researchers have experimented with 3D extraction 
from motion, optic flow, texture, focus and object silhouettes [155] among others.
Active depth from focus operates on the principle that the image of an object is blurred 
by an amount proportional to the distance between points on the object and the in­
focus object plane. The amount of blur varies across the image plane in relation to the 
depths of the imaged points. This method has evolved as both a passive and an active 
sensing strategy. In the passive case, variations in surface reflectance (i.e. surface 
texture) are used to determine the amount of blurring. Active methods avoid these 
limitations by projecting a pattern of light (e.g. a checkerboard grid or random dot 
pattern) onto the object Most prior work in active depth from focus [59, 53, 123] has 
yielded moderate accuracy (up to 1/400 over the field of view). However, depth can be 
estimated in real-time at video rate. In [123], a 512 x 480 depth map is extracted in 
33ms with 0.23% RMS accuracy in the 30cm workspace.
Another method for 3D shape estimation is the shape from silhouette [170, 106, 103, 
161, 32]. This is an image-based approach that computes the volume of models from
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silhouette images taken from various viewpoints. Each silhouette contour together with 
the focal point of the camera, forms an infinite conic volume in space. The intersection 
of all cones from multiple camera views then defines a bounding volume in which the 
model is inscribed approximating the real shape of the model. Silhouettes can be used 
as a preprocessing step to determine the disparity range for stereo algorithms [158].
2 .1 .7  S u m m ary  o f  3D  sh a p e  e s tim a tio n  m eth o d s
In this section, the main methods used for the 3D reconstruction of a scene were pre­
sented. Methods are divided into active approaches, where a form of energy is projected 
on the scene to facilitate 3D measurements, and passive approaches where the cues for 
depth estimation are coming from the naturally illuminated scene. Applications of 
active systems are limited to laboratory conditions where the illumination can be con­
trolled. In a comparison of these methods, laser stripe scanning systems are the most 
accurate devices for shape acquisition with RMS error in the range of 10 — 100 microns. 
However, their main limitation is the slow acquisition speed which is due to the require­
ment for scanning over the surface of the scene. Coded patterns have also been used 
successfully for 3D surface estimation. Such systems can either use time multiplexed 
or Moire patterns with one or more cameras. The accuracy of such implementations is 
comparable to laser scanners with the advantage of having simpler physical configura­
tions since no moving mechanical parts are involved. Stereo methods try to establish 
point correspondences between two or more views of the scene. Various techniques 
have been developed to solve the stereo correspondence problem by exploiting geomet­
ric constraints and making various assumptions. The RMS accuracy of most stereo 
systems is approximately 0.5mm with the main advantage being that dynamic shape 
can be acquired at video-rate.
2.2 3D capture d ata  processing
Most of the techniques described in the previous section are only able to capture the 3D 
shape of the scene from a single view point resulting in a 2.5D surface reconstruction.
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Therefore, in order to reconstruct the whole shape of the 3D object in the scene, 
multiple 2.5D images from different viewpoints must be acquired. In this case, each 
2.5D surface is defined in its local view-dependent coordinate system. Geometric fusion 
refers to the process of registering and integrating multiple 2.5D surfaces to obtain a 
single 3D representation of the scene.
2.2 .1  Surface reg istra tio n
The goal of registration is to estimate the rigid transformation parameters between 
multiple range views, including three degrees of freedom for rotation and three for 
translation. In most cases, this transformation is approximately known from the sensor 
geometry. However, for accurate fusion, a refinement of this transformation is often 
needed. Besl and McKay [15] introduced the Iterative Closest Point algorithm to reg­
ister two 3D point sets. The algorithm has three steps: initially, for each point in the 
first point-set, the closest point in the second point-set is located; then, the rigid trans­
formation that minimises the mean square error across all matched points is computed; 
and finally the transformation is applied and the error is recomputed. This process is 
iterated until convergence to a local minimum.
A good initial estimate of the transformation between point sets is required to ensure 
convergence to the correct registration. Incorrect registration may occur if the error 
in the initial transformation is too large or if the point sets do not provide sufficient 
constraints (i.e. points coming from planar or spherical surfaces). To overcome this 
problem, several algorithms have been developed that analyse the covariance matrix 
used for error minimisation, [159, 69] so that the chosen point correspondence set 
is altered to provide good constraints. Other variations of the basic ICP method, 
construct the correspondence sets by extracting salient features from two surfaces and 
perform a search procedure to match these features. For example, Chua and Jarvis [33] 
used principal curvatures to constrain the search for correspondences, while Feldmar 
and Ayache [60], estimated distances between positions, surface normals and curvatures 
to select point correspondences.
Extensions of the basic ICP have been developed for registration of multiple sets of
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surface data [49, 159]. A review of ICP variants can be found in [144] where a combi­
nation of the most efficient techniques is proposed. Recently, Fitzgibbon [61] introduced 
a robust non-linear optimisation method for estimating the registration transformation 
using the Levenberg-Marquardt algorithm where the error function is modified to in­
clude a robust kernel (Lorenzian, Huber). The main disadvantage of this algorithm is 
that derivatives of the error function have to be estimated for every iteration making 
it relatively slow. However, due to the non-linear optimisation, fewer iterations are 
needed for convergence.
In all ICP algorithms, computing potential correspondences in every iteration is the 
most time consuming step. In an exhaustive search, O(n^) searches are needed for n 
pairings. To reduce the required time, researches have used subsampling [18] or efficient 
data structures such as octrees or k-d trees to reduce the complexity to 0(n^ log n) and 
0 (n  log n) respectively.
2 .2 .2  Surface in teg ra tio n
Several algorithms have been proposed for integrating structured and unstructured 
registered data to generate a full 3D object representation. Hoppe et.al. [81] used 
graph traversal techniques to construct a signed distance function from a collection of 
unorganised points. Then, an isosurface extraction technique is employed that produces 
a polygon mesh from this distance function.
Turk et.al. [166] provided a method that zippers together adjacent range images to 
form a continuous surface that correctly captures the topology of the object given an 
accurate registration. The overlapping meshes are eroded and the boundary correspon­
dences are reconstructed by averaging operations in 3D space. A local 2D constrained 
triangulation is then used to join the mesh boundaries producing seamless connection 
of the partially overlapping surfaces. This algorithm typically performs better than 
unorganised point algorithms, but it can still fail catastrophically in areas of high cur­
vature.
Several algorithms have been proposed for integrating structured data to generate im­
plicit functions. Hilton et.al. [79, 80] introduced an algorithm that constructs a single
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continuous implicit surface representation from multiple meshes or 2.5D range images. 
The implicit surface is the zero-set of a scalar field function. Object models can be 
constructed from multiple view conventional 2.5D range images. This geometric fusion 
algorithm is capable of reconstructing 3D object models from relatively noisy hand-held 
sensor range data. The implicit surface representation allows reconstruction of unknown 
objects of arbitrary topology and geometry. Correct integration of overlapping surface 
measurements in the presence of noise is achieved using geometric constraints based 
on measurement uncertainty. Fusion of overlapping measurements is performed using 
operations in 3D space only. This avoids the local 2D projection required from many 
previous methods that result in limitations on the object surface geometry that can be 
reliably reconstructed.
Cur less et.al. [43] presented a volumetric method for integrating range images using a 
discrete implicit surface representation. This algorithm has the ability to fill gaps in 
the reconstruction, and is robust in the presence of outliers. A run-length encoded vol­
umetric data structure is used to achieve computationally efficient fusion with reduced 
storage costs. This allows acquiring and integrating a large number of range images. 
However, the discrete implicit surface representation does not enable reliable geometric 
fusion for complex geometry such as regions of high curvature or thin surface sections.
Recently, Rocchini et.al. [140] introduced a marching intersections algorithm for the 
integration of partially overlapping range images into a triangular mesh with lower 
computational cost compared to previous techniques. The algorithm is based on a 
volumetric approach and consists of three main steps: it locates the intersections be­
tween the range surfaces and a reference grid chosen by the user, then merges all nearly 
coincident and redundant intersections according to a proximity criterion, and finally 
reconstructs the merged surface from the filtered intersection set. Although the algo­
rithm is faster compared to other volumetric approaches based on distance fields, it is 
less robust in the presence of noise.
In summary, unorganised point integration algorithms are able to work in cases where 
vertex connectivity is unknown. Although these algorithms are widely applicable, they 
discard useful information such as local neighbourhood between measured points, sur-
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face normals, and reliability estimates. As a result, these algorithms are well-behaved 
in smooth regions of surfaces, but they are not always robust in regions of high cur­
vature and in the presence of distortions and outliers. When the vertex connectivity 
is known, integration algorithms are able to exploit local constraints producing better 
results.
2.3 3D  face m odelling
3D capture systems provide a set of raw 3D measurements of surface geometry in a 
scene. In this section, methods and structures concerned with the efficient computer 
representation of static human faces are reviewed. The last few years has seen consid­
erable activity in the development of facial models and related techniques. Interest in 
this technology has been motivated primarily by the mobile phones industry for face 
recognition and 3D facial communication. The film production industry also requires 
human face models for special effects. Pioneering work in developing facial models was 
done in the early 70’s by Parke [131] at the University of Utah. Parke developed the 
first interpolated and parametric three-dimensional face models using a sparse polyg­
onal representation of the face geometry. Nahas et.al. [122] introduced a face model 
using B-spline surfaces. However, most of the recent face models produce rendered im­
ages based on polygonal surfaces. Some of the models also make use of surface texture 
mapping to increase realism.
Research on human face modelling falls into three categories;
1. P a ra m e tr ic  face m odels. A predefined face model is deformed by changing 
a few parameters to generate new faces. Each parameter defines a particular 
attribute of the face; like the shape and size of the nose, placement of the eyebrows, 
size of forehead etc.
2. P hysics-based  m odels. Physically based face models attem pt to model the 
shape of the face by modelling the properties of facial tissue and muscle actions.
3. S ta tis tic a l face m odels. The face shape is described as a weighted sum of an 
orthogonal basis of known 3D shapes (called principal components).
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m
Figure 2.9: The CANDIDE model adapted to feature data.
A brief description of the current research in these categories is presented in the rest 
of this section.
2.3.1 Parametric face models
In the parametric face modelling schemes, a generic face model is adapted to the con­
tents of a colour or range face image or a sequence of facial images. The parameters 
needed to adapt the generic model can be either automatically or manually detected 
from the images. Specifically, these parameters can be 3D coordinates of facial feature 
points, vertices of a face model, or a complete 3D mesh. An example of adapting the 
CANDIDE face model [1] to a face image is shown in figure 2.9. Such parameters can be 
transmitted at very low bit-rates, thus enabling video telephony over narrow channels, 
like GSM or a public switched telephone network.
The work on parametric face modelling has become part of the MPEG-4 [128, 180] 
standard. The parameters describing a face’s shape and appearance are represented by 
the Facial Definition Parameters (FDPs). The shape of the face, i.e. in neutral position 
(eyes open, mouth closed, etc.), is defined by the 3D coordinates of the feature points 
(or FDP points). When receiving FDP points, the decoder is required to reshape its face 
model accordingly, so that all the feature points are positioned according to the FDP
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points. Parametric models have the advantage of allowing facial conformation control, 
i.e., changes from one individual face to another. Escher et. al. [54] used the above 
method in a low bit-rate video conference system where combinations of parameters 
provide a large range of facial expressions with relatively low computational costs.
A disadvantage of parameterisation is that it is not constrained to produce natural 
human face configurations when a conflict between parameters occurs. For this reason, 
parameterisations are designed to only affect specific facial regions, however this often 
introduces noticeable seams and boundaries. Another limitation of parameterisation is 
that the choice of the parameter set depends on the facial mesh topology and, there­
fore, a complete generic parameterisation is not possible. Furthermore, tedious manual 
tuning is required to set parameter values, and even after that, unrealistic configura­
tions may result. The limitations of parameterisation led to the development of diverse 
techniques such as pseudo-muscle and statistical face modelling.
2 ,3 .2  P h y sics-b a sed  m o d els
Physically based models attem pt to model the shape of the face by modelling the 
properties of facial tissue and muscle actions. These methods use physical principles 
and computational power for realistic simulation of complex physical processes that 
would be difficult or impossible to model with purely geometric techniques. The most 
important facial muscles that play an important role in facial expressions and help 
define the contours of the face are shown in figure 2.10.
Mass-spring systems is one physically based technique that has been widely used and 
proved to be effective for modelling deformable objects. The object is modelled as a 
collection of point masses connected by springs in a lattice structure. The spring forces 
are often linear, but non-linear springs can be used to model tissues such as human 
skin that exhibit inelastic behaviour.
Human faces can be modelled as a two-dimensional mesh of points warped around an 
ovoid and connected by linear springs. Muscle actions are represented by the application 
of a force to a particular region of nodes. This approach was expanded by Waters 
[174], who developed more sophisticated models for node displacements in response to
30 Chapter 2. Background
Frontal»*
CorrvOatOf
Ort}«cu)ars ocufc
Quadrat iafcv «ïupefiof»
Zygorrabcus maiof —
Buoonator -
Taangulam#
Depreaacf lab" miafons
Manuw**
Figure 2.10: The major muscles of the head. Image is taken from Ratner [138]
muscle forces. In Water’s approach, muscles directly displaced nodes within zones of 
influence which were paranieterised by radius, fall-off coefficients, and other parameters. 
Terzopoiilos and Waters [164] were the first to apply dynamic mass-spring systems to 
facial modelling. They constructed a three-layer mesh of mass points based on three 
anatomically distinct layers of facial tissue: the dermis, a layer of subcutaneous fatty 
tissue, and the muscle layer as seen in figure 2.11. The upper surface of the dermal layer 
forms the epidermis, and the muscles are attached to rigid bone below and to the fascia 
above. Like the earlier work in facial modelling, the actuating muscles correspond to 
actual muscles in the human face.
More recently, Zhang et. al. [189] presented a hierarchical 3D face model for use in a 
physically-based facial animation system with good results. The model is composed of 
four structural components:
1. A triangular mesh for the facial skin which is converted to a mass spring system 
with each vertex corresponding to a point mass.
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Figure 2.11: The three-layer skin model used by Terzopoiilos and Waters.
2. A layer of facial muscle actuators to control facial movement so that when muscles 
contract, the facial skin is dynamically deformed under the action of a field of 
muscle forces.
3. An adapted skull, consisting of a rigid and motionless upper skull and a ro tat­
ing jaw. The skull is also represented as a triangular mesh and provides the 
anatomical base for facial muscle attachment.
4. Additional geometric models of the eyes and teeth to enhance the overall realism.
In general, mass-spring systems provide a simple physical model with well understood 
dynamics. Interactive and even real-time simulation of mass-spring systems is possible 
with today’s desktop systems. They have also demonstrated their utility in animat­
ing deformable objects that would be very difficult to animate by hand. However, 
mass-spring systems have some significant drawbacks. The discrete model is a poor 
approximation of the true physics that occurs in a continuous body. Even the best 
current physically based facial models use relatively crude approximations to the true 
anatomy of the face. The detailed structure of the face, its anatomical components, 
their interaction, and actions are only approximated at fairly abstract levels.
2 .3 .3  S ta tis t ic a l face m o d els
The ability of human vision to perceive 3D scenes from 2D images is, to a great extent, 
attributed to our prior visual knowledge of the 3D world. Our perception integrates
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information from 2D images and prior knowledge stored in our brain to facilitate under­
standing. This is the underlying justification for the development of statistical models 
for representing classes of objects such as faces.
Cootes et.al. [39, 37] in 1992 introduced the concept of Point Distribution Models. 
Given a set of examples of a shape, we can build a point distribution model where 
each shape in the training set is represented by a set of n  labelled landmark points. 
These points must be consistent in all example training shapes. For instance, on a 
face example, a point may always correspond to the tip of the nose. Given a set of 
such labelled training examples, we align them into a common co-ordinate frame. This 
translates, rotates and scales each training shape so that to minimise the sum of squared 
distances to the mean of the set. Each shape can then be represented by a 3n element 
vector: X  = {xi, ...,Xn,yi, z i, ...y Zn).
The aligned training set forms a cloud of points in the 3n dimensional space, and can be 
considered to be a sample from a probability density function which in most cases can 
be approximated with a Gaussian. Principal Component Analysis (PGA) is then used 
to pick out the main axes of the cloud, and model only the first few, which account 
for the majority of the variation. PGA describes a shape as a weighted sum of an 
orthogonal basis of 3D shapes. This basis is constructed from a large bank of examples 
that have been placed in mutual correspondence. However, there is no guarantee that 
shapes considerably outside the example set will be approximated well at all. The point 
distribution model is then formed as:
X  = Xmean +  P B  (2.1)
where Xmean is the mean of the aligned training examples, P  is a 3n x t  matrix whose 
columns are unit vectors along the principal axes of the cloud, and B  is a t element 
vector of shape parameters. By vaiying the shape parameters within limits learnt from 
the training set, new examples can be generated. Such models are used in the Active 
Shape Model (ASM) [38] framework that is able to locate new examples in new images. 
Similarly, the model’s appearance can be modelled using PGA in the multi-dimensional 
space of picture elements to obtain a set of eigenvectors corrsponding to the main modes
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of appearance variation in human faces called eigenfaces. Eigenfaces have been used 
by Turk and Peiitland [167] for face recognition.
Blanz and Vetter [19] introduced the Morphahle Face Model which captures the varia­
tions of 3D shape and texture that occur among human faces. This model represents 
each face by a set of model coefficients, and generates new, natural-looking faces from 
any novel set of coefficients as shown in figure 2 .1 2 .
3D D a ta b a s e Morphable 
Face Model
ModelerFace Analyzer
2D  In p u t 3 0  O u t p u t
Figure 2.12: The concept of morphable face model by Blanz and Vetter [19]
The morphable face model is derived from a data set of 3D face models by automatically 
establishing point-to-point correspondences between the examples, and transforming 
their shapes and textures into a vector space representation. New faces and expressions 
can be modelled by forming linear combinations of the prototypes in a manner similar to 
the point distribution models. With the morphable face model framework, it is possible 
to control complex facial attributes, such as gender, attractiveness, body weight, or 
facial expressions. Attributes are automatically learned from a set of faces rated by 
the user, and can then be applied to classify and manipulate new faces. Given a single 
photograph of a face, an estimate of its 3D shape can be derived together with its 
orientation in space and the illumination conditions in the scene. This process starts 
with a rough estimate of size, orientation and illumination and the model parameters 
are optimised along with the face’s internal shape and surface colour to find the best 
match to the input image.
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2.4 Facial an im ation
The ability to generate animated facial images, together with speech input and out­
put, holds enormous promise for many diverse application areas. The use of model 
based scene analysis and model based facial image synthesis could yield very low band­
width video conferencing. Research in the animation of faces for telecommunication 
and for the synthesis of computer interface “agents” is being conducted at many com­
panies such as Canon, Hitachi, BT and Sony among others. Applications relevant to 
human/computer interface development include:
• Lip-reading systems [85, 113]. Lip-reading represents the highest form of hu­
man expertise in converting visual inputs into words and then into meanings. It 
consists of a personal database of knowledge and skills constructed and refined 
by training, capable of associating virtual sounds to specific mouth shapes, gen­
erally called “visemes”, and therefore infering the underlying acoustic message. 
The lip-reader attention is basically focused on the mouth, including all its com­
ponents like lips, teeth and tongue, but significant help in comprehension comes 
also from the entire facial expression. Intel has released software that lets com­
puters read lips. This is a step forward that could lead to better voice recognition 
applications. The Audio Visual Speech Recognition (AVSR) [124] software tracks 
a speaker’s face and mouth movements. By matching these movements with 
speech, the application can provide a computer with enough data to respond to 
voice recognition commands, even when these are given in noisy environments. 
The AVSR software is part of the OpenCV computer vision library.
• Gaze tracking systems [191, 5]
• Computer animation of talking heads [55, 48, 25]
There is a number of approaches that have been developed to animate realistic facial 
expressions in three dimensions. The book of Parke and Waters [131] has an exten­
sive survey of this entire field. There are two fundamental approaches to 3D facial 
animation: key framing and parameterisation. Each has been exploited with varying
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degrees of success, but both have drawbacks. The traditional animation technique is 
the keyframing that can be applied to animate faces. In this approach, a set of frames 
(keyframes) is specified by the user and interpolating these keyframes generates the in- 
between frames. In the work of Parke, basic expressions in 2D or 3D, which are stored in 
a bank, are located at key-frames in a video sequence. All the intermediate expressions 
aie interpolated between the two successive basic expressions. The main disadvantage 
of this method is that it requires a complete bank of expressions for a given face and it 
relies on how often an expression in the video sequence will match one from the bank 
of the basic expressions. However, it has been proved to be quite effective when the 
bank is large and correctly designed. There are some short animated stories, based on 
that technique, such as “Tony de Pel trie” [12] that produced satisfactory results. The 
advantage of this technique is that the animator can control precisely the animation. 
However, this control comes at a price: the keyframes are usually specified by hand, 
and generating a complex animation requiring many keyframes is tedious.
An alternative technique for animating faces is to build a 
face model that simulates the physical behaviour of the hu­
man face. By simulating the action of face muscles, the face 
model can be controlled with a few parameters that deform 
the face in physically realistic ways. A system that describes 
a physical-based face animation is the Facial Action Coding 
System (FACS) [50]. FACS is a notational-based environ­
ment that determines emotional states from the visible facial 2  1 3 - Billy the
distortion. Individual muscles, or small groups of muscles are baby. The main animated 
described as Action Units (AU) that distort the skin tissue, character of Tin Toy by 
In more accurate models, a simulation of skin deformation Pixar. 
under the action of face muscles is also implemented [109].
Reeves [139] introduces a further higher level of control in the form of macromuscles. A 
macromuscle is a collection of lower level muscles each of which is assigned an individual 
scaling parameter or weight. Contraction of the muscle would translate down to the 
lower level where the muscles would undergo contraction weighed by the proper amount. 
This causes a group of muscles to behave in a coordinated fashion. An example of
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an application of the Reeves model for facial animation is the Pixar Oscar winning 
animation “Tin Toy” where Billy the baby is illustrated in figure 2.13.
Although physically-based face models provide powerful animation tools, building one 
that produces accurate and realistic animation of a face is a very difficult task. A 
different approach is the performance-based animation, in which measurements from 
video with a real face are used to drive synthetic animation of face models [55]. This 
technique produces a realistic face motion without requiring animation skills. The main 
difficulty of this approach is to reliably estimate the face motions from the input video. 
Such techniques are provided from the face-tracking methods.
A radically different way of animating faces is to take the image-based approach. In 
this method, interpolating between several sample photographs of a persons face gives 
the illusion of face motion. Interpolation is usually implemented through 2D morphing 
between images. This technique requires a set of correspondences between different 
images. An example of this approach is presented in [10] where sheer photorealism is 
demonstrated. However, since the morphing is implemented in 2D, it does not correctly 
account for changes in viewpoint or pose. 3D morphing has been applied by Chen et. 
al. [31] to animate human heads produced by a cylindrical laser scanner.
2 .4 .1  F acia l sp eech  sy n th esis
The synthesis of visual speech represents a problem with a large variety of possible 
solutions ranging from continuous approaches where a small set of reference mouth 
images are variously distorted to obtain approximations of any possible mouth shape, to 
parametric approaches where a synthetic mouth model is animated by simply changing 
its parameters. Speech is the concatenation of elementary units, called phonemes. 
Facial models, can be animated for speech by thiee main methods:
1 . A mapping from acoustics to geometry creates a correspondence between the 
energy of the speech signal and the shape of the mouth. This mapping can 
be achieved through a stochastic network which outputs a given image from a 
parameterisation of the speech signal, after training of the network in order to
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make it match any possible input with its corresponding output as accurately 
as possible. Simons and Cox [153] and Williams and Katsaggelos [177] used a 
Hidden Markov network, whereas Morishima et al. [121] employed a connectionist 
network, for instance. In all networks, the inputs were LPC parameters calculated 
from the speech signal.
2. When the facial model has previously been designed so that it can be animated 
through control parameters, it is possible to elaborate ru les  which simulate the 
gestural movements of the face. These rules can be based on a geometrical pa­
rameterisation (Cosi et. al. [40], Massaro et. al. [116]) or on an anatomical 
description, such as the muscle actions (Lee et. al. [109]).
3. Morphing between a closed set of human mouth shapes representing visemes 
(visual phonemes) (Bregler et. al. [25]).
Recently, there is a growing interest in text to audiovisual systems [56, 70], in which an 
acoustical signal is generated by a text-to-speech engine and the phoneme information 
extracted from input text is used to define the articulatory movements.
Despite the specific methodology employed, the refresh frequency of the mouth shape 
must be high enough to guarantee the visual representation of rapid transients of speech 
which is very important for comprehension. A temporal refresh frequency of usually 
higher than 25 Hz is required, implying a resolution of less than 40ms of speech. The 
basic articulators which must be reproduced are the lips, teeth and tongue. Secondary 
indicators like cheeks, chin and nose are usually very useful for realism. A minimum 
spatial resolution of 1 0 0  x 1 0 0  pixels is needed.
The increasing capabilities of realistic rendering of 3D synthetic faces allows movie pro­
ducers to create synthetic actors whose facial gestures are coherent with their acoustic 
production. Short computer-generated movies clearly show this trend such as Final 
Fantasy, Tony de Peltrie, Tin Toy, Toy Story and Antz, among others. Using computer 
representations of real human faces for 3D animation would improve performance and 
reduce costs of such productions.
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2.5 Sum m ary
Highly realistic animatable 3D faces from image input are needed by a wide spectrum of 
potential applications. Currently, most of the animation work on face models requires 
a large amount of manual intervention from artists at some stages of the development. 
Active range scanning technology has been applied to automatically acquire accurate 
static 3D shape of human faces. However, not many of the current techniques are able 
to capture the shape and appearance of dynamic human speech and expression at full 
video-rate.
In most cases, animating a human face model requires an underlying pseudo-muscle 
structure to mimic facial deformations. While this approach provides a simple mech­
anism for producing 3D animated faces, the realism of such systems known today is 
limited. Video-based synthesis of faces [56, 25] by resampling captured video of real 
faces has achieved photo-realistic face synthesis. However, this approach is currently 
limited to 2D due to the unavailability of 3D dynamic face data. In this thesis we 
introduce a system to capture 3D video of faces and demonstrate how this can be used 
for synthesis. This allows the realism of previous 2D video approaches to be extended 
to three-dimensions.
C hapter 3
D ynam ic 3D Face C apture
In this chapter, we introduce a novel 3D face capture system based on active stereo 
which allows simultaneous video-rate capture of shape and colour of a moving human 
face. The face is simultaneously illuminated with a structured infra-red (IR) light 
pattern for shape capture and a uniform fluorescent white-light illumination for colour 
capture. Optical filters on the sensors are used to capture the shape using stereo IR 
image acquisition while the colour appearance is captured simultaneously using only 
the visible spectrum.
The hardware setup of the system together with the stereo techniques implemented to 
obtain 3D measurements of the face surface are presented in this chapter. Evaluation 
of the reconstructions for known objects shows that the system is able to capture 3D 
shape with an RMS reconstruction error of approximately 0.5mm. This is the first 
system that allows dynamic capture of shape, appearance and audio at a rate equal to 
the input video-rate and therefore it can be used for recording 3D video of dynamic 
face performance. Dynamic 3D motion and appearance data can also be extracted, 
as presented in chapter 5, for analysis and synthesis of facial expressions or speech. 
The system for simultaneous video-rate capture of 3D face shape and appearance was 
published in [182].
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3.1 D ynam ic capture requirem ents
The requirements of a dynamic 3D face capture system are summarised below:
• Single shot 3D capture of shape and colour appearance.
• Fast capture rate (PAL or NTSC) to allow smooth dynamic capture.
• High geometric accuracy (Tim m ) to be able to capture individual dynamic char­
acteristics of face detail.
• Simultaneous capture of high quality and high resolution surface appearance for 
photo-realism.
• Coverage of the whole face surface (i.e. ear-to-ear).
• Synchronised acquisition of audio data for facial speech analysis.
• Safe to the human eye.
• Ease of setup and operation. (Reliable and fast calibration method.)
• Low cost. (Use commercial off-the shelf hardware).
• Adequate capture volume to allow head movements during performance.
• Portability.
The 3D capture technology presented in this chapter aims to fulfil these requirements 
and has some significant advantages compared to other 3D reconstruction techniques. 
Perhaps one of the most important features of the system is the use of infra-red (IR) 
imaging which offers the advantage of reconstructing photo-realistic 3D faces at video­
rate allowing for accurate dynamic capture. In contrast, laser scanning systems [110, 20] 
require subjects to remain perfectly still for relatively large amounts of time, something 
that makes them unsuitable for dynamic human capture. Additionally, a major obsta­
cle of passive stereo acquisition techniques [64, 93, 123] is the existence of texture-less 
surface areas on the human face, producing very unreliable or noisy shape reconstruc­
tions.
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Previous active dynamic 3D capture systems used projected structured illumination 
patterns. However, visible active acquisition is only capable of capturing the shape [185, 
184, 143, 134] since the appearance is contaminated with the projected illumination. 
To overcome this problem, some techniques use special image processing algorithms 
to remove the active illumination and restore the original appearance [168]. This is 
a difficult, expensive and unreliable task reducing the quality of the reconstructed 
appearance. Other researchers have used flashing projected patterns so that shape 
and appearance is captured in alternate frames [52]. The main disadvantage with this 
method is the reduction of the reconstruction frame-rate to half of the original capture 
rate. In cases of high dynamic content, even a few milliseconds of delay can produce a 
significant misregistration between the appearance and the shape. Finally, projecting 
strong flashing patterns onto the human eyes is very disturbing. This will inevitably 
reduce the ability for natural dynamic performance.
The stereo capture system presented in this chapter is similar to the Turing Institute’s 
C3D technology [152] which uses visible active illumination. In this work, we use an 
IR illumination pattern and demonstrate that this gives accurate measurements of the 
face surface. Another contribution of this work is the development of a robust and 
simple stereo algorithm that is able to produce smooth depth maps of the visible face 
surface (2.5D reconstructions).
3.2 C olour 3D capture sy stem
Figure 3.1 shows a schematic diagram of the capture system. The system comprises 
three units each capturing shape and colour at video-rate designed to give ear-to-ear 
face coverage. Each unit consists of a colour camera, an IR projector and two black-and- 
white IR cameras. All cameras are synchronised via a common genlock synchronisation 
pulse. Captured video frames are also time-coded to check and correct for dropped 
frames. Synchronised digital audio is also captured.
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Figure 3.1: Schematic of the capture equipment. IR cameras are shown in blue, colour 
cameras are shown in red and slide projectors are shown in green.
3.2.1 Shape capture
Shape is captured using active projection of a random dot IR light pattern onto the face 
with IR stereo acquisition. IR stereo image capture uses Sony XC8500 cameras fitted 
with an optical IR-pass filter (Hoya R72) which blocks the visible light from entering 
the camera CCD sensor. In that way, the sensitivity of the CCD sensor is increased 
in the near-1R zone of the spectrum. Figure 3.2 shows overlap of the CCD response 
and the IR-pass filter transmittance characteristics. As a result, light with wavelengths 
greater than approximately 720nm can reach the CCD sensor. The progressive-scan 
Sony XC85Ü0 cameras capture non-interlaced stereo images at PAL resolution (768 
X 576) at the rate of 25 images per second. Stereo correspondence is then used on 
these texture-rich images to reconstruct the surface shape providing a single-shot shape 
capture technology.
Infra-red random dot pattern projection
A fundamental principle of correlation-based stereo algorithms is the identification of 
corresponding points between two images viewing the same scene from slightly different 
viewpoints. Correlation-based matching relies heavily on the existence of adequate 
amount of texture variation on the surface to be captured. It would be impossible,
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Figure 3.2: Spectral distribution of the infra-red filters and the Sony XC85ÜÜ CCD 
sensitivity.
for example, to find point correspondences in two uniformly coloured images where all 
pixels are identical and hence indistinguishable from each other. In order to enrich 
images with texture we project an IR random dot pattern onto the face to be captured. 
Since IR light can be produced by any source of heat, we use a conventional slide 
projector (NOBO SPII) with a hot tungsten light bulb fitted with an optical IR-pass 
filter (Hoya R72) to eliminate projection of visible light.
To obtain a pseudo-random sequence of numbers with a uniform distribution we used 
the linear multiplicative congruential generator [97] that can produce numbers in the 
range of I to 2^  ^ — 2. This generator is a full-period random number generator which 
means that every number from 1  through 2 ^^  — 2  is produced before a number repeats. 
Using this algorithm we can obtain non-repetitive sequences of numbers which can 
be encoded as gray levels in a random-dot image. To produce a 35mm slide with 
the random pattern we used a laser printer to print the image of the pattern on a 
conventional overhead-projector (OHP) transparency film. It should be noted that 
ink-jet printers are not suitable since their ink is transparent to infra-red light. The 
resolution of the generated pattern is 675x450 pixels which when projected to a plane at 
a distance of 700 millimeters from the cameras occupy a rectangle of 55 x 37 centimetres 
resulting in a dot size of 0.8mm x 0.8mm. The image of this rectangle in the camera 
image has dimensions 645 x 430 pixels which in turn gives a dot size of 0.95 ~  1 pixels.
The overlap of the three projected random patterns onto the scene cannot influence the 
reconstruction ability of the system since it can only increase the overall “randomness” 
of the projected illumination. Compaiative evaluation of different patterns and pattern 
resolutions presented in section 3.4.3 suggested the use of a pattern of a dot size of
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1 pixel (on the slide image) with 1 0  different gray levels uniformly distributed from 
black(O) to white(255).
3.2.2 Colour capture
Colour capture uses the Sony DX9100P 3CCD cameras to acquire progressive scan 
PAL resolution video at 25fps. The colour cameras have a built-in IR-cut filter which 
prevents the projected IR illumination distorting the colour images. Uniform white- 
light illumination of the face is achieved using ‘cold’ fluorescent lights that have minimal 
IR emission. This avoids the projection of additional IR illumination onto the face 
which would saturate the projected IR pattern. Figure 3.3 shows a typical set of 
synchronised captured images, three IR stereo pairs with the random dot pattern clearly 
visible and three colour, of a persons’ face.
Figure 3.3: Captured IR stereo pairs (left and middle column) and colour images (right 
column).
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3 .2 .3  C a p tu r e  v o lu m e
An important characteristic of the capture system is the maximum volume that can 
handle. This can be found by estimating the overlapping capture volumes of all stereo 
cameras. The capture volume of a camera is a pyramid with its tip placed at camera’s 
optical centre spanning at the direction of the camera view. The intersection of the 
volumes of all pyramids would result in an irregular shaped volume which would be 
unnecessary to calculate. An adequate approximation can be obtained by estimating 
the cylinder inscribed inside this volume. A cylinder can be defined by two orthogonal 
vectors v i and vg as shown in figure 3.4a. We can define the centre of this cylinder at a 
distance of 700mm from each camera. Once all camera views are aligned to this point, 
we obtain the configuration shown in figure 3.4b. All cameras are placed at the same 
distance from the cylinder’s centroid and are equipped with the same lenses, hence they 
will have the same field of view, u, at that distance, which can be estimated as:
.  =  ^  (3.1)
where v is the field of view, Wd is the working distance from the camera, c is the 
camera CCD size, and /  is the focal length. For simplicity, each 3-camera capture unit 
is approximated with a single camera. From the specifications of the cameras, the CCD 
size is given as 6.4mm x 4.8mm and the focal length 9mm therefore we can calculate 
the horizontal and vertical field of views to be Vh ~  497.8mm and v-i, ~  373.3mm 
respectively at the working distance of Wd = 700mm. Figure 3.4b shows the field of 
views for a 3-camera configuration drawn in red. Given the field of view lengths and the 
angle 0 =  50 between them, we can define a circle inscribed in the polygon defined by 
the horizontal field of views of all cameras. Using geometry we can obtain the circle’s 
radius as r  =  0 .6 1 )/^  cos |  =  225.6mm. The two orthogonal vectors of the cylinder will 
then have lengths of v i  =  225.6mm and vg =  186.7mm oriented in a horizontal and 
vertical direction respectively. This provides a cylindrical capture volume large enough 
to accommodate natural head movements during speech.
The colour cameras are equipped with zoom lenses so that their field of view can be 
adjusted to view the capture volume defined by the stereo cameras with the fixed 9mm
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Figure 3.4: (a) The capture volume can be approximated with a cylinder defined by 
two orthogonal vectors v i and V2 . (b) A top view of the capture volume of the system 
showing the horizontal field of views of each camera (in red).
lenses.
3.3 Stereo surface reconstruction
The task of 3D stereo reconstruction is to infer 3D depth measurements from a pair 
of camera images looking at the world scene from slightly different viewpoints in a 
similar way the human vision system works [165]. Having an aecurate calibration of 
the cameras, depth can be estimated by triangulating between corresponding points 
in the two images. In this section, we present the stereo reconstruction algorithm we 
developed which typically consists of the following steps:
• Camera calibration
• Establishing point correspondences between the two stereo views
• Calculation of 3D coordinates of the points in the scene
• Triangulation of the obtained 3D points to form a surface reconstruction of the 
visible scene
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Camera calibration is needed to establish a relationship between 3D points in the world 
and 2D points in the image [165]. We use a standard chart-based calibration technique 
developed by Zhang [190]. The main contribution of this section is the development of a 
novel correlation-based stereo-matching technique that is able to establish left-to-right 
point correspondences of face images. While there is a vast amount of literature on 
stereo correspondence algorithms [149], most stereo methods are designed to work in 
general configurations. Our objective in this work was to implement a reliable stereo 
algorithm for accurately matching points in IR images with a dense random texture 
pattern. 3D surface geometry is reconstructed using a step-discontinuity constrained 
triangulation algorithm as proposed in [80].
3 .3 .1  B in o c u la r  s te re o  c o n f ig u ra tio n
The geometric configuration of a binocular stereo system is shown in figure 3.5.
Epipolar plane
Baseline
Left image Right image
Figure 3.5: The general stereo configuration showing the epipolar geometry of two 
stereo views.
The line connecting the camera’s optical centres c and c ' is named baseline. A world 
point X observed by the two cameras and the two lines connecting the optical centres 
c and c ' to point x  define a plane which is known as the epipolar plane. This epipolar 
plane intersects the image planes at the epipolar lines I and Points e and e ' are known 
as epipoles and are defined at the points of intersection between the baseline and the 
image planes. The epipoles have the special property that all epipolar planes defined
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by a moving x (and therefore all epipolar lines) pass through them. If u and u '  are 
the projections of the world point x  on the left and right image planes respectively, the 
main problem of a stereo vision system is therefore to derive this u to u ' correspondence 
between images so that the 3D coordinates of point x  can be estimated by triangulation. 
It can be noticed that the left image point û  can be the projection of any world point 
along the line ex. However, the projection of the unknown world point in the right 
image which corresponds to point u in the left image must lie on the epipolar line I'. 
This provides a reduction of the search space for a u to u '  correspondence from 2D 
to ID and is known as epipolar constraint [155]. A special arrangement of the stereo 
setup where the camera planes are aligned and parallel to each other is known as the 
canonical configuration and shown in figure 3.6. In the canonical configuration, the 
epipolar lines are collinear with the image scan lines. For this configuration the search 
for correspondence is implemented easier since it involves searching along an image row 
and not in arbitrary image lines.
Right image
Baseline
Left image
Figure 3.6: The canonical or rectified stereo configuration. Epipolar lines are collinear 
with image scan lines.
A geometric transformation can be derived that transforms images to a canonical form. 
This process is known as image rectification [57]. In the canonical configuration, the 
distance between two corresponding points is termed disparity and is measured in pixels.
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3 .3 .2  C am era ca lib ra tio n
When a pinhole camera model is used, a linear relationship between the 3D world and 
the 2D image, known as camera calibration, can be established that is expressed as 
[155]:
— — Xa ' u
a • V =  P y (3.2)za
1
where P  is the 3 x 4  projection matrix, x^y^z are the coordinates of a 3D world 
point, u ,v  are the 2D coordinates of the projected 3D point onto the image, and a 
is a scalar value. Homogeneous coordinates are used in projective geometry to allow 
representation of projective transformations as matrix multiplications. The projection 
matrix depends on the intrinsic camera parameters or the physical characteristics of the 
sensor and the extrinsic parameters or position t  and the orientation R  of the camera 
with respect to the 3D world origin. The intrinsic camera parameters can be expressed 
as a matrix K  which is known as camera calibration matrix:
- f a - f b —Uq
0 - f c -V q (3.3)
0 0 - 1
where /  is the focal length of the camera. The unknowns a, b and c describe the shear 
together with scaling along the camera coordinate axes and uq and give the affine 
coordinates of the principal point in the image. The projection matrix can then be 
expressed as a composition of the intrinsic and extrinsic parameters as:
KRI -  K R t (3.4)
The aim of a camera calibration is to estimate P . Faugeras in [57] estimates P  by 
solving an overdetermined system of equations formed by a number of known non- 
coplanar set of correspondences between the 3D scene and the 2D image. To calibrate
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our sensor we use the method proposed by Zhang in [190]. This calibration technique 
has the advantage of using a set of images of a chart with a number of co-planar 3D 
points as calibration targets as shown in figure 3.7.
Figure 3.7: The calibration process. The chart of the 196 co-planar calibration targets 
(black square corners) are shown.
Each stereo pair is calibrated separately with eight chart images of 196 calibration 
targets at random orientations to obtain the intrinsic parameters while we capture a 
single chart image frame to estimate the extrinsic parameters so that a common world 
coordinate frame is defined for all cameras.
When camera lenses are used the pinhole camera model is not completely valid since 
lenses introduce non-linear distortions. There are two main types of lens distortion as 
described in [155]. The radial distortion bends the rays coming through the lens pro­
ducing non-linear projections of real line segments. The second type is the tangential 
distortion which de-centres the principal point from the optical axis. Zhang’s algo­
rithm [190] estimates 5 distortion coefficients that correct both radial and tangential 
distortions before estimating P . A Mat lab® toolbox implementation of this calibration 
method is available from [2 2 ].
An RMS calibration error can be estimated by reprojecting the calibration targets back
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to the chart images and measuring the displacement from the real corner locations. The 
mean reprojection pixel error obtained using this calibration technique is consistently 
less than 0.5 pixels across the capture volume.
3 .3 .3  Im age rec tifica tio n
The process of image rectification transforms the captured images so that the epipolar 
lines become horizontal and thus collinear with the camera scan-lines simplifying the 
search for stereo correspondence to a single image row. Since the rectification trans­
formation is irrelevant to the geometry of the 3D scene it can be calculated directly 
from the two projection matrices of the calibrated views. We used the rectification 
algorithm described in [08]. The result of rectifying a stereo pair is shown in figure 3.8. 
Physically, image rectification can be thought of as a rotation of the two cameras so 
that the image planes are parallel to each other in a canonical configuration.
(a) (b)
Figure 3.8: Rectification of a stereo pair images, (a) The captured left and right IR 
images, (b) The rectified left and right images.
3 .3 .4  S tereo  corresp o n d en ce  e s tim a tio n
Given the camera calibration for all IR stereo cameras, we can proceed with a stereo 
matching algorithm to establish left/right image correspondences. This is the most 
critical and time consuming part of stereo reconstruction systems. A basic method to 
measure similarity between signals is the correlation. In the case where the signals is 
images, correlation can be estimated as the sum of squared (or absolute) differences 
(SSD, SAD) in pixel intensities between the two images. In the stereo correspondence
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problem, the similarity between pixel u in the left image and pixel u ' in the right 
image should be measured. In this case, correlation is estimated between two small 
image windows, one at the vicinity of u in the left image and one at the vicinity of 
u ' in the right image since the intensities of individual pixels do not provide sufficient 
information. Estimating the correlations between u and all possible locations for u ' 
allows one to find the most similar u to u ' correspondence. This would be the one 
with the minimum correlation score. When all pixel correspondences in the stereo 
images are established, a dense disparity map of the scene can be produced. A number 
of ambiguities make the stereo correspondence problem difficult. These are mainly 
the lack of sufficient intensity variation, scene self-occlusion, depth discontinuities and 
perspective image distortion. Several dense correlation-based stereo correspondence 
algorithms have been developed trying to overcome these problems. Some techniques 
[94, 95] adapt the window shape and size according to local image properties to minimise 
false matches. Other methods try  to estimate the disparity map by global optimisation 
procedures. Dynamic programming methods [41] try to establish a minimum cost path 
through a matrix of all pairwise matching costs between two corresponding scanlines 
in the images, while other optimisation methods use graph-cuts [23, 99]. A relatively 
recent comparative review of the most popular algorithms is presented in [149]. On the 
other hand, some methods try to avoid disparity estimation at unreliable scene areas 
using feature-based stereo algorithms [62] where stereo correspondence is evaluated 
only at areas of sufficient texture variation like corners and edges.
We used some of these ideas to develop a new stereo correspondence algorithm that is 
customised to the IR face capture setup. Considering the properties of the human face 
geometry and the texture-rich images we decided to develop a correlation-based stereo 
algorithm which is able to produce a dense disparity map of the face geometry avoiding 
the computational requirements of global optimisation methods.
O verview o f the stereo correspondence algorithm
The measure of similarity we use is the normalised cross-correlation Ucc between two 
2wx + 1 X 2wy +  1 rectangular windows centred at (u, v) in the left image Ii and {u', v')
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in the right image I,., and is defined as:
_  ^ [ 4 +  j) -  4]n^c —  —----—— (3.5)
yJ'Ei=-w. Y^J l-w yW '^  +  Î ,u +  j)  -  - f i ,v '  + j)  -  J , . ] 2
where I  is the mean of the pixel intensities within the window. Normalised cross­
correlation has the advantage over SSD and SAD of being invariant to affine changes in 
the intensity since its value is normalised with respect to the variation of the illumina­
tion within the correlation window. The disadvantage is a slightly higher computational 
cost.
To reduce the ambiguities involved with correlation-based stereo correspondence we use 
the the following constraints:
1. E p ip o la r co n s tra in t [155]. The search for correspondence is restricted to the 
epipolar line in the right image. This constraint was discussed in section 3.3.1.
2. M u tu a l co rresp o n d en ce  co n s tra in t [65]. This constraint is based on the 
realisation that when a point ü  in the left image has a corresponding point u ' in 
the right image then, in order for this correspondence to be valid, the matching 
in the reverse order (right to left) should result in the same match.
3. O rd erin g  co n s tra in t [6 ]. This states that the order of neighbouring correspon­
dences on the corresponding epipolar lines is preserved when the scene contains 
a single continuous surface. Human faces comply with this requirement.
4. N e ig h b o u rh o o d  consistency  co n s tra in t. We developed a technique to resolve 
ambiguities where multiple ‘good’ matches are found along the epipolar line. We 
select the match that is consistent with the neighbouring disparities.
5. W indow  sim ila rity  co n s tra in t [72]. This says that the matching windows 
must be highly correlated. The main problem here is the perspective projection 
of the world scene to the two images distorting the size and shape of correspond­
ing windows. To reduce the effects of this problem we use an adaptive window 
technique similar to [94], but simpler and thus faster.
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3 .3 .5  N e ig h b o u rh o o d  c o n s is ten cy  a lg o r ith m
A good match, apart from having a high correlation score, needs to be unique to 
reduce detection of false matches. Figure 3.9a shows a diagram of a typical correlation 
value as a function of disparity. If we assume that correlation scores above threshold 
ti are considered ‘strong’ matches, the disparity function of this figure has a single 
peak above ti which can be considered as a reliable match. However, there are cases 
where multiple strong correlations are found along the epipolar line as shown in figure 
3.9b. All these matches are potential candidates for correspondence. In order to select 
the most suitable, the algorithm establishes correspondences in multiple iterations as 
follows:
Initially, in the first iteration, matches with only a single peak above the correlation 
threshold ti are accepted as reliable matches. Then, correspondence for pixels with 
multiple peaks adjacent to a reliable match are resolved to be consistent with a smooth 
surface. This means that the peak above a lower correlation threshold ^ 2  and closer to 
the disparity value of the average of the 8 -neighbours will be selected and marked as 
‘reliable’ and not necessarily the one with the greatest correlation value. This process 
iterates until all ambiguities are resolved. Thresholds ti and ^ 2  are selected using the 
statistics of the best scores obtained from the whole scene as discussed in section 3.4.2. 
The result of the neighbourhood consistency algorithm is illustrated in figure 3.10. With 
the neighbourhood consistency algorithm, the number of false matchings are reduced 
allowing us to obtain more correspondences by using a lower t 2 correlation threshold.
3 .3 .6  W in d ow  sim ila r ity  con stra in t a lg o r ith m
As Barnard and Fischler [7] said: “a problem with correlation matching is that the 
window size must be large enough to include enough intensity variation for matching 
but small enough to avoid the effects of projective distortion”. This is known as the 
aperture problem. Additionally, there is the assumption that the whole area of the 
window represents a single disparity value. This can be true for fronto-parallel areas of 
the surface but it is not true at areas of high gradient. While Kanade in [94] devised 
a statistically optimal way to estimate window size and shape, adopting his algorithm
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Figure 3.9: The correlation value as a function of disparity, (a) Here there are three 
correlation peaks but only one above the threshold ti . This can be considered as 
a reliable match, (b) Here we have four peaks and three of them are above the ti 
threshold. This is not a reliable match.
would be computationally expensive. Moreover, considering the narrow baseline stereo 
system and the texture-rich images we use, it would not provide a significant improve­
ment in the disparity estimation. To deal with this problem, we developed a simpler 
adaptive window technique that adapts the window size according to the local gradient 
of the disparity.
We employ a two-pass disparity estimation technique. The first pass is made at a 
coarse level that determines the gradient of the disparity. The window size can then be 
adapted according to the local gradient of the disparity and a dense disparity estimation 
can be performed with the adaptive window.
D isparity gradient estim ation
In order to produce the gradient map of the disparities, we first estimate the disparity 
map with a n x m  window at every pixel. If we consider the left rectified stereo view 
and the right rectified stereo view the disparity D{u^v) at image point (u,u) is 
defined as:
D {u,v) = u -  u' (3.6)
where u is the x-coordinate of the point under consideration in the left image and 
u' is the x-coordinate of the corresponding point in the right image. Due to the 
ordering constraint for a continuous surface, D{u,v) > 0 is always true. Then, the
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(a) Left Image (b) Right Image
(c) (d)
Figure 3.10: The effects of the neighbourhood consistency constraint on the recon­
structed geometry, (c) Reconstruction of the geometry without the application of the 
neighbourhood consistency algorithm, (d) Reconstruction using the neighbourhood 
consistency algorithm.
gradient vector VD {u,v) of the disparity can be defined as:
V D (u ,v )  =  ( -^ D (u ,v ) , ^ D ( u ,v ) ) (3.7)
and the normalised magnitude g of the gradient vector ranging from 0 to I is defined 
as:
IIVDK^]
Qrnax
(3.8)
The maximum magnitude of the gradient vector Çmax depends on the maximum range 
of allowed disparities m ax{D }  within the capture volume which, as estimated in section
3.4.1 is m ax{D } = 580 pixels. Çmax is then:
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9 m ax  = V 2 m a x { D }  = 820.24 (3.9)
D ense d isp a rity  e s tim a tio n
The local normalised magnitude of the disparity gradient vector g  is used to adjust 
the size of the correlation window in the second dense disparity estimation pass. The 
underlying assumption is that areas with high gradient content should be matched with 
a smaller sized window to enforce window similarity between the two stereo views while 
a larger window can be used in low gradient areas to include more texture content and 
thus increase the chances for a unique and strong match. In section 3.4.2, we present 
experiments with various fixed size square windows and we conclude that the minimum 
window size we can use is w =  2  while the maximum is tu =  6  since there is no significant 
improvement with larger windows. We should notice here that we have not carried out 
experiments with changes in window shape to keep the disparity estimation fast and 
simple. We can therefore vary the window size from tu =  2 in areas of high gradient 
to tu =  6  in areas of low gradient. This range results in five different sizes within the 
predefined range. Partitioning the gradient range 0 < g < 1 to five levels, we can define 
the adaptive window size as shown in table 3.1.
g ran g e W indow  size
g > & 8
0 . 6  > g < 0 . 8  
0.4 > g < 0.6 
0.2 >  g < 0.4
g < 0 . 2
tu =  2, 5 X 5 
tu =  3, 7 X 7 
tu =  4, 9 X 9 
tu =  5, 11 X 11 
tu =  6 , 13x13
Table 3.1: The window size is adjusted according to the local disparity gradient. It 
varies from 5 x 5 in regions of high gradient up to 13 x 1 3  in regions of low gradient.
Using this adaptive window method we produce a dense disparity map. The result of 
applying this method to captured images is shown in figure 3.11 where more detailed 
reconstruction is achieved on geometrically complex areas (human ear).
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(a) (b)
Figure 3.11: The effects of the adaptive window on the reconstructed geometry of the 
ear area, (a) Reconstruction with a fixed size window {w = 5). (b) Reconstruction 
with adaptive window
3 .3 .7  D isp a r ity  p o st-p ro cessin g
A number of post-processing operations are applied on the disparity image before the 
reconstruction of a 3D surface for three reasons:
1. To estimate sub-pixel disparity values
2. To filter out noise
3. To segment the face from the captured data 
Estim ating sub-pixel disparity
The disparity values we obtain with stereo correspondence are always integer numbers 
representing distances measured in pixels. As a result, the disparity is known only 
up to one pixel. This limitation on the resolution of the disparity translates into 
a severe limitation on the accuracy of the recovered 3-D coordinates. Using integer 
disparity values would result in quantisation effects on the reconstructed 3D geometry 
as shown in figure 3.12a. In order to obtain a sub-pixel disparity estimate, a quadratic 
function is fitted to the integer disparities as proposed in [120] over a 5-pixel non-zero 
neighbourhood. The peak of the parabola then represents the refined disparity value 
with sub-pixel accuracy. The result of the sub-pixel disparity estimation is shown in 
figure 3.12b.
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(a) (b)
Figure 3.12: (a). Reconstruction of geometry using integer disparities, (b) Smooth 
reconstruction is obtained when the disparity is estimated in a sub-pixel level.
N oise filtering
Most window-similarity approaches to the estimation of stereo correspondence suffer 
from noisy estimates along sharp depth discontinuities or object boundaries. This is 
happening because there are two distinct surface depths under the area covered by the 
correlation-matching window; one comes from the object’s surface and the other from 
the background. In this case the disparity estimation is usually incorrect. To remove 
noisy disparity estimates we need to design a filter that rejects disparity measurements 
coming from silhouette regions. For disparity silhouette filtering we first threshold the 
disparity image to produce a binary mask Db{u,v) as:
Db{u., v) —
1
D{u, u) =  0 
D{u,v) > 0
(3.10)
Then, we apply a morphological closing operator on the binary mask followed by a 
binary erosion. The resulted mask image is multiplied with the noisy disparity image 
so that a filtered disparity image is obtained.
Face segm entation
The resulting disparity map, apart from capturing the face geometry, also contains 
unavoidably some background surfaces and objects. A connected components seg-
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mentation on the disparity image is applied to retain the largest component which is 
normally the face without background noise reconstructions.
3 .3 .8  3D  surface rec o n stru ctio n
The second problem of stereo vision, apart from that of stereo correspondence, is the 
problem of reconstruction which involves building a 3D mesh representation from the 
disparity map. We solve the reconstruction problems in two steps. First, we estimate 
a 3D position of each pixel in the disparity map and second, we use these points as 
vertices to build a triangular mesh.
3D d e p th  e s tim a tio n
Most stereo 3D depth estimation algorithms require knowledge of the baseline distance 
between the stereo cameras. In this work we developed an analytical solution where 
depth is estimated directly from the projection matrices of the two views and the 
corresponding 2D image points. In that way, 3D depth is estimated with simple matrix 
operations avoiding the more complex geometric solution in which ray intersections 
would have to be calculated.
Let P i and P r be the 3x4 left and right projection matrices. We can define matrices 
Ml and M r as two 4x4 matrices as:
Ml P i and M r = P r
_ 0  1 1  _ .  0  1 1
(3.11)
Then, according to equation 3.2 we can write:
aui 3^1 hUr Xr
avi = Ml yi and bVr ==Mr Vr
a b Zf
1 1 1 1
(3.12)
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where a, b are the left and right homogeneous coordinates respectively. Using equations 
3 . 1 2  we can write:
aui bUr
avi = bVr
a b
1 1
(3.13)
and we can solve for a and b in a least square sense (using QR decomposition or 
SVD). Substituting a and b in equations 3.12 we can get two solutions for the 3D 
world coordinates. Ideally, these two solutions should be the same. However, a small 
difference usually exists as a result of calibration inaccuracy. The 3D world coordinates 
we accept is the mean of the two estimates. In this way can form a range image (or 
2.5D image ) of the scene where depth is encoded as a double precision floating-point 
number.
Surface triangulation
Dense range images obtained with stereo actually represent point samples of depth 
rather than continuous surfaces. Having a set of 3D points arranged in a 2D grid 
specified by the range image, a surface mesh can be constructed by interconnecting 
these points. Research has resulted in several algorithm that aim to reconstruct 3D 
surface geometry of unknown objects. Hilton in [80], provides an efficient method for 
surface triangulation and geometric fusion using implicit surface representation. We 
used his step-discontinuity constraint triangulation where a continuous surface between 
adjacent measurements is formed if their distance is less than a constant threshold. 
Triangle patches are formed by examining points in groups of four. The appropriate 
connectivity is established according to the constellation of the points in the group 
as shown in figure 3.13. The step discontinuity constraint is imposed to avoid surface 
continuity along sharp surface edges by eliminating triangles with large depth variation.
Figure 3.14 shows the 3D meshes obtained by the three stereo capture units without 
texture for better visualisation of 3D geometry.
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Figure 3.13: The point constellations and their interconnections to form a triangular 
3D surface mesh.
Figure 3.14; The three meshes obtained by stereo capture.
3.4 E valuation
An evaluation of the 3D capture system is presented in this section where the parame­
ters in both the physical stereo setup and the stereo algorithm are tested. The spatial 
accuracy of the system is measured by estimating the root mean square and maximum 
error of reconstructions of 3D objects with known geometries. Tests are performed with 
various projected IR patterns in order to select the pattern that performs best. Stereo 
capture is also performed on various surface materials such as fabric, hair, plastic, wood 
and human skin to assess the ability of the system to reconstruct objects with different 
reflectance properties. The baseline distance between the stereo cameras and the size 
of the correlation window are critical for the accuracy of the reconstructions and is 
evaluated in subsection 3.4.1. Experiments with various matching window sizes are
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presented in subsection 3.4.2.
The theoretical and experimental evaluation allows us to choose appropriate numerical 
values for the critical parameters to build an optimal working stereo vision system 
suitable for face capture.
3.4 .1  S tereo -cam era  b a se lin e  co n sid era tion s
The distance between the stereo cameras or baseline b plays an important role in the 
estimation of the disparity d which, for the canonical configuration is estimated as:
d =  6 / i  (3.14)
where /  and z are the focal length and depth respectively. This equation indicates that 
the disparity is proportional to the baseline which means that the estimated distance 
is more precise when the stereo cameras are placed further apart from each other. 
However, a longer baseline causes other significant problems. First, the projective 
distortion causes different appearance of the same scene to the two stereo cameras and 
second, the longer disparity range increases chances for false matches. Therefore, we 
need to decide how short the baseline can be in order to enforce the similarity between 
images without significant loss in depth precision. Since captured images are discrete 
2D functions of intensity, the disparity can only be estimated to integer precision.
We can convert the disparity values from millimeters dmm to pixels dpixeis as:
dpixels — I'xdmrn (3.15)
where is the x-resolution of the rectified images (in pixels) and the x-dimension of 
the CCD sensor (in millimeters). In this work we have 7$ =  S03pixels and Cx =  6.4mm, 
Therefore, we can plot a diagram of the disparity range within the capture volume at 
various baseline distances as shown in figure 3.15a. The maximum depth resolution
which can be represented with the minimum possible disparity of 1  pixel over the
capture volume can be estimates as shown in figure 3.15.
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a.
Baseline (mm)
(a) The disparity range within the capture volume.
t
Baseline (mm)
(b) The depth resolution within the capture volume.
Figure 3.15: The disparity range and the depth resolution within the capture volume 
at various baseline distances.
From this diagram we can see that when the baseline is very short, for instance b = 
90mm, the minimum depth change that can be encoded in a one-pixel disparity is 
approximately 4mm. A reasonable compromise is to use a baseline b = 2 0 0 mm, which 
gives a depth resolution of 1.94mm. Further increase in b would result in significant 
projective distortion without a major improvement in the accuracy of the system. At 
b =  200mm the maximum disparity range within the allowed capture volume is 580 
pixels. The disparity and the depth resolution achieved with a 1-pixel disparity within 
the captiue volume at a baseline of 6  =  200mm is shown in figme 3.16 as a function of 
distance. Tliis shows that depths in the range of 1  to 3.5mm can be represented with 
a single pixel in the disparity map with better resolution on the smfaces closer to the 
camera.
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Working distance (mm)
(a) The disparity as a function of working distance.
Working distance (mm)
(b) The depth resolution encoded in 1-pixel disparity inside the capture volume. 
Figure 3.16: The disparity and the dejDth resolution with a baseline b = 200mm.
3 .4 .2  T h e  size  o f  th e  m a tch in g  w in d ow
The size of the coiTelation window controls the spatial precision of the reconstructions 
since a single disparity value is estimated for the whole area of the image covered by 
the window. The result of using a large window can be considered as a process similai' 
to Gaussian smoothing. However, smoothing in fronto-parallel areas has no significant 
effect on the geometry but it can be damaging to the areas of high detail. Therefore, 
a smaller window should be used in areas of higher detail.
The neighbourhood consistency constraint algorithm presented in section 3.3.5 uses 
an adaptive window to perform matching. In the first iteration only strong matches 
are established. To obtain the stable matches we use a correlation score threshold of 
h  = ncc +  <7 where rice and cr are the mean and standard deviation values of the best 
correlation scores obtained from the whole scene. In the subsequent iterations, unstable 
matches are resolved to be consistent with the neighbourhoods with a minimum corre­
lation tlu'eshold set to t 2 =  rice — cr. If we assume that the obtained scores are normally 
distributed, t\ is set to a value that only the top 16% of the best scores exceed, while
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w ^cc cr2 t2
I 0.821837 0.0260811 0.983334 0.660341
2 0.686331 0.0496122 0.909069 0.463593
3 0.627521 0.0678636 0.888028 0.367015
4 0.600961 0.0803718 0.884461 0.317462
5 0.584149 0.0898074 0.883828 0.284470
6 0.571202 0.0963055 0.881533 0.260871
7 0.549679 0.1129500 0.885760 0.213599
Table 3.2: The statistics of the best scores and the selected thresholds. 
t2 considers matches in the top 84%.
We performed experimental reconstructions of a typical scene (a human face) with 
various fixed-size correlation windows of size w and recorded the values summarised 
in table 3.2. The results of the reconstruction without any post-processing are shown 
in figure 3.17. From these results we can conclude that the smallest window we can 
use is ty =  2 since w = 1 produces very noisy reconstructions. On the other hand, 
vj ~  7 produces good results on flat fronto-parallel areas but fails to capture the detail 
of areas with complex geometry. In the adaptive window algorithm, presented in 3.3.6, 
we use sizes in the range of w =  2  to w =  6 .
3 .4 .3  P r o je c te d  IR  p a ttern s
Seven different projected IR patterns (shown in table 3.3) have been used to reconstruct 
a 3D plane and a sphere in order to select the most suitable pattern type and pattern 
resolution. In the set of five random dot patterns tested, the random dots have a square 
shape with the dot size referring to the length of its side in pixels.
R econstruction o f a 3D plane and a sphere
Two test objects were used to evaluate the geometric accuracy of the system. A 3D 
plane and a sphere. The evaluation was implemented by fitting a 3D plane and a sphere
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(a) w = 1
(d) 7u = 4
(b) w = 2
(e) w = 5
(c) w = 3
({} w = 6
(g) w = 7
Figure 3.17: Face reconstructions with various fixed-size correlation windows.
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Image o f IR  Pattern D escription o f IR  PatternmSi A structured line pattern in which lines with angles of 0 to 90 degrees are drawn from all the four corners of the slide.
A random spaghetti-line pattern.
A random dot pattern. Dot size=l pixel. Grey levels=2 
(binary).
A random dot pattern. Dot size=l pixel. Grey levels=10.
A random dot pattern. Dot size= 2  pixels. Grey levels=10.
A random dot pattern. Dot size=5 pixels. Grey levels=2 
(binary).
A random dot pattern. Dot size=5 pixels. Grey levels=10.
Table 3.3: The seven different IR patterns used to evaluate reconstruction performance.
to the captured 3D surface data and estimating the RMS and MAX error of the fit. A 
3D plane and a sphere can be defined as shown in equations 3.16 and 3.17 respectively.
z =  ax +  by F c (3.16)
{x -  a)"' +  (y -  b y  +  {z -  c)  ^ = (3.17)
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where x, y, and % are the co-ordinates of points in 3D space and a, 6 , c and r  are 
constants. We use the set of 3D coordinates of the points obtained by the sensor to 
solve for a, 6 , c (and r  in the sphere case) in a least squares sense. The RMS and 
MAX error of the fit is measured using a single stereo pair to evaluate the quality of 
the reconstructions using the seven different projected patterns. Table 3.4 presents 
the obtained errors from the plane, sphere, and the average between the two. The 
best results are obtained with a random-dot pattern of dot size=l and 1 0  grey levels 
with an average reconstruction error of 0.586mm. Full results and figures are given 
in appendix E. Despite the calibration for lens distortion, there is a bias in the error 
distribution which is shown in the plane reconstructions. This is due to the radial lens 
distortion which is highly non-linear. High quality camera lenses usually have less glass 
imperfections and can be accurately modelled by calibration.
P ro je c te d  P a t te r n
R M S e r ro r  (m m ) M A X  e rro r  (m m )
Plane Sphere Average Plane Sphere Average
Lines 1.4185 1.1183 1.2684 4.0238 4.2962 4.1600
Spaghetti 0.9428 0.9049 0.92385 3.2286 3.5359 3.38225
Dot size=l 
Intensity levels= 2 0.8940 0.6321 0.76305 2.8534 2.8275 2.84045
Dot size=l 
Intensity levels=10 0.5329 0.6398 0.58635 2.3006 2.5343 2.41745
Dot size= 2  
Intensity levels=10 0.5657 0.7763 0.671 2.8625 2.7243 2.7934
Dot size=5 
Intensity levels=10 0.5932 0.8723 0.73275 2.8227 2.8722 2.84745
Dot size=5 
Intensity levels—2 0.6622 0.7271 0.69465 3.0176 2.9312 2.9744
Table 3.4: The RMS and MAX error (in mm) of fitting a plane and a sphere to captured 
data using seven different projected patterns. The average of plane and sjDhere error is 
also shown.
Figures 3.18 and 3.19 show the 3D reconstructions of the plane and the sphere using
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the selected pattern together with their fitted models. The captured 3D surface data 
is shown in blue and the fitted model is shown in red.
a. 3D R econstruction b. Plane fitting
Figure 3.18: (a). Reconstruction of a 3D plane using the IR random dot pattern. Dot 
size=l pixel, Grey levels^lO (b). Fitting a 3D plane to the captured data. The RMS 
error of the fit is 0.5729mm.
a. 3D R econstruction b. Sphere fitting
Figure 3.19: (a). Reconstruction of a sphere using the IR random dot pattern. Dot 
size=l pixel, Grey levels=10 (b). Fitting a sphere to the captured data. The RMS 
error of the fit is 0.5329mm.
3.4.4 Surface materials
Stereo capture was also performed on various surface materials and colours to assess 
the reflectance properties of the infra red illumination. Figure 3.20 shows the 3D
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reconstruction of the back of the head which is covered by hair. We can notice that 
the IR pattern reflects quite well on human hair which can be reconstructed without 
problems. Figures 3.21, 3.23, 3.22, and 3.24 show successful 3D reconstructions of a 
box made of red fabric, a monster head made of white plaster, and a planar piece of 
wood respectively. From these results we can notice that infra-red illumination reflects 
well on dark fabric and human hair, something that is not the case with the visible light 
illumination. Finally, flgure 3.25 shows a close up of a wireframe 3D reconstruction of 
a box’s corner and edges illustrating the ability of the system to reconstruct difficult 
3D geometries due to sharp depth discontinuities.
r
c. 3D R econstructiona. Left IR image b. Right IR  image
Figure 3.20: Raw stereo images and 3D reconstruction of the back of the head illus­
trating reconstruction of hair.
a. Left IR  image b. R ight IR  image c. 3D R econstruction
Figure 3.21: Raw stereo images and 3D reconstruction of a box covered with red cloth.
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b. Right IR  im age c. 3D R econstructiona. Left IR  image
Figure 3.22: Raw stereo images and 3D reconstruction of plastic rabbit toy coloured in 
dark brown colours
a. Left IR  image b. R ight IR  im age c. 3D R econstruction
Figure 3.23: Raw stereo images and 3D reconstruction of a monster head made of white 
plaster. (The 3D reconstruction is shown as a wireframe for better visualisation of the 
geometry)
-ms
a. Left IR  im age b. R ight IR  im age c. 3D R econstruction
Figure 3.24: Raw stereo images and 3D reconstruction of wooden board.
3.5 C onclusions
In this chapter we presented a 3D face capture system built from off-the-shelf hardware 
equipment. It is based on IR active acquisition that can acquire synchronised shape
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f
Figure 3.25: Close-up wireframe 3D reconstruction of a paper box illustrating recon­
structions of corners and sharp edges.
and colour images at 25 frames/second. The approach is single shot and could there­
fore operate at higher frame rates given appropriate hardware. We also presented a 
simple and robust stereo algorithm for 3D reconstruction. IR illumination shows some 
attractive reflectance characteristics on human skin, hair and dark fabrics which makes 
it suitable for capturing human faces. The main limitation of the system is that the 
capture volume must be free from other external IR light sources to avoid saturation of 
the projected IR pattern. For example, it cannot operate outdoors due to the illumi­
nation of the sun or even indoors when strong heat sources exist in the same room. In 
laboratory conditions, ambient IR illumination can be easily controlled. Results show 
that the system is able to reconstruct dynamic human face geometry and appearance. 
Evaluation on test objects (plane/sphere) with known geometry gives an RMS error of 
approximately 0.5mm.
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C hapter 4
3D V ideo R epresentation  o f Faces
The data acquired from the 3D face capture system, presented in chapter 3, consist 
of three 2.5D surfaces together with the corresponding three colour images, one from 
each stereo unit. In this chapter we address the problem of integrating the colour and 
shape measurements acquired by the stereo capture system into a unified 3D video 
representation of the human faces.
A suitable representation of 3D face sequences should allow for simple and efficient 
processing of the surface properties in both the spatial and temporal domains. We 
have developed a novel 3D face representation scheme based on ellipsoidal mapping 
of captured data to a 2D image. This approach is able to integrate face shape and 
appearance eflSciently using 2D operations on the map images. Integration of shape 
and appearance is achieved by combining overlapping 3D surface measurements from 
different stereo views into the 2D image space. This results in a 2D displacement and 
texture image sequence or “3D video”. This 3D video can be efficiently converted to a 
3D mesh sequence for rendering by triangulation in the 2D displacement image domain. 
Results show that textured 3D meshes of the human faces can be reconstructed and 
rendered in real-time. This provides an efficient way of storing or transmitting 3D video 
over computer networks as 2D image sequences. Experiments presented in section 4.4 
show that 3D human faces can be reconstructed using the proposed representation with 
a geometric RMS error of less than 0.9mm.
Qualitative comparison with the widely used model-based representations presented in
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this chapter, suggests that the proposed ellipsoidal method is more suitable for realistic 
3D face video representation.
4.1 T he ellipsoidal d isp lacem ent m ap representation
Displacement mapping represents the detailed surface shape as displacements between 
a smooth primitive, such as a plane, sphere, cylinder or even a polygonal or a B-spline 
surface, and the detailed surface. Displacement mapping was first introduced by Cook 
[36] in 1984 as a technique for adding surface detail to objects in a similar manner to 
texture mapping. Previous work on representing 3D surfaces as displacement maps was 
presented by Sun et. al. [160], where a layered model is constructed to animate the 
high-resoliition surfaces. The model consists of 3 layers: skeleton for animation; low- 
resolution-control model for real-time mesh deformation; and high-resolution model to 
represent the captured surface detail. Displacement mapping techniques are used to 
map both the control model and captured data into a single layered model allowing 
for efficient animation of high-resolution surfaces using the simple skeleton. Krishna- 
miirthy and Levoy [1 0 2 ] presented an algorithm for converting dense irregular polygon 
meshes of arbitrary topology into tensor product B-spline surface patches with accom­
panying displacement maps. They use this representation to build a coarse and efficient 
model suitable for animation and a fine but more expensive model suitable for render­
ing. Finally, Lee et. al. [107] introduced a displaced subdivision surface representation. 
This represents a detailed surface model as a scalar-valued displacement over a smooth 
domain surface. The representation defines both the domain surface and the displace­
ment function using a unified subdivision framework, allowing for simple and efficient 
evaluation of analytic surface properties.
Displacement mapping also allows a simple method for 3D mesh editing, compres­
sion and transmission. For example, surface detail can be added to the surface of a 
crocodile’s skin by editing the 2D displacement map producing realistic 3D skin effects. 
The assumption is that a unique one-to-one (bijective) mapping exists between the 
detailed and primitive surfaces. In this work, an ellipsoidal surface primitive is used, 
which provides a simple mapping between the captured data and a 2D displacement
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image domain. The ability to accurately represent face shape and appearance is verified 
in section 4.4.
An ellipsoid is defined by the location of its centre, c together with the magnitude and 
direction of the three orthogonal axis vectors, vq, V2 , V3  giving 9 degrees of freedom (0 
pose and 3 radii) as shown in figure 4.1.
Figure 4.1: The semi-ellipsoidal surface primitive defined by its centre c and three 
orthogonal vectors v l , V2 , V3
A 3D point x  can then be represented by spherical polar coordinates as:
X =  (d, g, (j>) (4.1)
where d is the Euclidean distance between the centre of the ellipsoid c and point x 
while 6 and 0 are the horizontal (longitude) and vertical (latitude) angles. Point x  can 
then be mapped onto a 2D image pixel x-i with an x  coordinate corresponding to angle 
y coordinate corresponding to angle 0  and the intensity value corresponding to the 
displacement d as shown in figure 4.2.
Given the 2D point xi we can recover the 3D coordinates of the point x  as:
X =  [dcos(0 ) cos(t^), dcos(0 ) sin(6>), sin((;6 )] (4.2)
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is':'
(a) Ellipsoid (b) Displacement image
Figure 4.2: Representing the ellipsoid as a 2D displacement image using spherical 
coordinates.
4.1 .1  E llip so id a l m ap p in g  o f  cap tu red  3D  su rface m easu rem en ts
At each frame in the captured sequence, stereo acquisition provides us with a set of face 
surface point measurements Af{t) = where x  =  (x,y.,z) 6  and rit denotes
the number of points in frame t.
For the first frame ( =  0, we assume that the face is roughly aligned with the world 
co-ordinate system so that the frontal direction is looking towards the positive z-axis 
as shown in figure 4.3. In order to define the ellipsoid at frame 0, we need to define 
its centre c at the centre of the head together with its three orthogonal axes with vg 
aligned with the direction of the pose. In this way we ensure that most of the face’s 
surface points will have a unique mapping onto the displacement image as shown in 
figure 4.3.
The ellipsoid’s centre is then defined as:
c =  (M ean{x^ , M ean{yf  , M in {z f  ) 
and the three axes are aligned to the world co-ordinate system with lengths
(4.3)
|v"3°| =  a x  |v l° | = a x  |v^^| (4.4)
where «  G 3Î defines the ratio between the ellipsoid’s axes lengths.
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Figure 4.3: A top-view of the ellipsoid illustrating the mapping of the face geometry to 
the ellipsoid’s surface. Ray samples the ellipsoid’s surface at regular distances
to measure the distance between centre c and point x.
Temporal registration, presented in section 5.1, is used to define the ellipsoid centre 
and axes in subsequent frames, (c ^ from the estimated face pose (rotation,
translation).
A sampled displacement map image representation, Dt{i,j)  for i = 1 ..%^ , j  = L.n^, 
of the surface shape for each frame t is then computed by sampling the distance to 
captured data along equidistant rays v(%, j)  from the ellipsoidal’s centre along its surface 
as:
v(%, j )  =  [cos{(/)j)cos{6i), cos{(l)j)sin{6i), sin{(l)j)] (4.5)
where:
(4.6)
and Omin — ^min — o
The number of rows n* and columns n j  of the displacement map image Dt define the 
angular sampling resolution in the range of [-Omin, +  Omin] and [-(l>min, T ^min]^
The rays v (î , j )  provide a non-uniform sampling of the ellipsoidal surface. In this way, 
we can control the resolution of the reconstructed mesh to allow denser sampling as
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areas we consider more important. Parameter o; in equation 4.4 controls the degree of 
uniformity in surface sampling. A large value of a  (i.e. o: >  1 ) will provide more dense 
sampling in the middle area of the face. When a  — 1, the ellipsoid is reduced to a 
sphere with uniform sampling, In our experiments we chose a  — 1.5 in order to obtain 
higher resolution in the areas of nose and mouth which are considered more important 
during speech and expressions than areas of cheeks and ears that convey less dynamic 
information.
Using the ellipsoidal majDping of the captured data, 3D surface can be represented by a 
displacement 2D image Dt{i,j)  with intensity values representing Euclidean distances 
between the ellipsoid’s centre Ct and the measured data along rays v(i, j )  such that the 
intersection x  with the measured surface is given by:
x  =  c;+D t(% ,y)v( 2 ,y) (4.7)
Calculation o f distances Dt{i,j)
In order to calculate the displacement map values for each frame Dj, we should esti­
mate Euclidean distances between the centre of the ellipsoid and the 3D surface at all 
sampling locations (i^j) with i = l.-.n* and j  ~  A direct way to do this is to test
for intersections between ray V{i,j)  and every triangle in the 3D mesh. Implementa­
tion via direct search would require ray-triangle intersection tests for n  triangles in 
a single frame. Considering the computational complexity of the 3D ray-triangle inter­
section algorithms which require 31 floating point arithmetic and 4 logical operations 
for a single triangle, implementing such scheme for every frame would be very slow and 
inefficient to compute.
A more efficient intersection calculation is achieved by projecting all triangles on the 
elli%)soid’s surface and intersecting each ray v(z,jf) with just the triangle that encloses 
the required sampling point. This reduces the complexity to a single test to decide 
whether a 2D point is inside a 2D triangle. The projection of a 3D triangle to an 
ellipsoid’s surface results in a triangle with curved edges. However, drawing the triangle
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in the image domain, the edges become straight lines and the intersection test
can be performed with a standard test as shown in appendix D.
Figure 4.4 shows the displacement mapping obtained from the stereo views together 
with the 3D reconstructions from the displacement maps.
r
(a) The left, middle and right point-sets as captured by stereo.
(b) The estimated left, middle and right displacement maps.
(c) The reconstructed 3D surfaces from the left, middle and right displacement maps. 
Figure 4.4: The results of the ellipsoidal mapping to stereo data.
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4.2 M u ltip le-v iew  sh ape in tegration  using ellipsoidal m aps
Having constructed a displacement map representation (%, j )  for each stereo pair, the 
problem now is to combine them into a single surface representation. One of the prob­
lems in geometric fusion is the detection of overlapping surfaces representing the same 
surface region in 3D space. Previous algorithms [43, 80, 156, 166] used computationally 
expensive operations in 3D to integrate overlapping surface regions.
In this work, displacement mapping maps overlapping regions into a common 2D repre­
sentation providing a simple mechanism for efficient integration of overlapping surface 
measurements by weighted combination of their corresponding displacement values:
3
=  (4.8)
P=1
where w^{i,j)  =  0  if no surface measurement is obtained along Vf(â,j) for the 
stereo pair, otherwise w f  (%,j) is proportional to the correlation score obtained by stereo 
matching as a measure of confidence in the surface measmements, with — 1 .
In this way we ensiue that in the case of large inconsistencies in depth measurements 
from different views, the stronger one will be given more weight in the estimation of 
the correct depth value.
The shape integration using displacement maps provides a computationally efficient 
method for fusion of the face surface measurements into a single face surface represen­
tation Dt{i,j).  The resolution of the fused 3D mesh is controlled by the dimensions of 
the displacement map images. The integrated shape displacement map can be rendered 
as a single triangulated mesh M.t by triangulating adjacent pixels in the displacement 
image and re-projecting along the corresponding rays v(z, j)  to obtain the 3D
vertex positions:
== (4.9)
Figure 4.5 shows the fused 3D shape obtained using the ellipsoidal mapping at 3 differ­
ent resolutions to illustrate the effect of sampling density on the final reconstructions.
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Although the displacement image can be stored as a byte gray scale image, representing 
a depth value in the range of [Ü, 255] would result in quantisation effects since only 250 
discrete depth values would be available. An improvement is achieved by using a 
colour image representation where red, green and blue channels can be used as a 24-bit 
intensity value resulting in 16M discrete depths. This provides a depth sampling of 
approximately 3 x 10“^mm within the 450mm diameter capture volume which is well 
below noise levels.
(c)
Figure 4.5: Shape integration with the ellipsoidal mapping at three different resolutions: 
(a) 1ÜÜ X 1ÜÜ, ( b )  2ÜÜ X 2ÜÜ, (c) 300 x 300. The first column shows the displacement 
map image.
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4 .2 .1  H o le  F ill in g
The 2.5D meshes obtained by stereo captme contain holes in occluded areas such as 
areas under the chin or areas with specular highlights. Most of the missing data can 
be filled using information from the temporal neighbourhood. However, missing data 
may still exist. The objective for hole filling in this work is to insert appropriate values 
in the hole areas of the displacement map images to produce a smooth and continuous 
intensity function.
The problem of hole filling can be divided into two sub-problems: identifying the holes, 
and finding a way to obtain a smooth and seamless filling strategy using the available 
data. Most approaches to hole filling, come from thé surface reconstruction literature. 
Liepa, in [111], proposes a method for filling holes in unstructured triangular meshes by 
using an umbrella operator to estimate new vertex positions for identified hole regions 
as the average of its neighbours. Carr et. al. [27] uses radial basis functions to estimate 
thin-plate interpolations of holes. A volumetric approach to the problem of hole filling 
in the voxel space is followed by Cmless et. al. [43]. A geometric hole-filling method 
has been developed by Wang and Oliveira [173], where a smooth 3D surface is fitted 
to the holes using the moving least s(/wa7’es approach. This hole-filling strategy was 
employed in this work because it has the advantage that the reconstructed patches 
blend smoothly into the original siu'face.
The ellipsoidal representation is used to identify the holes to be filled. A morphological 
closing operator is applied on the displacement map, which is used as a mask to identify 
regions that belong to hdlésV ’The process of hole identification is illustrated in figure 
4.6. -
First, the displacement image that contains holes (shown in subfigure 4.6a) is thresh- 
olded to produce the binary mask image Af shown: in 4.6b. A morphological binary 
closing operator is then applied to image M  to obtain the binary mask image Me shown 
in 4.6c. Subtracting Me from M  we obtain a binary mask image Mh that identifies the 
holes.
To identify the neighbourhood of each hole, the binary image M/  ^ is dilated to obtain 
M/, and a logical A N D  operator is applied between and M^. This produces a
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(a) Disp. map (b) Binary mask M (c) Closed binary mask Me
(d) Holes mask Mh (e) Holes dilated (f) Holes neighbourhood mask M„
Figure 4.6: The process of hole identification in the displacement map.
binary mask which identifies the neighbourhood of the holes.
Then, the neighbourhood of each hole is used to fit a smooth surface using the method 
proposed by Wang and Oliveira [173] which has the advantage of using the moving least 
squares so that a separate quadratic surface is computed for each evaluation point in 
the hole. This allows fitting of higher order surfaces in hole regions. We briefly describe 
the process of fitting smooth surfaces to identified holes:
Let S{pi) be the surface measurement at point pi that we need to estimate and fi be 
the actual measurement associated with pi. Then, a “moving” weighted error function 
can be defined such that samples near the position of the hole have more influence than 
far away samples:
(4.10)
i=l
where Wj is the weighting function defined as [104]:
Wi{^ = (4.11)
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Here, di{p) is the distance between the new sampling position p of the hole and the 
original sample pi in the vicinity of p. Parameter /? controls the influence of vicinity.
For «S, we use a simple polynomial function to represent the surface to be fitted:
y) = ao 4- a\x  + a-iy +  +  a^y^ +  a^xy (4.12)
The coefficients Oi(p) can be found by minimising the error Ep{S). Results of the hole 
filling algorithm can be seen in figure 4.7.
Figure 4.7: Example results of the hole-filling algorithm based on the moving least 
squares fit on three different frames.
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4.3  T exture m apping
The ellipsoidal mapping also provides an efficient mechanism for integration of the three 
colour images into a single texture map. Texture mapping is one of the simplest ways 
to add appearance detail and colour to a scene without changing the complexity. A 
texture map can be any bit map image with a set of pixel-to-vertex correspondences. 
The correspondence of the three colour images with the geometry of the reconstructed 
surface shape is known from the camera calibration giving overlapping texture maps 
from each image P { i , j ) .  The problem here is to integrate the texture maps in the 
overlapping regions.
Initially we correct for differences in camera colour response by fitting a linear model 
of gain g and offset b  between overlapping regions of the texture images relative to the 
central camera:
+  b (4.13)
where r^{ i , j )  and r  ®(z,j) are the RGB colour response of the centre and overlapping
cameras. The gain and offset parameters [g, b] are estimated using least-squares from
the difference in colour response of all overlapping pixels. If the lighting conditions of 
the scene do not change, [g, b] need to be estimated only once. Given accurate regis­
tration and correction for colour response a simple colour blending [108] of overlapping 
pixels is then performed as:
I t ih j )  = T 4- b) (4.14)
where w and w are weights for the centre and overlap colour images respec­
tively. Weights are set such that in the central and side face region, only the centre or 
side images are used giving the highest sampling resolution. Blending then occurs in 
two bands centred at:
^Left ~  X  — Ozone  and OjUght =  7T +  Ozone (4.16)
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with widths: Owidth = ^  where n, is the width of the texture map in pixels, giving a 
m-pixel blending band on either side. Ozone defines the angle at which the blending will 
occur. In the case of human faces Ozone = f  corresponds approximately to the outer 
corners of the eyes as shown in figure 4.8.
ef t
Ol.efl
^R^hi !  Oyjifiifi 
V /  /  Ojlighl +  0■^width
(a) The blending bands on the ellipsoid.
(b) Texture image. (c) Textured 3D face.
Figure 4.8: Blending of texture images. The blending occurs in two bands illustrated 
with coloured lines. The centre of each band is shown in red while the left and right 
zones are shown in blue.
The blending weights are estimated using a half-cycle of a sine function to obtain a
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smooth transition from one image to the other, as shown in figure 4.9, such that when:
{^Lef t ^width) ^  ^ {^L efl "h ^widLh)
and
Right d" ^  ^^ Right ^width)
(4.16)
then, the central and side weights are: w^{i,j)  =  ^(1 +  . s m ( A)  ^
w^ (%, j!') =  (1 — w^{i,j)) respectively, giving a smooth blending in the specified left and 
right zones. In our experiments we use m  =  9 to obtain a 9-pixel blending zone.
Blending weight functions
M 0.6
o) 0.4
2.6 2.7 2.8 2.9
®i G [®Leff®wlclth’ ®Left-^®wldthï
Figure 4.9: The blending weights for the left band with Oheft =  ^ and Owidth =
Figure 4.10 shows results of the colour integration into a single texture map. In 4.10.a 
is the left, middle and right texture maps generated by projecting the 3D geometry 
onto the colour image planes. Figure 4.10.b shows the integrated texture map and in 
4.1G.C is texture mapped 3D face.
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(a)
(b) (c)
Figure 4.10: Results of texture mapping. In (a) shown the textures obtained from the 
three stereo views, (b) shows the integrated texture map and (c) illustrates a textured 
3D face reconstruction.
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4.4 E valuation
The ability of the ellipsoidal representation to reconstruct 3D faces is evaluated in this 
section. A basic assumption for the mapping of 3D face geometry on the ellipsoidal 
surface is that there is a unique one-to-one correspondence between the 3D captured 
data and the ellipsoidal primitive. Figure 4.11 shows three examples of displacement 
maps where areas with more than one correspondence (non-injective rays) are shown 
in red. When a ray intersects more than one triangle, the error is measured as the 
Euclidean distance between points of intersection and the corresponding point in the 
captured data.
Figure 4.11: The spatial distribution of the ellipsoidal representation error in three 
different faces with 2ÜÜ x 2ÜÜ resolution. Areas in red mark points that cannot be 
accurately represented with an ellipsoid due to non-unique mapping.
The collective spatial distribution together with the histogram of the errors obtained 
from 30 different faces is shown in figure 4.12.
(a)
•3a .
Error (nun)
(b)
Figure 4.12: The mapping errors from 30 different faces, (a) The spatial distribution 
of errors, (b) Collective histogram of errors
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We can notice that the main areas that cannot correctly represented with the ellipsoid 
appear on the lower neck region where there are more than one intersection points. In 
such cases the error is very large (3 —4cm) since the correct point is located on the chin. 
A schematic example is illustrated in figure 4.13 where two intersection points (xi and 
3^) between ray x  and the face surface exist. This x i  to xg distance is usually as large as 
3 — 4cm. In this case, the closest point to the ellipsoid’s centre (x i) is accepted as valid 
since it is more likely to be a face rather than a neck or shoulder point. Representation 
of the critical middle face regions of mouth and nose are relatively error free.
Figure 4.13: A schematic example where a ray is unable to map points correctly on the 
ellipsoid.
Evaluating the errors during a speech sequence of 300 frames provides a more valid 
assessment of the representation of the mouth area since speech sequences include 
various mouth shapes. The percentage of non-injective points around the mouth area 
is found to be just 0.2425% of the total points with an RMS error of 0.8928mm and 
maximum error of 1.9381mm as shown in figure 4.14 which suggests that the ellipsoid 
representation is able to represent complex mouth shapes accurately. Maximum errors 
rarely occur during open mouth frames with complex tongue movements.
Other parameters that can affect the reconstruction accuracy of 3D faces with the 
ellipsoidal representation are:
1. The dimensions of the displacement map image ni,rij, which control the sam­
pling resolution along the vertical and horizontal axes respectively. Higher values
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Error
Figure 4.14: The histogram of mapping errors around the mouth area (illustrated in 
th left column) from a speech sequence of 300 frames.
produce denser meshes.
2. The ellipsoidal parameter a  of equation 4.4, which controls the uniformity of the 
sampling resolution. A high value of a  results in denser sampling in the middle 
face areas.
The Metro v2.5 tool [34] has been used to measure the geometric error between the 
reconstructed 3D surfaces and the raw captured stereo data. Metro allows to compare 
the difference between a pair of surfaces by adopting a surface sampling approach. 
Figure 4.15 shows the geometric error introduced by the ellipsoidal mapping on a single 
stereo pair reconstruction (left stereo captured data) using a map image of size lOOx 1ÜÜ, 
200 X 200 and 300 x  300 respectively. Areas of low error are shown in blue while aieas of 
larger error are shown in red. The bias on the sides of the face is due to the registration 
between the three range views which introduces a misalignment of the 3D model with 
the raw stereo captured data. We can also notice that the lower neck regions are unable 
to be reconstructed due to multiple mapping points as described earlier.
The effect of varying the ratio between the lengths of the ellipsoidal axes, a , on the 
texture resolution is shown in figure 4.16a,b and c with o; =  1, o; =  1.5 and a  = 2 
respectively keeping the map dimensions constant (nj = r i j  = 2ÜÜ). It can be noticed 
that (T =  1.5 is a good choice to achieve sufficient detail in the appearance of the 
areas of interest (middle face areas) without sacrificing resolution on the sides of the 
face (ears). Higher values of a  do not subjectively increase overall quality of the final 
reconstruction but the sampling resolution on the face sides become noticeably low.
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m m
(b). Hi = Tij =  200. The RMS error is 1.63mm.
(a), n,- = Tij = 100. The RMS error is 2.14mm.
(c). Tii = rij = 300. The RMS error is 1.35mm.
Figure 4.15: The ellipsoidal mapping error using a map with various dimensions n*, nj 
with the corresponding RMS error. The left column shows the 3D reconstruction, the 
middle column shows the coloured map of the errors, and the right column shows the 
histogram of the errors.
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(a) a  = 1.Ü (b) a  =  1.5 (c) a  = 2.Ü
Figure 4.16: The effect of ellipsoidal parameter a  on the textuie and shape resolution. 
Higher a  gives denser sampling in the middle face regions but lower resolution on the 
sides.
4.5 D iscu ssion  on th e  ellipsoidal and m odel-b ased  repre­
sen tation s
In this chapter, we have presented a novel ellipsoidal mapping technique for 3D face 
representation. For comparison, we have also implemented an alternative model-based 
face representation technique, presented in Appendix B, as proposed in previous work 
[19, 38]. Model-based techniques have been widely used for human face representation 
where a generic 3D face model is deformed to fit captured data. In this section we 
compare the two techniques qualitatively identifying strengths and weaknesses.
Figure 4.17 shows two example 3D face reconstructions with the model-based and the 
ellipsoidal mapping methods from various viewpoints for qualitative comparison. Table
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4.1 summarises the characteristics of the two methods.
&
a. Model-based reconstruction of Alison
%
b. Ellipsoidal-based reconstruction of Alison
IF
c. Model-based reconstruction of Daniel
d. Ellipsoidal-based reconstruction of Daniel
Figure 4.17: Textured 3D reconstructions of specific individuals. Comparison between 
model-based and ellipsoidal-based representations.
In the model-based techniques, a generic 3D face model is deformed to match the
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Repres.
Property
E llipso idal M odel-based
Automated Yes No
Multi-resolution Yes Usually resolution is prede­
fined by the model (fixed 
number of vertices). Multi­
resolution can be achieved by 
displacement mapping detail 
[160]
Animation No. Can only replay se­
quences of 3D video.
Yes. Model structure is pa- 
rameterised for animation
Arbitrary topologies Yes. As far as there is a one- 
to-one mapping of the geome­
try to the ellipsoid’s surface
No. Geometries have to be 
similar to the model.
Arbitrary geometry No. Limited by injective dis­
placement mapping
No. Limited by model defor­
mation to data
Realism Yes. Reproduce input No. Loss of realism due to 
approximate representation of 
data
Table 4.1: Efficiency comparison between the ellipsoidal and model-based 3D face rep­
resentations.
captured data. The main advantage of a model-based representation is that all recon­
structed faces can be aligned together since there is a one-to-one vertex correspondence. 
This allows for statistical analysis of variation in face shape and appearance. We have 
implemented a statistical 3D face model, presented in appendix C, as proposed by 
Cootes et. al. [38]. Statistical knowledge of the face’s shape and appearance can be 
used to reconstruct faces from partially available stereo views where missing data can 
be predicted by the model. In statistical models, new faces can be generated where 
3D geometry and appearance could be reconstructed from even a single 2D face image 
by adjusting the model’s parameters such that its projection would match the given
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2D image [19]. Generic face models can also have an underlying animation mechanism 
with a hierarchical biomechanical structure allowing for 3D facial speech synthesis and 
animation [188]. However, animations obtained with such techniques do not possess a 
very high degree of realism as they are unable to encode individual personal character­
istics and thus resulting in cartoon like animations. This is an inherent limitation of 
model-based approaches where the model itself constrains its representation ability. For 
example, a face model will never be able to represent open-mouth faces if it is not struc­
tured with the ability to represent mouth openings. This model-imposed constraints 
limit the realism of animated reconstructed faces: In experiments with model-based 
animation, we have noticed that some facial expressions look unnatural compared with 
the realism obtained using the ellipsoidal mapping where the representation freedom is 
not constrained. Additionally, most model-fitting algorithms require some manual in­
tervention to mark feature points [52, 133, 19] or to stick markers on the captured faces 
[73]. This is a fundamental limitation that inhibits model-based representations to be 
used for dynamic face sequence reconstructions where the user would have to mark fea­
tures in every frame. To overcome these limitations, automatic facial feature tracking 
systems could be employed [98, 71]. However, these systems can reliably track just a 
few significant features which are not enough to fulfil the model fitting requirements. 
On the other hand, the ellipsoidal representation does not require manual identification 
of features for animation and provides a useful representation for capture, analysis and 
synthesis of facial dynamics.
4.6 Sum m ary
An efficient representation for 3D faces was introduced in this chapter. The shape is 
encoded as a distance value and is mapped onto an ellipsoid using spherical coordinates. 
Similarly, the appearance is mapped onto the ellipsoid as colour RGB values. This uni­
fies the dynamic shape and appearance of faces into a 3D video which can be rendered 
in real-time. A basic requirement for correct representation using this method is a 
unique mapping of the captured geometry onto the ellipsoid. Evaluation, presented in 
this chapter, shows that successful mapping is achieved for human faces during speech
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with an RMS error of 0.8928mm around the complex mouth region. This representation 
is used for the integration of multiple range views acquired from our capture system 
by combining overlapping areas to obtain a single 3D face surface. Compared to the 
popular model-based techniques, the ellipsoidal representation has specific advantages 
in its ability to represent arbitrary topologies. This makes it possible to achieve greater 
realism. This ellipsoidal representation forms the basis for the temporal processing of 
facial dynamics as presented in the next chapter.
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C hapter 5
Spatio-tem poral A nalysis o f  
Facial D ynam ics
Realistic animation of real faces is still a challenge in computer vision and graphics 
research. The main difficulty arises because automatic capture of accurate dynamic 
face deformation is required. In this chapter, we use the captured face sequences 
represented as a 3D video of displacement and texture map images to analyse facial 
dynamics. Analysis of facial dynamics is needed to model the deformations of 3D faces 
during speech or expressions so that new sequences can be synthesised.
A framework for automatic capture of 3D face dynamics directly from 3D video is in­
troduced here, which makes several specific technical contributions. Rigid registration 
of surface shape between frames of a sequence is needed to obtain an aligned displace­
ment map representation for further temporal analysis of shape deformation. Section
5.1 introduces an efficient method for the registration of 3D face sequences using dis­
placement maps. Section 5.2 addresses the problem of surface noise reduction. An 
adaptive spatio-temporal filtering technique is presented that is able to reduce noise 
without significant loss of surface detail. Finally, section 5.3 proposes a new non-rigid 
alignment technique which combines colour and shape information to estimate the non- 
rigid deformation of the face geometry between frames in a sequence.
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5.1 T em poral rigid registration
In this section we introduce an efficient method for temporal registration of surface 
shape to estimate the head pose. Temporal registration is used to transform the ellip­
soid parameters at each frame in a sequence to obtain an aligned displacement map 
representation for temporal analysis of shape deformation.
A widely used technique for surface shape registration is the Iterative Closest Point 
(TCP) algorithm [15] which seeks the rigid transformation Tp,g between two overlapping 
point-sets Sp and Sq of the corresponding meshes usually captured by a 3D scanner. 
IGF iteratively estimates transformation Tp^q by minimising the sum of closest point 
distances between point-set Sp and the transformed point-set (^<5g) where  ^ is 
the estimated transformation in iteration k. When a set of point correspondences 
C between the two point-sets is known, the rigid transformation that best aligns the 
shapes can be obtained in a least square sense using the full ordinary Procrustes analysis 
[2] (see appendix A). Algorithm 1 below, gives an overview of the ICP algorithm 
which estimates the rigid transformation between Sp and Sq. The criterion for 
convergence can either be a small change in error of C between two consecutive iterations 
or a small change in the parameters of the estimated rigid transformation between  ^
and T * - ‘.
A lg o rith m  1 Iterative Closest Point (ICP) Registration. lCP(«5p, Sq) —>■ Tp,g 
Input: (9p, Sq
Output: Tp^q
1: Tp g =  I {Initialise Tp^q to identity matrix}
2: k = 0 
3: re p e a t 
4: k = k + 1
5: C — (Ja« i {Tp^ç^(«Sç(0) , ‘S’p(î')} {Establish closest point correspondences}
6: Compute  ^ that minimises mean square error between point pairs in C
7: u n til Convergence
8: Tp,g — T* Ç
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Many variations of the basic ICP were developed as discussed in section 2,2 to regis­
ter partially overlapping surface meshes captured by 3D scanners. The computational 
complexity of ICP-based algorithms is primarily dependent on the cost of evaluating 
closest point computations between overlapping surfaces in In the case of a di­
rect search, the complexity would be O(n^) for n  nearest point searches. Rusinkiewicz 
and Levoy [144], proposed a combination of various ICP-based techniques to obtain 
a high-speed registration algorithm. They use a projection-based algorithm to gener­
ate point correspondences from 3D meshes. Their matching algorithm is based on a 
point-to-plane error metric. However, in order to increase the speed of the algorithm, 
a random sampling and constant weighting is used to select point correspondences. In 
this work, we use the displacement map representation to compute approximate point 
correspondences for overlapping surface regions in constant time which reduces the re­
quired computation to linear complexity 0{n).  Additionally, since the rigid motion 
between successive frames of a dynamic face sequence is expected to be small, registra­
tion between frames t and t' is estimated recursively, followed by a global alignment, 
obtaining a more precise registration as shown in the evaluation section 5.1.2.
5 .1 .1  I tera tiv e  C lo sest P o in t reg istr a tio n  u sin g  d isp la cem en t m aps
Given the displacement maps Dp and Dq and using equation 4.7, a set of 3D nearest 
point correspondences C  can be defined as:
d = |J  {xç(î,i), X p ( z ' , / ) }  (5.1)
all i,j^Dq
where xj,(i, j)  and (? /,/)  are estimated nearest 3D points between displacement maps 
Dp and Dq respectively. Assuming that Dp and Dq overlap, nearest point correspon­
dences C can be established by letting i = i' and j  — f  such tha t x},(i, j)  % x (^%, j). 
This process requires only a simple lookup in the corresponding displacement image 
pixels to calculate nearest 3D points in Dp and Dq. This reduces the computational 
complexity of the algorithm to be linear 0{n)  in the number of n  nearest point compu­
tations. Using this set of nearest point correspondences, ICP can be performed using 
the displacement map representation as shown in algorithm 2 below.
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A lgorithm  2 Iterative Closest Point using displacement maps. ICP (Up, Dq) -4 Tp^q 
Input: Dp, Dq
Output: Tp^q
1: K ,  =  I
2: k — 0
3: re p e a t
4: k = k F I
5: ^  ~  Ua// i j
6: Compute Tp q tha t minimises mean square error between point pairs in C {See
appendix A}
7: D ,  =  T * ,( £ ) , )
8:
9:
u n til Convergence
rn _  r p k  -^P.4 — ^p,q
The algorithm recursively updates the estimated transform Tp^q until convergence. The 
criterion for convergence is satisfied when C remains the same for two consecutive iter­
ations which implies that no further improvement on the estimation of Tp^q is possible. 
This guarantees convergence to the nearest local minima. The initial transform must 
be close to the global minima to estimate the correct transformation.
In step 7 of the algorithm, Dq is transformed to allow a new set of nearest points 
to be established in the next iteration. In order to obtain Tp q{Dq), the ellipsoidal 
parameters c, v i ,  vg are transformed with T~q and the face geometry is remapped to 
the transformed ellipsoid as shown in figure 5.1. This is more computationally efficient 
than transforming all face vertices since it requires transformation of only three vectors.
In practice, selection of nearest points using a direct lookup in the displacement maps 
fails to converge to the correct transformation since the selected point pairs are always 
aligned on the grid defined by the displacement images leading to different sampling of 
the same surface in Dp and Dq. To avoid this problem, a continuous surface should be 
considered for nearest point estimation. The problem for point-pair selection can now 
be formulated as:
Given Dq{i,j),  find the closest point in Dp{i + m , j  F n) with m , n  £ 1,1].
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(a)
Figure 5.1: Transformation of a displacement map. (a) The geometry of the face is 
transformed by T. (b) The ellipsoid is transformed by . The same result is obtained 
between (a) and (b) but (b) is less expensive since it requires only transformation of 
the ellipsoid parameters.
We limit the search for the closest point in rn ,n  G [—1,1] to give sub-pixel estimation of 
the nearest point thus avoiding dependence on the displacement image sampling. In this 
way, the closest point between j)  and the 8 triangles in the 1-pixel neighbourhood 
of Dp{i,j)  is selected as shown in figure 5.2.
* -  1 i - l j  + l
b i  + 1
i + l J - 1  i + l j  + l
Figure 5.2: The set of 8 triangles in the 1-pixel neighbourhood of point Dp{i,j)
An implicit assumption for correct rigid registration is that faces p and q have the same 
rigid geometry. However, this is not true when registration is estimated between frames 
of dynamic sequences since faces deform non-rigidly during speech or expressions. It 
would be necessaiy to estimate the rigid transformation from face aieas that remain 
relatively rigid over time. The spatial distribution of the registration errors on faces 
presented in the evaluation of the algorithm in section 5.1.2 suggests that the lower face
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areas are highly non-rigid and therefore should not be included in the estimation of the 
registration transformation. For this reason we estimate the transformation using all 
the points from the upper half of the displacement images which is approximately rigid. 
The upper half of the displacement images usually represent the top part of the head 
from the tip of the nose. This assumption is evaluated in section 5.1.2.
ICP recursively estimates the change in head pose between successive frames 
An estimate of the transformation between the initial pose and the frame can then 
be obtained as the product of intermediate transformations To,t =  This
initial estimate To,t is then refined by direct ICP registration between distance functions 
-^o(bi) and to reduce propagation of errors and obtain the final estimate
of pose To,f. The estimated pose To,t is used to define the ellipsoidal parameters at time 
t as {c^ =  To,fC°, {v/ =  To,£vP}f_i), giving a registered displacement image Dt{i,j).
This registration forms the basis for subsequent temporal analysis of non-rigid surface 
shape change. A summary of the recursive registration algorithm that registers between 
displacement maps at time t to the initial face pose at t =  0 is given in algorithm 3:
A lg o rith m  3 Recursive ICP. RJCP(Z>£, t) To,£
Inptit: Dt, t
Output: To,£
1; for k = t to k = I step —1 do
2: Th-i,k  {ICP is given in algorithm 2}
3: end  for
4: To,£ =  ria=l T g-l,g  
5: T q,£ f-ICP(Do, T o,£(D£))
5 .1 .2  R esu lts  and  eva lu a tio n
In this subsection, results and evaluation of the proposed registration algorithm are 
presented. Evaluation is performed with ground-truth data for objective error mea­
surement in both static faces and dynamic sequences. Additionally, quantitative results 
for registration between different faces are presented.
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Table 5.1 gives an example of the results obtained when registration is applied between 
frames of sequences of talking people. The green horizontal line mai'ks the lower limit 
of the image used for nearest points estimation. Registration is performed between 
frame 0 and frame 100 which is a 2 seconds difference between frames. The images of 
table 5.1 show the spatial distribution of the error on the three different faces with red 
colour representing larger error. We can notice that after registration, the main error is 
mainly located in the lower parts of the faces where most of the non-rigid deformation 
occurs during speech due to the lip and jaw movements. The error around the eyes and 
forehead is not significant.
Error before registration Error after registration
Alison Frame 1ÜÜ to Fiame Ü
max 18.54mm
mean 4.71mm 
variance 7.50
max 10.18mm 
mean 0.73mm
variance 0.91
Alistair Frame 100 to Fiaine 0
max 8.27mm
mean 2.23mm 
variance 2.07
max 6.55mm
mean 0.50mm
variance 0.25
loannis Fianie 100 to Fiaine 0
max 14.52mm
mean 2.81mm 
variance 2.84
max 6.91mm
mean 0.58mm
variance 0.43
Table 5.1: Results of registration between frames of speech sequences for three persons. 
The points above the horizontal line are used to estimate closest point correspondences.
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G ro u n d  t r u t h  ev a lu a tio n  w ith  know n tra n sfo rm a tio n s
In order to evaluate the algorithm with ground tru th  data, we have performed a Monte- 
Carlo simulation with known random rigid 3D transformations applied on a 3D face 
and estimated the 3D transformations recovered by registration.
The rigid pose of a face can be defined by a position vector p  and an orientation vector 
V .  First, we measured the rotational error when only 3D rotation is applied to the 
displacement map. Random rotation angles generated about the £C,y and z axes of the 
world coordinate system with a uniform distribution to cover the range of 0 to 70° with 
a step of 1°. The ground truth orientation error Ey is measured as:
Ey ~  COS ^ v v (5.2)
where v  ' is the orientation recovered by the registration algorithm and • is the vector 
dot product. Figure 5.3 shows the rotational error obtained at given rotations in the 
range of 0 to 70 degrees.
!
iÎo
K n ow n a n g u la r  d isp la c e m e n t (d e g re e s)
Figure 5.3: The orientation error at various angular displacements
In this experiment, the algorithm converged with an RMS error of 1.36° at angular 
displacements up to 30°. This corresponds to an RMS error of 0.162mm on the surfaces. 
At angular displacements above 30° the algorithm could fail to converge to the coiTect 
orientation. This analysis shows that the face can rotate up to a maximum of 30° 
between frames (or in l/25^^‘ of a second). In practice, head rotation during speech 
is captured sequences is less than 5°. To test the convergence at the extreme angular
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displacement of 30" we applied multiple (100) random x,y,z axes rotations that produce 
an Ey of 30". The algorithm always converged with a mean error of 2.7" and s.d. = 0.78. 
The obtained angular errors and their histogram after registration are shown in figure 
5.4.
M u l t i p l e  ( 1 0 0 )  r a n d o m  a n g u l a r  d i s p l a c e m e n t s  w i t h  =  3 0 "
A n g u l a r  r e g i s t r a t i o n  e r r o r  ( d e g r e e s )
Figure 5.4: The orientation error at the extreme angular displacement of 30".
This analysis indicates that the error at 30" is not acceptable since it is significantly 
larger from the noise error. The same test was performed at the expected maximum 
rotation (5") between frames. The results are shown in figure 5.5 where the mean error 
is 0.0737", min = 0.0669", max = 0.08117, and s.d. = 0.002782 which is comparable 
to noise levels.
M u l t i p l e  ( 1 0 0 )  r a n d o m  a n g u l a r  d i s p l a c e m e n t s  w i t h  E
0.068 O 07 0.072 O 074
A n g u l a r  r e g i s t r a t i o n  e r r o r  ( d e g r e e s )
Figure 5.5: The orientation error at the maximum expected angular displacement of 
5".
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The second component of the rigid transformation is the translation. The translation 
error can be measured as the Euclidean distance between p and the recovered p ' 
from the registration. We tested translational displacements in the range of 0 to 100 
milimeters with a step of 5mm. The results are summarised in figure 5.6. The algorithm 
converges with small error even at very large positional displacements. This analysis 
indicates that good convergence will be obtained for translation up to 50mm with a 
mean error of 0.014mm. The maximum amount of translation recorded in a typical 
speech sequence in our database Wcis 11.87mm between two consecutive frames.
5
§
s
K n o w n  t r a n s l a t i o n a l  d i s p l a c e m e n t s  ( m m )
Figure 5.6: The translation error at various positional displacements
Analysis of the registration error with known combined rotational and translational 
transformations was also performed. Figure 5.7 shows the rotational error at 25 random 
combinations of rotations and translations. The maximum convergence error was 8.63® 
which occurred at the angular displacement of 25.49® and positional displacement of 
47.74mm. However, the rotational mean error within the expected transformation space 
(5® rotation, 15mm translation) was 0.18®.
K n o w n  t r a n s l a t i o n  d i s p l a c e m e n t s  ( m m ) K n o w n  a n g u l a r  d i s p l a c e m e n t s  ( d e g r e e s )
Figure 5.7: The rotation error at various random combinations of rotations and trans­
lations
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Figure 5.8 shows the corresponding translational error at the same combinations of 
rotations and translations used in figure 5.7. The maximum error was 29.32mm which 
occurred at the angular displacement of 27.38 degrees and positional displacement of 
46.54mm. The translational mean error within the expected transformation space was 
2.07mm.
K n o w n  t r a n s l a t i o n  d i s p l a c e m e n t s  ( m m ) K n o w n  a n g u l a r  d i s p l a c e m e n t s  ( d e g r e e s )
Figure 5.8: The translation error at various random combinations of rotations and 
translations
The mean error in every iteration of the algorithm is shown on figure 5.9 which shows 
that the error is reduced in every iteration and the registration converged after 80 
iterations.
Figure 5.9: The registration RMS error in each iteration of the algorithm
The time required for estimating the registration transformation depends on the number 
of iterations and the number of corresponding points in each iteration. In tested face 
sequences this was about 1 minute per frame on a Pentium-3 CPU running at IGH/.
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Ground truth  evaluation w ith  real sequences
To evaluate the registration algorithm with a sequence of a talking person, we manually 
marked corresponding feature points in all 300 frames of a sequence before and after 
registration. The x  and y coordinate trajectories of the feature point on the tip of the 
nose are illustrated in figure 5.10. This figure shows that the coordinates of the point 
on the tip of the nose remains almost fixed in the registered sequence with a maximum 
error of 1 pixel on the x-axis and 5 pixels on the y-axis. The error on the y-axis is 
larger since the motion of the lips and jaw is usually along the vertical direction.
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Figure 5.10: The x  and y coordinate trajectories of the feature point on the face during a 
secjuence of 300 frames. Red and blue lines represent the trajectories in the unregistered 
and the registered images respectively.
The registration error between frames is measured as the RMS error of all corresponding 
3D points in the displacement maps. The 3D RMS error for all 300 frames of the 
sequence is presented in figure 5.11 which shows that the mean error of the whole 
secpience is reduced from 4.01mm before registration to 0.57mm. The histogram of 
the frame errors is illustrated in figure 5.12. This shows that the average frame error 
is 0.5815mm in the registered sequence of 300 frames and is kept below 0.7mm in all 
frames. The spatial distribution of the 3D errors of the sequence mapped onto the 
displacement map is shown in figure 5.13. This indicates that the error is mainly due
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to non-rigid deformation of the mouth and lower jaw. The error in the upper part of 
the face used for rigid registration has an RMS error of 0.12mm.
e2
f r a m e  n u m b e r
Figure 5.11: The RMS errors between frame t and frame 0. Red: Before registration; 
Blue: After registration.
R M S  E r r o r  ( m m )
g 20
R M S  E r r o r  ( m m )
Figure 5.12: Histogram of errors for ICP. Red: Unregistered frames; Blue: Registered 
frames. Notice the different scale between the two error axes.
Figure 5.13: Spatial distribution of the errors after registration of 3ÜÜ frames.
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A collective diagram of registration errors obtained from 30 sequences of 300 frames 
each, is shown in figure 5.14 together with the histogram of error distribution. This 
diagram shows that registration error varies between 0.44mm and 0.64mm and the 
expected RMS registration error of face speech sequences is 0.54mm which is less than 
noise levels.
S e q u e n c e  n u m b e r
R M S  E r r o r  ( m m )
0.6 0.62 0.6-4
Figure 5.14: The RMS ICP registration error of 30 speech sequences of 300 frames. 
E valua tion  o f th e  recursive  re g is tra tio n
As described in section 5.1.1 the registration transformation between frame t and frame 
0 is estimated recursively across all intermediate frames. To evaluate the effect of 
this recursive estimation, we applied direct registration of all frames to frame 0 and 
compared the obtained error with recursive estimation. The error for each frame is 
shown in figure 5.15. The comparison suggests that the recursive scheme achieves an 
overall improvement of 0.12mm in RMS error compared to results obtained with direct 
registration only. This indicates that direct registration gives good results since the 
improvement is not significant.
R e g is tra tio n  be tw een  d ifferen t sequences
Registration was also applied between two different sequences of the same person. 
Figure 5.16 shows the geometric error when registration is applied between 125 frames
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I
Figure 5.15: Direct vs recursive registration. Red: Direct registration; Blue: Recursive 
registration.
of a sequence and the first frame of a different sequence. Results show that the RMS 
registration error was ü.92mm which is not significantly different from the error obtained 
using the same sequence (ü.57mm). This error is principally due to difference in face 
shape.
I
1
Figure 5.16: The registration error between two different sequences of the same person
To further test the registration algorithm, we registered two sequences of different 
persons, one male and the other female. The frame error is illustrated in figure 5.17 
which shows that registration between different faces converges with an RMS error of 
3.52mm. This error depends mainly on the different sizes of the faces.
5.1.3 Conclusion of rigid registration
In this section we presented a method for dynamic 3D face shape registration using 
the displacement map sequences. The main contribution of the proposed algorithm is 
the method for selecting point correspondences using the displacement maps which is
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E
F r a m e  n u m b e r
Figure 5.17: The registration error between two different sequences of different persons
faster that the direct search of the traditional ICP algorithms. Results show that the 
algorithm converges to the correct transformation with an RMS error of 0.54mm in 
dynamic face sequences when the face rotates up to 5° and translates up to 15mm be­
tween two consecutive frames. Registration of surface shape with the proposed method 
provides a reliable estimation of head pose to ensure that the displacement map rep­
resentations are aligned over time. Registered sequences provide the basis for further 
temporal analysis of facial dynamics.
5.2 S patio-tem p oral filtering
The displacement map representation together with temporal registration provides an 
image sequence of surface shape and appearance over time. This representation can 
be used to analyse the spatio-temporal characteristics of face shape. In this section 
we address the problem of noise reduction from the captured shape data. Previous 
work on spatio-temporal stereo [45, 185] extended standard spatial stereo matching 
between views to include temporal correspondence. In space-time stereo, an implicit 
assumption is that the surface shape is rigid within the matching window. The optimal 
size and shape of the matching window depends on the speed with which objects move 
in the scene. For static scenes, a long temporal window will give optimal results. For 
scenes with fast moving objects, a short temporal window is desirable. However, apart 
from the requirement in spatial variation of the appearance of the object, a temporal 
change in the illumination of the scene is also needed for temporal correspondence. 
An additional assumption in space-time stereo is that surface shape is rigid within the
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matching window.
In this work, we use spatio-temporal averaging on the registered faces to reduce noise 
in surface measurements at a single time instant. As the surfaces are registered we 
ensure that only corresponding points on rigid areas of the face are averaged over 
time. To deal with non-rigid deformation, the temporal size of the filter is shortened 
according to the expected local deformation. This is estimated during registration so 
that loss of significant dynamic information is reduced. Compared to the space-time 
stereo this approach is faster since it does not require a search in a three dimensional 
parameter space. Additionally, due to prior rigid registration, this approach ensures 
that measurements corresponding to the same rigid part of the face are averaged over 
time reducing the bias due to head movement.
A spatio-temporal window of n x m x ^  is used where n x m  and g are spatial and tempo­
ral window sizes respectively. Spatio-temporal smoothing is performed by convolution 
with a filter /( ) :
J+T
^  ^  Di{r ,s ) f{r ,s ,r )  (5.3)
r = i - j s = j - ^  T=t—^
where / ( r ,  ,s, v) is a Gaussian smoothing kernel with spatial and temporal variance a f 
and crl’.
/"-I -
In order to adapt the temporal size g of the filter / ( ) ,  the local registration error of 
the sequence is considered. Rigid registration provides us with an error distribution 
E{i^j)  as shown in figure 5.13. We assume that this error represents the expected local 
deformation. An adaptive temporal window size is needed to minimise the bias due to 
non-rigid deformation by using small temporal windows in highly deformable regions 
of the face and lai'ger sizes in smooth rigid surface regions. The process of adapting g 
according to the expected local deformation is described below.
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First, the error distribution function is normalised so that it has values in the
range [0,1]. Let f l (k)  be the histogram of E{i^j)  where k is the normalised error with 
k  € [0,1] Then g{E{i,j))  is set as:
(5.5)
where gmax is the maximum temporal size for g. Typically gmax = 10 since a temporal 
window size of more than 10 frames does not achieve significant error reduction in rigid 
areas. This function adapts the size of the temporal window to be proportional to 
the cumulative error distribution function H{k)  such that areas with lower estimated 
deformation are filtered using a larger temporal size. Figure 5.18 shows the histogram 
H{k)  of a speech sequence and the selected temporal window size g{k).
Histogram of expected errors.
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Figure 5.18: Selection of the temporal filter size g as a function of the local estimated 
error in the sequence.
5.2.1 R esults and evaluation
In order to evaluate the effects of the spatio-temporal filtering we performed experi­
ments with both ground truth data to obtain objective error measurements and real 
face sequences to assess subjectively the quality of the dynamic face sequences.
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Evaluation w ith  ground-truth data
Experiments evaluating the effects of various spatio-temporal filter sizes on the recon­
structed surface are presented first. Reconstruction of a sequence of a moving ball was 
used to fit a sphere to the captured data. The reconstruction RMS error was measured 
as the RMS error of the fit. We did not use planar surfaces since they would favour 
larger spatial windows. Table 5.2 summarises the errors obtained with various fixed 
filter sizes with Og, cr^  =  5.0. cjg and at control the influence of the spatial and tempo­
ral neighbourhood respectively. For the range of filter sizes used in the experiments, 
Os, at = 5.0 has been found to provide adequate neighbourhood influence for obtaining 
smooth and detailed surfaces.
We can notice that large spatial window sizes m, n > 6 do not reduce the RMS error of 
the fit. However, the error of very noisy measurements is reduced. On the other hand, 
although large temporal window sizes reduce the error, the reduction is not significant 
for window sizes above 10 frames. As a result, we use m , n  = 4 and gmax ~  10.
Filtering face speech sequences w ith  the adaptive filter
Using m, n =  4 and gmax = 10 we applied adaptive filtering to face speech sequences. 
Reconstructions of face shape using the adaptive temporal filtering are shown in figure 
5.19. The error between the original and the filtered shape is shown in figure 5.20. 
Comparison between the results obtained using fixed and adaptive size temporal filters 
shows that the adaptive temporal smoothing reduces measurement noise in individual 
frames without significant loss of spatial resolution in dynamic sequences. Particularly 
the mouth shape is well preserved with significant reduction in noise levels.
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Spatial window size 
m, n
Temporal window size 
9
RMS error (mm) max error (mm)
0 0 1.036 5.238
2 0 0.972 5.043
4 0 0.614 4.087
6 0 0.603 3.625
8 0 0.738 2.923
10 0 0.947 2.438
0 2 0.834 5.123
0 4 0.584 4.774
0 6 0.323 4.429
0 8 0.318 4.198
0 10 0.316 3.463
0 12 0.317 3.192
0 14 0.318 3.243
0 16 0.317 3.238
4 8 0.315 3.731
4 10 0.312 2.967
4 12 0.314 2.872
Table 5.2: The RMS error obtained after filtering a spherical surface with various filter 
sizes.
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(a) No filtering (b) Fixed filtering (c) Adaptive filtering
Figure 5.19: Filtered face shape reconstructions for 3 different frames, (a) No filtering, 
(b) Filtered face with fixed temporal window size g = 10, m , n  = 4. (c) Adaptive 
temporal window size g-max = 10, m, n =  4. Mouth deformation is preserved while 
noise on rigid parts is reduced.
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(a) (b)
Figure 5.20: The error between the original and filtered shape, (a) Using fixed size 
temporal filter g = W, m , n  = 4. (b) Using adaptive filter gmax = 10, m, n =  4. Error 
(red colour) in mouth area is smaller.
5.3 N on-rigid  alignm ent
In this section we introduce a non-rigid alignment technique that computes a dense 
2D vector field Fp^ g which aligns displacement map Dp to Dg and texture map Tp to 
Tg captured at times tp and tg respectively. Non-rigid alignment of face sequences 
is needed for modelling the face dynamics captured during speech and expression. 
The estimated deformation can be used to synthesise new speech and expression as 
demonstrated in chapter fi. Optical flow estimation [8] has been widely employed to 
estimate a dense flow field for the alignment of colour image sequences. If we consider 
two colour images Ip{x,y)  and Ig{x,y)  with {x,y)  G representing two frames of 
an image sequence captured with the same camera, optical flow estimates a function 
Fp,g(x,y) = (u (i,y ), v{x, y) )  such that:
fp{x,y) ^  ^q{x + u{x,y),  y + v{x,y)),  V(a;,y) G (5.6)
where u{x,y)  and v{x,y)  are the estimated horizontal and vertical translational motion 
of point (x,y) travelling from frame p to frame q. To be able to define the motion field 
Fp g{x,y), all points (x, y) of frame p must exist in frame q. This assumption is known 
as the data conservation constraint which states that image brightness is constant over 
time such that:
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=  0 (5.7)
Three strategies [17] have been identified that are used to estimate the fiow field of an 
image sequence, namely:
1. G rad ien t-b ased  m e th o d s: [82, 176, 3, 26] where spatio-temporal partial deriva­
tives are used to estimate the image flow at each point in the image. However, 
only the motion along the direction of the gradient is available. This
is known as the aperture problem. Usually additional smoothness constraints are 
imposed to estimate the flow field. The main problem with most gradient-based 
methods is their sensitivity to noise since derivatives of the brightness are used 
for the estimation of the flow fleld.
2. C o rre la tio n -b a sed  m e th o d s; [137, 92] These techniques compare parts of the 
first image with parts of the second in terms of the similarity in brightness pat­
terns in order to determine the motion vectors. Due to the 2D scope of the 
compared regions, correlation based methods can estimate a local minimum in 
the image search and thus they do not suffer from the aperture problem of the 
gradient-based methods and tend to be resistant to random noise. Additionally, 
since the correlation windows for adjacent pixels overlap, the estimated flow field 
tends to be smooth. This can be considered as an advantage when the motion con­
sists of smooth surface deformations but not when motion discontinuities exist in 
the scene. However, correlation-based techniques can fail in relatively uniformly 
textured areas. Also, it is assumed that, at least locally, distortions caused by 
the shift in the viewing angle are negligible.
3. R egression  m e th o d s: [11, 46] The motion field is modelled as a parametric 
function of the image coordinates. Common models of image flow in a region 
include constant, affine and quadratic functions. If, for example, a  are the pa­
rameters of an affine flow model, then: u{x, y) oq -h aix  +  Ü2y
_ v{x,y) ug +  <2 4 2 ; 4 - a^y
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Recently, optical flow estimation techniques have been extended to work with motion 
discontinuities [135, 175] where the quadratic smooth term of the original gradient- 
based method by Horn and Schunk [82] is replaced by a nonquadratic one. Black and 
Anandan [17], considering that least squares operators are sensitive to noise, introduced 
a robust gradient-based optic flow estimation using the robust Lorenzian estimator 
which allows for violations of the brightness constancy and smoothness assumptions. 
Other methods aim to estimate the 3D optic flow. Vendula [169], introduced an algo­
rithm for 3D scene flow estimation directly from 2D optic flow considering that the 2D 
optic flow is just the projection of the 3D scene flow onto a plane.
In this work we introduce a correlation-based non-rigid alignment algorithm which uses 
both shape and colour information to estimate a vector field for non-rigid alignment. 
This extends standard optic flow on 2D images to include shape information. Shape 
information is useful in areas of uniform appearance to improve alignment quality. In 
facial non-rigid alignment it is important to obtain accurate correspondence of both 
visible features from the colour such as the edge of the lips and shape features such as 
regions of high-curvature (i.e. the chin) which have relatively uniform appearance. We 
therefore introduce an error function which ensures alignment of regions with prominent 
appearance or shape variation and obtains a smooth alignment in uniform regions with 
neither variation in shape or appearance. Alignment is performed only in a window in 
the lower half of the images since we are mainly interested in the mouth deformation 
during speech. Moreover, the deformations of the upper face areas are limited to small 
wrinkles of the forehead and the motion of the eyebrows during facial expressions. 
These can be ignored considering speech under neutral expression.
5.3.1 Flow field estim ation
Classical correlation-based approaches to non-rigid alignment perform a search to match 
blocks of image intensities between frames p and g. Among the most popular block 
matching criteria are the mean square error (MSB) and mean absolute difference (MAD). 
Matching using only intensity information often fails due to lack of sufficient constraints 
(i.e. sufficient texture variation within the block). To achieve a more reliable matching
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we introduce a matching error function E  that combines colour and shape information. 
In the following, Ip(x) and Dp{x) denote the colour intensity and displacement of frame 
p at point X respectively, and represents the predicted motion vector of block B
centred at (%, j)  in I  g and Dg.
(5.8)
where \Bi\ and \Bs\ are equal to the number of pixels in the texture and shape blocks, 
while wt{i,j)  and Ws{i,j) texture and shape weighting factors at point {i,j).  To 
minimise E{v{i.,j)) we perforin an exhaustive search to find the best correspondence 
within a 20 X  20 pixels region centred at {i,j). This is large enough to include the 
maximum expected non-rigid mouth motion between frames. The maximum possible 
mouth motion between two frames is the motion of the lips from a fully closed position 
to a fully open position. This is approximately 40 pixels in the 512 x 512 texture images, 
which gives a maximum motion for individual points of ±20 pixels. The v{i , j)  that 
produces the minimum error is used to define the flow field vector Fp^g{iJ).
Selection o f m atching w indow  size
The problem of deciding optimal matching window size is similar in nature to the 
problem encountered in the stereo, correspondence algorithms. The size of the matching 
blocks Bt and Bs for non-rigid alignment was chosen heuristically by evaluation of 
the alignment obtained with various window sizes. Figure 5.21 shows the alignment 
obtained around the mouth area using various window sizes for texture and shape 
matching.
Alignment was performed between an image of a closed mouth and an opened mouth 
which is a significant difference in mouth shapes and it is larger than typical frame- 
to-frame deformation. The red horizontal lines mark the location of the upper and 
lower lip lines while the green line marks the location of the chin line in the target 
reference image. Testing 3 different faces, it was found that best results are obtained 
for mouth alignment with a relatively small window size for matching texture. We use
126 Chapter 5. Spatio-temporal Analysis o f Facial Dynamics
Image to be deformed Reference image
Alignment using te x tu re  information only
3 x 3 5 x 5 7 x 7 9 x 9 11 X 11
Alignment using sh ap e  information only
7 x 7 13 X 13 19 X 19 25 X 25 31 X 31
Figure 5.21: The alignment obtained using only texture or shape information with 
various window sizes.
a of 5 X 5 pixels on the 512 x 512 images. However, larger window sizes for matching 
shape produce more accurate alignment. This is due to the fact that shape provides 
more information in regions of uniform appearance such as the chin. In the lip area, 
shape often fails to produce correct alignment since deformation of lip shape is highly 
non-rigid. We use a 25 x25  pixels window for shape matching.
Selection  o f te x tu re  wt an d  sh ap e  Wg w eights
Considering that texture provides more reliable alignment on the lip line and shape 
is more robust on the textureless chin curves, texture and shape weighting should be 
chosen to reflect this fact. To estimate accurate correspondence using block similarity 
measures in either shape or texture, we require a high local variation of the gradient in
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two orthogonal directions (i.e. a corner). Regions with smooth or linear variation are 
ambiguous and more likely to produce inaccurate correspondences than regions with 
distinct features. Therefore, to identify and emphasise local regions of high variation 
which are suitable for matching we analyse the distribution of image gradients within 
each n X m  window. We use the sum of the horizontal and vertical image gradients 
as a metric of local variation. Additionally, to penalise areas with linear variation, the 
grey-scale eccentricity is used, to define a weighting function as:
W( x , y )  =  (5.9)
where V /(æ, y) is the image gradient at pixel (.r, y) and y(x, y) the grey-scale eccentric­
ity within the window. Grey-scale eccentricity provides a local statistical measure of 
the variation in image gradients for orthogonal directions as the ratio of the principal
to the minor axis of image gradient variation [155]. This is a popular image feature
selection criterion used in the Harris corner detector [75]. We penalise regions with 
high eccentricity since their topology is likely to extend in nearby regions. Eccentricity 
can be estimated using the method of statistical moments as:
n(x, y) = ^^ 0 +  M02 +  v ^ 0 -W 2 P  +  4m?i (5 .10)
/^ 20 +  /i02 — V (/i20 -  /^02) 4- j
where pij{x.,y) is the (iyj) 2D grey-scale central moment which is defined as:
Fij =  ■ IW (a;,2/)| - x f  ' {y ’ \ " ^ f { x , y ) \ ~ ÿ y  (5.11)X y
where
3 = à ' a; ' |T7jr(%,%)i
(5.12)
3/ =  |V/(a;,i/)|
and f { x ,y )  is the grey-scale image intensity at pixel location {x,y).
This process results in the weighting of image regions based on local shape or texture 
variation which is used to combine the shape and texture information for flow field
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estimation. Figure 5.22 illustrates the weighting of regions around the mouth area of 
the face according to texture and shape information. Texture information is given more 
weight around the lip and other distinct visible features of the face such as nostrils and 
beard while shape is given more weight at areas of prominent shape gradient changes 
such as the sides of the nose and the chin where texture information is poor.
V i  I t :
(a) Texture weightsXTTTJ------
r
(b) Shape weights
Figure 5.22: Weighting of image areas for matching in the lower face area in which 
alignment is needed, (a) The texture image and the weighted features for template
matching according to texture, (b) The shape gradient image and the weighted features
for template matching according to shape. The red and green colour represent vertical 
and horizontal gradients respectively. The intensity represents the wt,s{hj) quality 
measure. Images here are inverted for better visualisation.
5 .3 .2  A lig n m en t u sin g  m o tio n  field  Fp q^
Using the estimated flow field Fp^ q we forward-warp the displacement Dp and texture 
Ip images to obtain:
Ip{x) = Ip{x-^ Fp^q{x)) (5.13)
An example of this forward warp of Ip is shown in figure 5.23a.
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(a) (b)
Figure 5.23: Alignment of an image (a) Forward waip of an image. Some areas have 
no correspondence, (b) Warp using bilinear interpolation
The warped images contain gaps since there is no one-to-one mapping between Ip and 
Ip. To obtain a complete aligned image, a parametric function can be fitted to the 
motion field data. The basic concept is to interpolate data from a set of points coming 
from known pixel data. There are several techniques for sparse data interpolation which 
can deal with large areas of missing data. In our case we use a bilinear interpolation 
function [63] which is able to maintain good visual quality when missing data areas are 
limited to a few pixels. Figure 5.23b shows a warped image using bilinear interpolation 
to fill missing pixels.
5 .3 .3  R ecu rsiv e  a lig n m en t o f  seq u en ces
To obtain more reliable alignment of frames in a sequence, a recursive scheme is used 
which first aligns adjacent frames to obtain This reduces the alignment error
since the difference in shape and appearance between consecutive frames is smaller and 
hence the matching is more robust. The final motion field estimate F) o is obtained 
by joining all intermediate vectors between t and Ü. Finally, the resulted images are 
aligned again to frame 0 to eliminate propagation of errors and to obtain the final Fi^.
5 .3 .4  R esu lts  and eva lu a tio n
Example results of non-rigid alignment for 3 different faces are shown in figure 5.24, 
where good alignment of the outside of the lip and the chin is achieved. In the example 
in the middle row, texture only information gives good alignment of lips but poor
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alignment of chin due to absence of local texture variation. Shape provides good chin 
alignment so that the combined alignment is good in most significant face areas.
G round-truth evaluation
To measure the error of the proposed algorithm, we manually marked the coordinates 
of four feature points on the outline of the lips in each frame of a speech sequence where 
all frames are aligned to the first. The coordinates of these points were compared to the 
coordinates of the corresponding points in the first frame of the sequence to measure 
the alignment RMS error as the average of the sum of the Euclidean distances between 
corresponding points. The results are summarised in figure 5.25 which shows the error 
before and after the alignment. The RMS error of the sequence before the alignment 
was 4.267 pixels which was reduced to 0.7348 pixels after the alignment.
The recursive estimation of the alignment significantly improves the final estimation 
since the difference between adjacent frames is relatively small. Figme 5.26 shows 
examples where direct alignment between frames with large deformation fails and the 
reclusive alignment succeeds. The case where an open mouth image must be aligned 
to a closed mouth image sometimes fails. This happens because featm*es are weighted 
in the open mouth image where the teeth are visible. In the target image, teeth are 
occluded and these features are matched to areas of bright texture which are usually 
skin and not lip areas.
Com parison w ith  other optic flow estim ation m ethods
A comparison of the proposed algorithm with the results obtained with the standard 
gradient-based optic flow [82] and the robust optic flow algorithm developed by Black 
[17] is presented in this section. Figure 5.27 shows the alignment obtained with the 
three methods. The standard gradient-based method fails to produce the correct result 
since the brightness constancy assumption is violated in these examples. The robust 
method produces similar results to the method proposed in this thesis. Figure 5.28 
shows the difference in pixel intensity between the aligned images produced by the two 
methods and the reference image. We can notice that the error of the robust method
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a.To be deformed b.Reference c.Texture only d.Shape only e. Combined
Alistair
Alison
loannis
Figure 5.24: Non-rigid alignment of the lower face area using shape and texture. In 
column (a) is the face to be deformed. Column (b) shows the reference face. Column (c) 
shows the deformed faces using only texture information. Column (d) shows deformed
shape and texture information.
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Frame number
Figure 5.25: The alignment error of the lips in a speech sequence of 300 frames versus 
manual ground truth. The distance of the marked features from their location in the 
first frame is drawn here. In red is the error before alignment. In blue is the error after 
alignment.
Image 3Reference image Image 1 Image 2
Direct alignment :
Recursive alignment :
Figure 5.26: Comparison of the results obtained with direct versus recursive alignment
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is slightly larger at the corners of the lips. The advantages of the proposed algorithm 
compared to Blacks optic flow [17] is its simplicity and the use of combined shape and 
texture information.
The proposed non-rigid alignment of sequences of facial deformation is suitable for 
synthesis of transitions between frames. We use this alignment technique for facial 
speech synthesis which is presented in the next chapter.
Reference Image 1 Image 2 Image 3
Std. Gradient [82]:
Recursive hierar­
chical optic flow. 
Blacks [17]:
Proposed:
Figure 5.27: Comparison with other optic flow estimation algorithms
5.4 Sum m ary
In this chapter, a framework for the analysis of captured dynamic face sequences was 
presented. The ellipsoidal mapping representation of dynamic sequences was used to 
develop techniques for temporal rigid registration, spatio-temporal filtering and non-
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Error using Blacks optic flow estimation
Error using the proposed method
Figure 5.28: Comparison of the alignment errors as difference in pixel intensities be­
tween the reference and the aligned images
rigid alignment of facial deformation. This analysis overcomes some limitations of 
previous methods to allow automatic and robust estimation of facial dynamics. Evalu­
ation shows that the dynamic behaviour of faces can be accurately captured using the 
proposed framework to allow synthesis of new face sequences based on observed facial 
dynamics which is demonstrated in the next chapter.
C hapter 6
V isual Speech Synthesis
In this chapter we present the application of non-rigid facial analysis to face synthesis. 
This is an initial simple synthesis framework to evaluate the feasibility of using captured 
facial dynamics to generate 3D speech animations.
Animation of human faces capable of producing mouth movements and emotional states 
has been a major research area. The interest in this technology has been clearly shown 
by the inclusion of animated faces in the MPEG-4 standard [163]. Moreover, the 
usefulness of this technology has been enforced by a set of perceptual experiments, 
which showed that facial animation can provide practical and subjective benefits in 
human-computer interaction, such as cues in understanding noisy speech, and positive 
feelings during waiting times [129, 115]. Realistic synthesis of visual speech is essential 
to enhance spoken language in noisy environments, to communicate well with hearing- 
impaired people, and to improve the performance of current speech recognition systems 
using a visual input. Despite all this research, most of the current facial models and 
animation techniques are still approximations of natural faces, due to the fact that 
the dynamics of human facial expressions and speech are not yet well understood, and 
often not even captured. As a result, the development of appropriate tools to animate 
synthetic 3D visual speech remains a challenging task.
In the literature of face animation, techniques can be divided into two main categories 
which are suitable for visual speech synthesis:
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1. P a ra m e tr ic  approaches, where a synthetic mouth 3D model is animated by 
changing its parameters.
2. E x am ple-based  m o rp h in g  approaches, where a small set of reference face 
images are distorted to obtain approximations of any possible mouth shape.
Most parametric talking heads are descendants of Parke’s work [130] and his partic­
ular 3D talking head. The face geometry is usually divided into several areas which 
are independently controlled between extreme shapes and associated with a parameter 
value. These parameters can control the 3D coordinates of a single point, such as lip 
corners, or they can drive complex articulatory gestures such as the tuck for labio­
dentals, or more complex facial expressions such as smiling or surprise. On the other 
hand, example-based approaches consider how the shape and colour of each point of 
the face changes according to the sound produced. These systems have the potential to 
generate realistic results since minimal processing is performed on large sets of natural 
videos of real faces. Recent successful examples of image-based visual speech synthesis 
have been presented by Ezzat et. al. [55] and Bregler et. al. [25].
However, the techniques developed currently work only in 2D. In this work, we propose 
a framework for realistic visual 3D face synthesis driven by audio. The system uses a 
real 3D video of a talking person to identify a set of 17 visemes (visual phonemes) which 
are aligned to the input audio, and then interpolates between them using the non-rigid 
flow field to achieve smooth transitions at the rate of 25 Hz. In that way, new speech 
sequences can be synthesised. This initial framework for face synthesis from captured 
3D video was published in [183].
6.1 V isem e segm en tation
In order to drive the visual synthesis from an audio speech sequence, we need to au­
tomatically segment and label input utterances in terms of phonemes. Phoneme to 
viseme mapping is then used to identify the corresponding viseme sequence which is 
rendered and synchronised with the audio stream. For this work we developed a sys­
tem using the HMM toolkit (HTK version 3.2.1) [181] to classify each input utterance
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using word-level transcriptions and the British English Pronunciations (BEEP) dictio­
nary [47]. A Hidden Markov Model (HMM) phoneme recogniser is trained using the 
MOCHA (Multi-CHannel Articulatory) database [178], which consists of 460 phoneti­
cally balanced sentences from both a male and a female speaker.
During the video-rate face capture session, we acquired synchronised 3D face and audio 
data from 51 speakers, 26 male and 25 female. For each person the following sentence, 
which elicits the 17 visemes that cover the major mouth shapes during English, was 
captured:
”She put the red textbook on top of the cold bed and said with a loud voice, sir do 
not park that car in the gap and please give me a tip. ”
Table 6.1 presents the phoneme to viseme mapping together with the corresponding 
exemplars for the above sentence. Forced alignment of the test utterances is used to 
accurately identify the start and end time stamps for each phoneme in the known 
transcription. Based on the speech timings the 3D video sequence is segmented into 
visemes. The set of 17 visemes of the table 6.1 is selected using the times of automati­
cally identified phonemes.
6.2 S ynthesis from  sp eech
For synthesis we define a viseme as Vi ~  {Di,Ti,Fi^o}-> A; is the displacement map, Ti 
is the texture map and Fi^o is the vector field deforming the viseme V{ to the neutral 
viseme Vq. For a novel speech sequence, analysis of the audio provides the viseme timing 
as shown in figure 6.1, where tf and is the start and end time of the viseme with 
ti = being the middle point representing the time instant for the static viseme Vi 
frame. If there are n  visemes in the audio sequence then the problem is to uniformly 
sample the t^^ i  time period at 25fps to produce 25 x t^_i  frames of animation.
At the sampled point t G [tj,tk] we define an intermediate frame V^ ' by linear blending 
between the visemes Vj and The knowledge of the time is used to define a 
piecewise linear weighting function as:
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Table 6.1: The phoneme to viseme mapping. Words in italics are not included in the 
example sentence.
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Figure 6.1: Viseme timing
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with 0 < lV(t) < 1. This function can be used to obtain a weighted average between 
Vj and Vk at point t. To reduce the effect of the blurring in the mouth region, where 
most of the motion exists, we first non-rigidly deform Vj and to align them with V^ 
before the blending. The two aligning vector fields and Fj are defined as:
JFL (6.2)
jf:== (1 --T4f(Z))(f% -- (6.3)
Then, we can obtain the new frame V^ by defining and as:
A  = fy(t)A- + (1 -
T* =  1V (%  4- (1 -  T^(^))li  ^ (6.4)
Ft = F . - y .
This combines the two vector fields Fj^  and Fj f^l to obtain the interpolated vector
field Fj f^i as a weighted average. The resulting vector field is used to synthesise a
displacement and colour image at each intermediate time fiaine. This results in the 
synthesis of a sequence of face shape and ajDpearance corresponding to the input audio 
speech sequence.
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6.3 R esu lts and evaluation
Figure 6.2: Synthesised speech frames of loannis.
In this section we present results of the 3D face speech synthesis system. Synthesis 
has been performed for the 51 captured faces in the database. Figure 6.2 illustrates 
a synthesised 3D face from multiple views together with the corresponding speech 
waveform. Figure 6.3 shows a close up of the mouth for the synthesised sequence of 7 
consecutive frames of representative examples of male and female faces driven by an 
audio speech for the word ’hello’. We can notice how the individual differences are 
encoded and reconstructed by the system.
Figure 6.3: Consecutive frames (25fps) for (top) male and (bottom) female subjects 
synthesising the word ‘Hello’.
The non-rigid alignment of mouth shape and appearance used to map between visemes 
allows synthesis without visible blurring or distortion at intermediate frames. Figure
6.4 illustrates three different views of 5 frames in the transition from viseme /p /  to 
viseme /a / .  This demonstrates the advantage of 3D visual face synthesis of real people 
over previous 2D approaches in allowing arbitrary viewing direction. Figure 6.5 illus­
trates other examples of 3D visual speech synthesis for multiple people pronouncing
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the consonant-vowel(CV) syllable showing the transition from f t /  to /o /. The synthe­
sised sequences for different people reproduce their individual facial characteristics as 
captured in the training phase.
Piame synthesis is implemented off-line with approximately 1 second per frame on a 
Pentium III 9üüMHz CPU while the triangulation and rendering is done in real-time 
on a GeForce4 Ti42üü GPU.
Figure 6.4; 3D face synthesis of a /p /  to / a /  transition for one person from multiple 
views.
Figure 6.6 shows a frame by frame comparison between synthesised and real faces for 
the word ” bed’. We can notice that synthesised frames are generated by linearly inter­
polating between viseme keyframes. Differences between real and synthesised frames 
are mainly due to coarticulation effects which are not addressed in the current method. 
This causes extreme mouth shape movements between the discrete visemes in a syn-
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Figure 6.5: 3D face synthesis of multiple people pronouncing a / t /  t o / o /  transition.
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thesised speech sequence which sometimes appear very fast moving. However, results 
demonstrate that the proposed framework achieves synthesis of 3D face speech se­
quences of real people with a comparable visual quality to the captured video.
(a) captured frames
(b) synthesised frames
Figure 6.6: Comparison between real and synthetic frames for the word ’’bed”.
6.4 C onclusion
A simple visual speech synthesis framework from captured 3D video was presented 
in this chapter. The synthesised frames were generated by keyframe interpolation 
between statically defined visemes. Results show that the visual quality of synthesised 
animation is comparable to captured 3D video. However, no coarticulation effects were 
considered here. Additionally, to enhance the realism of synthetic facial animation, 
rigid head movement and eye motion should also be considered. The conclusion of this 
chapter is that realistic face synthesis is feasible using captured 3D dynamics.
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C hapter 7
C onclusions and Further W ork
Realistic modelling and animation of 3D faces has been a challenge for many years in 
computer graphics and computer vision research. Computer generated human faces 
are needed in a wide range of applications from human-computer interfaces and film 
production to cosmetic surgery and forensics. The work presented in this thesis was 
concerned with the problem of capturing, modelling and animating 3D facial dynamics. 
This research provides a framework for the synthesis of dynamic face sequences which 
can be used for realistic speech and expression animation.
7.1 C onclusions
In this work, several specific contributions have been made in the area of dynamic 3D 
face modelling. The conclusions of this research are highlighted in this section.
In tro d u c tio n  o f a novel v id e o -ra te  3D face c a p tu re  sy stem . The reconstruction 
of dynamic 3D faces from camera images is still an open area for research. Most of 
the current methods can capture accurate 3D shape but most of them fail to produce 
high quality appearance information. Recently, dynamic capture systems have been 
introduced [186] but they cannot produce video-rate results. This research introduced 
a new system that is able to simultaneously acquire the 3D shape and appearance of real 
faces at video-rate. This was achieved by using active infra-red structured illumination
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together with stereo acquisition to obtain shape information. Using optical filters, the 
IR illumination is blocked from entering the colour cameras allowing for simultaneous 
capture of the natural appearance. This system provides an adequate capture volume 
to allow natural head movements during speech performance. A significant advantage 
of this implementation compared to previous work is that the simultaneous acquisition 
ensures accurate registration between face shape and appearance which is vital for 
dynamic capture. Using three capture units, the full surface of the face is captured 
from ear to ear.
A new representation o f 3D facial dynam ics as a 3D video im age sequence.
This research has introduced a technique for mapping the shape and appearance of 3D 
faces onto the surface of an ellipsoidal primitive to allow a unified representation of dy­
namic face shape and appearance as a 3D video sequence. This representation was used 
to integrate the three partial surfaces captured by stereo by simply combining overlap­
ping measurements in corresponding 2D displacement maps. Previous techniques for 
shape integration used implicit surface or volumetric representations to detect and inte­
grate overlapping surface regions. Although these techniques can handle more complex 
geometries, they are slower than the proposed method. The requirements for correct 
integration of both shape and appearance using the ellipsoidal representation is that 
all range and colour views are registered into a common coordinate frame and captured 
surface points have a unique mapping onto the ellipsoid’s surface. Evaluation showed 
that this representation is suitable for human faces. An additional advantage of treat­
ing dynamic faces as 3D video is that allows for efficient transmission of 3D data over 
computer networks. Real-time rendering of photo-realistic 3D faces can be achieved by 
most modern GPUs. Having an ellipsoidal representation of human faces also allows 
easy control of both global and local spatial resolution to provide greater detail in the 
middle regions of the face where most of the significant facial features exist (mouth, 
nose, and eyes). This representation also provides an efficient basis for further temporal 
processing to reduce noise, fill holes, and capture the dynamics 3D facial deformation.
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R ig id  re g is tra tio n . Temporal registration of dynamic face sequence is required to 
remove the rigid motion of the head so that the rigid parts of the face are aligned over 
time. This allows for identification and capture of facial deformation. Moreover, missing 
parts of the face can be filled using data from corresponding parts in the temporal 
proximity. In this work, an efficient rigid registration algorithm was introduced based 
on the popular iterative closest point registration algorithm. The difference here is the 
use of the ellipsoidal map representation to estimate closest point correspondences that 
reduces the computational requirements of the search to linear complexity.
A d ap tiv e  sp a tio -te m p o ra l filtering . Previous methods used spatio-temporal stereo 
to acquire smooth 3D surfaces. The main limitation of these methods is the inability 
to distinguish between noise and shape detail. In this work, a new adaptive spatio- 
temporal filtering technique was introduced that reduces the noise of the geometry 
while preserving the detailed shape of significant facial features. This was achieved by 
using estimates of facial deformation to adapt the filter size according to local facial 
activity.
C a p tu re  of non -rig id  3D face d e fo rm a tio n  Knowledge of non-rigid facial de­
formation can be used for realistic synthesis of facial animation. Up to date, 3D fa­
cial deformation was measured only by tracking a few feature points that are usually 
marked on a person’s face during performance. The aim of this research was to develop 
a methodology to measure dense non-rigid 3D facial deformations during speech and 
expressions. Having a smooth registered sequence of faces, the non-rigid deformation is 
detected and measured. Previous techniques use optic flow estimation to detect motion 
in image sequences. While optic flow using colour information provides good results in 
textured areas of the image (lip line), it may fail to give accurate measurements in uni­
form areas of the face. We extended standard optic flow to combine colour and shape 
information. Shape has proved to help significantly in areas of high curvature such as 
the chin and nose. Using an iterative scheme, non-rigid deformation is estimated with 
an error of less than 1  pixel in the texture image space.
An example of the application of the dynamic data to synthesise facial speech animation
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was presented in Chapter 6 . A 3D facial speech synthesis system was developed based 
on interpolation between static faces representing visemes. Intermediate frames are 
obtained by blending corresponding points to reduce motion blurring. Results demon­
strate that realistic synthesis can be obtained which is comparable to captured speech 
video.
7.2 Future work
The framework for the dynamic face capture and analysis introduced in this thesis will 
provide the basis for further research in understanding and modelling of facial dynamics. 
In this section we propose possible enhancements and improvement in particular areas 
of the development.
7.2 .1  D y n a m ic  3D  face cap tu re  and  rep resen ta tio n
The prototype 3D face capture system is able to produce 3D measurements from the 
front half of the human head. A possible extension to this system would be to allow full 
head reconstructions to be acquired. Full heads are needed particularly in the game 
and film industries to allow virtual face views to be generated. Considering the good 
reflectance characteristics of the infra-red illumination on human hair, this is a feasible 
task with the addition of a number of extra capture units to cover the full head shape. 
Existing calibration techniques [119] allow accurate and simultaneous calibration of 
cameras in circular arrangements.
Having full head data, the ellipsoidal mapping will be inappropriate for accurate rep­
resentation of full head data. Problematic areas exist around the ears and long hair, 
where complex geometry prohibits the one-to-one mapping requirement between the 
captured geometry and the ellipsoid. A proper solution to this problem would be to 
develop an alternative representation for full head data using another more suitable 
geometric primitive or a combination of multiple simple primitives.
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7 .2 .2  A n a ly sis  o f  facia l d yn am ics
The work introduced in this thesis for the analysis of facial dynamics addresses the 
problem of capturing facial deformation during performance. A statistical analysis of 
facial deformation would allow the mapping of deformations between different faces. 
Additionally, further research is needed to characterise visual speech and expressions. 
Currently, there is no agreed set of visemes that is able to represent all possible pho­
netic utterances. Moreover, speech co-articulation should be modelled to facilitate 
understanding of the dynamics of visual speech.
Another form of communication is non-verbal communication. Inexpressive speech 
is not as real as speech tha t includes emotional cues. A methodology to combine 
synthetic speech with emotions is therefore needed. A naive solution to this problem is 
to combine the motion fields of the required emotion with the required natural viseme 
to obtain an ‘emotional’ viseme. However, experiments with this simple method failed 
to produce convincing results. Although metrically, the technique worked as expected, 
our perception of the emotion is not convinced. There were cases where synthetic 
sad speech actually looked rather happy. We believe that the problem of combining 
speech with expressions should be addressed in future research with a development 
of an analytical strategy since there is no system known to date that can provide a 
satisfactory solution.
7 .2 .3  T argeted  a p p lica tio n s
The introduction of the dynamic face capture methodology opens up a range of new 
applications. In this thesis, we demonstrated that 3D facial speech synthesis is feasible 
using captured dynamics. Speech synthesis was achieved by keyframe interpolation 
between static visemes. However, ideas and implementations of current 2D speech 
synthesis methods [55, 25] should be applied to 3D faces. Moreover, the third dimension 
can possibly provide additional information than could be utilised in future speech 
synthesis systems.
The main application area targeted by this work is the low bandwidth teleconference 
systems. Although real-time reconstruction and rendering of face animation is possible
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using the displacement map representation, additional issues such as compression and 
paranieterisation should be addressed. A protocol should be defined to allow trans­
mission of displacement map videos with ellipsoidal and deformation parameters using 
video compression schemes.
Finally, another direction for research using the results of this work is face recognition. 
Currently, the University of Surrey is using this 3D face capture system to obtain 
photo-realistic 3D face models to assist in pose and illumination problems that most 
2D-based face recognition systems encounter.
A p p en d ix  A
R igid A lignm ent
Given a set of point correspondences C, we seek the rigid 3D transformation T (R , t) 
where R  is a 3 x 3 rotation matrix and t  a 3 x 1 translation vector, such that the 
sum of Euclidean distances between corresponding points in C is minimised. We follow 
a method known as full ordinary Procrustes analysis [2] which estimates a similarity 
transformation T(R , t,  s) where s > 0 is a scale parameter. Since we seek a rigid 
transformation, s is not considered here.
Let X i and X 2  be two k x 3  matrices containing the set of k corresponding point-pairs 
of C arranged in rows. The error to be minimised is therefore;
£ ;(X i,X 2 ) =  ||X 2 - X i R - l f c F | p  (A.l)
where l/j is a A: x 1 vector of ones. The translation t  is then estimated as:
t  =  (X 2 - X i ) T
(A.2)
where X =  and X(%) is the i^ '^  row of X.
which is simply the difference between the centroids of X i and Xg.
To estimate the rotation, X i and Xg are first centred to the origin. A centring matrix 
can be defined as:
1
k 
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so that X i and X 2  can be centred to the origin by left multiplying them with C:
= (A.4)
Xg^ =  CXg
Then the rotation matrix R  is estimated as:
R  =  U V ^ (A.5)
where V D U ^ =  5 'yZ)(X 2 ^Xi^) with SVD{X.) being the singular value decomposition 
of matrix X.
The combined 4 x 4  transformation matrix T  is then estimated as:
T  =  T tT x ^ R T x , (A.6 )
where T t is the translation matrix and Txa is a translation matrix transforming the 
centroid of X 2  to origin.
A p pendix  B
M odel-based 3D Face 
R epresentation
A model-based technique for photo-realistic textured 3D face reconstruction is pre­
sented in this appendix for comparison with the ellipsoidal representation presented in 
chapter 4. In the model-based representation, a generic 3D face model is deformed to 
fit the stereo captured data. Similar model-based face synthesis approaches to the one 
developed here can be found in the face reconstruction literature. In [52], a generic 
3D face model is fitted to several stereo reconstructed meshes by volume morphing 
using a radial basis function. The approach followed in [73] uses coloured markers at­
tached to human faces to automatically detect landmark features. Finally, in [133], the 
parameters of the model are adjusted to fit multiple 2D photographs of the face.
To obtain a full 3D face model we first acquire three stereo views resulting in three 
separate 3D point clouds of the visible surfaces of the face using the capture system 
described in chapter 3. A set of point correspondences are needed between the raw 
captured data and the generic face model to be able to fit the generic face model to 
captured data. In order to select suitable landmarks for correspondences we consid­
ered the MPEG-4 facial object specification standard [128]. MPEG-4 defines a set 
of PAP {facial animation parameters) tha t manipulate a set of FDP {facial definition 
parameters) to produce facial animation. An interactive technique was used to allow 
the user to specify a number of correspondences between the captured data and the
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generic face model. These correspondences are used to automatically align the stereo 
data with the prototype face model. The model is then deformed according to the set 
of correspondences and the local geometry to form a surface that closely resembles the 
geometry of the captured data. Having three calibrated colour views, texture integra­
tion is performed in a fashion similar to the one presented in section 4.3 using spherical 
coordinates.
B .l  M od el fittin g  to  captured  d ata
The task of the model-fitting is to adapt a generic face model to fit an individual’s face. 
As input to this process, we use the 3D point measurements obtained by the three 
stereo units. Since all cameras are calibrated to a common world coordinate system, 
we can combine the three point sets %%, X2 and A3  by concatenating their values to 
obtain X.
B .1 .1  T h e  p ro to ty p e  3D  face m o d el
The generic 3D face model we use is shown in figure B.l. It is a symmetric face model 
which consists of 2442 vertices and 4600 triangles. This model was derived from the 
commercial software package Metacreations Poser@v3. Mirroring was used to achieve 
symmetry. It has the advantage of having a relatively small number of vertices with 
detailed resolution at areas of high interest like eyes, mouth and nose.
Figure B.l: The generic 3D face model. Derived from ’’Metacreations Poser@v3”
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B . l . 2 F eature se le c tio n
According to MPEG-4 PDFs, a face can be defined by a set of feature points illustrated 
in figure B.2. PDFs are necessary to allow the shape and appearance of the face to be 
modified to make it look like a particular person/ character.
4 4
4 -6 :
4 4 s4 5>
10.2 ,10.1
10.9rioio ■10 .1.010.310.4 •5 .45.3 .• 5 4
10.7' 1 041 0 510.6 10.8
5.1 10.6 5.2
2.102.132.14
.2 1 0
2 112.12 2.14 2 1 22.1
Figure B.2: The MFEG-4 features according to the facial definition parameters (PDFs) 
[128]
In this work, a subset of 38 features from the MFEG-4 PDFs were manually maiked. 
Figure B.3 shows the captured point-set with the feature points plotted in red.
Figure B.3: The 3D features manually marked on captured data.
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B . l . 3 F e a tu re  a l ig n m e n t
The first step in the model fitting process is to align the captured data with the generic 
model. This is to estimate a Euclidean 3D transformation M  (translation, rotation, 
scaling) such that the sum of Euclidean distances between corresponding feature points 
is minimised. The translation and the rotation can be estimated as shown in appendix
A.
Finally, if and are the translated and rotated feature sets on the captured 
data and the model respectively, the scaling factor s can be estimated as:
« =  #  (B.l)
where A denoted the centroid of A.
B . l . 4 F ace  w a rp in g  a n d  lo c a l d e fo rm a tio n s
Once the prototype face model is aligned with the captured data it can be deformed to 
match the individual’s geometry. We employ a two stage deformation. First, we warp 
the model with a thin-plate spline (TPS) warping method [21] using the aligned features 
as morphing targets and second, we estimate local deformations to match the model to 
the local geometry of the captured data. The thin-plate spline deformation algorithm 
leads to smooth deformations in contrast to affine algorithms, which may produce 
discontinuities in straight lines. TPS can be applied in multidimensional images. The 
result of the model warping is shown in figure B.4.
TPS warping deforms the generic model such that its feature points coincide with the 
corresponding feature points of the captured data. As a last step in the model fitting 
process we estimate and apply a local deformation to all non-feature vertices of the 
model so that all vertices closely follow the geometry of the captured data. Let x^n be 
a model vertex and Ac be the set of raw data points in the vicinity of x ^ ,  where the 
vicinity is a cube of size a. Then, a 3D plane is fitted to the Ac points and a new Xm 
is projected onto that plane as shown in figure B.5. Fiu'ther example reconstructions 
with the model-based methods are shown in figure 4.17 of chapter 4.
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Generic model Warped model Matched model Textured model 
Figure B.4: Thin-plate spline warping of the model to match the captured data.
Figure B.5: Estimation of new position for a model vertex x x ' to match the 
captured data.
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A p p en d ix  C
Statistica l 3D Face M odel
In this appendix we present results for deriving a statistical 3D face model of shape and 
appearance variation from a training set of 51 captured faces using Principal Compo­
nent Analysis (PCA) [91]. A statistical face model is needed to generate new synthetic 
3D faces. PCA computes a set of orthogonal axes in the variable space ordered ac­
cording to their variance in the data. Each mode of variation is then collinear with the 
new coordinate system found by PCA. PCA is a linear statistical analysis method and 
therefore cannot model non-linear variations. PCA in our case is applied to shape and 
texture data to model the shape and texture variation so that most of the variation 
can be represented by a small number of modes. The process of building a statistical 
model is similar to the work of Cootes et. al. [38]. In practice the PCA is performed 
as an eigenanalysis of the covariance matrix of the aligned shapes and the shape-free 
textures.
A 3D face is described here with a shape vector S  and a texture vector T. Vector S  
consists of the 3D coordinates of the feature points manually selected while T  consists 
of the red, green and blue values of the texture images. We estimate the average shape 
and texture as:
S  = Si and T  — jf E j l i  ^
where N is the number of the prototype faces in the database (here 51). This centroid
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is actually the mean 3D face of the prototype faces. The maximum likelihood (ML) 
estimate of the 2N  by 2N  covariance matrix can then be written as:
SML = ^ j : l A S i - S ) ( S i - W  aiid TML =  j i T : t A T i - T ) i T i - T f  (C.2)
1 1 1 can be proved [38] that the non-zero eigenvalues A of the these matrices are the same 
as the the eigenvalues of the smaller matrices:
S m l = - k E t i i S i - W i S i - S )  and ^  (2 ) “  -  ? )  (C.3)
and the eigenvectors are given as:
î ’s =  E ,"  1 (Si -  5)*S- and =  E ,"  1 (2i -  T ) # t  (C-4)
where and Ô t are the eigenvectors of the smaller matrices S m l  and T m l  respec­
tively.
Now using the equations C .l and C.4, we can generate new 3D faces within the allowed 
variability imposed by the model with a new S  and T  vectors:
S — S  b s ^ s  and T  — T  A bx^T  (C.5)
where bs and bx are the shape and texture parameters.
C .l  G enerating novel 3D  faces
We used this 3D face model to generate new 3D faces by varying the shape and texture 
model parameters. Figure C .l shows views of faces by varying the shape only param­
eters (bs)- Each row illustrates the effects of varying a single mode of variation of the 
3D shape. Similarly, figure C.2 shows averaged shaped faces by varying the texture 
model parameters (6 r)-
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b s  = -3 \A 7
bs — ~3\/A2
bs =
bs =  0 \/Â2
bs =  3\A 7
bs =  3\/Â2
bs =  - 3 \ / Â 3  bs = Ü v /Â â  bs = 3\/Xs
Figure C.l: Novel faces generated by varying the three main modes of shape variation.
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bp = —3\/A7
br = —3\/Â2
br = 0\/X7
br —
br =  3\/A7
b r  =  3y/X2
b r  — —3 \ / \ s  b r  — O^ /Xg b r  =  3y /Xs
Figure C.2: Novel faces generated by varying the three main modes of texture variation.
A p p en d ix  D
Point w ith in  triangle algorithm
In this appendix, an algorithm for testing whether a 2D point lies within a 2D triangle 
is presented using the barycentric coordinates [151].
Let Vi{Oi,(l)i) be the vertex of the triangle under consideration with i € {1,2,3} 
and Pq{Gq^ ^o) be the 2D sampling point on the ellipsoid’s surface. Polar barycentric 
coordinates (6 (1 ,2 ,3 }) can be defined as:
bo =  {02 — ^i){^3 ~ (pi) — (^3 — ^i)(</’2 — ^ 1)
;__ i02—Oo)((p3~(po) — {&3 — Oo)i<p2—(l>o)
 ^ ~  (D.l)I _  ( O3 — 0 o )  — ( ^ 1 —(^o)(<^3 —<^o)
2  ~  bo
1 _  {0l—0o){<}>2—<t>o) — {02—0o){4>l —0 o)
^  ~  t o
Then, the position of point Pe can be classified according to its relative position with
the triangle T as shown in table D.l. P  is classified as being inside T  in cases a,b and
c.
a. if 6 1 , 6 2  and 6 3  are all > 0 then P  is strictly inside triangle T
b. if =  0  and the other two b  ^ > 0 then P  lies on the edge opposite Vi
c. if bi and bj =  0 then P  lies on Vfc
d. if 6 i < 0 then P  lies outside T
Table D.l: Detection of whether a 2D point lies within a 2D triangle using the barycen­
tric coordinates
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A ppendix  E
3D C apture System  Test 
R econstructions
E .l  R econ stru ctin g  a 3D  plane
a. 3D R econstruction b. P lane fitting
Figure E.l: (a). Reconstruction of a 3D plane using the lines IR Pattern, (b). Fitting 
a 3D plane to the captured data. The RMS error of the fit is 1.4185mm.
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a. 3D R econstruction b. P lane fitting
Figure E.2: (a). Reconstruction of a 3D plane using the spaghetti IR Pattern, (b). 
Fitting a 3D plane to the captured data. The RMS error of the fit is 0.9428mm.
a. 3D R econstruction b. P lane fitting
Figure E.3; (a). Reconstruction of a 3D plane using the IR random dot pattern. Dot
size= l pixel, Grey levels=2 (b). Fitting a 3D plane to the captured data. The RMS
error of the fit is 0.8940mm.
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a. 3D R econstruction b. P lane fitting
Figure E.4: (a). Reconstruction of a 3D plane using the IR random dot pattern. Dot 
size= 1 pixel, Grey levels=10 (b). Fitting a 3D plane to the captured data. The RMS 
error of the fit is 0.5729mm.
a. 3D R econstruction b. P lane fitting
Figure E.5: (a). Reconstruction of a 3D plane using the IR random dot pattern. Dot
size=2 pixels, Grey levels=10 (b). Fitting a 3D plane to the captured data. The RMS
error of the fit is 0.5657mm.
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a. 3D R econstruction b. P lane fitting
Figure E.6 : (a). Reconstruction of a 3D plane using the IR random dot pattern. Dot 
size=5 pixels, Grey levels=2 (b). Fitting a 3D plane to the captured data. The RMS 
error of the fit is 0.6622mm.
a. 3D R econstruction b. P lane fitting
Figure E.7: (a). Reconstruction of a 3D plane using the IR random dot pattern. Dot
size=5 pixels, Grey levels=10 (b). Fitting a 3D plane to the captured data. The RMS
error of the fit is 0.5932mm.
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E.2 R econ stru ctin g  a sphere
a. 3D R econstruction
ITO •'» ■'*
b. Sphere fitting
Figure E.8 : (a). Reconstruction of a sphere using the lines IR Pattern, (b). Fitting a 
sphere to the captured data. The RMS error of the fit is 1.1183mm.
a. 3D R econstruction b. Sphere fitting
Figure E.9: (a). Reconstruction of a sphere using the spaghetti IR Pattern, (b). Fitting 
a sphere to the captured data. The RMS error of the fit is ü.9ü49mm.
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a. 3D R econstruction b. Sphere fitting
Figure E.IO: (a). Reconstruction of a sphere using the IR random dot pattern. Dot 
size=I pixel, Grey levels=2 (b). Fitting a sphere to the captured data. The RMS error 
of the fit is 0.6321mm.
a. 3D R econstruction b. Sphere fitting
Figure E .ll; (a). Reconstruction of a sphere using the IR random dot pattern. Dot
size=l pixel, Grey levels=10 (b). Fitting a sphere to the captured data. The RMS
error of the fit is 0.6898mm.
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a. 3D R econstruction b. Sphere fitting
Figure E.12: (a). Reconstruction of a sphere using the IR random dot pattern. Dot 
size=2 pixels, Grey levels=10 (b). Fitting a sphere to the captured data. The RMS 
error of the fit is 0.7763mm.
a. 3D R econstruction b. Sphere fitting
Figure E.13: (a). Reconstruction of a sphere using the IR random dot pattern. Dot
size=5 pixels. Grey levels=2 (b). Fitting a sphere to the captured data. The RMS
error of the fit is 0.6171mm.
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a. 3D R econstruction
ao"3lC -3» ■'»
b. Sphere fitting
Figure E.14: (a). Reconstruction of a sphere using the IR random dot pattern. Dot 
size=5 pixels, Grey levels=10 (b). Fitting a sphere to the captured data. The RMS 
error of the fit is 0.9723mm.
B ibliography
[1] J. Ahlberg. Candide-3 - an updated parameterised face, technical report no. 
lith-isy-r-2326. Technical report, Dept, of Electrical Engineering, Linkoping Uni­
versity, January 2001.
[2] D. Akca. Generalized procrustes analysis and its applications in photogrammetry. 
Technical report, Institute of Geodesy and Photogrammetry, Zurich, Jun 2003.
[3] L. Alvarez, J. Weickert, and J. Sanchez. Reliable estimation of dense optical 
flow fields with large displacements. International Journal of Computer Vision., 
39(1):41—56, August 2000.
[4] P. Aschwanden and W. Guggenbuhl. Experimental results from a comparative 
study on correlation-type registration algorithms. Robust Computer Vision., pages 
268—289, 1993.
[5] R. Atienza and A. Zelinsky. Intuitive human-robot interaction through active 
3d gaze tracking. In 11th International Symposium of Robotics Research., Siena, 
Italy, Oct 2003.
[6] H. H. Baker and T. O. Binford. Depth from edge and intensity based stereo. In 
Int. Joint Conf. on Artificial Intelligence^ pages 631—636, 1981.
[7] S. T. Barnard and M. A. Fischler. Encyclopedia of Artificial Intelligence. Stereo 
Vision. New York: John Wiley, 1987.
[8] J. L. Barron, D, J. Fleet, and S. S. Beauchemin. Performance of optical flow 
techniques. International Journal of Computer Vision, 12(1):43—77, 1994.
173
174 Bibliography
[9] J. Batlle, E. Mouaddib, and J. Salvi. Recent progress in coded structured light as 
a technique to solve the correspondence problem: A survey. Pattern Recognition, 
31(7):963—982, 1998.
[10] T. Beier and S. Neely. Feature-based image metamorphosis. In SIGGRAPH 92 
Conference Proceedings, ACM  SIGGRAPH, pages 35—42, July 1992.
[11] J. Bergen, P. Anandan, K. Hanna, and R. Hingorani. Hierarchical model-based 
motion estimation. In Proceedings of Second European Conference on Computer 
Vision (ECCV-92), pages 237—252, 1992.
[12] P. Bergeron, 1985. Controlling facial expressions and body movements in the 
computer-generated animated short “Tony de Peltrie” , tutorial, SIGGRAPH 
1985.
[13] D. Bergmann. New approach for automatic surface reconstruction with 
coded light. In Proceedings of Remote Sensing and Reconstruction for Three- 
Dimensional Objects and Scenes (SPIE), volume 2572, pages 2—9, 1995.
[14] F. Bernardini and H. Rushmeier. The 3d model acquisition pipeline. Computer 
Graphics Forum, 21 (2): 149—172, June 2002.
[15] P. J. Besl and N. D. McKay. A method for registration of 3-d shapes. IEEE  
Trnsactions on Pattern Analysis and Machine Intelligence (PAMI), 14(2):239- 
256, 1992.
[16] F. Bigone, O. Henricsson, P. Fua, and M. Strieker. Automatic extraction of 
generic house roofs from high resolution aerial imagery. In Proceedings of Euro­
pean Conference on Computer Vision (ECCV), pages 85—96, 1996.
[17] M. J. Black and P. Anandan. The robust estimation of multiple mo­
tions: parametric and piecewise-smooth flow fields. Computer Vision and Image 
Understanding, 63(1):75—104, January 1996.
[18] G. Blais and M. D. Levine. Registering multiview range data to create 3d com­
puter objects. IEEE Transactions on Pattern Analysis and Machine Intelligence 
(PAMI), 17:820—824, 1995.
Bi bliography 175
[19] V. Blanz and T. Vetter. A morphable model for the synthesis of 3D faces. 
In Alyn Rockwood, editor, SIGGRAPH 1999, Computer Graphics Proceedings, 
pages 187-194, Los Angeles, 1999. Addison Wesley Longman.
[20] W. Bohler and A. Marbs. 3d scanning and photogrammetry for heritage record­
ing: A comparison. In Proceedings of the 12th International Conference on Geoin­
formatics, pages 291—298, June 2004.
[21] F. L. Bookstein. Principal warps: Thin plate splines and the decomposition of 
deformations. IEEE Transactions on Pattern Analysis and Machine Intelligence 
(PAMI), 11, June 1989.
[22] J. Y. Bouguet. Mat lab Calibration Toolbox, 2004,
www.vision.caltech.edu/bouguetj/calib_doc/index.html.
[23] Y. Boykov, O. Veksler, and R. Zabih. Fast approximate energy minimization via 
graph cuts. IEEE Transactions on Pattern Analysis and Machine Intelligence 
(PAMI), 23(11):1222—1239, 2001.
[24] Y. Boykov, O. Veksler, and R. Zabih. A variable window approach to early vision. 
IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI), 20, 
December 1998.
[25] C. Bregler, M. Covell, and M. Slaney. Video rewrite: Driving visual speech with 
audio. In Proceedings of SIGGRAPH, pages 353—360, 1997.
[26] T. Brox, A. Bruhn, N. Papenberg, and J. Weickert. High accuracy optical flow 
estimation based on a theory for warping. In Proceedings of the 8th European 
Conference on Computer Vision, May, 2004.
[27] J. C. Carr, W. R. Fright, and R. K. Beatson. Surface interpolation with radial 
basis functions for medical imaging. IEEE Transactions on Medical Imaging, 
16(1):96—107, February 1997.
[28] B. Carrihill and R. Hummel. Experiments with the intensity ratio depth sensor. 
Computer Vision, Graphics and Image Processing, 32:337—358, 1985.
176 Bibliography
[29] D. Caspi, N. Kiryati, and J. Shamir. Range imaging with adaptive color struc­
tured light. IEEE Tmnsactions on Pattern Analysis and Machine Intelligence 
(PAMI), 20(5):470—480, May 1998.
[30] G. Ghazan and N. Kiryati. Pyramidal intensity-ratio depth sensor. Technical Re­
port 121, Center for Communication and Information Technologies, Department 
of Electrical Engineering, Technion, Haifa, Israel, October 1995.
[31] D. T. Chen, A. State, and D. Banks. Interactive shape metamorphosis. In 
Symposium on Interactive 3D Graphics, ACM  SIGGRAPH, pages 43—44, April
1995.
[32] C. H. Chien and J. K. Aggarwai. Identification of 3d objects from multiple 
silhouettes using quadtrees /  octrees. Computer Vision Graphics And Image 
Processing, 36:256—273, 1986.
[33] C. Chua and R. Jarvis. 3d free form surface registration and object recognition. 
International Journal of Computer Vision, 17:77—99, 1996.
[34] P. Cignoni, C. Rocchini, and R. Scopigno. Metro; measuring error on simplified 
surfaces. Technical report. Centre National de la Recherche Scientifique, 1996.
[35] S. Clark and H, Durran-Whyte. The design of a high performance mmw radar 
system for autonomous land vehicle navigation. In Proc. International Conference 
on Field and Service Robotics, pages 292-299, Sydney, Australia, 1997.
[36] R. L. Cook. Shade trees. In Hank Christiansen, editor. Computer Graphics 
(SIGGRAPH ’84 Proceedings), volume 18, pages 223-231, July 1984.
[37] T. F, Cootes, D. H. Cooper, C. J. Taylor, and J. Graham. A trainable method 
of parametric shape description. Image and Vision Computing, 10(5):289—294, 
June 1992.
[38] T. P. Cootes and C. J. Taylor. Statistical model of appearance for computer 
vision. Technical report. Imaging Science and Biomedical Engineering, University 
of Manchester, UK, March 8, 2004.
Bibliography 177
[39] T. F. Cootes and C. J. Taylor. Active shape models, in d. hogg and r. boyle, 
editors. In 3rd British Machine Vision Conference (BMVC), pages 266—275, 
Springer-Verlag, Sept. 1992.
[40] P. Cosi, A. Fusaro, and G. Tisato. Lucia a new italian talking-head based on 
a modified cohen-massaro’s labial coarticulation model. In Proceedings of Eu- 
rospeech 2003, volume 3, pages 2269—2272, Geneva 2003.
[41] I. J. Cox, S. L. Hingorani, S. B. Rao, and B. M. Maggs. A maximum like­
lihood stereo algorithm. Computer Vision and Image Understanding (CVIU), 
63(3):542—567, 1996.
[42] B. Curless and M. Levoy. Better optical triangulation through spacetime analysis. 
In IEEE International Conference on Computer Vision (IC C V’95), pages 987- 
994, 1995.
[43] B. Curless and M. Levoy. A volumetric method for building complex models from 
range images. In ACM  Computer Graphics Proceedings, SIGGRAPH, NewOr- 
leans,USA, pages 303-312, 1996.
[44] N. D’Apuzzo. Modeling human faces with multi-image photogrammetry. In 
Three-Dimensional Image Capture and Applications V, Proc. of SPIE, volume 
4661, pages 191—197, San Jose, California, 2002.
[45] J. Davis, R. Ramamoorthi, and S. Rusinkiewicz. Spacetime stereo: a unifying 
framework for depth from triangulation. In Conference on Computer Vision and 
Pattern Recognition (C V P R ’03), volume 2, pages 359—366, June 2003.
[46] M. Davis and M. Tuceryan. Coding of facial image sequences by model-based 
optical flow. In Proceedings of International Workshop on Synthetic-Natural Hy­
brid Coding and Three Dimensional Imaging (IWSNHCSDPQI), September 5-9, 
1997.
[47] British English Pronunciations (BEEP) dictionary.
http://mi.eng.cam.ac.uk/comp.speech/Sectionl/Lexical/Beep.html.
178 Bibliography
[48] J. D. Edge and S. Maddock. Expressive visual speech using geometric muscle 
functions. In Proc. 19th Eurographics UK Chapter Annual Conference, pages 
11—18, April, 2001.
[49] D. W. Eggert, A. W. Fitzgibbon, and R. B. Fisher. Simultaneous registration 
of multiple range views for use in reverse engineering of cad models. Computer 
Vision and Image Understanding, 69(3):253—272, March 1998.
[50] P. Ekraan and W. Friesen. Manual for Facial Action Coding System. Consulting 
Psychologists Press Inc, Palo Alto, CA, 1978.
[51] A. Elfes. Sonar-based real-world mapping and navigation. IEEE Journal of 
Robotics and Automation, 3(3):249—265, 1987.
[52] R. Enciso, J. Li, D. A. Fidaleo, T-Y Kim, J-Y Noh, and U. Neumann. Synthe­
sis of 3d faces. In International workshop on Digital and Computational Video 
(D CV’99), 10 Dec 1999.
[53] J. Ens and P. Lawrence. An investigation of methods for determining depth from 
focus. IEEE Tmnsactions on Pattern Analysis and Machine Intelligence (PAMI), 
15:97—108, 1993.
[54] M. Esclier, I. Pandzic, N. Magnenat-Thalmann, and F. Bossen. Face synthesis in 
the vidas project. Comtec, 78(1):14—19, Swisscom AG, 1999.
[55] T. Ezzat, G. Geiger, and T. Poggio. Tïainable videorealistic speech animation. 
In Proceedings of ACM  SIGGRAPH, San Antonio, Texas, 2002. MIT.
[56] T. Ezzat and T. Poggio. Miketalk: A talking facial display based on morphing 
visemes. In Proceedings of the Computer Animation Conference, Philadelphia, 
PA, June 1998.
[57] O. Faugeras. Three-dimensional computer vision: a geometric viewpoint. MIT 
Press, 1993.
[58] O. Faugeras and Q. T. Luong. The Geometry of Multiple Images. The MIT Press, 
Gambridge, Massachusetts, 2001.
Bibliography 179
[59] P. Favaro, A. Meiinucci, and S. Soatto. Observing shape from defocused images. 
International Journal of Computer Vision, 52(1):25—43, April 2003.
[60] J. Feldmar and N.J. Ayache. Rigid, affine and locally affine registration of free­
form surfaces. International Journal of Computer Vision, 18(2);99—119, May 
1996.
[61] A. Fitzgibbon. Robust registration of 2d and 3d point sets. In Proceedings of 
British Machine Vision Conference (BMVC), volume II, pages 411-420, Septem­
ber 2001.
[62] A. W. Fitzgibbon and A. Zisserman. Automatic 3D model acquisition and gen­
eration of new images from video sequences. In Proceedings of European Signal 
Processing Conference (EUSIPCO ’98), Rhodes, Greece, pages 1261-1269, 1998.
[63] J. D. Foley, A. van Dam, S. K. Feiner, and J. F. Hughes. Computer Graphics: 
Principles and Practice. Addison-Wesley, second edition, 1990.
[64] P. Fua. Regularized bundle-adjustment to model heads from image sequences 
without calibration data. International Journal of Computer Vision, 38(2): 153— 
171, 2000.
[65] P. Fua and Y. Leclerc. Object-centred surface reconstruction: Combining multi­
image stereo and shading. International Journal of Computer Vision, 16(1):35- 
56, 1995.
[66] A. Fusiello and B. Caprile. Synthesis of indoor maps in presence of uncertainty. 
Robotics and Autonomous Systems, 22(2) :103—114, November 1997.
[67] A. Fusiello, V. Roberto, and E. Ti’ucco. Efficient stereo with multiple window­
ing. In IEEE Proceedings of the Conference on Computer Vision and Pattern 
Recognition, pages 858—863, June 1997.
[68] A. Fusiello, E. fflucco, and A. Verri. A compact algorithm for rectification of 
stereo pairs. Machine Vision and Applications, 12(l):16-22, 2000.
180 Bibliography
9] N. Gelfand, L. Ikemoto, S. Rusinkiewicz, and M. Levoy. Geometrically stable 
sampling for the icp algorithm. In Fourth International Conference on 3D Digital 
Imaging and Modeling (3DIM), October 2003.
[70] B. Le Goff and C. Benoit. A text-to-audiovisual-speech synthesizer for french. In 
The Fourth International Conference on Spoken Language Processing, Philadel­
phia, PA, October 1996.
[71] T. Goto, S. Kshirsagar, and N. Magnenat-Thalmann. Real-time facial feature 
tracking and speech acquisition for cloned head. In IEEE Signal Processing Mag­
azine, volume 18(3), pages 17—25, May, 2001.
[72] W. E. L. Grimson. From Images to Surfaces: A Computational Study of the 
Human Early Visual System. MIT Press, Cambridge, Massachusetts, 1981.
[73] B. Guenter, C. Grimm, D. Wood, H. Malvar, and F. Pighin. Making faces. In 
SIGGRAPH Conference Proceedings, pages 55—66, 1998.
[74] O. HallHolt and S. Rusinkiewicz. Stripe boundary codes for realtime structured- 
light range scanning of moving objects. In 8th IEEE International Conference on 
Computer Vision, volume II, pages 359—366, 2001.
[75] C. Harris and M. Stephenst. A combined corner and edge detector. In Fourth 
Alvey Vision Conference, pages 147—151, 1988.
[76] R. Hartley and A. Zisserman. Multiple View Geometry in Computer Vision. 
Cambridge University Press, Cambridge, United Kingdom, 2000.
[77] G. Hausler and D. Ritter. Parallel three-dimensional sensing by color-coded tri­
angulation. Applied Optics, 32(35)-.7164—7169, 1993.
[78] M. Hebert and E. Krotkov. 3d measurements from imaging laser radars: How 
good are they? Image and Vision Computing, 10:170—178, 1992.
[79] A. Hilton, A. J. Stoddart, and J. Illingworth. Reliable surface reconstruction 
from multiple range images. In 4ih European Conference on Computer Vision, 
pages 117—126, 1996.
Bibliography 181
[80] A. Hilton, A, J. Stoddart, J. Illingworth, and T. Windeatt. Implicit surface 
based geometric fusion. International Journal of Computer Vision and Image 
Understanding, Special Issue on CAD Based Vision, 69(3):273—291, March 1998.
[81] H. Hoppe, T. Derose, and T. Duchamp. Surface reconstruction from unorganized 
points. Computer Graphics, 26(2):71—78, 1992.
[82] B. K. P. Horn and B. G. Schunk. Determining optical flow. Artificial Intelligence, 
17:185—203, 1981.
[83] E. Horn and N. Kiryati. Toward optimal structured light patterns. Im.age and 
Vision Computing, 17(2):87—97, February 1999.
[84] P. S. Huang, Q. Hu, F. Jin, and F. P. Chiang. Color-encoded fringe projection 
and phase shifting for 3d surface contouring. International Journal of Optical 
Engineering (SPIE), 3407:477—482, 1998.
[85] T. S. Huang. Visual human face tracking and its application to lip-reading and 
emotion recognition. In Proceedings of the 7th Digital Image Computing: Tech­
niques and Applications, Sydney, Dec 2003.
[86] G. J. Iddan and G. Yahav. 3d imaging in the studio (and elswhere). 3DV Systems 
Ltd. Yokneam, Israel www.3dvsystems.com.
[87] S. Inokuchi, K. Sato, and F. Matsuda. Range-imaging for 3-d object recognition. 
International Journal of Pattern Recognition, pages 806—808, 1984.
[88] S. Inokuchi, K. Sato, and F. Matsuda. Range-imaging for 3d object recognition. 
In International Conference on Pattern Recognition, pages 806—808, 1984.
[89] S. S. Intille and A. F. Bobick. Incorporating intensity edges in the recovery of 
occlusion regions. In International Conference on Pattern Recognition (ICPR), 
volume 1, pages 674—677, Vienna, Austria, 1994.
[90] S. W. Kim J. T. Oh, S. Y. Lee. Scanning projection moire grating moire topog­
raphy. International Journal of Optical Engineering (SPIE), 3958:46—51, 2000.
182 Bibliography
[91] R. A. Johnson and D. W. Wichern. Multivariate Statistics, A Practical Approach. 
Chapman & Hall, London/NewYork, 1988.
[92] D. S. Kalivas and A. A. Sawchunk. A region matching motion estimation algo­
rithm. CVGIP, Image Understanding, 54(2):275—288, 1991.
T. Kanade. Virtualized reality: putting reality into virtual reality. In 2nd In­
ternational Workshop on Object Representation for Computer Vision, ECCV, 
1996.
4] T. Kanade and M. Okutomi. A stereo matching algorithm with an adaptive 
window: Theory and experiments. IEEE Transactions on Pattern Analysis and 
Machine Intelligence (PAMI), pages 16(9):920-932, September, 1994.
[95] S. B. Kang, R. Szeliski, and J. Chai. Handling occlusions in dense multi-view 
stereo. In IEEE Computer Vision and Pattern Recognition (C VP R’Ol), 2001.
[96] R. Klette, K. Schluns, and A. Koschan. Computer Vision. Three Dimensional 
Data from Im.ages. Springer, Singapore, 1998.
[97] D. E. Knuth. Seminumerical Algorithms, volume 2 of The Art of Computer Pro­
gramming. Addison-Wesley, Reading, Massachusetts, second edition, 10 January 
1981.
[98] J. G. Ko, K. N. Kim, and R. S. Ramakrishna. Facial feature tracking for eye- 
head controlled human computer interface. In Proc. IEEE Region 10 Interna­
tional Conference on Electrical and Electronic Technology (TENCO N’99), Cheju, 
Korea, Sept. 1999.
[99] V. Kolmogorov and R. Zabih. Computing visual correspondence with occlu­
sions using graph cuts. In IEEE International Conference on Computer Vision 
(IC C V’Ol), Volume II, pages 508—515, 2001.
[100] V. Kolmogorov and R. Zabih. Multi-camera scene reconstruction via graph cuts. 
In In European Conference on Computer Vision, volume 3, pages 82—96, 2002.
Bibliography 183
[101] A. Koschan, V. Rodehorst, and K. Spiller. Color stereo vision using hierarchical 
block matching and active color illumination. In International Conference on 
Pattern Recognition (ICPR), volume I, pages 25—29, Vienna, Austria, 1996.
[102] V. Krishnamurthy and M. Levoy. Fitting smooth surfaces to dense polygon 
meshes. In SIGGRAPH ’96 Conference Proceedings, Annual Conference Series, 
pages 313—324, ACM SIGGRAPH, Aug 1996.
[103] N. Kutulakos and M. Seitz. A theory of shape by space carving. Technical report, 
University of Rochester CS Technical Report 692, 1998.
[104] P. Lancaster and K. Salkauskas. Curve and Surface Fitting, An Introduction. 
Academic Press, London, 1986.
[105] Cyberware laser 3D scanners, http://www.cyberware.com/.
[106] A. Laurentini. The visual hull concept for silhouette based image understand­
ing. IEEE Tmnsactions on Pattern Analysis and Machine Intelligence (PAMI), 
16(2):150—162, 1994.
[107] A. Lee, H. Moreton, and H. Hoppe. Displaced subdivision surfaces. In Proceedings 
of the 27th annual conference on Computer graphics and interactive techniques, 
pages 85—94. ACM Press/Addison-Wesley Publishing Co., 2000.
[108] W. S. Lee and N. Magnenat-Thalmann. Head modeling from pictures and mor­
phing in 3d with image metamorphosis based on triangulation. In Modelling and 
Motion Capture Techniques for Virtual Environments - Magnenat-Thalmann,N. 
and Thalmann,D. (Eds.), pages 254—268. Lecture Notes in Artificial Intelligence 
1537, Springer Verlag, 1998.
[109] Y. Lee, D. Terzopoulos, and K. Waters. Realistic modeling for facial animation. 
In SIGGRAPH 95 Conference Proceedings, ACM  SIGGRAPH, pages 55—62, 
August 1995.
[110] M. Levoy, K Pulli, B. Curless, S. Rusinkiewicz, D. Koller, L. Pereira, M. Ginz- 
ton, S. Anderson, J. Davis, J. Ginsberg, J. Shade, and D. Fulk. The digital
184 Bibliography
michelangelo project: 3d scanning of large statues. In SIGGRAPH Conference 
Proceedings, pages 131—144, New Orleans, Louisiana, 23-28 July, 2000.
[111] P. Liepa. Filling holes in meshes. In Proceedings of the Eurographics/A CM SIG­
GRAPH symposium on Geometry processing, pages 200-205. Eurographics Asso­
ciation, 2003.
[112] W. Lieu, Z. Wang, G. Mu, and Z. Fang. Color-coded projection grating method 
for shape measurement with a single exposure. Applied Optics, 39(20):3504— 
3508, 2000.
[113] G. Loy, E. Holden, and R. Owens. A 3d head tracker for an automatic lipreading 
system. In Proceedings of Australian Conference on Robotics and Automation 
(ACRA2000), Melbourne Australia, August 2000.
[114] S. J. Marshall, R. C. Rixon, D. N. Whiteford, and J. T. Gumming. The ortho­
form 3-dimensional clinical facial imaging system. In Proc. Int. Fed. Hosp. Eng. 
Congress 15, pages 83—87, 1998.
[115] D. W. Massaro. Perceiving Talking Faces: Prom Speech Perception to a Behavioral 
Principle. MIT Press, 1997.
[116] D. W. Massaro, M. M. Cohen, J. Beskow, and R. A. Cole. Developing and 
Evaluating Conversational Agents. MIT Press, Cambridge, MA, 2000.
[117] A. M. Mclvor. Calibration of a laser strip profiler. In 3D Digital Imaging and 
Modeling, pages 92—98, 1998.
[118] G. Van Meerbergen, M. Vergauwen, M. Pollefeys, and L. VanGool. A hierarchical 
stereo algorithm using dynamic programming. International Journal of Computer 
Vision, 47(1):275—285, April 2002.
[119] J. R. Michelson. Multiple-camera studio methods for automated measurement of 
human motion. PhD thesis, CVSSP, University of Surrey, UK, December 2003.
[120] J. Migdal. Depth perception using a trinocluar camera setup and sub-pixel image 
correlation algorithm. Technical report, Mitsubishi Electric Research Laborato­
ries Cambridge Research Center, May 19, 2000.
Bibliography 185
[121] S. Morishima, K. Aizawa, and H. Harasliima. A real-time facial action action im­
age synthesis driven by speech and text. Visual Communication and Image pro­
cessing ’90, the Society of Photo optical Instrumentation Engineers, 1360:1151— 
1158,1990.
[122] M. Nahas, H. Huitric, and M. Sanintourens. Animation of a b-spline figure. The 
Visual Computer, 3(5):272—276, March 1988.
[123] S. K. Nayar, M. Watanabe, and M. Noguchi. Real-time focus range sen­
sor. IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI), 
18(12):1186—1198, 1996.
[124] A. V. Nefian, L. H. Liang, X. X. Liu, and X. Pi. Intel Adio-visual Speech Recog­
nition, www.intei.com/reseai'ch/mrl/research/avcsr.htm.
[125] M. M. Nevado, J. G. Garcia-Bermejo, and E. Z. Casanova. Obtaining 3d models 
of indoor environments with a mobile robot by estimating local surface directions. 
Robotics and Autonomous Systems, 48(2-3): 131—143, September 2004.
[126] Y. Ohta and T. Kanade. Stereo by intra- and intra-scanline search using dynamic 
programming. IEEE Transactions on Pattern Analysis and Machine Intelligence 
(PAMI), 7:139—154, 1985.
[127] T. Pajdla. Laser plane range finder: The implementation at the cvl. Technical 
report. Computer Vision Laboratory, Czech Technical University, 1995.
[128] I. S. Pandzic and R. Forchheimer, editors. MPEG-j Facial Animation - The 
standard, implementations and applications. John Wiley & Sons, 2002.
[129] I. S. Pandzic, J. Ostermann, and D. Milieu. User evaluation; synthetic talking 
faces for interactive services. Visual Computer, 15:330—340, 1999.
[130] F. I. Parke. A parametrized model for facial animation. IEEE Computer Graphics 
and Applications, 2(9):61—70, 1982.
[131] P. I. Parke and K. Waters. Computer Facial Animation. A. K. Peters, Wellesley,
1996.
186 Bibliography
[132] F. W. De Piero and M. M. Trivedi. 3-d computer vision using structured light: 
Design, calibration, and implementation issues. Advances in Computers, 43:243— 
278, 1996,
[133] F. Pighin, J. Hecker, D. Lischinski, R. Szeliski, and D. H. Salesin. Synthesizing 
realistic facial expressions from photographs. In SIGGRAPH Conference Pro­
ceedings, pages 75—84, 1998.
[134] M. Proesmans and L. VanGool. Active acquisition of 2d shape for moving objects. 
In International Conference on Image Processing, pages 647—650, 1996.
[135] M. Proesmans, L. VanGool, E. Pauwels, and A. Oosteiiinck. Determination of 
optical flow and its discontinuities using non-linear diffusion. In 3rd Eurpoean 
Conference on Computer Vision (ECCV’94)^ volume 2, pages 295—304, 1994.
[136] K. Pulli, H. Abi-Rached, T. Duchamp, L. G. Shapiro, and W. Stuetzle. Acquisi­
tion and visualization of colored 3d objects. In Proceedings of the International 
Conference on Pattern Recognition (ICPR), pages 11-15, 1998.
[137] G. M. Quenot. Computation of optical flow using dynamic programming. In 
lA PR Workshop on Machine Vision Applications, pages 249—252, Nov, 1996.
[138] P. Ratner. 3-D Human Modeling and Animation. Wiley, second edition edition, 
April 2003.
[139] W. T. Reeves. Simple and complex facial animation: Case studies. In SIGGRAPH  
90 Course notes, Course 26, State of the Art in Facial Animation, pages 88—106, 
1990.
[140] C. Rocchini, P. Cignoni, F. Ganovelli, C. Montani, P. Pingi, and R. Scopigno. The 
marching intersections algorithm for merging range images. Visual Computer, 
20:149—164, 2004.
[141] C. Rocchini, P. Cignoni, C. Montani, P. Pingi, and R. Scopigno. A low cost 
3d scanner based on structured light. In Eurographics (EG 2001) Proceedings, 
A. Chalmers and T.M. Rhyne, editors, volume 20(3), pages 299—308, Blackwell 
Publishing, 2001.
Bibliography 187
[142] S. Roy and I. J. Cox. A maximum-flow formulation of the n-camera stereo cor­
respondence problem. In International Conference on Computer Vision (ICCV), 
pages 492—499, 1998.
[143] S. Rusinkiewicz, O. Hall-Holt, and M. Levoy. Real-time 3d model acquisition. In 
Proc. ACM  SIGGRAPH, pages 438—446, 2002.
[144] S. Rusinkiewicz and M. Levoy. Efficient variants of the icp algorithm. In Third 
International Conference on 3D Digital Imaging and Modeling (3DIM 2001), May 
2001 .
[145] J. Salvi, J. Pages, and J. Batlle. Pattern codification strategies in structured light 
systems. International Journal of Pattern Recognition, 37(4):827—849, April 
2004.
[146] G. Sansoni, S. Lazzari, S. Peli, and F. Docchio. 3d imager for dimensional gauging 
of industrial workpieces: state of the art of the development of a robust and 
versatile system. In International Conference on Recent Advances in 3-D Digital 
Imaging and Modeling, volume 2572, pages 19—26, Otawwa, Ontario, Canada,
1997.
[147] D. Scharstein and R. Szeliski. Stereo matching with non-linear diffusion. In Con­
ference on Computer Vision and Pattern Recognition (C V P R ’96), pages 343— 
350, 1996.
[148] D. S chars tein and R. Szeliski. High-accuracy stereo depth maps using structured 
light. In IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition (CVPR 2003), volume 1, pages 195-202, June 2003.
[149] D. Scharstein, R. Szeliski, and R. Zabih. A taxonomy and evaluation of dense 
two-frame stereo correspondence algorithms, 2001.
[150] C. Schmid and A. Zisserman. The geometry and matching of curves in multiple 
views. In Proceedings of European Conference on Computer Vision (ECCV), 
pages 104—118, 1998.
188 Bibliography
[151] R. J. Segura and F. R. Feito. Algorithms to test ray-triangle intersection, compar­
ative study. Journal of Winter School of Computer Graphics (WSCGOl), 9(3):SH 
76, February, 2001.
[152] J. P. Siebert and S. J. Marshall. Human body 3d imaging by speckle texture 
projection photogrammetry. In Sensor Review 20, volume 3, pages 218—226, 
2000 .
[153] A. D. Simons and S. J. Cox. Generation of mouthshapes for a synthetic talking 
head. In Proceedings of the Institute of Acoustics, volume 12, pages 475—482, 
Great Britain, 1990.
[154] D. Skocaj and A. Leonardis. Range image acquisition of objects with nonuniform 
albedo using structured light range sensor. In Proceedings of the 15th Interna­
tional Conference on Pattern Recognition (ICPR), volume 1, pages 778—781, 
2000 .
[155] M. Sonka, V. Hlavac, and R. Boyle. Image Processing, Analysis, and Machine 
Vision. PWS, Brooks/Cole, second edition, 1999.
[156] M. Soucy and D. Laurendeau. A general surface approach to the integration 
of a set of range views. IEEE Tmnsactions on Pattern Analysis and Machine 
Intelligence (PAMI), 17(4):344—358, April 1995.
[157] MVI Technical Staff. Frequency Modulated Coherent Laser Radar Technology, 
L4-LR200-Technical-Report. Leica Geosystems.
[158] J. R. Starck. Human Modelling from Multiple Views. PhD thesis, CVSSP, Uni­
versity of Surrey, UK, July 2003.
[159] A. J. Stoddart, S. Lemke, A. Hilton, and T. Renn. Estimating pose uncertainty 
for surface registration. In Proceedings of British Machine Vision Conference 
(BMVC), 1996.
[160] W. Sun, A. Hilton, R. Smith, and J.Illingworth. Layered animation of cap­
tured data. Visual Computer: International Journal of Computer Graphics, 
17(8):457—474, 2001.
Bibliography 189
[161] R. Szeliski. Shape from rotation. In IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition (C VP R’91), pages 625—630, 1991.
[162] R. Szeliski and G. Hinton. Solving random-dot stereograms using the heat equa­
tion. In IEEE Proceedings of the Conference on Computer Vision and Pattern 
Recognition, pages 284—288, June 1985.
[163] A. M. Tekalp and J. Ostermann. Face and 2-d mesh animation in mpeg-4. Signal 
Processing: Image Communication, 15:387—421, 2000.
[164] D. Terzopoulos and K. Waters. Physically-based facial modeling, analysis, and 
animation. Journal of Visualization and Computer Animation, 1:73—80, 1990.
[165] E. Ti’ucco and A. Verri. Introductory Techniques for 3 - D  Computer Vision. 
Prentice-Hall, New Jersey, USA, second edition, 1998.
[166] G. Turk and M. Levoy. Zippered polygon meshes from range images. In SIG­
GRAPH Conference Proceedings, pages 311—318, 1994.
[167] M. Turk and A. Pentland. Eigenfaces for recognition. Journal of Cognitive Neu­
roscience, 3(1), 1991.
[168] L. VanGool, F. Defoort, R. Koch, M. Pollefeys, M. Proesmans, and M. Ver­
gauwen. 3d modeling for communications. In International Proceedings on Com­
puter Graphics, pages 482—487, 1998,
[169] S. Vedula, S. Baker, P. Rander, R. Collins, and T. Kanade. Three-dimensional 
scene flow. In International Conference on Computer Vision (ICCV), volume 2, 
pages 722—729, 1999.
[170] S. Vedula, P. Rander, H. Salto, and T. Kanade. Modeling, combining, and ren­
dering dynamic real-world events from image sequences. In Proc. 4ldi Conference 
on Virtual Systems and Multimedia (VSMM98), pages 326—332, 1998.
[171] V. Venkateswar and R. Chellappa. Hierarchical stereo and motion correspondence 
using feature groupings. International Journal of Computer Vision, 15:245—269, 
1995.
190 Bibliography
[172] G. Wang, Z. Hu, F. Wu, and H. Tsui. Implementation and experimental study 
on fast object modeling based on multiple structured stripes. Optics and Lasers 
in Engineering, 42(6):627—638, December 2004.
[173] J. Wang and M. M. Oliveira. A hole-filling strategy for reconstruction of smooth 
surfaces in range images. In Brazilian Symposium on Computer Graphics and 
Image Processing (SIBGRAPI03), Sao Carlos, Sao Paolo, Brazil, October, 2003.
[174] K. Waters and D. Terzopoulos. A physical model of facial tissue and muscle 
articulation. In SIGGRAPH Facial Animation Course Notes, pages 130—145, 
1990.
[175] J. Weickert. On discontinuity-preserving optic flow. In Proc. Computer Vision 
and Mobile Robotics Workshop (CVM R’98), pages 115—122, Sept, 1998.
[176] J. Weickert and C. Schnorr. Variational optic flow computation with a spatio- 
temporal smoothness constraint. Journal of Mathematical Imaging and Vision, 
14(3):246—255, May 2001.
[177] J. J. Williams and A. K. Katsaggelos. An hmm-based speech-to-video synthesizer. 
IEEE Transactions on Neural Networks, 13(4):900—915, July 2002.
[178] A. A. Wrench. The Articulatory Database Registry: MOCHA-TIMIT, EPSRC 
grant GR/L78680. Centre for Spch. Tech. Res., Univ. of Edinburgh, UK, 1999. 
[http: /  /  www.cstr.ed.ac.uk/artic/mocha.html].
[179] J. Yin and J. R. Cooperstock. Improving depth maps by nonlinear diffusion. In 
12th International Conference on Computer Graphics, Visualization and Com­
puter Vision, Feb, 2004.
[180] L. Yin and A. Basu. Mpeg4 face modeling using fiducial points. In Proceedings of 
International Conference on Image Processing, volume 1, pages 109—112, 1997.
[181] S. J. Young, D. Kershaw, J. Odell, and P. Woodland. The H TK  Book (for version 
3.2.1). Cambridge University, http://htk.eng.cam.ac.uk/docs.shtm l, 2002.
Bi bliography 191
[182] I. A. Ypsilos, A. Hilton, and S. Rowe. Video-rate capture of dynamic face shape 
and appearance. In IEEE Proceedings of the International Conference on Au­
tomatic Face and Gesture Recognition (FG R’04), pages 117—122, Seoul, Korea, 
May 2004.
[183] I. A. Ypsilos, A. Hilton, A. Turkman!, and P. J. B. Jackson. Speech-driven face 
synthesis from 3d video. In IEEE Proceedings of 3D data processing, visualization 
and transmission (3D PVT’04), pages 58—65, Thessaloniki, Greece, Sep 2004.
[184] L. Zhang, B. Curless, and S. M. Seitz. Rapid shape acquisition using color 
structured light and multi-pass dynamic programming. In The 1st IEEE In­
ternational Symposium on 3D Data Processing, Visualization, and Transmission 
(3DPVTT2), pages 24—36, June 2002.
[185] L. Zhang, B. Curless, and S. M. Seitz. Spacetime stereo: Shape recovery of 
dynamic scenes. In Conference on Computer Vision and Pattern Recognition 
/CVPR'Og;, 2003.
[186] L. Zhang, N. Suavely, B. Curless, and S. M. Seitz. Spacetime faces: high resolution 
capture for modeling and animation. ACM  Transactions on Graphics (TOG), 
23(3):548—558, 2004.
[187] S. Zhang and P. Huang. High resolution, real-time dynamic 3d shape acquisi­
tion. In IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, June 2004.
[188] Y. Zhang, E. C. Prakash, and E. Sung. Anatomy-based 3d facial modeling for 
expression animation. International Journal of Machine Graphics and Vision, 
ll(l):53-76 , 2002.
[189] Y. Zhang, E. C. Prakash, and E. Sung. Efficient modeling of an anatomy- 
based face and fast 3d facial expression synthesis. Computer Graphics Forum, 
22(2):159—169, June 2003.
[190] Z. Zhang. A flexible new technique for camera calibration. IEEE Transactions 
on Pattern Analysis and Machine Intelligence, 22(11):1330-1334, 2000.
192 Bibliography
[191] Z. Zhii and Q. Ji. Eye and gaze tracking for interactive graphic display. Machine 
Vision and Applications, 15:139—148, 2004.




