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Independent Components Analysis is a Blind Source Separation method that aims to find the pure source 
signals mixed together in unknown proportions in the observed signals under study. It does this by searching 
for factors which are mutually statistically independent. It can thus be classified among the latent-variable 
based methods. Like other methods based on latent variables, a careful investigation has to be carried out 
to find out which factors are significant and which are not. Therefore, it is important to dispose of a validation 
procedure to decide on the optimal number of independent components to include in the final model. This 
can be made complicated by the fact that two consecutive models may differ in the order and signs of 
similarly-indexed ICs. As well, the structure of the extracted sources can change as a function of the number 
of factors calculated. Two methods for determining the optimal number of ICs are proposed in this article and 
applied to simulated and real datasets to demonstrate their performance. 
1. Introduction 
Independent Components Analysis (ICA) [1,2] is a method that was 
developed in the early 1980s in the domain of signal processing. It is 
now being applied to all domains where signals have to be analysed, 
including analytical chemistry [3], but also in statistical process 
control [4], in the biomedical field (e.g., for the removal of ocular 
artefacts from electroencephalograms [5,6], or for the detection of 
brain tumours [7,8]) and in image analysis [9]. ICA can be used to 
remove artefacts [7,8,10,11], separate sources [12-14] or identify 
constituents in a mixture [14-17], 
ICA is a latent variable-based method, i.e. it is based on the con-
struction of latent variables, or factors, called independent Components 
(ICs), which are linear combinations of the original variables. The ICs 
are assumed to correspond to the signals of the pure sources present 
in the analysed mixtures (or to signals related to the pure sources, as 
in ref. [18] for instance, where the ICs correspond to the difference 
spectra of the pure components taken two by two). The hypothesis 
used to enable the extraction of the "pure source signals" is that these 
vectors are statistically independent, as opposed to Principal Compo-
nents Analysis (PCA) [19] which is based on calculating orthogonal 
vectors that maximise the amount of variance extracted from the data. 
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As there are several approaches in assessing statistical independence, 
there exist several different ICA algorithms (FastICA [20], Joint Approxi-
mate Diagonalization of Eigenmatrices (JADE) [21], InfoMax [22], 
Mean-Field ICA [23], Kernel ICA [24,25], Mutual Information Least 
Dependent Component Analysis [26,27], Stochastic Non-Negative 
Independent Components Analysis [27,28], Robust Accurate Direct 
Independent Components Analysis aLgorithm (RADICAL) [29]). 
One major issue when using a model based on latent variables (LVs) 
is the determination of the number of LVs to use. This can be done by 
building A models (A>1), with from 1 to A factors respectively, and by 
estimating the error (or another statistic) associated with each model. 
When an optimum is reached, or when no significant change in the 
statistic used is observed, the corresponding number of LVs is con-
sidered to be optimal. The validation of models performed in this way 
presupposes that when two consecutive models are constructed, the 
corresponding LVs are related to the same information in the data. 
This is the case for nested models (such as PCA [19], Principal Compo-
nents Regression (PCR) [30], or Partial Least-Squares (PLS) regression 
[31], for example), where the A + 1-factor model corresponds to the 
A-factor model to which factor A + 1 is added. ICA models, however, 
are not nested, and it can occur that when going from the A-factor 
model to the A +1-factor model, some ICs do not have the same index 
in both models, and/or do not have the same sign, or are simply different. 
This problem can also arise if standard cross-validation (CV) 
[32,33] is used to determine the optimal dimensionality of an ICA 
model: it may happen that the set of A ICs built after removal of 
cross-validation segment n are different from the set of ICs built after 
removal of cross-validation segment m (m^n) . Hence, precautions 
need to be taken when cross-validating ICA models. The use of 
Procrustes rotation proposed by Westad et al. [18] partly solves 
this ambiguity. In order to compare the quality of consecutive 
ICA models, and help choose the appropriate number of ICs to in-
clude in the model, an uncertainty parameter was also proposed, 
defined as in Eq. (1): 
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where s2(sa) is the estimated uncertainty variance of the ath ICA 
loading, M is the number of cross-validation segments, sa is the 
ath loading vector of the ICA model built with all objects, while 
sa( —m) corresponds to the ath loading vector from the model 
built after removal of cross-validation segment m. 
Wang et al. [34] have also proposed to build consecutive ICA 
models (with from 1 to A ICs), to reconstruct the X matrix with each 
of them, yielding Xa when the a-IC ICA model is built (\<a<A), and 
to compute a Sum of Squared Residuals (SSR) between the original 
and the reconstructed X for each model. The model corresponding to 
a minimal SSR is optimal: 
SSR 
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Another interesting parameter to estimate the quality of an ICA 
model in the Amari index [35], defined as: 
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where p¡¡ = (A_1A),j, the matrix A being the mixing matrix (see the 
THEORY section). The computation of the Amari index requires that 
the theoretical A matrix be known, which is not normally the case. 
As to interpretation, a small value of the Amari index is indicative of 
a satisfactory model. Indeed, the best possible model corresponds to 
A = A, in which case Pen- would be equal to 0. However, in reality, 
this ideal situation is not attained, and Monakhova et al. [35] indicate 
that a Perr value below 0.05 is obtained when a good decomposition is 
reached, while a Perr value above 0.2 corresponds to an "unacceptably 
poor performance". 
Another method, called SONIC [36], standing for Simulated Ordered 
Negentropy of Independent Components, was recently proposed for 
the determination of the correct number of ICs. The SONIC method 
is based on the Gap statistic [37], which was originally developed 
to estimate the number of clusters in a multivariate data set. SONIC 
works by comparing the negentropy value of estimated ICs to its 
expected value (in so far as it is known). The negentropy is calcu-
lated as the difference between the entropy of a Gaussian variable 
and that of the measured variable, both variables having the same 
mean and standard deviation. It is always positive. 
Although several methods have already been proposed to determine 
the optimal number of ICs, not all of them can be applied in every case: 
For example, as was mentioned earlier, the Amari index requires the 
mixing matrix (i.e., the proportions in which the pure components are 
mixed) be known, which is often not the case. The same is the case 
for the SONIC method, where the estimated negentropy value is com-
pared to the expected one, implying that the negentropy is known, 
which again is not usually the case. Therefore, and as was pointed out 
recently by Poncela [38], "a further direction for research in ICA could 
be to develop a test statistic for the number of ICs." The objective of 
this article is to propose two fast and simple methods to determine 
the optimal dimensionality of ICA models, which do not require any 
knowledge of the mixing matrix A or of the pure signals, but which 
rely solely on the characteristics of the experimental data and the 
extracted vectors. These methods have been tested on different (simu-
lated and real) data sets, and were compared to the method based on 
the computation of the SSR statistic, and to a slightly modified ver-
sion of the method proposed by Westad et al. 
2. Theory 
2.1. independent Components Analysis (¡CA) 
In Independent Components Analysis, one assumes the mxp X 
matrix can be decomposed as 
X = AS (4) 
where S is the fcxp matrix of k independent source signals (in rows), 
called the Independent Components, and A is the mxk mixing matrix. 
ICA aims at determining both A and S, knowing only X, by assuming 
that the source signals are mutually statistically independent, and 
that their mixing (yielding X) is linear. ICA, which aims to maximise 
independence between the extracted components, assumes that the 
"pure source signals" are less Gaussian than their mixtures (Central 
Limit Theorem) and so maximises the non-Gaussianity of the extracted 
ICs. 
By analogy with other latent-variables based methods, such as PCA, 
the signals in the rows of S (the Independent Components) can be 
assimilated to loadings vectors, while the values in the rows of the 
mixing matrix A, which correspond to the proportions of the different 
pure signals in the mixed signal in each row, can be assimilated to 
scores vectors. 
For this study, ICA calculations were done using the JADE algo-
rithm [21]. 
2.2. Validation methods 
2.2.1. The 'TCA-by-Blocks" method 
The method presented here starts by splitting the data matrix into 
B blocks of samples of approximately equal size (equal numbers of 
rows). Care must be taken in the construction of these blocks, so 
that the samples in each block are representative of the whole data 
matrix. The size of the blocks must be large enough to enable the 
computation of an ICA model with sufficient ICs (the maximum 
number of computed ICs, Am3K, should exceed the expected optimal 
number of ICs). 
For each of these predefined blocks, Am3K ICA models are comput-
ed, with from 1 to Am3X ICs. Since the signs of ICs of different models 
representing the same source signal may change from one model to 
another and from one block to another, the signs of the vectors in A 
and in S are adjusted so that the most intense value in each vector 
of S is positive. ICs corresponding to true source signals should be 
found in all representative subsets of samples, or row blocks, of 
the full data matrix. Such true ICs calculated from different blocks 
should be strongly correlated. When too many ICs are extracted, 
they will tend to contain noise characteristic of only that particular 
block. These noisy ICs will then have lower correlations with the 
ICs extracted from other blocks. Similarly, when too few ICs are 
extracted, they might correspond to mixtures of pure source signals 
in different proportions for different blocks, in which case the corre-
lations between ICs from different blocks would be lower. 
This procedure results in B models with 1 IC, B models with 2 ICs, 
and so on up to B models withAm3X ICs. All the models computed with 
the same number, n, of ICs, (l<n<yimax), are then compared by 
calculating the absolute correlation between each pair of pure signals, 
or ICA-loadings, forming the rows of the S matrices for the B different 
blocks. In the general case, for n-ICs ICA models, an n.B x n.B correlation 
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Fig. 1. The correlation matrix of 3-ICs ICA models applied on the 3 Blocks of a data matrix where only 2 ICs are significant. The 'f symbols represent large correlations. 
matrix is obtained. The correlation of an IC with itself being equal 
to 1, the correlation matrix will have l's along the diagonal. As 
well, the correlations between different ICs of the same block being 
theoretically equal to zero, the correlation matrix will also contain 
(n2 — n)xB values very close to zero. If all n ICs are significant, they 
will appear in each of the B models, although possibly in a different 
order, so that the correlation between equivalent ICs in different blocks 
will be close to 1. If too many ICs are extracted from the blocks, the 
extraneous ICs will contain a significant contribution related to noise, 
and so will be significantly less correlated to all of the ICs from the 
other blocks. 
Each correlation matrix is then vectorised, and its elements are 
sorted in decreasing order to give what will be called a correlation-
vector. The sorted correlation-vector is of length (nxB)2, with the 
first nxB values equal to 1. The correlation matrix being symmetrical, 
all the other values are duplicated. 
As a simple example, let us assume that B = 3, n = 3 and the optimal 
number of !Cs,j4opt = 2. The correlation matrix can be represented as 
in Fig. 1. 
The 9 (nxB) values on the diagonal correspond to the correlation 
of each IC with itself, and are therefore equal to 1. 
As the optimal number of ICs, Aopt, is equal to 2, only two ICs of 
Block 1 are correlated to two ICs of Block 2 and to two ICs of Block 
3. Therefore, in each off-diagonal block of the correlation matrix, a 
maximum of 2 values are "large" (close to 1), while all other values 
are negligible. As there are (B2 - B) off-diagonal blocs, there is a theo-
retical maximum of nx(B2—B) (i.e. 3x(9 —3) = 18) "large" correla-
tion values in these off-diagonal blocks. But, if Aopt = 2, there are in 
fact only 2 x (9 — 3) = 12 "large" off-diagonal correlation values. 
Therefore, in the sorted correlation-vector, the first nxB values 
are equal to one, and the next nx(B2 —B) values, at most, may be 
close to 1; all other values are negligible. In order to find the optimal 
number of factors, one does not need to plot the whole sorted corre-
lation vector, but only part of it, from (nxB) + 1 to (nxB) +nx(B2 —B). 
This corresponds to nx(B2 —B) correlation coefficients for equiva-
lent ICs in different blocks. Because of the duplicate values, only 
every second point of this vector need be plotted. 
When plotting these (nx(B2 —B))/2 elements of the correlation-
vector, a certain number, JV, of values will be found to be close to 1, 
while the other values will be smaller. These JV values come from 
the high correlation values in the (B2 —B)/2 off-diagonal blocks of 
the correlation matrix. As only every second point of the correlation 
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Fig. 2. Signal generated from the IR spectra of a) 2,6-octadiyne, b) 5-methylenebicyclo[2.2.1 ]-2 heptene, c) 1,3-dimethyl benzene, d) 1,4-dimethyle benzene, e) ethyl-benzene; and 
f) the random Gaussian noise matrix. (On these 6 subplots, the x axis is the approximate wavenumber range (in cm - 1 ) ) ; g) the Simulated data matrix. 
vector is plotted, these values correspond to either the blocks of the 
upper-off-diagonal of the correlation matrix, or to the lower-off-
diagonal. Each of these off-diagonal blocks contains N/((B2 — B)/2) 
high correlation values. Therefore, Aopt is equal to N/((B2 — B)/2). 
It has already been pointed out that the ICs may not be extracted 
in the same order for different blocks. This means that a particular 
signal maybe extracted from one block and a different signal from 
another block. This would result in a decrease in the calculated cor-
relation values. However, as the number of ICs extracted increases, 
both signals will be extracted for both blocks, and so the correla-
tion values will increase again. Therefore, the optimal model will 
be defined as the model where all the correlations are relatively 
high. 
2.2.2. Method based on the Durbin-Watson criterion 
The method based on the Durbin-Watson (DW) criterion has re-
cently been successfully applied to 1CA models [39]. This criterion 
has been proposed as a measure of the signal/noise ratio in signals 
[40]. The value of the DW criterion applied to a signal s of length n 
is defined as: 
DW: 
£(s(i)-s(i-l)r 
1=2 
¿s(02 
(5) 
the number of ICs extracted can reveal the number of source signals 
within the mixed signal of each sample. For interpretation purposes, 
DW colour plots can be drawn, representing the evolution of the DW 
criterion for the residuals for each sample as the number of ICs 
included in the 1CA models increases. 
3. Experimental 
3.1. The data 
3.Í.Í. Simulated data 
In order to simulate spectroscopic data, 5 InfraRed (IR) spectra 
(ethyl-benzene, 1,4-dimethyl benzene, 1,3-dimethyl benzene, 5-
Methylenebicyclo[2.2.1]-2 heptene and 2,6-octadiyne) were down-
loaded from the NIST data base (National Institute of Standards and 
Technology) [44], transformed to have similar resolutions and ap-
proximate wavenumber ranges for the same total number of data 
points. These signals were then used to generate 100 spectral mixtures, 
their proportions being randomly generated. Randomly-generated 
Gaussian noise with a null mean and a 10"3 standard deviation was 
added to the resulting data matrix, corresponding to about 0.1% 
noise. The 5 source signals, the Gaussian noise matrix, as well as 
the resulting 100x800 signal matrix, are presented in Fig. 2. 
This data set, for which we know the optimal number of ICs is 5, 
will be used to demonstrate the proposed methods. 
where s(i) is equal to the value of the ¡th data point in s. 
The value of the Durbin-Watson criterion tends to 0 when there 
is no noise in the signal, and tends towards 2 if the signal contains 
only noise. Rutledge et al. have used this criterion for the validation 
of multivariate models [41-43], in order to estimate numerically 
whether the latent variables (loadings) or the regression coefficients 
of the closed form of a PLS model (the so-called ¿-coefficients) were 
significant or not, i.e., whether they contained more information 
(structure) than noise. 
When applied to Independent Components based on structured 
pure source signals (infrared spectra for example), the same is to be 
expected: as soon as a relatively large amount of noise is included 
in the IC, the DW value should increase, thus indicating the number 
of significant ICs as this number minus 1. 
The procedure followed here consists in calculating j4max ICA 
models, with respectively from 1 to j4max ICs. The results of each ICA 
model are used to calculate Am3X residual matrices containing the 
signals and noise remaining after deflating with from 1 to Anax ICs. 
For each sample, the DW values are calculated for each of these 
residuals matrices. The evolution of the DW values as a function of 
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3.Í.2. Fluorescence of heated oils data 
These data represent 3D Front-Face fluorescence spectra of corn 
oils, heated at different temperatures for different periods of time, 
and to which were added or not a natural (Nigella sativa L seed 
extract), or a synthetic (butylated hydroxytoluene) antioxidant. The 
goal of this study was to evaluate the antioxidant effect of Nigella 
seed extract on the stability of edible oils during their accelerated 
thermal oxidation [39]. 320 spectra were available, measured at 111 
excitation wavelengths (between 280 and 500 nm, with a step of 
2 nm) and 126 emission wavelengths (between 300 and 550 nm, 
with a step of 2 nm). In order to perform the ICA calculations, the 
cubic data array was unfolded to give a 320x13,986 spectral data 
matrix. 
3.1.3. Apple data 
This data set has already been presented in details in a previous 
article [45]. It consists of 94 visible-IR spectra of apples, described 
by three characteristics, namely the cultivar (Cox or Jonagold), the 
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Fig. 3. Signal-Correlation graph for the Simulated data (2 Blocks, 1 to 10 ICs). 
Fig. 4. Simulated data, the DW colour plot: Durbin-Watson values for the residues after 
subtracting signals calculated using ICA models with increasing number of ICs. 
maturity level (Fresh, Medium or Mealy), and the colour of the face 
measured (Red, Green). Each reflection spectrum was the average 
of 5 individual optical scans from 380 to 2000 nm with 7.5 nm incre-
ments. SNV transformation was applied to the 94 spectra before 
analysis. Both the red side and the green side of the apples were 
measured. Therefore, one can expect three levels of clustering in 
the data, depending on the cultivar, the maturity level, and the face 
measured. 
3.2. Software 
All computations were performed using Matlab 7.6.0 (R2008a) 
(The MathWorks Inc., Natick (MA, USA), 2008), with the JADE algo-
rithm downloaded from ref. [46], and in-house codes for the validation 
methods. 
4. Results and discussion 
4.1. Simulated data 
The ICA-by-Blocks method was applied on these data, by splitting 
the data into 2 blocks in a venetian-blind fashion (1, 2; ...; 1, 2), with 
from 1 to 10 ICs. The "signal-correlation" plot is presented in Fig. 3. 
The number at the extremity of each curve indicates the number 
of ICs calculated in the model considered. As can be seen, up to the 
5-ICs model, the correlations between corresponding ICs from each 
block are close to 1, indicating that similar ICs are extracted in each 
segment. Therefore, one concludes that these ICs are significant. 
Addition of more ICs to the model leads to very poor correlations 
between ICs of the two blocks, indicating that the extracted ICs 
are not valid signals. Therefore, one can conclude that the optimal 
number of ICs in this data set is equal to 5. These results are in 
agreement with what was expected. 
4.1.1. influence of the number ofbloclis 
When applying this method, the user has to input two parameters, 
namely the maximal number of ICs, Am3X, and the number of blocks, B. 
In order to choose B, intuitively, one could say that each block should 
be as representative of the whole sample population as possible, 
implying it should contain as many samples as possible, so that two 
blocks would be an optimal number. In order to assess this assumption, 
the ICA-by-Blocks method was applied several times to the simulated 
data, by setting the maximum number of ICs to 10, and by varying 
the number of Blocks (B = 4, 6, 10 were tested, in addition to B = 2 
presented above). Each time, a figure similar to the one presented 
above was obtained, and so 5 ICs were found as the optimal number. 
Therefore, for the reasons explained earlier, the smallest value of 2 
blocks will be used. As to choosing j4max, one can rely on prior knowl-
edge of the data when available (physico-chemical knowledge, for 
example). 
The method based on the Durbin-Watson criterion was also applied 
on the complete data set with from 1 to 10 ICs, and the resulting DW 
colour plot is presented in Fig. 4. 
This figure represents the value of the DW for the residual signal 
of each of the 100 samples after removing the calculated contribution 
of each of the 10 ICA models. Except for a few samples for which a 
4-ICs model would appear to be optimal, it is clear that the optimal 
number of ICs is 5. 
4.1.2. influence of the level of noise 
In order to test the robustness of the method as a function of the 
noise level, and because the noise level was relatively low, the level 
of Gaussian noise added to the Simulated data was multiplied by 
100 (Fig. 5a), yielding a level of noise of about 10%. The ICAbyBlocks 
and DW method were applied to this very noisy data set (Fig. 5b) 
and c), respectively). 
Fig. 5b shows that the correlations between the ICs of each 
block are slightly lower than when the data is much less noisy, 
and indeed, the presence of noise in the ICs can be seen in Fig. 5c. 
However, both methods continue to indicate 5 ICs as the optimal 
number. 
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Fig. 5. a) The noisy simulated data; b) Signal-Correlation graph for the noisy Simulated 
data (2 blocks, 1 to 10 ICs); c) The DW colour plot for the noisy Simulated data. 
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Fig. 6. Simulated data: Sum of Squared Residuals as a function of the number of ICs 
used to reconstruct the data matrix. 
4.1.3. Method based on the Sum of Squared Residuals (SSR) of the 
reconstructed data matrix 
10 ICA models were calculated, with from 1 to 10 ICs, and each 
time the original data matrix was reconstructed, and the residuals 
were calculated. The plot showing the SSR as a function of the number 
of ICs used to reconstruct the data matrix is presented in Fig. 6. 
Here again, the results are as expected: the SSR decreases regularly 
until 5 ICs, after which it remains stable. (Similar results are obtained 
with the noisy simulated data, but with larger SSR values). 
4.2. Fluorescence of heated oils data 
The ICA-by-Blocks method was applied to this data set, with B = 2 
blocks and Am3X = 20. The correlation plot is presented in Fig. 7a. 
It can be seen that after extracting 7 ICs, the curves go down pro-
gressively through 8, 9 and 10, but then start going up again to 17 ICs. 
By adding more than 7 ICs, up to 10 ICs-models, the correlations 
between the ICs of the different blocks are much lower, indicating 
either that noise is being extracted, so that 7 ICs is optimal, or that 
different significant ICs are extracted from each block, leading to 
relatively low correlations between them. As more than 10 ICs are 
introduced in each model, more ICs extracted in each block are 
similar to the ICs extracted in the other block, leading to increasing 
correlation values, up to 17 ICs, which is thus the optimal number 
of ICs in this data set. 
This evolution can be understood in the light of the results in Fig. 7b, 
which shows the Durbin-Watson (DW) values for the residues after 
subtracting the signals calculated using ICA models with increasing 
numbers of ICs. White corresponds to noisy signal residues, black to 
smooth signal residues. The graphic corresponds to the average of the 
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Fig. 7. Fluorescence data: a) ICA-by-Blocks (B = 2 and Amax = 20); b) DW colour plot. 
Fig. 8. Apple data: a) ICA-by-Blocks with 3 blocks (Venetian-blind selection) and 15 
computed ICs; b) the DW colour plot. 
DW values for the residues of the unfolded spectrum of each of the 320 
samples. It can be seen that most samples only contain noise after 
subtracting more than 10 ICs. Some samples however, are still struc-
tured after subtracting 15 ICs. In ref. [39], the colour maps of the DW 
values averaged over all 320 samples, for each excitation and emis-
sion wavelength, respectively, were presented. It could be seen 
that a small number of wavelengths required more than 10 ICs to ex-
tract all the structured signals from the data. In a situation such as 
this, it is to be expected that blocks will extract minor source signals 
in a different order. 
The method based on SSR was also applied to this data set, and the 
optimal number of ICs was found to be 7. However, Ammari et al. [39] 
have shown that at least 16 ICs were significant, and carried impor-
tant information concerning the complex chemical reactions occur-
ring during the heating of the oil. Therefore, in this case, the SSR 
method fails to find an appropriate optimal number of ICs. 
4.3. Apple data 
The ICA-by-Blocks method (3 blocks with venetian-blind selection) 
and the DW criterion were calculated on the apple data, and the results 
are presented in Fig. 8a and b. It was necessary to use 3 blocks here to 
have comparable blocks, as the samples were sorted in alternating 
order for face colour. 
With ICA-by-Blocks, the models built with up to 3 ICs in each block 
lead to very correlated ICs in the three blocks. When adding a fourth 
and a fifth IC to the model, the ICs calculated in the three blocks are 
clearly not correlated. Addition of a 6th IC to the model increases 
the correlation between the ICs of the three blocks to more than 
0.95. Adding more ICs to the model worsens the correlations. There-
fore, one could hesitate between a 3-ICs model and a 6-ICs model. 
This is confirmed by the DW method: The DW colour plot shows 
that with 3 ICs, the DW criterion is very low. It increases slowly up 
to 6 ICs, but its value remains relatively low, and increases more 
rapidly afterwards. 
As the correlation graph shows a very large correlation for the 
6-ICs model, 6 ICs were kept as optimal. The 6-ICs ICA model was 
calculated, and the IC-loadings and scores are presented in Fig. 9. 
Investigation of the loading plots indicate that IC4 to IC6 clearly 
accounts for pigments, IC4 corresponding to chlorophyll. IC1 to IC3 
could be related to structural changes in the apples as they evolve 
from non-mealy to mealy [47]. As to the scores, although ICs 2, 3 
and 6 all separate to a certain extent the apples based on the colour 
of the face measured, the best separation is observed for IC4. IC5 
separates the samples according to the maturity level (the Fresh 
and Mealy levels are well separated, while the intermediate Medium 
level slightly overlaps on both). As to the type of apple, IC2 and IC4 
both contain information about the variety and these two ICs clearly 
separate the Jonagold samples from the Cox samples. 
500 1000 1500 2000 
Wavelengths(nm) 
x10'3 I C 3 
500 1000 1500 2000 
Wavelengths(nm) 
IC5 
0 _ 
-0.01 
-0.02 
500 1000 1500 2000 
Wavelengths(nm) 
IC4 
Wavelengths(nm) 
IC6 
0.02 
0.01 
o{ 
500 1000 1500 2000 500 1000 1500 2000 
Wavelengths(nm) Wavelengths(nm) 
60 
40 
5 20 
O 
(O 0 
S? 
o 500 1000 1500 2000 ¿J _2Q 
-40 
-60 
"° ° o °co°° 
o * 
°°oO 
0 
* 
* * 
• » * * 
o o o o t o 
°
0
° o ° 
° 
* 
* * 
* * 
* * + 
0 
°0 
oo 
• 
* * 
* ** ** ** 
* * * + * * * * 
** *** 
* 
o 
-Green side 
Red side 
20 40 60 
Sample Index 
so 100 
30 
20 
10 
m 0 
O 
S -io 
10 
2 -20 
o 
o 
« -30 
-40 
-50 
-60 
dp°° %° 
o o 
o o * 
* O Qi 
O 
O 
*t* 
* * * * * 
* 
o 
o o 
o° ° * 
OcV o 
** * 
V 
• • * * * 
aa 
• 
D 
•5> dP 
0 
* 
• 
* 
G 
* O 
* 
* ru 
" 
Fresh 
Medium _ 
Mealy 
-
-
O 
• 
a 
c 
D 
u • a 
a 
• 
20 40 60 
Sample Index 
80 100 
M-
u 
r 
o 
m 
(11 
O 
o 
4fl 
?0 
U 
-20 
^10 
un 
• 
O Jonagold 
* Cox 
-
_ 
* 
* 
" * ** $ 
** 
** 
.fJBSf -
* *n Oo 
* i * 8* ° 0
 8 
* o 
• 
* o o 
o ° ( P 
20 30 40 50 60 
Scores on IC2 
70 80 
Fig. 9. Apple data: a) The first 6 ICA-loadings; b) ICA-scores on IC4 vs sample index; c) ICA-scores on IC5 vs sample index; d) IC2 vs IC4 score plot 
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Fig. 10. Coefficients and Westad's uncertainty parameter for each variable in ICs 18 to 
20 calculated using the modified Westad method on the Apple data, with 3 blocks 
(Venetian-blind selection) and 20 computed ICs. 
4.3.Í. Comparison with the modified Westad Method [Í8] 
The ICA-by-Blocks and DW methods were compared to the method 
proposed by Westad on the Apple data. However, this latter method 
had to be slightly modified beforehand. 
The method proposed by Westad is a cross-validation of ICA, with 
the calculation of an uncertainty parameter to help decide on the 
number of ICs to use in the final model. Cross-validation is often 
used in validation of multivariate models, but is known to sometimes 
lead to overfitted models, and to under-estimate the actual prediction 
error related to the final model: indeed, if S cross-validation seg-
ments are used, each sample contributes to the computation of S-l 
sub-models, so that not only significant variation, but also part of 
the noise, is modelled. When enough samples are available, indepen-
dent test set validation is to be preferred. In this work, in order to be 
consistent with what is done in the ICA-by-Blocks method, and to get 
a fair comparison, cross-validation will be replaced by splitting the data 
set into the same few blocks for the calculation of the uncertainty 
parameter. The results obtained should be less optimistic than those 
with cross-validation. 
Another aspect of the method proposed by Westad is the use of the 
Procrustes rotation to solve the problem of ICs possibly being extracted 
in different orders and signs when different cross-validation segments 
are removed. However, the user cannot be sure that a particular IC is 
extracted from one CV-block, but not from another. When the sets of 
ICs obtained after the deletion of two cross-validation segments are 
different, Procrustes rotation cannot work properly. To avoid this 
problem and still have the ICs in the same order and with the same 
signs, in this work, the ICs computed in each block are first oriented 
so that similar ICs in different blocks have the same sign, and are 
then sorted according to their correlation with the ICs extracted 
from the original data matrix, so that even if some ICs are not extracted 
in all blocks, they are not modified. 
This slightly modified Westad method was applied to the apple 
data (with a maximum of 20 computed ICs), with 3 blocks and a 
Venetian-blind selection. Only the three last ICs of the 20-ICs model 
are presented in Fig. 10. 
Clearly, ICs 18 to 20 seem to have very significant loading values, 
as the confidence interval around each data point (Westad's uncer-
tainty parameter) is very narrow. This is the case for all 20 extracted 
ICs. However, one expects the dimensionality of the ICA model to be 
much lower as there are only 3 controlled factors, possibly with 
interactions. Both the ICA-by-Blocks and the DW methods found 6 
ICs. Similar results were had with other data sets (not shown here). 
Therefore, we believe this method overfits, and is therefore less reliable 
than ICA-by-Blocks or Durbin-Watson. 
5. Conclusion 
Two novel methods were proposed to determine the optimal num-
ber of ICs to use in an ICA model. These methods are simple, relatively 
fast, and do not require any specific prior knowledge about the data, 
which make them methods of choice in many cases. The criterion 
based on the correlations between blocks can be applied to any type 
of data. For this method, care must be taken to generate comparable, 
representative data blocks. The Durbin-Watson signal/noise criterion 
can only be applied to structured signals. 
The results obtained on simulated data and in 2 real case studies 
are in agreement with what was expected. Investigation of the scores 
and loadings vectors obtained for the final models were shown to be 
relevant. 
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