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We present a very simple method to prove lower bounds for the nonscalar complexity
of polynomials with algebraic coefficients. ©1997 Academic Press
Let be an infinite field with prime field . For polynomials let
be the nonscalar complexity of i.e., the minimum number of nonscalar
multiplications/divisions necessary to compute .
The first nontrivial lower bounds for for specific polynomials having
algebraic (over ) coefficients were obtained by Strassen [7]. His methods
were refined by Heintz and Sieveking [3] who used Bezout’s inequality in order
to prove sharper bounds. Subsequently their method was applied to various
examples by von zur Gathen and Strassen [1] and Heintz and Morgenstern [2].
In this note we present an elementary version of the Heintz–Sieveking–
Strassen method. Its use is demonstrated by two examples. The reader will
have no difficulty in applying it to other examples, e.g., the examples from [1].
Notation. log means log2, and means for
some positive constant and all sufficiently large .
THEOREM. Let be a polynomial
of complexity > 0. Let be positive integers and let
be polynomials of degree such that
are linearly independent over . Then
Proof. Let be a new indeterminate and write
. We will use the following:
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REPRESENTATION THEOREM (cf. Schnorr [6]). There are polynomials
such that
(i) for almost all there are such that
and
(ii) deg .
In order to prove the theorem we show first that the polynomials
are linearly independent over : Let such that
. Then, using (i),
for almost all . Since is infinite we obtain
. Using we get and there-
fore by the hypothesis of the theorem.
The polynomials are elements of the -vector space
of all polynomials in of degree and with coefficients in .
Therefore, using ≥ 3,
Using (see [5]), we conclude
which is the assertion.
For the applications let be the field of complex numbers and let be
the th positive prime.
COROLLARY 1.
Proof. The polynomials all
have degree . Since the complex
numbers ) are linearly independent over . Now apply
the theorem.
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COROLLARY 2 (cf. Heintz and Morgenstern [3]).
Proof. Write .
Then where are the
elementary symmetric functions. For let be the th power
sum. Using Newton’s identities (see e.g. Jacobson [4]),
we get for some of degree . Then
Solving this system of linear equations for the we obtain
for some rational linear forms . Now we apply the theorem
to the polynomial : For
put
where . Then deg . From
(1) we obtain . Therefore, as in the proof of the
first corollary, the theorem gives . Since
Corollary 2 follows.
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