Abstract Service advertisement is a key design issue in modern dynamic and largescale networking environments such as unstructured peer-to-peer networks. The intrinsic capability of a single random walker of stretching the information dissemination over widely spread network areas (compared to flooding), is explored and exploited in this paper, along with the introduction of random walkers which can replicate themselves. Two replication policies are also introduced in this paper: the Topology Independent Policy that creates replicas according to an exponentially decreasing probability (creating more replicas at the beginning of the advertising process), and the Topology Dependent Policy in which replication decisions are based on some locally available topological information (aiming at creating replicas at the dense network areas). The discussion and the results in this paper reveal intrinsic comparative properties of flooding and the single random walker, as well as the advantages that the random walker replication can bring in improving the overhead, speed and coverage of the advertising process.
Introduction and Motivation
The evolution of the Peer-to-Peer (P2P) networks has attracted a great deal of attention lately, becoming an environment suitable for numerous networked services (e.g. file or service sharing) mostly due to their low cost sharing of these services. These environments are highly dynamic and of large scale since a great number of users join and leave the network at any time, exchanging a large amount of data and sharing a huge number of services/files. Unstructured P2P networks, e.g. Gnutella, [1] , have become popular, mostly because they are easily formed without the need for any sophisticated configuration methods. These environments present some major design challenges due to the aforementioned lack of structure. One key challenge (that is actually the focus of this paper) is service discovery. That is, the design of the mechanism that allows user nodes to discover the service location or, equivalently, the location of a service node (i.e., the node that hosts a particular service).
The effectiveness or the required intensity of a service discovery mechanism depends strongly on the service location information availability within the network. If only the service node knows about the service location, then the service discovery mechanism should launch a service location search process that will need to "hit" the service node itself in order to retrieve the service location information. If, on the other hand, more nodes in the network are aware of the service location, then the service searching task during the service discovery can be less intense or more effective (e.g., time-wise), as it would be sufficient for the searching agent (or packet) to hit one of the (more than one) nodes that possess the service location information. Informing other than the service node of the location of the service is the function of the service advertising process or mechanism that basically disseminates the service location in the network.
At the end of a service advertising process a number of network nodes becomes aware of the service location. This set of (informed) nodes will be referred to here as the advertising network that has been generated by the specific advertising process. It is important to emphasize that the effectiveness or efficiency of the service discovery process will depend not only on the size of the advertising network but also on its stretch; loosely speaking (to be defined in a specific way later), the stretch of an advertising network would reflect how spread out within the network are the nodes of the advertising network. It would, also, reflect the distance in hops of an average network node (which could decide to search for the service location and look for a node of the advertising network) from the advertising network (the smaller the distance the larger the stretch). Between two advertising networks with the same number of nodes, the one with the larger stretch would be considered to be more effective than the one that generated the advertising network of smaller stretch.
The focus on this paper is to explore service advertising (or information dissemination, in general) schemes for unstructured, large scale networks. More specifically, this paper investigates the effectiveness of (multiple) random walkers or agents in spreading the service location information effectively, with respect to certain criteria to be introduced later. One way to carry out service advertising is through traditional flooding, e.g., [2] , [3] . In this case, the advertising network is the entire network (largest coverage possible) and the advertising network completion time is small (upper bounded by the network diameter); on the negative side, though, flooding induces large message overhead. To reduce the large message overhead of traditional flooding, probabilistic flooding (where a message is forwarded with some probability less than 1) can be employed , [4] , [5] , [6] , [7] , [8] , [9] . This scheme is capable of reducing the number of messages, at the expense of some increase in the advertising network completion time and possible decrease in the size of the advertising network, compared to (traditional) flooding, [6] . Another way to reduce the overhead of the traditional flooding is through controlled flooding, where the advertisement is confined to an area of some (predefined) number of hops (say K) away from the service node; if K is very large this scheme approaches the traditional flooding.
A very different -from flooding -approach to implementing service advertising is through the employment of a single random walker, e.g. [10] , [11] , [12] . Under this approach, a single agent moves randomly in the network informing the network nodes on its path about the service location. As it will be discussed later, this approach tends to create advertising networks of typically larger stretch than those generated by some equivalent (in terms of overhead) flooding approach. On the other hand, completion time is higher (equal to the number of messages).
Flooding and single random walker can be viewed as two rather "extreme" dissemination approaches. For example, when the amount of affordable messages in the network (denoted as H) -to be viewed also as the amount of the "advertising budget" -is large (larger than the number of network links), flooding is the best choice (the advertising network is the entire network with small completion time), as opposed to the single random walker. On the other hand, when H is relatively small, a single random walker is expected to create advertising networks of larger stretch than under flooding at the expense of larger completion time.
This good performance of flooding for a large advertising budget, as discussed above, may be attributed to the large number of "agents" that work in parallel and independently in order to create the advertising network. On the other hand, only one agent undertakes the task of creating the advertising network under the single random walker approach, which makes the creation slow; furthermore, it does not facilitate the wider spreading of the coverage (that could materialize due to the large advertising budget), as it would need to be implemented through one agent only in a sequential manner.
The introduction of "multiple" random walker approaches could enhance the performance of single random walker, in the sense that the size, the stretch and the completion time of an advertising network could be improved. To this end, the idea of agent replication is introduced in this paper that allows an agent, moving in the network according to the random walker paradigm, to create a replica or a child of itself. The introduction of a new agent in the network is expected to cover (probabilistically) a different area (by initiating its independent path) than that of its parent agent. For a given advertising budget, the larger the number of agents generated, the smaller their individual advertising budget would be, since it would be a portion of the original and the coverage would be limited to nearby areas only. Consequently, the effective number of replicas should depend on the total advertising budget and increase with it. Clearly, the employed agent replication policy shapes accordingly the resulting advertising network and its completion time.
In view of the above discussion, a replication policy, to be referred to hereafter as Topology Independent Policy or TI-Policy, is proposed in this paper under which agent replication takes place according to some probability that decreases exponentially after each replication. When the initial value p of this probability is relatively large, it would create replicas relatively soon; the exponential decrease ensures, though, that replications will be rare afterwards, thus allowing agents to move for some time and cover wider network areas. On the other, small values of probability p would result in a behavior similar to the single random walker case.
Another replication policy that would make sense could be one that creates replicas in the dense network areas (i.e., network areas of nodes with relatively high number of neighbor nodes). In such areas it is reasonable to assume that new agents are more likely to follow a different "network direction" compared to that of their parent agent, thus potentially increasing the stretch and size of the coverage area. On the other hand, in less dense network areas, replication should be avoided since it is likely to result in an (undesired) "overlapping" of the covered network areas by different agents. To this end, the Topology Dependent Policy or TD-Policy is also presented in this paper.
The performance of the proposed algorithms is evaluated through simulations and compared to that of single random walker and flooding. It is shown that, as long as advertising budget H is not extremely high (in which case flooding should be employed) or low (in which case single random walker should be employed), there is a range of values for q and p for which the proposed policies are capable of covering a certain part of the network faster (i.e., smaller completion time) and more efficiently (i.e., stretched).
For the rest of the paper, a formal definition of the network system is given in Section 2. The proposed replication policies are described in Section 3 and simulation results are presented in Section 4. Finally, a summary and the conclusions can be found in Section 5.
System Definition
Let the undirected connected graph G(V, E) represent a network with a certain set of nodes V and a set of bidirectional edges E among nodes. Let d (u, v) denote the number of hops over a shortest path between node u and node v; obviously, d(u, u) = 0. Let S u denote the set of neighbor nodes of node u. Let |X| denote the number of elements or size of a particular set X. The number of nodes |V | in the network will also be noted as N (N = |V |).
The service location node, denoted by s, is the initiator of the associated service advertising process aiming at disseminating service location information over a subset E a of the network links E (E a ⊆ E) and eventually informing a subset V a of the network nodes V (V a ⊆ V ). The network consisting of nodes in V a and links
Many different advertising networks can be defined in a certain network, depending on the algorithm employed by the advertising process. The interest is to stretch the advertising network in order for the disseminated information to come as close as possible to all network nodes. Of course, in the exceptional case that information reaches all network nodes, the meaning of stretching becomes obsolete and no service searching is needed. In the general case, however, not all network nodes are part of the advertising network and, thus, a searching mechanism needs to be employed. A simple searching process that is assumed here, is implemented through controlled flooding of depth of L hops away from the node initiating the search. Clearly, if the advertising process is capable of creating an advertising network such that min d(u, v) ≤ L, for some node u ∈ V and at least one v ∈ V a , then the searching process of node u will be successful.
Let the L-property of any network node u be defined as the existence of at least one node of the advertising network in at most L hops away from the particular node u. Let coverage of a particular advertising process for a certain L, denoted as C(L), be defined as the proportion (%) of the network nodes for which the L-property is satisfied. For two different advertising networks (e.g., G a (V a , E a ) and G a (V a , E a )) of the same number of nodes (V a = V a , and
, since the information is closer (under the L-property notion) to more network nodes.
For example, under flooding if the advertising budget is large (exceeds a minimum value that depends on the network topology and size), all network nodes will be part of the advertising network. Under a single random walker, though, previous statement is not true, since no matter how large the advertising budget is, the "full" coverage cannot be guaranteed. For example, when the requirement is C(0) = 100%, (L = 0), and the available number of messages H is high, then under flooding it is "deterministically" assured that C(0) = 100%, as well as a small completion time. Under single random walker on the other hand, a large completion time would be required (equal to the number of messages H) but it is not guaranteed (only with high probability) that C(0) = 100%.
There are some interesting properties about the L-property and coverage C(L). For example, if for a node the L 1 -property is satisfied for some L 1 , then the L 2 -property is also satisfied for any 0 ≤ L 1 < L 2 . If the 0-property is satisfied for some node u, then node u belongs also to the advertising network (u ∈ V a ). If the L-property is satisfied for all network nodes, then C(L) = 100%, and vice versa.
. Since L = 0 is an exceptional case that has been addressed extensively in the literature, e.g., [10] , [11] , [12] , the focus in this paper is mainly on L > 0.
The number of messages H used to create an advertising network as well as its completion time are two performance metrics (along with coverage) that will be used in the remaining of this paper. An interesting observation is that for the excep-tional case of C(L) = 100% (for some value of L > 0) if minimization of the number of messages is required, the resulting advertising network is a connected L-distance dominating set, [13] , of the initial G(V, E) network. The creation of such a set in a graph, is a NP-complete problem that requires global knowledge. Obviously, such solutions are not suitable for the considered unstructured, large-scale, and dynamic network environment. In any case, dominating sets are not within the scope of this paper.
Replication Policies
The service advertising policies presented in this section employ the random walk paradigm in order for an agent e, carrying information about the service location to be forwarded in the network, thus, creating an advertising network. The initial agent (denoted as e 0 ) is created at the source node s. When an agent moves from a node u to another neighbor node v ∈ S u , it is assumed that this particular movement takes place in one time unit (or time slot) and it corresponds to one message. When an agent arrives at node v from node u (v ∈ S u ), it does not choose node u as its next hop destination, unless node u is the only neighbor node of v. Note that this rule does not prevent the agent from re-visiting a certain network node in the future. The initial agent has an advertising budget of H hops (corresponding to H messages). After each movement the remaining budget for agent e, denoted by h e , is decreased by 1.
The core idea behind the policies proposed in this section is to allow for creating replicas of the agents (only one replica each time in this paper). Any new agent e x (referred to as child agent) continues to move in the network just like its parent agent e y . The number of allowed messages of the parent agent h e y (i.e., its advertising budget), is divided equally (or almost equally since h e y is an integer) among the child and the parent agent.
When only one agent is employed in the network, it is expected to achieve a certain value of coverage, C(L), for some L > 0 and for a certain number of messages H, in (completion) time equal to H time units. If a child agent is created (assuming half of the allowed number of messages of its parent agent), the completion time is expected to be reduced, while coverage C(L) may: (a) remain the same -for example, when both agents cover the same coverage area as the single agent; (b) increase -for example, when the agents cover different coverage areas and therefore, are capable of stretching the advertising network more than the case when a single agent was employed; (c) decrease -for example, when both agents cover the same coverage area but for a shorter time due to the division of the number of messages.
From the previous discussion it becomes evident that the coverage and/or completion time can be improved through agent replication. It should also be noted that replication may also have undesired results (e.g., coverage is decreased). For example, replication should not be too frequent but also not too rare. Frequent replications results in agents with small advertising budget (since h e is divided after the repli-cation of agent e) that is mostly spent to move in largely overlapping, small areas. On the other hand, rare replication results in a behavior that is similar to a single random walker (i.e., large completion time, etc).
A reasonable approach is to allow replication to take place frequently at the beginning when they will have enough "steam" to move and create a stretched advertising network, while becoming rarer afterwards (giving multiple agents sufficient time to create stretched and less overlapping coverage areas). A second approach would be to allow frequent replications to take place in the "dense" areas of the network (assuming that it would be more likely for a child agent to cover different coverage areas than that of its parent agent), while not allowing for frequent replicas in the less "dense" areas of the network (otherwise, most likely both the parent and the child agent would cover the same area). The replication policies presented in the sequel employ the aforementioned approaches.
The Topology Independent Policy (TI-Policy)
A simple first idea is to have the agents replicate themselves according to some fixed probability p. If p is large, replication would be rather excessive, as each agent would have limited budget (i.e., initial budget is divided to them) and cover mostly overlapping areas. On the other hand, if p is very small replication would occur after a considerably long time, when no messages (budget) are left for the new agent to take advantage of. As already mentioned, a reasonable approach would be high replication at the initial stages of the advertising process and lower afterwards.
The proposed TI-Policy allows for the replication of an agent e according to the replication probability p(k e ) = p 2 ke , where p is a constant probability (as before), and k e is the number of replications that have taken place in the past for agent e and all its parent agents. For the initial entity e 0 , k e 0 = 0. Obviously, as the number of replications increases, the probability for a new replication decreases rapidly. This particular policy is easily applied requiring only that k e is maintained along with agent e and made available to its child agents (if any).
The Topology Dependent Policy (TD-Policy)
The main aim under the TD-Policy is to exploit information that can be easily gathered by an agent during its movement in the network, in order to decide whether to replicate or not. As already mentioned, the goal is to allow replication in dense network areas and avoid it in non-dense areas. The information related to the topology, that is used under the TD-Policy, is actually the number of neighbor nodes |S u | of the particular node u that is agent's e current location. Agent e updates during its movement a certain parameter Q e that corresponds to the total number of neighbor nodes for all nodes that agent e has visited so far during its walk in the network.
Initially, for any agent e, Q e = 0. When agent e moves to some node u that does not belong to the advertising network V a (but it will eventually become part of it since the agent just moved to it), Q e is increased by |S u |−1 (−1 has the meaning that the link over which the agent arrived should not be considered). If node u ∈ V a , this implies that at least one agent (maybe the same one) has already visited node u and the corresponding number of neighbor nodes has already been taken into account for replication purposes and therefore, Q e does not change its value. Replication of an agent e takes place if at some node u, Q e becomes larger than a threshold value q. When replication takes place for entity e, a child entity e is created and Q e = Q e = 0.
The particular value of threshold q is to be explored. Small values of q result in frequent replications resulting in an advertising network that would not be stretched, as already mentioned. On the other hand, large values of q would keep the number of replications low but they may occur late in the sense that replication may take place long after the agent is outside the dense area.
Simulation Results
In this section simulation results are presented evaluating the previously presented algorithms. For the simulation purposes, a simulation program that has been written in C programming language is used for topologies of 500 nodes according to the Random Geometric Graph model. Each node is randomly put in the [0, 1] × [0, 1] area, and communication radius r is selected so as to create a connected network (r = 0.08); the resulting network has 2323 links among its 500 nodes. For the rest of this section L = 2. The presented results correspond to average values for 10 runs for each experiment.
In Table 1 simulation results regarding coverage and completion time are presented for flooding and single random walker. There are a number of conclusions that may be drawn from these results. As expected, as the advertising budget H increases, the coverage and the completion time increase. When it is sufficiently large (e.g., H ≥ 2000), both approaches achieve high coverage but the completion times are dramatically shorter under flooding. Consequently, when H is very large (e.g., H ≥ 4000), flooding is to be preferred, as it achieves about as high coverage as under the single random walker with drastically shorter completion time.
Referring again to Table 1 one can notice that when H is small (e.g., H ≤ 1000) the single random walker achieves drastically higher coverage compared to flooding. This clearly demonstrates and is due to the larger stretch of the advertising network created by the single random walk compared to flooding. Consequently, when the advertising budget is small and completion time not as critical, the single random walker is to be preferred. This holds true in general for larger amounts of advertising budgets as well, but the difference in the stretch diminishes (e.g., H = 3000) or it could be reversed (e.g., for H = 4000 flooding achieves a bit higher coverage) due to the dominating impact of the "noise" in (or probabilistic impact of) the spreading processes when coverage reaches its limit. Another conclusion is that the completion time under a single random walker is fairly high (in fact it coincides with H). The main conclusion drawn from the results shown in Table 2 (where results under TI-policy are presented) is that the introduction of replicas in the random walk helps reduce the completion time significantly at a generally very small loss (or occasionally no loss or even gain) in coverage. Thus, when both coverage and completion time are of interest and the advertising budget is neither very small nor very large, the proposed policies that introduce replicas of the random walker are more effective. Notice that for H = 500 and p = 0.05 the achieved coverage is 68.5% and completion time is 238.7, compared to 56.5% and 500, respectively under the single random walk. Thus, for small H both the completion time and coverage are improved, indicating that the generated replicas not only yield the benefits of faster built up of the advertising network due to the multiplicity of the agents, but they also help build a stretcher advertising network. For H = 4000 the completion time decreases significantly (1030.6 versus 4000 in the single random walker case) at a slight loss in coverage (97.2% versus 99.4%), indicating a slight reduction in the stretchiness of the advertising network that may be attributed to the increased chance that the replicas cover some overlapping areas when the "virgin" area in which to move and cover decreases for large H. Finally notice from Table 2 that as expected, both coverage and completion time increase as H increases. Furthermore, for the same H, the coverage of the network is smaller for large values of p (e.g., p = 0.9) than the corresponding values when p is small (e.g., p = 0.05), as expected. This trend is also reflected in the completion time, which decreases as p increases due to the increased number of replicas. Table 3 presents the results under the TD-Policy approaches for various values of q and H. Both coverage and completion time increase as H increases. The coverage of the network for the same H is generally smaller for small values of q (i.e., where more replicas are created) as is expected. When the values of q become large enough (in which case replicas are very unlike to be created), then the performance is similar to the single random walk. The observation made regarding the TI-policy and the results on Table 2 are also valid here, where a small p in the TI-policy corresponds to large q in the TD-policy. Table 4 presents a comparison between the single random walker and the TIPolicy and TD-Policy from another perspective. This time the resources are not kept constant, but the time and the coverage are kept constant instead. In more details, the first column (labelled: SRW ct) corresponds to the completion time of the single random walker. The coverage under the TI-Policy and the TD-Policy for the same completion time is shown in the next two columns. The fourth column (labelled: SRW C(L)%) corresponds to the coverage under the single random walker for the completion time of the same row and the first column. The last two columns correspond to the completion time under the TI-Policy and the TD-Policy, in order to achieve the same coverage as the one corresponding to the single random walker case. Table 4 clearly shows that for same completion time both proposed policies outperform the single random walker with respect to coverage. For example, for completion time 500 (SRW ct = 500) the coverage is 82.6%, 94.6% and only 56.5% under the TI-policy, TD-policy and the single random walker, respectively. Similarly, for the same coverage both proposed policies outperform the single random walker with respect to completion time. For example for coverage 99.3% (SRW C(L)% = 99.3) the completion time is 709.8, 541.6 and as high as 3000 under the Ti-policy, TD-policy and the single random walker. The increased coverage for the same completion time demonstrates again the larger stretchiness of the advertising network that can be achieved within a given available completion time. For applications for which service advertisement needs to be done in a (strict) timely manner (i.e., completion time is bounded), the proposed policies can achieve significantly higher coverage. It should be noted that the advertising budget actually utilized is not the same under the three policies, though. Nevertheless, it is for lower than flooding. Eventually, the simulation results presented in this section have shown in the first place that a single random walker is a suitable alternative to flooding, when the number of allowed messages is limited. This is due to the capability of the single random walker to create stretched advertising networks. For both proposed replication policies it was shown that an improvement in the completion time is achieved generally at the expense of a slight decrease in coverage, when the number of messages is kept constant; sometimes, though, coverage may also be improved in addition to the completion time. Finally it has been shown that the proposed policies improve the coverage of the single random walker when completion time is fixed, or they can achieve a given coverage in shorter completion time.
Summary and Conclusions
In this paper the problem of service advertising is studied for unstructured network environments. An advertising process disseminates information to the network nodes in an attempt to make information about a certain service location a priori available in as wide (or stretchable) network area as possible, to ease searching for it. A generic, simple, service searching approach is subsumed here: each node is considered as capable of employing a simple searching mechanism that searches for the particular information at most L hops away from the particular node.
Flooding and single random walk were shown to be at rather extreme points with respect to coverage, completion time and number of required messages. However, as shown in this paper, a single random walker is capable of creating a more "stretched" advertising network than flooding, especially when the advertising budget is small, resulting in improved completion times and sometimes even coverage.
This capability of the random walk approach was exploited further in the sequel in the context of two proposed policies, by allowing agents to move in the network according to the random walk paradigm and replicate themselves when certain criteria are met (with some probability p that decreases exponentially or by using information related to the topology).
Simulation results, for both proposed replication policies when compared to single random walker, have shown that an improvement in the completion time is achieved generally at the expense of a slight decrease -or even increase-in coverage, when the number of messages is kept constant. Finally it has been shown that the proposed policies improve the coverage of the single random walker when completion time is fixed, or they can achieve a given coverage in shorter completion time.
