Abstract. Given an undirected graph G with penalties associated with its vertices and costs associated with its edges, a Prize Collecting Steiner (PCS) tree is either an isolated vertex of G or else any tree of G, be it spanning or not. The weight of a PCS tree equals the sum of the costs for its edges plus the sum of the penalties for the vertices of G not spanned by the PCS tree. Accordingly, the Prize Collecting Steiner Problem in Graphs (PCSPG) is to find a PCS tree with the lowest weight. In this paper, after reformulating and re-interpreting a given PCSPG formulation, we use a Lagrangian Non Delayed Relax and Cut (NDRC) algorithm to generate primal and dual bounds to the problem. The algorithm was capable of adequately dealing with the exponentially many candidate inequalities to dualize. It incorporates ingredients such as a new PCSPG reduction test, an effective Lagrangian heuristic and a modification in the NDRC framework that allowed duality gaps to be further reduced. The Lagrangian heuristic suggested here dominates their PCSPG counterparts in the literature. The NDRC PCSPG lower bounds, most of the time, nearly matched corresponding Linear Programming relaxation bounds.
Introduction
Given an undirected graph G = (V, E) with a set V of vertices and a set E of edges, associate real-valued penalties {d i ≥ 0 : ∀i ∈ V } with the vertices of G and real-valued costs {c e ≥ 0 : ∀e ∈ E} with its edges. A Prize Collecting Steiner (PCS) tree is either an isolated vertex of G or else any tree of G, be it spanning or not. The weight of a PCS tree equals the sum of the costs for its edges plus the sum of the penalties for the vertices of G not spanned by the PCS tree. The Prize Collecting Steiner Problem in Graphs (PCSPG) is to find a PCS tree with the lowest weight.
PCSPG is closely related with both the Steiner Problem in Graphs (SPG) [3] and the Steiner Tree Problem in Graphs (STP) [16] . For the first of these problems, two or more terminal vertices must be connected together while minimizing the sum of the costs for the edges used. As such, feasible SPG solutions are implied by connected components of the problem input graph containing all terminal vertices. However, if one restricts the edges of the input graph to only assume nonnegative costs, as it is the case for every single SPG instance found in the literature, an additional artificial constraint is implicitly imposed on the problem. That is, provided the instance is feasible, an optimal SPG solution exits with the topology of a tree spanning all terminal vertices plus, possibly, some nonterminal Steiner vertices as well. One should notice, however, that this kind of topology is just a particular case of the more general structures the definition of the problem allows for. Contrary to SPG, for STP a tree topology is explicitly required for feasible solutions and this is the only difference between the two problems. Furthermore, it is normally assumed, either for SPG or STP, that edge costs are unrestricted in sign. However, when these costs are limited to be strictly positive, an optimal solution to STP must also be optimal to SPG, and vice versa.
In the literature, SPG and STP are frequently mixed up. It is not uncommon to find SPG formulations being referred to as STP formulations and vice-versa. For PCSPG, it appears that we are fast following the same track. Indeed, in tune with the discussion above, it would certainly help if one distinguishes PCSPG from a Prize Collecting Steiner Tree Problem in Graphs (PCSTP). In this paper we will use a PCSPG formulation that explicitly enforces a PCS tree topology on feasible solutions. Furthermore, it originates from a STP formulation. Thus, it would probably be more adequate to call that formulation a PCSTP formulation, although, in this paper, we refrain from doing so.
SPG instances with nonnegative edge costs may be recast as PCSPGs. This is attained by associating a sufficiently large positive penalty to every terminal vertex and zero valued penalties to nonterminals. Thus, optimal PCS trees are guaranteed to contain all terminal vertices, as required in SPG. Given that SPG was proven to be NP-hard in [19] , no matter if the edge costs of the input graph are nonnegative or not, and since, under nonnegative edge costs, SPG is a particular case of PCSPG, then PCSPG must also be NP-hard.
For the past few years, PCSPG has been the focus of considerable attention in the literature. A possible explanation for that, apart from the inherent interest the problem attracts, is the fact that Prize-Collecting appears to be a realistic model for various applications in network design. An example is mentioned in [7, 18, 27] where one wants to build a fiber-optics network to provide broadband connections to business and residential customers. As such, for that application, G represents a local street map, V corresponds to potential client premises and street intersections, and E represents street segments. Another application, reported in [21] , deals with the planning of the expansion of electricity and gas facilities. For that application, vertex penalties are discounted cash flows associated with the estimated heating demands to be supplied. Edges costs are associated with laying (or expanding) pipes and/or electrical cables.
The term Prize-Collecting was coined in Balas [1] , in the context of the Traveling Salesman Problem. Since then it is has been used to define various combinatorial optimization problems. A common tract for all these problems is a clear trade-off between paying an edge cost to include a vertex into a feasible solution or else incurring a penalty for leaving it out.
References to additional problems closely related to PCSPG go back to Segev [33] . In that reference, Node-Weighted Steiner Tree Problem (NWSTP) is used to describe a variant of SPG where, in addition to the usual edge costs, vertex penalties are also present. Solution algorithms for a single terminal vertex version of NWSTP are proposed and tested in [33] .
Another exact solution algorithm for NWSTP is proposed in [13] . This algorithm is based on a formulation which is similar to the SPG formulation found in [23] . In the proposed heuristic is capable of attaining near optimal solutions in acceptable CPU times.
In this paper, we investigate primal and dual bounds for PCSPG. These originate from Lagrangian relaxations to the PCSPG formulation in [27] . Since, at first sight, that formulation does not seem amenable to be decomposed in a Lagrangian fashion, we reformulate it with a new set of variables. The resulting formulation is then given a more convenient graph theoretical interpretation, allowing it to be easily decomposed in a Lagrangian fashion. In doing so, a Non Delayed Relax-andCut (NDRC) algorithm [25] is then applied. In association, an effective new rule for discarding inactive dualized inequalities is also proposed and tested here. Additionally, operating under the proposed NDRC framework, a Lagrangian heuristic is implemented to find PCSPG feasible solutions. One of the features of this heuristic is the use of Lagrangian dual information to generate feasible integral solutions to PCSPG. It also uses Local Search to attempt to improve the feasible solutions thus obtained. These combined ingredients are repeatedly used throughout the Relaxand-Cut algorithm. Preprocessing and variable fixing tests, that proved effective in reducing instance input size, are also used in our NDRC algorithm. This paper is organized as follows. In Section 2, the PCSPG formulation in [27] is reformulated and re-interpreted to make it amenable to the use of Lagrangian relaxation. In Section 3, the basic features of a general NDRC algorithm are described. In Section 4, that general framework is tailored to PCSPG. Reduction tests for the problem and the pricing out of suboptimal variables are discussed in Section 5. In Section 6, the NDRC algorithm is computationally tested. Finally, the paper is closed in Section 7 with some conclusions and directions for future work.
An Integer Programming Formulation for PCSPG
The PCSPG formulation used in this paper was suggested in [27] and involves two different sets of variables. Namely, variables {y i ∈ {0, 1} : i ∈ V } to select the vertices to appear in the PCS tree and variables {x e ≥ 0 : e ∈ E} to connect these vertices. We denote by E(S) ⊆ E the set of edges with both endpoints in S ⊆ V . Accordingly, x(E(S)) := e∈E(S) x e represents the sum of the variables associated with the edges in E(S). Likewise, y(S) := i∈S y i represents the sum of the variables associated with the vertices in S. Using this notation, the PCSPG formulation in [27] is then given by (1) min
where B |V | stands for {0, 1} |V | and the polyhedral region R 0 is defined as
x(E(S)) ≤ y(S \ {j}), ∀j ∈ S, ∀S ⊆ V,
For the formulation above, for any feasible solution, constraint (2) imposes that the number of edges involved must equal the number of vertices minus one, very much as one would expect from a PCS tree. Constraints (3) generalize the Subtour Elimination Constraints (SECs) of Dantzig, Fulkerson, and Johnson [10] and guarantee that the resulting solution is cycle free. Finally, inequalities (4) and (5) define valid lower and upper bounds for the variables involved. Thus, after introducing necessary integrality constraints on the y variables, it then follows that the set of feasible solutions to (1) imply all PCS trees of G.
Clearly, single vertex solutions to PCSPG could be efficiently computed through explicit enumeration. Bearing that in mind, Lucena and Resende [27] only concentrated on feasible PCSPG solutions involving one or more edges. Such a restricted version of the problem follows from (1) and is given by (6) min
where polyhedral region R 1 is defined by the set of constraints in R 0 plus
and
Indeed, to exclude single vertex solutions from (1), it suffices to append inequalities
to (1). However, given the nonnegative edge costs and vertex penalties in PCSPG, we use the stronger inequalities (7), for positive penalty vertices. It should be noticed that (8) explicitly imposes that no zero penalty vertex may be a leaf in an optimal PCS tree. Validity of this condition follows from the fact that a PCS tree of lower weight would otherwise be obtained after eliminating leaves for zero valued penalty vertices (thus contradicting any optimality assumption).
2.1. Exchanging variables and uncovering structure. Typically, for the use of Lagrangian relaxation, one looks for an easy to solve problem, obtained after dropping a set of complicating constraints from the formulation in hand. Ideally, such an easy problem should be capable of returning, for our specific application, a good quality bound on (6) . In principle, R 1 does not appear to contain a structure meeting these requirements. However, as we shall see next, such a structure is actually hidden in R 1 and could be uncovered by following a two-step procedure. Firstly, binary 0 − 1 variables {y i : i ∈ V } should be replaced by their complements in 1. Then, the new variables should be re-interpreted in terms of a graph which expands G = (V, E) with the introduction of an artificial vertex together with some edges incident to that vertex.
To implement the first of the two steps indicated above, let {z i = 1 − y i : i ∈ V } be the set of variables to replace {y i : i ∈ V } in (6). Exchanging variables results in a polyhedral region R 2 , in a one-to-one correspondence with R 1 , given by (10) x(E) + z(V ) = |V | − 1,
0 ≤ x e ≤ 1, ∀e ∈ E,
Re-written as above, GSECs (13) now appear very clearly as a lifting of ordinary SECs. A reformulation of (6) is thus given by
At this point, let us give an alternative interpretation to the meaning of variables {z i : i ∈ V }. Assume that an artificial vertex (n + 1), where n = |V |, has been introduced into G = (V, E) and that every variable z i , i ∈ V , represents an edge of cost d i directly linking i to (n+1). Denoting by
edges of G ′ must appear at any feasible solution to (10)- (15) . Notice as well that such a solution must violate no GSECs. It is thus not difficult to check that any feasible solution to (10)- (15) corresponds to a certain GSEC restricted spanning forest of G ′ with exactly two connected components. One of these components must either be a star centered at vertex (n + 1) (i.e., a set of one or more edges of G ′ , all incident to vertex (n + 1)) or else vertex (n + 1) in isolation. GSECs x e + z i ≤ 1 and x e + z j ≤ 1, defined for a set S = {i, j} ∈ V , where e = (i, j) ∈ E, imply the topology of the first component. The other component must be a PCS tree involving at least one edge of G and having no vertex i ∈ V with d i = 0 as a leaf (as enforced by inequalities (11) and (12)). A typical example of such a solution is depicted in Figure 1 . Within a Lagrangian framework, the remarks above provide us with an attractive structure to work with: an unrestricted spanning forest of G ′ with exactly
edges. Provided such a spanning forest does not violate degree constraints (11) and (12) nor GSECs (13) , it must imply a feasible PCSPG solution involving two or more edges. In accordance with that, consider now a polyhedral region R 3 given by
where (18) are ordinary SECs. A forest of G ′ with exactly |V ′ | − 2 edges must then be associated with any point in R 3 where z ∈ B |V | . Additionally, if such a point does not violate (11) , (12) and (13), it must imply a PCS tree, i.e., the second of the two structures discussed above. Therefore, if one attaches nonnegative multipliers to inequalities (11) , (12) and (13) and brings them to the objective function in (16) , optimizing the resulting Lagrangian modified objective function
|V | ) returns a valid PCSPG lower bound. Since exponentially many inequalities exist in (13) , dualizing them in a Lagrangian fashion is not as straightforward as it would otherwise be for (11) and (12) . Thus, in Section 3, a description is given of NDRC algorithms. As mentioned before, NDRC allows one to deal with the nonstandard Lagrangian relaxation application suggested above.
Non Delayed Relax and Cut
The NDRC algorithm in [23, 24] is based upon the use of Subgradient Method (SM) and, throughout this paper, we follow [23, 24, 25] in using SM to describe and test NDRC. The material presented in this section essentially follows from [25] .
Assume that a formulation for a NP-hard combinatorial optimization problem is given. Assume as well that exponentially many inequalities are involved in it. Such a formulation is generically described as
where, for simplicity, x denotes binary 0 − 1 variables, i.e., x ∈ B p for an integral valued p > 0. Accordingly, for an integral valued m > 0, we have c ∈ R p , b ∈ R m , A ∈ R m×p and X ⊆ B p . Assume, as it is customary for Lagrangian relaxation, that (24) w λ = min{(c + λA)x − λb : x ∈ X}.
To attain the best possible Lagrangian bound (24) , Subgradient Optimization (SO) could be used to solve the corresponding Lagrangian Dual Problem (LDP)
Optimization is typically conducted here in an interactive way with multipliers being updated so that w d is obtained. For the sake of completeness, let us briefly review SM, as implemented in [5] . That implementation is precisely the one adapted in this paper to produce the computational results in Section 6.
3.1.
A brief description of the Subgradient Method. At iteration k of SM, for a feasible vector λ k of Lagrangian multipliers, let x k be an optimal solution to LRP (λ k ), with value w λ k , and w be a known upper bound on (21) . Additionally, let g k ∈ R m be a subgradient associated with the relaxed constraints at x. Corresponding entries for g k are
In the literature (see [5] , for instance), to update Lagrangian multipliers, one initially generates a step size
where w is a valid upper bound on w and α is a real number assuming values in (0, 2]. Having done that, one then updates multipliers as
. . , m and moves on to iteration k + 1 of SM.
Under the conditions imposed here, the straightforward use of updating formulas (27) - (28) is not as simple as it might appear. The reason being the exceedingly large number of inequalities that one would typically have to deal with.
3.2. NDRC modifications to the Subgradient Method. Inequalities in (23) , at iteration k of SM, may be classified into three sets. The first contains inequalities that are violated at x k . The second is for those inequalities that have nonzero multipliers currently associated with them. Notice that an inequality may simultaneously be in the two sets just defined. Finally, the third set contains the remaining inequalities. Following [25] , we will refer to the three sets of inequalities just described respectively as the Currently Violated Active set, the Previously Violated Active set, and the Currently Inactive set. Accordingly, they are respectively denoted by CA(k), PA(k), and CI (k).
For the traditional use of Lagrangian relaxation, say when m is a polynomial function of p, Beasley [5] reported good practical convergence of SM to (25) , while, arbitrarily setting g k i = 0 whenever g k i > 0 and λ k i = 0, for i ∈ {1, . . . , m}. In our context, all subgradient entries that are candidates to that modification belong to CI (k).
In spite of the exponentially many inequalities one is faced with, we follow Beasley's advice. The reasoning for doing that comes from two observations. The first one is that, irrespective of the suggested changes, from (28), multipliers for CI (k) inequalities would not change their present null values at the end of the current SM iteration. As such, at the current SM iteration, clearly, CI (k) inequalities would not directly contribute to Lagrangian costs. On the other hand, they would play a decisive role in determining the value of θ k and this fact brings us to the second observation. Typically, for the application being described, the number of strictly positive subgradient entries associated with CI (k) inequalities, tends to be huge. If they are all explicitly used in (27) , θ k would result extremely small, leaving multiplier values virtually unchanged from iteration to iteration and SM convergence problems should be expected.
By following Beasley's suggestion, we are capable of dealing adequately, within a SM framework, with the exceedingly large number of inequalities in CI (k). However, we may still face problems arising from a potentially large number of inequalities in (CA(k) \ PA(k)). These, as one may recall, are the inequalities that will become effectively dualized, i.e., that will have a nonzero multiplier associated with them at the end of SM iteration k.
Assume now that a large number of inequalities exist in (CA(k) \ PA(k)). These inequalities must therefore be violated at the solution to LRP (λ k ) and have zero valued Lagrangian multipliers currently associated with them. Typically, such inequalities may be partitioned into subsets associated, for instance, with a partitioning of the set of vertices in a given associated graph, if that applies. Then, according to some associated criteria, a maximal inequality would exist for each of these subsets. In order to avoid repeatedly penalizing the same variables, again and again, we only dualize one maximal inequality per subset of inequalities. Excluding these inequalities, remaining inequalities in (CA(k) \ PA(k)) will have their subgradient entries arbitrarily set to 0, thus becoming, in effect, CI (k) inequalities.
One should notice that, under the classification proposed above, inequalities may change groups from one SM iteration to another. It should also be noticed that the only multipliers that will have directly contributed to Lagrangian costs (c+λ k+1 A), at the end of SM iteration k, are the ones associated with active inequalities, i.e., inequalities in (CA(k) ∪ PA(k)).
An important step in the dynamic scheme outlined above, is the identification of inequalities violated at x k . This problem must be solved at every iteration of SM and is equivalent to the separation problems found in Branch-and-Cut algorithms. However, NDRC separation problems typically involve lower complexity algorithms than their Branch-and-Cut counterparts. This follows from the fact that LRP(λ) is normally formulated so that separation is conducted over integral structures.
3.3.
Extending the life of dynamically dualized inequalities. For the NDRC algorithm outlined above, assume that a given inequality is dynamically dualized at iteration k of SM. Accordingly, assume, as previously suggested, that this inequality is dropped from updating formula (27) as soon as it becomes inactive. This would specifically occur at the very first SM iteration k 1 > k for which, simultaneously, the inequality is not violated at the solution x k1 to LRP(λ k1 ) and its corresponding Lagrangian multiplier drops to zero.
For the computational experiments in this study, we tested an alternative to the rule above. Namely, we extend the life or, better say, the use of a dualized inactive inequality in updating formula (27) , past iteration k 1 . Accordingly, denote the age of a dynamically dualized inequality, the number of consecutive SM iterations past k 1 where the inequality is not violated by corresponding LRP (λ k ) solutions. Under this new rule, such an inequality remains dualized and is allowed to be used in (27) for as long as its age is less than a given parameter EXTRA ≥ 1. Clearly, in doing so, whenever an inequality aged over 1 is violated at a LRP (λ k2 ) solution x k2 , where (k 2 − k 1 ) ≤ EXTRA, the inequality will leave probation and enter set CA(k 2 ). As a result, no need would exist, for the time being, to keep track of it. Obviously, this situation would prevail until eventually the inequality becomes, yet again, aged 1 and monitoring of it becomes, once more, mandatory.
The use of the alternative rule proposed above proved quite effective. In fact, for some of the instances tested, gaps between NDRC upper and lower bounds were closed by as much as 30%, after setting EXTRA to a value larger than 1.
NDRC bounds to PCSPG
We implemented a NDRC algorithm to PCSPG where GSECs (13) are dynamically dualized, as suggested in the previous section. Degree-inequalities (11) and (12), however, which are small in number, were dualized in a traditional Lagrangian fashion. Thus, these inequalities remain dualized throughout SM, irrespective of being active or not.
At iteration k of SM, for a conformable value q > 0, assume that Lagrangian multipliers λ k ∈ R q + are associated with the dualized inequalities. Following the discussion in Section 3, a valid lower bound on (16) is thus given by the solution to LRP(λ k ), formulated as
where {c k e : e ∈ E} and {d k i : i ∈ V } are respectively Lagrangian modified edge costs and vertex penalties and const(λ k ) is a constant implied by λ k . Notice that an optimal solution to (29), i.e. a minimum cost forest of G ′ with exactly (|V ′ |−2) edges, is easy to obtain. To do so, among the alternatives available, it suffices to adapt Kruskal's algorithm [20] to stop immediately after the first (|V ′ | − 2) edges are selected. Let us now concentrate on solutions (x k , z k ) to LRP(λ k ), which are infeasible to PCSPG. Each of these solutions gives rise to a support graph, that is a subgraph of G ′ induced by the nonzero entries in (x k , z k ). A typical support graph is depicted in Figure 2 . From previous arguments, it is clear that feasible solutions to (29) that happen to be feasible to (16) as well, must either contain vertex (n + 1) appearing in isolation or else have that vertex as the center of a star, as previously defined. For the solution in Figure 2 , vertex i ∈ V contains two edges incident to it, namely (i, n + 1) and (i, l). Thus, that solution must be infeasible to PCSPG and, as such, must imply violated GSECs. Examples of such inequalities are the four maximal GSECs induced by the set of five encircled vertices in the figure. For each of these inequalities, in turn, a different vertex j ∈ S \ {i} is singled out in (13) .
For a given optimal LRP (λ k ) solution (x k , z k ), the identification of maximal violated GSECs could be carried out efficiently. This is attained by investigating the support graph associated with (x k , z k ). In doing so, assume that edge (i, n + 1), for i ∈ V , is contained in that graph. In addition, denote by S i the set of support graph vertices, i itself included, that could be reached from i without crossing edge (i, n + 1). Whenever |S i | is larger or equal to 2, violated GSECs must necessarily be associated with S i . Vertices in S i could be identified in O(n) time. To do so it suffices to eliminate (i, n + 1) from the support graph and conveniently adapt any available shortest path algorithm to enumerate all vertices reachable from i.
After some computational experiments, it proved advantageous to dualize, in a traditional Lagrangian fashion, in addition to (11) and (12), all GSECs with |S| = 2. Only 2|E| such inequalities exist and, among all GSECs available, they are the ones that contribute the most to the Lagrangian bound. Apart from these simple GSECs, we only dualize maximal GSECs associated with sets S i of cardinality larger than 2. Furthermore, from our experiments, for S i as just described, it proved advantageous to only dualize one out of the |S i | − 1 corresponding maximal violated GSECs. We thus only dualize that inequality in (13) for which S = S i and vertex j ∈ S i is chosen as j = arg {max l∈(S\{j}) {d k l }}. Ties are broken arbitrarily.
4.1. PCSPG upper bounds. Our upper bounding strategy attempts to use Lagrangian dual information in a procedure to generate feasible integral solutions to PCSPG. The basic motivation behind this approach is the intuitive idea, validated by primal-dual algorithms, that dual solutions (respectively Lagrangian dual solutions, for this application) must carry relevant information for generating good quality primal solutions. Operating within a Lagrangian relaxation framework, our implementation of this basic idea involves two main components. The first is an algorithm based on the variant of GWA proposed in [29] . We call it the Minkoff Algorithm (MA). The second is a Local Search (LS) procedure that attempts to improve feasible PCSPG solutions returned by MA. GWA and MA are primal-dual based factor of 2 approximation schemes for PC-SPG. They both rely on a constructive algorithm (where a forest of G is greedily built) followed by pruning (where one attempts to construct a PCS tree from the available forest components). One difference between GWA and MA is that, for the former, a given pre-specified root vertex r ∈ V must be passed as an input data to the constructive algorithm. Furthermore, only that connected component containing r may be subjected to pruning in GWA. As a result, |V | runs are required for GWA to attain a factor of 2 approximation. Contrary to that, the constructive phase in MA, called UnrootedGrowthPhase, involves no root vertex. Additionally, all connected components resulting from it may be submitted to pruning. Due to these features, MA has a better run time complexity than GWA, i.e., O(n 2 log(n)) against O(n 3 log(n)). Furthermore, the pruning algorithm used in MA, called BestSubTree, is based on Dynamic Programming and dominates the corresponding algorithm in GW (BestSubTree returns the best possible PCS tree for the subgraph of G induced by the connected component under inspection).
Due to the advantages quoted above, MA was selected to be used within our NDRC framework.
In doing so, one attempts to make it more attractive for MA to select as many edges in the support graph of (x k , z k ) as possible. Accordingly, we thus use dual information to guide the construction of primal feasible solutions. This overall Lagrangian heuristic, MA included, is only run for SM iterations where w λ k improves upon the best Lagrangian relaxation bound previously generated at SM. For every such run, pruning algorithm BestSubTree is then used under the original edge costs and vertex penalties (instead of using corresponding complementary costs and penalties, as for the constructive algorithm). Solutions thus obtained are then subject to Local Search, which is explained next.
4.2.
Local search. Given a PCS tree T = (V T , E T ), we are essentially interested in comparing T with PCS trees that result from T after a single vertex inclusion or vertex exclusion operation. For the first operation, say the inclusion of vertex i ∈ V into T , the most effective procedure to accomplish that task may involve the insertion into T of some additional vertices. Accordingly, the same applies for the operation of excluding a vertex j ∈ V T from T . The search neighborhood we aim for is thus formed by those PCS trees that result from an optimized inclusion (resp. exclusion) of a vertex into (resp. from) T .
On implementing the Local Search (LS) procedure suggested above, a vertex inclusion (resp. exclusion) move is conducted in two steps. First, a minimal cost tree spanning the enlarged (resp. contracted) vertex set is computed. Then, at a second step, BestSubTree is applied to the resulting PCS tree. Only after this second step is carried out, one may evaluate potential vertex inclusion (resp. exclusion) benefits. Another key feature of our LS procedure is the effort to keep run time low and allow LS to be applied whenever MA is used. In order to do so, several dominance tests are performed to hopefully avoid having to evaluate every possible non-profitable move. The time required by the overall scheme is bounded from above by the time to compute, from scratch, a Minimum Spanning Tree (MST) of G, i.e. O(mlog(n)). To avoid paying that price, we implemented the dominance tests used in the SPG Tabu Search heuristic of Ribeiro and Souza [30] . As we shall see next, these tests could be easily adapted to PCSPG. 4.3. Dominance tests. Given a PCS tree T , consider all different PCS subtrees contained in it. Clearly, the weight of each of these subtrees may differ from that of T . Throughout our upper bounding algorithm, however, we enforce that no PCS tree T contains a subtree with a lower weight. We call that the Optimality Condition (OC) for T over the graph induced by T itself. As such, if T is passed to BestSubTree as an input, T itself must be returned as an output.
Let us first concentrate on dominance tests for insertion moves. Consider a vertex i ∈ V T and the set of edges connecting i to V T , i.e., δ T (i) := {e ∈ E : e ∈ δ(i) ∩ δ(V T )}. Assume that the edges in δ T (i), i.e. {e 1 , e 2 , ...., e |δT (i)| }, are ordered in nondecreasing value of their edge costs. The following tests are then used to evaluate the benefits of inserting vertex i ∈ V into T :
(
let us investigate two examples. In the first one, let us assume that e 1 = (i, k), e 2 = (i, j) and that f is the maximum cost edge in the unique path in T connecting k and j. It is clear that whenever d i + c f − c e1 − c e2 > 0 the insertion of i is profitable. Now, look at the tree T indicated in Figure 3 . Note that if we remove the path P = {(k, z 1 ), (z 1 , z 2 ), (z 2 , z 3 )} (as well as all its internal nodes) and add edges (i, k) and (i, j) to T , the resulting structure is a cost improving tree. Following Duin [12] , we call both the edge f in the first example and the path P in the second as a key-path between j and k. More precisely, a key-path between two vertices j and k in a tree T is either an edge in the unique path connecting them or, else, any subpath between k and j such that all its internal nodes have degree two. Let us now define the net weight of a key-path as the sum of its edges costs minus the sum of the penalties for its internal vertices. For example, the net weight of P in Figure 3 is w(P ) = c (k,z1) + c (z1,z2) + c (z2,z3) − d z2 = 14. Thus, all we have to do when evaluating the inclusion of i is to find a maximal-weight key-path P * between j and k and check whether P * is profitable, i.e., d i +w(P * )−c e1 −c e2 > 0. In positive case, as the current PCS tree satisfies OC, the tree obtained after removing P * and including e 1 , e 2 also does. Thus, the new (cost-improving) tree replaces the previous one and the search goes on. To find a maximal weight key-path, we implemented a Dynamic Programming procedure that runs at O(|V T |) time. (4) If |δ T (i)| ≥ 3, one should first introduce edge e 1 = (i, k) into T . Denote by T i the resulting PCS tree. In the sequel, one should add another edge e p = (i, j) ∈ δ T (i)\{e 1 } into T i . Then one finds the largest cost edge f in the unique path of T i connecting i and j and compute the gain
After evaluating, in turn, the gain provided by the inclusion in T i of every edge e p ∈ {e 2 , ...., e |δT (i)| }, as described above, the least cost PCS tree thus obtained should be submitted to BestSubTree, no matter if its gain is positive or not. Denote by T δ(i) the PCS tree thus obtained. Provided T δ(i) has less weight than T , T δ(i) should then be re-labelled T .
Our LS procedure is initiated with the insertion moves described above. In case they fail, exclusion moves, which are computationally more expensive, should then be attempted. However, prior to describing exclusion moves, we will first describe some dominance tests associated with them. First of all, let us focus on the analysis carried out in [30] for the exclusion of a Steiner vertex, say vertex j, from a Steiner tree S = (V S , E S ). In connection with that, assume that {(i 1 , j), ..., (i k , j)} are the k ≥ 1 edges of S incident to j. Accordingly, if vertex j is removed from S, k trees denoted by {S l : l = 1, . . . , k} would result. Let i l , i v be any pair of adjacent vertices to j in the current Steiner tree. Assume that j is indeed removed from S and define (p, q) as the minimum weight edge among all those connecting S l to the other k − 2 trees S t : t = l, as defined above. It has been proved, see Theorem 1 in [30] , that η(j) := c (p,q) − c (i l ,j) − c (iv ,j) gives a lower bound on the additional cost of a Steiner tree obtained after eliminating vertex j from S. Clearly, whenever η(j) ≥ 0, the cost of such a Steiner tree is larger than that of S.
It is quite straightforward to adapt the result above to PCSPG. To that order, consider a PCS tree T , a vertex j ∈ V T , and the corresponding associated trees {T l : l = 1, . . . , k}, obtained after eliminating j from T . Additionally, redefine η(j) as c (p,q) − c (i l ,j) − c (iv ,j) + d j , where, once again, vertices i l and i v are any two adjacent vertices to j in T and (p, q) is the least cost edge connecting T l to the other k − 2 trees T t : t = l. In doing so, η(j) now gives a lower bound on the additional weight of a PCS tree obtained after eliminating vertex j from T . Based on the arguments above, prior to embarking on an analysis to attempt to exclude vertex j from T , one should first determine η(j). To do that, one may consider the same choices suggested in [30] for vertices i l and i v . Accordingly, i v must be chosen as the immediate predecessor of j in the path of T that links j to the root of that tree. Likewise, i l is taken as the end vertex, other than i v , of the maximum cost edge of T incident to j.
Reduction tests and the pricing out of suboptimal variables
Prior to using the PCSPG NDRC lower and upper bound procedures in Section 4, a few tests are applied to reduce problem input size. Additionally, throughout SM, tests which attempt to price out suboptimal edges are also used. Details of these two different types of tests are presented next.
Reduction tests.
A reduction test for PCSPG attempts to find vertices and edges of G that are guaranteed not to be in any optimal solution to the problem. The tests that follow were adapted from SPG reduction tests found in the literature (see Duin [11] , for instance). In the order they are presented, the first four tests come from [27] , the fifth was suggested in [21] while the last is introduced in this study.
Shortest path test.
The test is only applied if c e > 0 for all e ∈ E. Let dist(i, j) be the length of the shortest path linking vertices i and j, for i, j, ∈ V . If dist(i, j) < c e , where e = (i, j) ∈ E, then edge e is suboptimal and could be eliminated from G.
Cardinality-one test.
Assume that a given vertex, say vertex i ∈ V , has an edge cardinality of one, i.e., |δ(i)| = 1. Denote by e the only edge incident to i. If c e > d i , then vertex i and, consequently, edge e are suboptimal and could be eliminated from G.
Cardinality-two test.
Assume that the edge cardinality of i ∈ V equals two and denote respectively by e 1 = (i, i 1 ) and e 2 = (i, i 2 ) the two edges of G that are incident to i. If c e1 > 0, c e2 > 0 and d i = 0, either e 1 and e 2 must simultaneously appear at an optimal PCS tree or else neither of these edges may be part of such a tree. The reasoning behind this test, as explained before, follows from the suboptimality of any PCS tree containing vertex i as a leaf. Recall, in that case, that the only edge incident to i may be eliminated from the tree and a lesser cost PCS tree would then result.
Provided the conditions set above are met, vertex i could be pseudo eliminated by replacing the two edges incident to it by a single edge (i 1 , i 2 ) of cost c (i,i1) +c (i,i2) . Whenever two edges (i 1 , i 2 ) result from this operation, only the edge with the least cost should be kept.
5.1.4.
Cardinality-larger-than-two test. Provided certain conditions are met, pseudo elimination could also be extended to vertices with edge degrees larger than 2. Assume, for instance, that vertex i ∈ V has |δ(i)| = 3, all edges incident to i are positive valued and d i = 0. Assume as well that it was somehow established that no optimal PCS tree exists with 3 edges incident to i. Therefore, under these conditions, either vertex i is part of no optimal PCS tree or else it appears at such a tree with an edge degree of 2 (recall that i could not have an edge degree of 1 at an optimal PCS tree). Vertex i could thus be pseudo eliminated by joining together into single edges each of the 3 possible combinations of two edges incident to i. Clearly, in doing so, no optimal PCS tree would be eliminated from the original solution space.
For a vertex i ∈ V with edge degree k ≥ 4, testing for pseudo elimination is considerably more demanding than the situation described above for k = 3. For k ≥ 4, pseudo elimination may only be carried out if it could be established that no optimal PCS tree exists containing exactly l edges incident to i, for 3 ≤ l ≤ k. However, due to the combinatorial explosion implied by checking that condition, the test should be restricted, in practice, to vertices where k is not very large.
Following the outline suggested above, we will now formally describe the test. For convenience, it will be split in two cases. The first is for vertices i ∈ V with edge degree k = 3. The second is for those vertices i ∈ V with k ≥ 4. In either case, the cost of all edges incident to i must be non negative and d i = 0.
Assume first that |δ(i)| = 3 and let i 1 , i 2 and i 3 be the three vertices of G sharing an edge with i. Denote respectively by e 1 = (i, i 1 ), e 2 = (i, i 2 ), and e 3 = (i, i 3 ), these edges. Then, see [11] for details, if
no optimal PCS tree exists involving 3 edges incident to i. As such, i could be pseudo eliminated from G. As explained before, that is accomplished by replacing every combination of two distinct edges incident to i by an associated, conveniently defined, single edge.
Let us know extend the test for vertices i ∈ V with |δ(i)| = k, where k ≥ 4. To understand this generalization, one should notice that the left hand side of (30) equals the cost of the MST for the distance subgraph of G implied by vertices i 1 , i 2 and i 3 . Thus, in general terms, one should first compute a MST for the distance subgraph of G associated with the k vertices that share and edge with i.
Having done that, one should then compare the cost of that MST against the sum of the costs for the k edges incident to i. In case the MST has the smallest cost, a guarantee is obtained that no optimal PCS tree exists involving exactly k edges incident to i. However, at that point, to allow i to be pseudo eliminated, a similar test must also be successful for every distinct combination involving l of the k edges incident to i, for 3 ≤ l ≤ (k − 1). 5.1.5. Minimum adjacency test. Assume that an edge (i, j) ∈ E exists linking two positive penalty vertices i, j ∈ V . If min{d i , d j } − c (i,j) > 0 and c (i,j) = min{c (i,u) : (i, u) ∈ E}, then vertices i and j may be shrunk into a single vertex of penalty
. As a result of this shrinking, whenever edges (i, v) and (j, v) belong to E, two parallel edges linking v to the new vertex will result. These should then be merged into a single edge of cost min{c (i,v) , c (j,v) }.
5.1.6. Net weight gain cardinality two path test. For three given vertices of V , say i, j, and k, assume that edges (i, j), (i, k), and (j, k) belong to E. Assume as well that c (i,k) + c (j,k) − d k < c (i,j) and c (i,j) ≥ min{c (i,k) , c (j,k) } apply. Then, in this Net Weight Gain Cardinality Two Path Test (NWGC2), edge (i, j) must be suboptimal since the path formed by edges (i, k) and (j, k) offers an alternative to spanning vertices i and j through edge (i, j), at a positive net weight gain of (
It should be noticed that the NWGC2 improves on the minimum distance test. That applies since NWGC2 may eventually succeed in proving that an edge (i, j) ∈ E for which dist(i, j) = c (i,j) , is suboptimal.
Variable fixing tests.
As indicated before, feasible solutions to LRP(λ k ), defined as suggested in Section 4, imply forests of G ′ with exactly (|V ′ | − 2) edges. For this type of structure, LP reduced costs are quite straightforward to compute. Indeed, this task could be accomplished by performing some simple, conveniently defined, edge exchanges. These exchanges, in turn, directly follow from exchanges previously suggested for computing LP reduced costs for spanning trees [32] .
For our particular application, assume that the k-th iteration of SM is being implemented and let (x k , z k ) ∈ B |E|+|V | be an optimal solution to LRP(λ k ), formulated at that iteration. Accordingly, the |E| components in x k are associated with the edges of E. Likewise, the |V | components in z k are associated with the edges {(n + 1, i) : i ∈ V } of the expanded graph G ′ = (V ′ , E ′ ). As one may recall, edges {(n + 1, i) : i ∈ V } are part of our reformulation and reinterpretation of PCSPG in terms of G ′ . For (x k , z k ), as defined above, assume that c k e , for e = (i, j) ∈ E ′ , is the corresponding LP reduced cost for the variables involved. Then, c k e is computed as (31) c
, where e 0 is an edge that is dependent on the forest topology that (x k , z k ) implies on G ′ . Assume first that i and j share a same component in that forest. Then a unique path must exist linking i and j in that component and e 0 should be taken as the largest Lagrangian edge cost for this path. Otherwise, if i and j appear in different components, e 0 should be taken as the largest overall Lagrangian cost for an edge in the solution forest.
Denote by w λ k the value of solution (x k , z k ) to LRP(λ k ) and by w a known valid PCSPG upper bound. Then, if (c k e + w λ k ) > w, the variable associated with e is guaranteed not to appear at an optimal PCSPG solution. As such, that variable (respectively edge e) could thus be eliminated from the formulation (respectively from G ′ ). The Lagrangian variable fixing test we have just described became standard in the literature and could be traced back at least to [34, 32] .
Computational experiments
Computational tests were carried out for a total of 168 PCSPG instances taken from the literature. These instances belong to the following sets:
• Sets P and K, respectively with 11 and 23 instances, as proposed in [18] .
• Sets C and D with 40 instances each, as proposed in [7] . These instances originate from the OR-Library SPG test sets C and D [2] .
• Set E with 40 instances, as proposed in [21] . Instances in this set also originate from the OR-Library [2] and were generated exactly as sets C and D, above (see [7] , for details).
• Set H with 14 instances, as proposed in [21] . These instances originate from the SPG hypercube instances introduced in [31] . All algorithms used in our computational experiments were coded in C. Experiments were carried out on a Pentium IV machine running at 3GHz and having 512 Mb of RAM memory. Linux was the operational system used and code was compiled under GNU gcc compiler, with flag -O3 activated.
Due to the large volume of data involved, for convenience, we have chosen to present detailed computational results in Tables 4 -8 of Appendix A. Condensed aggregate results, that indicate more general trends, are presented in the main text body. However, whenever necessary, specific Appendix A results will also be quoted throughout the text.
6.1. Pre-processing results. Table 1 presents a summary of pre-processing results for each test set considered. Entries in that table, under the headings "nb-v" and "nb-e", respectively give the percentage of vertices and edges remaining after the pre-processing tests of Section 5 were performed. Results are associated with two different types of experiments. One where all pre-processing tests are carried out and another where, among all available tests, only NWGC2 is omitted. In doing so, benefits from using pre-processing test NWGC2 become more evident. Average CPU times are presented for each type of experiment conducted.
Benefits from using test NWGC2 are more pronounced for test set K where, on the average, 24% more edges ended up being eliminated. For instances in test sets C, D, and E, benefits from using NWGC2 increase with the increase in the proportion of non zero penalty vertices. For this group of instances, the average times quoted in Table 1 were positively influenced by the vigorous performance of NWGC2 for some of the largest instances in the group, namely, C20A, C20B, D20A, and D20B. Preprocessing tests totally failed for set H instances, where not a single edge could be eliminated. Table 2 presents a summary of the lower and upper bounds obtained after allowing up to MAXITER=2000 SM iterations to be performed. For these experiments, parameter EXTRA was set to 1 while step-size parameter α, see (27) , was initially set to 2, being progressively halved after ξ = 100 consecutive SM iterations without an overall improvement on the best Lagrangian lower bound. The first column in Table 2 identifies the corresponding test set. Columns that follow respectively give the number of instances involved, the number of instances for which NDRC was able to present optimality certificates, i.e., w d = w, the number of instances where NDRC upper bounds matched known optimal solution values, i.e., w = w, the percentage average gaps between upper and lower bounds, and the average CPU times.
For the same parameter settings above, detailed computational results are presented in Tables 4 -8 of Appendix A. For each of these tables, the first column identifies the instance under investigation. The second indicates the best NDRC lower bound attained, w d . That is followed by the best upper bound, w, in column three, the corresponding duality gap, (w − w d )/w d , in column four, and the CPU time (in seconds) to either perform MAXITER SM iterations or else to exhibit an optimality certificate, in column five. For Tables 4-7, the last column, w, is the optimal solution value. In Table 8 , however, we indicate the best known upper bound. Furthermore, for that table, in the last column, headings "*" indicate that the corresponding upper bound was proved to be optimal. Headings "+" indicate that the best upper bound available was found in this study.
As can be appreciated from the computational results presented here, for instances P, K, C, D, and E, NDRC upper bounds are always very sharp. Indeed, for 149 of the 154 instances involved, they matched corresponding optimal solution values. For the remaining 5 instances, the gaps between NDRC upper bounds and corresponding optimal solution values were smaller than 1.5%.
NDRC upper bounds compare favorably with the results reported in [7] in terms of solution quality for test sets P, K, C, and D (test sets E and H were not available at the time [7] was published). Out of the 114 instances involved, NDRC managed to find optimal solutions for 113 of them. Even when pre-processing tests were not used, NDRC upper bounds matched optimal solution values for 109 instances. By comparison, the algorithm in [7] only succeeded in finding optimal solutions for 91 of these instances. When pre-processing is switched off our CPU times increase by an order of magnitude. We refrain from comparing our CPU times with those quoted in [7] since quite different machines were used in the two experiments (a 3.0 GHz Pentium IV processor, for our application, and a 400 MHz Pentium II processor in [7] ). However, it is clear that one should expect CPU times in [7] to drop considerably if our pre-processor tests were used.
Lower bounds attained by our NDRC algorithm were, in general, quite good. The only exception being the lower bounds for instances in set K. As previously mentioned in a conference version of this paper [8] , these instances exhibit a high degree of symmetry and, possibly, this is to blame for the poor NDRC performance.
One should notice that, from a theoretical point of view, the best NDRC lower bounds capable of being attained are those implied by the LP relaxation of (16) . From the computational experiments in [27] , LP relaxation bounds for (16) are known for instances in test sets C, D, K, and P. For all instances in sets K and P and for almost all instances in sets C and D, LP relaxations in [27] turned out to be naturally integral. Thus, for these instances, LP relaxations correspond to optimal PCSPG solutions. Comparing the NDRC lower bounds in this study with the LP relaxation bounds in [27] , it is clear that our bounds are not that far away from the best values they could possibly attain. However, clearly, there is still room for improvements. This is particularly true for instance K400 where larger than expected duality gaps were obtained. It is possible that such a gap resulted from the Subgradient Method inadequacy to deal with highly symmetrical PCSPG instances. However, one could not be completely sure about that since we also faced some difficulties in choosing the GSECs to dualize (see discussion in Section 4). Recall, from Section 4, that we only dualize at most one GSEC for each candidate vertex set S i . Recall as well that when violations indeed occur, |S i | − 1 maximal violated GSECs are associated with S i . For that reason, we have then decided to investigate alternative dualization strategies in an attempt to improve NDRC lower bounds for set K instances. In particular, the following alternatives were tested for every SM iteration where violations occur for vertex set S i :
• Dualize all associated |S i | − 1 maximal GSECs.
• Dualize a surrogate of the associated |S i | − 1 maximal GSECs. None of these strategies resulted in a consistent lower bound improvement over the strategy we had before. However, another approach was devised that allowed us to partially bridge the gaps between the previously obtained NDRC lower bounds and corresponding best theoretical values. Namely, we have extended the life of a dynamically dualized GSEC, as described in Section 3.3. Under this strategy, additional experiments were carried out for the K200 and K400 instances, under different values for parameter EXTRA. Corresponding results appear in Table 3 and show that NDRC lower bounds improved, on the average, by 2.32% and 2.54% over their previous values, after EXTRA was respectively set to 5 and 10. Motivated by these results, we performed similar experiments for those instances in sets K, P, C, D, and E set for which a duality gap greater or equal to 1% was previously attained. However, for this experiment, the following parameters were used: MAXITER=5000, ξ = 250 and EXTRA = 5. In this experiment, four additional optimality certificates were obtained. Furthermore, average duality gaps were reduced by one third. Among PCSPG instances in the literature, those in set H are undoubtedly the hardest to solve to proven optimality. In [21] computational results are presented for set H instances where d ≤ 10. These results were obtained under a 1800 seconds CPU time limit imposed on the Branch and Cut algorithm used. For a few of these instances, optimality certificates were obtained in [21] . However, results for the d = 11 and d = 12 set H instances were not quoted in [21] . Using results in [21] as a basis for comparison, one should notice, from the results in Table 8 (see also Appendix A), that, for the d ≤ 10 set H instances, good quality NDRC upper bounds were obtained under acceptable CPU times. In particular, for three of these instances, new best upper bounds were attained. For the remaining instances in that set, i.e. for the d = 11 and d = 12 instances, NDRC duality gaps were attained with a magnitude comparable to those quoted in [21] for the d = 10 instances. Furthermore, these gaps were obtained under CPU times comparable to those quoted in [21] for the, smaller, d = 10 instances.
For instances in sets C, D, and E, we have have also compared NDRC CPU times with those given in [21] . Average CPU times quoted in that reference are for a 2.8 Ghz Intel Pentium IV based machine with 2 Gb of RAM memory. The average CPU time required by the Branch and Cut algorithm in [21] to solve all instances in sets C, D, and E, was respectively 4.9, 22.3, and 253.4 seconds. Comparing these results with those required by NDRC to attain the duality gaps we quote here, it is estimated that the algorithm in [21] is already about 1.7 times faster than ours. This result clearly indicates the efficiency of the algorithm in [21] (we believe that LP relaxation bounds for the two formulations should not be that different). Although our NDRC algorithm compares unfavorably with the algorithm in [21] for instance sets C, D, and E, that is not the case for instances in set H, the hardest in the literature. As a general rule, for instances in set H, our heuristic managed to find better solutions in CPU times that were up to 2 orders of magnitude less than those reported in [21] .
Conclusions
Algorithms to generate primal and dual PCSPG bounds were proposed in this paper. These algorithms originate from a Lagrangian NDRC based approach and incorporate ingredients such as a new PCSPG reduction test, an effective Local Search procedure and a modification in the NDRC framework which allowed additional reductions in duality gaps to be attained.
NDRC upper bounds for PCSPG turned out very sharp for almost all instances tested. In particular, optimal solutions were generated for 149 out of the 154 instances tested in sets K, P, C, D, and E. The Lagrangian heuristic that produced these bounds thus appear to dominate the best PCSPG heuristic available in the literature [7] . On the other hand, in terms of CPU time and lower bound quality, for test sets C, D, and E, NDRC was easily outperformed by the Branch-and-Cut algorithm in [21] , which is the best exact solution algorithm available for PCSPG. However, for test set H, the hardest to solve to proven optimality, NDRC outperformed the algorithm in [21] . In particular, while requiring less CPU time than that quoted in [21] , NDRC generated new best upper bounds for seven set H instances.
A possible extension of the work presented here is to use the PCSPG NDRC algorithm simultaneously as a pre-processor and a warm start to a corresponding Branch-and-Cut algorithm. In doing so, one would be able to reduce instance input size and also benefit from good quality PCSPG upper bounds. Most important of all, one would additionally be able to carry over to Branch-and-Cut some attractive GSECs dualized at the NDRC algorithm. One would thus be able to match, and sometimes even improve upon, at the very first Linear Programming relaxation solved, the best lower bounds attained at NDRC. An example of the scheme just outlined, tailored to the Degree-Constrained Minimum Spanning Tree Problem, could be found in [9] . Appendix A. Detailed computational results Table 4 . Relax-and-Cut results -Sets K,P -MAXITER=2000, ξ = 100, EXTRA = 1 
