The steady incompressible irrotational flow past a three-dimensional body of any shape generates no forces. The historic paradox refers only to drag, but lift is also zero, which has been known but not emphasized. The new material concerns a body with a long constant cross section, such as a train. The final results for forces and moments are very simple. With zero angle of attack, we show that the force vectors on the front and rear parts of the body are each (asymptotically) equal to zero, if the pressure is referred to the freestream pressure. The lift and drag coefficients, based on frontal area, vanish proportionally to d/l and (d/l) 2 , respectively, where d/l is the diameter-to-length ratio. This applies to any shape of the cross section, and of the ends. With an angle of attack, the nose and tail forces are nonzero but depend only on the angle of attack and the cross section's added mass per unit length. The pitching moment is proportional to the total added mass and the sine of twice the angle of attack. The present results clarify slender-body theory results. The practical consequence is that, for a long body with constant cross section, the shape of the nose or the tail is irrelevant to its own 'partial' drag and lift, and to the pitching moment.
Introduction (a) Historical background
D'Alembert's paradox of 1749-1768 is of great historical and theoretical importance, even when limited to the fact that the drag is zero [1] . What is not as widely appreciated is that the lift is also zero, a result which many authors arrive at, but do not contrast with the simple paradox ( [2, p. 34] , [3, p. 405] , [4, p. 167] , [1] ). An early reference is Multhopp in 1941 [5] ; he mentions 'the total absence of resultant forces on the fuselage', without any reference. Munk in 1924 also has a rather cryptic justification [6, pp. 115-116] . Thus, this issue is settled, but more clarity would be desirable.
(b) Motivation and outline of paper
Elongated bodies are common in air and ground transportation, and the nose design is highly visible. The nose region is also much more amenable to inviscid analysis, as pursued here, than the tail region is. While it is accepted that separation is undesirable in terms of drag and other issues such as noise and vibration, that leaves open the question of which shapes with attached flow may be optimal. High-speed passenger trains fit the elongated definition best. With the ground boundary that trains have, the present analysis predicts drag, and side-force in a cross-wind, but not lift; lift is less important for trains than for cars. Transport aircraft have length-to-diameter ratios l/d sometimes in excess of 10, and although the velocity field induced by the wing vortex system is significant, trends can be predicted by the present theory in particular regarding (again) the potential of different nose designs and also the effect of a fuselage 'stretch' on longitudinal stability. The principal limitation of the theory for this purpose is that it considers incompressible flow.
The present contribution is a set of mathematical findings for the separate aerodynamic forces on the front and rear part of an elongated body, in simple terms its nose and its tail. We begin with definitions in §2a and a general statement of the known paradox in §2b. The principal new steps are first the creation in §2c of a 'flow model' which gives the flow field in the equatorial plane of the elongated body with sufficient accuracy to allow the calculation of the nose and tail forces using control volumes that include this equatorial plane, and second the actual calculation in §2d of the corresponding integrals. The reasoning, flow model and key equations are presented rather concisely, and the more intricate mathematical developments are in appendix A. The dagger symbol † n will indicate where a reference to item n in appendix A is suggested. 
Mathematical development (a) Definitions
The dimensions of the body are as follows: its approximate length is l with ends near x = ±l/2, and the constant cross section in the (y, z) plane has a diameter d and an area A = O(d 2 ). If the shape is not a circle, d is the largest distance between two points on that shape. The constant cross section is aligned with the x-axis and the freestream velocity vector is (U ∞ , 0, W ∞ ). No symmetry is assumed in any direction for now, emphatically not the head-tail symmetry in x initially needed by d'Alembert himself [1, 8] , and only a spanwise (y) symmetry, as is very typical in practice, will appear later. The principal assumption here is d l † 1 . Control-volume analyses will use the following surfaces, illustrated in figure 1: S 1 is the front half of the body (x < 0) and S 2 its rear half; S 3 is the front half of a sphere of large radius R and S 4 its rear half. The limiting process R → ∞ occurs first, and the limit l/d → ∞ second. The surface-normal vectors n are pointing out of the fluid. Finally, S 5 is the equator disc of the sphere at x = 0, excluding the body, and the wall-normal on S 5 points towards positive x. Therefore, the sets S b ≡ S 1 + S 2 + S 3 + S 4 (body and sphere) and the roughly half-sphere sets S f ≡ S 1 + S 3 + S 5 and S r ≡ S 2 + S 4 − S 5 form closed control volumes, where the minus sign means that the surface integral is reversed.
The fundamental results used are that in a steady inviscid flow the integrals over these surfaces of the fluxes of mass and momentum are zero, ρ S U.n dS = 0 and
where U is the velocity vector, ρ is the density and p is the pressure [3] . These equations are converted to perturbation equations relative to the freestream condition (U ∞ , p ∞ ), the perturbations being denoted by ( U, p) S U.n dS = 0 and in which terms with a uniform integrand multiplying n were dropped because the S surface is closed (i.e. n dS = 0), and the conservation of mass was used to remove another term from the conservation of momentum, the one proportional to U ∞ U . n.
The governing partial differential equations are that u is divergence-free and irrotational (∇ · U = 0 and ∇ × U = 0); has no penetration ((U ∞ + u) . n=0) on the body; and U → 0 as r → ∞ with a decay rate that has not been determined yet. The Biot-Savart law will be used throughout, that is, considering the entire space and the vorticity associated with the velocity jump from inside the body to the fluid, which is n × Uδ(n), where U is the velocity vector next to the surface and δ is the Dirac distribution. Bernoulli's equation, p + ρ|U| 2 /2 = p ∞ + ρ|U ∞ | 2 /2, is also essential.
(b) General d'Alembert results for the full body, and their proofs A crucial element of any mathematical proof is the decay rate of the velocity and pressure perturbations which enter (2.2) at large distances, as r → ∞. Using expansions in powers of r of the velocity potential, Batchelor [3] obtains the result that the velocity perturbation decays as 1/r 3 , where r is the distance from the origin. Many published 'proofs' of the paradox, especially those with a historical character, hinge on this property, although they tend to invoke 'the potential character of the velocity field' in a vague manner, often with words such as 'it may be shown' and 'roughly' [1] . Surely, Batchelor in his thoughtful introductory book would have much preferred to offer a simple and pure argument, had it been available.
An alternate and precise argument is that the flow is entirely represented in the Biot-Savart sense by a vortex sheet, placed on the body and therefore with compact support, with zero net strength (n × U) dS = 0 (i.e. closed vortex lines) of which the impulse The general paradox makes use of conservation of momentum for the surface S b . The integral of the momentum flux over S 3 + S 4 vanishes asymptotically, because the area of the sphere is O(R 2 ) and both terms in the second equation of (2.2) are O(1/R 3 ). This uses Bernoulli's equation to bound p in the far-field. Therefore, the force vector on the body, which is the integral of the pressure multiplied by n over S 1 + S 2 (the velocity terms in (2.2) being zero on S 1 + S 2 because U · n = 0), is zero. This is clearly shown by at least three textbooks. The term 'strong d'Alembert paradox' may be appropriate for the complete statement that both drag and lift are zero. It seems curious that the books do not comment on the existence of this stronger result than the one d'Alembert wrote about. In the books, attention rapidly shifts, and for good reasons, to two-dimensional (2D) flows in which the lift may not be zero.
We note that energy arguments using the absence of dissipation in the (inviscid) flow, although arguably more intuitive than the far-field decay arguments used here [7] , can only give the zerodrag result, since lift has no power associated with it. They do not lead to the strong paradox. In addition, these arguments implicitly assume that the flux of kinetic energy at large distances through S 3 + S 4 is zero, so that in depth they are not independent of knowledge of the far-field decay. For instance, the inviscid flow past a wing has no dissipation, but the wing has drag, because the wake's kinetic energy is exiting the domain across S 4 . The dynamic-pressure field is a quadratic combination of the two, so that the pressure forces are not additive; in fact the lift will be proportional to U ∞ W ∞ .
The difficulty is to obtain approximations of high enough order, with well understood far-field behaviour, for the integrals over surfaces expanding to infinity to be correct. For this purpose, the order-of-magnitude O( ) statements for the remainders will be expanded to include the effective area of integration, over S 5 . For some terms its size is of order d 2 , and for others it is of order l 2 , a crucial difference † 2 . This effective area will be written after a semi-colon, e.g. O(d 3 U ∞ /l 3 ; l 2 ).
(i) Axial flow
This is the component driven by U ∞ only, illustrated in figure 2a. Away from the ends, it is asymptotically equal to (U ∞ , 0, 0). To leading order, the axial-flow perturbation due to the ends is that induced by a source of strength Q ≡ AU ∞ placed at x = −l/2, and an opposite sink at x = l/2, where A is the area of the cross section in the (y, z) plane † 3 . The flow, naturally, decelerates ahead of the nose and then accelerates slightly along the body. This primary flow field is the same as that of Rankine bodies [4] , but those flow fields are strictly those generated by the point source and sink. Here, the geometric details of the two ends, for which again no symmetry is assumed, are reflected in closed vortex systems centred at x = ±l/2, each with a spatial extent of order d and an impulse that is O(d 3 U ∞ ). Displacing the source or sink by a distance of order d induces a field of the same order and therefore does not affect the results † 1 .
The source Q at the nose induces a field which is O(U ∞ A/r 2 1 ), where r 1 is the distance between the field point and the point (−l/2, 0, 0), and the shape-dependent vortex system induces a higher order field that is O(U ∞ d 3 /r 3 1 ), with analogous fields from the tail region. The Q field does not exactly satisfy the boundary condition on the body; using the angle of the velocity vector, the error is seen to be O(U ∞ d 3 /r 3 1 ; l 2 ) and therefore of the same order as the effect of the unspecified 'nose vortex system' or an alteration of l by an amount of order d † 4 .
At x = 0, the Q source-sink field is O(U ∞ A/l 2 ; l 2 ) with therefore an integral O(U ∞ A) and will be included in the full model in §2c(iii). By symmetry between the nose and the tail, the sourcesink combination is only present in the
, of higher order, which will be captured in an O( ) symbol.
(ii) Transverse flow other shapes, and can easily be calculated numerically for general shapes. The perturbation field ( V tr ≡ V tr , W tr ≡ W tr − W ∞ ) decays proportionally to 1/(y 2 + z 2 ) at large distances, with the leading term a dipole with strength O(d 2 W ∞ ). This flow has zero lift and drag, in the 2D sense. Therefore, for the complete body the force cannot be larger than an 'end force' O(ρ|U ∞ | 2 d 2 ), so that a normal-force coefficient C n based on the side area d l vanishes at least as fast as d/l. The question is about force coefficients based on the (smaller) frontal area A, or d 2 .
We first derive lemmas for the 2D field. We define three non-geometric areas from the transverse flow field, which will be the only quantities needed for the final force results,
The area A gives the added mass of the cross section in the y-direction, proportional to the kinetic energy of the transverse flow, and the integral is absolutely convergent thanks to a decay behaviour of 1/r 4 . The integral is implied over the fluid domain only. The second area A derives from the impulse in the z-direction and is a moment of the vortex-sheet strength along the body contour. Being a line integral, it has compact support and therefore no convergence issues. Landau & Lifshitz [2] demonstrate that, in our notation, A = A + A † 5 . Since both A and A are positive for obvious reasons, A also is. This identity is not truly new, but it is not found in the widespread treatments of 2D potential flow either, and it gives a simple relationship between the flow's impulse (a linear quantity) and its kinetic energy (quadratic) which was not expected by the author. The third area, A , needs to be qualified. It is defined as
This contains momentum and would be the improper integral W tr dy dz if that integral were absolutely convergent, which it is not because of the 1/r 2 decay. This definition will nevertheless be useful in the three-dimensional (3D) context in §2d(ii) thanks to cancellations. In particular, the limit as R → ∞ in (2.4) is finite. The value of A is calculated from the far-field expansion of the stream function, adapting an argument of Batchelor from three dimensions to two dimensions and is A = A − A /2 = (A − A )/2 † 6 . This is a second relation of some interest in potential-flow theory. These relations partly explain why momentum, impulse and energy have seemed to be interchangeable within SBT (appendix B).
This notation using areas will make the formulae more readable. All three ratios such as A /A depend only on the shape of the cross section, and they are linked by two identities, which are repeated here: We now turn to the 3D field, which is illustrated at one end in figure 2b. The end effects for the transverse flow component are determined to a high enough order within S 5 by decomposing its 3D vortex system, which is as follows † 6 . The 2D flow field (V tr , W tr ) has vortex lines aligned in the x-direction and carrying the impulse per unit length A W ∞ , and these lines reverse at the nose and tail (at x = ±l/2) over a distance of order d to form closed loops. To leading order, the flow field near the body is then the sum of the 2D transverse field, and that induced by two horseshoe vortices with impulse −A W ∞ , one from −∞ to −l/2 and the other from l/2 to ∞. Away from these end regions, the flow field is approximated assuming a distance large compared with their length scale d. The velocity potential of these two horseshoe vortices, in the limit d/l → 0 with A /d 2 fixed, is obtained using the cosine formula for straight vortex lines [10, p. 172 
This assumed a left-right, ±y symmetry so that the impulse is in the z-direction (in general the y impulse is not zero, but the formulae would become lengthier).
(iii) Combined velocity field on the S 5 surface Again, the integrals over S 3 and S 4 vanish as R → ∞, and the key integrals are taken in the plane at x = 0, which contains S 5 . The velocity perturbations in the x = 0 plane are derived from (2.6), the 2D transverse field, and the source/sink of §2c(i), along with their respective O( ) remainders:
and
(2.9)
Various symmetries between the primary O(1/r 2 ) singularities (not the shapes) of the nose and tail were used, and a few terms cancelled (e.g. the A term in (2.7)) † 4, 8 . Recall that V tr and W tr are O(W ∞ ), and areas such as
This set of formulae (2.7)-(2.9) represent the key elements of this work. Simpler expressions would have been preferable, but the present ones are not difficult to verify, and their consequences in terms of forces are very simple, as seen in the abstract and below in (2.16)-(2.18).
(d) Force results for separate body parts
The surface of interest for the nose is S 1 + S 3 + S 5 , and we first examine the conservation of volume (or mass), which involves only u, in (2.7). The volume flow of U through the halfsphere S 3 is O(1/R) since U = O(Ql/R 3 ) as seen in §2b (here R l so that the source and sink constitute a dipole). It can be verified that the integral of u from (2.7) over the entire plane x = 0 is Q † 2 . This improper integral is absolutely convergent, thanks to the 1/r 3 decay in (2.7). This is balanced by the integral over S 1 , 
while Bernoulli's equation
gives the pressure.
(i) Body at zero angle of attack 2), the integral over S 1 equals that over −S 3 − S 5 , and it gives the drag of the nose region. Therefore the drag coefficient, based on the frontal area A, is
. In other words, as l/d → ∞, d'Alembert's zero-drag paradox applies asymptotically to the forward part of the body, and not only to the entire body due to a cancellation. This is the first theme of this article. This result is found in Darrigol [8] 
In other words, the (newly named) strong d'Alembert paradox also applies asymptotically to the nose and to the tail region. Recall that, at zero angle of attack, any lift would have been caused by an asymmetry of the nose or tail shape; but such asymmetries are very common. We note that the power of d/l is only 1 for the lift coefficient, in contrast with 2 for the drag coefficient, so that the trend towards zero is not as strong. The power is still positive. The practical consequences are discussed in §3.
(ii) Body with angle of attack Here, all four terms in (2.7), (2.9) enter the calculations, along with four remainders. All the integrals needed are absolutely convergent, containing factors O(1/r 3 ) where, in S 5 , r = r 2D = y 2 + z 2 . Presumably, the simplest outcome that can be expected is that the forces will only depend on the cross section and not on the end shapes; they are unlikely to be zero. More precisely, force coefficients based on A would be finite, at a finite angle of attack. Inserting (2.7), (2.9) into (2.10), (2.11) and again using the fact that integrals on S 1 and on S 5 are opposite since that on S 3 is zero (i.e. F x1 = −F x5 and F z1 = −F z5 ), as well as the fact that on S 1 the velocity terms in the momentum integral of (2.2) are zero, which leaves only the pressure force, we have to leading order in d/l for the nose forces and the full-body pitching moment m † 9 
We first give the formulae in terms of all the A-type areas to facilitate the identification of separate terms from (2.10) to (2.12). For the final form, which is remarkably simple, we elected to eliminate A and A , of which the physical meaning is less obvious, in favour of A (although in practice A and A being line integrals are easier to calculate than A ). Notice how the body length l, which was very present in the velocity field, dropped out of the forces. This illustrates how they are end effects. Conversely, the moment of course includes l, and the error estimate depends on its exact definition † 1 . It is notable that the axial force is only associated with the transverse velocity W ∞ (it is negative, i.e. the nose is pulled forward, and quadratic as could have been predicted for symmetry reasons), and the normal force is proportional to the cross-term U ∞ W ∞ .
Once rotated from body to freestream axes, these results lead to very simple expressions for the nose drag and lift coefficients, and the body pitching-moment coefficient:
16)
These coefficients are defined based on A, l and ρ(U 2 ∞ + W 2 ∞ )/2, and α ≡ tan
The role of the kinetic energy contained in the transverse flow, which is proportional to A as seen in (2.3), is dominant † 10 . Clearly, A would be a better reference area than A. As for the pitching moment, a favourable definition of l would be the one such that C m = (A /A) sin 2α + O(d 2 /l 2 ), therefore a higher order result than (2.15); this is minor. The pitching moment (2.18) is destabilizing, and proportional to the added mass of the entire body in the z-direction. This result agrees to O(d 2 /l 2 ) with one of Saffman [9] (his (5.1.8), which equals A − A and therefore A ), based on the impulse vector of the flow; this is a most welcome validation. Munk [6] gave the same result, but via arguments which appear to us less rigorous (appendix B).
Summary and implications
First we wish to contend that findings very close to d'Alembert's ancestral and now possibly obscure paradox can have practical value, since attached flow at high Reynolds number even if the boundary layer is turbulent is very close to irrotational flow in a meaningful sense, say in terms of forces and moments. The design practice of high-speed trains seems consistent with the fact that the drag and cross-wind side-force on the nose do not depend on its shape, in that each new design appears made largely to provide a stylistic differentiation. The design of commercial aeroplane noses could draw the same comment, although not rigorously, considering the constraints of compressibility (essentially, the flow can only be very slightly transonic), and aerodynamic noise is also a factor at such speeds. This of course does not apply to wings, or other bodies which generate non-reversible flows with trailing vorticity. Also note that the property of interest here could be verified by computational fluid dynamics (CFD) and in a wind tunnel. Such a verification, however, would require a geometry with d l w, where w is the wind-tunnel width, lest the blockage effect dominate. Physically, if the cross-sectional shape is smooth and the angle of attack small, it is plausible that the 3D viscous flow will not separate along the constant cross section, and therefore approach (U ∞ , V tr , W tr ) with a gradually thickening boundary layer. Therefore, this attached-flow model is not unrealistic as an approximation for the high Reynolds number flow, but it has a limited range.
We recall that the partial pressure forces are defined with respect to a '0' level for pressure equal to p ∞ . This noted, the results still appear remarkable. Consider the nose of an aeroplane with zero angle of attack. The pressure rises to the stagnation pressure, and then drops below p ∞ as the shape curves to blend into the constant cross section. It does so in a manner that cancels the 'drag' of the high-pressure region, and also in a manner that cancels the lift even if the nose is asymmetric as seen from the side, which is usually the case for aeroplanes. In other words, as long as the flow is irrotational due to the absence of separation or shock waves, the nose shape does not matter to the forces on the body. Design acts only on the viscous drag. Even though the actual aeroplane configurations do not have very large values of l/d, this is a design principle of some value. Figure 3 shows the nose shape which results from placing a single source at x = −l/2 (a Rankine body), and the pressure coefficient. The Stokes stream function, in spherical coordinates centred
Rapidly as x increases, the radius approaches d/2, and the C p approaches zero after the expected negative excursion. The function (C p z/d) is also shown to illustrate how its integral versus z, which gives the drag, is zero.
Returning to the reference pressure chosen to define the partial forces, we note that with zero angle of attack the pressure along the centre region of the elongated body equals
so that the choice of p ∞ is well motivated. Furthermore, if the body is cut, nominally at x = 0, and a narrow gap is left between the two parts, the separate forces are well defined, and the gap pressure will be p ∞ . This assumes a slightly viscous flow, or an inviscid flow with a slip surface at the edge of the gap. In other words, the present theorem can be verified in a wind tunnel with high Reynolds number.
With angle of attack, the pressure along the constant cross section deviates from p ∞ to order ρW 2 ∞ , so that a priori the gap pressure is unknown and so is the partial axial force. Actually, the gap pressure field may be amenable to a Hele-Shaw analysis: the pressure would satisfy Laplace's equation, with a Dirichlet boundary condition given by the transverse flow † 11 . On the other hand, the normal force F z1 and the pitching moment will not depend on the reference pressure, because the plane of the cut contains the z-axis. Therefore, these quantities can be tested. In both cases, a streamlined shape will be needed if the tail is being considered, but the nose shape can be given varied degrees of bluntness and vertical asymmetry, to illustrate the design 'insensitivity'. 
the neutral point of the aircraft forward by about 20% of the mean aerodynamic chord, compared with the wing by itself. This is an under-estimate, because the pitching moment of the body will in addition increase as α increases, owing to the circulation effect of the wing.
The separate considerations on the drag of the nose and tail also suggest that the designs of these two regions 'do not interact', again in the limit of an elongated body; this goes counter to the common and correct expectation that all regions of a subsonic flow do interact. Here, the two ends are linked only by the areas A to A . The helpful consequence is that, in the design of a rocket or torpedo, to a good approximation the drag is the sum of the viscous friction drag, which is relatively easy to predict, and the base drag (i.e. the partial force on the rear half of the body, relative to p ∞ ) which may be studied in isolation and often is. The results of §2d(ii) for the nose will also still apply to a good approximation even if the flow is not irrotational in the tail region, due to a thickening of the boundary layer or even to outright separation.
Viscous and inviscid CFD results (M. Strelets 2014, personal communication) follow the present results quite closely, even with non-axisymmetric configurations such as the one sketched in figure 1 , and in fact early CFD results prompted the study (the expected 'partial forces' stubbornly remaining close to zero). These calculations also return very low pressure drag, even for a viscous flow with a body closure similar to that of commercial aeroplanes, which makes the viscous layer thicken considerably. This was a surprise to the author, and may signal that the design of the boat-tail is also nearly irrelevant as long as separation is avoided, much like for the nose design. In particular, military aeroplane aft-body shapes with a steep up-sweep would actually not generate negative lift at zero angle of attack, contrary to what a casual assessment of the shape would suggest. Again, real geometries do not have sufficient values of l/d to make this strong paradox apply exactly. The flow field induced by the wing also enters the picture, of course, especially for the tail.
Future work may focus on the remote possibility that the paradox or a subset of it also applies to compressible but subsonic flow, either exactly or to a high order in the Mach number. The difficulty will be to prove that the divergence field is effectively confined to a region of order l in size, the way the vorticity is, so that the 1/r 3 far-field behaviour of the velocity perturbation still applies. In simple terms, it will be a matter of ruling out waves. 
3. On source/sink terms in §2c(i). Treating the regions internal and external to the body as one, the vorticity of the flow along the cross section is made of transverse rings with an impulse per unit length equal to Q. Therefore, near x = 0, the end effect is the absence of these rings over ] − ∞, −l/2] and [l/2, ∞[, and their flow field is subtracted from the infinite-body flow field, which is uniform flow at U ∞ . In the far field compared with d, these rings are equivalent to distributed dipoles of strength Q extending from −∞ to l/2 and from l/2 to ∞ [9, p. 35]. Integrating these dipoles yields the source and sink at x = ±l/2. 4. On §2c(iii) and (2.7). The source field has a magnitude Q/(4π r 2 1 ) where r 2 1 = l 2 /4 + y 2 + z 2 and Q = AU ∞ . This vector is then projected onto the x-axis and combined with the similar field from the tail sink. By contrast, for the y-and z-directions, the nose and tail contributions cancel. 5. On §2c(ii) and A . We apply Landau & Lifshitz's inventive [2] approach, but in two dimensions. If φ is the velocity potential so that [ V tr , W tr ] = ∇φ, a convenient quantity is the vector
, because its divergence is V 2 tr + W 2 tr and therefore gives A . We apply the divergence theorem to the fluid region. The flux of this vector across a large contour is calculated from the dipole term, proportional to A , while the flux across the body contour is −AW 2 ∞ . This leads to A = A + A . It was verified that a non-zero impulse in y has no impact on these integrals.
A helpful relation when comparing with other theories which use velocity potentials is that, if φ tr = φ + W ∞ z is the potential of the transverse flow, It can also be verified that, for large r 2D ≡ y 2 + z 2 , the part of V tr which is O(1/r 2 2D ) is offset by the term next to it in (2.8), the 2 inside the bracket, so that the total field is O(1/r 3 2D ) as expected. 9. On §2d(ii) and the integrals leading to (2.13) and (2.14 as is (2.4) . The terms such as cos 2 θ and cos 2 θ − sin 2 θ give simple results. 10. The nose drag (2.16) is linked to the kinetic energy per unit length of the transverse flow A W 2 ∞ , and this link strongly evokes that for induced drag of a wing [11] ; note that A > 0, so that the nose drag is positive. However, here with irrotational flow the kinetic energy is harvested by the tail of the body instead of being left behind. 11. On a Hele-Shaw analysis of a narrow gap between the front and rear halves of the body.
The analytical solution for a circle gives an average pressure deviation p = −ρW 2 ∞ /2. Therefore, with that pressure level as a reference, the axial force would be zero, since A = A (refer to (2.13)). Therefore, the theorem could still be tested in a wind tunnel.
Appendix B. Relationship to slender-body theories
The present theory and SBT make predictions with such strong similarities, in particular the fact that the partial forces depend only on the cross section the body has far from the ends, that quantitative agreement between the two will be very welcome. We note however that both theories are asymptotic, and the limiting processes are not quite the same. In SBT, the quantities d/l and α must tend to zero at the same rate, whereas in the present theory α can be finite; this is a simple limitation. Less simple is the fact that in SBT, as the slenderness increases, the length of the nose region remains proportional to l, rather than to d as we assume. However, slender cases with d l should lead to agreement between theories. We studied discussions of Munk [6] , Jones [12] and Ashley & Landahl [13] . For reference, Jones stated that his formulae were 'similar in some respects' to Munk's, but did not specifically use Munk's arguments. Ashley & Landahl referred to both earlier papers, and apparently obtained a synthesis of the two.
Most SBT treatments invoke the integral of ρU ∞ W in a cross-plane such as S 5 to calculate the lift, essentially the one seen in (2.11), so that the reasoning has much in common with ours. However, we would paraphrase their concept as 'the transverse momentum imparted to the fluid by the part of the body upstream of the current section at x'. We will denote it by ρU ∞ W ∞ A SBT , and so the comparison between theories amounts to comparing A SBT with the quantities A to A . Unfortunately, the expositions are vague on whether the fluid that would be contained in the body is included in this transverse momentum; this is an equivalent area to A, and therefore very significant in results such as (2.13) and (2.14). Writing in a different era, both Munk and Jones use intuition to calculate this imparted momentum, rather than an explicit 'flow model' as we introduced in §2c(iii), with well-understood, closed control volumes.
Munk, in a report which does not appear aimed at very technical readers, prefers to avoid 'reference to some of the modern highly developed conceptions' in his exposition. We presume he had detailed mathematical arguments, but decided against publishing them at least in the National Advisory Committee for Aeronautics reports. Some of Munk's statements about the kinetic energy of the flow at the end of his §I are very questionable, since (in words) he identifies the integral of U ∞ + U 2 and that of U ∞ 2 − U 2 . He then uses this to calculate the pitching moment based on an energy argument, but using the kinetic energy of the flow with respect to the reference frame of the body, which is of course infinite; this contrasts with the accepted definition of the added mass, with the energy taken in the frame of the atmosphere and finite. For this latter definition, an energy argument is highly counter-intuitive, because the position of minimum energy, namely α = 0, would be unstable. The reason for this is that the energy exchange between body and flow field does not only involve the pitching moment: if the body is in pitching motion, it can have drag and therefore generate energy independently of the moment and the rotation. Munk also states that in our notation A < 0, which is incorrect for an ellipse with the longer axis in the direction of the flow, but probably has no impact on the result.
For the momentum, in our notation, Munk sets A SBT = A, and Jones A SBT = A , without explanation in either case. Therefore, their theories do not agree in general. Munk's use of A is in fact restricted to circles; it would of course not apply to a plate without thickness. Multhopp The SBT papers use an analogy between a time-dependent transverse flow and the true 3D flow, with correspondence x = U ∞ t. An odd omission is the straightforward use of Bernoulli's equation, in the slender-body limit, i.e. p = −ρU ∞ u = −ρU ∞ ∂φ 3D /∂x, where φ 3D is the potential of the perturbation, in 3D. That gives for the lift per unit length dL/dx = p dz = −ρU ∞ (∂ x φ 3D ) dz. It is then plausible (but not proven) in the slender limit that dL/dx = −ρU ∞ d[ φ 2D dz]/dx, where φ 2D is the potential of the transverse flow perturbation past a cross section equal to the cross section at x. In other words, φ 3D (x 0 , y, z) ≈ φ 2D (y, z; x 0 ); this is also the assumption we make for elongated bodies, but only far from the ends of the body, whereas SBT makes it all along the body. If so, the line integral of φ 2D dz is the impulse of the 2D flow, that is, A W ∞ , and so the lift is ρU ∞ W ∞ A . This is not correct unless A = 0, which may be due to the fact that the function φ 2D (y, z; x 0 ) does not satisfy Laplace's equation in three dimensions to a high enough order.
We note that Jones envisioned a slender wing with a trailing vortex sheet, and therefore did not have the rear-end closing vortex we do. It is not clear how good a model that is, when in reality the vortex sheet after being released from the plate must roll up from its edges [14] . However, this may not influence the lift on the nose region. His flat plate of width d has A = 0, A = A = (π/4)d 2 , and his result agrees with ours.
Finally, Ashley & Landahl [13] have a discussion which is more mathematical and convincing as a flow model, but still based on a quasi-2D flow created only by the upstream part of the body; for a finite inviscid body, it could equally well start from the tail. For lift, it first leads to the impulse area A , but A is then subtracted based on a somewhat obscure argument, leading to A again and agreement with the present result.
We conclude that there is good agreement between SBT and our theory, when they overlap, but, to us, the reasoning in SBT is not physically obvious at all in a subsonic flow (in fact, the SBT proceeds the same way, from incompressible to supersonic flow). By contrast, our model involves the entire geometry instead of only the upstream part. Some of the successes of SBT may be fortuitous, or else dependent on exceptional intuition, as when Jones [12] directly invoked the added mass without explanation, and certainly without mentioning the relation A = A − A, which is key in our development.
