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We discuss the following problem. Let 
Given f, + Ed, 1 < j d n, estimate f(x). The idea is as follows: the estimate is sought 
in the form 
L(X) = i cpi(X)(f/ +E,). 
,=t 
The problem is to find p,(x) such that: (1) if a, = 0 then I/f,, -f/l -+ 0, n + co; (2) if 
&= C,,, then D[f, -f] <a*; where e > 0 is a certain number. We find {cpj}, 
1 < j < n, optimal, in a certain sense. Namely, if s, = 0, then ‘p/ are found from the 
requirements: 
(A) Cj’=, v,(x) ji $,dv= 1, !I: CC=, v,(x) $ji(Y)J2 (x-YY dy=min. 
Note that 
(A)- i v,(x) G,(Y) = 6,(x, Y) n-ta). 6(x -Y) (in an optimal way) 
j=t 
If E,#O then ‘p/ are found from {(A) and (Ccp, (p)<02} if this problem is soluble 
and, if not, one increases cr* so that this problem becomes oluble. 0 1987 Academic 
Press, Inc. 
I. INTRODUCTION 
1. A typical problem we are concerned with is the problem of 
estimating the spectrum of a compactly supported function from the 
knowledge of the spectrum at a finite number of frequencies. More 
precisely, let 
(27~)~~ jllf(x)exp(-iwx)dx=F(o). 
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Suppose that the numbers: 
F,= F(o,), 1 <j<n (2) 
are given. At the moment we assume that F, are given exactly, i.e., there is 
no noise. The case when the data are noisy will be considered below. 
PROBLEM 1. Given F,, 1 < j < n, find an estimate&x) off(x) such that 
L(x) -+ f(x) as n -+ cc (convergence). (3) 
The estimatefn is to be optimal in the sense specified below. (4) 
To be specific let us assume that f(x) E L*[ - 1, 11 and that the estimate is 
of the form 
fn(X)= i Fjhj(X), (5) 
j= I 
where the functions h,(x) will be chosen soon. From (5) and (2) it follows 
that 
(6) 
and 
An(x~ .Y)’ f hj(x) I1/:(Y) (71 
j=l 
where $,( y) = (27~) ’ exp(iwiy). 
Property (3) convergence, holds if A,(x, y) is a delta-sequence, i.e., 
III ’ A,(-? Y)f(.Y) 4 -f(x) -+ 03 II n--+03. -I 
Let 
and let 
h(x) = (h,(x),..., h,(x)) 
be a sequence of functions such that 
(8) 
(9) 
i ’ A,(X, y) dy= i hj(x) aj= l, I ,=l (10) 
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where 
s 
1 
aj = _ 1 c(/i*(.Y) 4. (11) 
One can interpret (10) as the requirement hat the estimatefn is exact for 
f(x) = const. Given (lo), the smaller Q(x), the better is the quality of the 
delta-sequence A,(x, y). Thus we are led to the optimization problem: Find 
such a sequence hi(x), 1 <j d n that 
Q(h(x)) = min and (10) holds. 
Note that the general problem of the type 
(12) 
s f(x) $7(x) dx =bj, 1 <j<n, D (13) 
where { tij}, 1 < j 6 n, is a linearly independent set of functions, and D is a 
bounded domain in Rd, can be treated in exactly the same way as before. 
If the problem (12) has the unique solution h(x) = {h,(x),..., h,(x)} then 
(5) is the optimal estimate which, as we prove, has the convergence 
property (3 ). 
2. If the data are noisy, that is, Fj+ &j are given in place of Fj, 
where E = {sr,..., E,} random vector with the covariance matrix 
* Cii=Ei Ej, E, = 0, (14) 
where the bar denotes the mean value, and the star denotes a complex 
conjugate, then the variance D(f-fn) can be computed 
D(f-j;,)= D 
[ 
f(X)- ~ Fjhj(~)- ~ Ejhj(X) 
j=l j=l 1 
= f C,hj(X) h*(x) = Ch, h)c = (c& (15) 
iJ = I 
where ( , ) is the inner product in C”. Let us fix c* > 0 and require that 
(Ch, h) < d. (16) 
The optimization problem for finding the vector h(x) = (h,(x),..., h,(x)) can 
be formulated as follows: 
Minimize Q(h(x)) under the restrictions (h, a) = 1 and (CA, h) d cr2. 
(17) 
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Here a = (af, a;,..., a,*). Clearly, problem (17) is not soluble for all CJ’ > 0. 
We will discuss this important point in Section II. If (17) is solvable. the 
solution is unique, and the optimal estimate is given by 
fn = i (F, + Ej) h,(X). (18) 
j= 1 
This estimate has variance <a*. 
Our arguments so far are close to the arguments in [l-5]. The new 
point, as compared with [ 1 and 51 is the convergence requirement (3). We 
prove the convergence property of our estimate and give the rate of con- 
vergence. In contrast to [24], the case when the data are the finite num- 
ber of moments is treated, and the optimization requirements are 
introduced. 
There is an extensive literature on spectral estimation, but the 
procedures used so far are not optimal and the convergence of the 
procedures was not studied [6]. In [7] some results on the least squares 
method with a quadratic constraint are given. The problem we discuss is of 
interest, for example, in geophysics [S 1. 
II. SOLUTION OF THE ESTIMATION PROBLEMS 
1. We start with problem (12). Let us write Q(x) as a quadratic 
form 
Q(x) = (Bh, h), (191 
where 
and 
(Bk h) = i b,(x) h,(x) h,*(x) (20) 
iJ = 1 
h&x)=hy=j’ ~),f’yy)$~(y)(x-~)~d~ 
I (21) 
is a self-adjoint positive definite matrix. 
Let us write (10) as 
(Bh, h) = min, (h, a) = 1 (22) 
(see Fig. 1). 
Using the Lagrange multiplier 1, one obtains the standard necessary and 
sufficient condition for the minimizer hop, 
Bh = Aa, (h, a)= 1. (23 1 
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(Bh.h)=const. 
FIG. 1. Geometrical illustration to problem (22). 
Therefore h = AB-‘a, 1= (BP’a, a)-‘, 
h,,, = B-‘u/(B-‘a, a) (24) 
is uniquely defined by (24) since B-’ is positive definite, and the 
dominator in (24) does not vanish. The minimum of Q(x) is 
Qmin(X)= (Bhoptp hopt)= (B-‘u, a)-’ I= a,(X). (25) 
We assume that 
%l(x) + 0 as n -+ cc uniformly in x. (26) 
If (26) holds then (3) holds. Indeed, (10) and (26) imply that 
IIL -A * G lb ’ f hj(x) tijli(Y)Cf(V)-f(x)l 4 ’ -I j=l II 
d J;, dxJ;, IA,(x, y)l*(x-y)*dyJ-~, If(y)-f(x)12(x-y)-2dy 
In this argument we have to assume for technical reasons that the function 
f(x) satisfies the inequality 
’ 
SUP 
J I 
f(x)-f(Y) 2dy<m 
l<XCl -1 X-Y 
(28) 
This inequality is satisfied if, for example, the derivative of f(x) exists 
except at a finite number of points and is uniformly bounded. 
Let us illustrate the assumption (26). Let 1+5, = (2~)~’ exp(ipnx), 
p = 0, + l,..., f n. Then 
u,=(27r-’ l s --1 @:(x)dx=y={ipI 
p zo, 
3 p=o, 
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(B-la, a) = “-2b,, where b,=jY, (x-y)’ exp{i(j-p)ny} dy, B ’ = 
(bb;- I)) = (B,,,(det b,))‘), where Bjp is the cofactor corresponding to the 
element b,, of the matrix (b,). 
One can show that (27) holds at any point at whichf(x) is differentiable. 
Indeed, if we do not take the hopt but use h = ($ ,,..., $,), then the error of 
the estimate will be not less than a,(x). On the other hand, for this choice 
of h, the kernel (7) is the Dirichlet kernel. From the theory of the Fourier 
series one knows that (8) holds in L* andf,,(x) -+f’(x), n + rx. at any point 
at which f(x) is differentiable. 
In practice it is advisable to choose the system {$,} in such a way that 
X,,(X) tends to zero rapidly. Note that CL,,(X) depends on the system ($,) 
only, and therefore we can control this quantity to some extent by choos- 
ing the system {$,}. 
Let us note that one can estimate f(x) at a given point x,, optimally 
using the same procedure. In this case the convergence condition (3) will 
hold for x0. If .x0 is fixed, we can choose the system $, so that 
In this case 
P Z .i. 
P = .i. 
(29) 
(30) 
and we can choose $, so that, in addition to (29), the condition 
is satisfied. For example, take x,, = 0. Then (29) reduces to 
*I 
! Y*&(Y) ti,?v) dv = 4v I 
(32) 
and one can choose It/,(y) which behave like / yI ’ in a small 
neighborhood of y = 0. Then S’-, $/(y) dy can be made very large, and 
cf,, 4 0 as n --f 00 in (30). 
2. In this section we solve problem (17). As we have already men- 
tioned, this problem is not solvable for every 0’ > 0. This is clearly seen in 
Fig. 2, since an h does not exist which satisfies both restrictions of (17): In 
Fig. 3 the geometrical solution to problem (17) is given. Since the set 
{h: (h, a) = 1, (C/z, h) d e’} is convex and Q(h) is a strictly convex function 
of h, it is clear that the solution to (17) is unique when it exists. For the 
solution to exist it is necessary and sufficient that the set M of h which 
satisfy the restictions (17) is not empty. 
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FIG. 2. Geometrical illustration to problem (17). 
Let us give an analytic solution to problem (17). If for the optimal h the 
inequality (Ch, h) -C a2 holds, then the solution to (17) is the same as the 
solution to (12) and is given by formula (24). Therefore, first one checks if 
the function (24) satisfies the inequality 
(CB-‘a, B-‘a).(BFa, a)-2<a2. (33) 
If it does then it is the solution to (17). If it does not, then the solution 
satisfies the equality 
(Ch, h)=a’. (34) 
By the Lagrange method the necessary condition for the optimal h, for the 
solution to problem (17) is 
Bh-Kh-pa=O, (h, a) = 1, (Ch, h) = a2, (35) 
where ;1 and p are the Lagrange multipliers. It follows from (35) that 
(Bh, h) = A*a2 + p*, h=p(B-Kp’a, (36) 
p=((B--Kp’a,a)-‘. (37) 
(Ch,h)=o2 
FIG. 3. Geometrical illustration to problem (17). 
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Taking the complex conjugate in the first equation (36) we see that 
(Bh, h) = ia + p. (38) 
From (36) and (37) one gets 
h=(B-~C)~‘u/((B-~~C)~‘u,a). (39) 
Substituting (39) into 
(Ch, h) = CT2 (40) 
yields an equation for 1”: 
(C(B-KY) ‘u,(B-K-‘a)=a2((B-3”C) ‘a,u)‘. (41) 
The roots of Eq. (41), give p by formula (37) and h by formula (36). 
Finally choose the hopt for which (Hz, h) = min. This hopt solves problem 
(17). 
3. One can simplify the solution to problem (17) in the following 
way. If (CA, h) = cr2 then problem (17) takes the form 
(Bh,h)=min, (Ch, h) = 02, (h, a) = 1. (42) 
Let us choose the coordinate system so that 
uj= hinUn, 0, $I = 1 
1. 
.i#n, 
.i = % 
(43 1 
and normalize II/ so that 
a,= 1. 
In this case (42) can be written as 
(fiH, H) + 2Re( H, /I,) + h,,, = min, 
(yH, H) + 2Re(H, y,) + C,,, = G’, 
(44) 
(45 1 
where 
H=(h ,,..., h,p,), h,= 1; Pip = b,p, 1 <.i, pdn- 1, 
B, = (b,, ,...> b,,- , ); ‘l/J; = c,, 3 1 <.A pdn- 1, (46) 
Yn = (Cd >..., c,, , ). 
Thus, problem (42) in c” with two constraints is reduced to problem 
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(45) in C”-’ with one constraint. Problem (45) can be solved by the 
Lagrange multipliers method. One has 
pff+p,-vyH-vy,=o, (47) 
where v is the Lagrange multiplier. Thus 
~=(~-v-‘uL-vL). (48) 
Substitute (48) into the constraint equation (45) to obtain an equation for 
v. If this equation is solved then (48) gives the corresponding H. If there are 
several solutions then the H,,, is the one which minimizes the quadratic 
form (45). 
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