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Abstract
We study the problem of finding a maximum cardinality minimal separator of a graph.
This problem is known to be NP-hard even for bipartite graphs. In this paper, we
strengthen this hardness by showing that for planar bipartite graphs, the problem
remains NP-hard. Moreover, for co-bipartite graphs and for line graphs, the problem
also remains NP-hard. On the positive side, we give an algorithm deciding whether an
input graph has a minimal separator of size at least k that runs in time 2O(k)nO(1).
We further show that a subexponential parameterized algorithm does not exist unless
the Exponential Time Hypothesis (ETH) fails. Finally, we discuss a lower bound for
polynomial kernelizations of this problem.
Keywords— Minimal Separator; Fixed-Parameter Tractability; Treewidth; NP-
hardness
1 Introduction
Let G = (V,E) be a graph and let a, b ∈ V be distinct vertices. We say that S ⊆ V \ {a, b}
is an a, b-separator of G if there is no path between a and b in the graph obtained from
G by deleting every vertex in S and its incidental edges. An a, b-separator S is minimal
if there is no a, b-separator that is a proper subset of S. A minimal separator of G is a
minimal a, b-separator for some a, b ∈ V .
Dirac [12] introduced the notion of minimal separators to characterize the class of
chordal graphs. This notion plays an indispensable role in computing treewidth and
minimum fill-in, which are deeply related to minimal chordal completions of graphs. In
particular, if the number of minimal separators in a graph is polynomially bounded in the
number of vertices, the treewidth and a minimum fill-in can be computed in polynomial
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time [7]. Moreover, Fomin et al. [18] gave a polynomial-time algorithm for finding a largest
induced subgraph of bounded treewidth satisfying some logical properties φ on this classes
of graphs1. Given this, it is important to know how many minimal separators graphs
have. Gaspers and Mackenzie [19] showed that every graph with n vertices has O∗(τn)
minimal separators, where τ = 1.618 · · · is the golden ratio2. They showed that there is
a graph with Ω(1.4422n) minimal separators. Fomin et al. improved the upper bound
O∗(τn) to O∗(τmw(G)), where mw(G) is the modular-width of G [16], where mw(G) ≤ n
for every graph G with n vertices. They also showed that there are O∗(3vc(G)) minimal
separators in any graph G, where vc(G) is the vertex cover number of G. In [15], they
proved that AT-free graphs have still an exponential number of minimal separators but
the upper bound can be improved to O∗(2n/2).
There are several graph classes having a polynomial number of minimal separators3,
such as circle graphs, circular-arc graphs, co-comparability graphs of bounded dimension,
weakly chordal graphs [24, 4, 7]. Milanicˇ and Pivacˇ [27] also studied graph classes having
a polynomial number of minimal separators with respect to forbidden induced subgraphs.
If the maximum size k of minimal separators is bounded, we can obtain polynomial-time
algorithms for the aforementioned problems, such as computing the treewidth and a
minimum fill-in of graphs, since the number of minimal separators is obviously polynomial
(i.e. O(nk)).
Even if graphs have only bounded size minimal separators, they are not treewidth-
bounded (e.g. block graphs with unbounded clique numbers). However, Skodinis [28]
showed that many graph problems, including Maximum Independent Set, Minimum
Feedback Vertex Set, Minimum Fill-In, Clique, and Graph Coloring, can be
solved in polynomial time on this class of graphs4. More precisely, if the maximum size of
a minimal separator of an n-vertex graph is at most k, these problems can be solved in
f(k)nO(1) time, that is, they are fixed-parameter tractable parameterized by the maximum
size of a minimal separator. Note that the algorithm of Fomin et al. [18] also runs in
polynomial time on such classes of graphs to particularly solve Maximum Independent
Set and Minimum Feedback Vertex Set, but their running time depends on the
number of potential maximal cliques, which yields a running time bound nO(k).
Motivated by these results, Hanaka et al. [22] studied the problem of finding a maximum
cardinality minimal separator of graphs. Formally, the problem is defined as follows. 
Maximum Minimal Separator
Input: A graph G and a non-negative integer k.
Goal: Determine if G has a minimal separator of size at least k.
 	
Unfortunately, Maximum Minimal Separator is NP-hard even if the input graph is
1More precisely, their algorithm runs in time O(f(t, |φ|)nt+4#pmc). Here, f is a computable function,
|φ| is the length of the formula φ, t and n are the treewidth and the number of vertices of the input
graph, respectively. #pmc denotes the number of potential maximal cliques, which is upper bounded by a
polynomial in n plus the number of minimal separators.
2The notation O∗ suppresses a polynomial factor.
3We say that a graph class G has a polynomial number of minimal separators if there is a polynomial
p : N→ N such that for every G ∈ G with n vertices, G has at most p(n) minimal separators.
4Also, Treewidth can be solved in polynomial time on this class of graphs, while it was not mentioned
in [28].
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Figure 1: The figure depicts the hierarchy of classes of graphs. Directed arcs indicate the
containment relation between two graph classes. Red rounded rectangles are classes for
which Maximum Minimal Separator is NP-hard and blue ones are those for which it is
polynomial-time solvable.
restricted to unweighted bipartite graphs [22]. They also proved that the problem can be
solved in polynomial time for bounded treewidth graphs. Based on this tractable result,
they claimed that there is a 2p(k)nO(1)-time algorithm for deciding whether the input graph
has a minimal separator of size at least k, where p(k) depends on the current best bound
on the polynomial excluded grid theorem, which is p(k) = O(k9polylog k) [8]. However,
the algorithm has a flaw. Precisely speaking, they used the following approach, which is
known as a win-win approach for treewidth. By the excluded grid theorem, every graph
has either small treewidth or a large grid as a minor. If the treewidth of the input graph
G is at most p(k), they proved that a largest minimal separator can be found efficiently by
dynamic programming based on tree decompositions. Otherwise, they claimed that G has
a k × k grid as a minor and then G has a minimal separator of size at least k. However,
there are counterexamples to this claim: The complete graph of k2 vertices has a k× k grid
as a minor but has no minimal separators at all. We can also construct infinitely many
non-complete graphs that have huge treewidth but no large minimal separators.
1.1 Our contribution
In this paper, we strengthen their hardness result and give an even faster correct algorithm
for Maximum Minimal Separator than the previous claimed algorithm in [22].
We first show that this problem is NP-complete even on several restricted graph classes.
Theorem 1. Maximum Minimal Separator is NP-complete even for subcubic planar
bipartite graphs.
Theorem 2. Maximum Minimal Separator is NP-complete even for co-bipartite graphs.
Theorem 3. Maximum Minimal Separator is NP-complete even for line graphs.
Since we can enumerate all the minimal separators in polynomial time per output [1],
the problem is obviously tractable for the classes of graphs having a polynomial number of
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minimal separators. These hardness and tractable results give an almost complete picture
of the complexity landscape of Maximum Minimal Separator on several graph classes
(See Figure 1).
As for an algorithmic result, we design a 2O(k)nO(1)-time algorithm for Maximum
Minimal Separator, which even improves the previous claimed running time 2k
O(1)
nO(1)
by Hanaka et al. [22]. The algorithm we propose is inspired by algorithms for constructing
tree decompositions due to Bodlaender et al. [6] and Skodinis [28].
Theorem 4. There is an algorithm for Maximum Minimal Separator that runs in
time 2O(k)nO(1).
We also show that the asymptotic dependency of the exponential part in the running
time cannot be drastically improved under the Exponential Time Hypothesis (ETH) [23].
Theorem 5. Unless ETH fails, there is no 2o(k)nO(1)-time algorithm for Maximum
Minimal Separator.
It is well known that a parameterized problem is fixed-parameter tractable if and only if
it admits a kernelization. Given Theorem 4, we are interested in the size of a kernel for our
problem, namely the polynomial kernelizability. We, however, show that it is essentially
impossible under some standard complexity-theoretic assumption.
Theorem 6. Maximal Minimal Separator does not admit a polynomial kernelization
unless NP ⊆ coNP/poly.
Since Maximal Minimal Separator is trivially OR-compositional, that is, G has
a minimal separator of size at least k if and only if some connected component of G has,
Theorem 6.
If input graphs are restricted to be connected, some OR-compositional problems can
have polynomial kernelizations (see [17]). However, our problem is unlikely to have a
polynomial kernelization.
Theorem 7. Maximum Minimal Separator for Connected Graphs does not admit
a polynomial kernelization unless NP ⊆ coNP/poly.
1.2 Paper organization
The rest of this paper is organized as follows. Section 2 is the preliminary section: we
give some definitions and notations. In Section 3, we prove the NP-hardness of Maximal
Minimal Separator for several restricted graph classes. In Section 4, we give a fixed-
parameter algorithm and lower bounds for Maximal Minimal Separator. Section 5
gives concluding remarks and future work.
2 Preliminaries
Throughout the paper, graphs are simple and undirected. Let G = (V,E) be a graph.
For X ⊆ V , we denote by G[X] the subgraph induced by X. For a vertex v ∈ V ,
the neighborhood of v is denoted by N(v), and for a vertex set X ⊆ V , we denote by
N(X) =
⋃
v∈X N(v) \X.
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Let S be a vertex set of G. A full component associated to S is a component C of
G[V \ S] with N(C) = S. The following folklore characterization of minimal separators is
used throughout this paper.
Lemma 1 (folklore). A subset S ⊆ V is a minimal separator if and only if there are at
least two full components C1 and C2 associated to S. Moreover, if S is a minimal separator,
then S is a minimal a, b-separator for every pair a ∈ C1 and b ∈ C2.
In particular, we can check if a subset S ⊆ V is a minimal separator of G in linear time.
For S ⊆ V , the pair (S, V \S) is called a cut of G. The set of edges between S and V \S
is called the cutset of (S, V \ S). The size of a cut is defined as the number of edges of its
cutset. When both G[S] and G[V \ S] are connected, we say that (S, V \ S) is connected.
3 Hardness on graph classes
3.1 Planar bipartite graphs
In this section, we prove Theorem 1 by performing a polynomial-time reduction from the
connected maximum cut problem on planar graphs, which is known to be NP-complete
[21]. In this problem, given a graph G = (V,E), the objective is to find a bipartition
(S, V \S) of the vertex set V maximizing the number of edges between S and V \S subject
to a connectivity requirement: both G[S] and G[V \ S] must be connected. If we drop
the connectivity requirement, the problem coincides with the well-known maximum cut
problem. Haglin and Venkatesan proved that this problem is NP-hard even for planar
cubic graphs [21], whereas the original maximum cut problem can be solved in polynomial
time on planar graphs [20].
Let G = (V,E) be a planar cubic graph. We subdivide each edge e once by introducing
a new vertex ve, and we let G
′ be the resulting graph. Clearly, G′ is bipartite and planar.
Lemma 2. G has a connected cut of size at least k if and only if G′ has a minimal
separator of size at least k.
Proof. Suppose first that G has a connected cut (S, V \ S) of size at least k. Let F be
the cutset of (S, V \ S) and let U = {ve : e ∈ F}. Since U separates S and V \ S in G′,
every vertex in U is adjacent to vertices both in S and in V \ S. Therefore U is a minimal
separator of G′ of size at least k.
Conversely, let U be a minimal separator of G′. We can assume that U contains only
vertices ve’s that are newly introduced when subdividing each edge e. To see this, consider
a vertex v ∈ U that is the original vertex in G. By the minimality of U , no neighbor of v
is in U . Since U is a minimal separator of G′, there are two full components C1 and C2
associated to U . As v has degree three, we can assume that v has exactly one neighbor ve in
C1 and at least one neighbor in C2. Observe that there are two full components associated
to U \ {v}∪{ve}: one is C1 \ {ve} and the other one is the component C containing C2 and
v. Note that C is indeed a full component associated to U \ {v} ∪ {ve} since NG′(C2) = U
and v is adjacent to ve. By repeatedly applying this to a minimal separator U , U contains
only newly introduced vertices ve’s when subdividing edges. Since each vertex of U has
degree two, there are only two full components C1 and C2 associated to U and there are
no components other than two. Now, we take an edge e for each ve ∈ U and the edges
5
taken here form the set of edges between C1 ∩ V and C2 ∩ V in G. As C1 ∩ V and C2 ∩ V
are connected, the lemma holds.
The construction of G′ can be done in polynomial time and hence Theorem 1 follows.
3.2 Co-bipartite graphs
A graph G is co-bipartite if the vertex set of G can be partitioned into two subsets A and
B so that both G[A] and G[B] induce cliques. In other words, a graph is co-bipartite if
and only if its complement is a bipartite graph. In this section, we prove Theorem 2.
Here, we prove that the problem of finding a maximum cardinality minimal separator is
NP-hard even on co-bipartite graphs by giving a reduction from the minimum independent
dominating set problem (equivalently, the minimum maximal independent set problem) on
bipartite graphs, which is known to be NP-hard [9, 25]. In this problem, given a bipartite
graph G = (A ∪ B,E) with bipartition (A,B) of the vertex set, the goal is to find a
minimum cardinality maximal independent set of G. Our reduction consists of several
types of “complement” operations on graphs and solutions.
From an instance G = (A∪B,E) of the minimum independent domination set problem,
we take the bipartite complement G′ = (A∪B, (A×B)\E). It is easy to see that U ⊆ A∪B
is a maximal independent set in G if and only if U is a maximal biclique in G′. Therefore,
we have the following intermediate result.
Lemma 3. The problem of finding a minimum cardinality maximal biclique is NP-hard
on bipartite graphs.
Let G′′ = (A∪B,E) be the co-bipartite graph that is the complement graph of G′: G′′
contains two cliques induced by A and B and there is an edge between a ∈ A and b ∈ B in
G′′ if and only if a is not adjacent to b in G′. In the following, we assume that G′ has no
v ∈ A with N(v) = B and no v ∈ B with N(v) = A since such a vertex always belongs to
any maximal biclique of G′. We also assume that G′ has no isolated vertices.
Lemma 4. Let U ⊆ A∪B. Then U is a maximal biclique of G′ that contains at least one
vertex from A and one from B if and only if (A ∪B) \ U is a minimal separator in G′′.
Proof. Suppose U is a maximal biclique in G′ with A ∩ U 6= ∅ and B ∩ U 6= ∅. Then,
there are no edges between A ∩ U and B ∩ U in G′′. Thus, (A ∪ B) \ U is a separator
that separates A ∩ U and B ∩ U in G′′. Moreover, there are exactly two components in
G′′[(A ∩ U) ∪ (B ∩ U)]. We claim that such components are full components associated
to (A ∪B) \ U . To see this, consider a vertex v ∈ A \ U . Since A is a clique in G′′, every
vertex in A is adjacent to v. Moreover, there is b ∈ B ∩ U that is adjacent to v since
otherwise we can add v into U and obtain a biclique U ∪ {b} of G′, contradicting to the
maximality of U . Therefore, v has a neighbor in both A ∩ U and B ∩ U , which implies
A ∩ U and B ∩ U are full components associated to (A ∪B) \ U .
Conversely, let S = (A∪B)\U be a minimal separator. We first observe that (A∪B)\S
contains at least one vertex of A and at least one from B. As S is a separator of G′′,
there are no edges between A \ S and B \ S, which implies (A ∪B) \ S is a biclique in G′.
Moreover, every vertex v ∈ S has a neighbor both in A \S and in B \S in G′′. This means
that ((A ∪B) \ S) ∪ {v} does not induce a biclique of G′. Therefore, (A ∪B) \ S = U is a
maximal biclique in G′.
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Therefore, finding a minimum cardinality maximal biclique in G′ is equivalent to finding
a minimal separator in G′′. Hence, Theorem 2 follows.
3.3 Line graphs
A line graph G′ of a graph G = (V,E) is a graph with vertex set E such that every pair of
vertices e and f with e, f ∈ E are adjacent to each other in G′ if and only if e is incident
to f in G.
Let G = (V,E) be a connected graph and G′ = (VE = {ve : e ∈ E}, F ) be its line graph.
We say that a cut (S, V \ S) is non-trivial if both S and V \ S contain at least two vertices.
Lemma 5. G has a non-trivial connected cut (S, V \ S) of size at least k if and only if G′
has a minimal separator of size at least k.
Proof. Suppose that V can be partitioned into (S, V \S) such that both G[S] and G[V \S]
are connected and have at least two vertices. Let F be the set of edges between S and
V \ S. We claim that the set VF = {ve : e ∈ F} of vertices corresponding to F forms a
minimal separator in G′. To see this, consider a vertex ve ∈ VF . Let E1 be the set of edges
in G[S] and E2 the set of edges in G[V \ S]. By the connectivity of G[S] and G[V \ S],
the vertex sets C1 = {ve ∈ VE : e ∈ E1} and C2 = {ve ∈ VE : e ∈ E2} are connected in
G′. Moreover, there are no edges between C1 and C2. Thus, VF separates C1 and C2 in
G′. Now, let ve ∈ VF . As both E1 and E2 are not empty, at least one edge both in E1
and in E2 is incident to e in G. This implies that ve has a neighbor both in C1 and in C2.
Therefore, C1 and C2 are full components associated to VF .
Conversely, let S be a minimal separator of G′ of size at least k. We first show that
G′[V \ S] has exactly two components. Since every line graph is a claw-free graph, G′ is
indeed claw-free. Suppose for contradiction that G′[V \ S] has at least three components,
say C1, C2, C3. As S is a minimal separator of G
′, we can assume that C1 and C2 are
full components associated to S. Let v3 be a vertex in C3 that has a neighbor w in S.
Since S is a minimal separator of G′, w has a neighbor v1 in C1 and v2 in C2. The four
vertices v1, v2, v3, w induce a claw in G
′, contradicting to the fact that G′ is claw-free.
Thus, S separates exactly two components C1 and C2 in G
′, and both are full components
associated to S.
Let C1 and C2 be the full components associated to S of G
′ and let V1 (resp. V2) be
the set of end vertices of edges E1 = {e ∈ E : ve ∈ C1} (resp. E2 = {e ∈ E : ve ∈ C2}) of
G. Observe that V1 and V2 are disjoint as otherwise two edges e1 in E1 and e2 in E2 are
incident to v ∈ V1 ∩ V2, which implies ve1 and ve2 are adjacent in G′. Moreover, if some
vertex v ∈ V is not in V1 ∪ V2, then every vertex corresponding to an edge incident to
v belongs to S, which contradicts to the fact that C1 and C2 are only full components
associated to S. Thus, (V1, V2) is a bipartition of V .
To see the connectivity of V1 (and V2), let us consider an arbitrary pair of vertices
u, v ∈ V1. By the definition of V1, every vertex of V1 has at least one edge in E1 that is
incident to it. Let eu and ev be edges in E1 incident to u and v, respectively. As C1 is a
connected component of G′, there is a path between the vertices correspond to eu and ev
in G′. The vertices on this path also form the edges of a path in G and hence there is a
path between u and v in G. Therefore, as V1 and V2 are connected, (V1, V2) is a connected
cut of G.
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Finally, if an edge e lies between two set V1 and V2, then ve belongs to S, which implies
that the size of the cut (V1, V2) is exactly |S|.
As we have seen in Section 3.1, the connected maximum cut problem is NP-hard
[21, 13, 14]. We perform a polynomial-time reduction from this problem to our problem.
Given a graph G = (V,E), we add a pendant vertex for each vertex of G. Then, we
claim that G has a connected cut of size at least k > 1 if and only if the obtained graph
G′ = (V ′, E′) has a non-trivial connected cut of size at least k > 1. To see this, consider a
connected cut (S, V ′ \ S) of G′. Observe that for each v ∈ V , v and its pendant neighbor
are not separated in the cut. This follows from the connectivity of G[S] and G[V ′ \ S].
Therefore, the problem remains hard even if we restrict ourselves to finding an optimal
non-trivial cut. By Lemma 3.3, the graph has a non-trivial connected cut of size at least k
if and only if its line graph has a minimal separator of size at least k.
4 Fixed-parameter algorithm and lower bounds
4.1 FPT algorithm
This subsection is devoted to giving a 2O(k)nO(1)-time algorithm for Maximum Minimal
Separator. Moreover, if the answer is affirmative, the algorithm computes such a minimal
separator. Before describing our algorithm, we need several definitions and known facts.
A tree decomposition of G = (V,E) is a tree T with node set I and each node v of T
is associated to a subset Xv of V , called a bag, such that (1)
⋃
v∈I Xv = V , (2) for each
e ∈ E, there is v ∈ I such that e ⊆ Xv, and (3) for each x ∈ V , the bags containing x
form a subtree of T . The width of the tree decomposition T is the maximum size of a
bag minus one, and the treewidth of G is the minimum integer w such that G has a tree
decomposition of width w. It is known that tree decompositions and minimal separators
are deeply related to each other. In particular, our algorithm is based on the well-known
recursive construction of a tree decomposition using minimal separators.
Let G = (V,E) be a graph and S be a minimal separator of G. Let C be a (not
necessarily full) component associated to S. We denote by G(C, S) the graph obtained
from G[C ∪ S] by completing S into a clique.
Lemma 6 (Lemma 5 in [28]). Let S′ be a minimal separator of G(C, S). Then, it is also
a minimal separator of G.
A minimal separator of G is called a clique minimal separator if it induces a clique in
G.
Lemma 7 (Property 3.2 in [2]). Let S be a clique minimal separator of G and C be a
full component associated to S. Then, every minimal separator other than S is a minimal
separator of G[C ∪ S] or of G[V \ C].
Finally, Hanaka et al. [22] proved that finding a maximum cardinality minimal separator
is tractable for bounded treewidth graphs.
Theorem 8 (Corollary 4.14 in [22]). Given a tree decomposition of G of width w, one can
find a maximum cardinality minimal separator of G in time 2O(w)nO(1) if it exists.
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The idea of our algorithm appeared partially in [6] and [28]. We can find a minimal
separator S in G in polynomial time by taking an arbitrary separator and greedily removing
vertices until it becomes minimal. If the cardinality of S is at least k, we are clearly done
in this case. Suppose otherwise. Let C1, C2, . . . , Ct be the components of G[V \ S]. We
recursively apply this process to G(Ci, S) for each Ci. Hopefully, this recursive algorithm
may compute a minimal separator of size at least k or a tree decomposition of width at
most k. In these cases, we can solve Maximum Minimal Separator by using Lemma 6
or Theorem 8. However, the main obstacle here is that the algorithm may fail to find a
minimal separator since G(Ci, S) may form a clique even if G[Ci ∪ S] is not a clique since
in the process of our algorithm, we add some edges not appeared in the original graph
G. If such cliques are all small, we are able to construct a tree decomposition of small
width as well. Otherwise, we can still conclude that this large clique contains either a large
minimal separator or a clique minimal separator of the original graph G. In the latter
case, by Lemma 7, we can safely decompose G into two or more subgraphs by this clique
minimal separator.
Now, we formally describe our recursive algorithm. Let G = (V,E) be the input graph.
Without loss of generality, we assume that G is not a complete graph as otherwise there is
no minimal separator in G. The main procedure FindSep(G, S, k) is as follows.
FindSep(H = (U,F ), S, k):
Invariants: S ⊆ U and |S| < k.
1 If H has no more than 2k − 1 vertices, we do nothing.
2 Otherwise, find an arbitrary minimal separator S′ of H.
2-1 If S′ is found and |S′| ≥ k, report “YES” and halt.
2-2 If S′ is found and |S′| < k, call FindSep(H(Ci, S′), S′, k) for each component
Ci of H[U \ S′].
2-3 Suppose there is no (minimal) separator in H (i.e. H is a complete graph).
2-3-1 If U does not induce a clique in the original graph G, report “YES” and
halt.
2-3-2 Suppose U induces a clique in the original graph G. Let C be a connected
component of G[V \ S]. Then, output G[C ∪ S] and G[V \ C].
If we call FindSep(G, ∅, k), there are several outcomes. Suppose first that case (2-3)
never happens during the execution of FindSep(G, ∅, k) and subsequent recursive calls. If
the algorithm reports “YES” in (2-1), clearly there is a minimal separator of size at least k
in H. By Lemma 6, this separator is also a minimal separator of G, and hence we are done.
Otherwise, we can conclude that G has a tree decomposition of width at most 2k − 2. To
see this, we use the following well-known fact.
Lemma 8 (e.g. [5]). Let T be a tree decomposition of G. Then, for every clique K in G,
there is a bag in T containing K.
We can inductively construct a tree decomposition of H as follows. If H has at most
2k − 1 vertices, we output a single bag that has all vertices of H. Otherwise, we can find
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a minimum separator S′ of size at most k − 1. By applying induction to each H(Ci, S′),
we have a tree decomposition Ti of H(Ci, S
′) of width at most 2k − 2. By Lemma 8, Ti
has a bag Bi that entirely contains S
′. We introduce a new bag S′ and construct a tree
decomposition by connecting Bi to S
′ for each Ti. As |S′| < k, the obtained decomposition
has width at most 2k− 2 as well. Owing to Theorem 8, we can find a maximum cardinality
minimal separator of G in this case.
Now, we will see the validity of the case (2-3). Suppose that H is a complete graph
obtained in the execution of FindSep. Let K be the set of vertices of H. Recall that
|K| ≥ 2k. Note that this clique may not induce a clique in the original graph since we add
some edges during the execution of FindSep. However, if K is not a clique in G, we can
always find a large minimal separator inside K.
Lemma 9. Let K be defined as above. If G[K] is not a clique, K contains a minimal
separator of G of size at least k.
Proof. Let G0 = G, Gj = Gj−1(Cj−1, Sj−1) for 1 ≤ j < m, where Sj is a minimal separator
of Gj and Cj is a component of Gj [V \ Sj ], and Gm = H be the graphs appeared in the
path of the search tree of FindSep between the root G and the leaf H. Let j < m be the
maximum index such that Gj [K] is not a clique. Let u and v be two vertices not adjacent
to each other in Gj [K]. Since Gj+1 is of the form Gj(Cj , Sj) and K is a clique in Gj+1,
every vertex of K \ Sj is adjacent to both u and v. Recall that Sj has less than k vertices.
This implies that u and v have at least k common neighbors in Gj . Since every minimal
u, v-separator must contain all the common neighbors, Gj contains a minimal separator of
size at least k. By Lemma 6, it holds that Gi has a minimal separator of size at least k for
all 0 ≤ i ≤ j.
The proof of Lemma 9 allows us to efficiently find a minimal separator of size at least
k, which is contained in K, for this case.
Suppose otherwise that K induces a clique in G. Since G is not a complete graph, H
is of the form Gm−1(Cm−1, Sm−1) as in the proof of Lemma 9. Since Sm−1 is a minimal
separator of Gm−1 and hence so is in G. This means that K contains at least one minimal
separator S := Sm−1 of G. A crucial observation is that S is a clique minimal separator
of G with size at most k − 1. Therefore, by Lemma 7, every minimal separator of size at
least k of G appears in either G[C ∪ S] or G[V \C] if it exists, where C is a component of
G[V \ S]. We summarize the above discussion in the following lemma.
Lemma 10. Let G be a non-complete graph. If we call FindSep(G, ∅, k), it produces
either
• a minimal separator of size at least k,
• a tree decomposition of width at most 2k − 2, or
• two induced subgraphs G′ and G′′ of G with |V (G′)| < |V (G)| and |V (G′′)| < |V (G)|
such that G has a minimal separator of size at least k if and only if at least one of
G′ and G′′ has.
Let G be a graph given as input and let k be a positive integer. If G is a complete graph,
we can immediately conclude that G has no minimal separator of size at least k. Otherwise,
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we call FindSep(G, ∅, k) and, by Lemma 10, obtain either a minimal separator of size at
least k, a tree decomposition of width at most 2k − 2, or two induced subgraphs G′ and
G′′ with |V (G′)| < |V (G)| and V (G′′) < |V (G)| such that G has a minimal separator of
size at least k if and only if at least one of G′ and G′′ has. If the first outcome occurs, we
are done. If the second outcome occurs, we apply the dynamic programming algorithm in
Theorem 8 on the obtained tree decomposition of width at most 2k − 2. Finally, if the
third outcome occurs, we recursively apply the whole algorithm to G′ and G′′, that is, call
FindSep(G′, ∅, k) and FindSep(G′′, ∅, k). Since G has a minimal separator of size at
least k if and only if at least one of G′ or G′′ has, this recursive application correctly finds
a minimal separator of size at least k.
Finally, we estimate the running time of the entire algorithm. Observe that FindSep
runs in polynomial time and the algorithm in Theorem 8 runs in 2O(k)nO(1) time, we can
find a minimal separator of size at least k within the claimed running time if it exists for
the first and second outcomes. Since the graphs G′ and G′′ in the third outcome are not
necessarily disjoint, the running time could be exponential in n at a first glance. However,
the following property of clique minimal separators ensures that the overall running time
is still 2O(k)nO(1).
Lemma 11 ([2]). Every clique minimal separator of G is also a minimal separator in any
minimal triangulation of G.
A triangulation of G = (V,E) is a chordal super graph H = (V,E′) satisfying E ⊆ E′.
A triangulation is minimal if there is no triangulation H ′ = (V,E′′) of G such that
E ⊆ E′′ ⊂ E′. Since every n-vertex chordal graph has O(n) minimal separators, G can
have only O(n) clique minimal separators. Moreover, by Lemma 6, every clique minimal
separator found as the third outcome is also a clique minimal separator of G. This implies
the third outcome only occurs O(n) times in the entire execution. Therefore, the overall
running time is still bounded by 2O(k)nO(1).
It would be worth mentioning that our algorithm also works in the vertex-weighted
setting discussed in [22].
Corollary 1. Given a vertex-weighted graph G with w : V → N>0 and an integer k, one
can determine G has a minimal separator of weight at least k in time 2O(k)nO(1). Moreover,
if the answer is affirmative, the algorithm outputs such a minimal separator in the same
running time.
4.2 Lower bound based on ETH
Impagliazzo et al. [23] proved that there is no 2o(n+m)-time algorithm for 3-CNFSAT
assuming that the Exponential Time Hypothesis [23], where n is the number of variables
and m is the number of clauses in the input formula. From this starting point, a lot of
complexity lower bounds have been established in the literature. (See [26], for example.)
In this subsection, we verify that a known chain of reductions from 3-CNFSAT to
Maximum Minimal Separator proves Theorem 5. To show Theorem 5, under ETH, it
suffices to show that there is no 2o(n)-time algorithm for Maximum Minimal Separator
as k ≤ n.
We begin with the following well-known results.
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Lemma 12 (e.g. Theorem 14.6 in [11]). Let φ be a 3-CNF formula with n variables and
m clauses. Then, there is a polynomial-time algorithm that constructs a graph G with
O(n + m) vertices and O(n + m) edges such that φ is satisfiable if and only if G has a
dominating set of size at most k for some k.
As we have mentioned in Section 3.2, the problem of finding a minimum cardinality
independent dominating set problem is NP-hard even on bipartite graphs. More specifically,
Corneil and Perl [9] proved the following lemma.
Lemma 13 ([9]). Let G be a graph with n vertices and m edges. Let G′ be a bipartite
graph obtained from G by replacing each edge with a path of five vertices. Then, G has a
dominating set of size at most k if and only if G′ has an independent dominating set of
size at most m+ k.
Plugging the above chain of reductions into the polynomial-time reduction described in
Section 3.2, we can construct in polynomial time a graph G with O(n+m) vertices from
an instance of 3-CNFSAT with n variables and m clauses such that φ is satisfiable if and
only if G has a minimal separator of size at least k for some k. This means that there is
no 2o(n)nO(1)-time algorithm for Maximum Minimal Separator, where n is the number
of vertices of the input graph, unless ETH fails. Therefore, Theorem 5 follows.
4.3 Kernel lower bound
For a parameterized (decision) problem P with instance I and parameter k, a kernelization
is a polynomial-time preprocessing that outputs an equivalent pair (I ′, k′), such that (I, k)
is a YES-instance if and only if so is (I ′, k′) and |I ′| + k′ ≤ f(k) for some computable
function f . In particular, if f is polynomial, it is called a polynomial kernelization.
If G has more than one connected component, then every minimal separator is contained
in its components as a minimal separator. Hence, there is a trivial OR-composition [3]
from Maximum Minimal Separator into itself on not necessarily connected graphs.
With the result of Bodlanender et al. [3], a polynomial kernelization is unlikely to exist,
and hence Theorem 6 follows.
This argument essentially requires that input graphs are disconnected. One may
expect that if the input graph is restricted to be connected, there could be a polynomial
kernelization. However, such an expectation is unlikely. To see this, we show the following
lemma.
Lemma 14. Let G1, G2, . . . , Gt be graphs with Gi = (Vi, Ei) for each 1 ≤ i ≤ t and let
H = (V,E) be the graph obtained from these t graphs by adding a universal vertex r, that
is, r is adjacent to every vertex in V1 ∪ · · · ∪ Vt. Then, at least one of these t graphs has
a minimal separator of size at least k if and only if H has a minimal separator of size at
least k + 1.
Proof. Suppose that at least one of t graphs, say G1, contains a minimal separator S of
size at least k. Then, there are two full components C1 and C2 in G[V1 \ S]. Since r has
a neighbor both in C1 and C2 and there are no edges between them, C1 and C2 are full
components of H[V \ (S ∪ {r})]. Thus H has a minimal separator of size at least k + 1.
Conversely, H has a minimal separator S of size at least k + 1. Since r is a universal
vertex, it must be contained in S. Let C1 and C2 be full components of H[V \ S]. Since
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r is a separator of H, C1 is contained in Vi for some 1 ≤ i ≤ t. Moreover, S \ {r} is also
contained in Vi as every vertex in S \ {r} has a neighbor in C1. We apply this argument
to C2 and hence C1, C2, and S are all contained in Vi. Therefore, S \ {r} is a minimal
separator of Gi with full components C1 and C2.
Therefore, we have Theorem 7.
5 Concluding remarks
In this paper, we investigate the computational complexity of Maximum Minimal Sep-
arator with respect to graph classes. More concretely, we show that the problem is
NP-complete even if the input is restricted to cubic planar bipartite, co-bipartite, and
line graphs. We also give an FPT algorithm for finding a minimal separator of size at
least parameter k, whose exponential dependency is asymptotically optimal under the
Exponential Time Hypothesis (ETH).
There are several interesting questions related to our results. It is worth noting that
the graph classes indicated by blue color in Figure 1 has polynomially many minimal
separators. We have known that graph classes that have exponentially many minimal
separators but for which Maximum Minimal Separator can be solved in polynomial
time are of bounded-treewidth proved by [22]. More generally, the property of being a
minimal separator can be expressed by a formula in MSO1: The property of being an a-b
minimal separator can be expressed as:
φa,b(S) := ∃A,B ⊆ V.(a ∈ A ∧ b ∈ B ∧A ∩B = ∅ ∧A ∩ S = ∅ ∧B ∩ S = ∅
∧ fullcomp(S,A) ∧ fullcomp(S,B) ∧ [∀a′ ∈ A,∀b′ ∈ B.(¬adj(a′, b′))],
fullcomp(S,C) := comp(S,C) ∧ ∀v ∈ S.(∃w ∈ C.(adj(v, w))),
comp(S,C) := conn(C) ∧ ∀v ∈ V.(v /∈ S ∪ C =⇒ ∀w ∈ C.(¬adj(v, w))),
where conn(X) is the predicate that is true if and only if G[X] is connected, and then the
property of being a minimal separator can be expressed as:
φ(S) := ∃a, b ∈ V.(a 6= b ∧ φa,b(S)).
Therefore, Maximum Minimal Separator is fixed-parameter tractable parameterized
by cliquewidth via Courcelle’s theorem for bounded-cliquewidth graphs [10]. It would be
interesting to seek non-trivial graph classes having exponentially many minimal separators
but for which Maximum Minimal Separator can be solved in polynomial time, which
could give a new insight for problems related to minimal separators, such as Treewidth
and Minimum Fill-in.
Another stimulating open problem would be the applicability of Skodinis’s FPT al-
gorithms parameterized by the size of a maximum minimal separator. He showed that
several NP-hard problems, such as Maximum Independent Set and Graph Coloring
can be solved in time f(k)nO(1) if every minimal separator of the input graph has size
at most k [28]. He also showed that Hamiltonian Circuit is NP-complete even on
graphs having minimal separators of size at most three. It would be interesting to draw
a complexity-theoretic boundary of problems that are tractable on bounded-treewidth
graphs but are intractable on graphs having only bounded-size minimal separators.
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