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DISCRIMINANTS OF TAFT ALGEBRA SMASH PRODUCTS AND APPLICATIONS
JASON GADDIS, ROBERT WON, AND DANIEL YEE
Abstract. A general criterion is given for when the center of a Taft algebra smash product is the fixed
ring. This is applied to the study of the noncommutative discriminant. Our method relies on the Poisson
methods of Nguyen, Trampel, and Yakimov, but also makes use of Poisson Ore extensions. Specifically, we
fully determine the inner faithful actions of Taft algebras on quantum planes and quantum Weyl algebras.
We compute the discriminant of the corresponding smash product and apply it to compute the Azumaya
locus and restricted automorphism group.
1. Introduction
Throughout k is an algebraically closed, characteristic zero field and all algebras are k-algebras. Given
an algebra R, we denote its set of units by R× and its center by Z(R). For a, b ∈ R we write a =R× b if
there exists c ∈ R× such that a = cb.
The discriminant is an important invariant of an algebra and has been adapted to the noncommutative
setting by Ceken, Palmieri, Wang, and Zhang. It has been used to study automorphism and isomorphism
problems, locally nilpotent derivations, and more recently the Azumaya loci of PI algebras [6, 8, 9, 16].
In [11], Kirkman, Moore, and the first-named author gave a formula for computing the discriminant of
certain skew group algebras and applied this to compute automorphism groups. The goal of this paper is to
consider this problem for certain smash products by Hn(λ), the nth Taft algebra. Such actions have been
studied previously [3, 4, 13].
Given an algebra R and a Hopf algebra H , we say that H acts on R (from the left) if R is a left H-module
via h⊗ r 7→ h · r, h · 1R = ε(h)1R, and h · (rr
′) =
∑
(h1 · r)(h2 · r
′) for all h ∈ H and r, r′ ∈ R. Alternatively,
we say R is an H-module algebra. The action is said to be inner faithful if there is no nonzero Hopf ideal that
annihilates R. When R is a left H-module algebra, the smash product algebra R#H is R ⊗H as a k-vector
space, with elements denoted by r#h for r ∈ R and h ∈ H , and multiplication given by
(r#h)(r′#h′) =
∑
a(h1 · b)#h2h
′ for all r, r′ ∈ R and h, h′ ∈ H.
Let n > 1 and λ be a primitive nth root of unity. The nth Taft algebra Hn(λ) [20] is the k-algebra
generated by g and x subject to the relations
gn = 1, xn = 0, xg = λgx.
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The coalgebra structure on Hn(λ) is given by
∆(g) = g ⊗ g, ∆(x) = g ⊗ x+ x⊗ 1, ε(g) = 1, ε(x) = 0,
and the antipode by S(g) = gn−1, S(x) = −gn−1x. This gives Hn(λ) the structure of a Hopf algebra. For
an Hn(λ)-module algebra R, we set R
〈x〉 = {r ∈ R | x(r) = 0} and R〈g〉 = {r ∈ R | g(r) = r}. Furthermore,
we set RHn(λ) = {r ∈ R | h(r) = ε(h)r for all h ∈ Hn(λ)} to be the fixed ring of R under the Hn(λ)-action.
It is not difficult to see that RHn(λ) = R〈x〉 ∩R〈g〉.
Recall that an inner automorphism of an algebra R is one that is given by conjugation, i.e. r 7→ uru−1,
where u ∈ R×. We say an automorphism g of a domain R is X-inner if there exists a ∈ R such that
ra = ag(r) for all r ∈ R. This is not the standard definition of X-inner but agrees when R is a prime Goldie
algebra because in this case the automorphism g becomes inner when extended to the classical quotient ring
[15, Theorem 1.4].
Theorem 1 (Theorem 2.12). Let H = Hn(λ) and let R be an H-module algebra that is a domain. Suppose
that the action of H on R is inner faithful and that no nontrivial power of g is X-inner when restricted to
R〈x〉. Then Z(R#H) = Z(R) ∩RH .
Specifically, we focus on inner faithful actions of H = Hn(λ) on the quantum plane A = kµ[u, v] or
on the quantum Weyl algebra A = Aµ1 such that A#H is prime. By the previous theorem, we obtain
Z(A#H) = AH = k[un, vn] when |µ| = n > 1 (Corollary 2.15).
For algebras that may be realized as a specialization, Brown and Gordon [5] showed that there is an
induced Poisson structure on the center. The techniques of Nguyen, Trampel, and Yakimov [16] allow one to
determine the factors of the discriminants of such algebras by first finding the Poisson prime elements of the
center. We realize A#H as a quotient of an Ore extension, which itself may be realized as a specialization. In
contrast to previous work, wherein it was required to have prior knowledge of the Poisson geometry related
to the induced Poisson structure, we show that there is a connection between Ore extensions and Poisson
Ore extensions (Proposition 3.5). We then apply the methods of Oh [17, 18] to find the Poisson primes.
Theorem 2 (Theorem 3.11). Let H = Hn(λ) and A = kµ[u, v] or A = A
µ
1 with |µ| = n > 1. If H acts
linearly and inner faithfully on A, then d(A#H/AH) =k× u
2n4(n−1).
We apply the discriminant to determine the Azumaya locus of A#H (Corollary 3.12). Additionally,
when when n = 2, we determine the subgroup of Aut(A#H) that fixes H up to scalar, which we call the
H-restricted automorphism group of A#H , denoted rAut(A#H) (Theorem 3.14).
2. Taft actions on quantum algebras
Two well-known families of quantum algebras are the quantum planes
kµ[u, v] = k〈u, v | uv − µvu〉
2
and the quantum Weyl algebras
Aµ1 = k〈u, v | uv − µvu− 1〉.
Both have a k-basis {uivj} and this defines a natural filtration by degree. Moreover, both algebras are
generated in degree one. We study inner faithful actions of Taft algebras on A = kµ[u, v] or A = A
µ
1 with
the added hypothesis that the action is linear, that is, g(u), g(v), x(u), x(v) ∈ ku+ kv.
Recall that when µ 6= ±1 we have Aut(kµ[u, v]) = (k
×)2 and when µ = −1, Aut(k−1[u, v]) = (k
×)2⋊{ω}
where ω is the automorphism that exchanges the generators u and v [1, Proposition 1.4.4]. Similarly,
Aut(Aµ1 ) = k
× for µ 6= ±1 and Aut(A−11 ) = k
×
⋊ {ω} [2, Proposition 1.5]. We use these facts throughout
without further comment.
Proposition 2.1. Let A = kµ[u, v] or A = A
µ
1 with |µ| = m > 1. Then Hn(λ) acts linearly and inner
faithfully on A if and only if m | n. Moreover, the action is given by one of the following:
(1) g(u) = µu, g(v) = λµv, x(u) = 0, x(v) = ηu for some η ∈ k×, and if A = Aµ1 then λ = µ
−2; or
(2) g(u) = λµ−1u, g(v) = µ−1v, x(u) = ηv for some η ∈ k×, x(v) = 0, and if A = Aµ1 then λ = µ
2.
Proof. Note that A = k〈u, v | uv − µvu − κ〉, where κ ∈ {0, 1}. Because g is grouplike, it acts as an
automorphism on A. We first assume that g acts diagonally with respect to the given generators. That is,
g(u) = αu and g(v) = βv for some α, β ∈ k which are nth roots of 1. When A = Aµ1 , we have the restriction
that β = α−1.
Since x acts linearly, its action on ku+kv can be represented as a matrix, so, abusing notation, we write
x =

a1 b1
a2 b2

 ∈M2(k).
Since the action of Hn(λ) is inner faithful, the matrix x is nonzero [13, Lemma 2.5]. Additionally,
0 = xg − λgx =

a1α(1 − λ) b1(β − λα)
a2(α − λβ) b2β(1 − λ)

 .(2.2)
Thus, a1 = b2 = 0. Now
0 = x2 =

b1a2 0
0 b1a2


and hence, a2 = 0 or b1 = 0.
If a2 = 0, then x(u) = 0 and x(v) = b1u. Furthermore,
0 = x(uv − µvu − κ) = (α− µ)b1u
2.
Thus, α = µ and so by (2.2), β = λµ. In the case of Aµ1 , this implies λ = µ
−2. Similarly, if b1 = 0, then
x(u) = a2v, x(v) = 0 and (1 − µβ)a2v
2 = 0 so β = µ−1 wherein α = λµ−1. In the case of Aµ1 , this implies
λ = µ2. In either case, to satisfy gn = 1, we must have m | n.
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We now show that there are no faithful linear actions with g acting non-diagonally on the given generators.
Suppose that µ = −1 and that there exists such an action. Since g is a non-diagonal automorphism, g(u) = αv
and g(v) = βu for some α, β ∈ k×. As before, let x(u) = a1u+ a2v and x(v) = b1u+ b2v. Then
0 = x(uv + vu− κ)
= (αb2 + a2)v
2 + (βa1 + b1)u
2 + (a1 + βa2 − αb1 − b2)uv + κ(αb1 + b2).(2.3)
Hence, b2 = −α
−1a2 and b1 = −βa1. Then
0 = x2 =

 a21 + a2b1 b1(a1 + b2)
a2(a1 + b2) a2b1 + b
2
2

 =

 a1(a1 − βa2) βa1(α−1a2 − a1)
a2(a1 − α
−1a2) a2(α
−2a2 − βa1)

 .(2.4)
Since x 6= 0, then it now follows from (2.3) and (2.4) that all parameters are nonzero. From (2.4) we have
a2 = αa1 and αβ = 1. Combining this with our deductions for b1 and b2 and substituting into the uv
coefficient of (2.3) yields 4a1 = 0, a contradiction. 
Remark 2.5. Since the definitions of kµ[u, v] and A
µ
1 are symmetric in u and v up to a scalar, we may
assume without loss of generality that the Hn(λ) action is given by (1) above. In addition, the condition
λ = µ−2 in the case of Aµ1 forces |µ| = n and n to be odd. We assume this henceforth without comment.
Denote the λ-binomial coefficient by[
k
i
]
λ
=
(1− λk)(1 − λk−1) · · · (1− λk−i+1)
(1− λ)(1 − λ2) · · · (1 − λi)
,
for k ≥ 1 and 0 ≤ i ≤ k. For shorthand, we let
[n]λ =
1− λn
1− λ
= 1 + λ+ · · ·+ λn−1
and
[n]λ! = [1]λ[2]λ · · · [n− 1]λ[n]λ = 1(1 + λ)(1 + λ+ λ
2) . . . (1 + λ+ · · ·+ λn−1).
By [19, Lemma 7.3.1],
∆(gℓxk) =
k∑
i=0
[
k
i
]
λ
gℓ+ixk−i ⊗ gℓxi.(2.6)
Lemma 2.7. Let |µ| = m > 1 and let A = kµ[u, v] or A = A
µ
1 . Suppose H = Hn(λ) acts linearly and inner
faithfully on A.
(1) AH = k[um, vn].
(2) A#H is prime if and only if m = n.
Proof. (1) By Proposition 2.1, m | n and so λℓ = µ for some ℓ ∈ N. Thus, g(uivj) = µi+j(ℓ+1)uivj . It follows
that
A〈g〉 = Span
k
{uivj : i + j(ℓ+ 1) ≡ 0 mod m}.
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Now we compute A〈x〉. First suppose that A = kµ[u, v]. We claim inductively that x(u
k) = 0. For k ≥ 1,
x(uk) = x(u)uk−1 + g(u)x(uk−1) = 0.
Assume inductively for k ≥ 1 we have x(vk) = η[k]λuv
k−1. Then
x(vk+1) = x(v)vk + g(v)x(vk)
= ηuvk + (λµv)(η[k]λuv
k−1)
= η
(
uvk + λ[k]λuv
k
)
= η[k + 1]λuv
k.
Thus, x(vn) = 0. We also have
x(uivj) = x(ui)vj + g(ui)x(vj) = (µiui)(η[j]λuv
j−1) = µiη[j]λu
i+1vj−1.(2.8)
It follows that A〈x〉 = Spank{u
ivj : j ≡ 0 mod n} = k[u, vn] and so
AH = A〈g〉 ∩ A〈x〉 = Span
k
{uivj : i ≡ 0 mod m, j ≡ 0 mod n} = k[um, vn]
Next suppose A = Aµ1 and recall that λ = µ
−2, so m > 2. An induction as above shows that x(uk) = 0
for all k. In addition,
x(vk) = η
(
[k]λuv
k−1 − λ
[
k
2
]
µ−1
vk−2
)
.
The induction step is similar and requires use of the following identity,[
k
1
]
q2
+ q
[
k
2
]
q
=
[
k + 1
2
]
q
.
(2) By [4, Corollary 10], A#H is prime if and only if there exists 0 6= a ∈ A〈x〉 such that g(a) = λn−1a. As
g is a linear automorphism, it suffices to check this condition on monomials in A〈x〉. We have A〈x〉 = k[u, vn]
by (1) and so g(uivkn) = µi(λµ)knuivkn = µiuivkn. Now µi = λn−1 if and only if µi = λ−1 for some i, and
such an i exists if and only if n | m. As we already have assumed m | n, then the result follows. 
Our primary interest will be in computing the discriminant of A#Hn(λ) over its center when A = kµ[u, v]
or A = Aµ1 . We now study the center of the smash product.
Given an Hn(λ)-module algebra R, denote by R(k) = {r ∈ R | g(r) = λ
kr} the λk-weight space of the
g-action on R.
Lemma 2.9. Let H = Hn(λ) and let R be an H-module algebra. If z ∈ Z(R#H) with
z =
n−1∑
i=0
n−1∑
j=0
ri,j#g
ixj , ri,j ∈ R,(2.10)
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then ri,j ∈ R(j) and
x(ri,j) =


0 j = 0
(1− λi+j−1)ri,j−1 j > 0.
(2.11)
Proof. Let z ∈ Z(R#H) as in (2.10). Then
0 = [1#g, z] =
n−1∑
i=0
n−1∑
j=0
[1#g, ri,j#g
ixj ]
=
n−1∑
i=0
n−1∑
j=0
(g(ri,j)#g
i+1xj − λjri,j#g
i+1xj).
Thus Ri,j ∈ R(j). Now
0 = [1#x, z] =
n−1∑
i=0
n−1∑
j=0
[1#x, ri,j#g
ixj ]
=
n−1∑
i=0
n−1∑
j=0
(
λig(ri,j)#g
ixj+1 + x(ri,j)#g
ixj − ri,j#g
ixj+1
)
.
Therefore, ri,0 = 0 and
n−1∑
i=0
n−1∑
j=1
x(ri,j)#g
ixj =
n−1∑
i=0
n−1∑
j=1
(
ri,j−1 − λ
ig(ri,j−1)
)
#gixj
=
n−1∑
i=0
n−1∑
j=1
(
ri,j−1 − λ
i+j−1ri,j−1
)
#gixj .
Thus, (2.11) follows. 
Theorem 2.12. Let H = Hn(λ) and let R be an H-module algebra that is a domain. Suppose that the
action of H on R is inner faithful and no nontrivial power of g is X-inner when restricted to R〈x〉. Then
Z(R#H) = Z(R) ∩RH .
Proof. Let z ∈ Z(R#H) and write as in (2.10). By (2.6) we have for w ∈ R〈x〉,
0 = [z, w#1] =
n−1∑
i=0
n−1∑
j=0
[ri,j#g
ixj , w#1]
=
n−1∑
i=0
n−1∑
j=0
(
ri,jg
i+j(w)#gixj − wri,j#g
ixj
)
=
n−1∑
i=0
n−1∑
j=0
(
ri,jg
i+j(w) − wri,j
)
#gixj .
Thus,
wri,j = ri,jg
i+j(w).(2.13)
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By (2.11), ri,0 ∈ R
〈x〉 for all i. By hypothesis gi is not X-inner when 0 < i < n and so there exists w ∈ R〈x〉
not satisfying (2.13) for ri,0. Because R is a domain, we must have ri,0 = 0 when 0 < i < n. A similar
argument shows r0,1 = 0.
By the inner faithful hypothesis and because x is nilpotent, there exists y ∈ R such that x(y) 6= 0 and
xk(y) = 0 for k > 1. Thus
0 = [z, y#1] =
n−1∑
i=0
n−1∑
j=0
[ri,j#g
ixj , y#1]
=
n−1∑
i=0
n−1∑
j=0
(
ri,jg
i+j(y)#gixj + ri,j [j]λg
i+j−1x(y)#gixj−1 − yri,j#g
ixj
)
where x−1 = 0. Thus, yri,n−1 − ri,n−1g
i−1(y) = 0 and
n−1∑
i=0
n−2∑
j=0
yri,j − ri,jg
i+j(y)#gixj =
n−1∑
i=0
n−1∑
j=1
[j]λri,jg
i+j−1x(y)#gixj−1.
Renumbering the right hand side, we get
n−1∑
i=0
n−2∑
j=0
yri,j − ri,jg
i+j(y)#gixj =
n−1∑
i=0
n−2∑
j=0
[j + 1]λri,j+1g
i+jx(y)#gixj .
This gives our final relation
yri,j − ri,jg
i+j(y) = [j + 1]λri,j+1g
i+jx(y) for 0 ≤ j ≤ n− 2.(2.14)
Suppose r0,k = 0 for some k ≥ 1. Since |λ| = n, g
i+jx(y) 6= 0 by hypothesis. As R is a domain, then by
(2.14) we have r0,k+1 = 0. Above we showed r0,1 = 0 and thus it follows from induction that r0,k = 0 when
1 ≤ k < n. Since ri,0 = 0 when 0 < i < n, then a similar argument shows that ri,j = 0 when 0 < i < n and
0 ≤ j < n. Thus, Z(R#H) ⊂ R and the result follows. 
Corollary 2.15. Let A = kµ[u, v] or A = A
µ
1 . Suppose H = Hn(λ) acts linearly and inner faithfully on A.
If |µ| = n > 1, then Z(A#H) = AH = k[un, vn].
Proof. By the proof of Lemma 2.7, A〈x〉 = k[u, vn]. As no non-identity power of g acts trivially on u, then
we may apply Theorem 2.12. The result now follows from Lemma 2.7 (1). 
Remark 2.16. If we loosen the hypotheses in Corollary 2.15 then it may no longer hold. For example,
consider H2(−1) acting on the commutative polynomial ring A = k[u, v] with action given by Remark 2.5.
Then the element u#g + 2v#gx is central. However, this does not violate the conditions of Theorem 2.12
because g is inner on A〈x〉 = k[u, vn].
Question 2.17. Let A = kµ[u, v]. Assume the hypotheses of Corollary 2.15 but assume |µ| > 1 properly
divides |λ|. Is it still true that Z(A#Hn(λ)) ⊂ A?
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Although our interest is primarily in the algebras Aµ1 and kµ[u, v], the following two examples show that
our techniques can be used to determine the centers in other cases as well.
Example 2.18. Let λ and µ be primitive third roots of unity. Define a quantum affine 3-space A on
generators u, v, w subject to the relations
uv = µvu, vw = λµwv, wu = µuw.
There is an action of H3(λ) on A given by
g(u) = µu, g(v) = λµv, g(w) = λ2µw,
x(u) = 0, x(v) = u, x(w) = v.
The details are left to the reader. Of course, (2.8) still holds and extends in an obvious way to
x(uivjwk) = λjµi+j [k]λu
ivj+1wk−1 + µi[j]λu
i+1vj−1wk.
Thus, we have A〈x〉 = k[u, v3, w3] and hence AH3(λ) = k[u3, v3, w3]. Thus, by Theorem 2.12, Z(A#H) =
AH3(λ).
Example 2.19. Let µ be a primitive nth root of unity, n odd and n > 2. The quantum coordinate ring of
2× 2 matrices Mµ is generated by a, b, c, d subject to the relations
ab = µba, bd = µdb, bc = cb,
ac = µca, cd = µdc, ad− da = (µ− µ−1)bc.
Let H = Hn(λ) and λ = µ
−2, whence there is an action of H on Mµ given by
g(a) = µa, g(b) = µb, g(c) = µ−1c, g(d) = µ−1d,
x(a) = 0, x(b) = 0, x(c) = a, x(d) = b.
The details are left to the reader.
As in the case of Aµ1 , we assume |µ| = n > 1 with n odd. We have M
〈x〉
µ = k[a, b, cn, dn] and MHµ =
k[aibj, cn, dn : i + j ≡ 0 mod n]. To show this, we apply induction as in Lemma 2.7. Let [k] = [k]µ−2 . We
have x(ck) = [k]ack−1 and x(dℓ) = [ℓ]bdℓ−1. Thus, x(ck) = 0 and x(dℓ) = 0 if and only if k, ℓ ≡ 0 mod n.
Additionally, g(cn) = cn and g(dn) = dn, whence cn, dn ∈ MHµ . As x(a) = x(b) = 0 and g(a
ibj) = µi+jaibj ,
we have that aibj ∈MHµ whenever i+ j ≡ 0 mod n. It follows that
x(aibjckdℓ) = x(aibjck)dℓ + g(aibjck)x(dℓ)
= g(aibj)x(ck)dℓ + g(aibjck)dℓ
= µi+jaibj
(
[k]ack−1d+ µ−k[ℓ]ckbdℓ−1
)
.
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By the PBW theorem for quantum matrices [5], x(aibjckdl) is nonzero if either k or ℓ is not a multiple of n.
Therefore,M
〈x〉
µ is generated by {a, b, cn, dn} and soMHµ is generated by {c
n, dn, aibj | i+j = n and i, j ≥ 0}.
The action of H on Mµ is inner faithful and as no non-trivial power of g is X-inner on M
〈x〉
µ , then we
may apply Theorem 2.12 to obtain that Z(Mµ#H) = M
H
µ .
3. Induced Poisson structures and discriminant computations
Let A be an algebra finitely generated and free of rank ω over a central subalgebra C ⊆ Z(A). The regular
trace is defined as the composition trreg : A
lm
−→ Mn(C)
trint−−−→ C where lm denotes left multiplication and
trint the usual (internal) trace. Throughout, we use the notation tr to denote trreg. If Z := {zi}
ω
i=1 is a
(finite) basis of A over C, then the discriminant of A over C is defined to be
d(A/C) =C× det(tr(zizj))ω×ω ∈ C.(3.1)
There is an intimate connection between discriminants and the Poisson structures induced on centers of
specializations [16].
Let R be a k[q±1]-algebra. The specialization Rǫ of R at ǫ ∈ k
× is defined as Rǫ := R/(q − ǫ) [7]. The
canonical projection σ : R→ Rǫ induces a Poisson structure on Z(Rǫ) via
{σ(xi), σ(xj)} = σ
(
xixj − xjxi
q − ǫ
)
, xi, xj ∈ σ
−1(Z(Rǫ)).
Throughout, we assume all Poisson algebras are commutative. We will be interested in the induced Poisson
structure on the center of a certain Ore extension related to the smash product A#Hn(λ) when A = kµ[u, v]
or A = Aµ1 . Our primary goal in this section is to compute the discriminant of that Ore extension using
the Poisson techniques developed in [16]. We then extend this to determine the discriminant of the smash
product itself.
We begin by giving background on Poisson Ore extensions [17, 18]. Let B be a Poisson algebra with
Poisson bracket { , }B. A derivation α of B is a Poisson derivation provided
α({a, b}B) = {α(a), b}B + {a, α(b)}B for all a, b ∈ B.(3.2)
A derivation β of B is an α-derivation (where α is a Poisson derivation) provided
β({a, b}B)− {β(a), b}B − {a, β(b)}B = β(a)α(b) − α(a)β(b) for all a, b ∈ B.(3.3)
Given a Poisson derivation α and an α-derivation β, the Poisson Ore extension B[z;α, β]P is the polynomial
ring B[z] with Poisson bracket
{a, b} = {a, b}B, {z, a} = α(a)z + β(a) for all a, b ∈ B.
The Poisson derivation α is inner if there exists a unit a ∈ B such that α(b) = a−1{b, a} for all b ∈ B.
Furthermore, the α-derivation β is α-inner if there exists d ∈ B such that β(b) = dα(b) + {b, d} for all b ∈ B.
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An element y in a Poisson algebra B is said to be Poisson normal if {y, b} ∈ yB for all b ∈ B. If y ∈ B is
Poisson normal and (y) is a prime ideal in B, then y is said to be Poisson prime.
Let A be an algebra and q ∈ A a nonzero divisor. The pair (τ, δ) where τ ∈ Aut(A) and δ is a τ -derivation
of A is said to be a q-skew extension of A provided τ(q) = q, δ(q) = 0, and τδ = qδτ [12, Section 6]. The
following lemma is implied directly by [17, Theorem 1.1].
Lemma 3.4. Let B[z] be a Poisson algebra such that {z, a} ∈ Bz + B for all a ∈ B. Then z induces a
Poisson derivation α and an α-derivation β satisfying (3.3) such that {z, b} = α(b)z + β(b) for all b ∈ B.
Proposition 3.5. Let A be an k[q±1]-algebra and (τ, δ) a q-skew extension of A.
(1) The Ore extension A[t; τ, δ] is a k[q±1]-algebra and for ǫ ∈ k×,
(A[t; τ, δ])ǫ = Aǫ[t; τ, δ].
(2) Suppose Cǫ = Bǫ[t
m] where Bǫ is a central subalgebra of Aǫ and m is the order of τ |Bǫ . Then
the induced Poisson structure on Cǫ is a Poisson Ore extension of the induced structure on Bǫ. In
particular, for b, b′ ∈ Bǫ we have {b, b
′}Cǫ = {b, b
′}Bǫ and {z, b} = α(b)z + β(b) where
α(b) = σ
(
τm(a)− a
q − ǫ
)
and β(b) = σ
(
δm(a)
q − ǫ
)
for a ∈ σ−1(b).
Proof. (1) This is clear.
(2) Set z = σ(tm). Choose b ∈ Bǫ and let a ∈ σ
−1(b).
{z, b} = {σ(tm), σ(a)}
= σ
(
tma− atm
q − ǫ
)
= σ
(
−atm +
∑m
i=0 [
m
i ]q τ
m−iδi(a)tm−i
q − ǫ
)
.
By our assumption on Cǫ, all coefficients in the summation are zero except when i = 0 or i = m. Thus,
{z, b} = σ
(
(τm(a)− a)tm + δm(a)
q − ǫ
)
= σ
(
τm(a)− a
q − ǫ
)
z + σ
(
δm(a)
q − ǫ
)
.
The result now follows from Lemma 3.4. 
Remark 3.6. In this section and beyond we assume the action of Hn(λ) on kµ[u, v] and A
µ
1 is given as in
Proposition 2.1. By scaling variables, we may assume η = 1. We assume that |µ| = n > 1. Recall that in
the case of Aµ1 we have λ = µ
−2 and so n is odd. In general we write λ = µk for some k relatively prime to
n. Note that we will never have k = 0.
Let A be the k[q±1]-algebra on generators u, v subject to the relation uv − qvu − κ for κ ∈ {0, 1}.
Specializing along q = µ, we have Aµ ∼= kµ[u, v] (resp. A
µ
1 ) when κ = 0 (resp. 1). Set R = A[x; τ, δ]
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with τ(u) = qu, τ(v) = qk+1v, δ(u) = 0, δ(v) = u. By Proposition 3.5, R is again a k[q±1]-algebra and
Rµ = Aµ[x; τ, δ]. Thus, R is the k[q
±1]-algebra on generators u, v, x subject to the relations
uv − qvu− κ, xu− qux, xv − qk+1vx − u, κ ∈ {0, 1}.
Note that for ǫ ∈ k×, the specialization Rǫ = R/(q − ǫ) is an analog of the Heisenberg enveloping algebra
[10, 14] and Rµ ∼= Aµ[x; τ, δ]. We will compute the discriminant of Rµ over the central subalgebra Cµ =
k[un, vn, xn].
Proposition 3.7. Keep the above notation and hypotheses. Set z1 = u
n, z2 = v
n and z3 = x
n. Let
σ : R→ Rµ be the canonical projection and define
b1 =
qn
2
− 1
q − µ
∣∣∣∣∣
q=µ
, b2 =
[n]q!
q − µ
∣∣∣∣
q=µ
,
c1 = (k + 1)b1, c2 =
(−1)n+1[n]qk !
q − µ
∣∣∣∣
q=µ
.
By Proposition 3.5, the induced Poisson structure on Cµ is given by
kµ[u, v] : {z1, z2} = b1z1z2, {z3, z1} = b1z1z3, {z3, z2} = c1z2z3 + c2z1,
Aµ1 : {z1, z2} = b1z1z2 + b2, {z3, z1} = b1z1z3, {z3, z2} = c1z2z3 + c2z1.
Moreover, Cµ = Bµ[z3;α, β]P where α, β are given by
α(z1) = b1z1, α(z2) = c1z2, β(z1) = 0, β(z2) = c2z1.
Proof. The bracket for z1 and z2 was computed in [16, Theorem 3.4]. Observe that
c1 =
qn
2(k+1) − 1
q − µ
∣∣∣∣∣
q=µ
=
(qn
2
− 1)(1 + qn
2
+ · · ·+ qkn
2
)
q − µ
∣∣∣∣∣
q=µ
= (k + 1)
qn
2
− 1
q − µ
∣∣∣∣∣
q=µ
.
It is left only to compute β(z2). As v
n ∈ σ−1(z2) we have β(z2) = σ
(
δn(vn)
q−µ
)
by Proposition 3.5. Since
qkτδ = δτ then by the q-Leibniz rule [12, Lemma 6.2] and the fact that δi(vℓ) = 0 when i > l, we have
δn(vn) =
n∑
i=0
[
n
i
]
qk
τn−iδi(v)δn−i(vn−1) = [n]qk(q
n−1u)δn−1(vn−1).
An induction now shows that δn(vn) =
∏n−1
i=0 q
n−i−1[n−i]qku
n. But
n−1∏
i=0
µn−i−1 = (−1)n+1 and so the result
follows. 
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By Proposition 3.7, b1 = c1 if and only if k = 0 if and only if λ = µ
0 = 1. Thus, we may safely disregard
this case. Moreover, when λ = µ−2, as in the case of A = Aµ1 , we have b1 = −c1.
We now employ techniques from [17, 18] to compute the Poisson primes of Cµ and use this to determine
the discriminant of Rµ over Cµ in both the quantum plane case and the quantum Weyl algebra case.
Lemma 3.8. Let A = kµ[u, v]. Up to a scalar, the Poisson prime elements of Cµ are z1 and z2z3 + ξz1
where ξ = c2
c1−b1
.
Proof. Let p be a Poisson prime element of Cµ. Then {p, a} = pγ(a) for some derivation γ of k[z1, z2, z3].
Suppose that p ∈ k[z1, z2]. We claim that p = κz1 for some κ ∈ k.
Write p =
∑ℓ
i=0 fiz
i
2 with fi ∈ k[z1]. Then
pγ(z1) = {p, z1} =
ℓ∑
i=0
{fiz
i
2, z1} =
ℓ∑
i=0
fi{z
i
2, z1} =
ℓ∑
i=0
fi(−ib1z1z
i
2).
For each 1 ≤ i ≤ ℓ we have fiγ(z1) = −b1ifi, so at most one of the fi is nonzero. Therefore, p = fz
ℓ
2 for
some f ∈ k[z1], ℓ ∈ N. By a symmetric argument, we can conclude that in fact p = κz
k
1z
ℓ
2 for some κ ∈ k,
k, ℓ ∈ N. Since p is a Poisson prime, it is also a prime element of k[z1, z2], so p = κz1 or p = κz2. It is easy
to check that z1 is a Poisson normal element of Cµ and that z2 is not, which completes our proof in this
case.
It is now left to determine the remaining Poisson primes of Cµ. Let Q = k(z1, z2), the quotient field of
k[z1, z2]. The corresponding localization extends α and β uniquely to a Poisson Ore extension Q[z3;α, β]P .
Let ξ = c2
c1−b1
and set d = ξz1z
−1
2 ∈ Q. We claim that for all r ∈ Q we have β(r) = dα(r)+ {d, r}. It suffices
to check this on the generators z1, z2,
dα(z1) + {z1, d} = ξ
(
z1z
−1
2 (b1z1) + {z1, z1z
−1
2 }
)
= ξ
(
b1z
2
1z
−1
2 + z1{z1, z
−1
2 }
)
= ξ
(
b1z
2
1z
−1
2 + z1(−b1z1z
−1
2 )
)
= 0 = β(z1),
dα(z2) + {z2, d} = ξ(z1z
−1
2 (c1z2) + {z2, z1z
−1
2 }) = ξ(c1z1 + z
−1
2 {z2, z1})
= ξ(c1z1 + z
−1
2 (−b1z1z2)) = ξ(c1 − b1)z1 = c2z1 = β(z2).
Thus, Q[z3;α, β]P = Q[z3 + d;α]P .
It follows that z3+ d is a Poisson normal element and clearing fractions gives that z2z3 + ξz1 is a Poisson
prime element in P . On the other hand, Q is α-simple (because it is simple) and nα is not a inner derivation
for any n. Thus, Q[(z3+d)
±1;α] is Poisson simple [17, Lemma 3.3] and therefore there are no further Poisson
prime elements. 
The choice of integer k in Remark 3.6 will give rise to distinct Poisson structures on Cµ and, as is clear
from Proposition 3.7, different coefficients. Let ξ be as in Lemma 3.8. Set b′1, c
′
1, c
′
2, and ξ
′ to be the
coefficients obtained by replacing k with k + n. Then b1 = b
′
1 and c
′
1 = (k + n + 1)b
′
1 = (k + n + 1)b1. A
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computation shows that c′2 =
k+n
k
c2 so that
ξ′ =
c′2
c′1 − b
′
1
=
k+n
k
c2
(k + n)b1
=
c2
kb1
=
c2
c1 − b1
= ξ.
Thus, the Poisson prime element z2z3 + ξz1 in Lemma 3.8 does not depend on the choice of lift of k from
Z/nZ to Z.
Lemma 3.9. Let A = Aµ1 . Then, up to a scalar, the only Poisson prime element of Cµ is z1z2z3 + ξz
2
1 +
b2b
−1
1 z3.
Proof. It is easy to see that z1 is not a Poisson normal element in this case and so we may pass to k[z
±1
1 , z2].
Set d = b2b
−1
1 z
−1
1 so b2 = d(b1z1). We make the change of variable y = z2 + d and the Poisson bracket on
k[z±11 , y] is then {z1, y} = b1z1y.
We now pass to Q = k(z1, z2). Since c1 = −b1 in this case then
{z3, y} = {z3, z2}+ b2b
−1
1 {z3, z
−1
1 } = (c1z2z3 + c2z1)− b2z
−1
1 z3 = c1yz3 + c2z1.
Thus, y is not Poisson normal. Our computations from Lemma 3.8 now show that the only Poisson prime
element is z3 + ξz1y
−1. Clearing fractions, it follows that the only Poisson prime element of Cµ is z1z2z3 +
ξz21 + b2b
−1
1 z3 as claimed. 
Lemma 3.10. Let α = n2(n− 1). Then
d(Rµ/Cµ) =k×


zα1 (z2z3 + ξz1)
α if A = kµ[u, v]
(z1z2z3 + ξz
2
1 + b2b
−1
1 z3)
α if A = Aµ1 .
Proof. First suppose we are in the case A = kµ[u, v]. Then B = {u
ivjxk | 0 ≤ i, j, k ≤ n − 1} is a basis of
Rµ over Cµ. By Lemma 3.8, the Poisson primes of Cµ are z1 and z2z3 + ξz1. Thus, using the definition of
the discriminant as at (3.1), d(Rµ/Cµ) =k× z
α1
1 (z2z3 + ξz1)
α2 for some α1, α2 ∈ N [16, Theorem 3.2]. We
define a grading on Rµ by setting deg u = 2 and deg v = deg x = 1. Then
2n(α1 + α2) = deg(p1)α1 + deg(p2)α1
= 2
∑
b∈B
deg b = 2
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
deg(uivjxk)
= 2
n−1∑
i=0
n−1∑
j=0
n−1∑
k=0
(2i+ j + k) = 2(2n3(n− 1)).
Therefore, (α1 + α2) = 2n
2(n− 1).
Now suppose we are in the case A = Aµ1 . By Lemma 3.9 and [16, Theorem 3.2], d(Rµ/Cµ) =k× (z1z2z3+
ξz21 + z3)
α for some α ∈ N. By [9, Proposition 4.10], discriminants respect filtrations. Define a filtration
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corresponding to the grading on Rµ above, then
zα11 (z2z3 + ξz1)
α2 = gr((z1z2z3 + ξz
2
1 + z3)
α)
= (z1(z2z3 + ξz1))
α
= zα1 (z2z3 + ξz1)
α.
Thus, α1 = α = α2. 
Theorem 3.11. Let H = Hn(λ). Let |µ| = n > 1 and let A = kµ[u, v] or A = A
µ
1 . If H acts linearly and
inner faithfully on A, then d(A#H/AH) =k× u
2n4(n−1).
Proof. Let A = Aµ1 . The case of kµ[u, v] is similar. By Lemma 3.10, d(Rµ/Cµ) =k× (z1z2z3 + ξz
2
1 + z3)
α.
Set S = Rµ[gˆ; τ ]. Note that |τ | = n and no non-trivial power of τ is X-inner. Let ℓ be the rank of Rµ as a
Cµ-module. By [11, Theorem 6.1],
d(S/Z(S)) = (z1z2z3 + ξz
2
1 + z3)
αn · gˆℓn.
Note that
A#H ∼=
A[x; τ, δ][g; τ ]
(xn, gn − 1)
.
The result now follows from [9, Proposition 4.7] and Lemma 3.10. 
For a k-algebra R which is module finite over its center Z(R), the Azumaya locus A(R) of R consists of
those maximal ideals m of Z(R) such that mR is the annihilator of an irreducible R-module of maximal
dimension. By [5, Theorem III.1.7], A(R) is an open dense subset of MaxspecZ(R). Recently, Brown and
Yakimov have related A(R) to the discriminant d(R/Z(R)). Having computed the discriminant of A#H
over its center, we are able to characterize the Azumaya locus of A#H as a corollary.
Corollary 3.12. Let A and H be as in Theorem 3.11. Then A(A#H) is the complement of the zero locus
of (un) in Maxspec(k[un, vn]).
Proof. This is a direct consequence of [6, Main Theorem] and Theorem 3.11. 
Henceforth, set A = k−1[u, v] and H = H2(−1) with the usual action of H on A. Let S = A#H and
define the H-restricted automorphism group of S to be those algebra automorphisms of S that fix H up to
scalar. That is, those φ ∈ Aut(S) such that
φ(1#g) = ε#g and φ(1#x) = ξ#x for some ε = ±1, ξ ∈ k×.(3.13)
It is clear that rAut(S) is a subgroup of Aut(S). As a final application of our discriminant calculation, we
determine rAut(S)1.
1The computations are omitted. The interested reader is referred to the appendix of the preprint version of this paper,
available at https://arxiv.org/abs/1707.02822.
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We define two families of maps below, called even and odd type, respectively. In what follows, α, ξ ∈ k×,
ε = ±1, I ⊂ N is a finite set of odd numbers, and for each i ∈ I, βi ∈ k. A map φe is said to be of even type
if it satisfies (3.13) and
φe(u#1) = α(u#1) and φe(v#1) = α
(
ξ−1v#1 +
∑
i∈I
βiu
i#x
)
.
A map φo is said to be of odd type if it satisfies (3.13) and
φo(u#1) = α (u#g − 2v#gx) and φo(v#1) = α
(
ξ−1v#g +
∑
i∈I
βiu
i#gx
)
.
The maps φe and φo, when extended linearly, define automorphisms of S. Moreover, the composition of
two even or two odd type automorphisms is an even automorphism, while the composition of an even with
an odd is odd.
Theorem 3.14. Let φ ∈ rAut(S). Then φ is of even type or of odd type.
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Appendix A. The restricted automorphism group of A#H
In this appendix we provide the necessary computations to prove Theorem 3.14. We keep the notation
defined above.
Lemma A.1. When extended linearly, φe and φo define automorphisms of S. Moreover, the composition of
two even or two odd type automorphisms is an even automorphism, while the composition of an even with
an odd is odd.
Proof. Let φe and φo be maps of even and odd type, respectively. It is routine to check that φe and φo
map the relations (u#1)(v#1) + (v#1)(u#1), (1#g)(u#1) + (u#1)(1#g), (1#g)(v#1) − (v#1)(1#g), and
(v#1)(1#x) − (1#x)(v#1) + u#1 to zero, so φe and φo give well-defined endomorphisms of S. It remains
to show that φe and φo are bijective. But φe has an inverse of even type given by
φ−1e (u#1) = α
−1(u#1) φ−1e (v#1) = α
−1
(
ξv#1 − α
∑
i∈I
βiα
−iui#x
)
φ−1e (1#g) = ε#g φ
−1
e (1#x) = ξ
−1#x
so φe is bijective. It is easy to see that the composition of two even or two odd maps gives an even map and
the composition of an even with an odd gives an odd map. Now, since φo ◦ φo is a map of even type, it is
bijective. Hence, φo is bijective. 
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Our goal is to prove that every automorphism in rAut(S) is either of even or odd type. To do this we
apply our discriminant computations above.
Lemma A.2. Let φ ∈ Aut(S), then φ(u2#1) =k× u
2#1 and φ(v2#1) = (κv2 + f(u2))#1 for some κ ∈ k×
and some f ∈ k[y].
Proof. If φ ∈ Aut(S), then φ preserves Z(S) and hence by [8, Lemma 1.8], φ preserves the ideal generated by
d(S/Z(S)). By Theorem 3.11, d(S/Z(S)) =k× u
32. But Z(S) = k[u2, v2] is a domain and so φ(u2#1) =k×
u2#1. The second claim is clear because φ must restrict to an automorphism of Z(S). 
Unfortunately, the discriminant gives us no information on the Taft algebra side and so we do not expect
to be able to compute the full automorphism group from this information alone.
Hypothesis A.3. For the remainder of the section, we write
φ(u#1) = a#1 + b#g + c#x+ d#gx φ(v#1) = a′#1 + b′#g + c′#x+ d′#gx
φ(1#g) = ε#g φ(1#x) = ξ#x
where a, b, c, d, a′, b′, c′, d′ ∈ k−1[u, v], ε = ±1, and ξ ∈ k
×.
Because g and x act linearly on A, then S is N-graded and so we write φ(s)m to indicate the degree m
component of the image of s under φ. We will use similar notation for the degree components of coefficients
as well. Our first observation regards the weight spaces for the coefficients of φ(u#1) and φ(v#1). There
are only two in this case and so we denote them by A+ = A(1) and A− = A(−1).
Lemma A.4. Let φ ∈ rAut(S). Then a′, b′, c, d ∈ A+ and a, b, c′, d′ ∈ A−.
Proof. We have
0 = φ((1#g)(u#1) + (u#1)(1#g))
= (ε#g)(a#1 + b#g + c#x+ d#gx) + (a#1 + b#g + c#x+ d#gx)(ε#g)
= ε [(g(b) + b)#1 + (g(a) + a)#g + (g(d)− d)#x + (g(c)− c)#gx] .
Thus, a, b ∈ A− and c, d ∈ A+. Similarly, a′, b′ ∈ A+ and c′, d′ ∈ A−. 
Next we will show that the automorphisms are unipotent, that is, the coefficients have no constant terms.
Lemma A.5. Let φ ∈ rAut(S). Then φ(u#1)0 = φ(v#1)0 = 0.
Proof. By Lemma A.4, a, b, c′, d′ ∈ A−. However, any constant is in the positive weight space and so
we conclude that a0 = b0 = c
′
0 = d
′
0 = 0. Now φ(v
2#1)0 = ((a
′)20 + (b
′)20)#1 + 2(a
′)0(b
′)0#g. Since
φ(v2#1) ∈ k[u2, v2], then (a′)0 = 0 or (b
′)0 = 0.
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Next we look at the degree 1 component. Recall that φ(v2#1)1 = 0.
φ(v2#1)1 = (2a
′
0a
′
1 + 2b
′
0b
′
1)#1 + (2a
′
0b
′
1 + 2b
′
0a
′
1)#g + (2a
′
0c
′
1 − 2b
′
0d
′
1)#x+ (2a
′
0d
′
1 − 2b
′
0c
′
1)#gx.
If a′0 6= 0, then b
′
0 = 0 and this forces a
′
1 = b
′
1 = c
′
1 = d
′
1 = 0 contradicting the surjectivity of φ. A similar
argument holds if b′0 6= 0. Thus, a
′
0 = b
′
0 = 0. Furthermore,
0 = φ((v#1)(1#x) − (1#x)(v#1) + (u#1))0 = c0#x+ (2ξb
′
0 + d0)#gx.
Therefore, c0 = 0 and d0 = −2ξb
′
0 = 0. 
Now we show that a and b cannot have higher degree components.
Lemma A.6. Let φ ∈ rAut(S) and write φ(u#1) as above. Then ak = bk = 0 for k > 1.
Proof. We have
0 = φ((u#1)(1#x) + (1#x)(u#1)) = ξ (x(a)#1 + x(b)#g + x(c)#x + (2b+ x(d))#gx) .
Thus, x(a) = x(b) = x(c) = 0 and x(d) = −2b. Combining this with our computations above we have
φ(u2#1) = (a2 − b2)#1 + (ab − ba)#g + (ac− ca+ bd+ db)#x+ (ad+ da+ bc− cb)#gx.(A.7)
Since x(a) = x(b) = 0, then the v-degrees of all monomial summands in both a and b are even. Thus, these
monomials commute with one another.
Write a = a1 + a2 + · · · + am and b = b1 + b2 + · · · + bm′ where ai, bi ∈ Ai. Assume max{m,m
′} > 1.
Since (a2 − b2)>2 = 0 it follows that m = m
′. Then
0 = (a2 − b2)2m = (am)
2 − (bm)
2.
Thus, am = ±bm. Consider the case am = bm and assume inductively that for some ℓ, 1 ≤ ℓ ≤ d, ak = bk
for all ℓ < k ≤ d. Then aiaj − bibj = 0 for all ℓ < i, j < n.
0 = (a2 − b2)n+ℓ =
∑
i+j=ℓ
aiaj − bibj = 2anaℓ − 2bnbℓ
∑
ℓ<i,j<n
i+j=ℓ
aiaj − bibj = 2an(aℓ − bℓ).
Thus, aℓ = bℓ. It follows from induction that a1 = b1. A similar proof in the negative case shows that
a1 = −b1. But this contradicts (a
2 − b2)2 = (a
2
1 − b
2
1) = αu
2 for some α ∈ k×. Therefore, m,m′ ≤ 1. 
We next determine the affine restricted automorphisms of S. By the grading, this is equivalent to com-
puting the linear parts of any restricted automorphism.
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Lemma A.8. Suppose φ ∈ rAut(S) is affine. Let φ(1#g) = ε#g and φ(1#x) = ξ#x for some ε = ±1,
ξ ∈ k×. Then φ(u#1) and φ(v#1) take one of the two forms below with α, β ∈ k, α 6= 0,
Type I Type II
φ(u#1) = α (u#1) ψ(u#1) = α (u#g − 2v#gx)
φ(v#1) = α
(
ξ−1v#1 + βu#x
)
ψ(v#1) = α
(
ξ−1v#g + βu#gx
)
.
Proof. By Hypothesis A.3 and Lemma A.4,
φ(u#1) = α1u#1 + α2u#g + α3v#x+ α4v#gx
φ(v#1) = β1v#1 + β2v#g + β3u#x+ β4u#gx.
We have
0 = φ((v#1)(1#x) − (1#x)(v#1) + (u#1))
= (α1 − ξβ1)u#1 + (α2 − ξβ2)u#g + α3v#x+ (α4 + 2ξβ2)v#gx.
Thus, α3 = 0, αi = ξβi, i = 1, 2, and α4 = −2ξβ2. Furthermore,
φ((v#1)2) =
(
β1β3 − β2β4)u
2 + (β21 + β
2
2)v
2
)
#1 +
(
β2β3 − β1β4)u
2 + 2β1β2v
2
)
#g ∈ k[u2, v2].
Thus, β1 = 0 or β2 = 0.
If β2 = α2 = 0, then α4 = 0 by above. Then α1, β1 6= 0, so β4 = 0.
If β1 = α1 = 0, then φ((u#1)
2) = (ξβ2)
2u2, so β2 6= 0 forcing β3 = 0. 
We say an automorphism φ ∈ rAut(S) is of type I (resp. type II) if its linear part is of type I (resp. type
II) in Lemma A.8. Observe that the composition of two automorphisms of type I or two automorphisms of
type II yields an automorphism of type I, while the composition of a type I automorphism with a type II
automorphism is of type II. We will show that if φ ∈ rAut(S) is of type I (resp. type II), then it is even
(resp. odd).
Lemma A.9. If φ ∈ rAut(S) is of type I, then a = αu and b = d = 0. Moreover, b′, c ∈ Z(S) and
a′ = αξ−1v − c/2.
Proof. The statement regarding a and b follows from Lemma A.6. The coefficient in (A.7) is 0 = ad+ da =
2ad. Since a 6= 0, then d = 0.
For the remainder, observe that if r ∈ A+ then the u-degree of each summand is even. If furthermore
x(r) = 0, then the v-degree of each summand is even. Consequently, if r ∈ A+ and x(r) = 0, then
r ∈ k[u2, v2] = Z(A). Thus c ∈ Z(S).
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We have
0 = φ((v#1)(1#x) − (1#x)(v#1) + (u#1))
= ξ(a′#x+ b′#gx)− ξ(x(a′)#1 + x(b′)#g + x(c′)#x+ x(d′)#gx+ g(a′)#x − g(b′)#gx)
+ (a#1 + b#g + c#x+ d#gx)
= (a− ξx(a′))#1 + (b − ξx(b′))#g + (c− ξx(c′))#x + (d+ 2ξb′ − ξx(d′))#gx.
Thus, x(a′) = ξ−1a, x(b′) = ξ−1b, x(c′) = ξ−1c and x(d′) = 2b′ + ξ−1d.
Since b′1 = 0 and x(b
′) = ξ−1b = 0 and so b′ ∈ Z(S). As x(a′) = ξ−1a and ak = 0 for k > 1, then
a′ = αξ−1v + z for some z ∈ Z(S).
By above computations we have the following simplification.
φ((u#1)(v#1) + (v#1)(u#1)) = ((aa′ + a′a) + ca)#1
+ ((ac′ − c′a) + 2ca′ + c2)#x
+ ((ad′ + d′a) + 2b′c)#gx.
From the identity component above we have
0 = aa′ + a′a+ ca = (αu)(αξ−1v + z) + (αξ−1v + z)(αu) + c(αu) = (αu)(2z + c).
Since α 6= 0, then z = −c/2. 
Lemma A.10. Let φ ∈ rAut(S) be of type I. Then all monomials appearing as summands of c′ and d′ have
even v-degree.
Proof. Based on the above computations, we have that
φ(u#1) = αu#1 + c#x
φ(v#1) =
(
αξ−1v −
c
2
)
#1 + b′#g + c′#x+ d′#gx
for some b′, c ∈ Z(A), c′, d′ ∈ A−. Since φ is an automorphism, there exists some r ∈ A#H such that
φ(r) = v#1. By using the relations in A#H , we can write r as a finite sum
r =
∑
i
γi · (v#1)
i(u#1)ji(1#g)ki(1#x)ℓi .
for some γi ∈ k and some i, ji, ki, ℓi ∈ N. We therefore have
v#1 =
∑
i
γi · φ(v#1)
iφ(u#1)jiφ(1#g)kiφ(1#x)ℓi .
Since c ∈ Z(A) = k[u2, v2], for each i, we have
φ(u#1)jiφ(1#g)kiφ(1#x)ℓi = hi,1#1 + hi,2#g + hi,3#x+ hi,4#gx
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for some hi,1, hi,2, hi,3, hi,4 ∈ k[u, v
2]. Therefore,
(A.11) v#1 =
∑
i
γi ·
((
αξ−1v −
c
2
)
#1 + b′#g + c′#x+ d′#gx
)i
(hi,1#1 + hi,2#g + hi,3#x+ hi,4#gx) .
We now consider the terms on the right-hand side that involve terms with odd v-degree. By Lemma A.2,
φ(v#1)2 = (κv2 + z)#1 for some κ ∈ k×, z ∈ k[u2], so these terms only occur when i is odd. Suppose for
contradiction that the largest odd power N with a nonzero coefficient has N ≥ 3. The largest odd v-degree
appearing on the right-hand side then come from the term
γN (κv
2 + z)
N−1
2
((
αξ−1v −
c
2
)
#1 + b′#g + c′#x+ d′#gx
)
(hN,1#1 + hN,2#g + hN,3#x+ hN,4#gx) .
After multiplying (recalling that hN,i ∈ k[u, v
2]), the identity component of this term is
γN (κv
2 + z)
N−1
2
((
αξ−1v −
c
2
)
hN,1 + b
′g(hN,2)
)
#1.
The product γN (α
2ξ−2v2 + z)
(
αξ−1v − c2
)
hN,1 involves the unique term of highest odd v-degree occurring
in the identity component of (A.11). Since N ≥ 3, this term must be zero. Hence, hN,1 = 0. By a similar
computation in the other components, we conclude that hN,2 = hN,3 = hN,4 = 0. This is a contradiction.
Now there is a unique term in (A.11) involving any terms with odd v-degree, which occurs when i = 1.
Since c′, d′ ∈ A−, if c′ and d′ are non-zero, all of their monomial summands have odd u-degree. If any of
their monomial summands have odd v-degree, this contradicts (A.11), as only one term involves any terms
of odd v-degree, so the right-hand side must have a non-zero x and gx component with odd v-degree. 
We are now able to describe all automorphisms in rAut(S).
Proof of Theorem 3.14. We have seen that any φ ∈ rAut(S) is of type I or type II. Suppose φ is of type I.
By Lemma A.10, each summand of c′ and d′ has even v-degree, and so c = x(c′) = 0 and b′ = x(d′)/2 = 0.
Since the g component of φ(v2#1) is (2a′b′ − d′a)#g, we also conclude that d′ = 0. Hence, φ is of the form
φ(u#1) = αu#1 φ(v#1) = αξ−1v#1 + c′#x
φ(1#g) = ε#g φ(1#x) = ξ#x
for some c′ ∈ A− with even v-degree. Now φ(v2#1) = α2ξ−2v2+c′u#1, so by Lemma A.2, c′ is a polynomial
in u of odd degree and hence φ is of even type.
Now suppose that φ is of type II. Consider the following map:
ψ(u#1) = u#g − 2v#gx ψ(v#1) = v#g
ψ(1#g) = 1#g ψ(1#x) = 1#x.
It is clear that ψ is an automorphism of type II. Further,
φ(ψ(v#1)) = (a′#1 + b′#g + c′#x+ d′#gx)(1#g) = a′#g + b′#1− c′#gx− d′#x.
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Since φ ◦ψ is an automorphism of type I, then it is of even type. Hence, a′ = c′ = 0, b′ = αξ−1v, and d′ is a
linear combination of odd powers of u. Now
φ(ψ(u#1)) = (a#1 + b#g + c#x+ d#gx)(1#g)− 2(b′#g + d′#gx)(1#gx)
= (a#g + b#1− c#gx− (d+ 2b′)#x.
Thus, a = c = 0, b = αu, and d = −2b′ = −2αξ−1v and so φ is of odd type. 
Question A.12. What is the full automorphism group Aut(S)?
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