In times where more and more data become available and where the data exhibit rather complex structures (significant departure from symmetry, heavy or light tails), flexible modelling has become an essential task for statisticians as well as researchers and practitioners from domains such as economics, finance or environmental sciences. This is reflected by the wealth of existing proposals for flexible distributions; well-known examples are Azzalini's skew-normal, Tukey's g-and-h, mixture and two-piece distributions, to cite but these. My aim in the present paper is to provide an introduction to this research field, intended to be useful both for novices and professionals of the domain. After a description of the research stream itself, I will narrate the gripping history of flexible modelling, starring emblematic heroes from the past such as Edgeworth and Pearson, then depict three of the most used flexible families of distributions, and finally provide an outlook on future flexible modelling research by posing challenging open questions.
Introduction.
"Everybody believes in the exponential law of errors : the experimenters, because they think it can be proved by mathematics; and the mathematicians, because they believe it has been established by observation." 1 Lippmann to Poincaré, in Poincaré (1896), p. 149
The "experimental law of errors" of course refers to the normal density
with location parameter µ ∈ R and scale parameter σ > 0, and the above statement provocatively underlines the often assumed ubiquity of this distribution that is believed to represent the "normal" state of data. Indeed, its popularity has numerous sources: the Central Limit Theorem, the strong link to the empirical mean via maximum likelihood characterizations (result due to Gauss 1809, see Duerinckx et al. 2014 for a recent detailed account), the maximum entropy characterization (see Cover and Thomas 2006) , the numerous well-studied and highly tractable stochastic properties, the bell shape of its curve, the simplicity inherent to the assumption of normality, etc. However, more and more empirical evidence has been provided over the years that the assumption of normality is often only a very poor representation of reality, and several data sets cannot be satisfactorily fitted by the normal distribution.
One nowadays very important domain, where the assumption of normality fails to hold, is finance. Due to the occurrence of extreme events, financial return data have a large amount of probability mass in their tails. Moreover, negative events are usually more extreme than positive events, entailing some form of asymmetry (or skewness) in the data. Both these effects, heavy tails and skewness, which are considered as stylized facts in the finance literature, cannot be captured by the normal distribution. I will now describe three further examples of data sets whose behavior goes beyond normality:
Example 1. Stochastic Frontier Analysis (SFA) is concerned with the specification and estimation of a frontier production function, e.g., for firms. Economic modelling for SFA has been initiated simultaneously by Aigner et al. (1977) and Meeusen and Van den Broeck (1977) and can be formulated as follows:
1)
where Y is the observed scalar output, the production frontier f depends on the input x ∈ R k and some parameter β β β ∈ R p to be estimated, and is the error term. This term itself can be expressed as
where V is a random shock, assumed to be symmetric, and U , independent of V , is the random non-negative technical (in-)efficiency component inherent to each firm. Now, the structure (1.2) clearly shows that the composed error term cannot follow a normal distribution, since it is the sum of a symmetric term (V ) and a negative term (−U ), leading to skewness in the error term.
Histogram of log(data)
log(data) One readily observes that the right tail of the log-scaled internet traffic data is lighter than the left tail, indicating the need for a model that can incorporate non-normal tail-weight (the right tail appears lighter-than-normal) as well as asymmetry. Due to the strong correlation between body weight and BMI, it is no surprise that the resulting BMI data are bi-modal. Moreover, given the different ranges of weight, it is also clear that the right tail (high BMI) is heavier than the lower tail (small BMI). These evident observations exclude the normal distribution as a possible fit for BMI data.
These examples, on which I shall come back later on in this paper, further underline the clear need for distributions exhibiting features that the normal does not possess. In other words, the need for flexible distributions. Now, one may think that this is an easy taskheavy tails can be obtained by replacing the normal with the Student t distribution, and skewness can be attained by simply mixing two normal distributions. This is still too much of a simplified vision, as these two parametric models also have their limitations, especially when one has to combine skewness and excess kurtosis in a specific way, as is the case with financial data. As a reaction to such limitations, one may want to consider models with a very large number of parameters in order to ensure as many different shapes as possible.
Such a solution in turn suffers from a risk of over-fitting and complexity in calculations.
Thus the ideal solution is a compromise between both requirements: wide range of possible shapes and tractability. This is precisely the objective of the research stream called 
A brief historic account: flexible modelling before the 1980s
The systematic quest for non-normal distributions has been initiated at the end of the 19 th century, when data sets exhibiting marked departures from normality have been collected, inter alia by the famous Belgian scientist Adolphe Quetelet. Due to the pre-dominance and well-understood properties of the "normal theory", the first reflex at that time was to transform the data so as to make the resulting transformed data follow a normal distribution, and then apply the usual procedures. For instance, Galton used in 1979 the logarithmic transformation, which resulted in the nowadays well-known log-normal distribution. It was Francis Ysidro Edgeworth who, in 1898, formally developed this concept, which he coined "Method of Translation" instead of transformation. While Edgeworth's transformations were restricted to polynomial functions, the subsequent proposals emerging over the course of the 20 th were more diverse, the most notable contributions being the Johnson (1949) families and Tukey's g-and-h distributions from 1977, both of which will be described in the next section. Still nowadays, transformations are mainly applied to the normal distribution, for the reasons mentioned above, albeit the Student t and logistic have been shown to be good candidates, too. eventually fell into oblivion. As a consequence, the wheel has been re-invented under the names "joined half-Gaussian", "three-parameter two-piece normal" and "binormal" distribution; see Sections 3 and 5 of Wallis (2014) for details about these re-discoveries (including a paper by Edgeworth) and many more details about two-piece distributions. It is to be noted that Fechner's contribution has been re-brought to the statistical community mainly through Hald (1998) . 2 Quite remarkably, Pearson attacked Fechner's curves in a paper from 1905 where he actually reacted on the work Ranke and Greiner (1904) , two anthropologists who claimed that, for their domain, only the normal distribution mattered, and hence disqualified both Pearson's and Fechner's work. Pearson published his reaction in his own journal Biometrika, hereby criticizing Fechner, although both were on the same side w.r.t. Ranke and Greiner. Other remarkable fact: this paper, Pearson (1905) , is most well-known as Pearson there introduced the terminology mesokurtic, leptokurtic and platykurtic.
3 There would obviously be several further developments to relate such as, for example, the history of copulas; this would however shift away the focus of the present paper.
If we credit a distribution with flexibility as soon as its shape significantly diverges from that of the normal distribution, then of course the task of this section is near-impossible given the infinity of non-normal distributions. The historical developments of the previous section teach us, in my opinion, an important lesson to which I shall stick throughout the rest of the paper: flexible models ought to be distributions that, besides the usual location and scale/scatter parameters, possess either a skewness or a kurtosis parameter, or, optimally, both. Now this still leaves us with a plethora of distributions, ranging from the Pearson family to the hyperbolic and the Tukey lambda distribution by passing across the α-stable and generalized extreme value families.
I here "restrict" my attention to flexible modelling understood as modifying a given base density f , symmetric about the origin 4 . Most constructions nowadays follow this seemingly natural pattern. The key advantage of modifying a symmetric density f is that in doing so it is possible to retain some of the properties of f , which are often well known. If two parameters are added, f is mostly normal; in case a single skewness parameter is added, f is mostly the Student t density. To avoid any misunderstandings, I provide the latter density in the k-variate case:
with location parameter µ µ µ ∈ R k , scatter parameter Σ Σ Σ ∈ S k , the class of symmetric and positive definite k × k matrices, and tail-weight parameter ν ∈ R + 0 , and where the Gamma function is given by Γ(z) = (Jones 2004) , the very general probability integral transformations of Ferreira and Steel (2006) or the classical Pearson system of distributions. However, such a broad description would be far beyond the scope of the paper and dilute its main focus of providing a concise idea of the flexible modelling research. Also, I here do not consider data on supports other than R k , although much could be said about data on finite or semi-finite intervals (e.g., the logarithmic and power transformations) or on directional data (see Section 4). For further general information on flexible distributions, see my encyclopedic paper Ley (2012) , whose focus is solely on skew distributions, the contribution Lee et al. (2013) and the excellent discussion paper Jones (2014a), where four flexible families are compared in terms of their stochastic and statistical properties. To avoid any redundancy, I will not proceed to such a comparison and confine my-self to a pure description, which is intended to differ as much as possible from the aforementioned references.
Family 1: Azzalini-type distributions
The construction underlying this first family of distributions is purely of a skewing nature, although tails can partly be affected, see Ferreira and Steel (2006 admit densities of the form
where f is centrally symmetric and Π : Besides these general proposals, parametric skew-f distributions have as well emerged, such as the skew-Cauchy, skew-exponential power, skew-logistic and, most prominently, the skew-t distribution (under various forms). I here consider the multivariate skew-t as defined in Azzalini and Capitanio (2003) , with density
where σ σ σ is a k × k diagonal matrix with diagonal entries σ σ σ ii = Σ Σ Σ
1/2
ii , i = 1, . . . , k, and T µ,σ,η (·; 1) is the cdf of the univariate Student density t µ,σ,η (·; 1), η > 0. This skew-t distribution is often used for modelling purposes, as it incorporates both a skewness and a tail-weight parameter; see Azzalini and Genton (2008) for an overview of statistical procedures involving the skew-t. For the sake of illustration, I present in Figure 2 various one-dimensional skew-normal and skew-t densities.
The afore-mentioned good properties of skew-symmetric distributions can be found in the references I have given above; see also Azzalini and Regoli (2012b) 
Family 2: Transformation-approach distributions
As mentioned at the beginning of Section 2, the initial incentive behind the transformation approach was the pre-dominance of the normal distribution, and, if data were obviously not normally distributed, then one should strive to find a transformation H such that H(data) ≈ N (µ, σ 2 ). The success of the transformation approach has entailed that nowadays the transformations per se are interesting, as they lead to very diverse shapes in the resulting density. Indeed, compared to Family 1 and 3, Family 2 is the most flexible, thanks to the freedom of choice in H. In the subsequent lines, I will comment on some of the most used such transformations.
In their most general k-variate form, transformation-approach densities built upon some base density f take on the guise In that same paper, we have identified the minimal requirements on H δ δ δ,η η η (·) to satisfy the surjectivity property, meaning that every random k-vector Y can be obtained from any 
Family 3: Two-piece or scale-transformed distributions
The third family of distributions is, like Family 1, a pure skew family of distributions, the tail-weight being again regulated by applying this construction on e.g. the Student t distribution. While Family 1 can be best understood via the expression "modulating symmetry", Under their most general form, univariate two-piece-f distributions possess densities of the form a(δ) σ undertake the endeavor of writing out what I consider as desirable structural properties (I will not consider fitting issues, see OQC2 for that matter).
• finite number of well interpretable parameters: optimally, one skewness and one tailweight parameter are added to location and scale/scatter (for the sake of clarity: the term "one" does not stand for the dimension of the parameter). Evidently, in mixture models one also has to take into account the mixing parameter. A larger number of parameters entails the risk of a loss in interpretability.
• • good parameter estimation and tractability: once a good-fitting model is determined, it is of utmost importance to be able to correctly estimate the diverse parameters and then to produce calculations with that model, e.g. to predict the risk of exceeding a certain threshold value.
• clear stochastic properties: this point is related to clear roles for each parameter and good tractability. It is desirable for any distribution to display well-identified conditions as to when, for example, a distribution is uni-or bi-modal. In the multivariate case, properties like closure under marginalization seem also desirable.
• varying shapes: optimally, a flexible model is able to exhibit as many distinct shapes as possible. For instance, we may wish that a distribution covers (nearly) all values of AG-skewness or of a given kurtosis measure.
• good inferential properties: besides good parameter estimation, a flexible model should not be prone to inferential problems prohibiting its use as, for instance, alternative • data generating mechanism: although in the discussion Ley is extremely difficult to answer, and I will try to formulate diverse ways of proceeding.
• The classical procedure would consist in choosing a set of flexible models, say, the skewnormal, skew-t, two-piece-t and SAS-logistic, and then use model selection criteria like likelihood maximization, the Akaike information criterion or the Bayesian information criterion. The best model will readily be obtained, sometimes at the cost of complex numerical maximizations. However, if the initial sub-selection is performed in an arbitrary way, then we may only optimize our fitting among distributions that present a low degree of fitting compared to other models. Moreover...
• ... the interesting recent paper Charemza et al. (2013) has shown that distinct skewnormal distributions may be undistinguishable in certain circumstances! Their solution in such a case, from the practitioner's perspective, is to select the model on grounds of parameter interpretation, stressing the importance of this requirement in my listing in OQC1.
• Some problems very naturally guide us towards the flexible model from which the data have (probably) been generated. Coming back to the examples of the Introduction, it is clear by construction that the error term in Example 1 stems from Family 1 (this is an immediate exercise for the interested reader), the internet traffic data from Example 2 can be well-described by members of Family 2 which allows to control left and right tail-weight, and the BMI data of Example 3, given their bi-modal structure, seem best fitted by mixture models. Advice of experts from the domains the data originate is evidently helpful.
• In our discussion Ley and Paindaveine (2014), we have added a further criterion to the list of Jones (2014a) and we term it "Testability: natural or satisfactory goodnessof-fit tests for the considered family can be defined". If satisfied, this criterion (which really means testing the validity of a given family, not testing for the best distribution within a given family!) would of course help to answer OQC2. In our discussion, we have shown that two-piece distributions actually do satisfy the criterion and provided a testing strategy based on the idea of de-scaling both half-distributions. In other families, the situation is more delicate. In Family 1, one can resort to the property that any even function of a skew-symmetric random vector annihilates the effect of the skewing function, leaving only the symmetric part; working with evenly transformed data, the symmetric part can thus be estimated, and the skewing function shall then be detected in a subsequent step within a collection of choices (it appears that, except for the bad matchings identified in Hallin and Ley 2012, the choice of skewing function does not so much influence the final shape of the distribution, see Umbach 2007 ).
Finally, in Family 2, I would suggest transforming the data with several choices of H δ δ δ,η η η , apply some symmetry or normality test and retain that transformation with the highest p-value (this shall work especially well if our aim is to detect the skewnessinducing transformation). Of course, such procedures are again subject to the criticism mentioned at the first point of this OQC and, contrarily to Family 3, I do not provide a Family-membership-test; my ideas are merely first steps into that direction. Another natural option would be to check membership by means of kernel density estimation under a specified-family form versus no specified form.
Even if OQC2 appears very tough, and near-impossible given the diversity of data sets even within a same domain, we should nevertheless aim to provide a list of recipes for which distribution to use in which circumstance. Such hints would definitely present an important contribution to flexible modelling and its use in other disciplines, especially in finance (what is, in the end, the best skew-heavy-tailed distribution to be combined with GARCH models?), economics and environmental sciences. certainly also nowadays push forward the quest for the ultimate flexible model that could be used for "all" purposes and would satisfy "all" requirements one has on a flexible distribution. Can such a universal distribution exist, or is it at least possible to come close to it?
And if so, how could this discovery be achieved?
One potential solution might be to efficiently combine distinct flexible proposals. Rubio 
