The role of nonlinearity in complexity science is discussed, and some nonlinear research problems in Complexity Science are sketched in the contexts of the buzzwords "emergence, interacting agents and swarms".
Introduction
Complexity Science is experiencing a new vogue. The doubts of the previous decade (e.g. [Ho] ) seem to have lost their force. Stephen Hawking declared that the 21st century "will be the century of complexity" [Ha] . Complexity Science is receiving serious funding from the European Commission, UK Engineering and Physical Sciences Research Council, and other agencies.
There are many interpretations of the term "complexity science", e.g. [Man] . I use it to mean the study of systems with many interdependent components, cf. [BY] . I think most "complexity scientists" would accept this definition, though some would wish to add words like "adaptive" or "emergent phenomena".
How does "nonlinearity" enter Complexity Science? For some (mainly philosophers and social scientists), "nonlinearity" means that the causal links of the system form something more complicated than a single chain, for example a system with feedback loops. A complex system is then one with an intricate graph of causal links, thus highly nonlinear in this sense.
For others, however (including I think the founding editors and most authors and readers of this journal), "nonlinearity" means that the superposition principle does not apply. A system is linear if one can add any two solutions and obtain another, and multiply any solution by any factor and obtain another. Otherwise, it is nonlinear.
According to many, the core of Complexity Science is Nonlinear Dynamics (with nonlinearity understood in the sense of failure of the superposition principle), e.g. Fritzhof Capra in his plenary lecture at the Complexity, Science and Society conference in Liverpool (Sept 2005) , and several textbooks (e.g. [BY, BV, Er] ). This view requires some caveats, however, so I don't regard it is the primary role of nonlinearity in complexity science. Firstly, there are many complexity science problems that are about statics, e.g. complex structures, complex materials, equilibrium statistical mechanics and percolation. Secondly, my definition of complexity science excludes low-dimensional dynamical systems (unless one thinks of the states at successive moments of time as many interdependent components) and therefore low-dimensional chaos, a central topic in nonlinear dynamics. Thirdly, there are dynamical complex systems which would not normally be covered by the term "nonlinear dynamics": stochastic, game-theoretic and quantum dynamics; what constitutes nonlinearity needs careful formulation for these. Fourthly, there are linear complexity science problems, e.g. random matrix theory and the linear response of a network.
I consider stochastic models as taking centre stage in complexity science. At the level of probability distributions, however, stochastic models are linear: any convex combination of allowed probability distributions for a problem is also allowed (and that makes the problem essentially linear). Thus it might seem that there is no nonlinearity for this important class of complex systems. Yet there is a sense in which a superposition principle may still fail. It is easiest to see for systems that conserve some quantity, let's call it number of particles. Then I propose to call the system linear if one can "superpose" solutions for n 1 and n 2 particles and obtain a solution for n 1 + n 2 particles, and nonlinear if this is not always true. Here, superposition means that the joint probability distribution is a product, that is the particles behave independently. Thus in this view, nonlinearity corresponds precisely to the word "interdependent" of the definition of complexity science.
A similar view of nonlinearity can be formulated for quantum systems conserving particle number or amount of action (cf. [M02] , where I focussed on "anharmonicity" as an expression of the latter). Similarly, game-theoretic models can be considered nonlinear if one doesn't always obtain solutions for N players by superposition (as is the case in all non-trivial models). Again nonlinearity in this sense corresponds to dependence (between the players).
Thus I propose that "nonlinearity" in complexity science means "dependence". Sometimes, some or all dependence can be removed by a relatively simple change of view. For example, a linear (in the standard sense) dynamical network can be analysed into normal modes which evolve independently; if the eigenvector problem is relatively straightforward, I'd say this system is not complex.
It is less clear how to define "nonlinearity" for quantum or stochastic systems with no conserved quantity, but I suggest that the basic criterion should be that there is no simple change of view to independent entities. Thus if there is no concept of conserved entity then a fortiori the system is nonlinear.
On the basis that nonlinearity means dependence, I present here a personal selection of nonlinear mathematical problems in Complexity Science, around some of the key buzzwords: emergence, interacting agents, and swarms, concluding with a miscellany. Space and time limit me from listing all the relevant references, so I apologise for the incompleteness.
Emergence
One of the most seductive buzzwords of complexity science is "emergence". Arguments rage about what it means. To me, emergence means non-unique statistical behaviour without any topological reason. I came to this point of view when my PhD student David Sanders asked in October 2000 for a project on emergence.
Note that emergence is very different from chaos, in which sensitive dependence produces highly non-unique trajectories according to their initial conditions. Indeed, the nicest forms of chaos produce unique statistical behaviour in the basin of an attractor. The distinction is like that between the weather and the climate. For weather we care about individual realisations; for climate we care about statistical averages.
A way to make the concept of statistical behaviour mathematically precise is the notion of "space-time Gibbs phase". This is most easily introduced in the context of probabilistic cellular automata (PCA). A PCA is a discrete-time Markov process on a product space X = s∈S X s , where S is a countable metric space (often Z or Z 2 in examples, but there is no requirement for S to be translation invariant nor even infinite), each X s is a finite set, the states x s ∈ X s at the next time are conditionally independent for different s ∈ S given the current state x = (x r ) r∈S , and x s is independent of (x r ) r∈S\N (s) for some bounded neighbourhood N (s) of s ∈ S. Thus it can be specified by the transition probabilities p(x s |(x r ) r∈N (s) ).
The space-time Gibbs phases for a PCA are the probability distributions one can expect to see for the state of arbitrary bounded pieces of space-time S × Z, given that the process was started in the infinite past. They are determined by the self-consistency conditions that for any bounded Λ ⊂ S × Z, the probability distribution of the state on Λ given the state on the domain B ⊂ S × Z influencing Λ (excluding Λ itself) is given by multiplying the transition probabilities to make up the state on Λ from that on B. It is convenient to write the product as exp(− st∈Λ φ st (x)) where φ st (x) = − log p(x t s |x t−1 Ns ), which makes it resemble the concept of Gibbs phase in equilibrium statistical mechanics.
For finite S then X is finite, so if the Markov chain is irreducible (or more generally if it has a unique communicating component) then there is a unique space-time Gibbs phase and it is the one generated by iterating the unique stationary probability measure on X for the chain.
Just as in equilibrium statistical mechanics, however, the idealisation of spatially infinite systems is useful, and then there can be more than one space-time Gibbs phase even if the process is irreducible. A nice example is Toom's NEC majority voter model [To+] , in which the underlying network S is Z 2 , the local state spaces X s are {+, −} and at each time step the state at each site is updated to the majority state of its north-eastcentre neighbourhood with probability 1 − ε. For ε small enough, it exhibits at least two space-time Gibbs phases, corresponding to two stationary probability measures. The set of space-time Gibbs phases is always convex, so when we count them we really refer to extremal ones (those which are not convex combinations of others). Even more interesting, moving ε near to 1 produces an "anti-majority voter" model which again exhibits at least two phases, neither of which corresponds to a stationary measure [GM] .
Instead they correspond to two "phases", in the sense of phase of an oscillator, of a space-time probability distribution with period two in time. Thus non-trivial collective behaviour "emerges".
A catch with this view of emergence is that it applies only to spatially infinite systems. But just as in equilibrium statistical mechanics, it has finite system analogues. The basic one is that non-unique phase corresponds to long-range correlations. A quantitative measure of emergence has been proposed in terms of mutual information [BlM] .
The framework of space-time Gibbs phases allows one to develop general questions, e.g. Problem: Determine classes of system for which the set of space-time Gibbs phases moves continuously with parameters. A start has been made in [M07a] for some cases where this set is a single point; it is shown to move smoothly with respect to parameters with respect to a suitable metric on the space of probability measures on a product space. Problem: Understand how to steer the set of space-time Gibbs phases for a system towards a desired one, e.g. to make artificial models of small-scale weather for use in climate prediction. Problem: Develop bifurcation theory for space-time Gibbs phases. Problem: Understand the effects of controls on space-time Gibbs phases; determine conditions under which local control has only local effect or can have long-range effect; consider the effects of boundaries (open systems). Problem: Develop renormalisation theory for space-time Gibbs phases, and the resulting concept of universality class. Despite its having become a standard part of theoretical physics, it is not clear to me that this is really worked out even in equilibrium statistical mechanics (but see [Br] , and [M95] for an example and [CM] for its quantum version), or percolation. Problem: Devise methods to fit space-time Gibbs phases to data, cf. [CFL] . A substantial issue is the lack of uniqueness in the Gibbs potential, so one should develop a concept of a simplest potential modulo co-boundaries.
The concept of space-time Gibbs phase can be extended to some classes of deterministic spatially extended dynamical system. The simplest such class is expanding coupled map lattices f : X → X with a Markov partition. Then the space-time solutions correspond (up to ambiguities at the boundaries of partition elements) to space-time symbol tables with finite symbol set Σ s for each site and the space-time Gibbs phases are given by the consistency condition for φ st (σ) = tr(log Df (x t (σ))) ss , σ ∈ ( s∈S Σ s ) Z [BrKu] (I proposed this formula independently in Feb 95; see remark in [M96] ). This allowed us to make a coupled map lattice exhibiting the same results as Toom's voter PCA [GM] . The Gibbs potential generalises to invertible CML with Markov partition by restricting Df to its backward contracting subspace. A way to make our CML example invertible was given in [M05] but it is not uniformly hyperbolic (nor even continuous), so lacks the robustness (structural stability) that uniform hyperbolicity would confer. The example of [GM] was modified to a continuous (even C ∞ ) example in [BaKe] but the effect of their coupling is not surjective, which raises the following Problem: Make a smooth invertible spatially extended indecomposable deterministic dynamical system exhibiting non-unique space-time Gibbs phase.
The above examples have spatially asymmetric coupling, because they are based on Toom's NEC voter PCA, but many would prefer a spatially symmetric example, so Problem: Solve the previous problem with spatially symmetric coupling (possibly by making a spatially symmetric version of Toom's PCA).
It would also be good to extend to continuous-time deterministic systems, e.g. Problem: Make arbitrarily high dimensional mechanical systems with Anosov dynamics on each energy level. I think this could be achieved by a generalisation of the triple linkage [HM] to an array of rotating disks coupled by rods. Even more interesting would be to make a spatially infinite array with non-unique space-time Gibbs phase! There are many interesting phenomena for deterministic spatially extended dynamical systems which to me should be interpreted as space-time Gibbs phases, e.g. Problem: Explain collective oscillations in large Hamiltonian systems, such as [MK] (and earlier references). Problem: Explain stable chaos [PLOK] .
Here are some final questions for this section: Problem: Derive rigorous results for self-organised criticality (for background, see [Je] ). Problem: Develop the concept of hierarchical emergence, i.e. a sequence of levels of emergence, cf. [An] .
There are complex systems which perhaps never settle down, e.g. biological evolution or gravitational systems, or where the interest is in the long-time relaxation, e.g. aggregation and coarsening models. For such systems space-time Gibbs phases are not such a useful concept. Problem: Find some models for which you can prove there are no space-time Gibbs phases.
Interacting agents
This buzzword is central to Complexity Science. I tend to restrict its use to cases where an agent's behaviour is the result of optimisation for himself, at least approximately, based on limited knowledge of his surroundings and the past. Even for a single agent with deterministic environment, results can be quite intricate, e.g. [MSS] .
The behaviour of interacting agents can involve "learning" or "adaptation". The minority game [Coo] is an example. Some people regard adaptation as an essential feature for a complex system, but I regard it simply as adding a longer time-scale component to the dynamics, so not a fundamental change.
The concept of an agent as a maximiser of its utility function (a function of their own and other agents' actions) is central to economics. I think, however, it is too idealised (probably most economists would agree). One way to relax the ideal is to suppose that agents make imperfect optimisation according to some probabilistic rule. For example, one can make imperfect optimisation according to a logit (Glauber) or Metropolis choice, which then reduces a many-agent dynamic game to a PCA (or similar in continuous time) and hence to the context of section 2. With this view, a utility function reduces to the exponential of a transition probability (up to normalisation). Problem: Develop space-time Gibbs phases for such interacting agents.
A fundamental question for interacting agent systems is whether their selfish optimisation produces a socially desirable result. Fans of the free market claim the answer is yes, but there are many examples that show this is false, cf. [Ro] . To address the question thoroughly, one has to decide what constitutes a desirable result. One point of view is an optimum of some collective aggregate. Another is a phase from which any change reduces the utility for at least one agent (Pareto optimum). But neither is guaranteed by selfish optimisation. Problem: Study how far space-time Gibbs phases might be from a social optimum or even from a Pareto optimum.
Another way in which to relax the economist's ideal is to endow an agent with only a partial order on his actions, rather than a utility function. For example, he may simultaneously wish to maximise wealth and being liked by others: if he can make an improvement in either without reduction in the other then he'll do so. In general this leads to non-unique outcomes. It also leads to inertia if there is an inhibition to making large changes. Problem: Study the effects of partial-order agents.
The big challenge under this topic is to find "Newton's laws of society". This dream was born not long after Newton's laws of mechanics (see [Ba] ) but remains open. Problem: Find out how humans make decisions, and analyse the consequences for society.
Swarms
Much of the mathematical work on complex systems is for systems on a prescribed network, but there are many complex systems which do not fit this set-up. The links in the network may themselves evolve, or coupling may be via proximity in space. A prime example is swarms, e.g. [BDT] . The agents move through space and their interactions are principally with those which are nearby in space. A similar class of examples is spread of infections between mobile agents. Problem: Develop the theory of space-time Gibbs phases for systems without a fixed network. Problem: Prove existence of a liquid crystal phase for Sumpter's model of locusts [Su] ; this is likely to be hard, because as far as I am aware there is not even a proved model of a liquid crystal phase in equilibrium statistical mechanics. Problem: Study contact processes for swarms, e.g. spread of infections between mobile agents.
Miscellaneous

