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The Bak-Tang-Wiesenfeld (BTW) sandpile process is an archetypal, stylized model of complex systems with
a critical point as an attractor of their dynamics. This phenomenon, called self-organized criticality (SOC),
appears to occur ubiquitously in both nature and technology. Initially introduced on the 2D lattice, the BTW
process has been studied on network structures with great analytical successes in the estimation of macroscopic
quantities, such as the exponents of asymptotically power-law distributions. In this article, we take a microscopic
perspective and study the inner workings of the process through both numerical and rigorous analysis. Our sim-
ulations reveal fundamental flaws in the assumptions of past phenomenological models, the same models that
allowed accurate macroscopic predictions; we mathematically justify why universality may explain these past
successes. Next, starting from scratch, we obtain microscopic understanding that enables mechanistic models;
such models can, for example, distinguish a cascade’s area from its size. In the special case of a 3-regular net-
work, we use self-consistency arguments to obtain a zero-parameters, mechanistic (bottom-up) approximation
that reproduces nontrivial correlations observed in simulations and that allows the study of the BTW process
on networks in regimes otherwise prohibitively costly to investigate. We then generalize some of these results
to configuration model networks and explain how one could continue the generalization. The numerous tools
and methods presented herein are known to enable studying the effects of controlling the BTW process and
other self-organizing systems. More broadly, our use of multitype branching processes to capture information
bouncing back-and-forth in a network could inspire analogous models of systems in which consequences spread
in a bidirectional fashion.
PACS numbers: 89.75.Hc, 02.30.Yy, 05.65.+b, 45.70.Ht
I. INTRODUCTION
Many complex systems affecting modern life, from infras-
tructure systems like power grids to the natural catastrophes
that threaten them, appear to be poised near criticality. For
instance, power law distributions seem to characterize the
sizes of electrical blackouts [1], financial fluctuations [2], neu-
ronal avalanches [3–5], earthquakes [6], landslides [7], over-
spill in water reservoirs [8], forest fires [9, 10] and solar
flares [11, 12]. Since its introduction in 1987 [13, 14], the
Bak-Tang-Wiesenfeld (BTW) sandpile has served as a use-
ful paradigm for the self-organizing dynamics that may drive
these systems toward critical points (also called self-organized
criticality or SOC). The recent prevalence of cascading fail-
ures and overloads in networked infrastructures [1, 15, 16] is
one motivation for studying the sandpile model on random
graphs [17–25]. Here we attain deeper understanding of the
BTW sandpile model on networks, which provides important
lessons and techniques for studies of self-organized critical
processes in natural and engineered systems in general.
We begin in Section II with a brief background on complex
networks and on the BTW sandpile process on networks. We
then provide a macroscopic understanding of how these sys-
tems self-organize, including a few past results of interest.
Though past work has significantly advanced our macro-
scopic understanding of the sandpile process on networks, we
demonstrate in Sec. III some fundamental gaps between this
macroscopic view and the microscopic reality. Sections IV–
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VI seek to reconcile these macroscopic and microscopic per-
spectives. Before doing so, we emphasize in Sec. III B
the need for our models of the sandpile process to be self-
consistent, a feature that plays a central role in the rest of the
paper.
In Section IV, we start from scratch and develop a micro-
scopic, analytical understanding of the BTW sandpile process
on networks. We prove rigorous results concerning the inner
workings of a cascade, which are summarized in Theorems 1–
3 and proved in the appendix.
Section V combines these rigorous results with self-
consistency arguments to obtain a zero-parameters model for
random 3-regular networks. This model allows the study of
the BTW sandpile process in a regime prohibitively costly to
investigate in simulations. As reported in [26], this approach
is, to our knowledge, the first analytical model that can sepa-
rately calculate cascade size and cascade area.
Section VI generalizes to configuration model networks
some of the results for random 3-regular graphs in Sec. V, in-
cluding the independent calculations of cascade size and cas-
cade area. The same method as in Sec. V could be used to
obtain a zero-parameters model. However, doing so appears
more amenable to a case-by-case study (e.g., a mix of nodes
of degree 3 and 4).
Section VII discusses the impact of our work in the gen-
eral context of SOC on networks. We stress that self-
consistency may be more important to the success of an an-
alytical approximation—as it captures the self-organization
mechanism—than direct consistency with the original sys-
tem. We also argue that the success of our mechanistic, self-
consistent modeling approach is an important proof of concept
and that this method’s applicability should extend beyond the
BTW model.
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2Proofs and additional justifications are presented in ap-
pendix.
II. THE STUDIED PROCESS
The BTW sandpile model considers a large collection of
nodes that shed load to their neighbors whenever they reach
their capacity. We drop a discrete unit of load (called a
“grain of sand”) randomly onto the system after each cas-
cade finishes. A single grain can cause a large cascade
(avalanche) of sand to move around the system as the sys-
tem re-stabilizes. Such cascades typically occur in sizes dis-
tributed according to a power law because the system self-
organizes to a critical point, as some have argued occurs to
some extent in electrical grids [1], financial markets [27], neu-
ronal avalanches [3, 5], and some natural catastrophes [6, 7, 9–
12]. Inspired by the excess load and stress that can cascade
among critical infrastructure systems—such as blackouts in
power grids, patients in overwhelmed hospitals and excess
travelers in transportation—here we study these cascades oc-
curring on a network.
This section presents background material needed for the
rest of the article. Section II A covers important concepts con-
cerning complex networks, and Sec. II B quickly describes the
BTW process on networks. Finally, Sec. II C explains how the
BTW process self-organizes, and it presents the resulting ob-
servables for various network structures.
A. Networks with quenched or annealed structure
Networks (graphs) consist of nodes (vertices), representing
the elements of a system, connected by links (edges), repre-
senting interactions among those elements. Two nodes are
neighbors (adjacent) if they are joined by a link, and the de-
gree of a node is its number of neighbors. A network’s de-
gree distribution is the sequence {pk ∶ k ≥ 0} such that pk
is the fraction of nodes with degree k. The configuration
model samples random graphs from all graphs on N nodes
with a specified degree distribution. Our numerical imple-
mentations of the configuration model uses the following al-
gorithm [28, 29]: (i) Create N isolated nodes. (ii) Assign
to each node a number of “half-links” sampled from the de-
gree distribution {pk ∶ k ≥ 0}. The total number of half-links
should be even (otherwise, discard one node’s degree and re-
sample until the total number of half-links is even). (iii) Select
two half-links uniformly at random and pair them to form a
link. Repeat until no half-links remain. Although this process
may create parallel edges and self-loops, they occur so rarely
that they can be neglected.
This article studies networks with quenched structure: once
created, the structure of the network does not change. Thus,
neighbors remain neighbors throughout the process. At the
other extreme, the network could have annealed structure, in
which the structure of the network changes at a rate arbitrarily
faster than the considered process. In this case, the network
“forgets” the identities of past neighbors, and at each time step
the network is an independent realization from the ensemble
of networks. This distinction between quenched and annealed
is important: quenched structure allows intricate correlations
to appear among the internal states of nearby nodes, whereas
such correlations among nodes’ states are impossible in a net-
work with annealed structure.
B. BTW sandpile model on networks
Originally introduced on the plane, the BTW sandpile pro-
cess [13, 14] can be generalized to networks in a few natu-
ral ways that differ only in specifics [17–25, 30]. Through-
out this paper, we consider the following natural formula-
tion [21, 24, 25].
Each node holds grains of sand. We call a node i-sand if it
holds i grains of sand. The capacity of a node is the maximal
amount of sand that it can hold. In this article, we set the
capacity of every node to one less than its degree [19, 21–25].
Hence, a (k − 1)-sand node of degree k is at capacity, which
means that it holds as much sand as it can withstand. Adding
one or more grains to this node would bring it over capacity.
A node brought over capacity topples, which means that it
sheds its load by sending one grain to each of its neighbors.
The BTW sandpile process consists of a sequence of cas-
cades (avalanches), defined as follows. Drop a grain of sand
on a node chosen uniformly at random, called the root of the
cascade. If this addition does not bring the root over capac-
ity, then that cascade is finished. However, if the root is over
capacity, then the root topples and sheds one grain to each
of its neighbors. Any node that exceeds its capacity topples
in the same way, until all nodes hold a number of grains less
than or equal to its capacity. The size of a cascade is the num-
ber of toppling events; the area of a cascade is the number of
nodes that topple. Subsequently, we begin a new cascade by
dropping a grain on a root node chosen uniformly at random.
Details of the simulation algorithm are provided in [31].
Some mechanism is required to avoid inundating the sys-
tem with sand. In this article, we choose annealed dissipation:
whenever a grain of sand moves from one node to another, in-
dependently and with probability  this grain disappears from
the system. Another viable choice would be quenched dis-
sipation: a fraction  of nodes are sinks, and grains of sand
sent to sinks disappear rather than pile up. (Note that the dif-
ference between these two alternatives is conceptually much
less important than the one between networks with quenched
structure and with annealed structure.)
C. Macroscopic understanding of the BTW sandpile process
on networks
For a sufficiently large network with quenched structure
(N → ∞) and for a sufficiently small probability of annealed
dissipation ( → 0), the BTW sandpile process on networks
self-organizes to a stationary state in which the cascade sizes
follow a power law distribution. Figure 1 demonstrates this
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FIG. 1. (Color online) Cascade size distribution for a scale-free graph
generated by the static model [32] with N = 107 nodes, exponent
γ = 2.5, average degree 6.3, and dissipation rate  = 10−3. We
use only the largest component (containing 9503592 nodes), and we
collect statistics on the last 108 cascades out of 1.2 × 108 cascades.
We logarithmically bin the data for all cascades (empty circles) and
for the “bulk” cascades in which no sand dissipates (“+” symbols).
Past work based on the 1/k-assumption [21] successfully predicts
that the cascade size distribution should follow a power law with
exponent −γ/(γ − 1) = −5/3 (line).
well-known result using Monte Carlo simulations. Histori-
cally, only cascades in which no sand dissipates were ana-
lyzed [21–23]; the size distribution of these so-called “bulk
cascades” are indicated by “+” symbols in Fig. 1. In this ar-
ticle, we focus on the distribution for all cascades, illustrated
by circles in Fig. 1. Note that the size distribution of bulk cas-
cades can be approximated using that of all cascades by apply-
ing the exponentially decaying weight {(1 − )⟨k⟩s ∶ s ≥ 0},
where s is the size of the cascade and ⟨k⟩ is the average node
degree. This estimation of the chance that no grains dissipate
uses the approximation that ⟨k⟩s grains are shed during the
cascade. Note that the cascades of size greater than 2 × 106
are an artifact of the combined effect of the finite size of the
system and the heavy-tailed degree distribution [33].
The power law behavior of the cascade size distribution in-
dicates that the system is in a critical state: when a node top-
ples, it directly causes on average R0 ≈ 1 other nodes to top-
ple. An intuitive explanation reveals why the branching fac-
tor R0 should approach unity. The crucial observation is that
a cascade of size s destroys on average κs grains of sand,
where κ ≈ ⟨k⟩ is the expected number of grains shed by a node
that topples. On one hand, if R0 < 1, then the distribution of
cascade size s falls exponentially, so there exists an  suffi-
ciently small so that κ⟨s⟩ < 1. Because one grain of sand is
added at each cascade, and because each cascade destroys less
than one grain on average, the amount of sand slowly builds
up in the network, hence increasing R0 toward unity. On the
other hand, if R0 > 1, then “giant” cascades with s ∝ N be-
come possible. For fixed , there exists an N large enough so
that κ⟨s⟩ > 1, so more sand is destroyed than added, and R0
thus decreases toward unity. Hence, the critical value R0 = 1
is an attractor of the dynamics (SOC).
The value of the exponent τ of the power law cascade size
distribution depends on the network structure. In the case
of Fig. 1, a scale-free random graph with degree exponent
γ = 2.5 was generated using the static model [32], which
results in an exponent τ = −5/3 for the power law cascade
size distribution. Using the assumption that at equilibrium a
degree-k node receiving a grain of sand has probability 1/k to
topple—which we hereafter refer to as the 1/k-assumption—
past work [21] predicts that for 2 < γ < 3 one should obtain
a cascade size distribution of exponent τ = γ/(γ − 1). Em-
pirical observations confirm this prediction. For γ > 3 and
for other networks with light-tailed degree distributions, the
“mean-field” value τ = −3/2 is observed [19]. For instance,
for a random 3-regular graph, the degree distribution is light-
tailed, so the slope τ = −3/2; see Fig. 4.
For networks with annealed structure, it has been shown
that a node of degree k selected uniformly at random is i-sand
with probability 1/k for 0 ≤ i < k [34], which implies that the
1/k-assumption holds in this case. However, the proof hinges
on the assumption of annealed structure, so it does not ap-
ply for networks with quenched structure. Past works report
that the 1/k-assumption approximately holds in simulations
on networks with quenched structure [21–25]. Moreover, the
1/k-assumption enables the aforementioned successful ana-
lytical prediction that τ = γ/(γ − 1) for 2 < γ < 3 [21–23].
Notwithstanding this success, we show next in Sec. III that the
full picture is more intricate.
III. MOTIVATION FOR FURTHER ANALYSIS
Past works on the BTW sandpile process on networks fo-
cus on the asymptotic behavior at the critical state. Within
this paradigm, a great analytical success is the prediction of
the power law exponent of the cascade size distribution for
random networks with light tailed [19] and scale free [21–
23] degree distributions. However, there are still fundamental
gaps in our understanding of the BTW process on networks.
Section III A exposes some of these gaps, which motivate
the in-depth analysis presented in the rest of this paper. Sec-
tion III B justifies why our approach for this in-depth analysis
places so much emphasis on self-consistency.
A. Caveats in the 1/k-assumption: going beyond universality
Although we confirm that the specific statement “at equilib-
rium a degree-k node receiving a grain of sand has probability
1/k to topple” is approximately true in simulations, we iden-
tify three subtle points that are not appropriately reflected by
this 1/k-assumption.
First, denoting by pk the probability that a node selected
uniformly at random has degree k, the assumption that a
degree-k node is i-sand with probability 1/k for 0 ≤ i < k
predicts for the scale-free graph with exponent γ = 2.5 an av-
erage amount of sand per node of
∑
k
k−1∑
i=0 i P (degree k, i-sand) =∑k pk
k−1∑
i=0 i
1
k
≈ 2.66. (1)
However, the observed value in our simulations is 21% higher
(i.e., 3.22 grains per node). For a random 3-regular network,
4the difference is 50% (namely, 1.50 grains per nodes instead
of the 0
3
+ 1
3
+ 2
3
= 1 grain per node predicted by the 1/k-
assumption). In all the networks that we studied, instead of
being flatly distributed among the possible values 0 ≤ i < k,
the probability that a degree-k node selected uniformly at ran-
dom is i-sand is skewed toward larger values of i. In partic-
ular, we observed that the probability for this node to be at
capacity [i.e., (k − 1)-sand] is typically much larger than 1/k.
This higher probability for a node to be at capacity is some-
how counterbalanced by a second observation: nodes are un-
likely to topple more than once during the same cascade, es-
pecially nodes that are many hops away from the root of this
cascade. The reason is intuitive: a node that recently top-
pled had its amount of sand reset to zero at the moment of
toppling, so it is unlikely to topple again during the same cas-
cade. Hence, when a non-root node u of degree k topples, one
of the k grains shed by u is unlikely to cause further topplings
because that grain is sent to the node v that caused u to topple
in the first place.
A third subtlety is that intricate correlations exist between
the amounts of sand on neighboring nodes. For simplicity,
we consider the example of a random 3-regular graph. We
define ψi to be the probability that a uniformly random node
is i-sand, and we define φij to be the probability that a uni-
formly random neighbor of a uniformly random i-sand node
is j-sand. Numerical simulations for a network of N = 107
nodes using a dissipation of  = 10−3 provide the values
(ψ0 ψ1 ψ2) ≈ (0.08397 0.33403 0.58199) , (2a)
⎛⎜⎝
φ00 φ01 φ02
φ10 φ11 φ12
φ20 φ21 φ22
⎞⎟⎠ ≈
⎛⎜⎝
0.00050 0.25148 0.74802
0.06321 0.31349 0.62330
0.10795 0.35773 0.53432
⎞⎟⎠ . (2b)
If the amount of sand on neighboring nodes were uncorre-
lated, then we would expect φij to be identically equal to ψj ,
independently of the value of i on which we condition the
probability. However, φij deviates from ψj by amounts rang-
ing from 7% to 33%, except for φ00, which deviates from ψ0
by a factor of about 170. The reason why φ00 is so low is in-
tuitive: sand dissipates with small probability  (e.g.,  = 10−3
in the above simulation), and 00-sand links can appear only
when a grain of sand dissipates as it is sent from a node to a
0-sand neighbor.
There are also correlations of higher order than the pair-
wise correlations shown in Eq. (2b), one of the simplest being
“3-star correlations” (i.e., correlations between the amounts of
sand on a node and on its 3 neighbors). Consider, for instance,
θk˜, the probability for a 2-sand node to have k˜ many 2-sand
neighbors out of its 3 neighbors. If there were no 3-star cor-
relations, then one would expect the number of 2-sand neigh-
bors to be binomially distributed, i.e., θk˜ = (3k˜)(φ22)k˜(1 −
φ22)3−k˜. Using φ22 ≈ 0.53432 obtained in Eq. (2b), this hy-
pothesis predicts
(θ0 θ1 θ2 θ3) ≈ (0.10099 0.34761 0.39885 0.15255). (3a)
However, simulations on a network of N = 107 nodes using a
dissipation of  = 10−3 provide the values(θ0 θ1 θ2 θ3) ≈ (0.08359 0.36941 0.40744 0.13956), (3b)
which are significantly different from the predicted ones, re-
vealing the presence of nontrivial 3-star correlations. Never-
theless, ignoring the effects of 3-star correlations by assuming
independence beyond pairwise correlations is more accept-
able than assuming no pairwise correlations (i.e., φij ≡ ψj).
In view of these subtleties, it may seem surprising that the
1/k-assumption performs so well at predicting the cascade
size distribution’s power law exponent τ = γ/(γ−1) for scale-
free graphs with degree exponent 2 < γ < 3. We conjecture
that this success occurs because the branching process based
on the 1/k-assumption [21–23] belongs to the same universal-
ity class as the BTW process on a network. See Appendix A
for mathematical justifications of this conclusion.
Although the critical exponent τ appears to be unaffected
by the aforementioned caveats of the 1/k-assumption, there
are measures affected by these caveats, such as the total
amount of sand in the system, the cascade area distribution,
and the details of the cascade size distribution (besides its tail
behavior). Moreover, the 1/k-assumption does not allow one
to study the system outside of the critical regime ( > 0), nor
how the system would behave if one were to control it [26].
Sections IV–VI take a completely different, “bottom-up” per-
spective that is not fundamentally subject to these limitations
like the 1/k-assumption is. Before this endeavor, Sec. III B
covers one last point important for modeling self-organizing
(and especially SOC) systems.
B. The importance of self-consistency in models of
self-organized dynamics
Given a dynamical system, a dynamical model of this sys-
tem that uses some form of approximation may be under-
stood as a different dynamical system. This apparently triv-
ial statement has important implications in the presence of
self-organization, especially for self-organized criticality. Al-
though here we consider the special case where the “original
dynamical system” is the BTW sandpile process, this general
observation has wider relevance [26].
Consider the system given by the BTW sandpile process
on a quenched graph G sampled from the ensemble of random
3-regular graphs onN nodes. Denote by S the rules for updat-
ing the system (i.e., dropping grains of sand, toppling nodes,
and dissipating sand). Next, consider the system as a Markov
chain over the set {0,1,2}N of all possible numbers of grains
on each of the N many nodes; we denote by Ŝ the vector of
probabilities for the system to be in each possible state after
infinitely many cascades have occurred. The triplet (G,S, Ŝn)
specifies the full system after n cascades have occurred. In the
limit of many cascades, the state of the system approaches a
stationary state (i.e., stationary distribution), denoted by Ŝ.
As mentioned previously in Sec. II C, the stationary stateŜ approaches a critical point (i.e., the branching factor R0
approaches 1) in the limit of infinite system size N →∞ and
vanishing dissipation  → 0. Because of this criticality, the
5cascade size distribution for the system (G,S, Ŝ) has a power-
law tail. Moreover, as mentioned in Sec. III A, the stationary
state Ŝ contains correlations among the amounts of sand on
nearby nodes of the network.
Consider the Bethe lattice B with coordination number 3
(i.e., an infinite 3-regular graph without boundaries). In the
limit N → ∞, assuming that all cascades are finite, the finite
system (G,S, Ŝ) becomes indistinguishable from the infinite
system (B,S, Ŝ). In Sec. V, we define the model (B,M,M̂)
that approximates the infinite system (B,S, Ŝ) by neglect-
ing all higher order correlations beyond pairwise correlations.
The equilibrium state M̂ is fully specified by ψi and φij
because, by definition, the model M cannot contain higher-
order correlations. One could define another state M̂Ŝ by
setting the model’s values of ψi and φij to be equal to those
measured in the stationary state Ŝ . However, it is unlikely that
this “empirical state” M̂Ŝ would be critical under the rulesM: among the numerous possible equilibrium states M̂, rare
are the states critical under the rules M. Hence, the model(B,M,M̂Ŝ) with empirically measured parameters would
typically predict a cascade size distribution without a power-
law tail.
Since the rules M approximate the rules S , it is very pos-
sible that they have a similar SOC mechanism. If this is the
case (which we show to be true in Sec. V), then the equilib-
rium state M̂ approaches a critical point as  → 0 (note that
the limit N → ∞ is already accounted for in B). Thus, like
in the infinite-size, equilibrated system (B,S, Ŝ), the model(B,M,M̂) predicts a power-law cascade size distribution.
Hence, although the model with empirical parametersM̂Ŝ is “closer” to the equilibrated system Ŝ than the self-
consistent, equilibrated model M̂ is in terms of the ψi and φij ,
the self-consistent model (B,M,M̂) performs better at re-
producing the behavior of the system (B,S, Ŝ) than does the
model with empirical parameters (B,M,M̂Ŝ). By using a
model that is self-consistent (i.e., in its own equilibrium state),
we harness the power of the SOC mechanism encoded in the
rules of that model. We expect that a similar statement (that
letting the model reach equilibrium is probably more effective
than forcing it to have the parameters observed in the real sys-
tem) holds for network structures other than random 3-regular
graphs. Moreover, the self-organized system of interest need
not be critical for the self-consistency of a model to be impor-
tant, although the presence of a critical point induces a strong
dependency in the model’s parameters that amplifies the im-
portance of self-consistency. Sections V C and V D present
methods resulting in such a self-consistent model.
IV. MICROSCOPIC UNDERSTANDING OF THE BTW
SANDPILE PROCESS ON NETWORKS
This section provides rigorous results concerning the inner
workings of a sandpile cascade. We begin by characterizing
in Sec. IV A the constraints affecting the number of times that
nodes can topple in a cascade. Our main results are summa-
rized in Theorem 1 (for the root of any cascade) and Theo-
rem 2 (for non-root nodes in a tree-like cascade). In Corol-
lary 1, we unpack the results of these theorems to make them
useful for approximating cascades using branching processes
in Secs. V–VI. Using Theorems 1–2, we prove in Sec. IV B
sufficient conditions for a cascade to “form a tree”, a case in
which we obtain strong results. The main result, Theorem 3,
specifies sufficient conditions for using the full toolbox devel-
oped in Sec. IV A. An example use of Theorem 3 is Corol-
lary 2, which establishes a correspondence between cascade
area and bond percolation on the subgraph induced by nodes
at capacity. Other examples of using Theorem 3 are given in
Secs. V–VI. Proofs are deferred to the appendices.
A. Constraints applicable to tree-like cascades
In tree-like sandpile cascades on networks that are not nec-
essarily tree-like, causality constrains the shape of cascades,
the number of times that each node topples, and how many
grains neighboring nodes exchange. The purpose of this sec-
tion is to identify such constraints because they are essential
to our later calculations of cascade area and size. Understand-
ing Corollary 1 and the associated Fig. 2 suffices to under-
stand the sections that follow, whereas Theorems 1–2 are the
main mathematical results that concisely summarize our char-
acterization of the sandpile model on networks. Proofs are in
Appendix B.
Our strong statements (Theorems 1–2) require a notion of
time and causality. To make time considerations well defined
and independent of the numerical implementation of the sand-
pile process, we assume that each grain sent from one node to
another takes a positive and possibly random amount of time
to reach its target or to dissipate, and we assume that nodes
topple as soon as they exceed their capacity.
We are now ready to formulate strong constraints on the
root (and on its surroundings) in any cascade on any networkG. Note that the phrase “a node v receives n grains from a
single neighbor” has the intended meaning “for at least one of
v’s neighbors, v received n grains from that neighbor”.
Theorem 1 (Strong constraints on the root in any cascade). In
any cascade, the root topples 0 times if and only if the root was
not initially at capacity. Moreover, for any positive integer n,
the root topples n times by time t ≥ 0 if and only if (a) the root
was initially at capacity, and (b) by time t the root received
from each of its neighbors either n or n− 1 grains (except not
n grains from each of its neighbors).
Whereas Theorem 1 provides strong constraints for the root
in any cascade, Theorem 2 provides strong constraints for
non-root nodes in cascades that form a finite tree (which is the
case, or nearly the case, for most cascades on tree-like net-
works, including configuration model networks). To precisely
define this notion of a cascade forming a tree, for a cascade on
the graph G, we define the graph G† to have all the nodes ofG that have sand sent toward them in the cascade and all the
edges of G along which sand is sent in the cascade. That is, G†
is the subgraph induced by the root, the nodes that topple, and
the neighbors of the nodes that topple, from which we remove
6the links between pairs of nodes that both do not topple. We
say that a cascade forms a finite tree G† if G† is a finite tree.
We introduce the following nomenclature for a cascade that
forms a tree. When a node sends a grain to each of its neigh-
bors, those neighbors are the node’s children in the cascade,
and the toppled node is the parent of these children. Only
the first time at which a node receives sand during a cascade
matters for this nomenclature. Hence, if a child later sends a
grain to its parent, it does not acquire a new title (the child
remains a child, and its parent remains its parent). We say that
the root belongs to generation 0, and the children of a node in
generation g belong to generation g + 1. The chain of parents
emanating from a node are its ancestors, and the tree of chil-
dren starting from one node are its descendants. Hence, the
root is the ancestor of every other node receiving sand during
a cascade, and these nodes are all descendants of the root.
Theorem 2 (Strong constraints on non-root nodes in cascades
forming a finite tree). For a cascade that forms a finite treeG†, a non-root node v topples 0 times by time t > 0 if and only
if v was not initially at capacity or v receives 0 grains from its
parent by time t. Moreover, under the same conditions and for
any positive integer n, a non-root node v topples n times by
time t > 0 if and only if all of the following conditions hold:
(a) v was initially at capacity; (b) v received n or n+1 grains
from its parent by time t; and (c) v received n or n − 1 grains
from each of its children by time t (except not n grains from
every child if v received n + 1 grains from its parent).
Together, Theorems 1–2 provide strong constraints for any
node in a cascade forming a finite tree, and this result holds
at any time during such a cascade. Because the ultimate out-
come of a cascade is of particular interest to our application,
we specialize the mathematical apparatus of Theorems 1–2 to
the form in Corollary 1, which turns out to be useful when
elaborating a branching process that predicts the outcome of a
cascade. Before doing so, some definitions are required.
For a cascade that forms a finite tree G†, we associate a
pattern to each node v in G†. A pattern inherits all properties
of its associated node, such as whether the node is the root,
whether it is at capacity, and whether it is a parent or child
with respect to another node.
Each non-root pattern has a signature given by a pair of
integers (n,n′), which characterizes grains exchanged be-
tween this pattern and its parent. Specifically, given a node
v with parent u, node v is associated with a pattern of signa-
ture (n,n′) if and only if the parent u sends n grains toward
v and the parent u receives n′ grains from v. Note that, due to
dissipation, the child v may receive fewer than n grains from
u, and v may send more than n′ grains toward u. The intuition
to keep in mind is that we count grains from the parent’s per-
spective (i.e., n and n′ are the numbers of grains sent from and
received by the parent uwith respect to this particular child v).
Though each pattern has a single, well-defined signature, two
different patterns may share the same signature. For simplic-
ity, we say that a non-root node v has signature (n,n′) if v is
associated to a pattern that has signature (n,n′).
We are now ready to provide the corollary of Theorems 1–
2 enumerating the rules (illustrated in Fig. 2) that enable our
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FIG. 2. (Color online) Finite, tree-like cascades as an assemblage
of patterns. (a) The graph before the cascade. Dark circles repre-
sent nodes initially at capacity, while light circles represent nodes
initially not at capacity. (b) Starting at the root (indicated by an ar-
row), the cascade is assembled from patterns that encode how the
grains of sand are shed during the process. Note that this assemblage
may form a tree even though the original graph contained cycles. (c)
The only possible patterns and rules for assembling them. The roman
numerals correspond to the cases in Corollary 1. The convex shapes
i and v represent root patterns, while the concave shapes represent
non-root patterns. The large arrow represents the first grain dropped
on the root; a curved arrow indicates dissipation; and the other ar-
rows indicate exchanges of sand between neighboring nodes. The
signature of a non-root pattern may be inferred by the arrows on its
left. A large “X” marks a forbidden special case for patterns v and
vi.
approximations of cascade size and area in Secs. V–VI.
Corollary 1 (Constraints for patterns). The following state-
ments hold for a cascade that forms a finite tree G†.
A node v in G† topples 0 times if and only if exactly one of
the following holds:
(i). v is the root and is not initially at capacity.
(ii). v is non-root; v is not initially at capacity; v has sig-
nature (1,0); and the grain sent by v’s parent toward v
reaches v.
(iii). v is non-root; v is not initially at capacity; v has sig-
nature (1,0); and the grain sent by v’s parent toward v
dissipates.
(iv). v is non-root; v is initially at capacity; v has signature
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FIG. 3. Example of a cascade forming a finite tree G† from the
“pattern” perspective. Refer to the caption of Fig. 2 for notation.
There are 16 nodes in G†, so 16 patterns are required. All the 8
nodes initially not at capacity do not topple [all pattern (ii)]. A single
node at capacity does not topple (top left) because the grain sent
towards it dissipates [pattern (iv)]. The 7 remaining nodes are all
initially at capacity: 2 nodes each topple twice [the root, center left,
has pattern (v) and the node immediately to the right of the root has
pattern (vii)] and the 5 others topple once [4 have pattern (vi) and
1 has pattern (vii)]. The resulting cascade area is 7 and the cascade
size is 9.
(1,0); and the grain sent by v’s parent toward v dissi-
pates.
For a positive integer n, a node v in G† topples n times if
and only if exactly one of the following holds:
(v). v is the root, and each of v’s children has signature(n,n) or (n,n − 1), except not all of its children may
have signature (n,n).
(vi). v is non-root; v has signature (n + 1, n); and each of
v’s children has signature (n,n) or (n,n − 1), except
not all of its children may have signature (n,n).
(vii). v is non-root; v has signature (n,n); and each of v’s
children has signature (n,n) or (n,n − 1).
(viii). v is non-root; v has signature (n + 1, n); each of v’s
children has signature (n,n) or (n,n−1); and the last
grain sent by v’s parent toward v dissipates.
(ix). v is non-root; v has signature (n,n − 1); each of v’s
children has signature (n,n) or (n,n−1); and the last
grain sent by v toward its parent dissipates.
Figure 3 gives an explicit example of a cascade represented
by the patterns (i)–(ix) enumerated in Corollary 1.
B. Sufficient condition for cascades to form a tree on locally
tree-like networks: a tool for calculating cascade area and size
Equipped with the results of Sec. IV A regarding the pos-
sible patterns that may appear in a cascade, we now establish
a sufficient condition for the cascade to form a tree, a case in
which we can access the full power of Theorems 1–2. Read-
ers interested only in the application of these rigorous results
may skip this section with the message that, for “locally tree-
like” networks, a finite cascade forms a finite tree, so only
the nodes that are initially at capacity can topple during that
cascade (Theorem 3). A consequence of this result is that,
under some reasonable conditions, obtaining the probability
distribution for cascade area amounts to a bond percolation
problem with bond occupation probability 1 −  on the sub-
graph of the nodes that were at capacity before the cascade
(Corollary 2). Proofs are provided in Appendix C.
Now we make these messages precise. First, we make a
definition for a node’s surroundings to be “locally tree-like”.
Our definition is strict: we require all sufficiently small neigh-
borhoods of a node to be a tree. Specifically, fix a positive
integer M and a node v in a finite graph G. We say that the
triplet (G,M, v) is good if, for every subgraph U of G that
contains node v and at most M − 1 other nodes, v belongs to
a component of U that is a tree (i.e., that contains no cycles).
Denote by G̃ the subgraph of G induced by the nodes at
capacity. Consider a cascade occurring on G̃ as a cascade oc-
curring on G (starting with the same root) but with the nodes
not at capacity treated as “sinks” that dissipate all sand sent to
them. Theorem 3 specifies conditions guaranteeing that these
nodes not at capacity would not topple even if they were not
treated as sinks.
Theorem 3 (Sufficient condition for the cascade to form a
tree and for ignoring nodes not at capacity). Let G′ be the
subgraph induced by the nodes that topple in a cascade begun
from the root v on a graph G, and let A be the area of this
cascade. Let G̃′ be the subgraph induced by the nodes that
topple in a cascade begun from the same root v on the graphG̃ induced by the nodes at capacity in G, and let Ã be the
area of this cascade. (If v is not in G̃, define G̃′ as empty andÃ = 0.)
If M is an integer such that (G,M, v) is good, and if Ã ∈{0,1, . . . ,M − 1}, then the following hold: the cascade forms
a finite tree G†, G̃′ is a tree; G′ = G̃′; and A = Ã.
We demonstrate the usefulness of Theorem 3 by the exam-
ple of Corollary 2: under the conditions of Theorem 3, bond
percolation is the same as cascade area. Denote by G̃(1−) the
graph that results from bond percolation on G̃ with bond oc-
cupation probability 1 − . That is, G̃(1−) is the subgraph ofG̃ in which every link of G̃ has probability 1 −  to appear.
Corollary 2 (Correspondence between cascade area and bond
percolation on nodes at capacity). Suppose that a cascade be-
gins at a node v in a graph G whose subgraph of nodes at
capacity is G̃. If M is an integer such that (G,M, v) is good,
then for any x ∈ {0,1, . . . ,M−1}, the chance that the cascade
area A equals x is identical to the chance that v belongs to a
component of size x in G̃(1−).
8Corollary 2 enables a shortcut to estimating the cascade
area distribution. Given a random root node v in a graph G
drawn from some ensemble of random graphs, if the neigh-
borhood of v is a tree (specifically, if (G,M, v) is good), then
Corollary 2 guarantees that the cascade area distribution is
identical to the component size distribution in bond percola-
tion on the subgraph of nodes at capacity, at least for cascade
area smaller than M .
More generally, if (G,M, v) is good, then by Theorem 3 a
cascade on G starting from root v and of area smaller than M
forms a finite tree G†, so Theorems 1–2 and Corollary 1 hold.
This conclusion allows the calculation of not only the cascade
area but also of the inner workings of the cascade, including
the cascade size.
We leave for future work the task of characterizing the
probability that (G,M, v) is good for various random graphs.
Large configuration model random graphs (including random
3-regular graphs) are locally tree-like, so for a random node v
it is likely that (G,M, v) is good for reasonably large M . We
explore such random graphs next.
V. ZERO-PARAMETERS APPROXIMATION OF THE BTW
PROCESS ON RANDOM 3-REGULAR GRAPHS
Our goal in this section and the next is to calculate the prob-
ability distributions of cascade area and size for the BTW pro-
cess on networks using the rigorous results of Sec. IV when-
ever possible. In this section, we focus on random 3-regular
networks and use self-consistency arguments to obtain a zero-
parameters model that poises itself at a stationary state.
Section V A uses standard percolation methods (justified by
Corollary 2) to estimate the cascade area distribution using a
single-type branching process. This step facilitates introduc-
ing the multitype branching process in Sec. V B that harnesses
the powerful results in Sec. IV to obtain both the cascade size
and area distributions. Up to this point, the model has two pa-
rameters that need to be fixed (i.e., ψ2 and φ22). In Sec. V C,
we further improve the model, so that it predicts the expected
changes of its own parameters. Finally, Sec. V D uses the as-
sumption that these parameters reached an equilibrium, which
results in our self-consistent, zero-parameters model.
A. “Standard” percolation: cascade area
In order to facilitate the introduction of new techniques in
the following sections, here we outline a rather standard per-
colation approach to calculate cascade area for the BTW sand-
pile process on a random 3-regular network G. The intuition
behind the calculation is that if the neighborhood of the root
is a tree and if the cascade area is small enough to fit inside
this tree neighborhood, then Corollary 2 shows that cascade
area is given by bond percolation on the subgraph G̃ of nodes
at capacity.
Suppose, however, that G̃ is unknown to us, and that we
only know three assumptions: (i) G is a large random 3-regular
network; (ii) a uniformly random node is at capacity with
probability ψ2; and (iii) a node adjacent to a node at capac-
ity is itself at capacity with probability φ22. We thus approx-
imate G̃ from this information, and we obtain an estimate of
the cascade area distribution from the component size distri-
bution of the graph G̃(1−), the result of bond percolation onG̃ with bond occupancy 1 − .
To this end, we use a standard single-type branching pro-
cess approach [29, 35] based on probability generating func-
tions (PGFs). We define the cascade area PGF H(x) ≡∑∞a=0 P(area = a)xa; the dummy variable x is called the gen-
erator for the cascade area. The functionH(x) is obtained by
solving the system
F (x) = [1 − (1 − )φ22] + (1 − )φ22x[F (x)]2 (4a)
H(x) = (1 − ψ2) + ψ2x[F (x)]3. (4b)
The PGF F (x) [Eq. (4a)] gives the contribution to the cascade
area from a node sending a grain to a neighbor v that has not
yet toppled: the grain reaches node v with probability 1 − ,
and v is at capacity with probability φ22. If both these events
occur, then v topples (factor x) and sends grains toward its 3
neighbors, 2 of which have not yet toppled (factor [F (x)]2).
InH(x) [Eq. (4b)], the root is initially at capacity with proba-
bility ψ2, in which case it topples (factor x) and sends a grain
toward its 3 neighbors (factor [F (x)]3).
B. Inner workings: cascade size
We now improve Eq. (4) to explicitly obtain the cascade
size distribution in addition to the cascade area. This time,
instead of Corollary 2, we base our approach on the more fun-
damental Corollary 1 and on a pattern representation of the
cascade.
Keeping the generator x for the cascade area, we introduce
the generator w for the cascade size such that H(w,x) ≡∑∞a=0∑∞s=0 P(area = a, size = s)xaws. Instead of F (x) in
Eq. (4a), we need two families of functions, AnÀ (w,x) and
BnÀ (w,x), which track the contributions of patterns of signa-
ture (n,n − 1) and (n,n), respectively. Dropping explicit de-
pendencies in w and x for simplicity, the system of equations
becomes
A1À =  + ( 1 − ) B1À + (1 − )(1 − φ22) (5a)
An>1À =  Bn−1À + ( 1 − ) BnÀ (5b)+ (1 − )2n−1φ22xwn−1 [( An−1À + Bn−1À )2 − ( Bn−1À )2]
BnÀ = (1 − )2nφ22xwn( AnÀ + BnÀ )2 (5c)
H = (1 − ψ2) + ψ2x ∞∑
n=1wn [( AnÀ + BnÀ )3 − ( BnÀ )3] .
(5d)
Next we explain how to obtain Eq. (5).
The factor BnÀ (w,x) [Eq. (5c)] corresponds to the contri-
bution of a node v with pattern of signature (n,n) [i.e., pat-
tern (vii) in Corollary 2 and Fig. 2]. The factor (1 − )2n
9accounts for the probability that all the grains traveling from
and to the parent of v do not dissipate, while φ22 accounts for
the probability that v is at capacity at the beginning of the cas-
cade (knowing that its parent was at capacity at the beginning
of the cascade). The generators xwn count v’s contribution of
1 to the cascade area and n to the cascade size. Finally, the
factor ( AnÀ + BnÀ )2 accounts for the contribution of the two
children of v, each of which may have signature (n,n − 1) or(n,n).
The three terms composing A1À (w,x) [Eq. (5a)] correspond
to the contribution of nodes v that have different patterns of
signature (1,0). The first term, , accounts for the probabil-
ity  that the grain sent toward v dissipates before reaching
it [i.e., pattern (iii) or (iv) with n = 1], in which case there
is no contribution to the cascade area nor size. The second
term considers the possibility that v topples, but the grain sent
to its parent dissipates before reaching it [i.e., pattern (ix)]:
expanding that second term of Eq. (5a) gives
( 
1 − ) B1À = (1 − )φ22xw( A1À + B1À )2,
where the factor (1 − ) accounts for the probability that v
receives the grain sent by its parent, but not the converse; and
the rest of the expression is obtained in the same way as in B1À .
Finally, the third term of A1À corresponds to the pattern (ii): v
receives the grain sent by its parent [factor (1− )], but v does
not topple because it is initially not at capacity (factor 1−φ22).
Similarly, the three terms composing AnÀ (w,x) with n > 1
[Eq. (5b)] correspond to the contribution of the different pos-
sible patterns of signature (n,n − 1). Here the first term cor-
responds to the case in which the last grain sent by the parent
dissipates [i.e., pattern (viii)], which amounts to Bn−1À with a
factor  for the extra dissipation. Likewise, the second term
corresponds to the case in which the last grain sent by v to
its parent dissipates [i.e., pattern (ix)], which amounts to BnÀ
with a factor /(1 − ) rectifying the probability for one extra
sand dissipation and one fewer successful sand transfer. The
last term of Eq. (5b) corresponds to the pattern (vi): none of
the grains exchanged between v and its parent dissipate [fac-
tor (1 − )2n−1]; v is initially at capacity (factor φ22); and
v topples n − 1 times (factor xwn−1). The remaining factor[( An−1À + Bn−1À )2 − ( Bn−1À )2] accounts for the contribution
of the two children of this pattern, each of which may have
signature (n− 1, n− 2) or (n− 1, n− 1), except not both may
simultaneously have signature (n − 1, n − 1).
Finally, H(w,x) [Eq. (5d)] tracks the contribution of root
patterns. With probability 1 − ψ2, the root is not initially at
capacity, so it does not topple [i.e., pattern (i)]. Conversely,
with probability ψ2, the root is initially at capacity and topples
n ≥ 1 times (factor xwn). The three children of this pattern (v)
may have signature (n,n − 1) or (n,n), but not all of them
may have signature (n,n) {factor [( AnÀ + BnÀ )3 − ( BnÀ )3]}.
One may check that setting w = 1 in Eq. (5) recovers
Eq. (4): first verify that the ansatz BnÀ (1, x) = An+1À (1, x) +
Bn+1À (1, x) satisfies Eq. (5), then observe that F (x) =
A1À (1, x)+ B1À (1, x) and that H(x) =H(1, x) through a tele-
scoping series.
Except for the structure of the network G and for the dissi-
pation  (with the case  → 0 being of particular interest), the
BTW sandpile process on network defined in Sec. II B has no
free parameter. However, both Eq. (4) (based on a standard
percolation approach) and the more refined Eq. (5) (account-
ing for the inner workings of a cascade) depend on two un-
known quantities: ψ2 and φ22. These two quantities are not
“real parameters” of the BTW process; instead they reflect the
state of the system once it has reached equilibrium.
As discussed in Sec. III B, one could measure ψ2 and φ22
from the steady state of numerical simulations (i.e., Ŝ), and
then use these values in Eq. (4) or in Eq. (5) to estimate the
probability distributions for cascade area and/or size [which
amounts to the model (B,M,M̂Ŝ)]. Proceeding in this
way suffers the major disadvantage that results cannot be
obtained outside the regime in which simulations were per-
formed. Moreover, due to the reasons discussed in Sec. III B,
the resulting model would be very inaccurate: using values
from Eq. (2), both Eqs. (4)–(5) predict a branching factor of
R0 = 2(1 − )φ22 ≈ 1.07, which is supercritical. Hence, feed-
ing the model the ψ2 and φ22 observed in simulations would
predict the existence of “giant cascades” spanning a consider-
able fraction of the network in the limit N → ∞, in contra-
diction with numerical simulations. (Note that the non-giant
cascades would be affected by an exponential cutoff.) The
next sections show how a self-consistency argument provides
a zero-parameters model not subject to these disadvantages
[which amounts to the model (B,M,M̂)].
C. Changes in the number of i-sand nodes and ii-sand links
Here we augment the multitype branching process in
Eq. (5) to obtain the effect of a cascade on the numbers of i-
sand nodes and of ii-sand links in the network. This augmen-
tation is a crucial step toward obtaining the zero-parameters
model presented next: we will poise the model at an equilib-
rium by requiring that the quantities ψi and φij are on average
unaffected by a cascade.
As before, w and x are generators for the cascade size and
area, respectively. In addition, we define vectors of generators
y = (y0, y1, y2) and z = (z0, z1, z2) such that yi and zi gener-
ate the changes in the numbers of i-sand nodes and of ii-sand
links, respectively. Positive powers of yi or zi correspond to
an increases in the respective counts, whereas negative powers
correspond to decreases. For convenience, we define
Y i
′
i (y) ≡ yi′yi , Zi′j′ij (z) ≡ 1 + δi′j′(zi′ − 1)1 + δij(zi − 1) , Li′i(z) = 2∑j=0φijZi′jij ,
(6)
where δij is Kronecker’s delta. A factor of Y i
′
i (y) should be
included whenever an i-sand node becomes i′-sand because
Y i
′
i (y) accounts for the change in the amount of sand on the
node associated to this pattern (i.e., one fewer i-sand node
and one more i′-sand node). Similarly, a factor of Zi′j′ij (z)
should be included whenever an ij-sand link becomes i′j′-
sand. Non-root patterns (whether they topple or not) are “re-
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sponsible” for tracking the factor Zi
′j′
ij (z) due to the link join-
ing them to their parent. We call a leaf a node v that does
not receive sand but that has a neighbor u that does receive
sand (i.e., v is a “leaf” of the branching process). If u was ini-
tially i-sand and ends up being i′-sand after the cascade, then
v has probability φij to initially be (and to remain) j-sand, so
a factor Li
′
i(z) should be included for the link joining u to v.
In order to account for the factor Zi
′j′
ij (z), a non-root pattern
must know how many grains of sand end up being on its parent
at the end of the cascade. Hence, we define the two families
of functions Ai
′
nÀ (w,x,y,z) and Bi′nÀ (w,x,y,z) that track the
contributions of nodes that have patterns of signature (n,n−1)
and (n,n), respectively, and that have parents who end up
being i′-sand after the cascade. The new PGF H(w,x,y,z)
is now obtained by solving a system of equations of structure
very similar to Eq. 5
Ai
′
1À = Li′2 + ( 1 − ) Bi′1À
+ (1 − ) 1∑
j=0φ2jY
j+1
j Z
i′(j+1)
2j (Lj+1j )2 (7a)
Ai
′
n>1À =  Bi′n−1À + ( 1 − ) Bi′nÀ + (1 − )2n−1φ22xwn−1
× 2∑
j′=1( 2j′− 1)Y j′2 Zi′j′22( Aj′n−1À )2−(j
′−1)( Bj′n−1À )j′−1 (7b)
Bi
′
nÀ = (1 − )2nφ22xwn 2∑
j′=0(2j′)Y j′2 Zi′j′22( Aj′nÀ )2−j
′( Bj′nÀ )j′(7c)
H = 1∑
i=0ψiY i+1i (Li+1i )3
+ ψ2x ∞∑
n=1wn
2∑
i′=0(3i′)Y i′2 ( Ai′nÀ )3−i
′( Bi′nÀ )i′. (7d)
Next we explain how to obtain Eq. (7).
All the terms present in the equation for BnÀ [Eq. (5c)] are
still present in the equation for Bi
′
nÀ [Eq. (7c)]. This time, we
explicitly consider the signature of the two children of the
node v with pattern (vii). Suppose j′ ∈ {0,1,2} of these chil-
dren have signature (n,n) and 2−j′ have signature (n,n−1).
Summing the 2 grains initially on the node v, the n grains re-
ceived from v’s parent, and the nj′ + (n − 1)(2 − j′) received
from v’s children, we obtain 3n + j′ grains, enough for node
v to topple n times and to end up j′-sand. A factor Y j′2 is
required because v was 2-sand and becomes j′-sand. A fac-
tor Zi
′j′
22 is required because the link from v to its parent was
22-sand and becomes i′j′-sand. The factor ( Aj′nÀ )2−j′( Bj′nÀ )j′ac-
counting for v’s children passes on the information that v ends
up being j′-sand. The combinatorial factor (2
j′) accounts for
the number of ways to choose the signatures of the children.
Similarly, the terms present in the equation for A1À
[Eq. (5a)] are also present in the equation for Ai
′
1À [Eq. (7a)].
The first term of Eq. (7a) corresponds to a leaf node [i.e., a
node that does not receive any sand, pattern (iii) or (iv)], which
requires a factor Li
′
2. The second term is obtained similarly to
Bi
′
1À in Eq. (7c). The third term corresponds to the pattern (ii):
for j ∈ {0,1}, the considered node v is initially j-sand with
probability φ2j , so v receives a single grain (factor Y
j+1
j ) and
does not topple. The link from v to its parent mandates a fac-
torZi
′(j+1)
2j , and the two other neighbors of v qualify as leaves,
mandating a factor (Lj+1j )2.
Again, the terms present in the equation for An>1À [Eq. (5b)]
are also present in the equation for Ai
′
n>1À [Eq. (7b)]. The first
two terms are obtained similarly as in Eq. (7c). The last term
corresponds to a node v with pattern (vi): j′−1 ∈ {0,1} of the 2
children of v have signature (n−1, n−1), while the remaining
2−(j′−1) children have signature (n−1, n−2). Summing the
2 grains initially on v, the n grains received from v’s parent,
and the (n − 1)(j′− 1) + (n − 2)[2 − (j′− 1)] grains received
from v’s children, we obtain 3(n−1)+j′ grains, enough for v
to topple n−1 times and end up j′-sand. Contributions similar
to those in Eq. (7c) are thus required.
Finally, the first term of the equation for H [Eq. (7d)] cor-
responds to the root not being at capacity [pattern (i)]. For
i ∈ {0,1}, the root is i-sand with probability ψi and thus be-
comes (i + 1)-sand (factor Y i+1i ). Moreover, the 3 neighbors
of the root qualify as leaves [factor (Li+1i )3]. The second
term corresponds to the root being at capacity [pattern (v)]:
i′ ∈ {0,1,2} of the root’s children have signature (n,n) and
3 − i′ have signature (n,n − 1). Summing the 2 grains ini-
tially on the root, the 1 grain dropped on the root to start the
cascade, and the ni′ + (n − 1)(3 − i′) grains received by the
root from its children, we obtain 3n+ i′ grains, enough for the
root to topple n times and to end up i′-sand. The other factors
follow the same logic as in Eq. (5d).
One may check that setting yi = zi = 1 for all i ∈ {0,1,2}
in Eq. (7) recovers Eq. (5). Specifically, denoting 1 = (1 1 1),
we have Y i
′
i (1) = Zi′j′ij (1) = Li′i(1) = 1, Ai′nÀ (w,x,1,1) =
AnÀ (w,x) and Bi′nÀ (w,x,1,1) = BnÀ (w,x) for all the possible
index values, which gives H(w,x,1,1) =H(w,x).
D. Bootstrapping ψi and φij
Now we obtain the self-consistent, zero-parameters model
by enforcing equilibrium. The function H(w,x,y,z) in
Eq. (7d) is a PGF of the multivariate probability distribution
for the cascade size (generator w), the cascade area (generator
x), the change in the number of i-sand nodes (generator yi),
and the change in the number of ii-sand links (generator zi).
By the standard techniques for PGFs, we obtain expectation
values through differentiation with respect to the appropriate
generator. In this case, we are interested in h(i), the average
change in the number of i-sand nodes, and in η(i), the average
change in the number of ii-sand links
h(i) = ∂H(1,1,y,1)∂yi ∣y=1 η(i) = ∂H(1,1,1,z)∂zi ∣z=1 . (8)
An explicit expression of these derivatives h(i) and η(i) is pro-
vided in [31].
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By hypothesis, the system has reached a stationary state,
so both these average changes should be zero. Hence, the
relations
h(i) = 0 ∀i ∈ {0,1,2} and η(i) = 0 ∀i ∈ {0,1,2} (9a)
provide 6 constraints for the 12 unknowns ψi ∀i ∈ {0,1,2}
and φij ∀i, j ∈ {0,1,2}. Only 5 of these constraints are inde-
pendent because each of the h(i) = 0 relations can be obtained
from the two others. Because the ψi are probabilities and the
φij are conditional probabilities, they must obey the 7 addi-
tional, independent constraints
2∑
i=0ψi = 1, 2∑j=0φij = 1 ∀i, and ψiφij = ψjφji ∀i, j. (9b)
Thus, we have a total of 12 unknowns and 12 independent
constraints on them. Because the constraints (9a) are non-
linear, a priori there is no guarantee that a valid solution ex-
ists, nor that there is a single solution.
However, starting from educated guesses, numerical solu-
tion of the system (9) does provide values of ψi and φij that
are consistent with those observed in the Monte Carlo simula-
tions. For example, the solution of Eq. (9) for  = 10−3 gives
(ψ0 ψ1 ψ2) ≈ (0.09574 0.35439 0.54987) , (10a)⎛⎜⎝
φ00 φ01 φ02
φ10 φ11 φ12
φ20 φ21 φ22
⎞⎟⎠ ≈
⎛⎜⎝
0.00050 0.27802 0.72148
0.07511 0.34286 0.58203
0.12562 0.37512 0.49926
⎞⎟⎠ . (10b)
Comparison with the results from simulations in Eq. (2) re-
veals that, while the correspondence is not exact, a large frac-
tion of the previously unexplained correlations is now ac-
counted for. Part of the deviations is explained by the fact
that Eq. (2) is obtained from simulations with N = 107 nodes,
while Eq. (10) assumes N → ∞. As discussed in Sec. III B,
other deviations are likely due to Eq. (10) only considering
pairwise correlations, while correlations between the amount
of sand on nodes arbitrarily far from one another could ap-
pear in the network simulations, especially for small . Sec-
tion VI B provides guidelines on how future work could con-
sider such higher-order correlations by obtaining a more re-
fined version of Eq. (7).
Using ψ2 ≈ 0.54987 and φ22 ≈ 0.49926 [i.e., the values
from Eq. (10)] in Eq. (5) provides estimates for the cascade
area and size. Figure 4 confirms the accuracy of the resulting
cascade size distribution by comparing it to numerical simu-
lations. Because cascade size and area are often close to one
another, we verify in Fig. 5 that Eq. (5) predicts the right dis-
tribution for the difference of a cascade’s size and area. To the
best of our knowledge, this approach is the first to allow the
independent study of cascade size and area.
In the range 0 <  < 0.01, the ψi and φij show close-to-
linear behavior (e.g., φ00 ≈ /2), and the total variation of each
of these probabilities is less than 0.01. Linear extrapolation
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FIG. 4. (Color online) Cascade size distribution for a 3-regular net-
work with N = 107 nodes and dissipation rate  = 10−3. The data
for both Monte Carlo simulations (open circles) and theory (filled
circles) have been logarithmically binned. The theory is obtained
for ψi and φij shown in Eq. 10, i.e., those satisfying the constraints
[Eq. (9)] of the self-organizing model.
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FIG. 5. (Color online) Distribution of the difference between cascade
size and cascade area for a 3-regular network in the same conditions
as in Fig. 4. We consider the difference between the two quantities
to facilitate the comparison. Note that the size of a cascade is always
greater or equal to its area.
provides the limiting behavior → 0
lim
→0 (ψ0 ψ1 ψ2) ≈ (0.09519 0.35406 0.55075) (11a)
lim
→0
⎛⎜⎝
φ00 φ01 φ02
φ10 φ11 φ12
φ20 φ21 φ22
⎞⎟⎠ ≈
⎛⎜⎝
0.00000 0.27676 0.72324
0.07441 0.34226 0.58333
0.12500 0.37500 0.50000
⎞⎟⎠ (11b)
These results support our intuition that there should be no 00-
links in the limit  → 0 and that the system tunes itself to
the onset of a giant component (which happens at φ22 = 1/2
when  → 0). Other quantities appear to approach ratios of
small integers: φ20 ≈ 1/8, φ21 ≈ 3/8, and φ12 ≈ 7/12. Note
that these rational numbers are indicative only: excluding φ00
and φ22, we have no reason to offer as to why the φij should
be close to the ratio of small integers (and this proximity to
simple ratios may well be coincidental).
VI. GENERALIZATION TO CONFIGURATION MODEL
NETWORKS
Here we show how the methods presented in Sec. V for 3-
regular networks generalize to configuration model networks.
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Hence, Sec. VI A (resp. Sec. VI B) repeats the treatment of
Sec. V A (resp. Sec. V B) to predict the cascade area distri-
bution (resp. cascade size and area distributions) on config-
uration model networks. However, we do not perform the
two final steps (Secs. V C–V D) that would provide a zero-
parameters model: doing so reveals to be tedious in the case
of the fully general configuration model. Nonetheless, future
work could apply the same approach on a case-by-case basis
to other network structures of interest.
A. “Standard” percolation: cascade area
We consider the same problem as in Sec. V A—that is, to
estimate the cascade area distribution using standard percola-
tion techniques—but this time we consider the general case of
a configuration model random graph G instead of a random
3-regular graph. Again, we base our model on Corollary 2: if
the neighborhood of the root is a tree and if the cascade area
is small enough to fit inside this tree neighborhood, then the
cascade area is given by bond percolation on the subgraph G̃
of nodes at capacity. This preliminary step facilitates the pre-
sentation of Sec. VI B, which considers the inner workings of
the cascade to estimate both the cascade area and size distri-
bution.
As described in Sec. II A, the configuration model random
graph G is drawn from an ensemble specified by the degree
distribution {pk ∶ k ≥ 0} and by N , the number of nodes in G.
We now make the assumption (approximation) that G̃, which
is the subgraph of G induced by the nodes at capacity, is also
a configuration model random graph. Specifically, we assume
that G̃ is a configuration model random graph drawn from an
ensemble specified by the degree distribution {p̃k˜ ∶ k˜ ≥ 0} and
by σN , the number of nodes in G̃. Stated differently, σ is the
fraction of nodes in G that are at capacity at the beginning of
the cascade, and p̃k˜ is the probability that a random node at
capacity in G has k˜ neighbors at capacity in G.
Following Newman [29, 35], we define q̃k˜ as the probabil-
ity that a node in G̃ reached by following a random link ofG̃ has degree k˜ + 1 (i.e., has k˜ links in G̃ other than the one
along which we reached it). Using the standard calculation
for configuration model random graphs, we obtain q̃k˜ from p̃k˜
as q̃k˜ = (k˜ + 1)p̃k˜+1/∑k˜′ k˜′p̃k˜′ . For convenience, we define
the PGFs
P̃ (ξ) ∶= ∞∑˜
k=0 p̃k˜ξ
k˜, Q̃(ξ) ∶= ∞∑˜
k=0 q̃k˜ξ
k˜ = d P̃ (ξ)d ξ
d P̃ (ξ)
d ξ
∣
ξ=1
, (12)
which encode the same information as the probability distri-
butions p̃k˜ and q̃k˜ of degree and excess degree in G̃. We use
these functions in Eq. (12) to build a branching process pro-
viding the component sizes in G̃(1−). By adapting [35], we
obtain the PGFs
G(x) =  + (1 − )xQ̃(G(x)) (13a)
H(x) = (1 − σ) + σxP̃(G(x)). (13b)
The PGF G(x) [Eq. (13a)] generates the probability distribu-
tion for the size of the component of G̃(1−) reached by follow-
ing a random link of G̃. Note that this link in G̃ is also in G̃(1−)
with probability 1−, so this component size equals zero with
probability . The full component size distribution of G̃(1−)
is generated by xP̃(G(x)). A cascade of area zero occurs
with probability 1 − σ (the fraction of nodes not at capacity).
Hence, H(x) [Eq. (13b)] is the PGF for our approximation of
the distribution of the area of cascades in G.
One may verify that setting σ = ψ2, P̃ (ξ) = [(1 − φ22) +
φ22ξ]3 and Q̃(ξ) = [(1 − φ22) + φ22ξ]2 in Eq. (13) recovers
the 3-regular special case Eq. (4), with the correspondence
F (x) = (1 − φ22) + φ22G(x).
B. Inner workings: cascade size
This section is to Sec. VI A as Sec. V B is to Sec. V A: we
improve Eq. 13 by accounting for the inner workings of a cas-
cade to explicitly obtain both the cascade area and size distri-
bution (analogously to our improvement to Eq. (4) in Sec. V B
for random 3-regular graphs). In addition to P̃ (ξ) and Q̃(ξ)
[Eq. (12)], we define the related PGFs
P̃ ∗(ξ) = ∞∑˜
k=0 p̃
∗˜
k
ξk˜ and Q̃∗(ξ) = ∞∑˜
k=0 q̃
∗˜
k
ξk˜. (14)
Here p̃ ∗˜
k
is the probability that a node at capacity has k˜ neigh-
bors in G and that all k˜ neighbors are at capacity. Similarly, q̃ ∗˜
k
is the probability for a node at capacity to have k˜+1 neighbors
in G that are all at capacity, given that this node was reached by
following a link from a node that was at capacity. Note that,
unlike P̃ (1) and Q̃(1), neither P̃ ∗(1) nor Q̃∗(1) will typi-
cally equal one. The purpose of P̃ ∗(ξ) and Q̃∗(ξ) is to prop-
erly consider particular constraints imposed by Corollary 1,
such as the fact that the children of patterns (v) and (vi) may
not all simultaneously have signature (n,n).
We again use the generator x to track the cascade area and
the generator w to track the cascade size. We define the two
families of PGFs CnÀ (w,x) and DnÀ (w,x) that are related to
the families AnÀ (w,x) and BnÀ (w,x), respectively, except that
we are now only considering nodes at capacity (i.e., nodes
in G̃). Specifically, CnÀ (w,x) [resp. DnÀ (w,x)] accounts for
the contribution of a non-root pattern at capacity of signature(n,n − 1) [resp. (n,n − 1)], i.e., patterns (iv), (vi), (viii), and
(ix) [resp. pattern (vii)]. The relations defining H(w,x) are
C1À = (1 + D1À1 − ) (15a)
C2À = ( D1À + D2À1 − ) + (1 − )3xw[Q̃( C1À + D1À ) − Q̃∗( D1À )]
(15b)
Cn>2À = ( Dn−1À + DnÀ1 − ) (15c)+ (1 − )2n−1xwn−1[Q̃∗( Cn−1À + Dn−1À ) − Q̃∗( Dn−1À )]
D1À = (1 − )2xwQ̃( C1À + D1À ) (15d)
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Dn>1À = (1 − )2nxwnQ̃∗( CnÀ + DnÀ ) (15e)
H = (1 − σ) + σx{w[P̃ ( C1À + D1À ) − P̃ ∗( D1À )]
+ ∞∑
n=2wn[P̃ ∗( CnÀ + DnÀ ) − P̃ ∗( DnÀ )]}.
(15f)
The DnÀ (w,x) [Eqs. (15d)–(15e), pattern (vii)] are obtained
very similarly to the BnÀ [Eq. (5c)]. In the case of D1À (w,x),
there is no particular constraint to be satisfied, so the children
of the considered pattern contribute a total of Q̃( C1À + D1À ) (the
children not at capacity, and hence not in G̃, each contribute
a factor 1). In the case of DnÀ (w,x) for n > 1 [Eq. (15e)],
we know that the children of the considered node all topple at
least once, so they were all at capacity (i.e., they are all in G̃)
and thus contribute a total of Q̃∗( CnÀ + DnÀ ).
Obtaining C1À (w,x) [Eq. (15a)] is very similar to ob-
taining A1À (w,x) [Eq. (5a)], except that the patterns (ii)–
(iii) need not be considered because the considered node is
know to be at capacity. Similarly, the case of C2À (w,x)
and Cn>2À (w,x) [Eqs. (15b)–(15c)] is similar to the one of
An>1À (w,x) [Eq. (5b)]. For C2À (w,x), only the contribution
of the children in the last term [corresponding to pattern (vi)]
requires further explanations. Using Q̃( C1À + D1À ) would con-
sider that children may have signature (1,0) or (1,1), which
includes a spurious term where all children have signature(1,1); subtracting Q̃∗( D1À ) cancels this spurious term. A
similar cancellation is used in Cn>2À (w,x), but this time all
the children are known to be at capacity (since they topple at
least once).
Finally, H(w,x) [Eq. (15f)] is obtained very similarly to
its counterpart for 3-regular networks [Eq. (5d)]. With prob-
ability 1 − σ, the root is not at capacity [pattern (i)]. With
probability σ, the root is at capacity [pattern (v)]: a cancella-
tion similar to the one of C2À (w,x) [resp. Cn>2À (w,x)] is used
if the root topples once (resp. more than once).
One may recover Eq. (13) by setting w = 1 [with
the correspondences G(x) = C1À (1, x) + D1À (1, x) and
H(x) = H(1, x), using the ansatz DnÀ (1, x) = Cn+1À (1, x) +
Dn+1À (1, x)]. Alternatively, one may recover Eq. (5) by
setting σ = ψ2, P̃ (ξ) = [(1 − φ22) + φ22ξ]3, Q̃(ξ) =[(1 − φ22) + φ22ξ]2, P̃ ∗(ξ) = (φ22ξ)3, and Q̃∗(ξ) =(φ22ξ)2, with the correspondences A1À (w,x) = (1 − φ22) +
C1À (w,x)φ22, An>1À (w,x) = Cn>1À (w,x)φ22 and BnÀ (w,x) =
DnÀ (w,x)φ22; the PGF H(w,x) remains H(w,x).
It has been mentioned earlier that one could improve the
model presented in Sec. V by accounting for 3-star correla-
tions. A starting point for doing so could be the following
special case of the configuration model considered in Eq. (15)
obtained by fixing σ = ψ2 and
P̃ (ξ) = θ0 + θ1ξ + θ2ξ2+ θ3ξ3 P̃ ∗(ξ) = θ3ξ3 (16a)
Q̃(ξ) = θ1 + 2θ2ξ + 3θ3ξ2
θ1 + 2θ2 + 3θ3 Q̃∗(ξ) = 3θ3ξ2θ1 + 2θ2 + 3θ3 .
(16b)
Directly using the values of Eq. (3b) would cause the same
problems as described at the end of Sec. V B. In particular, the
predicted branching factorR0 = (2θ2+6θ3)/(θ1+2θ2+3θ3) ≈
1.03 is still supercritical. We expect that accounting for higher
order correlations should gradually decrease the predicted
branching factor towards unity [36].
More generally for configuration model networks, one will
face the same kind of problems when feeding values obtained
from simulations into Eq. (15). To circumvent this problem,
one could continue to generalize the method of Sec. V by im-
plementing a system similar to Eq. (7), this time for configu-
ration model networks, and then perform an analysis similar
to Sec. V D to obtain the equilibrium state without the need
for simulations. However, considering the general case may
prove tedious, and specifically considering special cases of
interest [e.g., Eq. (16)] is likely more promising. We defer to
future work the consideration of these questions.
VII. CONCLUSION
The BTW sandpile process is an archetypal example of self-
organized criticality (SOC), a term blanketing any process that
has a critical point as an attractor. We argue that, although this
article focuses on the BTW sandpile process on networks, the
understanding and tools developed herein are applicable to the
modeling of a vast array of SOC processes.
To predict the “macroscopic observables” of an SOC pro-
cess (e.g., the exponent of the power-law tail of the cascade
size distribution in the BTW process), it may suffice to build
a model that reproduces the “symmetries” of the SOC process
[e.g., the branch distribution (the probability distribution for
the number of events caused by an event) should have mean
one and the right tail behavior]. This approach will succeed
if the resulting model falls in the same universality class as
the studied SOC process; other details may not matter. We
conjecture in Sec. III A and Appendix A that sharing a uni-
versality class with the BTW process on networks explains
the success of an earlier model [21] despite its flawed 1/k as-
sumption.
In other contexts, a macroscopic understanding may not
suffice because, for example, we seek quantities of a micro-
scopic nature, and/or because the process is not critical. In-
stead, a microscopic understanding of the process is likely re-
quired. In the context of the BTW process, we studied the
internal workings of a cascade (Sec. IV), which enabled the
possibility to distinguish cascade size and area (Sec. V B and
Sec. VI B).
As discussed in Sec. III B, it is important to acknowledge
that a model of an SOC process is a different dynamical sys-
tem in itself: forcing the parameters of a model to those mea-
sured in the SOC process may not be the best approach. The
alternative that we recommend is to instead force the model to
be self-consistent, with the hope that the model self-organizes
at the right equilibrium state. Sections V C and V D perform
this feat in the context of the BTW process on random 3-
regular networks: the resulting model predicts with apprecia-
ble accuracy nontrivial pairwise correlations in the equilib-
rium state, and it allows us to explore the BTW process in
ranges prohibitively costly to simulate. Section VI B explains
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how one could generalize the approach to more complex net-
works.
Furthermore, our method can allow one to study the effects
of controlling an SOC process [26]. Though our results were
obtained in a specific context, this work serves as a proof of
concept that paves the road for powerful, self-consistent and
microscopically accurate models of real world systems that
self-organize to critical points.
Finally, in the broader context of modeling processes taking
place on random graphs, we emphasize that our use of mul-
titype branching processes effectively allows repeated “back-
and-forth” exchanges of information between a parent vertex
and its children. In fact, the signature of a pattern associated
with a vertex v provide to v’s ancestors, to v’s siblings, and
to the descendants of v’s siblings important information con-
cerning v’s descendants, and vice versa [37]. We feel that this
perspective is currently underused in the literature, despite its
great potential to analytically model systems in which conse-
quences spread in a bidirectional fashion.
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Appendix A: Justification of the universality conjecture
This section provides informal justifications to the conjec-
ture made in Sec. III A, namely that the reason why the rela-
tion τ = γ/(γ − 1) for scale-free graphs with degree exponent
2 < γ < 3 [21–23] is verified by numerical simulations de-
spite the known flaws of the 1/k-assumption is because the
branching process leading to that relation belongs to the same
universality class as the BTW process on networks.
We first consider a generic Galton-Watson branching pro-
cess starting with a single particle. The process is completely
defined by the sequence (u0, u1, u2, . . .) such that uk is the
probability that a particle “disintegrates” into k new identical
particles. We seek the sequence (v0, v1, v2, . . .) such that vs is
the probability for the total number of particles ever existing
to be s.
We define the PGFs
U(ξ) = ∞∑
k=0ukξ
k and V (w) = ∞∑
s=0 vsws. (A1)
The normalization of the probabilities uk forces U(1) = 1. A
well known result is that if ∑k kuk = 1 [i.e., R0 = 1] then: (i)
the fixed point of V (w) = wU(V (w)) determines V (w); (ii)
the distribution vs is normalized (i.e., ∑∞s=0 vs = V (1) = 1);
and (iii) vs asymptotically follows a power-law vs ∼ s−τ
(possibly with some corrections). Note that the condition∑k kuk = 1 may be understood as limξ→1− U ′(ξ) = 1, where
the prime denotes differentiation, and where the limit is taken
from the left along the real axis. The case where uk is “light
tailed”, i.e., U(ξ) is analytic in the complex neighborhood of
ξ = 1, leads to the “mean field” regime τ = 3/2.
Goh et al. [21] studied the case of the “heavy tailed” distri-
bution uGohk = αk−γ for k > 0 with α and uGoh0 chosen such
that UGoh(1) = 1 and limξ→1− U ′Goh(ξ) = 1, i.e.,
UGoh(ξ) = 1 + Liγ(ξ) − ζ(γ)
ζ(γ − 1) . (A2)
In this case, they showed that
vGohs ∼
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
s−γ/(γ−1) (2 < γ < 3)
s−3/2(ln s)−1/2 (γ = 3)
s−3/2 (γ > 3) (A3)
(note that the distribution uGohk cannot be normalized for γ ≤
2). In their demonstration, Goh et al. used the fact that the
behavior of vs in the asymptotic limit s →∞ can be obtained
from the singular behavior of U(ξ) near ξ = 1.
We now generalize this result. Define UAna.(ξ) as an
analytic function in the neighborhood of ξ = 1 respecting
UAna.(1) = 1 and U ′Ana.(1) = 1. Also define the (possi-
bly singular) function USing.(ξ) such that USing.(1) = 1 and
limξ→1− U ′Sing.(ξ) = 1. For ρ respecting 0 < ρ ≤ 1, we see
that Ũ(ξ) = (1 − ρ)UAna.(ξ) + ρUSing.(ξ) respects Ũ(1) = 1,
limξ→1− Ũ ′(ξ) = 1, and Ũ(z) has the same singular behav-
ior in the neighborhood of ξ = 1 as USing.(ξ). Moreover, the
sequence ũk = (1 − ρ)uAna.k + ρuSing.k corresponding to this
USing.(ξ) is a probability distribution (i.e., 0 ≤ ũk ≤ 1 for
all k ≥ 0). Hence, the branching process Eq. (A1) using the
branching PGF USing.(ξ) results in ṽs that have the same be-
havior in the asymptotic limit s → ∞ as one would obtain
with any other choice of 0 < ρ ≤ 1 and/or UAna.(ξ) respecting
the aforementioned conditions.
In particular, choosingUSing.(ξ) = UGoh(ξ), the ũk obtained
with such an “analytic perturbation” leads to the the asymp-
totic behavior described by Goh et al. We do not claim that
the model of Goh et al. amounts to an “analytic perturbation”
of the actual BTW process on networks. We only want to
point out that there is a continuum of models that belong to
the same universality class as the model of Goh et al. for fixed
γ > 2, and that it is not impossible that the BTW process on
networks is one of them.
Appendix B: Proofs for Sec. IV A
This section proves statements from Sec. IV A, namely
Theorems 1–2 and their associated Corollary 1. Before prov-
ing Theorem 1, we first consider the following lemma.
Lemma 1 (Constraints on any cascade). In any cascade, the
following statements hold for any positive integer n:
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(i). A non-root node cannot topple for the nth time before it
receives n grains from a single neighbor.
(ii). No node may receive n grains from a single neighbor
before the root topples an nth time.
Proof. To prove (i), first consider the case that a non-root node
v has degree k, begins with k − 1 grains before the cascade,
and at some time t in the cascade has received exactly n − 1
grains from each of its k neighbors. Then v has kn − 1 grains
initially on it and sent to it by time t, so v has toppled at most
n − 1 times by time t. By construction, v must receive an nth
grain from at least one neighbor before v can topple an nth
time. If v received fewer than n − 1 grains from one or more
of its neighbors by time t, then v still cannot topple an nth
time until it receives an nth grain from a single neighbor. This
argument proves (i).
To prove (ii), let t be the first time in a cascade at which a
non-root node receives an nth grain from a single neighbor.
Let v be one such node. Then a neighbor u of v toppled an
nth time before time t. Suppose for contradiction that u is not
the root. In order to topple n times before time t, node u must
have received at least n grains from one of its neighbors by
time t, which contradicts the definition of t. Thus u must be
the root, and claim (ii) follows.
We use Lemma 1 to prove Theorem 1 of Sec. IV A.
Proof of Theorem 1. To show the first claim, note that if the
root is at capacity then it topples at least once, and if the root
is not at capacity then it does not topple and the cascade ends
there.
To prove the rest, fix n ≥ 1. If (a) and (b) hold, then the
number of grains initially on and received by the root (includ-
ing the first grain dropped on it) by time t is in the interval[kn, k(n + 1) − 1], so the root topples n times by time t.
Inversely, if (a) does not hold, then the root topples 0 < n
times. It remains only to show that if (b) does not hold then
the root does not topple n times by time t. There are three
cases. First, if the root has received n grains from each of
its neighbors by time t, then (by counting grains) we know
that the root has toppled n + 1 times by time t. Second, if
the root has received m > n many grains from a neighbor
by time t, then that neighbor (call it u) must have toppled
at least m times by time t. Thus, u must have received at
least m grains from at least one of its neighbors by time t.
But by Lemma 1(ii), no node can receive m grains from a
single neighbor before the root topples m times. Hence the
root toppled at least m > n times by time t.
In the third and final case, the root has received m < n − 1
grains from at least one neighbor by time t. Let t′ be the
time when the root topples for the nth time. Before t′, no
neighbor of the root can have received n grains from a single
neighbor by Lemma 1(ii) because the root has toppled ≤ n− 1
times. Hence, by Lemma 1(i), no neighbor of the root can
have toppled n times before time t′. Thus, the root cannot
have received ≥ n grains from a single neighbor by time t′.
To conclude, the number of grains initially on and received by
the root (including the first grain dropped on it) by time t′ is
≤ kn+1+(m−n) < kn, which contradicts to the root toppling
for the nth time at time t′. This concludes the proof.
Lemma 2 facilitates the proof of Theorem 2.
Lemma 2 (Constraints on cascades that form a finite tree).
The following statements hold for a cascade that forms a finite
tree G†.
(i). Let n be a non-negative integer and v be any node inG†. No descendant of v may receive an nth grain from
a single neighbor before v topples an nth time.
(ii). Let n be a non-negative integer and v be any non-root
node in G†. Then node v cannot topple an nth time
before receiving an nth grain from its parent.
(iii). Let n be a positive integer, and let v be a non-root node
that has received n grains from its parent by time t.
Then node v has toppled n times by time t if and only if
it is initially at capacity, and at the moment of toppling
for the nth time it has received n − 1 grains from every
one of its children and n grains from its parent.
(iv). Let n be a positive integer, and let v be a non-root node
that has toppled n times by time t. Then v’s parent top-
pled at most n + 1 times by time t.
(v). Let v be any node in G†. If v is not at capacity, then v
topples 0 times.
Proof. To show (i), first note that if v is the root, then the
claim follows directly from the analogous (but weaker) result,
Lemma 1(ii), for cascades that do not form trees. To finish
proving (i), suppose v is not the root, and assume (for contra-
diction) that a descendant of v receives an nth grain from a
single neighbor before v topples an nth time. Let t be the first
time when a descendant of v receives n grains from a single
neighbor; call such a descendant u, and let w be a neighbor
of u from which u receives an nth grain at time t. Then w
must have toppled for an nth time at time t′ < t. We know that
w is not v because v does not topple for the nth time before
time t. Because w is a descendant of v, we know w is not the
root, so by Lemma 1(i) we know that w must have received
at least n grains from a single neighbor before time t′, which
contradicts the definition of t. Thus, claim (i) follows.
We show (ii) by contradiction. Suppose (for contradiction)
that v does not receive an nth grain from its parent by time
t and yet v topples an nth time at time t. Before time t, v
has toppled fewer than n times, so (by Lemma 2(i) applied
to v) no children of v have received n grains from the same
neighbor. Thus, no children of v have toppled n times by time
t [by Lemma 1(i)], so v does not receive n grains from the
same child by time t. But by Lemma (i) and the assumption
that v topples at time t, we know v must have received n grains
from a single neighbor before time t, a contradiction. Thus,
claim (ii) follows.
Claim (iii) follows from counting grains of sand. Let k be
the degree of the non-root node v that has received n ≥ 1
grains from its parent by time t. Suppose that v topples for
an nth time at some time t′ ≤ t. Before time t′, Lemma 2(i)
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guarantees that the children of v toppled at most n − 1 times,
so v received at most n − 1 grains from each of its children
by time t′. Moreover, v received at most n grains from its
parent by time t′ (because it received n grains from its parent
by time t ≥ t′). Because v topples for the nth time at time
t′, the total number of grains initially on and received by v by
time t′ should be kn. From the preceding constraints, this is
only possible if v is initially at capacity, v receives n−1 grains
from each of its children by time t′, and v receives n grains
from its parent by time t′.
Conversely, suppose that v is initially at capacity, and sup-
pose that t′ is the first time such that v has received n−1 grains
from every one of its children and n grains from its parent.
Then, by the previous grain-counting argument, v topples an
nth time at time t′. It remains to be proven that v does not
topple again by time t, which is guaranteed by Lemma 2(ii)
because v received only n grains from its parent by time t.
Thus claim (iii) holds.
We show (iv) by induction over the generation g ≥ 1 of the
non-root v that topples n ≥ 1 times by time t. Let u be the
parent of v. Suppose u is the root (i.e., g = 1), and suppose
(for contradiction) that u topples m ≥ n + 2 times by time t.
By Theorem 1, we know that u has received either m or m−1
grains from each of its children by time t, including node v.
However, by assumption, v topples n ≤m−2 times by time t,
so u receives ≤m−2 grains from v by time t, a contradiction.
Thus, claim (iv) holds for g = 1.
Now suppose a node v at generation g > 1 topples n ≥ 1
times by time t, and assume that the claim holds at generation
g − 1. Suppose (for contradiction) that v’s parent, u, toppled
m ≥ n + 2 times by time t, and let t′ ≤ t be the moment when
u topples for the mth time. Before time t′, u toppled at most
m − 1 times, so by the inductive hypothesis we know that u’s
parent has toppled ≤ m times. Moreover, by Lemma 2(ii), u
receives at leastm grains from its parent by time t′ because its
parent topples anmth time. Thus, u receives exactlym grains
from its parent by time t′, and u topples an mth time at time
t′, so we can apply Lemma 2(iii) to u to conclude that u must
have receivedm−1 grains from each of its children (including
node v) by time t′. But v has toppled n ≤m− 2 times by time
t, so there is no time t′ ≤ t at which u receives an (m − 1)th
grain from v, a contradiction. Thus, (iv) follows by induction
on g.
Claim (v) is already shown if v is the root (Theorem 1); here
we show the case in which v is non-root by contradiction. If
v is not at capacity, then it must receive at least 2 grains (from
any source) before toppling. Consider (for contradiction) the
time t′ ≤ t at which t receives a second grain. Before t′, v has
toppled 0 times, so v cannot receive grains from its children
[by Lemma 2(i)] and v cannot have received more than one
grain from its parent [because v’s parent cannot have toppled
more than once by Lemma 2(iv)]. Hence, v cannot receive a
second grain by time t′, a contradiction. So claim (v) holds.
We use Lemmas 1–2 and Theorem 1 to prove Theorem 2 of
Sec. IV A.
Proof of Theorem 2. We first prove the first claim concerning
v toppling 0 times. By Lemma 2(v), v topples 0 times if v is
not initially at capacity. Now suppose that the non-root node
v receives 0 grains from its parent by time t. By Lemma 2(i)
with n = 0, v cannot receive a grain from one of its children
by time t. Thus, v receives a total of 0 grains by time t and
hence topples 0 times by time t.
Inversely, if v is initially at capacity and v receives at least
one grain from its parent by time t, then v clearly topples at
least once by time t. This concludes the proof of the claim for
v toppling 0 times.
To prove the second claim, first suppose that conditions (a),
(b) and (c) hold. Let k be the degree of v. By counting grains,
we see that the number of grains initially on v and received by
v by time t is in the interval [kn, k(n+ 1)− 1], so v topples n
times by time t.
To show the converse, suppose one of (a), (b) or (c) does not
hold, and suppose (for contradiction) that v topples n times
by time t. If (a) does not hold (i.e., if v is not initially at
capacity), then v topples 0 times by time t [Lemma 2(v)], a
contradiction.
Next consider the two cases in which (b) does not hold.
If v received fewer than n grains from its parent by time t,
then by Lemma 2(ii) v topples fewer than n times by time t,
a contradiction. If v received > n + 1 grains from its parent
by time t and if v’s parent were the root, then by Theorem 1
node v would necessarily topple ≥ n + 1 times by time t, a
contradiction. Finally, if v received > n + 1 grains from its
parent by time t and if v’s parent were not the root, then by
part (c) of this theorem applied to the parent of v, we know
that v topples ≥ n + 1 times by time t, a contradiction.
To finish the proof, consider the three ways in which (c)
may not hold. If v received fewer than n − 1 grains from any
of its children by time t, then v toppled fewer than n times by
time t [by Lemma 2(iii)], a contradiction. If v received more
than n grains from any of its children by time t, then v toppled
more than n times by time t [because Lemma 2(ii) implies that
such a child must have received more than n grains from its
parent, i.e., from v], a contradiction. In the last case, v re-
ceived n + 1 grains from its parent and n grains from each of
its children. Let k be the degree of v. By counting grains, we
see that the number of grains initially on v and received by v
by time t is k(n+1), so v topples n+1 times by time t, a con-
tradiction. Hence the second claim holds, which completes
the proof.
Finally, we use Theorems 1–2 to prove Corollary 1 of
Sec. IV A.
Proof of Corollary 1. We prove claims (i)–(ix) by letting t be
some time after the cascade finishes and by applying Theo-
rems 1–2.
We first consider the cases in which v topples 0 times. Sup-
pose v is the root. By Theorem 1, point (i) is necessary and
sufficient for v to topple 0 times.
Now suppose v is non-root and topples 0 times. Because v
topples zero times, v’s parent receive 0 grains from v, so the
parent toppled at most 1 time (by Theorem 1 or Theorem 2
if the parent is the root or not, respectively), and at least one
time (otherwise v would not be in G′). Thus, the parent of
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v has toppled exactly one time. Hence the signature of v is(1,0). By Theorem 2, v is not initially at capacity, and/or v
receives 0 grains from its parent during the cascade. These
conditions leave only 3 possibilities: v is not initially at ca-
pacity and receives the grain sent by its parent [point (ii)]; v
is not initially at capacity and the grain dissipates [point (iii)];
or v is initially at capacity and the grain dissipates [point (iv)].
There are no other possibilities.
Next consider the cases in which v topples n ≥ 1 times. If
v is the root, then point (v) is equivalent to Theorem 1 and the
fact that v’s children are the same as v’s neighbors.
Now suppose v is not the root. Let (n′,m′) be the signa-
ture of v; let m be the amount of sand received by v from its
parent; and let lc be the amount of sand received by v from
one of its children c [that child thus has signature (n, lc)]. By
Theorem 2, it is necessary and sufficient that: v was initially
at capacity, v received n or n + 1 grains from its parent (so
m ≥ n), and v received from each of its children n or n − 1
grains (so n ≥ lc ≥ n − 1 for every child c of v), except that
v cannot receive n grains from all of its children if it received
n+ 1 grains from its parent. Moreover, v cannot receive more
grains from its parent than the number of times the parent top-
pled (so n′ ≥ m); v’s parent cannot receive more grains from
v than the number of times v toppled (so n ≥m′); and v’s par-
ent must receive at least n′ − 1 grains from v (by Theorem 1
or Theorem 2 if the parent is the root or not, respectively, so
m′ ≥ n′ − 1). Grain exchanges between v and its parent may
thus be summarized as n′ ≥m ≥ n ≥m′ ≥ n′−1, which leaves
4 possibilities (i.e., 4 possible positions of the “>” symbol):
n′ > m = n = m′ = n′ − 1 [the last grain sent by the parent of
v toward v dissipated, point (viii)], n′ = m > n = m′ = n′ − 1
[no dissipation, v cannot receive n grains from all its chil-
dren, point (vi)], n′ = m = n > m′ = n′ − 1 [the last
grain sent by v toward its parent dissipated, point (ix)], and
n′ = m = n = m′ > n′ − 1 [no dissipation, point (vii)]. There
are no other possibilities.
Appendix C: Proofs for Sec. IV B
This section proves statements from Sec. IV B, namely The-
orem 3 and its associated Corollary 2.
Proof of Theorem 3. If v is not initially at capacity, then it
does not topple, so G† contains only v (a valid tree), G′ is
empty and A = 0. By definition, v does not belong to G̃ be-
cause v is not at capacity, so G̃′ is also empty (a valid tree) and
Ã = 0.
Otherwise, suppose v is at capacity. Then v topples at least
once in the cascades on both G and G̃, so v is in all of the
graphs G†, G′, and G̃′. By definition, the number of nodes
in G̃′ equals the area Ã of the cascade on G̃. Since Ã < M
and (G,M, v) is good, we know that (G, Ã, v) is good, too.
Also (G̃, Ã, v) and (G̃′, Ã, v) are both good, because G̃′ is a
subgraph of G̃ and because G̃ is a subgraph of G. Since Ã <M
and (G̃′, Ã, v) is good, we know that G̃′ is a forest. Moreover,
because the cascade spreads between adjacent nodes starting
from the root v, G̃′ is connected, and thus G̃′ is a tree.
It remains only to show that the cascade forms a finite treeG†, because that conclusion will imply the equalities G′ = G̃′
and A = Ã. First we show that G′ is a subgraph of G†.
Observe that G† can be obtained by the union of the root
v, the graph G′, the neighbors of nodes that topple, and the
links joining nodes that topple to their neighbors. Since there
are no links between nodes that do not topple, we may con-
sider individually each additional node u adjacent to a node
that topples such that u itself does not topple. Fix one such
u. We define G̃′′(u) to be the subgraph of G induced by{u} ∪ {all nodes of G̃′}. Now G̃′′(u) contains Ã + 1 ≤ M
nodes, so (G̃′′(u), Ã + 1, v) is good. Thus, u is a leaf of the
tree G̃′. Hence, the presence of node u in G† (together with
its single link to a node that topples) cannot introduce a cycle
in G†, so G† is a tree and the cascade forms a finite tree G†.
Finally, Theorem 2 guarantees that nodes not at capacity do
not topple, so G′ = G̃′, and thus A = Ã.
Proof of Corollary 2. The case x = 0 is trivial: A = 0 if and
only if v is not at capacity, which is true if and only if v be-
longs to a component of size 0 in G̃(1−).
Otherwise suppose v is at capacity. Then v topples at least
once. Let C̃ (1−)v denote the connected component to which v
belongs in G̃(1−). If the number of nodes in C̃ (1−)v is < M ,
then because (G,M, v) is good, we know that C̃ (1−)v is a tree.
Moreover, by Theorem 3, for x <M we have G′ = G̃′ andA =Ã. Thus, for x < M , C̃ (1−)v is built in the same way as the
cascade grows on the subgraph G̃ of nodes at capacity (with
nodes not at capacity treated as sinks). Specifically, because
x < M and (G,M, v) is good, both C̃ (1−)v and the subgraphG′ of G induced by nodes that topple are built by adjoining at-
capacity neighbors of leaves independently with probability
1 − . Thus, for x < M , the chance that C̃ (1−)v has x many
nodes equals the chance that the area A = x.
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