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Learning in deep neural networks (DNNs) is implemented through minimizing a highly non-convex
loss function, typically by a stochastic gradient descent (SGD) method. This learning process can
effectively find good wide minima without being trapped in poor local ones. We present a novel
account of how such effective deep learning emerges through the interactions of the SGD and the
geometrical structure of the loss landscape. Rather than being a normal diffusion process (i.e.
Brownian motion) as often assumed, we find that the SGD exhibits rich, complex dynamics when
navigating through the loss landscape; initially, the SGD exhibits anomalous superdiffusion, which
attenuates gradually and changes to subdiffusion at long times when the solution is reached. Such
learning dynamics happen ubiquitously in different DNNs such as ResNet and VGG-like networks
and are insensitive to batch size and learning rate. The anomalous superdiffusion process during
the initial learning phase indicates that the motion of SGD along the loss landscape possesses
intermittent, big jumps; this non-equilibrium property enables the SGD to escape from sharp local
minima. By adapting the methods developed for studying energy landscapes in complex physical
systems, we find that such superdiffusive learning dynamics are due to the interactions of the
SGD and the fractal-like structure of the loss landscape. We further develop a simple model to
demonstrate the mechanistic role of the fractal loss landscape in enabling the SGD to effectively
find global minima. Our results thus reveal the effectiveness of deep learning from a novel perspective
and have implications for designing efficient deep neural networks.
I. INTRODUCTION
Deep neural networks (DNNs) trained by stochastic
gradient descent (SGD) have achieved great success in
many application areas [1]. As often assumed, the SGD
optimizer of highly non-convex loss functions is rarely
trapped in local minima, and effectively finds wide ones
with good generalization [2, 3]. Understanding how this
property emerges from the DNNs is of fundamental im-
portance for deciphering the secret of the remarkable ef-
fectiveness of deep learning [4].
Recently, progress has been made in either characteriz-
ing the structure of loss functions or the dynamics of SGD
for gaining comprehension of deep learning. For instance,
the characterizations of loss functions have been studied
by using random matrix theory [5], algebraic geometry
methods [6] and some visualization-based methods [7].
The dynamics of SGD have been extensively studied via
models of stochastic gradient Langevin dynamics with an
assumption that gradient noise is Gaussian [8, 9]; in these
models, the SGD is driven by Brownian motion in par-
ticular. However, it has been increasingly realized that
such Brownian motion-based characterizations of SGD
dynamics are inappropriate, as SGD dynamics commonly
exhibit highly anisotropic and dynamic-changing prop-
erties [10–13], suggesting the presence of rich, complex
learning dynamics in DNNs. Despite the progress made
by these studies, the fundamental questions of how the
interaction of SGD with the structure of the loss function
gives rise to complex learning dynamics, and whether and
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how such dynamics enable SGD to find wide minima re-
main unresolved.
In this study, by adapting the methods developed in
nonequilibrium physical systems, we find that the inter-
actions of the fractal loss landscape and the SGD give rise
to complex learning dynamics; these include anomalous
superdiffusion during the initial learning phase, which
changes to subdiffusion at long times when a solution is
reached. The fractal-like structure of loss landscape in-
dicates that it possesses varying steepness (Fig. 1) and
that the corresponding loss gradient displays large fluc-
tuations with heavy-tailed distributions, thus resulting in
superdiffusive learning dynamics. Superdiffusion consists
of small movements that are intermittently interrupted
by big jumps, which enable the SGD to escape from local
minima; this computational advantage of superdiffusion
is further illustrated in a simple model where the SGD
interacts with a low-dimensional fractal loss landscape.
II. DNNS SETUP AND CHARACTERIZATIONS
OF ANOMALOUS DIFFUSION DYNAMICS
A. DNNs setup
We consider two classes of neural networks: 1) ResNet-
14/20/56/110 [14], where each type is labeled with the
number of layers it has. 2) VGG-like networks that
do not contain shortcut/skip connections. We produce
these networks simply by removing the shortcut con-
nections from ResNets, termed ResNet-14/20/56/110-
noshort. All models are trained by vanilla SGD on mul-
tiple datasets including MNIST and CIFAR-10, by using
two loss functions (i.e., cross-entropy, and mean-square-
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FIG. 1. Schematic diagram of non-convex loss landscape with a fractal-like structure. (a) The log-value of loss
landscape is projected to 2D. The training process based on SGD can be regarded as a SGD optimizer moving on the loss
landscape. (b) The fine structure of non-convex loss landscape with a fractal structure shows self-similar and hierarchical
properties.
error losses). The training processes each run for 500
epochs. All networks are initialized in the standard pro-
cedures of the PyTorch library (version 1.3.0). Source
code is available at https://github.com/ifgovh/
Anomalous-diffusion-dynamics-of-SGD.git.
B. Characterizations of anomalous diffusion
learning dynamics
Given that full-batch gradient descent is computation-
ally expensive, in the SGD algorithm, the weight param-
eters w = (w1, w2, · · · , wd) are estimated by minimizing
the minibatch loss function ∇L˜(w) : Rd → R, according
to
wt+1 = wt − η∇L˜t (wt) , (1)
where wt denotes the d-dimension weight vector
(w1, w2, · · · , wd) at time t, and η corresponds to the
learning rate. The absence of the partial dataset gen-
erates gradient noise Ut , ∇L˜t (wt) − ∇Lt (wt). The
updating rule can be rewritten as:
wt+1 = wt − η∇Lt (wt) + Ut, (2)
Hence the SGD training process can be regarded as a
random diffusive process, where w can be geometrically
interpreted as coordinates of the SGD optimizer in the
loss landscape L (Fig. 1).
The loss function of DNN exhibits complex structures,
as demonstrated by the projected 2D loss landscape of
ResNet-56-noshort [7] (Fig. 1), analogous to complex en-
ergy landscape in physical systems [15–18]. In these
physical systems, energy landscapes possess fractal-like
structures and anomalous diffusion motions of particles
stem directly from such fractal structures. In this study,
we apply similar methods used in these systems to quan-
tify the diffusion dynamics of the SGD optimizer. Par-
ticularly, the time-average mean squared displacement
(MSD) is used to characterize the dynamics of SGD mov-
ing through the loss landscape, which is defined as
∆r2(tw, τ) =
1
T
tw+T∑
t=tw
d∑
i=1
(wi (t+ τ)− wi (t))2 , (3)
where τ is lag time, T is the length of the time interval
[tw, tw + T ], and wi(t) is the value of the i
th weight at
time t.
Brownian motion is characterized by ∆r2(τ) ∝ τα,
with α = 1; the MSD is a linear function of lag time τ .
When the diffusion exponent α 6= 1, the corresponding
diffusion process has a nonlinear relationship with respect
to τ and is defined as anomalous diffusion [19]. If 1 < α <
2, it is a superdiffusive process; superdiffusion consists of
small movements that are intermittently interrupted by
long-range jumps. This process has been widely observed
in complex physical systems and biological systems [20];
the mixture of small movements and big jumps in this
process is essential for optimally transporting energy in
turbulent fluid [21], and for animals to optimally search
for spatially distributed food [22]. If 0 < α < 1, the
optimizer is subdiffusive and mainly explores local areas.
III. RESULTS
A. Anomalous diffusion of SGD dynamics
We first illustrate that the anomalous diffusion process
characterizes SGD learning dynamics. As the findings of
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FIG. 2. SGD dynamics are anomalous diffusion. (a) MSD ∆r2(τ) of SGD as a function of lag time τ in interval
[tw, tw + T ], T = 1000. (b) Same as in (a) but the starting time of the interval tw gradually increases from 1 to 24000 steps,
covering the whole training process. (c) Same as in (b) but for T = 10000.
different DNN settings are similar, we thus demonstrate
all results in ResNet-14 with a batch size of 1024, trained
on CIFAR-10 with the cross-entropy loss function and a
learning rate of 0.1, unless stated otherwise.
The MSD of each interval [tw, tw + T ] is calculated
according to Eq. 3 (T = 1000) for a given tw. To
demonstrate how the diffusion dynamics of SGD opti-
mizer change during the training process, we change tw
accordingly. As shown in Fig. 2(a), there are two regimes
of the learning dynamics characterized by the diffusion
exponent α. For the first regime tw < t0, t0 = 21000
(blue curve, Fig. 2(a)), MSD curves have two segments
on the scale τ ∈ [1, T ] with the smooth transitions around
τ0 (τ0 is labeled in Fig. 2(a)). When the lag time τ > τ0
(τ0 is labeled in Fig. 2(a)), MSD curve can be fitted to
∆r2(τ) ∝ τα with α > 1, indicating that the SGD op-
timizer is superdiffusive. However, when τ < τ0, α < 1,
i.e. the SGD dynamics are subdiffusive (Fig. 2(a)). Dur-
ing the initial phase of the training process, the inter-
val of the superdiffusion is much longer than that of the
subdiffusion. Nevertheless, as tw increases, the superdif-
fusion gradually attenuates, as demonstrated by the de-
crease of the diffusion exponent α and the increase of
τ0 (brown curve in Fig. 2(a); all curves are shown in
Fig. 2(b)). In the second regime tw > t0, the diffusion
exponent α = 0.78, i.e., the subdiffusion process even-
tually emerges, as shown by the red curve in Fig. 2(a).
Note that the interval T does not affect the transition
phenomenon as shown in Fig. 2(c). These changes in
the anomalous diffusion during the training process indi-
cate that the SGD learning dynamics are different from
the Brownian motion and exhibit rich, non-equilibrium
dynamics.
Such anomalous diffusion dynamics provide a way to
characterize contributions of network structures and dif-
ferent hyperparameters to the training process. We train
two types of DNNs, i.e., ResNet and VGG-like networks.
VGG-like networks are produced simply by removing the
shortcut connections from ResNets. As shown in Fig. 3,
shortcut connections do not change the diffusion expo-
nent α significantly in both regimes; however, they do
affect the scale range of superdiffusion characterized by
τ0. Specifically, with shortcut connections, τ0 is smaller
than those without shortcut connections, indicating that
the scale of superdiffusion is elongated (Fig. 3(b) and
Fig. 3(d)). As superdiffusion can explore larger areas
in a fixed time than subdiffusion, DNNs with shortcut
connections facilitate training, which is consistent with
previous studies [7, 14].
The anomalous diffusion learning dynamics are not
very sensitive to minibatch sizes. As shown in Fig. 3(a),
the diffusion exponent α in the first regime does not
significantly vary (±15%) with respect to the change of
minibatch size from 128 to 1024 in all networks, although
τ0 decreases in ResNet-14,20 with the increase of mini-
batch size (Fig. 3(b)).
Furthermore, as shown in Fig. 3(c), α changes nonlin-
early with respect to the network depth. However, the
network depth reduces the scale range of superdiffusion,
characterized by τ0 (Fig. 3(d)). These results suggest
that the deeper DNNs are more difficult to be trained
due to the shorter scale of superdiffusion.
We next demonstrate that varying learning rates from
0.001 to 0.5 only influence the emerging sequence of the
superdiffusion learning dynamics (Fig. 4(a)). As shown
in Fig. 4(b), DNN training with small learning rates are
much slower than that with large learning rates; thus,
the training progress with small learning rates is delayed,
compared with large learning rates. Thus, a small or
large learning rate can only slow down or speed up the
training procedure, but does not change the fundamental
occurrence of anomalous diffusion dynamics as the learn-
ing rate is merely a discretized realization of SGD. When
the learning rate is small (η < 0.05), during 500 epochs,
the training processes remain in the first regime; there
is no pure subdiffusion in Fig. 4(c) and Fig. 4(d). For
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FIG. 3. The effects of the depth, batch size, and shortcut connections of DNNs on the anomalous diffusion
dynamics of SGD. The orange and blue colors represent the network with/without shortcut connections (SC) respectively.
The digits in legends of a-b represent network depth; for example, no SC 14 denotes the ResNet-14-noshort. Those in c-d
represent minibatch size; for example, no SC 128 denotes ResNet training using the minibatch size of 128. (a) The diffusion
exponents α on larger lag times (τ > τ0) when tw = 1 as a function of minibatch size. (b) The crossover τ0 as a function of
minibatch size. τ0 is the lag time when the MSD curve transitions from subdiffusion to superdiffusion when tw = 1. (c) Similar
to (a) but for varying network depth. (d) Similar to (b) but for varying network depth.
example, when η = 0.001, the MSD curves for tw < 5000
have only one segment instead of two and a diffusion ex-
ponent of α = 2. This is due to the SGD optimizer taking
steps on small learning rates which require a long time to
enter narrow minima, resulting in the optimizer moving
toward one direction (ballistic limit, α = 2). However,
DNNs trained with larger learning rates grant superdif-
fusion in the first regime and pure subdiffusion dynamics
in the second regime, as shown in Fig. 4(e) and Fig. 4(f).
B. Heavy-tailed gradients
We next demonstrate the statistical property of mini-
batch gradients ∇L˜. We calculate ∇L˜ by vanilla SGD
with respect to each wi at each time point, and find that
∇L˜ in the first regime (tw < t0, t0 = 21000) can be fitted
to a symmetric Le´vy stable distribution (stability param-
eter αdist = 1.47 [1.46509, 1.46546]; the brackets denote
the 95% confidence interval calculated by the maximum
likelihood method; Fig. 5(a)). Given a symmetric Le´vy
stable random variable X, its probability density func-
tion (PDF) decays with a power-law tail |x|−αdist−1 which
is much slower compared to Gaussian distributions, thus
they have heavy tails [23]. The power-law tail of the
distribution of ∇L˜ shown in Fig. 5(a) inset further vali-
dates the heavy-tailed distribution. We further compare
log-likelihood ratios between the fitted stable distribu-
tion and Gaussian distribution, and find that the log-
likelihood ratios (1.52× 109) are sufficiently positive, in-
dicating that the distributions most likely follow Le´vy
stable distribution (p < 10−15, Vuong test).
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FIG. 4. The effect of learning rate on the anomalous diffusion dynamics of SGD. All results are from ResNet-14
with a batch size of 1024 on CIFAR10 dataset. (a) The diffusion exponent α on larger lag times (τ > τ0) when tw = 1 as a
function of learning rate η. (b) The loss value as a function of time. c-f The MSD of SGD for the learning rates of 0.001, 0.01,
0.05, and 0.5, respectively. Jet colormap represents the starting time point (tw) as in Fig. 2(b). One curve represents MSD in
1000 steps. Inset: The MSD of SGD when tw = 1, 7001, 23001.
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FIG. 5. The gradient is heavy-tailed. The distribution of minibatch gradients ∇L˜(w) in the first regime can be fitted as a
symmetric Le´vy stable distribution (red curve). Inset: the log-log plot of the positive part of the distribution indicates that it
has a power-law tail. (b) Fluctuations of absolute value of change-of-loss ∆L decrease as tw increases. Coloarmap is the same
as in Fig. 2(a). (c) The moving variance of loss as a function of time.
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FIG. 6. The top 20 eigenvalues of Hessian matrix of
loss landscape decrease as training epoch increases.
This indicates that the SGD optimizer leaves narrow local
minima and enters a flatter area in the loss landscape of DNN.
The heavy-tailed gradient∇L˜, according to Eq. 1, gives
rise to long-range jumps (wt+1 − wt) that result in su-
perdiffusion processes. These long-range jumps caused
by heavy-tailed gradients can help the optimizer jump
out narrow minima, causing the large fluctuation of loss
values (L). To demonstrate the fluctuations, we first
calculate the absolute value of change-of-loss |∆L| =
L(w(t + 1) − w(t)). As shown in Fig. 5(b), as tw in-
creases, |∆L| decreases. Such behavior is further quan-
tified by the decreasing moving variance of the loss L
against time (Fig. 5(c)); the moving variance is calculated
over a sliding window of 100 steps across neighboring L.
A local optimum that generalizes well is generically ex-
pected within a flat basin where the loss changes by very
little or not at all (we will use flat colloquially to indi-
cate approximate flatness) rather than being a narrow
minimum [24, 25]. Thus, SGD aims to leave the narrow
minima and enter one with the most amount of flat di-
rections, which is also quantified by that eigenvalues of
the Hessian matrix gradually decrease to near zero values
(Fig. 6). Directions along Hessian eigenvectors with neg-
ative eigenvalues have curvature downward. Directions
with positive eigenvalues have upward curvature. Zero
eigenvalues represent flat directions[25]. This preference
for flat minima can be explained by the anomalous diffu-
sion dynamics. In the first regime (tw < t0), the narrow,
rough, and non-convex loss landscape of DNN can pro-
vide sufficiently large gradients (∇L˜, Fig. 1(b)) allowing
for long-range jumps. Thus, superdiffusion emerges and
the SGD optimizer escapes narrow minima. In contrast,
flatter minima in the second regime cannot provide large
minibatch gradients as characterized by the reduced sta-
bility parameter (1.61) of gradients in the second regime.
Therefore, due to increasingly flat directions, superdif-
fusion attenuates and instead subdiffusion occurs in the
second regime (tw > t0). Thus, the anomalous diffusion
dynamics result from the interaction of SGD and geo-
metrical structures of loss landscape.
C. Fractal-like loss landscape
In physical systems, complex energy landscapes often
exhibit fractal structures with self-similar and hierarchi-
cal properties [15, 16, 18] and such structures can cause
anomalous diffusion motions of particles [16]. We now
demonstrate that the loss landscapes of DNNs also have
fractal-like structures. From [26], the definition of fractal
is as the following:
Definition A random function L on a metric space is
fractal if the distribution of L(X ′) conditional on L(X),
X, and X ′, is normal with mean 0 and variance propor-
tional to ∆r(X ′, X)2H , where H is a parameter in (0, 1)
and ∆r(X ′, X) is the distance between point X and X ′.
The distribution in the definition is sampled over ran-
dom values of X and X ′ for a given sample function L,
experimentally. The equivalence of these two procedures
is referred to as ergodicity. Checking the distributions of
each value of distance in practice is difficult; hence we
measure the expectation of [L(X ′) − L(X)]2 (i.e., mean
squared loss differences of pairs, MSL) to characterize the
fractal-like structure if MSL satisfies the following rela-
tion. Note that in the field of machine learning, the same
method has been used to quantify fractal landscapes for
simulated annealing [27].
MSL ∝ ∆r (w, w˜)2H , (4)
where ∆r (w, w˜)
2H
is the end-to-end distance between w
and w˜.
The MSL is calculated by the following equation,
MSL(tw,∆r) =
1
C∆r
C∆r∑
j=1
L(wtw,T∆r (j))− L(w˜tw,T∆r (j)),
(5)
where the weights wtw,T∆r (j) and w˜
tw,T
∆r (j) are a pair of
weights at different time steps in [tw, tw+T ] and the end-
to-end distance between this pair is ∆r, and C∆r is the
number of pairs at a distance of ∆r. To be consistent
with piecewise MSD, we choose T = 1000 steps. We
use the points sampled by SGD (i.e., points along the
optimization trajectory) to estimate MSL; it sheds light
on the local area of the loss landscape that we would like
to explore.
As shown in Fig. 7(a) (red curve), in the first regime
(tw < t0), the MSL curve can be fitted to a power-law
function with an exponent of 1.8 on the larger distance
scale (∆r ∈ [0.4, 10]). It satisfies Eq. 4 and indicates that
the loss landscape of DNN has fractal-like structures at
the initial phase of learning process, analogous to the
fractal landscape of simulated annealing [27]. Note that
the power-law scalings do not hold within the whole scale
([0.1,10]), which is reasonable because the loss function
is differentiable everywhere whilst a full-scale fractal is
not. The scaling of the landscape satisfies the differentia-
bility requirement and maintains fractal-like hierarchical
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FIG. 7. The fractal loss landscape of DNN and SGD path. (a) Mean squared loss differences of point pairs (MSL)
against the end-to-end distances ∆r in the interval [tw, tw + T ]. (b) Schematic diagram of contour length ∆s and end-to-end
distance ∆r. (c) Squared end-to-end displacement (∆r2) as a function of contour length. The colormap is the same as in (a).
The curve is smoothed by moving average over each window of raw data for clearer illustration; the window length is 40 steps.
The inset displays the raw data when tw = 1 and the dashed red line represents the smoothed data.
structures on larger scales. As the superdiffusion attenu-
ates, the end-to-end distance ∆r in T decreases and the
power-law exponent of the MSL with respect to ∆r flat-
tens from period to period (brown curve in Fig. 7(a)).
Eventually, in the second regime (tw > t0), the MSL is
around a constant value against varying ∆r (red curve in
Fig. 7(a)). Importantly, these time-inhomogeneous be-
haviors are consistent with the anomalous diffusion of
SGD. When tw < t0, the fractal-like hierarchical struc-
ture may provide heavy-tail gradients and thus superdif-
fusion emerges; when tw > t0, the MSL converges to
constant, potentially because the optimizer enters a flat
basin eventually.
To further demonstrate the fractal-like structure of loss
landscape, we use the method of filter-wise normalized
directions [7] to project the loss landscape of ResNet-
14 with the batch size of 1024 to 2D space. We then
calculate the Hausdorff dimension of a 2D projected loss
landscape via the box-counting method, and the fractal
dimension is approximately 1.8.
D. Fractal trajectory of SGD
Because of the fractal structures of loss landscapes, the
paths taken by SGD are expected to be fractal as found
in complex energy landscapes [16]. To verify that the
SGD path is indeed fractal, we characterize the power-
law scaling of end-to-end length and contour length as
used in [16]. Specifically, the contour length is the path
length from one end to another and is calculated by accu-
mulating step sizes as illustrated in Fig. 7(b). As shown
in Fig. 7(c), the segmented end-to-end distance (∆r) of
SGD path appears to scale with its contour length, ∆s.
The data is smoothed to be clear; the example of raw
data and the smoothed data are shown in Fig. 7(c) in-
set. The blue and brown curves in Fig. 7(c) display two
distinct scaling regimes, illustrating the self-similarity
of SGD paths in certain ranges [16]. The fractal di-
mension Df is calculated by the scaling of ∆s and ∆r
(∆r2 ∼ ∆sλ), Df = (2/λ) ∈ [1.32, 2.67]. Separated by
the crossover l (labeled in Fig. 7(c) inset), λ on longer
length scales (∆s > l) is larger than that on short length
scales (∆s < l). As tw increases, MSL collapse to a power
law with an exponent of 0.75 (red curve in Fig. 7(c)). The
time-inhomogeneous dynamical changes of SGD trajec-
tory are similar to the case of the MSD (Fig. 2(a)) and
MSL (Fig. 7(a)).
E. Fractal-like landscapes can cause anomalous
diffusion learning dynamics
To further understand the contributions of fractal-like
loss landscapes to the anomalous diffusion of learning
dynamics, we develop a simplified model of SGD with a
2D fractal loss landscape, as described below.
wt+1 = wt − η∇L (wk) + ησZt, (6)
where wt is the weight parameters at time t, η is the
learning rate, and Zt is drawn from Gaussian distribu-
tion N (0, σ). The landscapes of L are fractal on a 2D
space and are generated by the algorithm in [28] with
fractal dimension ∈ [1, 2] (Fig. 8(a)). Among the gener-
ated landscapes, those which contain a wide minimum
are selected, simulating the flat basin (local optima) in
loss landscapes of DNNs. In such landscapes, we iterate
Eq. 6 1000 times with the learning rate η ∈ [0.002, 0.01]
and σ ∈ [0.005, 0.05], and the gradient ∇L is calculated
by the numerical gradient of the landscape. The SGD
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FIG. 8. The simplified model unravels the anomalous diffusion nature of the SGD optimizer. (a) Black curve
represents the trajectory of the SGD optimizer in the simplified model on the 2D fractal loss landscape illustrated by the
contour plot. (b) MSD of the SGD optimizers in the fractal landscape as the function of lag time. (c) Distributions of gradients
(∆L) in fractal, convex, and randomly shuffled landscapes, respectively. (d) Trajectory of the SGD optimizer and the landscape
in (a) are zoomed in around a local minimum. The colormap from black to golden encodes the step sizes. (e) Same as in (a)
but for random landscape. (f) Same as in (b) but for random landscape and convex landscape.
optimizer moves from a high-altitude point to the global
minimum, as the example (η = 0.02 and σ = 0.01) shown
in Fig. 8(a). The MSD also illustrates that the SGD op-
timizer is dominantly superdiffusive when tw < t0 = 139
(before entering the final minimum; curve with a square
in Fig. 8(b)). When tw > t0 (after entering the final mini-
mum), the dynamics of SGD optimizer are only subdiffu-
sive as shown in the curve with a circle in Fig. 8(b). Such
behaviors demonstrate that the simple model can repro-
duce the time-inhomogeneous MSD of SGD as found in
DNNs.
In this model with 2D fractal landscape, the fractal
landscape generates a heavy-tailed distribution of gradi-
ents (∇L) of all steps (Fig. 8(c)). As found in the DNNs,
the gradient distribution can be fitted as a symmetric
Le´vy stable distribution which has the stability parame-
ter αdist = 1.9 [1.88749, 1.91298]. The goodness of fit is
verified by the positive log-likelihood ratio (39.37) of sta-
ble distribution and normal distribution. In our model,
∇L is calculated by the numerical gradient of the frac-
tal landscape when tw < t0. Such heavy-tailed gradi-
ents provide a relatively higher possibility of long-range
jumps, which generate superdiffusion. In the fine struc-
ture of fractal landscape, there are large gradient values
(Fig. 1(b)) which propel the SGD optimizer to jump out
narrow minima. It is important to note that as noise in
our simplified SGD model is Gaussian, such heavy-tailed
gradients and superdiffusion dynamics solely result from
the fractal loss landscape.
To explicitly illustrate the benefits of fractal land-
scapes for facilitating the SGD to jump out local min-
ima, we focus on some regions around local minima. As
shown in Fig. 8(d), the optimizer moves via step A to this
local minimum where the SGD optimizer displays short-
range movements as illustrated by step B in Fig. 8(d)
and long-range movements as illustrated by step C and
D (Fig. 8(d)). Some long-range steps make the SGD
optimizer escape the minimum; for example, C goes to
a higher altitude and then goes back to the minimum;
however, D jumps to a lower altitude and then leaves
the minimum. These examples illustrate how the fractal
landscape assists the SGD optimizer escape local minima.
9As we only use Gaussian noise in this simple model, the
main source providing long-range jumps to escape local
minima is the heavy-tailed gradients (Fig. 8(c)), support-
ing the observations in DNNs.
However, if we choose other types of landscapes and
maintain η and σ, the complex MSD dynamics no longer
hold. When the landscape is generated by smoothing a
randomly shuffled fractal landscape such that it is at least
once-differentiable, the optimizer gets stuck in a local
minimum (Fig. 8(e)) and exhibits subdiffusion (Fig. 8(f)).
On the other hand, when the landscape is convex, for
example, a convex paraboloid, the MSD has an expo-
nent close to 2 (Fig. 8(f)), inconsistent with the results
in DNNs. In comparison to the tail of gradient distri-
bution in fractal landscapes, the ranges of gradients in
convex or random landscapes are far smaller (Fig. 8(c)).
These results thus indicate the fractal loss landscape is
essential for the emergence of the anomalous diffusion
learning dynamics.
IV. DISCUSSION AND CONCLUSION
We have revealed the anomalous diffusion nature of
deep learning dynamics which arises from the interac-
tions of the SGD walker with the geometry structure of
the loss landscape. Particularly, we have demonstrated
that the fractal-like loss landscape can give rise to the
superdiffusion learning dynamics with intermittent big
jumps during the initial training phase, which plays an
essential role in preventing the SGD optimizer from be-
ing trapped in narrow minima. In addition, we have
developed a new SGD model to reveal the mechanistic
relations between the fractal landscape, the superdiffu-
sive learning dynamics and their computational benefits.
Our work sheds light on why deep learning works and
suggests certain designing principles for DNNs from a
novel perspective.
Previous studies tackled the problem from model-
ing the SGD as a process with heavy-tailed behaviors
[13, 29, 30]. Particularly, Simsekli et al reported a heavy-
tailed behavior in the stochastic gradient noise (Ut in
Eq. 2) and proposed modeling the SGD dynamics as
a stochastic differential equation driven by an alpha-
stable process. They further invoked existing metasta-
bility theory to justify why these dynamics would pre-
fer wide minima [13]. The SGD updating rule can be
represented in terms of gradient noise, i.e., wk+1 =
wk−η∇L (wk)−η·gradient noise. However, the distribu-
tion of gradient noise was further found to be Gaussian in
the early phases [31]. Rather than the gradient noise, our
work focuses on the drift (i.e., gradient, ∇L (wk)) which
is directly related to the structure of loss landscape.
The structure of loss landscape can give rise to the
anomalous diffusion dynamics of learning process quan-
tified from MSD [16]. Although a previous study [11] also
utilized MSD to analyze learning dynamics, it did not in-
troduce/characterize anomalous diffusion in the discus-
sion of learning dynamics. Also, our methods are dif-
ferent from theirs. Baity-Jesi et al. defined MSD by
averaging the displacement over all dimensions, like an
ensemble-averaged MSD, but does not reflect the same
statistical meaning [20], since the dimensions are not in-
dependent (anisotropic) [32]. We instead used the time-
averaged MSD, which can better demonstrate the anoma-
lous diffusion in the context of DNNs.
By using a similar methodology as in simulated an-
nealing [27], we have quantitatively demonstrated that
the loss-landscape of DNN is fractal-like. The fractal-like
structure can give rise to heavy-tailed gradients which
may help the SGD optimizer to jump out local minima.
Also, the fractal landscape may result in fractal trajecto-
ries of the SGD optimizer, as in glassy systems [16]. Our
results show that the SGD trajectories are indeed frac-
tal as quantified by the contour length and end-to-end
length. Recently, it has been suggested that the fractal
trajectory of SGD optimizer may facilitate generalization
in DNNs [33]. Such fractal trajectories might result from
the fractal-like structure of loss landscape as what we
have demonstrated.
The simple SGD model does not involve any type
of non-Gaussian noise and demonstrates that fractal
landscapes alone can lead to anomalous diffusion learn-
ing dynamics. However, the emergence of heavy-tailed
noise may further facilitate anomalous diffusion dynam-
ics. Anomalous superdiffusion and subdiffusion are non-
linear diffusive processes and are generally referred to
as fractional motions that can be formulated based on
fractional differential equations [19], suggesting that an-
alyzing such learning dynamics by using fractional for-
malization would be a promising direction to pursue in
the future. Also, future studies should figure out the
major source of fractal-like loss landscape. The train-
ing landscape is composed of the data and the network
architecture. Some previous studies have shown that
realistic datasets such as handwritten digits (MNIST),
rather than random noise, have low-dimension struc-
ture/manifold [34–36]. It would be interesting to study
the effect of such data structure on the geometrical prop-
erties of loss landscape.
On the other hand, the network structure can affect
anomalous diffusion learning dynamics. We find that the
deeper DNNs, the shorter scale of superdiffusion, indicat-
ing a more demanding training process, consistent with
the empirical rules of DNNs [25, 37, 38] and extend the
understanding from the aspects of training dynamics and
landscape structures [12]. Additionally, shortcut connec-
tions in ResNet can extend the scale of superdiffusion, ex-
plaining why employing such techniques reduces the dif-
ficulties of training DNNs. These findings agree with the
theoretical and experimental results of gradient confusion
[38] and the visualization of 2D projected loss landscapes
[7]. These studies found that shortcut connections en-
able the training process to become easier. Furthermore,
we find that the batch size cannot significantly alter the
anomalous diffusion dynamics, supporting the conclusion
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that gradient noise is not the only driving force to escape
critical points. For future studies, it remains important
to find out the quantitative relation of other architectures
such as batch normalization [37] and drop out of DNNs
and fractal-like landscape structure.
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