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SURVIVAL OF A RECESSIVE ALLELE IN A MENDELIAN DIPLOID
MODEL
ANTON BOVIER AND REBECCA NEUKIRCH
ABSTRACT. In this paper we analyse the genetic evolution of a diploid hermaphroditic
population, which is modelled by a three-type nonlinear birth-and-death process with
competition and Mendelian reproduction. In a recent paper, Collet et al., 2013 have shown
that, on the mutation time-scale, the process converges to the Trait-Substitution Sequence
of adaptive dynamics, stepping from one homozygotic state to another with higher fitness.
We prove that, under the assumption that a dominant allele is also the fittest one, the reces-
sive allele survives for a time of order at least K1/4−α, where K is the size of the population
and α > 0.
Keywords Adaptive dynamics, population genetics, Mendelian reproduction, diploid population, nonlinear
birth-and-death process, genetic variability.
1. INTRODUCTION
Mendelian diploid models have been studied for over a century in context of population genetics (see
e.g. Yule, 1907, Fisher, 1918, Wright, 1931, Haldane, 1924a,Haldane, 1924b). See, e.g., Crow and Kimura,
1970, Nagylaki, 1992, Ewens, 2004, Bu¨rger, 2000 for text book expositions of population genetics. While
population genetics typically deal with models of fixed population size, adaptive dynamics, a variant that
developed in the 90ies (e.g. Hofbauer and Sigmund, 1990, Marrow et al., 1992, Metz et al., 1992), allows
for variable population sizes that are controlled by competition kernels that rule the competitive interaction
of populations with different phenotypes resp. geographic locations. Diploid models have been considered
in adaptive dynamics as early as 1999 Kisdi and Geritz, 1999. In a recent book by Metz, 2012, the general
biological explanation for the adaptive dynamics of Mendelian population was developed.
Starting in the mid-90ies, stochastic individual based models were introduced and investigated that allow
for a rigorous derivation of many of the predictions of adaptive dynamics on the basis of convincing models
for populations of interacting individuals that incorporate the canonical genetic mechanisms of birth, death,
mutation, and competition (see, e.g., Dieckmann and Law, 1996, Champagnat et al., 2001, Champagnat,
2006,Fournier and Me´le´ard, 2004,Champagnat et al., 2008,Champagnat and Me´le´ard, 2011). An important
and interesting feature of these models is that various scaling limits when the carrying capacity tends to
infinity while mutation rates and mutation step-size tend to zero yield different limit processes on different
time-scales. In this way, Champagnat, 2006 proof convergence to the Trait Substitution Sequence (TSS) (see,
e.g. Dieckmann and Law, 1996, Metz et al., 1996) and to the Canonical Equation of Adaptive Dynamics
(CEAD). In Champagnat and Me´le´ard, 2011 also the phenomenon of evolutionary branching under the
assumption of coexistence is derived rigorously. In a recent paper Baar et al., 2016 the convergence to
the CEAD is shown in the simultaneously combined limits of large population, rare mutations and small
mutational steps.
The models considered so far in this context almost exclusively assume haploid populations with a-sexual
reproduction. Exceptions are the paper Collet et al., 2013, where the TSS is derived in a Mendelian diploid
model under certain assumptions (that we will discuss below) and more recently some papers by Coron et al.,
2013, Coron, 2014, Coron, 2016. In the present paper we pick up this line of research and study a diploid
population with Mendelian reproduction similar to the one of Collet et al., 2013, but with one notable
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2difference in the assumptions. Each individual is characterised by a reproduction and death rate which
depend on a phenotypic trait (e.g. body size, hair colour, rate of food intake, age of maturity) determined by
its genotype, for which there exists two alleles A and a on one single locus. We examine the evolution of the
trait distribution of the three genotypes aa, aA and AA under the three basic mechanisms: heredity, mutation
and selection. Heredity transmits traits to new offsprings and thus ensures the continued existence of the trait
distribution. Mutation produces variation in the trait values in the population onto which selection is acting.
Selection is a consequence of competition for resources or area between individual. Collet et al., 2013 have
shown that in the limit of large population and rare mutations, and under the assumption of co-dominance,
the suitably time-rescaled process, converges to the TSS model of adaptive dynamics, essentially as shown in
Champagnat, 2006 in the haploid case. We now reverse the assumption of Collet et al., 2013 that the alleles
a and A are co-dominant and assume instead that A is the fittest and dominant allele, i.e., the genotypes aA
and AA have the same phenotype. We show that this has a dramatic effect on the evolution of the population
and, in particular, leads to a much prolonged survival of the ”unfit” phenotype aa in the population. More
precisely, we prove that the mixed type aA decays like 1/t, in contrast to the exponential decay in Collet
et al., 2013. This type of behaviour has been observed earlier in the context of population genetic models,
see. e.g. Nagylaki, 1992, Chapter 4. The main result of the present paper is to show that this fact translated
in the stochastic model into survival of the less fit phenotype for a time of order almost K1/4, when K is
the carrying capacity (i.e. the order of the total population size). Let us emphasise that the main difficulty
in our analysis is to control the behaviour of the stochastic system over a time horizon that diverges like a
power of K. This precludes in particular the use of functional laws of large numbers, or the like. Instead,
our proof relies on the stochastic Euler scheme developed in Baar et al., 2016. One could probably give
a heuristic derivation of this fact in the context of the diffusion approximation in the one locus two allele
model of population genetics (see, e.g. Ewens, 2004), but we are not aware of a reference where this has
actually been carried out.
Sexual reproduction in a diploid population amounts for the newborn to choose at random one of the
two alleles of each parent for its genotype. Hence, unfit alleles can survive in individuals with mixed
genotype and individuals with a pure genotype are potentially able to reinvade in the population under
certain circumstances, i.e. a new mutant allele B that appears before the extinction of the a allele that has
strong competition with the AA population but weak competition with the aa population may lead to a
resurgence of the aa population at the expense of the AA population and coexistence of the types aa and BB.
This would increase the genetic variability of the population. In other words, if we choose the mutation time
scale in such a way that there remain enough a-alleles in the population when a new mutation occurs and
if the new mutant can coexist with the unfit aa-individuals, then the aa-population can recover. Numerical
simulations show that this can happen but requires subtle tuning of parameters. This effect will be analysed
in a forthcoming publication. Related questions have recently been addressed in haploid models by Billiard
and Smadi, 2015.
2. MODEL SETUP AND GOALS
2.1. Introduction of the model. We consider a Mendelian diploid model introduced by Collet et al., 2013.
It models a population of a finite number of individuals with sexual reproduction, where each individual i
is characterised by two alleles, ui1u
i
2, from some allele space U ∈ R. These two alleles define the genotype
of individual i, which in turn defines its phenotype, φ(ui1u
i
2), through a function φ : U2 → R. We suppress
parental effects, thus φ(ui1u
i
2) = φ(u
i
2u
i
1). The individual-based microscopic Mendelian diploid model is
a non-linear stochastic birth-and-death process. Each individual has a Mendelian reproduction rate with
mutation and a natural death rate. Moreover, there is an additional death rate due to ecological competition
with the other individuals in the population. The following demographic parameters depend all on the
phenotype, but we suppress this from the notation. Let us define
fu1u2 ∈ R+ the per capita birth rate (fertility) of an individual with genotype u1u2.
Du1u2 ∈ R+ the per capita natural death rate of an individual with genotype u1u2.
K ∈ N the parameter which scales the population size.
cu1u2 ,v1v2
K ∈ R+ the competition effect felt by an individual with genotype u1u2 from
an individual with genotype v1v2.
µK ∈ R+ the mutation probability per birth event. Here it is independent of the
genotype.
σ > 0 the parameter scaling the mutation amplitude.
3m(u, dh) mutation law of a mutant allelic trait u + h ∈ U, born from an
individual with allelic trait u.
Scaling the competition function c down by a factor 1/K amounts to scaling the population size to order K.
K is called the carrying capacity. We are interested in asymptotic results when K is very large. We assume
rare mutation, i.e. µK  1. Hence, if a mutation occurs at a birth event, only one allele changes from u to
u + σh where h is a random variable with law m(u, dh) and σ ∈ [0, 1].
At any time t, there is a finite number, Nt, of individuals, each with genotype in U2. We denote by
u11u
1
2, ..., u
Nt
1 u
Nt
2 the genotypes of the population at time t. The population, νt, at time t is represented by the
rescaled sum of Dirac measures onU2,
νt =
1
K
Nt∑
i=1
δui1u
i
2
. (2.1)
νt takes values in
MK =
 1K
n∑
i=1
δui1u
i
2
∣∣∣∣n ≥ 0, u11u12, ..., un1un2 ∈ U2
 , (2.2)
whereM denotes the set of finite, nonnegative measures on U2 equipped with the vague topology. Define
〈ν, g〉 as the integral of the measurable function g : U2 → R with respect to the measure ν ∈ MK . Then
〈νt,1〉 = NtK and for any u1u2 ∈ U2, the positive number 〈νt,1u1u2〉 is called the density at time t of the
genotype u1u2. The generator of the process is defined as in Collet et al., 2013: First we define, for the
genotypes u1u2, v1v2 and a point measure ν, the Mendelian reproduction operator:
(Au1u2,v1v2F)(ν) =
1
4
[
F
(
ν +
δu1v1
K
)
+ F
(
ν +
δu1v2
K
)
+ F
(
ν +
δu2v1
K
)
+ F
(
ν +
δu2v2
K
)]
− F(ν), (2.3)
and the Mendelian reproduction-cum-mutation operator:
(Mu1u2,v1v2F)(ν) =
1
8
∫
R
[ (
F
(
ν +
δu1+hv1
K
)
+ F
(
ν +
δu1+hv2
K
))
mσ(u1, h)
+
(
F
(
ν +
δu2+hv1
K
)
+ F
(
ν +
δu2+hv2
K
))
mσ(u2, h)
+
(
F
(
ν +
δu1v1+h
K
)
+ F
(
ν +
δu2v1+h
K
))
mσ(v1, h)
+
(
F
(
ν +
δu1v2+h
K
)
+ F
(
ν +
δu2v2+h
K
))
mσ(v2, h)
]
dh − F(ν). (2.4)
The process (νt)t≥0 is then aMK-valued Markov process with generator LK , given for any bounded measur-
able function F :MK → R by:
(LKF)(ν) =
∫
U2
(
Du1u2 +
∫
U2
cu1u2,v1v2ν(d(v1v2))
) (
F
(
ν − δu1u2
K
)
− F(ν)
)
Kν(d(u1u2))
+
∫
U2
(1 − µK) fu1u2
(∫
U2
fv1v2
〈ν, f 〉 (Au1u2,v1v2F)(ν)ν(d(v1v2))
)
Kν(d(u1u2))
+
∫
U2
µK fu1u2
(∫
U2
fv1v2
〈ν, f 〉 (Mu1u2,v1v2F)(ν)ν(d(v1v2))
)
Kν(d(u1u2)). (2.5)
The first non-linear term describes the competition between individuals. The second and last linear terms
describe the birth without and with mutation. There, fu1u2
fv1v2
K〈ν, f 〉 is the reproduction rate of an individual with
genotype u1u2 with an individual with genotype v1v2. Note that we assume random mating with multiplica-
tive fertility (i.e. that birth rate is proportional to the product of the fertilities of the mates).
For all u1u2, v1v2 ∈ U2, we make the following Assumptions (A):
(A1) The functions f ,D and c are measurable and bounded, which means that there exists f¯ , D¯, c¯ < ∞
such that
0 ≤ fu1u2 ≤ f¯ , 0 ≤ Du1u2 ≤ D¯ and 0 ≤ cu1u2,v1v2 ≤ c¯. (2.6)
(A2) fu1u2 − Du1u2 > 0 and there exists c > 0 such that c ≤ cu1u2,v1v2 .
4(A3) For any σ > 0, there exists a function, m¯σ : R → R+, such that
∫
m¯σ(h)dh < ∞ and mσ(u, h) ≤
m¯σ(h) for any u ∈ U and h ∈ R.
For fixed K, under the Assumptions (A1) + (A3) and assuming that E(〈ν0,1〉) < ∞, Fournier and Me´le´ard,
2004 have shown existence and uniqueness in law of a process with infinitesimal generator LK . For K → ∞,
under more restrictive assumptions, and assuming the convergence of the initial condition, they prove the
convergence in D(R+,MK) of the process νK to a deterministic process, which is the solution to a non-linear
integro-differential equation. Assumption (A2) ensures that the population does not explode or becomes
extinct too fast.
2.2. Goal. We start the process with a monomorphic aa-population, where one mutation to an A-allele has
already occurred. That means, the initial population consists only of individuals with genotype aa except
one individual with genotype aA. The mutation probability for an individual with genotype u1u2 is given
by µK . Hence, the time until the next mutation in the whole population is of order 1KµK . Since the time a
mutant population needs to invade a resident population is of order lnK (see, e.g. Champagnat and Me´le´ard,
2011), we set the mutation rate 1KµK  ln(K) in order to be able to consider the fate of the mutant and the
resident population without the occurrence of a new mutation. In this setting, the allele space U = {a, A}
consist only of two alleles. Our results will imply that if the mutation rate is bigger than 1KK1/4−α , α > 0, then
a mutation will occur while the resident aa-population is small, but still alive, in contrast to the setting of
Collet et al., 2013, where the a-allele dies out by time lnK. This different behaviour can be traced to the
deterministic system that arises in the large K limit. Figure 1 (A-allele fittest and dominant) and Figure 2 (a
and A alleles co-dominant) show a simulation of the deterministic system of the two different models. We
see that in the settings of Collet et al., 2013 the mixed type aA dies out exponentially fast, whereas in the
model where A is the dominant allele, the mixed type decays much slowly. We will show below that this is
due to the fact that, under our hypothesis, the stable fixed point of the deterministic system is degenerate,
leading to an algebraic rather than exponential approach to the fixed point. The main task is to prove that
this translates into a survival of the unfit allele in the stochastic model for a time of order Kβ. We show that
this is indeed the case, with β = 1/4 − α. This implies that for mutation rates of order 1/K lnK, a further
mutant will occur in the AA population before the aa allele is extinct.
2.3. Assumptions on the model. Let Nuv(t) be the number of individuals with genotype uv ∈ {aa, aA, AA}
in the population at time t and set nuv(t) ≡ 1KNuv(t).
Definition 2.1. The equilibrium size of a monomorphic uu-population, u ∈ {a, A}, is the fixed point of a
1-dim Lotka-Volterra equation and is given by
n¯u =
fuu − Duu
cuu,uu
. (2.7)
Definition 2.2. For any u, v ∈ {a, A},
S uv,uu = fuv − Duv − cuv,uun¯u (2.8)
is called the invasion fitness of a mutant uv in a resident uu-population, where n¯u is given by (2.7).
We assume that the dominant A-allele defines the phenotype of an individual, i.e. AA and Aa individuals
have the same phenotype. In particular, the fertility and the natural death rates are the same for aA- and
AA-individuals. For simplicity, we assume that the competition rates are the same for all the three different
genotypes. To sum up, we make the following Assumptions (B) on the rates:
(B1) faa = faA ≡ fAA =: f ,
(B2) DAA ≡ DaA =: D but Daa = D + ∆,
(B3) cu1u2,v1v2 =: c, ∀u1u2, v1v2 ∈ {aa, aA, AA}.
Remark. We choose constant fertilities and constant competition rates for simplicity. What is really needed,
it that the fitness of the aA and AA types are equal and higher than that of the aa type.
Observe that, under Assumptions (B),
S aA,aa = S AA,aa = f − D − cn¯aa = f − D − c f − D − ∆c = ∆,
S aa,aA = S aa,AA = f − D − ∆ − cn¯AA = f − D − ∆ − c f − Dc = −∆. (2.9)
5Therefore, the aA-individuals are as fit as the AA-individuals and both are fitter than the aa-individuals. In
the Mendelian diploid model an individual chooses another individual uniformly at random as partner for
reproduction. For example, if we want to produce an individual with genotype aa, there are four possible
combinations for the parents: aa ↔ aa, aa ↔ aA, aA ↔ aa and aA ↔ aA. The first combination results
in an aa-individual with probability 1, the second and third one with probability 12 and the last one with
probability 14 . Using analogous reasoning for the other possible cases yields the following birth rates:
baa(Naa(t),NaA(t),NAA(t)) =
f
(
Naa(t) + 12NaA(t)
)2
Naa(t) + NaA(t) + NAA(t)
,
baA(Naa(t),NaA(t),NAA(t)) =
2 f
(
Naa(t) + 12NaA(t)
) (
NAA(t) + 12NaA(t)
)
Naa(t) + NaA(t) + NAA(t)
,
bAA(Naa(t),NaA(t),NAA(t)) =
f
(
NAA(t) + 12NaA(t)
)2
Naa(t) + NaA(t) + NAA(t)
. (2.10)
The death rates are the sum of the natural death and the competition:
daa(Naa(t),NaA(t),NAA(t)) = Naa(t) (D + ∆ + c(naa(t) + naA(t) + nAA(t))) ,
daA(Naa(t),NaA(t),NAA(t)) = NaA(t) (D + c(naa(t) + naA(t) + nAA(t))) ,
dAA(Naa(t),NaA(t),NAA(t)) = NAA(t) (D + c(naa(t) + naA(t) + nAA(t))) . (2.11)
In the sequel, the sum process, Σ(t), defined by
Σ(t) = naa(t) + naA(t) + nAA(t), (2.12)
plays an important role. A simple calculation shows that the sum process jumps up (resp. down) by rate bΣ
(resp. dΣ) given by
bΣ(Naa(t),NaA(t),NAA(t)) = f KΣ(t), dΣ(Naa(t),NaA(t),NAA(t)) = DKΣ(t) + ∆Naa(t). (2.13)
3. MAIN THEOREMS
In the sequel we denote by τn, n ≥ 1, the ordered sequence of times when a mutation occurs in the
population. We assume τ0 = 0 and make following Assumption C on the mutation rate µK :
(C) ln(K)  1
KµK
 K1/4−α. (3.1)
We recall one result from Collet et al., 2013 (Proposition D.2) which carry over to our setting: it is shown
that if the resident population naa(t) is in a δ-neighbourhood of its equilibrium n¯a, then naa(t) stays in this
neighbourhood for an exponentially long time, as long as the mutant population is smaller than δ. The proof
of this result is based on large deviation estimates (see Freidlin and Wentzell, 1984).
Proposition 3.1 (Proposition D.2 in Collet et al., 2013). Let supp(νK0 ) = {aa} and let τ1 denote the first
mutation time. For any sufficiently small δ > 0, if 〈νK0 ,1aa〉 belongs to the δ/2-neighbourhood of n¯a then the
time of exit of 〈νKt ,1aa〉 from the δ-neighbourhood of n¯a is bigger than eVK ∧ τ1, for V > 0, with probability
converging to 1. Moreover, there exists a constant M, such that, for any sufficiently small δ > 0, this remains
true, if the death rate of an individual with genotype aa,
D + cK〈νKt ,1aa〉, (3.2)
is perturbed by an additional random process that is uniformly bounded by Mδ.
We start the population process when naa is in a δ/2-neighbourhood of its equilibrium, n¯a, and there is
one individual with genotype aA. The first theorem says that there is a positive probability that the mutant
population fixates in the resident aa-population and the second theorem gives the time for the invasion of
the mutant population and a lower bound on the survival time of the recessive a-allele. Define
τmutδ ≡ inf{t ≥ 0 : 2nAA(t) + naA(t) ≥ δ}, (3.3)
τmut0 ≡ inf{t ≥ 0 : 2nAA(t) + naA(t) = 0}. (3.4)
6Theorem 3.2 (Proposition D.4 in Collet et al., 2013). Let (zK) be a sequence of integers such that zKK
converges to n¯a, for K → ∞. Then
lim
δ→0
lim
K→∞P
zK
K δaa+
1
K δaA
(τmutδ < τ
mut
0 ) =
∆
f
, (3.5)
where we recall that ∆ is the invasion fitness of a mutant aA in a resident aa-population (cf. 2.9).
We now state the main results of this paper:
Theorem 3.3. Consider the model verifying Assumptions A and B. Let δ > ε, α > 0 and
τhitη ≡ inf{t ≥ τmutδ : naA(t) ≤ η}. (3.6)
Define τsur ≡ τhitK−1/4+α − τhitε . Then, conditional on survival of the mutant, i.e., on the event {τmutδ < τmut0 }, with
probability converging to one as K ↑ ∞, the following statements hold:
(i) τhitε = O(lnK), and
(ii) τsur = O(K1/4−α).
Remark. As long as there are aA-individuals in the population, the smaller aa-population does not die out,
since the aA- population always gives birth to aa-individuals. For smaller values of the power 14 − α in
(ii), the natural fluctuations of the big AA-population are too high: the death rate of naa(t) can be too large
due to the competition felt by nAA(t) and could induce the death of the aa-population and hence also of the
aA-population.
The next theorem states that if the mutation rate satisfies Assumption C, then a new mutation to a (possi-
bly fitter) allele, B, occurs while some a-alleles are still alive. This mutation will happen after the invasion
of the mutant population and when the mixed type aA-population already decreased to a small level again.
More precisely,
Theorem 3.4. Assume that Assumption C is satisfied. Then, with probability converging to one,
τhitε ∧ τ1 = τhitε and τ1 ∧ τhit0 = τ1. (3.7)
The interest in this result lies in the fact that a new mutant allele B that appears before the extinction of
the a allele that has strong competition with the AA population but weak competition with the aa population
may lead to a resurgence of the aa population at the expense of the AA population and coexistence of the
types aa and BB. Numerical simulations show that this can happen but requires subtle tuning of parameters.
Since the proofs of the main theorems (3.2, 3.3, 3.4) have several parts and are quite technical, we first give
an outline of them before we turn to the details (Section 5.2).
3.1. Outline of the proofs.
3.1.1. Heuristics leading to the main theorems. The basis of the main theorems is the observation of the
different behaviour of the limiting deterministic system, when A is the fittest and dominant one and when
the alleles are co-dominant Collet et al., 2013. More precisely, they have dissimilar long-term behaviour (cf.
Figure 1 and 2).
By analysing the systems one gets that both have the same fixed points naa ≡ (n¯a, 0, 0) and nAA ≡ (0, 0, n¯A).
The computation of the eigenvalues of the Jacobian matrix at the fixed point naa yields in both models two
negatives and one positive eigenvalues. Hence in both systems the fixed point naa is unstable. In contrast,
the eigenvalues at the fixed point nAA are all negative in the system of Collet et al., 2013 whereas in this
model there is one zero eigenvalue. This leads to the different long term behaviour towards the stable fixed
point nAA. In Collet et al., 2013 model the aA-population dies out exponentially fast whereas in this model
the degenerated eigenvalue corresponds to a decay of naA(t) like a function f (t) = 1t . The goal is to show
that the stochastic system behaves like the deterministic system.
3.1.2. Organisation of the proofs. The main theorems describe the invasion of a mutant in the resident
population, and the survival of the recessive allele. This invasion can be divided into three phases, in a
similar way as in Champagnat, 2006, Collet et al., 2013, or Baar et al., 2016 (cf. Figure 3) (the general idea
that an invasion can be divided in these phases is of course much older, see, e.g. Rouhani and Barton, 1987):
Phase 1: Fixation of the mutant population,
Phase 2: Invasion of the mutant population,
7FIGURE 1. Our Model: A fittest type
and dominant
FIGURE 2. Collet et al. Model: a and
A co-dominant
FIGURE 3. The three phases of the proof (Simulation by Loren Coquille)
Phase 3: Survival of the recessive allele.
The first two phases are similar to the ones in Collet et al., 2013, whereas the last phase will be analysed in
ten steps. Technically, the analysis uses tools developed in Baar et al., 2016 and classical potential methods
(see p.e. Bovier and den Hollander, 2015).
Settings for the steps
Step 1: Upper bound on Σ(t),
Step 2: Upper bound on naa(t),
Step 3: Lower bound on Σ(t),
Step 4: Upper and lower bound on nAA(t),
Step 5: Decay of naA(t),
Step 6: Decay time of naA(t),
Step 7: Decay and decay time of naa(t),
Step 8: Growth and growth time of Σ(t),
Total decay time of naA(t).
Phase 1: Fixation of the mutant population. In the first phase we show that there is a positive probability
that the fitter mutant population A(t) ≡ naA(t) + 2nAA(t) fixates in the resident population. More precisely,
8as long as the mutant population size is smaller than a fixed δ, the resident aa-population stays close to its
equilibrium n¯a (Proposition 3.1) and its dynamics is nearly the same as before since the influence of the
mutant population is negligible. We can approximate the dynamics of the mutant population A(t) by a birth
and death process and can show that the probability that this branching process increases to a δ-level is close
to its survival probability and hence also the probability that the mutant population A(t) ≡ naA(t) + 2nAA(t)
grows up to a size δ. This is the content of Theorem 3.2.
Phase 2: Invasion of the mutant population. The fixation (Phase 1) ends with a macroscopic mutant pop-
ulation of size δ. In the second phase the mutant population invades the resident population and suppresses
it. By the Large Population Approximation (Theorem 4.1, Fournier and Me´le´ard, 2004) the behaviour of
the process is now close to the solution of the deterministic system (4.1) with the same initial condition on
any finite time interval, when K tends to infinity. Thus, we get from the analysis of the dynamical system
in Section 4 that any solution starting in a δ-neighbourhood of (n¯a, 0, 0) converges to an ε-neighbourhood
of (0, 0, n¯A) in finite time (t2 in Figure 3). Since we see in the dynamical system that as soon as the AA-
population is close to its equilibrium, the aA-population decays like 1t , we only proceed until naA decreases
to an ε-level to ensure that the duration of this phase is still finite.
In Champagnat, 2006, it is shown that the duration of the first phase is of order O(lnK) and that the
time for the second phase is bounded. Thus the time needed by the aA-population to reach again the ε-level
after the fixation is of order O(lnK) (cf. Theorem 3.3 (i)). From Proposition 3.1 we get that the resident
aa-population stays in a δ-neighbourhood of its equilibrium n¯a an exponentially long time exp(VK) as long
as the mutant population is smaller than δ. Thus we can approximate the rate of mutation until this exit time
by µK f Kn¯a. Hence the waiting time for mutation to occur is of order 1KµK . Champagnat, 2006 proved that
there is also no accumulation of mutations in the second phase. More precisely, he shows that, for any initial
condition, the probability of a mutation on any bounded time interval is very small:
Lemma 3.5 (Lemma 2 (a) in Champagnat, 2006). Assume that the initial condition of νt satisfies
supK E(〈ν0,1〉) < ∞. Then, for any η > 0, there exists an ε > 0 such that, for any t > 0,
lim sup
K→∞
PKν0
(
∃n ≥ 0 : t
KµK
≤ τn ≤ t + εKµK
)
< η, (3.8)
where τn are the ordered sequence of times when a mutation occurs, defined in the beginning of Chapter 3.
Using Lemma 3.5, we get that, for fixed η > 0, there exists a constant, η > ρ > 0, such that, for sufficiently
large K,
P zK
K δaa+
1
K δaA
(
τ1 <
ρ
KµK
)
< δ, (3.9)
where τ1 is the time of the next mutation. Thus, the next mutation occurs with high probability not before a
time ρKµK . Hence, under the assumption that
ln(K)  1
KµK
, (3.10)
(cf. left inequality of (3.1)) there appears no mutation before the first and second phase are completed.
Phase 3: Survival of the recessive allele. The last phase starts as soon as naA(t) has decreased to an ε-level.
This phase is different from the one in Champagnat, 2006 and Collet et al., 2013, since the analysis of the
deterministic system in Section 4 reveals that naA(t) decreases only like a function f (t) = 1t , in contrast to the
exponential decay in Collet et al., 2013. Thus, we may expect that the time to extinction will not be O(lnK)
anymore, and the recessive allele a will survive in the population for a much longer time. This is a situation
similar to the one encountered in Baar et al., 2016, where it was necessary to show that the stochastic system
remains close to a deterministic one over times of order Kα due to the fact that the evolutionary advantage
of the mutant population vanishes like a negative power of K. Just as in that case, we cannot use the Law of
Large Numbers, but we adopt the stochastic Euler scheme from Baar et al., 2016 to show that the behaviour
of the deterministic and the stochastic system remain close for a time of order K1/4−α.
Let us put this scheme on a mathematically footing:
Settings for the steps. We define stopping times depending on naA(t) in such a way that we can control
the other processes naa(t), nAA(t), and Σ(t) on the resulting time intervals. Fix ε > 0 and ϑ > 0 such that
9ε < ∆2 < ϑ < ∆. We set
x =
(
f + ϑ
f + ∆
) 1
2
, (3.11)
and, for 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
, with α > 0, we define the stopping times on naA(t) by
τi+aA ≡ inf
{
t ≥ τi−aA : naA(t) ≥ xi + x2i2
}
, (3.12)
τi−aA ≡ inf
{
t ≥ τ(i−1)−aA : naA(t) ≤ xi
}
. (3.13)
During the time intervals t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA
]
, naA(t) ∈
[
xi+1ε, xiε + x2iε2
]
. The upper bound on i is chosen
in such a way that
xiε ≥ K−1/4+α. (3.14)
The following eight steps will be iterated from i = 0 to i =
⌊− ln(εK1/4−α)
ln(x)
⌋
.
Remark. Since in Phase 3 the biggest contribution to the birth rate of naa(t) is given by the combination of
two aA-individuals, naa behaves like n2aA. We let naA decrease only until K
−1/4+α. Afterwards naa would be of
smaller order than K−1/2 and the natural fluctuations of the big AA-population, of order K−1/2, would induce
the death of the aa-population due to competition. Since naa contributes to the birth of the aA-population
we also loose the control over this.
Step 1: Upper bound on Σ(t). We show that, on the time interval t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
, there exists
a constant, MΣ > 0, such that the sum process Σ(t) does not exceed the level n¯A + 3MΣ(x2iε2)1+α, with high
probability:
Proposition 3.6. For all M > 0 and 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
, let
ταΣ,M ≡ inf
{
t > τi−aA : Σ(t) − n¯A ≥ 3M(x2iε2)1+α
}
. (3.15)
Then there exists a constant MΣ > 0 such that
P
[
ταΣ,MΣ < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
= o(K−1). (3.16)
FIGURE 4. Steps of the proof (Simulation by Loren Coquille)
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To prove Proposition 3.6, we define the difference process between Σ(t)K and n¯AK and couple it to a
birth-death-immigration process. We show that this process jumps up with probability less than 12 and show
that the probability that the process reaches the level 3MΣ(x2iε2)1+αK before going to zero, is very small.
Then we show that the process returns many times to zero until it reaches the level 3MΣ(x2iε2)1+αK and
calculate the time for one such return.
Remark. This is only a coarse bound on the sum process Σ(t) but with our initial conditions we are not able
to get a finer one. After Step 7 we have enough information to refine it but for the iteration this upper bound
suffices.
Step 2: Upper bound on naa(t). An upper bound on naa(t) is obtained similarly as in Step 1. Let
γ∆ ≡
f + ∆2
4n¯A( f + ∆)
. (3.17)
We show that, on the time interval t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
, there exists a constant, Maa > 0, such that
the aa-population does not exceed the level γ∆x2iε2 + 3Maa(x2iε2)1+α, with high probability:
Proposition 3.7. For all M > 0 and 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
, let
ταaa,M ≡ inf
{
t > τi−aA : naa(t) − γ∆x2iε2 ≥ 3M(x2iε2)1+α
}
. (3.18)
Then there exists a constant, Maa > 0, such that
P
[
ταaa,Maa < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
= o(K−1). (3.19)
The proof is similar to the one in Step 1. We define the difference process between naa(t)K and γ∆x2iε2K
and couple it to a birth-death-immigration process. We show that this branching process jumps up with prob-
ability less than 12 . Again, we show that the probability that the process reaches the level 3Maa(x
2iε2)1+αK
before going to zero, is very small. Then we show that the process returns many times to zero until it reaches
the level 3Maa(x2iε2)1+αK and calculate the time for one such return.
Step 3: Lower bound on Σ(t). With the results from the previous steps, we can bound Σ(t) from below.
We show that on the time interval t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
the sum process does not drop below n¯A −
∆+ϑ
cn¯A
γ∆x2iε2 − 3MΣ(x2iε2)1+α, with high probability:
Proposition 3.8. For all M > 0 and 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
, let
ταΣ,M ≡ inf
{
t > τi−aA : Σ(t) −
(
n¯A − ∆ + ϑcn¯A γ∆x
2iε2
)
≤ −3M(x2iε2)1+α
}
. (3.20)
Then there exists a constant, MΣ > 0, such that
P
[
ταΣ,MΣ < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
= o(K−1). (3.21)
The proof is similar to those in Step 1 and 2.
Step 4: Lower and upper bound on nAA(t). Since we now have bounded the processes naa(t), naA(t) and
Σ(t) from above and below (for naa(t) it suffices to set the lower bound to zero), it is easy to get a lower
and an upper bound on nAA(t) on the time interval t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
. There exists a constant,
MAA > 0, such that with high probability nAA(t) does not drop below n¯A − xiε − MAAx2iε2 (Proposition 3.9),
and does not exceed the level n¯A − x(i+1)ε − MAA(x2iε2)1+α (Proposition 3.10):
Proposition 3.9. For all M > 0 and 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
, let
τ2iAA,M ≡ inf
{
t > τi−aA : nAA(t) −
(
n¯A − xiε
)
≤ −Mx2iε2
}
. (3.22)
Then there exists a constant MAA > 0 such that
P
[
τ2iAA,MAA < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
= o(K−1). (3.23)
Proposition 3.10. For all M > 0 and 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
, let
ταAA,M ≡ inf
{
t > τi−aA : nAA(t) −
(
n¯A − xi+1ε
)
≥ M(x2iε2)1+α
}
. (3.24)
Then there exists a constant, MAA > 0, such that
P
[
ταAA,MAA < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
= o(K−1). (3.25)
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Step 5: Decay of naA(t). We now have upper and lower bounds for all the single processes, for t ∈[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
. Using these bounds, we prove that naA(t) has the tendency to decrease on a
given time interval. We show that, with high probability, naA(t), restarted at xiε (i.e. we set τi−aA = 0), hits the
level xi+1ε before it reaches the level xiε + x2iε2.
Proposition 3.11. There exists a constant C > 0 such that, forall 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
P
[
τi+aA < τ
(i+1)−
aA
∣∣∣naA(0) = xiε] ≤ K1/4−α exp (−CK1/4+3α) . (3.26)
For the proof we couple naA(t) to majorising and minorising birth-death-immigration processes and show
that these processes jump up with probability less than 12 . This way we prove that with high probability
naA(t) reaches xi+1ε before going back to xiε + x2iε2.
Step 6: Decay time of naA(t). This is the step where we see that naA(t) decays like a function f (t) = 1t .
Precisely, it is shown that the time which the aA-population needs to decrease from xiε to xi+1ε is of order
1
xiε :
Proposition 3.12. Let
θi(aA) ≡ inf
{
t ≥ 0 : naA(t) ≤ xi+1ε
∣∣∣naA(0) = xiε} , (3.27)
the decay time of naA(t) on the time interval t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
. Then for all 0 ≤ i ≤
⌊− ln(εK1/4−α)
ln(x)
⌋
there exist finite, positive constants, Cl,Cu, and a constant M > 0, such that
P
[Cu
xiε
≥ θi(aA) ≥ Clxiε
]
≥ 1 − exp
(
−MK1/2+2α
)
. (3.28)
To prove this proposition we calculate an upper bound on the decay time of the majorising process ob-
tained in Step 5 and a lower bound on the decay time of the minorising process of the same order. Precisely,
we estimate the number of jumps the processes make until they reach xi+1ε, and the time of one jump.
Step 7: Decay and decay time of naa(t). To carry out the iteration, we have to ensure that, on a given time
interval, the aa-population decreases below the upper bound needed for the next iteration step. We show that
naa(t) decreases from γ∆x2iε2+Maa(x2iε2)1+α to γ∆x2i+2ε2, and stays smaller than γ∆x2i+2ε2+Maa(x2i+2ε2)1+α
when naA(t) reaches xi+1ε:
Proposition 3.13. For t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
, naa(t) moves from γ∆x2iε2 +Maa(x2iε2)1+α to γ∆x2i+2ε2
the process naA decreases from xiε to xi+1ε, and stays below γ∆x2i+2ε2 + Maa(x2i+2ε2)1+α until naA(t) hits the
xi+1ε-level.
The proof of this proposition has three parts: First, as in Step 5, we show that naa(t) has the tendency
to decrease and that it reaches γ∆x2i+2ε2 before going back to γ∆x2iε2 + Maa(x2iε2)1+α. The second part is
similar to Step 6, where we estimate the number of jumps and the duration of one jump of the process. In
the last part we show, as in Step 2, that the process stays below γ∆x2i+2ε2 + Maa(x2i+2ε2)1+α until naA(t) hits
the level xi+1ε and the next iteration step starts.
Step 8: Growth and growth time of Σ(t). Similarly to Step 7, we also have to ensure that the sum process
increases from the level n¯A − ∆+ϑcn¯A γ∆x2iε2 − MΣ(x2iε2)1+α to n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 on a given time interval and
is greater than n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 − MΣ(x2i+2ε2)1+α when the aA-population reaches the level xi+1ε:
Proposition 3.14. While naA decreases from xiε to xi+1ε, the sum process Σ(t) increases from
n¯A − ∆+ϑcn¯A γ∆x2iε2 − MΣ(x2iε2)1+α to n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 and stays above n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 − MΣ(x2i+2ε2)1+α
until the aA-population hits the xi+1ε-level.
The proof uses the same three parts as described in the proof of Proposition 3.13.
Total decay time of naA(t). We iterate Step 1 to 8 until i =
⌊− ln(εK1/4−α)
ln(x)
⌋
, the value for which naA(t) is of order
K−1/4+α. Finally, we sum up the decay time of the aA-population in each iteration step and get the desired
result (Theorem 3.3 (ii)).
Moreover, we ensure the upper bound on the mutation probability µK in Theorem 3.4.
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4. THE DETERMINISTIC SYSTEM
4.1. The large population approximation. The main ingredient for the second phase is the deterministic
system, since we know from Fournier and Me´le´ard, 2004 or Collet et al., 2013 that, for large populations,
the behaviour of the stochastic process is close to the solution of a deterministic equation. Thus we analyse
it here.
Proposition 4.1 (Proposition 3.2 in Collet et al., 2013). Let T > 0 and C ⊂ R3+ compact. Assume that the
initial condition 1K (N
0
aa,N
0
aA,N
0
AA) converges almost surely to a deterministic vector (x0, y0, z0) ∈ C when K
goes to infinity. Let (x(t), y(t), z(t)) = φ(t; (x0, y0, z0)) denote the solution to
φ˙(t; (x0, y0, z0)) =
 b˜aa(x(t), y(t), z(t)) − d˜aa(x(t), y(t), z(t))b˜aA(x(t), y(t), z(t)) − d˜aA(x(t), y(t), z(t))
b˜AA(x(t), y(t), z(t)) − d˜AA(x(t), y(t), z(t))
 =: X(x(t), y(t), z(t)), (4.1)
where
b˜aa(x(t), y(t), z(t)) =
( faax(t) + 12 faAy(t))
2
( faax(t) + faAy(t) + fAAz(t))
,
d˜aa(x(t), y(t), z(t)) = x(t)(Daa + caa,aax(t) + caa,aAy(t) + caa,AAz(t)),
and similar expression for the aA- and AA-type. Then, forall T > 0,
lim
K→∞ supt∈[0,T ]
|nuv(t) − φuv(t; (n0aa, n0aA, n0AA))| = 0 , a.s., (4.2)
for all uv ∈ {aa, aA, AA}.
Thus, to understand the behaviour of the process we have to analyse the deterministic system (4.1) above.
The vector field (4.1) of the model we consider is given by
X(x, y, z) = X∆(x, y, z) =

f (x+
1
2 y)
2
x+y+z − (D + ∆ + c(x + y + z))x
2 f (x+
1
2 y)(z+
1
2 y)
x+y+z − (D + c(x + y + z))y
f (z+
1
2 y)
2
x+y+z − (D + c(x + y + z))z
 , (4.3)
which has some particular properties:
Theorem 4.2. Assume (A)+(B) and let ε > 0, then
(i) the vector field (4.3) has the unstable fixed point naa ≡ (n¯a, 0, 0) and the stable fixed point nAA ≡
(0, 0, n¯A),
(ii) the Jacobian matrix at the unstable fixed point naa, DX∆(naa), has two negative and one positive
eigenvalues,
(iii) the Jacobian matrix at the stable fixed point nAA, DX∆(nAA), has two negative and one zero eigen-
values,
(iv) for % < f∆, and as soon as the aA-population decreased to an ε-level, then
2n¯A( f + ∆)
( f∆ + %)t + 2n¯A( f+∆)
ε
≤ naA(t) ≤ 2n¯A( f + ∆)
( f∆ − %)t + 2n¯A( f+∆)
ε
. (4.4)
There is also a biological explanation for the behaviour of naA(t) described in Theorem 4.2 (iv). Since
the A-allele is the fittest and dominant one and because of the phenotypic viewpoint the aA-population is as
fit as the AA-population and both die with the same rate. The aA-population only decreases because of the
disadvantage in reproduction due to the less fit, decreasing aa-population. Observe that Theorem 4.2 (i)+(ii)
also holds in the model of Collet et al., 2013 (cf. Proposition 3.3 therein) but the Jacobian matrix of their
fixed point nAA has three negative eigenvalues and thus they get the exponential decay of naA(t).
The behaviour of solutions of the deterministic system can be analysed using the following result of Collet
et al., 2013:
Theorem 4.3 (Theorem C.2 in Collet et al., 2013). Let ζ = uA − ua be the variation of the allelic trait.
Suppose it is non zero and of small enough modulus. If ζ dS aA,aadζ (0) > 0 then the fixed point naa is unstable
and we have fixation for the macroscopic dynamics.
More precisely, there exists an invariant stable curve Γζ which joins naa to nAA. Moreover there exists an
invariant tubular neighbourhoodV of Γζ such that the orbit of any initial condition inV converges to nAA.
If ζ dS aA,aadζ (0) < 0 the fixed point naa is stable and the mutant disappears in the macroscopic dynamics.
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FIGURE 5. The curves Γ0, Γ∆ and the tubeV in the perturbed vector field X∆ (Simulation by Loren Coquille)
Their proof works as follows. First they consider the unperturbed version X0 of the vector field (4.1)
in the case of neutrality between the alleles A and a. That is fu1u2 = f , Du1u2 = D and Cu1u2,v1v2 = c,
for u1u2, v1v2 ∈ {aa, aA, AA}. They get that this system has a line of fixed points Γ0 which is transversally
hyperbolic. Afterwards they consider the system Xζ with small perturbations ζ. From Theorem 4.1 in Hirsch
et al., 1977 (p. 39) they deduce that there exists an attractive and invariant curve Γζ , converging to Γ0, as
ζ → 0. Hence, there is a small enough tubular neighbourhood V of Γ0 such that Γζ is contained in V and
attracts all orbits with initial conditions in V (cf. Figure 3). To show that the orbit of any initial condition
on Γζ converges to one of the two fixed points naa or nAA, one have to ensure that the vector field does not
vanish on Γζ , except for these two fixed points. Since the curve Γζ is attractive, it is equivalent to look for the
fixed points in the tubular V. For finding the zero points in V, Collet et al., 2013 use linear combinations
of the left eigenvectors of DX0(Γ0(v))t, with the perturbed vector field Xζ . First they quote to zero the two
linear combinations with the eigenvectors which span the stable affine subspace. By the implicit function
Theorem, they get a curve which contains all possible zeros inV (cf. Proposition B.2 in Collet et al., 2013).
Then they consider the last linear combination and look for the points on the received curve where it vanish.
Under the conditions that the derivative of the third linear combination at the point n¯A is non zero and does
not vanishes between the fixed points ±n¯A they get that Xζ has only two zeros in a tabular neighbourhood of
Γ0 (cf. Theorem B.4 in Collet et al., 2013).
We have to do some extra work to get the same result for the model with dominant A-allele since the
derivative of the third linear combination in our model, described above, is zero at the point n¯A. But by an
easy calculation (see (5.31) and (5.32)) we can indeed prove that this point is an isolated zero and we can
deduce from Theorem 4.3 the following corollary, which is the main result we need about the dynamical
system.
Corollary 4.4. Let ∆ , 0 small enough.
(i) The attracting and invariant curve Γ∆ of the perturbed vector field X∆ (4.1) contained in the positive
quadrant, is the piece of unstable manifold between the equilibrium points naa and nAA.
(ii) There exists an invariant tubular neighbourhoodV of Γ∆ such that the orbit of any initial condition
inV converges to the equilibrium point nAA.
Hence, if we start the process in a neighbourhood of the unstable fixed point naa, it will leave this neigh-
bourhood in finite time and converge to a neighbourhood of the stable fixed point nAA.
5. PROOFS OF THEOREM 4.2 AND THE MAIN THEOREMS
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5.1. Analysis of the deterministic system. Because of Proposition 4.1 we have to analyse the deterministic
system (4.1) (a simulation is shown in Figure 1).
Proof of Theorem 4.2. In the following we consider the differential equations of naa(t), naA(t) and nAA(t),
given by (4.3):
n˙aa(t) = f
(
naa(t) + 12naA(t)
)2
Σ(t)
− naa(t)(D + ∆ + cΣ(t)), (5.1)
n˙aA(t) = 2 f
(
naa(t) + 12naA(t)
) (
nAA(t) + 12naA(t)
)
Σ(t)
− naA(t)(D + cΣ(t)), (5.2)
n˙AA(t) = f
(
nAA(t) + 12naA(t)
)2
Σ(t)
− nAA(t)(D + cΣ(t)). (5.3)
The Fixed Points: By summing (5.1) to (5.3) first, and two times (5.3) and (5.2), we see that the vector
field (4.3) vanishes for the points naa and nAA. The Jacobian matrix at the fixed point naa is given by
DX∆((n¯a, 0, 0)) =
− f + D + ∆ − f + D + ∆ −2 f + D + ∆0 ∆ 2 f0 0 − f + ∆
 . (5.4)
The matrix has the three eigenvalues λ1 = −( f −D−∆), λ2 = ∆ and λ3 = −( f −∆). For ∆ small enough and
from Assumption (A2) we know that λ1, λ3 < 0, whereas λ2 > 0. Thus the fixed point naa is unstable.
The Jacobian matrix at the fixed point nAA is given by
DX∆((0, 0, n¯A)) =
 − f − ∆ 0 02 f 0 0−2 f + D − f + D − f + D
 , (5.5)
it has the three eigenvalues λ1 = − f − ∆ < 0, λ2 = 0 and λ3 = −( f − D) < 0, from Assumption (A2). The
fact that one of the eigenvalues is zero is the main novel feature of this system compared to that count in
Collet et al., 2013. Because of the zero eigenvalue, nAA is a non-hyperbolic equilibrium point of the system
and linearization fails to determine its stability properties. Instead, we use the result of the center manifold
theory (Hirsch et al., 1977, Perko, 2001) that asserts that the qualitative behaviour of the dynamical system
in a neighbourhood of the non-hyperbolic critical point nAA is determined by its behaviour on the center
manifold near nAA.
Theorem 5.1 (The Local Center Manifold Theorem 2.12.1 in Perko, 2001). Let f ∈ Cr(E), where E is an
open subset of Rn containing the origin and r ≥ 1. Suppose that f (0) = 0 and Df (0) has c eigenvalues with
zero real parts and s eigenvalues with negative real parts, where c + s = n. Then the system z˙ = f (z) can be
written in diagonal form
x˙ = Cx + F(x, y)
y˙ = Py +G(x, y), (5.6)
where z = (x, y) ∈ Rc × Rs, C is a c × c-matrix with c eigenvalues having zero real parts, P is a s × s-matrix
with s eigenvalues with negative real parts, and F(0) = G(0) = 0,DF(0) = DG(0) = 0. Furthermore, there
exists δ > 0 and a function, h ∈ Cr(Nδ(0)), where Nδ(0) is the δ-neighbourhood of 0, that defines the local
center manifold and satisfies:
Dh(x)[Cx + F(x, h(x))] − Ph(x) −G(x, h(x)) = 0, (5.7)
for |x| < δ. The flow on the center manifold Wc(0) is defined by the system of differential equations
x˙ = Cx + F(x, h(x)), (5.8)
for all x ∈ Rc with |x| < δ.
The fact that the center manifold of our system near nAA has dimension one, simplifies the problem of
determining the stability and the qualitative behaviour of the flow on it near the non-hyperbolic critical
point. The Local Center Manifold Theorem shows that the non-hyperbolic critical point nAA is indeed a
stable fixed point and that the flow on the center manifold near the critical point behaves like a function 1t .
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This can be seen as follows: Assume that naA(t) has decreased to a level ε. Let nAA(t) = z(t), naA(t) = y(t)
and naa(t) = x(t). By the affine transformation nAA 7→ nAA − n¯A we get a translated system
Y(z, y, x) =

f (z+n¯A+
1
2 y)
2
z+y+x+n¯A
− (D + c(z + y + x + n¯A))(z + n¯A)
2 f (z+n¯A+
1
2 y)(x+
1
2 y)
z+y+x+n¯A
− (D + c(z + y + x + n¯A))y
f (x+
1
2 y)
2
z+y+x+n¯A
− (D + ∆ + c(z + y + x + n¯A))x
 , (5.9)
which has a critical point at the origin. The Jacobian matrix of Y at the fixed point (0, 0, 0) is given by
DY((0, 0, 0)) =
−( f − D) −( f − D) −(2 f − D)0 0 2 f0 0 −( f + ∆)
 , (5.10)
which has the eigenvalues λ1 = −( f − D), λ2 = 0 and λ3 = −( f + ∆) with corresponding eigenvectors
EV1 =
100
 , EV2 =
−110
 , and EV3 =

f D+∆(2 f−D)
( f+∆)(D+∆)
− 2 ff+∆
1
 . (5.11)
We can find a transformation
T =

1 1 DD+∆
0 1 2 ff+∆
0 0 1
 , (5.12)
that transforms DY((0, 0, 0)) into a block matrix. The change of variablesz˜y˜x˜
 = T
zyx
 , (5.13)
casts the system into the form
˙˜z = z˙ + y˙ +
D
D + ∆
x˙, ˙˜y = y˙ +
2 f
f + ∆
x˙, ˙˜x = x˙. (5.14)
Let h(y˜) be the local center manifold. We approximate h(y˜) =
(
h1
h2
)
y˜2 + O(y˜3) and substitute the series
expansions into the center manifold equation (5.7)(
2h1y˜
2h2y˜
)
˙˜˜y(h1y˜2, y˜, h2y˜2) =
( ˙˜z(h1y˜2, y˜, h2y˜2)
˙˜x(h1y˜2, y˜, h2y˜2)
)
. (5.15)
To determine h1 and h2 we compare the coefficients of the same powers of y˜. We first consider ˙˜y(h1y˜2, y˜, h2y˜2)
and get that the coefficient of y˜ is zero. The first coefficients which are not zero at the right hand side are
the ones of y˜2. Thus we have to compare these with the coefficient of y˜2 on the left hand side which is zero
as mentioned above. Hence, the coefficient of ˙˜x(h1y˜2, y˜, h2y˜2) of y˜2, which is −h2( f + ∆) + f4n¯A , equals zero
and we get h2 =
f
4n¯A( f+∆)
. From the coefficient of ˙˜z(h1y˜2, y˜, h2y˜2) of y˜2, which is Dh1 − f∆(2D+∆)4n¯A( f+∆)(D+∆) , we get
h1 =
f∆(2D+∆)
4n¯AD( f+∆)(D+∆)
. Thus the local center manifold is given by
h(y˜) =
 f∆24n¯AD( f+∆)(D+∆)f
4n¯A( f+∆)
 y˜2 + O(y˜3). (5.16)
Substitution of this result into ˙˜y yields the flow on the local center manifold
˙˜y = − f∆
2n¯A( f + ∆)
y˜2 + O(y˜3). (5.17)
We can bound the solution of this equation with initial condition y(0) = ε by
2n¯A( f + ∆)
( f∆ + %)t + 2n¯A( f+∆)
ε
≤ y˜(t) ≤ 2n¯A( f + ∆)
( f∆ − %)t + 2n¯A( f+∆)
ε
, (5.18)
for % < f∆. Thus we see that nAA is a stable fixed point and naA(t) approaches this fixed point like a function
1
t . 
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In contrast to the model of Collet et al., 2013, we see in the proof that naA(t) does not dies out exponen-
tially fast. Instead it decays like a function f (t) = 1t , as soon as naA + nAA ≈ n¯A and thus survives a longer
time in the population (cf. Figure 1 and 2). Up to now, we know how the deterministic system evolves near
its fixed points. Namely: if we start the process in a neighbourhood of the unstable fixed point naa, it will
leave this neighbourhood in finite time. Whereas, if the process is in a neighbourhood of the stable fixed
point nAA, it converges to this point nAA, but the convergence is slower than in the model of Collet et al.,
2013.
We now turn to the analysis of the behaviour between these points.
Behaviour between the Fixed Points: We show that the deterministic system (4.1) moves from a neigh-
bourhood of the unstable fixed point naa to a neighbourhood of the stable fixed point nAA (Corollary 4.4).
Proof of Corollary 4.4. The proof is similar to the proof of Theorem C.2 in Collet et al., 2013. It only differs
in the last step. The general unperturbed vector field X0 in the case of neutrality between the a- and A-alleles
is given by
X0 =

f (x+
1
2 y)
2
x+y+z − (D + c(x + y + z))x
2 f (x+
1
2 y)(z+
1
2 y)
x+y+z − (D + c(x + y + z))y
f (z+
1
2 y)
2
x+y+z − (D + c(x + y + z))z
 . (5.19)
The content of Theorem B.1 in Collet et al., 2013 is that X0 (5.19) has a line of fixed points given by,
Γ0(v) =

(v−n¯A)2
4n¯A
− v2−n¯2A2n¯A
(v+n¯A)2
4n¯A
 , v ∈ [−n¯A, n¯A], (5.20)
and that the differential of the vector field X0 at each point of the curve Γ0, DX0(Γ0(v)), has the three
eigenvectors
e1(v) =

(v−n¯A)2
4n¯A
− v2−n¯2A2n¯A
(v+n¯A)2
4n¯A
 , e2(v) =

v−n¯A
2n¯A− vn¯A
v+n¯A
2n¯A
 , e3(v) =
 1−21
 , (5.21)
with respective eigenvalues −( f − D) < 0, 0 and − f < 0. DX0(Γ0(v))t has the three eigenvalues, − f + D, 0,
and − f , with corresponding eigenvectors
β1(v) =
1
n¯A
111
 , β2(v) =

− v+n¯An¯A− vn¯A− v−n¯An¯A
 , β3(v) =

(v+n¯A)2
2n¯A
v2−n¯2A
2n¯A
(v−n¯A)2
2n¯A
 , (5.22)
which satisfy, for any i, j ∈ {1, 2, 3} and any v,
〈βi(v), e j(v)〉 = δi, j. (5.23)
Next we analyse the asymptotics of the flow associated to the perturbed vector field, X∆ (4.3), as t →
∞. From Theorem B.1 in Collet et al., 2013 we know that the curve of fixed points, Γ0, is transversally
hyperbolic and invariant for the vector field X0. Thus, Theorem 4.1 in Hirsch et al., 1977 implies that,
for small enough ∆, there is an attractive curve, Γ∆ that is invariant under X∆. Moreover, Γ∆ is regular and
converges to Γ0, as ∆→ 0. Hence, there is a small tubular neighbourhood,V, of Γ0 such that Γ∆ is contained
inV and attracts all orbits with initial conditions inV (cf. Figure (5)).
We want to study the flow associated to the vector field X∆. From the remarks above we know that the
curve Γ∆ is attractive for this flow. Thus, it suffices to analyse the flow on the curve. Precisely, we want
to show that the vector field does not vanish on Γ∆ except for the two fixed points, naa and nAA. Thus the
orbit of any initial condition on Γ∆ converges to one of the two fixed points. It is easier to look for the fixed
points in the tube V, which is equivalent to looking for fixed points on Γ∆ because of the attractiveness of
this curve. Since Hirsch gives us only a local statement, we considerV in local frames. A point (x, y, z) ∈ V
is represented by the parametrisation
M(v, r, s) = Γ0(v) + re1(v) + se3(v) = (1 + r)Γ0(v) + s
d2Γ0(v)
dv2
, (5.24)
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with v ∈ [−n¯A − δ, n¯A + δ] and r, s ∈ [−δ, δ], with δ > 0 chosen small enough. The determinant of the
Jacobian matrix of the transformation (v, r, s) 7→ (x, y, z) = M(v, r, s) is − r+12 and thus invertible and does
not vanish if 0 < δ < 1. Moreover, it is a diffeomorphism which maps [−n¯A − δ, n¯A + δ]× [−δ, δ]2 to a closed
neighbourhood ofV.
For finding the zero points inV, we use linear combinations of the left eigenvectors βi, i ∈ {1, 2, 3}, with the
perturbed vector field X∆. First we look for zeros of the two linear combinations of X∆ with the eigenvectors
β1 and β3 which spans the stable affine subspace. By the implicit function Theorem, we obtain a curve which
contains all possible zeros in V. Then we consider the last linear combination of X∆ with β2 and zeros of
this linear combination on the curve above.
Proposition 5.2 (Proposition B.2 in Collet et al., 2013). For any δ > 0 small enough, there is a number
∆0 = ∆0(δ) such that, for any ∆ ∈ [−∆0,∆0], there is a smooth curve Z∆ = (r∆(v), s∆(v)) ⊂ R2, depending
smoothly on ∆ and converging to 0 when ∆ tends to zero such that, for any v ∈ [−n¯A − δ, n¯A + δ], we have
〈β1(v), X∆(M(v, r∆(v), s∆(v)))〉 = 〈β3(v), X∆(M(v, r∆(v), s∆(v)))〉 = 0. (5.25)
Moreover, if a point (v, r, s) with v ∈ [−n¯A − δ, n¯A + δ], r and s small enough is such that
〈β1(v), X∆(M(v, r, s))〉 = 〈β3(v), X∆(M(v, r, s))〉 = 0, (5.26)
then (r, s) = (r∆(v), s∆(v)).
Next, we look the points of the resulting curve (obtained from Proposition 5.2) where the third linear
combination of the components vanishes. Since
〈β2(v), X(0,M(v, r0(v), s0(v)))〉 = 〈β2(v), X(0,M(v, 0, 0))〉 = 〈β2(v), X(0,Γ0(v))〉 = 0, (5.27)
this function vanishes for ∆ = 0 in v and we apply the Malgrange preparation Theorem [Golubitsky and
Guillemin, 1973], which provides a representation for the linear combination near ∆ = 0:
〈β2(v), X(∆,M(v, r∆(v), s∆(v)))〉 = ∆2h(∆, v) + ∆g(v), (5.28)
where h, g are two smooth functions. To show that the third linear combination indeed vanishes only in
small neighbourhoods of the points ±n¯A, Collet et al., 2013 use a representation for the function g which is
independent of the perturbation ∆.
Lemma 5.3 (Lemma B.3 in Collet et al., 2013). The function g in (5.28) is given by
g(v) = 〈β2(v), ∂∆X0(Γ0(v))〉. (5.29)
Then they ensure that these function has only two zeros, which implies, because of the representation
(5.28), for |∆| , 0 small enough, that the perturbed vector field X∆ has only the two known fixed points naa
and nAA.
Theorem 5.4 (Theorem B.4 in Collet et al., 2013). Assume the function
g(v) = 〈β2(v), ∂∆X0(Γ0(v))〉, (5.30)
satisfies dgdv (±n¯A) , 0 and does not vanish in (−n¯A, n¯A). Then, for |∆| , 0 small enough, the vector field X∆
has only two zeros in a tubular neighbourhood of Γ0. These zeros are (naa(∆), 0, 0) and (0, 0, nAA(∆)), with
naa(∆) and nAA(∆) regular near ∆ = 0 and naa(0) = nAA(0) = n¯A.
While the hypothesis dgdv (±n¯A) , 0 does not hold here, the conclusion of Theorem 5.4 remains true.
Namely, we have from (4.3) that
∂∆X∆(x, y, z) =
−x00
 , (5.31)
and thus
g(v) = 〈β2(v), ∂∆X0(Γ0(v))〉 =
〈
− v+n¯An¯A− vn¯A− v−n¯An¯A
 ,

− (v−n¯A)24n¯A
0
0

〉
=
(v + n¯A)(v − n¯A)2
4n¯2A
. (5.32)
Obviously, g(±n¯A) = 0 and g has no other zeros, in particular, it does not vanish in (−n¯A, n¯A). Hence, it
follows from the representation (5.28) that there is a δ > 0 such that, for ∆ small enough,
〈β2(v), X∆(M(v, r∆(v), s∆(v)))〉 has only two zeros in v ∈ [−δ − n¯A, n¯A + δ]. From Corollary 4.4 we get the
existence of these two fixed points, which have to be the points naa and nAA. Finally, we need the following
lemma, which is analogous to Theorem C.1 in Collet et al., 2013.
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Lemma 5.5.
(a) The local stable manifold of the unstable fixed point naa = (n¯a, 0, 0) intersects the closed positive
quadrant only along the line y = z = 0.
(b) The local unstable manifold is contained in the curve Γ∆.
Proof. We start by proving (a). From Theorem 4.2 we get the hyperbolicity, thus we can apply Theorem
4.1 in Hirsch et al., 1977. The Jacobian matrix DX∆((n¯a, 0, 0)) (cf. (5.4)) has the three eigenvalues λ1 =
−( f − D − ∆), λ2 = ∆ and λ3 = −( f − ∆) with corresponding eigenvectors
EV(λ1) =
100
 = e1(−n¯A) (5.33)
EV(λ2) =
−110
 + ∆f − D
100
 = e2(−n¯A) + O(∆) (5.34)
EV(λ3) =
1
2n¯A
 1−21
 + ∆2n¯A( f − D)
100
 = e3(−n¯A) + O(∆). (5.35)
Let Esaa(∆) the two dimensional affine stable subspace spanned by the eigenvectors EV(λ1) and EV(λ3) with
origin in naa:
Esaa(∆) = {x ∈ R3|x = (n¯a, 0, 0)t + sEV(λ1) + tEV(λ3),∀s, t ∈ R}. (5.36)
Again, by the lamination and permanence condition in Theorem 4.1 in Hirsch et al., 1977, we get the
existence of a stable manifold W s,locaa and an unstable manifold W
u,loc
aa of the fixed point naa. The local stable
manifold W s,locaa is a piece of regular manifold tangent in naa to the subspace Esaa(∆). We see that the x-axis
is invariant for X∆ and is contained in W s,locaa . From (5.36), we get that Esaa(∆) intersects the closed positive
quadrant only along the line y = z = 0. Hence, the same is true for W s,locaa since it is a piece of the subspace
Esaa(∆). This shows (a). To show (b), we show that the local unstable manifold Wu,locaa is contained in the
closed positive quadrant. This follows because Wu,locaa is tangent to the linear unstable direction in EV(λ2)
in naa, which points into the positive quadrant. From Theorem 4.1 in Hirsch et al., 1977 we get that the
invariant curve, Γ∆, is unique, thus Wu,locaa ⊂ Γ∆ and (b) follows by the invariance of the positive quadrant
under the flow. 
The preceding steps conclude the proof of Corollary 4.4. 
5.2. Proof of the main theorems in Section 3. We carry out the proofs of the main theorems (Section 3)
in full detail.
The mutant process A(t) = 2nAA(t) + naA(t) jumps up (resp. down) by rate bA (resp. dA) given by:
bA =
2 f K
Σ(t)
((
nAA(t) + 12naA(t)
)2
+
(
nAA(t) + 12naA(t)
) (
naa(t) + 12naA(t)
))
= f K(2nAA(t) + naA(t)) = A(t)K f , (5.37)
dA = 2nAA(t)K(D + cΣ(t)) + naA(t)K(D + cΣ(t)) = A(t)K(D + cΣ(t)). (5.38)
5.2.1. Phase 1: Fixation of the mutant population. Recall the stopping times (3.12) and (3.13), when the
mutant population A(t) increased to a δ-level and its stopping time of extinction. We show Theorem 3.2:
Proof of Theorem 3.2. We start the population process with a monomorphic aa-population which stays in a
δ/2K-neighbourhood of its equilibrium n¯aK and one mutant with genotype aA, i.e. τ0 = 0. Because of (3.1),
there will be no further mutation in the process.
Proposition 3.1 states that if the resident population naa is in a δ/2-neighbourhood of its equilibrium n¯a then
naa will stay in a δ-neighbourhood an exponentially long time as long as the mutant population is less than
δ. Hence we get that, as long as the mutant population is smaller than δ, the time the process naa(t) needs
to exit from its domain n¯a is bigger than exp(VK) with probability converging to 1, for some V > 0 (cf.
Champagnat, 2006) and the dynamics of the mutant population are negligible for naa(t).
With this knowledge we analyse the fate of the mutants for t < τmutδ ∧ τmut0 ∧ eVK . We use the comparison
results of birth and death processes (Theorem 2 in Champagnat, 2006) to estimate the mutant process from
below and above. We denote by 4 the following stochastic dominant relation: if P1 and P2 are the laws of
R-valued processes, we will write P1 4 P2 if we can construct on the same probability space (Ω,F ,P) two
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processes X1 and X2 such that the law of the processes is L(Xi) = Pi, i ∈ {1, 2} and for all t > 0, ω ∈ Ω :
X1t (ω) ≤ X2t (ω).
First we construct a process Al(t) 4 A(t) which is the minorising process of the mutant process. This process
has the birth and death rates:
bl(t) = Al(t)K f , dl(t) = Al(t)K[D + c(n¯a + (M + 1)δ)]. (5.39)
A(t) 4 Au(t) is the majorising process with rates:
bu(t) = Au(t) f K, du(t) = Au(t)K[D + c(n¯a − Mδ)]. (5.40)
We define the stopping times
T ln/K ≡ inf
{
t ≥ 0 : Al(t) = nK
}
, T un/K ≡ inf
{
t ≥ 0 : Au(t) = nK
}
(5.41)
Θa ≡ inf {t ≥ 0 : |naa(t) − n¯a| > δ} , (5.42)
which are the first times that the processes Al, resp. Au reach the level nK and the exit time of naa(t) from the
domain [n¯a − δ, n¯a + δ].
Note that both processes Al(t) and Au(t) are super-critical. In the following we use the results for super-
critical branching processes proven in Champagnat, 2006:
Lemma 5.6 (Theorem 4 (b) in Champagnat, 2006). Let b, d > 0. For any K ≥ 1 and any z ∈ N/K, let PKz
the law of the N/K-valued Markov linear birth and death process (ωt, t ≥ 0) with birth and death rates b
and d and initial state z. Define, for any ρ ∈ R, on D(R+,R), the stopping time
Tρ = inf{t ≥ 0 : ωt = ρ}. (5.43)
Let (tK)K≥1 be a sequence of positive numbers such that lnK  tK . If b > d, for any ε > 0,
(a) lim
K→∞P
K
1
K
(T0 ≤ tK ∧ TdεKe/K) = db , (5.44)
(b) lim
K→∞P
K
1
K
(TdεKe/K ≤ tK) = 1 − db . (5.45)
With respect to Theorem 3.4, we prove the theorem for arbitrary µK . From(3.9) we know that the next
mutation occurs with high probability not before a time ρKµK . Then
P1
K
[
T ldδKe/K < T
l
0 ∧ ρKµK ∧ Θa
]
≤ P1
K
[
τmutδ < τ
mut
0 ∧ ρKµK ∧ Θa
]
≤ P1
K
[
T udδKe/K < T
u
0 ∧ ρKµK ∧ Θa
]
. (5.46)
Using Proposition 3.1, there exists V > 0 such that, for sufficiently large K,
P 1
K
[τ1 ∧ eVK < Θa] ≥ 1 − δ. (5.47)
We can estimate, for K large enough,
P1
K
[
T ldδKe/K < T
l
0 ∧ ρKµK ∧ Θa
]
≥ P1
K
[
T ldδKe/K < T
l
0 ∧ ρKµK ∧ eVK
]
− δ
= P1
K
[
T ldδKe/K < T
l
0 ∧ ρKµK
]
− δ
≥ P1
K
[{
T ldδKe/K < T
l
0 ∧ ρKµK
}
∩
{
T l0 ≤ ρKµK
}]
− δ
= P1
K
[{
T ldδKe/K < T
l
0
}
∩
{
T l0 ≤ ρKµK
}]
− δ
≥ P1
K
[
T ldδKe/K < T
l
0
]
− P 1
K
[
T l0 >
ρ
KµK
]
− δ
(5.48)
The extinction time for a binary branching process when b , d is given by (cf. page 109 in Athreya and
Ney, 2011)
Pn(T0 ≤ t) =
(
d(1 − e−(b−d)t)
b − de−(b−d)t
)n
, (5.49)
for any t ≥ 0 and n ∈ N. Under our condition on µK (3.1) in Theorem 3.4, this implies that
lim
K→∞P
1
K
[
T l0 ≤ ρKµK
]
= 0. (5.50)
Together with Lemma 5.6, we get
lim
K→∞P
1
K
[
τmutδ < τ
mut
0 ∧ ρKµK ∧ Θa
]
≥ 1 − dl
bl
− δ = ∆
f
−
(
c(M + 1)
f
+ 1
)
δ. (5.51)
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If we next consider the upper bound of (5.46), we see that
P1
K
[
T udδKe/K < T
u
0 ∧ ρKµK ∧ Θa
]
≤ P1
K
[
T udδKe/K < T
u
0 ∧ ρKµK
]
. (5.52)
Similar as in (5.51)
lim
K→∞P
1
K
[
τmutδ < τ
mut
0 ∧ ρKµK ∧ Θa
]
=
∆
f
+
cMδ
f
. (5.53)
Now, we let δ→ 0 and get the desired result. 
5.2.2. Phase 2: Invasion of the mutant. If the mutant invades in the resident aa-population then the first
phase ends with a macroscopic mutant population. Especially, we know that the aA-population is of order
δ due to its advantage in recombination in contrast to the AA-population. Applying the Large Population
Approximation (Theorem 4.1, Fournier and Me´le´ard, 2004) with this initial condition, we get that the be-
haviour of the process is close to the solution of the deterministic system (4.1), when K tends to infinity. We
approximate the population process by the solution of the dynamical system (4.1). Result 4.2 in Proposition
4.1 is known (see Champagnat and Me´le´ard, 2011 or Collet et al., 2013). We use this result only until the
aA-population decreases to an ε-level.
5.2.3. Phase 3: Survival of the recessive a-Allele. This phase starts as soon as the aA-population hits the ε
value. At this time we restart the population-process, that means we set the time to zero. The analysis of the
deterministic dynamical system up to this point shows that we get the following initial conditions:
naA(0) = ε, (5.54)
naa(0) ≤ f4n¯A( f + ∆)ε
2 + Maaε2+α, (5.55)
|nAA(0) − (n¯A − ε)| ≤ MAAε2, (5.56)∣∣∣∣Σ(0) − (n¯A − ∆cn¯A γε2)∣∣∣∣ ≤ MΣε2+α, (5.57)
where Mi, i ∈ {aa, AA,Σ} are constants.
In the following stopping times denoted by τ are always stopping times on rescaled processes, whereas
stopping times denoted by T are the stopping times of the corresponding non-rescaled processes.
We transform the birth and death rates of the processes Naa(t),NaA(t),NAA(t) and the sum process Σ(t)K
in such a way that we can consider them as the birth and death rates of linear birth-death-immigration
processes:
bΣ(t) = fΣ(t)K,
dΣ(t) = DΣ(t)K + cΣ2(t)K + ∆Naa(t), (5.58)
baa(t) = f Naa(t)
(
1 − nAA(t)
Σ(t)
)
+
f K
4Σ(t)
n2aA(t),
daa(t) = Naa(t)(D + ∆ + cΣ(t)), (5.59)
baA(t) = f NaA(t)
(
1 − naA(t)
2Σ(t)
)
+ 2 f Naa(t)
nAA(t)
Σ(t)
,
daA(t) = NaA(t)(D + cΣ(t)), (5.60)
bAA(t) = f NAA(t)
(
1 − naa(t)
Σ(t)
)
+
f K
4Σ(t)
n2aA(t),
dAA(t) = NAA(t)(D + cΣ(t)). (5.61)
We proceed as described in the outline. Recall the settings for the steps (3.11), (3.12),(3.13) and (3.14).
Step 1: We prove the upper bound of the sum process (Proposition 3.6). For this we construct a process, the
difference process, which records the drift from the sum process away from the upper bound n¯AK.
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Proof of Proposition (3.6). The difference process XuΣt between Σ(t)K and n¯AK is a branching process with
the same rates as Σ(t)K. Set
XuΣt = Σ(t)K − n¯AK,
T X,uΣ0 ≡ inf{t ≥ 0 : XuΣt = 0},
T X,uΣα,MΣ ≡ inf{t ≥ 0 : XuΣt ≥ 3MΣ(x2iε2)1+αK}. (5.62)
This is a process in continuous time. For the following we need the discrete process YuΣn associated to X
uΣ
t .
To obtain this process we introduce a sequence of stopping times ϑn which records the times, when XuΣt
makes a jump. Formally, ϑn is the smallest time t such that XuΣt , X
uΣ
s , for all ϑn−1 ≤ s < t. We set
XuΣϑn = Y
uΣ
n . This discretisation has probability less than
1
2 to make an upward jump:
Lemma 5.7. For ∈ N such that ϑn ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
and 1 ≤ k ≤ 3MΣ(x2iε2)1+αK there exists a
constant C0 > 0 such that
P[YuΣn+1 = k + 1|YuΣn = k] ≤
1
2
−C0kK−1 ≡ pΣ(k). (5.63)
Proof. With the rates (5.58), we get by some straightforward computations
P[YuΣn+1 = k + 1|YuΣn = k] =
bΣ
bΣ + dΣ
=
(n¯AK + k) f
(n¯AK + k)[ f + D + c(n¯A + kK−1)] + ∆Naa(t)
=
1
2
+
1
2 f − 12D − 12cn¯A − 12ckK−1 − 12 ∆Naa(t)n¯AK+k
f + D + c(n¯A + kK−1) + ∆Naa(t)n¯AK+k
≤ 1
2
−C0kK−1. (5.64)

To obtain a Markov chain we couple the process YuΣn to a process Z
uΣ
n via:
(1) ZuΣ0 = Y
uΣ
0 ∨ 0 (5.65)
(2) P[ZuΣn+1 = k + 1|YuΣn < ZuΣn = k] = pΣ(k), (5.66)
(3) P[ZuΣn+1 = k − 1|YuΣn < ZuΣn = k] = 1 − pΣ(k), (5.67)
(4) P[ZuΣn+1 = k + 1|YuΣn+1 = k + 1,YuΣn = ZuΣn = k] = 1, (5.68)
(5) P[ZuΣn+1 = k + 1|YuΣn+1 = k − 1,YuΣn = ZuΣn = k] =
pΣ(k) − P[YuΣn+1 = k + 1|YuΣn = k]
1 − P[YuΣn+1 = k + 1|YuΣn = k]
, (5.69)
(6) P[ZuΣn−1 = k + 1|YuΣn+1 = k − 1,YuΣn = ZuΣn = k] = 1 −
pΣ(k) − P[YuΣn+1 = k + 1|YuΣn = k]
1 − P[YuΣn+1 = k + 1|YuΣn = k]
. (5.70)
Observe that by construction ZuΣn < Y
uΣ
n , a.s. and that P[Z
uΣ
n+1 = 1|ZuΣn = 0] = 1. The marginal distribution of
ZuΣn is the desired Markov chain with transition probabilities
P[ZuΣn+1 = k + 1|ZuΣn = k] =pΣ(k)P[YuΣn < ZuΣn |ZuΣn = k] + P[YuΣn+1 = k + 1|YuΣn = k]P[YuΣn = ZuΣn |ZuΣn = k]
+
pΣ(k)−P[YuΣn+1=k+1|YuΣn =k]
1−P[YuΣn+1=k+1|YuΣn =k]
P[YuΣn = Z
uΣ
n |ZuΣn = k](1 − P[YuΣn+1 = k + 1|YuΣn = k])
=pΣ(k)(P[YuΣn < Z
uΣ
n |ZuΣn = k] + P[YuΣn = ZuΣn ]|ZuΣn = k) = pΣ(k), (5.71)
P
(
ZuΣn+1 = k − 1|ZuΣn = k
)
=1 − pΣ(k), (5.72)
and invariant measure
µ(n) =
∏n−1
k=1
(
1
2 −C0kK−1
)
∏n
k=1
(
1
2 +C0kK
−1
) , for n ≥ 2, (5.73)
with µ(0) = 1 and µ(1) = 11
2 +C0K
−1 . We want to calculate the probability that the Markov chain ZuΣn , starting
in a point zK, reaches first 3MΣ(x2iε2)1+αK before going to zero, which is the equilibrium potential of a one
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dimensional chain Bovier, 2006. Using (Bovier and den Hollander, 2015, Chapter 7.1.4, Eq. 7.1.57), we get
(for K large enough)
PzK
[
T Z
uΣ
α,MΣ < T
ZuΣ
0
]
=
∑zK
n=1
1
1−pΣ(n)
1
µ(n)∑3MΣ(x2iε2)1+αK
n=1
1
1−pΣ(n)
1
µ(n)
=
∑zK
n=1
∏n−1
k=1
1+2C0kK−1
1−2C0kK−1∑3MΣ(x2iε2)1+αK
n=1
∏n−1
k=1
1+2C0kK−1
1−2C0kK−1
=
∑zK
n=1 exp
(∑n−1
k=1 ln
(
1+2C0kK−1
1−2C0kK−1
))
∑3MΣ(x2iε2)1+αK
n=1 exp
(∑n−1
k=1 ln
(
1+2C0kK−1
1−2C0kK−1
))
≤
∑zK
n=1 exp
(∑n−1
k=1 4C0kK
−1)∑3MΣ(x2iε2)1+αK
n=1 exp
(∑n−1
k=1 4C0kK−1 − O
(
(kK−1)2
))
≤
∑zK
n=1 exp
(
2C0n2K−1 − 2C0nK−1
)
∑3MΣ(x2iε2)1+αK
n=1 exp
(
2C0n2K−1 − 2C0nK−1 − O (n(nK−1)2))
≤
zK exp
(
2C0z2K
)
∑3MΣ(x2iε2)1+αK
n=2MΣ(x2iε2)1+αK
exp
(
2C0n2K−1 − 2C0nK−1 − O (n(nK−1)2))
≤ z
MΣ(x2iε2)1+α
exp
(
2C0z2K
)
exp
(
8C0M2Σ(x
4iε4)1+αK − 4C0MΣ(x2iε2)1+α − O ((x6iε6)1+αK))
≤ exp
(
−2C0K
(
2M2Σ(x
4iε4)1+α − z2
))
. (5.74)
We denote by R the number of times that the process ZuΣn returns to zero before it reaches 3MΣ(x
2iε2)1+αK.
Let Rkz = PzK[R = k] be the probability that this number is k when starting in zK. We define the times of the
n-th returns to zero:
T 10 = inf{t > 0 : ZuΣt = 0}, T n0 = inf{t > T n−10 : ZuΣt = 0}. (5.75)
We than have
Rkz = PzK
[
T0 < T Z
uΣ
α,MΣ
]
(1 − P0[T ZuΣα,MΣ < T0])k−1P0[T Z
uΣ
α,MΣ < T0] ≤ (1 − A)k−1A, (5.76)
where
A ≡ P0[T ZuΣα,MΣ < T0] =
∑
i≥1
p(0, i)Pi[T Z
uΣ
α,MΣ < T0] = p(0, 1)P1[T
ZuΣ
α,MΣ < T0]
≤ exp
(
−C˜0KM2Σ(x4iε4)1+α
)
≤ exp
(
−C˜0M2ΣK3α
)
, (5.77)
for some finite positive constant C˜0. Then
P[R ≤ N] ≤
N∑
i=1
Riz ≤
N∑
i=1
(1 − A)i−1A = 1 − (1 − A)N . (5.78)
We choose, e.g., N ∼ 1K2A , so that P [R ≤ N] = o
(
K−1
)
. Let I0 ≡ T 10 and In ≡ T n0 − T n−10 the time the process
needs for return to zero. The (I j) j∈N are i.i.d. random variables and it holds:
R∑
n=1
In ≤ T ZuΣα,MΣ ≤
R+1∑
n=1
In. (5.79)
The underlying process, the sum process Σ(t) (2.12), of ZuΣn jumps with a rate
λΣ = fΣ(t)K + DΣ(t)K + cΣ(t)2K + ∆Naa(t) ≤ CλK. (5.80)
Since the Markov chain ZuΣn has to jump at least one time, it holds that, for all j ∈ N, I j > W, a.s., where
W ∼ exp(CλK). Thus
P[I j < y] ≤ P[W < y] = 1 − exp(−CλKy). (5.81)
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We have
P[T Z
uΣ
α,MΣ < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
] ≤ P[T ZuΣα,MΣ < eVK
α
]
≤ P[T ZuΣα,MΣ < eVK
α ∩ {R > N}] + P[T ZuΣα,MΣ < eVK
α ∩ {R ≤ N}]
≤ P[T ZuΣα,MΣ < eVK
α ∩ {R > N}] + P[R ≤ N]. (5.82)
First we estimate P[T Z
uΣ
α,MΣ
< eVK
α ∩ {R > N}]. Since T ZuΣα,MΣ ≥
∑R
n=1 In, it holds that if
n
2 of the I j are greater
than 2ne
VKα , then T Z
uΣ
α,MΣ
≥ eVKα .
P[T X,uΣα,MΣ < e
VKα ∩ {R > N}] ≤
∞∑
n=N
P[T X,uΣα,MΣ < e
VKα ∩ {R = n}]
≤
∞∑
n=N
P
 n∑
j=1
I j < eVK
α
 ≤ ∞∑
n=N
P
 n∑
j=1
1{I j< 2n eVKα } >
n
2
 . (5.83)
We have P[I j < 2ne
VKα ] ≤ P[W < 2neVK
α
] = 1 − exp
(
− 2CλKn eVK
α
)
≡ pn. Hence the probability that at least n2
of the n random variables are greater than 2ne
VKα is binomial distributed with parameters pn, n.
∞∑
n=N
P
 n∑
j=1
1{I j< 2n eVKα } >
n
2
 = ∞∑
n=N
n∑
m=n/2
(
n
m
)
(1 − pn)n−mpmn ≤
∞∑
n=N
4np
n
2
n ≤ (16pN)
N/2
1 − 4p1/2N
. (5.84)
where we used that, in the range of summation, pn ≤ pN . Then, for K large enough, 4p1/2N ≤ 1/2, and
(16pN)N/2 =
(
16
(
1 − exp
(
− 2CλN KeVK
α
)))N/2 ≤ (16 ( 2CλN KeVKα))N/2 = (16 (2CλAK3eVKα))N/2 . (5.85)
Recalling that A = e−O(K3α), one sees that (5.84) is bounded by o
(
e−K2α
)
. Hence we get
P
[
T X,uΣα,MΣ < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
≤ P
[
T X,uΣα,MΣ < e
VKα ∩ {R > N}
]
+ P[R ≤ N] = o
(
1
K
)
. (5.86)
This concludes the proof of Proposition (3.6). 
Step 2: We derive a rough upper bound on the process naa (Proposition 3.7). Recall that
γ∆ ≡
f + ∆2
4n¯A( f + ∆)
. (5.87)
Proof of Proposition 3.7. The proof is similar to the one in Step 1. Again, we define the difference process
Xaat between Naa and γ∆x
2iε2K. This is a branching process with the same rates as naa. Set
Xaat = Naa(t) − γ∆x2iε2K (5.88)
T X,aa0 ≡ inf{t ≥ 0 : Xaat = 0} (5.89)
T X,aaα,Maa ≡ inf{t ≥ 0 : Xaat ≥ 3Maa(x2iε2)1+αK}. (5.90)
Let Yaan be the discretisation of X
aa
t , obtained as described in Step 1.
Lemma 5.8. For t ∈ N such that ϑn ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
and 1 ≤ k ≤ 3Maa(x2iε)1+αK, there exists
a constant C0 > 0 such that
P[Yaan+1 = k + 1|Yaan = k] ≤
1
2
−C0 ≡ paa. (5.91)
Proof. In the following we use Proposition 3.1 for the first iteration step, since the mutant population nAA
increased to an ε-neighbourhood of its equilibrium n¯A and the other two populations decreased to an ε order.
Thus the influence of the small aA- and aa-populations is negligible for the dynamics of nAA and the AA-
population will stay in the n¯A-neighbourhood an exponentially long time. Now for ith iteration-step we use
the finer bounds of nAA(t) (Proposition 3.9 and 3.10) and Σ(t) (Proposition 3.8) estimated in the (i − 1)th
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iteration-step before. By (5.59), we have
P[Yaan+1 = k + 1|Yaan = k] =
(γ∆x2iε2K + k) f
(
1 − nAA(t)
Σ(t)
)
+
f K
4Σ(t)n
2
aA(t)
(γ∆x2iε2K + k)
[
f
(
1 − nAA(t)
Σ(t)
)
+ D + ∆ + cΣ(t)
]
+
f K
4Σ(t)n
2
aA(t)
=
1
2
+
1
2 f − f2Σ(t)nAA(t) + f K8Σ(t)
n2aA(t)
(γ∆x2iε2K+k)
− 12D − 12 ∆ − 12cΣ(t)
f
(
1 − nAA(t)
Σ(t)
)
+ D + ∆ + cΣ(t) + f K4Σ(t)
n2aA(t)
(γ∆x2iε2K+k)
. (5.92)
Using Propositions 3.10, 3.8 , and 3.6 and (3.17), one sees that the numerator in the second summand of
(5.92) is bounded from above by
1
2
f − f (n¯A − x
iε)
2(n¯A + 3MΣ(x2iε2)1+α)
+
f (xiε + x2iε2)2
8γ∆x2iε2(n¯A − ∆+ϑcn¯A γ∆x2iε2 + 3MΣ(x2iε2)1+α)
− D + ∆ + cn¯A
2
+ O(x2iε2)
≤ − f + ∆
2
+
f
8n¯Aγ∆
+ O(xiε) = − f + ∆
2 f + ∆
∆
2
+ O(xiε). (5.93)
Since ε < ∆2 , there exists a constant C0 > 0 such that
P[Yaan+1 = k + 1|Yaan = k] ≤
1
2
−C0 ≡ paa. (5.94)

As in Step 1 we couple Yaan on a process Z
aa
n via:
(1) Zaa0 = Y
aa
0 ∨ 0 (5.95)
(2) P[Zaan+1 = k + 1|Yaan < Zaan = k] = paa, (5.96)
(3) P[Zaan+1 = k − 1|Yaan < Zaan = k] = 1 − paa, (5.97)
(4) P[Zaan+1 = k + 1|Yaan+1 = k + 1,Yaan = Zaan = k] = 1, (5.98)
(5) P[Zaan+1 = k + 1|Yaan+1 = k − 1,Yaan = Zaan = k] =
p0 − P[Yaan+1 = k + 1|Yaan = k]
1 − P[Yaan+1 = k + 1|Yaan = k]
. (5.99)
Observe that by construction Zaan < Y
aa
n , a.s.. The marginal distribution of Z
aa
n is the desired Markov chain
with transition probabilities
P[Zaan+1 = k + 1|Zaan = k] = paa = 1 − P[Zaan+1 = k − 1|Zaan = k] (5.100)
and invariant measure
µ(n) =
∏n−1
k=1
(
1
2 −C0
)
∏n
k=1
(
1
2 +C0
) = ( 12 −C0)n−1(
1
2 +C0
)n . (5.101)
The remainder of the proof is a complete re-run of the proof of Proposition 3.7 and we skip the details. 
Step 3: We estimate the lower bound on the process Σ(t), for t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
.
Proof of Proposition 3.8. The proof is similar to those in Step 1 and 2. We only perform the crucial steps.
This time the difference process is given by the difference of Σ(t) and n¯A − ∆+ϑcn¯A γ∆x2iε2. Let
XlΣt = Σ(t)K −
(
n¯A − ∆+ϑcn¯A γ∆x2iε2
)
K (5.102)
T X,lΣ0 ≡ inf{t ≥ 0 : XlΣt = 0} (5.103)
T X,lΣα,MΣ ≡ inf{t ≥ 0 : XlΣt ≤ −3MΣ(x2iε2)1+αK}. (5.104)
As described in Step 1 we construct the discrete process Y lΣn associated to X
lΣ
t . We show that Y
lΣ
n jumps down
with a probability less than 12 :
Lemma 5.9. For t ∈ N such that ϑn ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
and 1 ≤ k ≤ 3MΣ(x2iε2)1+αK there exists a
constant C0 > 0 such that
P[Yn+1 = −k − 1|Yn = −k] ≤ 12 −C0x
2iε2 ≡ pΣ. (5.105)
Proof. Using the rates of the sum process (5.58) and the upper bound on naa obtained in Step 2, this is a
simple computation and we skip the details. 
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As in Step 1, to obtain a Markov chain we couple the process Y lΣn on a process Z
lΣ
n via:
(1) Z0 = Y0 ∨ 0, (5.106)
(2) P[ZlΣn+1 = −k + 1|Y lΣn > ZlΣn = −k] = 1 − pΣ, (5.107)
(3) P[ZlΣn+1 = −k − 1|Y lΣn > ZlΣn = −k] = pΣ, (5.108)
(4) P[ZlΣn+1 = −k − 1|Y lΣn+1 = −k − 1,Y lΣn = ZlΣn = −k] = 1, (5.109)
(5) P[ZlΣn+1 = −k − 1|Y lΣn+1 = −k + 1,Y lΣn = ZlΣn = −k] = pΣ−P[Y
lΣ
n+1=−k−1|Y lΣn =−k]
1−P[Y lΣn+1=−k−1|Y lΣn =−k]
. (5.110)
Observe that by construction ZlΣn 4 Y
lΣ
n , a.s.. The marginal distribution of Z
lΣ
n is the desired Markov chain
with transition probabilities
P[ZlΣn+1 = k + 1|ZlΣn = k] = pΣ, (5.111)
P[ZlΣn+1 = k − 1|ZlΣn = k] = 1 − pΣ, (5.112)
and invariant measure
µ(n) =
∏n−1
k=1
(
1
2 −C0x2iε2
)
∏n
k=1
(
1
2 +C0x
2iε2
) = ( 12 −C0x2iε2)n−1(
1
2 +C0x
2iε2
)n . (5.113)
The remainder of the proof follows along the lines of the proof given in Step 1. We prove that the process
returns to zero many times before it hits 3MΣ(x2iε2)1+α and calculate the duration of one zero-return to get
the desired result. 
Step 4: With the results of the Steps 1-3 and the settings we are able to calculate a lower bound (Step 4.1)
and an upper bound (Step 4.2) for nAA(t), for t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
.
Step 4.1: We now prove Proposition 3.9, the lower bound on nAA.
Proof of Proposition 3.9. From Step 3 we know that Σ(t) ≥ n¯A − ∆+ϑcn¯A γ∆x2iε2 − 3MΣ(x2iε2)1+α. With the
upper bound in Step 2 for naa and the settings for the steps used for the aA-population, we get
nAA(t) = Σ(t) − naA(t) − naa(t)
≥ n¯A − ∆ + ϑcn¯A γ∆x
2iε2 − xiε − (1 + γ∆)x2iε2 − 3(MΣ + Maa)(x2iε2)1+α
≥ n¯A − xiε + O(x2iε2). (5.114)

Step 4.2: We prove Proposition 3.10, the upper bound on nAA.
Proof of Proposition 3.10. From Step 1 we know that Σ(t) ≤ n¯A + 3MΣ(x2iε2)1+α. With the lower bound on
naA(t) defined in the settings we get
nAA(t) = Σ(t) − naA(t) − naa(t) ≤ n¯A + 3MΣ(x2iε2)1+α − xi+1ε ≤ n¯A − xi+1ε + O((x2iε2)1+α). (5.115)

Step 5: Up to now we have estimated upper and lower bounds for all single processes: Σ(t), naa(t), naA(t) and
nAA(t), for t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
. Now, we prove that naA(t) has the tendency to decrease on the time
intervals defined in the settings. For this we restart naA when the process hits xiε and show that with high
probability the aA- population decreases to xi+1ε before it exceeds again the xiε + x2iε2-value (Proposition
3.11). For this we couple naA(t) on a process which minorise it and on one which majorise it and show that
these processes decrease to xi+1ε before going back to xiε + x2iε2.
Proof of Proposition 3.11. As before let YaAn (cf. e.g. Step 1) be the associated discrete process to NaA(t).
We start by coupling YaAn on a Markov chain Zn such that Z
u
n < Y
aA
n , a.s..
Lemma 5.10. For t ∈ N such that ϑn ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
there exists a constant C0 > 0 such that
P[YaAn+1 = k + 1|YaAn = k] ≤
1
2
−C0xi+1ε ≡ puaA. (5.116)
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Proof. For t < τi+aA ∧ τ(i+1)−aA ∧ eVK
α
, we have
P[YaAn+1 = k + 1|YaAn = k] =
f k
(
1 − kK−12Σ(t)
)
+ 2 f Naa(t)
nAA(t)
Σ(t)
f k
(
1 − kK−12Σ(t)
)
+ 2 f Naa(t)
nAA(t)
Σ(t) + k[D + cΣ(t)]
≤ 1
2
+
1
2 f − f4Σ(t)kK−1 + f nAA(t)kΣ(t) Naa(t) − 12D − 12cΣ(t)
f
(
1 − kK−12Σ(t)
)
+ 2 f Naa(t)k
nAA(t)
Σ(t) + [D + cΣ(t)]
. (5.117)
As in the previous steps, we bound the nominator of the second summand in (5.117) using Propositions 3.6,
3.8, and 3.10, from above by
1
2 f − f4n¯A kK−1 +
f (n¯A−xi+1ε)
kK−1(n¯A−∆+ϑcn¯A γ∆x
2iε2)
γ∆x2iε2 − 12D − 12c(n¯A − ∆+ϑcn¯A γ∆x2iε2) + O((x2iε2)1+α)
≤ − f
4n¯A
ϑ − ∆2
f + ϑ
xi+1ε + O(x2iε2). (5.118)
This term is negative since ∆2 < ϑ. Hence, we get
P[YaAn+1 = k + 1|YaAn = k] ≤
1
2
− ϑ −
∆
2
8n¯A( f + ϑ)
xi+1ε + O(x2iε2) ≡ puaA. (5.119)

To obtain a Markov chain we couple the process YaAn on a process Z
u
n via:
(1) Zu0 = Y
aA
0 (5.120)
(2) P[Zun+1 = k + 1|YaAn < Zun = k] = puaA, (5.121)
(3) P[Zun+1 = k − 1|YaAn < Zun = k] = 1 − puaA, (5.122)
(4) P[Zun+1 = k + 1|YaAn+1 = k + 1,YaAn = Zun = k] = 1, (5.123)
(5) P[Zun+1 = k + 1|YaAn+1 = k − 1,YaAn = Zun = k] =
puaA − P[YaAn+1 = k + 1|YaAn = k]
1 − P[YaAn+1 = k + 1|YaAn = k]
. (5.124)
Observe that by construction Zun < Y
aA
n , a.s.. The marginal distribution of Z
u
n is the desired Markov chain
with transition probabilities
P[Zun+1 = k + 1|Zun = k] = puaA, (5.125)
P[Zun+1 = k − 1|Zun = k] = 1 − puaA, (5.126)
and invariant measure
µ(n) =
∏n−1
k=1
(
1
2 −C0xi+1ε
)
∏n
k=1
(
1
2 +C0x
i+1ε
) = ( 12 −C0xi+1ε)n−1(
1
2 +C0x
i+1ε
)n . (5.127)
We define the stopping times
T Zi+ ≡ inf{ϑn ≥ 0 : Zn ≥ xiεK + x2iε2K}, (5.128)
T Z(i+1)− ≡ inf{ϑn ≥ 0 : Zn ≤ xi+1εK}. (5.129)
For xi+1ε ≤ z < xiε, we get as before the following bound on the harmonic function
PzK[T Z
u
i+ < T
Zu
(i+1)−] =
∑zK
n=xi+1εK+1
(
1+2C0xi+1ε
1−2C0xi+1ε
)n−1
∑xiεK+x2iε2K
n=xi+1εK+1
(
1+2C0xi+1ε
1−2C0xi+1ε
)n−1 ≤ K1/4−α exp (−C˜K1/4+3α) .
Now we couple YaAn on a Markov chain Z
l
n such that Z
l
n 4 Y
aA
n , a.s..
Lemma 5.11. For t ∈ N such that ϑn ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
there exists a constant C1 > 0 such that
P[Yn+1 = k + 1|YaAn = k] ≥
1
2
−C1xiε ≡ plaA. (5.130)
Proof. The proof is completely analogous to the proof of Lemma 5.10and we skip the details. 
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To obtain a Markov chain we couple the process YaAn on a process Z
l
n via:
(1) Zl0 = Y0 (5.131)
(2) P[Zln+1 = k + 1|YaAn > Zln = k] = plaA, (5.132)
(3) P[Zln+1 = k − 1|YaAn > Zln = k] = 1 − plaA, (5.133)
(4) P[Zln+1 = k − 1|Yn+1 = k − 1,YaAn = Zln = k] = 1, (5.134)
(5) P[Zln+1 = k − 1|Yn+1 = k + 1,YaAn = Zln = k] =
P[Yn+1 = k + 1|YaAn = k] − plaA
P[Yn+1 = k + 1|YaAn = k]
. (5.135)
Observe that by construction Zln 4 Y
aA
n , a.s.. The marginal distribution of Z
l
n is the desired Markov chain
with transition probabilities
P[Zln+1 = k + 1|Zln = k] = plaA, (5.136)
P[Zln+1 = k − 1|Zln = k] = 1 − plaA. (5.137)
Similar to the upper process, we can show that the lower process reaches xi+1εK before returning to xiεK +
x2iε2K, with high probability. This concludes the proof of the proposition. 
Step 6: In this step we calculate the time which naA(t) needs to decrease from xiε to xi+1ε (Proposition 3.12).
Proof of Proposition 3.12. Let Zln 4 Y
aA
n 4 Z
u
n be defined as in the step before and Y0 = Z
l
0 = Z
u
0 = x
iεK.
Recalling (5.60), we get
λaA = f NaA(t)
(
1 − naA(t)
2Σ(t)
)
+ 2 f Naa(t)
nAA(t)
Σ(t)
+ NaA(t)[D + cΣ(t)]
≥ 2 f xi+1εK + O(x2iε2K) ≡ Cλxi+1εK ≡ λlaA, (5.138)
λaA = f NaA(t)
(
1 − naA(t)
Σ(t)
)
+ 2 f Naa(t)
nAA(t)
Σ(t)
+ NaA(t)[D + cΣ(t)]
≤ 2 f xiεK + O(x2iε2K) ≡ CλxiεK ≡ λuaA. (5.139)
Let n∗ := inf{n ≥ 0 : YaAn −YaA0 ≤ −(1− x)xiεK} the random variable which counts the number of jumps YaAn
makes until it is smaller than −(1 − x)xiεK. The time between two jumps of naA(t) is given by τm − τm−1. It
holds that Jum  τm − τm−1  Jlm, where Jlm (resp. Jum) are i.i.d. exponential distributed random variables with
parameter λlaA (resp. λ
u
aA). We want to estimate bounds for the times that the processes Z
u
n , resp. Z
l
n, need to
decrease from xiεK to xi+1εK. Thus we show, for constants Cu,Cl > 0, that
(i) P
 n∗∑
m=1
Jum >
2Cu
Cλxi+1ε
 ≤ exp(−MK1/2+2α), (5.140)
(ii) P
 n∗∑
m=1
Jlm <
Cl
2Cλxiε
 ≤ exp(−MK1/2+2α). (5.141)
We start by showing (5.140) We need to find N such that, with high probability, n∗ ≤ N. To do this, we use
the majorising process Zu. Let Wuk be i.i.d. random variables with
P[Wuk = 1] =
1
2
−C0xi+1ε, P[Wuk = −1] =
1
2
+C0xi+1ε, and E[Wu1 ] = −2C0xi+1ε. (5.142)
Wuk records a birth or a death event of the process Z
u
n . We get
P[n∗ ≤ N] ≥ P
∃n ≤ N : n∑
k=1
Wk ≤ −
⌊
(1 − x)xiεK
⌋
≥ P
 N∑
k=1
Wk ≤ −
⌊
(1 − x)xiεK
⌋
≥ 1 − P
 N∑
k=1
(Wk − EWk) ≥ 2NC0xi+1ε −
⌊
(1 − x)xiεK
⌋ . (5.143)
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By Hoeffding’s inequality and choosing N = 1−xC0xK =: CuK, we get
P[n∗ ≤ CuK] ≥ 1 − exp
−
(
xiε
)2
Kx(1 − x)
2
 ≥ 1 − exp (−K1/2+2αC0(1 − x)x/2) , (5.144)
where we used that xiε ≥ K−1/4+α. Thus
P
 n∗∑
m=1
Jum >
2Cu
Cλxi+1ε
 ≤ P
CuK∑
m=1
Jum >
2Cu
Cλxi+1ε
 + exp(−K1/2+2αC0x(1 − x)/2). (5.145)
By applying the exponential Chebyshev inequality we get
P
CuK∑
m=1
Jum >
2Cu
Cλxi+1ε
 ≤ exp (−CuK/2) . (5.146)
Next we show (5.141). For this we need to find N such that P[n∗ ≤ N] is very small. For this we use the
process Zl. Let W lk be i.i.d. random variables which record a birth or a death event of the process Z
l
n. They
satisfy
P[W lk = 1] =
1
2
−C1xiε, P[W lk = −1] =
1
2
+C1xiε and E[W l1] = −2C1xiε. (5.147)
Note that
P[n∗ ≤ N] ≤ P
[
inf
{
n ≥ 0 : Zln − Zl0 ≤ −
⌊
(1 − x)xiεK
⌋}
≤ N
]
(5.148)
= P
∃n ≤ N : n∑
k=1
(Wk − EWk) ≤ 2nC1xiε −
⌊
(1 − x)xiεK
⌋
≤
N∑
n=0
P
 n∑
k=1
(Wk − EWk) ≤ 2nC1xiε −
⌊
(1 − x)xiεK
⌋ . (5.149)
If we choose N = 1−x4C1 K =: ClK, using Hoeffding’s inequality, we get, for all n ≤ N,
P
 n∑
k=1
(Wk − EWk) ≥
⌈
(1 − x)xiεK
⌉
− 1
2
(1 − x)xiεK
 ≤ exp(−K1/2+2αC1(1 − x)/2). (5.150)
Thus
P
 n∗∑
m=1
Jlm <
Cl
2Cλxiε
 ≤ P
ClK∑
m=1
Jlm <
Cl
2Cλxiε
 +ClK exp (−K1/2+2αC1(1 − x)/2) . (5.151)
It holds that
P
ClK∑
m=1
Jlm >
Cl
2Cλxiε
 = 1 − P
ClK∑
m=1
Jlm <
Cl
2Cλxiε
 = 1 − P
− ClK∑
m=1
Jlm > −
Cl
2Cλxiε
 . (5.152)
A simple use of the exponential Chebyshev inequality shows that
P
ClK∑
m=1
Jlm <
Cl
2Cλxiε
 ≤ exp (−ClK/2) . (5.153)
Thus we have that P
[∑n∗
m=1 J
l
m <
Cl
2Cλxiε
]
≤ exp
(
−MK1/2+2α
)
, for some constant M > 0. 
Step 7: In this step it is shown that naa(t) decreases under the upper bound γ∆x2i+2ε2 + Maa(x2i+2ε2)1+α,
which we need to proceed the next iteration step, in at least the time naA(t) needs to decrease from xiε to xi+1ε
(Proposition 3.13). We set the time to zero when naA(t) hits xiε. Hence naa(0) ≤ γ∆x2iε2 + Maa(x2iε2)1+α.
Let
θ+i (aa) ≡ inf
{
t ≥ 0 : naa(t) ≥ γ∆x2iε2 + 3Maa(x2iε2)1+α
}
, (5.154)
θ−i (aa) ≡ inf
{
t ≥ 0 : naa(t) ≤ γ∆x2i+2ε2
}
. (5.155)
For the proof we proceed in three parts. First we show that naa(t) has the tendency to decrease. For this we
construct a majorising process for naa(t) and show that this process decreases on the given time interval. This
process is used in the second part to estimate an upper bound on the time which the aa-population needs for
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the decay from γ∆x2iε2 + Maa(x2iε2)1+α to γ∆x2i+2ε2. As result we will get that naa(t) reaches the next upper
bound before the aA-population decreases to xi+1ε. Thus in the third part we ensure that naa(t) stays below
the bound until naA(t) reaches xi+1ε.
Part 1: We show
Proposition 5.12. For t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
there are constants C¯, C˜ > 0 such that
P
[
θ+i (aa) < θ
−
i (aa)|naa(0) ≤ γ∆x2iε2 + Maa(x2iε2)1+α
]
≤ C¯Kα/2 exp(−C˜K1/2+α). (5.156)
In this part the same strategy as in Step 5 is used. We couple naa(t) on a process which majorise it and
show that this process decrease from γ∆x2iε2 + Maa(x2iε2)1+α to γ∆x2i+2ε2 with high probability.
Proof. As before, let Yaan be the discretisation of Naa(t). We start with the construction of the upper process.
Lemma 5.13. For t ∈ N such that ϑn ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
there exists a constant Cu > 0 such that
P[Yaan+1 = k + 1|Yaan = k] ≤
1
2
−Cu ≡ pu. (5.157)
Proof. We know that, for t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
, naA(t) ∈
[
xi+1ε, xiε + x2iε2
]
. Again with (5.59) we
have
P[Yaan+1 = k + 1|Yn = k] =
f k
(
1 − nAA(t)
Σ(t)
)
+
f K
4Σ(t)n
2
aA(t)
f k
(
1 − nAA(t)
Σ(t)
)
+
f K
4Σ(t)n
2
aA(t) + k[D + ∆ + cΣ(t)]
≤ 1
2
+
1
2 f − f2Σ(t)nAA(t) + f K8Σ(t)
n2aA(t)
k − 12D − 12cΣ(t) − 12 ∆
f
(
1 − nAA(t)
Σ(t)
)
+
f K
4Σ(t)
n2aA(t)
k + [D + ∆ + cΣ(t)]
. (5.158)
Using Proposition 3.6, 3.8 and 3.10, we bound the numerator in the second summand from above by
− f
2n¯A
(n¯A − xiε) +
f
(
1 + 2xiε
)
8n¯Aγ∆x2
− ∆
2
+ O(x2iε2) ≤ − f ( f + ∆)(ϑ −
∆
2 ) + ∆ϑ( f + ∆)
2( f + ∆2 )( f + ϑ)
+ O(xiε). (5.159)
Since ∆2 < ϑ there exists a constant Cu > 0 such that
P[Yn+1 = k + 1|Yn = k] ≤ 12 −Cu ≡ pu. (5.160)

By replacing paa by pu, we couple Yaan on the same way to a process Z
u
n as it was done in Step 2. Observe
that by construction Zun < Y
aa
n , a.s.. The marginal distribution of Z
u
n is the desired Markov chain with
transition probabilities
P[Zun+1 = k + 1|Zun = k] = pu, (5.161)
P[Zun+1 = k − 1|Zun = k] = 1 − pu, (5.162)
and invariant measure
µ(n) =
∏n−1
k=1
(
1
2 −Cu
)
∏n
k=1
(
1
2 +Cu
) = ( 12 −Cu)n−1(
1
2 +Cu
)n . (5.163)
We define the stopping times
T+i (aa) ≡ inf
{
t ≥ 0 : Zun ≥ γ∆x2iε2K + 3Maa(x2iε2)1+αK
}
, (5.164)
T−i (aa) ≡ inf
{
t ≥ 0 : Zun ≤ γ∆x2i+2ε2K
}
. (5.165)
Again with the formula of the equilibrium potential we estimate for γ∆x2i+2ε2K ≤ zK < γ∆x2iε2K +
Maa(x2iε2)1+αK
PzK[T+i (aa) < T
−
i (aa)] =
∑zK
n=γ∆x2i+2ε2K+1
(
1+2Cu
1−2Cu
)n−1
∑γ∆x2iε2K+3Maa(x2iε2)1+αK
n=γ∆x2i+2ε2K+1
(
1+2Cu
1−2Cu
)n−1 ≤ C¯Kα/2 exp(−C˜K1/2+α). (5.166)

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Part 2: Similar to Step 6, we calculate an upper bound on the time which naa(t) needs at most to decrease
from γ∆x2iε2 + Maa(x2iε2)1+α to γ∆x2i+2ε2.
Proposition 5.14. Let
θi(aa) ≡ inf
{
t ≥ 0 : naa(t) ≤ γ∆x2i+2ε2|naa(0) = γ∆x2iε2 + Maa(x2iε2)1+α
}
, (5.167)
the decay time of naa(t), for t ∈
[
τi−aA, τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
. Then for all 0 ≤ i ≤ − ln(εK1/4−α)ln(x) there exist finite,
positive constants Caau and M, such that
P
[
θi(aa) > Caau
] ≤ exp (−MK1/2+2α) (5.168)
Proof. The proof works like the one in Step 6. We calculate an upper bound on the decay time of the
majorising process Zun . Let Y
aa
n and Z
u
n be defined as in the step before and let W
u be i.i.d. random variables
with
P[Wu = 1] =
1
2
−Cu, P[Wu = −1] = 12 +Cu and E[W
u
1 ] = −2Cu. (5.169)
The Wu’s record a birth or a death event of Zun . Similar as in Step 6, we choose N =
γ∆(1−x2)
Cu
x2iε2K =:
C¯x2iε2K and show that P[n∗ ≤ γ∆(1−x2)Cu x2iε2K] ≥ 1 − exp(−K1/2+2αCuγ∆(1 − x2)/2). It holds
λaa = f Naa(t)
(
1 − nAA(t)
Σ(t)
)
+
f K
4Σ(t)n
2
aA(t) + Naa(t)[D + ∆ + cΣ(t)]
≥ f4n¯A x2i+2ε2K + ( f + ∆)γ∆x2i+2ε2K
≥ 2 f+ ∆24n¯A x2i+2ε2K ≡ Cλx2i+2ε2K ≡ λlaa. (5.170)
Again, let τm − τm−1 be the time between two jumps of naa(t) and let Jaam be i.i.d. exponential random
variables with parameter λlaa. As in Step 6, using the exponential Chebyshev inequality, we get that
P
[∑C¯x2iε2K
m=1 J
aa
m >
2C¯
Cλx2
]
≤ exp
(
−C¯K1/2+2α
)
and hence
P
 n∗∑
m=1
Jaam >
2C¯
Cλx2
 ≤ exp (−MK1/2+2a) . (5.171)
Part 3: We see that naa(t) reaches γ∆x2i+2ε2 before naA(t) decreases to xi+1ε. Similar to Step 2 we can
show that once naa(t) hits γ∆x2i+2ε2 it will stay close to it an exponentially long time and will not exceed
γ∆x2i+2ε2 +Maa(x2i+2ε2)1+α again. Thus we can ensure that naa(t) is below γ∆x2i+2ε2 +Maa(x2i+2ε2)1+α when
naA(t) reaches xi+1ε. 
Step 8: For the iteration we have to ensure that the sum process increases on the given time interval from the
value n¯A − ∆+ϑcn¯A γ∆x2iε2 to n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 and stays there until the next iteration-step (Proposition 3.14).
We set the time to zero when the aA-population hits xiε. Hence Σ(0) ≥ n¯A − ∆+ϑcn¯A γ∆x2iε2 −MΣ(x2iε2)1+α. As
in Step 7 we divide the proof into three parts.
Part 1: Similarly to Part 1 in Step 7, we show that with high probability Σ(t) increases to n¯A − ∆+ϑcn¯A γ∆x2i+2ε2
before going back to n¯A − ∆+ϑcn¯A γ∆x2iε2 − 3MΣ(x2iε2)1+α . We define stopping times on Σ(t):
τi−Σ ≡ inf
{
t ≥ 0 : Σ(t) ≤ n¯A − ∆+ϑcn¯A γ∆x2iε2 − 3MΣ(x2iε2)1+α ≡ v(Σ−) − 3MΣ(x2iε2)1+α
}
, (5.172)
τi+Σ ≡ inf
{
t ≥ 0 : Σ(t) ≥ n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 ≡ v(Σ+)
}
, (5.173)
where MΣ > 0.
Proposition 5.15. There are constants C¯, C˜ > 0 such that
P[τi−Σ < τ
i+
Σ |Σ(0) ≥ n¯A − ∆+ϑcn¯A γ∆x2iε2 + MΣ(x2iε2)1+α] ≤ C¯Kα/2 exp
(
−C˜K7/2α+2α2
)
. (5.174)
Proof. From the step before we know that naa(t) decreases under γ∆x2i+2ε2 + Maa(x2i+2ε2)1+α in a time of
order 1 and does not exceed this bound once it hits it. Thus, with the knowledge of Step 3, we show that,
for t ∈
[
τi−aA + θi(aa), τ
i+
aA ∧ τ(i+1)−aA
]
, the sum process has the tendency to increase and exceed the lower bound
n¯A − ∆+ϑcn¯A γ∆x2i+2ε2 before naA(t) hits xi+1ε. As before, let YΣn be the associated discrete process to Σ(t).
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Lemma 5.16. For t ∈ N such that ϑn ∈
[
τi−aA + θi(aa), τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
there exists a constant C0 > 0
such that
P[YΣn+1 = k − 1|YΣn = k] ≤
1
2
−C0x2i+2ε2 ≡ p0(Σ). (5.175)
Proof. To show the lemma we use the results of the steps before. It holds:
P[YΣn+1 = k − 1|YΣn = k] ≤
1
2
+
− 12 ( f − D) + 12ckK−1 + ∆2kNaa(t)
f + D + ckK−1 + ∆k Naa(t)
. (5.176)
We estimate the nominator
≤ − f − D
2
+
1
2
ckK−1 +
∆
2
γ∆x2i+2ε2k−1K + O((x2i+2ε2)1+α). (5.177)
This term assumes its maximum at k = v(Σ+). If we insert this bound, n¯A − ∆+ϑcn¯A γ∆x2i+2ε2, we can estimate
≤ − f − D
2
+
1
2
cn¯A − ∆ + ϑ2n¯A γ∆x
2i+2ε2 +
∆
2n¯A
γ∆x2i+2ε2 + O((x2i+2ε2)1+α)
≤ −ϑγ∆
2n¯A
x2i+2ε2 + O((x2i+2ε2)1+α). (5.178)
Thus, there exists a constant C0 > 0 such that
P[YΣn+1 = k − 1|YΣn = k] ≤
1
2
−C0x2i+2ε2. (5.179)

Again we couple YΣn on Z
l
n via:
(1) Zl0 = Y
Σ
0 , (5.180)
(2) P[Zln+1 = k + 1|YΣn > Zln = k] = 1 − p0(Σ), (5.181)
(3) P[Zln+1 = k − 1|YΣn > Zln = k] = p0(Σ), (5.182)
(4) P[Zln+1 = k − 1|YΣn+1 = k − 1,YΣn = Zln = k] = 1, (5.183)
(5) P[Zln+1 = k − 1|YΣn+1 = k + 1,YΣn = Zln = k] =
p0(Σ) − P[YΣn+1 = k − 1|YΣn = k]
1 − P[YΣn+1 = k − 1|YΣn = k]
. (5.184)
Observe that by construction Zln 4 Y
Σ
n , a.s.. The marginal distribution of Z
l
n is the desired Markov chain with
transition probabilities
P[Zln+1 = k + 1|Zln = k] = 1 − p0(Σ), (5.185)
P[Zln+1 = k − 1|Zln = k] = p0(Σ), (5.186)
and invariant measure
µ(n) =
∏n−1
k=1
(
1
2 +C0x
2i+2ε2
)
∏n
k=1
(
1
2 −C0x2i+2ε2
) = ( 12 +C0x2i+2ε2)n−1(
1
2 −C0x2i+2ε2
)n . (5.187)
Again we get a bound on the harmonic function, for n¯A− ∆+ϑcn¯A γ∆x2iε2−MΣ(x2iε2)1+α ≤ z < n¯A− ∆+ϑcn¯A γ∆x2i+2ε2,
PzK[T i−Σ < T
i+
Σ ] =
∑Kv(Σ+)
n=zK+1
(
1−2C0x2i+2ε2
1+2C0x2i+2ε2
)n−1
∑Kv(Σ+)
n=Kv(Σ−)−MΣ(x2iε2)1+αK+1
(
1−2C0x2i+2ε2
1+2C0x2i+2ε2
)n−1 ≤ C¯Kα/2 exp (−C˜K7/2α+2α2) . (5.188)

Part 2: As in Step 6, to calculate an upper bound on the time which Σ(t) need to increase from n¯A −
∆+ϑ
cn¯A
γ∆x2iε2 − MΣ(x2iε2)1+α to n¯A − ∆+ϑcn¯A γ∆x2i+2ε2, we estimate the number of jumps of the sum process and
the duration of one single jump from above on a given time interval.
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Proposition 5.17. Let
θi(Σ) ≡ inf
{
t ≥ 0 :Σ(t) ≥ n¯A − ∆+ϑcn¯A γ∆x2i+2ε2|Σ(0) = n¯A − ∆+ϑcn¯A γ∆x2iε2 − MΣ(x2iε2)1+α
}
, (5.189)
the growth time of Σ(t) on the time interval t ∈
[
τi−aA + θi(aa), τ
i+
aA ∧ τ(i+1)−aA
]
. Then for all 0 ≤ i ≤ − ln(εK1/4−α)ln(x)
there exist finite, positive constants, CΣl and M, such that
P
[
θi(Σ) > CΣl
]
≤ exp
(
−MK4α
)
. (5.190)
Proof. Let YΣn be defined as in the step before and let Wk be i.i.d. random variables with
P[Wk = 1] =
1
2
+C0x2i+2ε2, P[Wk = −1] = 12 −C0x
2i+2ε2 and E[W1] = 2C0x2i+2ε2, (5.191)
which record a birth or a death event of the lower process Zln. We choose N =
∆+ϑ
4C0cn¯Ax2
γ∆(1 − x2)K =: C˜K
and show that P
[
n∗ ≤ ∆+ϑ2C0cn¯Ax2 γ∆(1 − x2)K
]
≥ 1 − exp
(
−K4αC0γ∆(∆ + ϑ)x2(1 − x2)/2
)
.
We estimate from above the time the process Σ(t) needs to make one jump:
λΣ = fΣ(t)K + Σ(t)K[D + ∆ + cΣ(t)] + ∆Naa(t) ≥ CλK ≡ λlΣ. (5.192)
As before let τm − τm−1 the time between two jumps of Σ(t) and let JΣm are i.i.d. exponential random vari-
ables with parameter λl
Σ
. As in Step 6, by applying the exponential Chebyshev inequality, we get that
P
[∑C˜K
m=1 J
Σ
m >
2C˜
Cλ
]
≤ exp
(
−K¯C˜/2
)
and hence
P
 n∗∑
m=1
JΣm >
2C˜
Cλ
 ≤ exp (−MK4α) . (5.193)

Part 3: For the iteration we have to ensure that once Σ(t) hits the upper bound n¯A − ϑ+∆cn¯A γx2i+2ε2 it will stay
closed to it for an exponential time on the given time interval. This ensure us that the sum process stays in a
small enough neighbourhood of n¯A − ϑ+∆cn¯A γx2i+2ε2 when naA(t) hits xi+1ε and the next iteration step can start.
Proposition 5.18. Assume that Σ(0) = n¯A − ϑ+∆cn¯A γx2i+2ε2. For all M > 0, let
τˆαΣ ≡ inf{t > 0 : Σ(t) − n¯A +
ϑ + ∆
cn¯A
γx2i+2ε2 ≤ −M(x2i+2ε2)1+α}. (5.194)
Then there exists a constant MΣ > 0 such that
P[τˆαΣ < τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
] = o(K−1). (5.195)
Proof. The proof is similar to Step 3. Again we define the difference process Xˆt between Σ(t)K and n¯AK −
ϑ+∆
cn¯A
γ∆x2i+2ε2K, which is a branching process with the same rates as Σ(t):
Xˆt = Σ(t)K − n¯AK + ϑ + ∆cn¯A γ∆x
2i+2ε2K (5.196)
Tˆ X0 ≡ inf{t ≥ 0 : Xˆt = 0} (5.197)
Tˆ Xα,MΣ ≡ {t ≥ 0 : Xˆt ≤ −MΣ(x2iε2)1+α}. (5.198)
Let Yˆn be the discrete process associated to Xˆt, obtained as described in Step 1.
Lemma 5.19. For t ∈ N such that ϑn ∈
[
τi−aA + θi(aa), τ
i+
aA ∧ τ(i+1)−aA ∧ eVK
α
]
, there exists a constant Cˆ0 > 0
such that
P[Yˆn+1 = −k − 1|Yˆn = −k] ≤ 12 − Cˆ0x
2i+2ε2 ≡ pˆΣ. (5.199)
The proof is a re-run of Step 3 by using the rates (5.58). The rest of the proof of Proposition 5.18 is
similar to Step 3. 
Final Step:
Calculation of the Decay Time of naA: The following proves Theorem 3.3 (ii). Set
σ ≡ − ln(εK
1/4−α)
ln(x)
. (5.200)
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Observe that xσε ≥ K−1/4+α is just the value until which we can control the decay of naA(t). Thus, to calculate
the time of the controlled decay of the aA-population we iterate the system, described above, until i = σ.
Observe that
∑σ−1
j=0
Cu
x jε =
Cux
1−x (K
1/4−α−ε−1) ≥ Clx1−x (K1/4−α−ε−1) =
∑σ−1
j=0
Cl
x jε and that the θ j(aA) = τ
( j+1)−
aA −τ j+aA
are independent random variables. Thus, for some constant M˜ > M > 0, we get
P
[ Cux
1 − x
(
K1/4−α − ε−1
)
t ≥ τσ−aA − τ0+aA ≥
Clx
1 − x
(
K1/4−α − ε−1
)]
(5.201)
= P
 Cux1 − x (K1/4−α − ε−1) ≥
σ−1∑
j=0
τ
( j+1)−
aA − τ j+aA ≥
Clx
1 − x
(
K1/4−α − ε−1
) (5.202)
≥ P
[Cu
xε
≥ θ1(aA) ≥ Clxε , ...,
Cu
xσε
≥ θσ(aA) ≥ Clxσε
]
(5.203)
≥ 1 − σ exp(−MK1/2+2α) ≥ 1 − exp(−M˜K1/2+2α). (5.204)
Remark. A function f (t) = 1t needs a time t1− t0 = K1/4−α− 1ε to decrease from f (t0) = ε to f (t1) = K−1/4+α.
Compared to the decay-time of naA we see that it is of the same order. Thus the stochastic process behaves
as the dynamical system.
Survival until Mutation: Now we prove Theorem 3.4.We already know that there is no mutation before a
time of order 1KµK (cf. Lemma 3.5 and(3.9)). Since we have seen that the duration of the first step is O(lnK)
and the time needed for the second step is bounded, the left hand side of (3.1) ensures that the first two
phases are ended before the occurrence of a new mutation. Thus we get the first statement of (3.7).
To justify the second statement of (3.7), we have to calculate an upper bound on the mutation time such that
there are still enough aA-individuals in the population, when the next mutation to a new allele occurs. We
saw that we can control the process only until the aA-population has decreased to K−1/4+α. Thus we have
to verify that the mutation time is smaller than O
(
K1/4−α
)
, the time the process naA needs to decrease to
K−1/4+α.
The mutation rate of the whole population is the sum of the mutation rates of each subpopulation. For
t ∈ [τ0+aA, τσ−aA ] with high probability, the new mutation occurs in the AA-population, because naa(t) and naA(t)
are very small.
Let
pA(t) =
nAA(t) + 12naA(t)
naa(t) + naA(t) + nAA(t)
(5.205)
be the relative frequency of A-alleles in the population at time t. The mutation rate of the AA-population is
given by
µAAK = µK f pA(t)nAA(t)K. (5.206)
For t ∈ [τ0+aA, τσ−aA ] we know from the results before that nAA is in an ε-neighbourhood of its equilibrium, n¯A,
and naA, naa ≤ ε. We can estimate µAAK :
µAAK = µK f n¯AK + O(ε). (5.207)
From (5.206) we get that the time of a new mutation is smaller or equal to 1f n¯AKµK + O(ε). Thus to ensure
that we still have a-alleles in the population, we have to choose µK in such a way that
1
f n¯aKµK
 Clx
1 − xK
1/4−α, (5.208)
since we can ensure the survival of naA(t) until the time Clx1−xK
1/4−α (cf. (5.201)). Hence, the right hand side
of (3.1) gives us that a new mutation occurs before the aA-population died out. This finishes the proof of
Theorem 3.4.
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