On the basicity of unitary system of exponents in the variable exponent Lebesgue spaces by Bilalov, Bilal T. et al.
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/327541021
On the basicity of unitary system of exponents in the variable exponent
lebesgue spaces
Article · January 2017
CITATIONS
2
READS
15
3 authors, including:
Some of the authors of this publication are also working on these related projects:
Frame properties of a part of an exponential system with degenerate coefficients in Hardy classes View project
On the space of coefficients in topological spaces View project
Bilal Bilalov
Institute of Mathematics and Mechanics National Academy of Sciences of Azerbaij…
109 PUBLICATIONS   379 CITATIONS   
SEE PROFILE
Ali Huseynli
Khazar University
10 PUBLICATIONS   10 CITATIONS   
SEE PROFILE
All content following this page was uploaded by Ali Huseynli on 16 December 2019.
The user has requested enhancement of the downloaded file.
Transactions of NAS of Azerbaijan, Issue Mathematics, 37 (1), 63–76 (2017).
Series of Physical-Technical and Mathematical Sciences.
On the basicity of unitary system of exponents in the variable exponent
Lebesgue spaces
Bilal T. Bilalov · Ali A. Huseynli · Miran I. Aleskerov
Received: 09.11.2016 / Revised: 15.03.2017/ Accepted: 18.05.2017
Abstract. In the present work it is considered the system of functions a (t) eint− b (t) e−int, n ∈ N , with
complex-valued coefficients a (·) ; b (·) : [0, pi]→ C. Sufficient conditions on the coefficients of the system
are found in order for the system to form a basis in Lebesgue spaces with variable exponent.
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1 Introduction
When solving the PDEs of mixed type by Fourier method there frequently appear systems
of sines and cosines of the following form
{cos (n+ α) t}n∈Z+ , (1.1)
{sin (n+ α) t}n∈N , (1.2)
whereα is a real number(here, thereafterN is the set of all natural numbers,Z+ = {0}
⋃
N ).
Justification of the Fourier method requires to study the basicity properties of such sys-
tems in some function spaces. Some examples of such equations and concrete systems of
trigonometric-type functions that appear after applying Fourier method can be found, for
example, in [22–24,28]. The basicity properties of the systems (1.1) and (1.2) are well stud-
ied in Lebesgue and Sobolev spaces, as well as, in their weighted settings [3–9, 20, 21, 25,
26, 29, 30].
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During the last two decades, non-standard function spaces became an extremely pop-
ular subject because of their appearance in modern problems of analysis and qualitative
theory of PDEs. Introduction of Lebesgue spaces with variable exponents at the end of last
century and variety of extraordinary results obtained therein were the main motivation and
the inception of this new tendency in analysis. We only mention the monograph [15] and
the comprehensive bibliography therein, where thoroughly treatment of these issues can be
found.
In the present work it is considered the system of functions
a (t) eint − b (t) e−int , n ∈ N, (1.3)
with omplex-valued coefficients a (·) ; b (·) : [0, pi] → C. The system of perturbed ex-
ponential functions, which is the sytem of eigenfunctions of some second order ordinary
differential operator is a special case of the sytem (1.3). Sufficient conditions on the coef-
ficients of the system (1.3) are found in order for the system to form a basis in Lebesgue
spaces with variable exponent.
Notice that, similar problems for the double system of exponents with complex-valued
coefficients in Lebesgue spaces with variable exponent were earlier studied in [11–14, 27].
The basicity properties of the systems (1.1) and (1.2) in classical Lebesgue spaces were
studied in [20,24].
2 Preliminaries
We use the following standard denotations: Z−the set of all integers; R−the set of all
real numbers; C−complex plane; ( · )−complex conjugate of ( . ); δnk−Kronecker delta;
χA (·)−the indicator function of the set A . ω ≡ {z ∈ C : |z| < 1}− the unit disc; ∂ω ≡
{z ∈ C : |z| = 1}− the unit circle.
Let p : [−pi, pi]→ [1,+∞)−be a Lebesgue measurable function. We denote byL0 the
set of all Lebesgue measurable functions on [−pi, pi] . Set
Ip (f)
def≡
∫ pi
−pi
|f (t)|p(t) dt
and
L ≡ {f ∈ L0 : Ip (f) < +∞} .
If p+ = sup vrai
[−pi,pi]
p (t) < +∞, then L is a linear space with respect to pointwise linear
operations.L is a Banach space with respect to the norm
‖f‖p(·)
def≡ inf
{
λ > 0 : Ip
(
f
λ
)
≤ 1
}
,
and we denote it by Lp(·). Set
WL
def≡ {p : p(−pi) = p(pi);∃C > 0, ∀t1, t2 ∈ [−pi, pi] : |t1 − t2| ≤ 12 ⇒
⇒ |p (t1)− p (t2)| ≤ C− ln|t1−t2|
}
.
Throughout the paper q (·) denotes the conjugate function of p (·) , that is, 1p(t) + 1q(t) ≡ 1.
Let p− = inf vrai
[−pi,pi]
p (t). The following generalized Ho¨lder’s inequality holds
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∫ pi
−pi
|f (t) g (t)| dt ≤ c (p−; p+) ‖f‖p(·) ‖g‖q(·) ,
where c (p−; p+) = 1 + 1
p− − 1p+ .
The following fact plays a key role in obtaining main results of paper.
Proposition 2.1 ( [15]) If p (·) : 1 < p− ≤ p+ < +∞, then the set C∞0 (−pi, pi) (the set of
all infinitely differentiable functions with compact support) is dense in Lp(·).
Let
ρ (t) =
m∏
k=1
|t− tk|αk ,
be a weight function, where {tk}m1 ⊂ [−pi, pi] is a set of disjoint points.
Lemma 2.1 Let p ∈ C [−pi, pi] and p(t) > 0, ∀t ∈ [−pi, pi] . Then the function ξ(t) =
|t− c|α belongs to Lp(·),ρ, if α > − 1p(c) ,and c 6= τk, ∀ k = 1,m , as well as if α + αk0 >
− 1p(c) , and c = τk0 .
We will need some facts from the theory of Hardy spaces. By H+p0 we denote the usual
Hardy space, where p0 ∈ [1,+∞). Let ρ : ∂ω → R+ = (0,+∞) be a weight function. If
the weight function ρ (·) is defined on (−pi, pi), then ρ (eit) stresses ρ (eit) ≡ ρ (t) , t ∈
(−pi, pi). Set H±p(·),ρ ≡
{
f ∈ H+1 : f+ ∈ Lp(·),ρ(∂ω)
}
, where f+− is the nontangential
boundary values of f on ∂ω. In [10] the following was proved:
Theorem 2.1 Let p ∈WL, p− > 1, and
− 1
p (tk)
< αk <
1
q (tk)
, k = 1,m, (2.1)
where ρ (t) =
∏m
k=1 |t− tk|αk . If F ∈ H+p(·),ρ, then ∃f ∈ Lp(·),ρ :
F (z) =
1
2pi
∫ pi
−pi
Kz(t)f(t)dt, (2.2)
here Kz(t) ≡ 11−ze−it is the Cauchy kernel. Conversely, if f ∈ Lp(·),ρ, then the function
F , defined by (2.2), belongs to H+p(·),ρ.
Now, define the set mH−p(·), where m ∈ Z. Let Φ (z) be a function, analytic outside ω,
which does not have an essential singularity at infinity. In other words, let
Φ (z) = Φ0 (z) + Φ1(z) =
k∑
n=−∞
anz
n , k < +∞,
for sufficiently large |z|, here Φ0 (z) and Φ1 (z) are principle and analytic parts of above
series, respectively. If k ≤ m and Φ0
(
1
z¯
)
belongs to H+p(·), then we will say that Φ (·)
belongs to the class mH−p(·) outside ω.
The following theorems can be proved by the same way as in the classical case.
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Theorem 2.2 Let p ∈WL, p− > 1,and (2.1) fulfils. If f ∈ H+p(·),ρ, then∥∥f(reit)− f+(eit)∥∥
p(·),ρ → 0, r → 1− 0,
where f+is the interior nontangential boundary values of f on ∂ω.
Theorem 2.3 Let p ∈WL, p− > 1, and (2.1) fulfils. If f ∈ mH−p(·),ρ, then∥∥f(reit)− f−(eit)∥∥
p(·),ρ → 0, r → 1 + 0,
where f− is the exterior nontangential boundary values of f on ∂ω.
Subject the coefficients a (·) and b (·) of the system (1.3) to the following conditions:
i) a±1 (·) ; b±1 (·) ∈ L∞ (0, pi);
ii) α (·) ; β (·) are piecewise continuous functions on (0, pi) with jump points {tk}k∈N and{τk}k∈N , respectively; additionally it is assumed that the set {s˜k} ≡ {tk}
⋃ {τk}may have
s˜0 ∈ (0, pi) as its only limit point and the function θ˜ (t) ≡ β (t) − α (t) has a finite right
and left limits at s˜0;
iii)
∑∞
k=1 |h (s˜k)| < +∞, where h (s˜k) = θ˜ (s˜k − 0) − θ˜ (s˜k + 0) is the jump of θ˜ (·) at
s˜k;
iv) The jumps
{
h˜i
}
hold
(
h˜(s˜i)
2pi +
1
p(s˜i)
)
/∈ Z, ∀i ∈ N .
3 Main results
Consider the system
vn(t) ≡ a(t)eint − b(t)e−int, n ∈ N,
where a (t) = |a (t)| eiα(t), b (t) = |b (t)| eiβ(t) are some complex-valued functions on
[0, pi]. Suppose that the coefficients a (t) and b (t) satisfy the conditions i)-iv). From iii) it
follows that there is r ∈ N , such that
− 2pi
p(s˜k)
< h˜(s˜k) <
2pi
q(s˜k)
, k = r,∞.
Enumerate the set{s˜i}r1 from least to greatest and denote it by{si}r1: 0 < s1 < ... < sr < pi.
Denote the corresponding jump sequence (finite) by {h(si)}r1:
h (si) = β (si − 0)− β (si + 0) + α (si + 0)− α (si − 0) , i = 1, r.
Suppose that for some n0
1
p(0)
+ 2(n0 − 1) < β(0)− α(0)
pi
<
1
p(0)
+ 2n0, (3.1)
holds. Taking into account the condition iv) we define the integers ni, i = 1, r by the in-
equalities
− 1
p(si)
<
h(si)
2pi
+ ni − ni−1 < 1
q(si)
, i = 1, r. (3.2)
The main result of the paper is
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Theorem 3.1 Let the coefficients a (·) and b (·) of the system {vn}n∈N satisfy the conditions
i)-iv), the integers {ni}r1 are defined by (3.1) and(3.2). Suppose that,
β(pi)− α(pi)
2pi
+
1
2p (pi)
/∈ Z. (3.3)
If
− 1
p(pi)
+ 2nr <
β(pi)− α(pi)
pi
< − 1
p(pi)
+ 2(nr + 1), (3.4)
then the system {vn}n∈N forms a basis in Lp(·) (0, pi);
if
β(pi)− α(pi) < − pi
p(pi)
+ 2nrpi,
then the system {vn}n∈N is not complete, but is minimal in Lp(·) (0, pi);
if
β(pi)− α(pi) > − pi
p(pi)
+ 2(nr + 1)pi,
the system is complete, but not minimal in Lp(·) (0, pi) .
Proof. The proof is based on solution of the following linear conjugation problem for ana-
lytic functions in Hardy class H+p(·) × −1H−p(·):
F+(τ) +G(τ)F−(τ) = ψ(arg τ),
|τ | = 1, F (∞) = 0,
}
(3.5)
where
G(eiθ) =
{
b (θ) a−1 (θ) ,
a (−θ) b−1 (−θ) ,
0 < θ < pi,
−pi < θ < 0,
ψ (θ) =
{
ψ (θ) a−1 (θ) , 0 < θ < pi,
−ψ (−θ) b−1 (−θ) , −pi < θ < 0.
Hereafter a−1 (θ) and b−1 (θ) denotes the functions a−1 (θ) = |a (θ)|−1 e−iα(θ) and b−1 (θ) =
|b (θ)|−1 e−iβ(θ), respectively, ψ (·) ∈ Lp(·) (0, pi) is an arbitrary function.
Consider the following function:
γ(θ) =
{
β(θ)− α(θ), θ ∈ (0, pi) ,
α(−θ)− β(−θ), θ ∈ (−pi, 0) .
It is clear that, the points{−s˜i}i∈N are also jump points for the function γ(θ) and the jump
at the point (−s˜i) is equal to the jump of (−h(s˜i)) at the point s˜i. Denote the union of the
sets {−s˜i}i∈N and {s˜i}i∈N by {s¯i} and the corresponding jumps by
{
h¯i
}
. The point s = 0
is also a jump point of γ(θ) and the jump at this point is
h¯0 = β(0)− α(0)− (α(0)− β(0)) = 2(β(0)− α(0)).
Add the point s = 0 to the set {s¯i} and h¯0 to the set
{
h¯i
}
. We construct the jump function
γ1(·) of the function γ(·):
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γ1(−pi) = 0, γ1(s) = [γ(−pi + 0)− γ(−pi)] +
∑
−pi<s¯k<s
h¯k
+ [γ(s)− γ(s− 0)] ,−pi < s ≤ pi, (3.6)
where γ(s¯k) denotes the left limit of the function γ(s) at the point s¯k,
β(pi) = β(pi − 0), α(pi) = α(pi − 0), β(0) = β(+0), α(0) = α(+0).
In [18] it was proved the following
Lemma 3.1 If iii) holds, then γ0(·) ∈ C [−pi, pi] , where γ0(s) = γ(s) − γ1(s), ∀s ∈
[−pi, pi].
This lemma allows us to apply the method from [16] for solving the problem (3.5) in Hardy
classes H+p(·) × mH−p(·). First, we assume that
− 2pi
p(s˜i)
< h(s˜i) <
2pi
q(s˜i)
, ∀i ∈ N (3.7)
holds. By the scheme of [16], compute the quantities h(1)0 and h
(0)
0 . We have
h
(0)
0 = γ0(pi)− γ0(−pi) = γ(pi − 0)− γ1(pi − 0)− (γ(−pi + 0)− γ1(−pi + 0)),
h
(1)
0 = γ1(−pi + 0)− γ1(pi − 0).
Hence,
h0 = h
(1)
0 −h(0)0 = γ(−pi+0)−γ(−pi−0) = α (pi)−β (pi)−(β (pi)− α (pi)) = 2 (α (pi)− β (pi)) .
The jump of the function γ1(·) at the point θ = 0 is
h¯0 = γ(+0)− γ(−0) = 2γ(+0) = 2 (β(0)− α(0)) .
First, assume that
− pi
p(0)
< α(0)− β(0) < pi
q(0)
, (3.8)
holds.
As it was shown in [27] under the conditions i)-iv) and (3.7), (3.8), the problem (3.5) has a
unique solution in H+p(·) × −1H−p(·) and this solution can be represented as
F (z) =
Z0 (z)
2pi
∫ pi
−pi
ψ (σ)
Z+0 (e
iσ)
dσ
1− ze−iσ , (3.9)
where
Z0 (z) =
{
X1 (z) Y1 (z) , |z| < 1 ,
−X−12 (z) Y −12 (z) , |z| > 1 ,
is a canonical solution of the problem (3.5) belonging toH+p(·)×−1H−p(·). Here the functions
Xk (·) and Yk (·), k = 1, 2 are defined as
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X1(z) = exp
{
1
4pi
∫ pi
−pi ln |G(s)| e
is+z
eis−zds
}
, |z| < 1,
X2(z) = exp
{
− 14pi
∫ pi
−pi ln |G(s)| e
is+z
eis−zds
}
, |z| > 1,
Y1(z) = exp
{
i
4pi
∫ pi
−pi γ(s)
eis+z
eis−zds
}
, |z| < 1,
Y2(z) = exp
{
− i4pi
∫ pi
−pi γ(s)
eis+z
eis−zds
}
, |z| > 1.
Divide the set {−h(s˜k)} into two subsets: the first consists all positives of {−h(s˜k)}, we
denote it by
{
h+k
}
; the second consists all negatives of {−h(s˜k)}, we denote it by
{−h−k }.
To such a separation of {hk}, associates a separation of the set {s˜k}: the first subset of {s˜k}
contains all
{
s+k
}
of s˜k, for which ( − h(s˜k) ) > 0; second subset contains all
{
s−k
}
for
which ( − h(s˜k) ) < 0. Set
U±1 (σ) =
∏
k
∣∣∣∣sin σ − s±k2
∣∣∣∣
h±
k
2pi
,
U0(σ) =
{
sin
σ
2
}−h(0)0
2pi
exp
{
− 1
4pi
∫ pi
−pi
γ0(s)ctg
σ − s
2
ds
}
.
Using it, for the boundary values of the analytic function Z0(z) the following is true:
∣∣Z±0 (eiσ)∣∣ = ∣∣G(eis)∣∣± 12 U0(σ) [U+1 (σ)]−1 × U−1 (σ){sin σ2}−
h0
2pi
.
The Cauchy-Plemelj formula implies that
F+(eis) =
1
2
ψ(s) +
Z+0 (e
is)
2pi
∫ pi
−pi
ψ(σ)
Z+0 (e
iσ)
dσ
1− ei(s−σ) . (3.10)
We have
lnZ+0 (e
iσ) = lnG(eiσ) + lnX−12 (e
iσ) + lnY −12 (e
iσ) = lnG(eiσ)− 12 ln
∣∣G(eiσ)∣∣
+ i4pi
∫ pi
−pi ln
∣∣G(eis)∣∣ ctg σ−s2 ds− i2γ (σ)− 14pi ∫ pi−pi γ(s)ctg σ−s2 ds = 12 lnG(eiσ)
+ i4pi
∫ pi
−pi lnG(s)ctg
σ−s
2 ds , G (s) ≡ G
(
eis
)
.
Since
ctg
σ − s
2
= i+ i
2eis
eiσ − eis ,
then
lnZ+0 (e
iσ) = 12 lnG(e
iσ) + i4pi
∫ pi
−pi lnG(s)ctg
σ−s
2 ds
= 12 lnG(σ)− 14pi
∫ pi
−pi lnG(s)ds+
1
2pi
∫ pi
−pi
lnG(s))eis
eis−eiσ ds.
Further, we have
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I (σ) =
1
2pi
∫ pi
−pi
lnG(s)
1− ei(σ−s)ds =
1
2pi
∫ pi
0
ln
b(θ)
a(θ)
[
1
1− ei(σ−θ) −
1
1− ei(σ+θ)
]
dθ.
Taking into account the identity
1
1− ei(θ−ϕ) −
1
1− ei(θ+ϕ) = −
i
2
cos ϕ2
cos θ2
[
1
sin ϕ−θ2
+
1
sin ϕ+θ2
]
,
we get
I(σ) = − i
4pi
∫ pi
0
cos θ2
cos σ2
ln
b(θ)
a(θ)
[
1
sin θ−σ2
+
1
sin θ+σ2
]
dθ. (3.11)
From here it immediately follows that, the function I(σ) is even on (−pi, pi) , i.e. I(−σ) =
I(σ),∀σ ∈ (−pi, pi). Then from (3.11) we get
Z+0 (e
iσ) = G
1
2 (σ)eI(σ),
since ∫ pi
−pi
lnG(s)ds = 0.
Suppose that
− 1
p(pi)
<
β(pi)− α(pi)
pi
<
1
q(pi)
. (3.12)
Using the expression of F+(eiσ) and Smirnov’s theorem for the classes H±p(·) we get that
under the conditions (3.7),(3.8) and (3.12) the function F (·) belongs to H+p(·). Furthermore,
from ∫ pi
−pi
ψ(σ)
Z+0 (e
iσ)
dσ =
∫ pi
0
a−1(σ)ψ(σ)√
b(σ)a−1(σ)
dσ
eI(σ)
+
∫ 0
−pi
−b−1(−σ)ψ(−σ)√
a(−σ)b−1(σ)
dσ
eI(σ)
=
∫ pi
0
ψ(σ)√
a(σ)b(σ)
dσ
eI(σ)
−
∫ pi
0
ψ(σ)√
a(σ)b(σ)
dσ
eI(σ)
= 0,
it follows that, F (·) has
F+(z) =
∞∑
n=1
anz
n, (3.13)
as its Taylor expansion on |z| < 1, where
an =
n∑
k=1
ckbn−k,
Z+0 (z) =
∞∑
k=0
bkz
k,
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ck = − i
pi
∫ pi
0
sin kσ√
a (σ) b (σ)
ψ (σ)
eI(σ)
dσ.
Hence,
an = (hn, ψ) =
∫ pi
0
ψ (σ)hn (σ) dσ,
where
hn (σ) = − i
eI(σ)
√
a (σ) b (σ)
n∑
k=1
bn−k sin kσ. (3.14)
Now, consider the following integral:
I˜ (ϕ) =
1
2pi
∫ pi
−pi
ψ (σ)
Z+0 (e
iσ)
dσ
1− ei(ϕ−σ) .
We have
2piI˜(ϕ) =
∫ pi
0
a−1 (σ)ψ (σ)√
b (σ) a−1 (σ)eI(σ)
dσ
1− ei(ϕ−σ)
+
∫ 0
−pi
−b−1 (−σ)ψ (−σ)√
a (−σ) b−1 (−σ)eI(σ)
dσ
1− ei(ϕ−σ)
=
∫ pi
0
ψ(σ)√
a (σ) b (σ)eI(σ)
[
1
1− ei(ϕ−σ) −
1
1− ei(ϕ+σ)
]
dσ
= − i
2
∫ pi
0
cos σ2
cos ϕ2
ψ(σ)√
a (σ) b (σ)eI(σ)
[
1
sin σ−ϕ2
+
1
sin σ+ϕ2
]
dσ.
From here, it immediately follows that, I˜(·) is an even function on (−pi, pi) : I˜(−ϕ) = I˜(ϕ),
ϕ ∈ (−pi, pi) . Let s ∈ (0, pi). From (3.10) we get that
F+(eis) =
1
2
ψ(s) + Z+0 (e
is)I˜(s) =
1
2
a−1(s)ψ(s) +
√
b(s)a−1(s)eI(s)I˜(s),
F+(e−is) = −1
2
b−1(s)ψ(s) +
√
a(s)b−1(s)eI(s)I˜(s).
Hence
a(s)F+(eis)− b(s)F+(e−is) = ψ(s), s ∈ (0, pi). (3.15)
Since, F (·) ∈ H+p(·), p− > 1, then from the Theorem 2.2 we have
lim
r→1−0
∫ pi
−pi
∣∣F+(reis)− F+(eis)∣∣p(s) ds = 0
and from
an =
1
2pirn
∫ pi
−pi
F+(reiϕ)e−inϕdϕ, 0 < r < 1, n ∈ N,
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we have
1
2pi
∫ pi
−pi
F+(eiϕ)e−inϕdϕ =
{
an, n ≥ 1 ,
0, n < 1.
It is clear that p˜(−pi) = p˜(pi) and p˜− > 1, then, p˜ ∈ WL. Then by the results of the
works [11–14,31], the system
{
einϕ
}
n∈Z forms a basis inLp˜(·)(−pi, pi). Taking into account
the above equalities we get that, the series
∞∑
n=1
ane
inϕ
converges to the function F+
(
eiϕ
)
in Lp˜(·) (−pi, pi). Then, by (3.15) we get that, the series∑∞
n=1 anϑn (s) converges to the function ψ (s) in the space Lp(·) (0, pi).
Now, as the function ψ (θ) we take ϑn (θ) , here n ∈ N is arbitrary, but fixed. The
(unique) solution is given by (3.9), where ψ (θ) = ϑn (θ). Furthermore, in that case, the
solution of the problem (3.5) is the function
F (z) =
{
zn, |z| < 1,
z−n, |z| > 1. (3.16)
Comparing (3.13) with (3.16) gives us
(hn, ϑm) =
∫ pi
0
hn (θ) ϑm (θ) dθ = δnm, n,m = 1,∞.
It is clear that
h (s−r )
2pi
<
1
q
(
s−r
) , ∀r.
Hence, from the expression for hn (θ) , n = 1,∞, and from the Lemma 2.1 we get that,
hn (θ) ∈ Lq(·) , ∀n = 1,∞.
Therefore, we get that the pair of systems {ϑn (θ)} and {hn (θ)} is biorthogonal and
hence, {ϑn}n∈N forms a basis in Lp(·) (0, pi).
If at least one of the conditions holds
1
p (0)
− 2 < β (0)− α (0)
pi
<
1
p (0)
− 1,
1− 1
p (pi)
<
β (pi)− α (pi)
pi
< − 1
p (pi)
+ 2,
then, rewriting I˜ (ϕ) in the form
I˜ (t0) =
i
2pi
∫
|t|=1
ψ (arg t)
Z+0 (t) (t− t0)
dt =
i
4pi
∫ pi
0
cos θ2
cos ϕ2
e−I(θ)
× ψ (θ)√
A (θ)B (θ)
[
1
sin θ−ϕ2
+
1
sin θ+ϕ2
]
dθ,
I˜ (ϕ) = − i
4pi
∫ pi
0
sin σ2
sin ϕ2
ψ (σ)√
A (σ)B (σ)eI(σ)
[
1
sin σ−ϕ2
− 1
sin σ+ϕ2
]
dσ,
B.T. Bilalov, A.A. Huseynli, M.I. Aleskerov 73
and using the Theorem 2.1 we get that, in these cases F (z) ∈ Hp(·) . The inclusion F (z) ∈
Hp(·) under the conditions (3.1)-(3.4), follows from the Riesz-Thorin interpolation theorem
in generalized Lebesgue spaces.
Set
β˜ (t) = β (t)− µ (2t− pi) , α˜ (t) + µ (2t− pi) , 1
2
≤ µ ≤ 1.
The functions β˜ (·) and α˜ (·) obey all conditions of above considered case. Therefore, ac-
cording to above we have
∫ pi
0
ϑn
(
t, β˜ (t) , α˜ (t)
)
hm
(
t, β˜ (t) , α˜ (t)
)
dt = δnm, n,m = 1,∞. (3.17)
As the left-hand side of the last equality analytically depends on µ, if −ε < µ ≤ 1 (ε is
sufficiently small positive number), this holds true for µ = 0, as well. Hence, it was proved
that, under the conditions (3.1), (3.7) and (3.2), where n0 = nr = 0 , the system {ϑn}n∈N
forms a basis in the space Lp(·) (0, pi).
Now, consider the general case. Define g (θ) to be
g (θ) ≡

e−in0θ, 0 < θ < s1,
e−in1θ, s1 < θ < s2,
...............................
e−inrpi, sr < θ < pi.
Consider the following system:
ϕm (θ) ≡ g (θ) ϑm (θ) , m = 1,∞.
Rewrite ϕm (θ) in the form:
ϕm (θ) ≡
 |a (θ)| e
i(α(θ)+n0pi) eimθ − |b (θ)| ei(β(θ)−n0pi) e−imθ, θ ∈ (0, s1) ,
.........................................................................................
|a (θ)| ei(α(θ)+nrpi) eimθ − |b (θ)| ei(β(θ)−nrpi) e−imθ, θ ∈ (sr, pi) .
It is easy to check that, the functions
a˜ (θ) = g−1 (θ) a (θ) , b˜ (θ) = g (θ) b (θ) .
obey all conditions of the theorem for n0 = ni = 0, i = 1,∞. Then, the system
{ϕm (θ)} , m = 1,∞, forms a basis in Lp(·) (0, pi). Since |g (θ)| ≡ 1, we get that, the
system {ϑn (θ)} , n = 1,∞, also forms a basis in Lp(·) (0, pi) in the general case.
Now, consider the case when β (pi) − α (pi) < − pip(pi) . By substituting the index of the
system {ϑn}n∈N by
n = m+
[
β (pi)− α (pi)
2pi
+
1
2p (pi)
]
,
and setting
α˜ (θ) = α (θ) +
[
β (pi)− α (pi)
2pi
+
1
2p (pi)
]
θ,
74 On the basicity of unitary system of exponents in the . . .
β˜ (θ) = β (θ)−
[
β (pi)− α (pi)
2pi
+
1
2p (pi)
]
θ,
(here, square brackets indicate the greatest integer function), we get a new system, so that
m ≥ 2, β˜ (pi)− α˜ (pi)
pi
∈
(
− 1
p (pi)
, 2− 1
p (pi)
)
.
Therefore, this system is not complete in Lp(·) (0, pi), since, ϑm (θ) , m = 1,∞, forms a
basis in Lp(·). Now, let
β (pi)− α (pi) > 2pi − pi
p (pi)
.
If β (pi)− α (pi) > 2pi − pip , then substitute
n = m+ 1 +
[
β (pi)− α (pi)
2pi
− 1 + 1
2p (pi)
]
,
α˜ (θ) = α (θ) +
([
β (pi)− α (pi)
2pi
− 1 + 1
2p (pi)
]
+ 1
)
θ,
β˜ (θ) = β (θ)−
([
β (pi)− α (pi)
2pi
− 1 + 1
2p (pi)
]
+ 1
)
θ.
As a result we get a new system
{
ϑ˜m
}
m≥0
, so that
− pi
p (pi)
< β˜ (pi)− α˜ (pi) < 2pi − pi
p (pi)
.
Then by the fact, already proved it follows that the system
{
ϑ˜m
}
m∈N
forms a basis in
Lp(·) (0, pi), hence,
{
ϑ˜m
}
m≥0
≡ {ϑn}n∈N is complete but not minimal in Lp(·) (0, pi).
Corollary 3.1 Let γ (t) be a continuous function on [0, pi]. Suppose
pi
2p (0)
+ (n0 − 1)pi < γ (0) < pi
2p (0)
+ n0pi
for some integer n0 and γ (pi) 6= − pi2p(pi) + npi , ∀n ∈ Z. If
− pi
2p (pi)
+ npi < γ (pi) < − pi
2p (pi)
+ (n+ 1)pi,
then the system of sines sin (nt− γ (t)) , n = 1,∞, forms a basis in Lp(·) (0, pi); if
γ (pi) < − pi
2p (pi)
+ npi,
then the system of sines sin (nt− γ (t)) , n = 1,∞ is not complete in Lp(·) (0, pi), but is
minimal in Lp(·) (0, pi); if
γ (pi) ≥ − pi
2p (pi)
+ (n+ 1)pi,
then the system of sines sin (nt− γ (t)) , n = 1,∞, is complete, but not minimal in
Lp(·) (0, pi).
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The corollary easily follows from Theorem 3.1 if we set
a (t) = e−iγ(t), b (t) = eiγ(t).
Note that, the Corollary 3.1 has been proved in [29] in the case when γ (t) is of Ho¨lder
class and p (·) ≡ const.
Corollary 3.2 Let the conditions of Theorem 3.1 fulfil, and besides it
− 2pi
p (s˜i)
< h˜i <
2pi
q (s˜i)
, i = 1,∞
and for some integer n0 (3.1) holds, with β (pi)− α (pi) 6= − pip(pi) + 2n0pi. If
− 1
p (pi)
+ 2n0 <
β (pi)− α (pi)
pi
< − 1
p (pi)
+ 2 (n0 + 1) ;
then the system {ϑn}n∈N forms a basis in Lp(·) (0, pi); if
β (pi)− α (pi) < − pi
p (pi)
+ 2n0pi,
then it is not complete, but minimal in Lp(·) (0, pi); if
β (pi)− α (pi) ≥ − pi
p (pi)
+ 2 (n0 + 1)pi,
then it is complete, but not minimal in Lp(·) (0, pi).
Remark 3.1 Theorem 3.1 can also be proved in case that, set {s˜i} has a finite number of
limits points.
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