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Abstract
In this paper we introduce the notion of infinity strip and strip of hyperbolas as organizing centers of limit
cycles in polynomial differential systems on the plane. We study a strip of hyperbolas occurring in some
quadratic systems. We deal with the cyclicity of the degenerate graphics DI2a from the programme, set up in
[F. Dumortier, R. Roussarie, C. Rousseau, Hilbert’s 16th problem for quadratic vector fields, J. Differential
Equations 110 (1994) 86–133], to solve the finiteness part of Hilbert’s 16th problem for quadratic systems.
Techniques from geometric singular perturbation theory are combined with the use of the Bautin ideal. We
also rely on the theory of Darboux integrability.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the results
In studying Hilbert’s 16th problem one often considers perturbations from well-known situ-
ations. Many papers deal with perturbations from period annuli, a period annulus being a con-
nected set of closed orbits. Especially the period annuli consisting of ellipses have been the
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subject of intensive study, since the simple structure of the orbits was very helpful in the calcu-
lations, see for instance [15].
Most probably no attention till now has been given to another simple situation that permits to
control the creation of limit cycles by perturbation, that we will introduce now.
Definition 1. Given a vector field on the plane we define an infinity strip to be a connected set S
of non-closed regular orbits all transversally cutting some simple open curve γ , such that for
every orbit in S both the α- and the ω-limit sets are empty (or in other words the solutions in S
tend to infinity for t tending to the endpoints of their interval of definition).
Definition 2. Given a vector field on the plane we say that an infinity strip S is regular or in
other words we say that S is a regular infinity strip if there exists a Poincaré–Lyapunov compact-
ification (see [8]) with the property that the extension of S at infinity consists of two normally
hyperbolic curves of singularities, i.e. for each orbit in S the α- and the ω-limit sets in the cho-
sen compactification consist of a singularity at which the given orbit is the unstable, respectively
stable manifold (see Fig. 1).
Definition 3. A regular infinity strip of hyperbolas or simply a strip of hyperbolas is a regular
infinity strip consisting of hyperbolas.
Exactly like a period annulus can be used to create limit cycles by perturbation, the same
can be done with a regular infinity strip under some mild conditions at infinity. We will treat an
example in this paper.
These conditions do normally not require special properties on the orbits in the regular infinity
strip, like being hyperbolas, as we will use in the example that we will consider. This is similar to
the fact that the periodic orbits in a period annulus do not need to be level curves of a Hamiltonian
and certainly do not need to be ellipses to enable control on the number of limit cycles that
they can create. However the simpler the structure of these orbits is, the easier it is to bring the
calculations to a good end. We can even say that for the moment the calculation can often not
be worked out without serious restrictions on the periodic orbits. The methods that we present
will for sure be useful in treating a broad variety of such problems; the calculation of certain
quantities is however specific for the chosen example.
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The example that we will consider in this paper deals with regular infinity strips of hyperbolas
in the quadratic vector field
x˙ = −y + x2, y˙ = x(1 + y). (1)
The compactification we use is the usual Poincaré compactification for quadratic vector fields. In
Fig. 2 we represent the phase portrait of (1) on the Poincaré disc. In Section 2 we shall see that
there are quadratic systems having a strip of hyperbolas which are not topologically equivalent
to system (1). We will however also indicate reasons for the exact choice of the system under
study.
The phase portrait of (1) has a unique singularity at (0,0), being an isochronous center, it has
{y = −1} as an invariant straight line, {y = (x2 − 1)/2} as an invariant parabola and has a first
integral given by H0(x, y) = (1 + y)2/(x2 + y2). It contains a first regular strip of hyperbolas
below {y = −1} and a second one between {y = −1} and {y = (x2 − 1)/2}. We call them the
lower hyperbolas and the upper hyperbolas, respectively. If we consider one of the hyperbolas
together with the shortest curve on the circle at infinity between its endpoints, then we get a
(convex) degenerate graphic because it contains a curve of singularities (see [11] for a precise
definition). Those degenerate graphics containing an upper hyperbola (laying in the upper part of
Fig. 2), have been denoted as DI2a in [11]. In this paper we start studying their cyclicity among
quadratic perturbations, trying to prove another step in the programme that was launched in [11].
Concerning the treatment of some degenerate graphics in the finite plane, we can mention that
recently a preprint on the subject has been finished (see [10]).
Before stating a precise result we continue the general introduction. There exist many ex-
amples of regular strips of hyperbolas in cubic polynomial differential systems and it can be
proven that no strips of hyperbolas are possible for polynomial differential systems x˙ = P(x, y),
y˙ = Q(x,y) of degree n > 3 if P and Q are coprime, see Section 2. There however exist other
types of regular infinity strips in such systems, and of course other types of infinity strips too.
In Fig. 3 we show a possible phase portrait of such last situation, after compactification, without
specifying a precise system.
For regular infinity strips (and infinity strips in general) there exists another problem that
is quite similar to an interesting problem in period annuli, namely time-calculation. In period
annuli a non-trivial problem consists in calculating the period function or, if not calculating
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it, at least describing the relevant qualitative properties, like monotonicity or the number and
nature of its critical points. A similar problem can be stated for the “total (life) time-function”
of an infinity strip, the time being calculated for the original polynomial vector field, not for its
compactification. The interest of estimating such function already became clear in [12], where
a conjecture on such a specific function had to be made in order to study the versal unfoldings of
a cuspidal loop.
In the following theorem let S denote the closed strip of upper hyperbolas of system (1), we
permit that the strip S consists of a single hyperbola. Before stating the theorem we first present
two propositions, whose proof we will give in Section 3.
Proposition 4. Every quadratic vector field, sufficiently near to system (1), is linearly equivalent
to one of the vector fields Xμ associated to the systems
x˙ = −y + λx + x2 − ε(R2x2 + R1xy + R0y2),
y˙ = x + λy + xy + εR3x2, (2)
with μ = (λ, ε,R), (λ, ε) ≈ (0,0), R = (R0,R1,R2,R3) with ∑3i=0 R2i = 1.
Proposition 5. The following two statements hold.
(a) System (2) has a center if and only if λ = R1 = R3 = 0.
(b) If ε = 0 and λ = 0, then system (2) has no closed orbits.
Studying the cyclicity of regular infinity strips in polynomial systems is not an easy task, even
not in the specific case of the upper hyperbolas of system (1) inside family (2). It requires using
a number of recent results on singular perturbations. In this paper we will show how to use in
practice these recent theoretical results. We will however also encounter new problems concern-
ing singular perturbations. We will show how to solve some of these problems, but unfortunately
we also encounter a situation that we, for the moment, have to leave as an open problem. It is
situated along the curve
C2,3 =
{
R0 = R1 = 0; R22 + R23 = 1
}⊂ S3, (3)
implying that in the unfolding (2) we have to stay away from C2,3.
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tubes
Tδ(C2,3) =
{
R ∈ S3 ∣∣ d(R,C2,3) < δ}⊂ S3, (4)
with δ > 0. In fact we will see that there is no problem near R = (0,0,0,±1), so that we can
write the unknown systems with R ∈ Tδ(C2,3), for δ > 0 sufficiently small, as
x˙ = −y + λx + x2 − ε(x2 + r1xy + r0y2),
y˙ = x + λy + xy + εAx2, (5)
with A restricted to [−K,K], for K > 0, and (r0, r1) ∼ (0,0).
We hope in the future to be able to study system (5) for K finite, but arbitrarily large. As we
will see in the further elaboration, it does not seem possible to “desingularize” at (r0, r1) = (0,0),
creating technical problems that we were not able to overcome for the moment. We however
believe that it is worthwhile presenting the other results and their proofs without further delay.
We can remark that also in [10] a problem of the same nature, although not identical, has been
encountered.
In the statement of Theorem 6 we will also use the curve
C0,2 =
{
R1 = R3 = 0; R20 + R22 = 1
}⊂ S3
and the tubes
Tδ(C0,2) =
{
R ∈ S3 ∣∣ d(R,C0,2) < δ}⊂ S3,
with δ > 0.
Theorem 6. For every closed strip of upper hyperbolas S of system (1) the following statements
hold.
(a) Given δ1 > 0 and δ2 > 0 arbitrary, there exist ε0 > 0 and λ0 > 0 such that system (2) with
ε ∈ [0, ε0], λ ∈ [−λ0, λ0] and R ∈ S3 \ (Tδ1(C2,3) ∪ Tδ2(C0,2)) has at most two limit cycles
(multiplicity taken into account) passing near the hyperbolas of S.
(b) Given δ > 0 arbitrary, there exist ε0 > 0 and λ0 > 0 such that system (2) with ε ∈ [0, ε0],
λ ∈ [−λ0, λ0] and R ∈ S3 \ Tδ(C2,3) has at most 5 limit cycles (multiplicity taken into ac-
count) passing near the hyperbolas of S.
(c) Given δ > 0 arbitrary, there exists ε0 > 0 such that system (2) with ε ∈ [0, ε0], λ = 0 and
R ∈ S3 \ Tδ(C2,3) has at most two limit cycles (multiplicity taken into account) passing near
the hyperbolas of S.
Remark 7. From statement (a) it follows that the statements (b) and (c) only have to be proven
for R ∈ Tδ(C0,2). In fact it can be expected that the upper bound 5 in statement (b) will not be
reached and that 3 might be the sharp upper bound, but we are not yet able to prove this.
Theorem 6 will be proven in Section 3, where we will also recall the proofs of Propositions 4
and 5.
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We consider a polynomial vector field of degree m in R2 defined by the differential system
x˙ = P(x, y), y˙ = Q(x,y), (6)
where P , Q are polynomials such that the maximum degree of P and Q is m. Let f = f (x, y)
be a real polynomial in the variables x and y. The algebraic curve {f (x, y) = 0} is an invariant
algebraic curve of the real system (6) if for some polynomial K ∈ R[x, y] we have
P
∂f
∂x
+ Q∂f
∂y
= Kf.
It is easy to check that an invariant algebraic curve is formed by trajectories of system (6). The
following result is due to Jouanolou [13], for an easy proof see [5].
Theorem 8. Suppose that a polynomial differential system (6) of degree m admits p irreducible
invariant algebraic curves {fi = 0} for i = 1, . . . , p. If p  [m(m + 1)/2] + 2, then system (6)
has a rational first integral, and consequently all trajectories of the system are contained in
invariant algebraic curves.
From Theorem 8 it follows that if a given quadratic system (6) has a strip of hyperbolas, then it
admits a rational first integral H . Since H = h are the invariant algebraic curves of (6), it follows
that H must be of the form
H = a00 + a10x + a01y + a20x
2 + a11xy + a02y2
b00 + b10x + b01y + b20x2 + b11xy + b02y2 . (7)
Moreover the quadratic systems having a strip of hyperbolas must have the circle at infinity filled
with singular points. The quadratic systems having a rational first integral of the form (7) and the
circle of the infinity consisting of singular points are characterized in the next result, for a proof
see [4].
Proposition 9. A quadratic system having the rational function (7) as a first integral and the
circle at infinity consisting of singular points can, by an affine change of variables and a rescaling
of time, be written as one of the systems:
x˙ = 2b00 + 2b10x + b01y + 2b20x2 + b11xy, y˙ = y(b10 + 2b20x + b11y), (8)
with the first integral
H = b00 + b10x + b01y + b20x
2 + b11xy
y2
. (9)
In the next proposition we study the finite singular points of system (8). First we recall some
definitions. A singular point is hyperbolic if the two eigenvalues of its linear part have real part
different from zero, nilpotent if those eigenvalues are zero but the linear part is not identically
zero, and linearly zero if its linear part is identically zero. The local phase portraits at these
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see [1] for the nilpotent ones, and see [16] for the linearly zero singular points of quadratic
systems. Using these results and the fact that system (8) has the rational first integral (9) the next
result easily follows.
Proposition 10. Take A = b210 − 4b00b20 and B = b10b11 − 2b01b20. In the following we study
the finite singular points of system (8).
(a) If b20 = 0, B = 0 and A > 0, then system (8) has two hyperbolic nodes on {y = 0} (one
attracting and the other repelling) and a hyperbolic saddle.
(b) If b20 = 0, B = 0 and A < 0, then system (8) has a center.
(c) If b20 = 0, B = 0 and A = 0, then system (8) has a unique singular point which is nilpotent.
(d) If b20 = 0, B = 0 and A > 0, then system (8) has two hyperbolic nodes on {y = 0} (one
attracting and the other repelling).
(e) If b20 = 0, B = 0 and A < 0, then system (8) has no finite singular points.
(f) If b20 = 0 and B = A = 0, then system (8) has a unique singular point which is linearly zero.
(g) If b20 = 0 and b10 = 0, then system (8) has a repelling hyperbolic node on {y = 0} and
a saddle outside {y = 0}.
(h) If b20 = b10 = 0, then system (8) has no finite singular points.
The trajectories of system (8) are contained in the conics {H = h} when h varies in R,
where H is given by (9). Using the classification of the affine conics we have that {H = h}
is formed by hyperbolas if and only if
d = −b20h − 14b
2
11 < 0,
D = 1
4
((
b210 − 4b00b20
)
h + b01b10b11 − b00b211 − b201b20
)
> 0.
From this easily follows the next result.
Proposition 11. System (8) has a strip of hyperbolas if one of the following sets of conditions
holds:
(a) b20 > 0, A > 0 and h > 0 is sufficiently large,
(b) b20 < 0, A > 0 and h < 0 is sufficiently large,
(c) b20 = 0, b11 = 0 and h > 0 is sufficiently large.
By Propositions 10 and 11 we obtain that for the quadratic systems there are several different
phase portraits in the Poincaré disc having a strip of hyperbolas. The phase portrait of system (1)
corresponds to statement (b) of Proposition 10 after performing an affine change of variables.
The different phase portraits of quadratic vector fields having a strip of hyperbolas are, besides
the one that we study (see Fig. 2), presented in Fig. 4(a) and (b). In Fig. 4(c) we represent a phase
portrait in which the hyperbolas do not form a regular strip. It is clear that among the quadratic
systems with a strip of hyperbolas, the one that we study is the most generic, the others being
limiting cases. It is also the only one occurring in the list of 121 graphics presented in [11].
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Fig. 4. Other quadratic phase portraits with strips of hyperbolas.
Another motivation for the study of the cyclicity of (1) comes from the classification of
quadratic vector fields with a weak focus of second order done in [3]. In that paper is presented
the bifurcation diagram of this family of vector fields in the compactified parameter space, and
regions with two limit cycles are delimited (two different nests). Adding the two limit cycles that
can be produced by perturbing the weak focus, this give the maximum number of limit cycles
known up to now for quadratic vector fields. And the interesting fact is that (1) stays in the border
of all these regions. So we know for sure that perturbing (1) we can get up to 4 limit cycles. The
key point would consist then in proving that 4 is also the maximum number.
3. Limit cycles near upper hyperbolas
In this section we will study the cyclicity of the degenerate graphics containing an upper
hyperbola in system (1), and this for all possible quadratic perturbations.
3.1. Preliminary results
A general quadratic perturbation of (1) can be written as
x˙ = −μy + λx + (1 + e1)x2 + e2xy + e3y2,
y˙ = μx + λy + d1x2 + (1 + d2)xy + d3y2,
with μ ∼ 1 and λ, e1, e2, e3, d1, d2, d3 all close to 0.
Modulo affine coordinate changes and multiplication by a positive number this system can be
written as the so-called “Ye’s normal form” (see [16]):
˙˜x = −y˜ + λx˜ + (1 + ε˜1)x˜2 + ε˜2x˜y˜ + ε˜3y˜2,
˙˜y = x˜ + λy˜ + δ˜1x˜2 + (1 + δ˜2)x˜y˜, (10)
taking λ, ε˜1, ε˜2, ε˜3, δ˜1, δ˜2 close to zero. For the values under consideration these new parameters
depend in an analytic way on the old ones.
J.C. Artés et al. / J. Differential Equations 246 (2009) 235–260 243Fig. 5. Phase portraits of systems (13) for λ = 0.
We introduce (x, y) = ((1 + δ˜2)x˜, (1 + δ˜2)y˜), and write
1 + ε˜1
1 + δ˜2
= 1 + ε1, ε˜2
1 + δ˜2
= ε2, ε˜3
1 + δ˜2
= ε3, δ˜1
1 + δ˜2
= δ1,
then (10) changes into
x˙ = −y + λx + (1 + ε1)x2 + ε2xy + ε3y2,
y˙ = x + λy + δ1x2 + xy. (11)
Before finishing the proof of Proposition 4, we for a moment continue working with expres-
sion (11) and prove Proposition 5.
Proof of Proposition 5. The parameter λ plays a different role than the other parameters, and
for later use we first consider the systems
Zλ:
{
x˙ = −y + λx + x2,
y˙ = x + λy + xy. (12)
The family λ, Zλ is a 1-parameter rotated family of vector fields with respect to λ, for a defi-
nition and more details see [8,16]. Indeed
∣∣∣∣−y + λx + x2 −y + λ′x + x2x + λy + xy x + λ′y + xy
∣∣∣∣= (λ − λ′)(x2 + y2).
Since for λ = 0 the system is filled with invariant conics, by the properties of the rotated
families, it follows that systems (12) do not have closed orbits for λ = 0. The phase portraits of
systems (12) are shown in Fig. 2 for λ = 0, and in Fig. 5 for λ = 0. 
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We now first calculate the behavior of (11) at infinity, using the traditional Poincaré compact-
ification for quadratic vector fields:
(x, y) =
(
x¯
r
,
y¯
r
)
, (13)
with x¯2 + y¯2 = 1, r ∼ 0, and where we multiply the result by r . As usual we perform the cal-
culations in two charts. First, the y-direction (x, y) = (x¯/r,1/r). After multiplication by r we
get
r˙ = −r(δ1x¯2 + x¯ + r(λ + x¯)),
˙¯x = −δ1x¯3 + ε1x¯2 + ε2x¯ + ε3 − r
(
1 + x¯2). (14)
Second, the x-direction (x, y) = (1/r, y¯/r). After multiplication by r we get
r˙ = −r(1 + ε1 + ε2y¯ + ε3y¯2 + r(λ − y¯)),
˙¯y = δ1 − ε1y¯ − ε2y¯2 − ε3y¯3 + r
(
1 + y¯2). (15)
If for a moment we write (x¯, y¯) in (13) as (x¯, y¯) = (cos θ, sin θ), we can write the behavior
on {r = 0}, the circle at infinity as
δ1 cos
3 θ − ε1 cos2 θ sin θ − ε2 cos θ sin2 θ − ε3 sin3 θ. (16)
We introduce the new parameters
(ρ0, ρ1, ρ2, ρ3) = (−ε3,−ε2,−ε1, δ1) (17)
instead of (ε1, ε2, ε3, δ1). According with this change system (11) becomes
x˙ = −y + λx + (1 − ρ2)x2 − ρ1xy − ρ0y2,
y˙ = x + λy + ρ3x2 + xy; (18)
being the systems under consideration in the finite plane; at infinity in y-direction from (14) we
have
r˙ = −r(ρ3x¯2 + x¯ + r(λ + x¯)),
˙¯x = −(ρ3x¯3 + ρ2x¯2 + ρ1x¯ + ρ0 + r(1 + x¯2)); (19)
at infinity in x-direction from (15) we have
r˙ = −r(1 − ρ2 − ρ1y¯ − ρ0y¯2 + r(λ − y¯)),
˙¯y = ρ3 + ρ2y¯ + ρ1y¯2 + ρ0y¯3 + r
(
1 + y¯2); (20)
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θ˙ = ρ3 cos3 θ + ρ2 cos2 θ sin θ + ρ1 cos θ sin2 θ + ρ0 sin3 θ. (21)
The total set of new parameters is (λ,ρ0, ρ1, ρ2, ρ3), to consider near 0.
We also introduce R = (R0,R1,R2,R3) as
(ρ0, ρ1, ρ2, ρ3) = ε(R0,R1,R2,R3), (22)
requiring
∑3
i=0 R2i = 1 or any other more appropriate restriction, which is in (1–1) correspon-
dence with the chosen one. We will also keep λ ∈ [−λ0, λ0] for some λ0 > 0 small, to be made
precise later on. This finishes the proof of Proposition 4 and at the same time explains the specific
choice of parameters.
Recall that we consider the upper hyperbolas, i.e. laying above {y = −1}, and denote such
hyperbolas by Hy0 , where y0 denotes the value such that (0, y0) ∈ Hy0 ; we denote by αy0 (respec-
tively ωy0 ) the limit point of Hy0 on S1 for t → −∞ (respectively for t → ∞). We denote by Γy0
the degenerate graphic in D2, the chosen Poincaré disc, consisting of Hy0 and Cy0 , where Cy0
denotes the part of S1 laying between αy0 and ωy0 in the upper part of D2. The closed arc Cy0
consists of singularities for system (1).
We are interested in studying the limit cycles that can be created inside D2 near the slow–fast
cycles Γy0 , with y0 ∈ (−1,−1/2) for ε different from zero but small. This is a typical singular
perturbation problem depending on a compact set of parameters (λ,R0,R1,R2,R3).
All Cy0 belong to C ⊂ S1, where C denotes the open upper half-circle. Because of (21)
and (22) the slow dynamics on C is given by
R3 cos
3 θ + R2 cos2 θ sin θ + R1 cos θ sin2 θ + R0 sin3 θ. (23)
The singular perturbation problem can best be studied using the expression (19), which for
the new parameters becomes
r˙ = −r(x¯ + εR3x¯2 + r(λ + x¯)),
˙¯x = −ε(R3x¯3 + R2x¯2 + R1x¯ + R0)− r(1 + x¯2). (24)
We need to study it for ε > 0 and r > 0, both small, and C is the complete x¯-axis.
The slow dynamics on {r = 0} is given by
−(R3x¯3 + R2x¯2 + R1x¯ + R0)= −P(x¯,R), (25)
with R = (R0,R1,R2,R3).
The divergence of (24) is given by
−x¯ − ε(4R3x¯2 + 2R2x¯ + R1)− 2r(2x¯ + λ). (26)
We see that for ε = 0, all points on C = {r = 0} outside the origin are normally hyperbolic,
attracting for x¯ > 0 and repelling for x¯ < 0. We refer for instance to [7,9] for the terminology
(slow dynamics, normal hyperbolicity, contact point, blow-up, . . .) that we will use now.
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3.3. Blow-up of contact points
The origin, in the (x¯, r)-coordinates introduced in Section 3.2, is a contact point that we need
to blow up, we use
(x¯, r, ε) = (vX,v2Y,v2E), (27)
with X2 + Y 2 + E2 = 1, or an equivalent restriction. We will divide by v. We do not blow up λ.
We first check what happens for ε = 0 (E = 0). It gives the phase portrait given in Fig. 6.
The singularities on the blow-up lines are either hyperbolic or normally hyperbolic. The ex-
pression of the blow-up in the x¯-direction is given by
v˙ = −Yv(1 + v2),
Y˙ = −Y (1 − 2Y − v2Y ).
The complete phase-directional rescaling of (24) in the x¯-direction is given by
Y˙ = Y (−1 + 2Y + v2Y + E(2R0 + 2R1v + 2R2v2 + r3v3)− λYv),
v˙ = −v(E(R0 + R1v + R2v2 + R3v3)+ Y (1 + v2)),
E˙ = 2E(E(R0 + R1v + R2v2 + R3v3)+ Y (1 + v2)). (28)
The family rescaling of (24) is obtained by taking E = 1 in (27) and it gives
X˙ = −(R0 + R1vX + R2v2X2 + R3v3X3 + Y (1 + v2X2)),
Y˙ = −Y (X(1 + v3R3X)+ v2YX + vλY ). (29)
On the blow-up locus {v = 0} this gives
X˙ = −(R0 + Y),
Y˙ = −YX. (30)
J.C. Artés et al. / J. Differential Equations 246 (2009) 235–260 247Fig. 7. Phase portraits on blow-up locus.
We can also consider the compactification of (30) on a Poincaré–Lyapunov compactification
of type (1,2), meaning that, in adding a circle at infinity, we do not use (13) as in a usual Poincaré
compactification, but we use
(X,Y ) =
(
X¯
r
,
Y¯
r2
)
, (31)
with X¯2 + Y¯ 2 = 1, r ≈ 0, and we multiply the result by r (for more details see [8]). The essential
information at infinity can be found in the X-direction and is present in expression (28) for v = 0:
Y˙ = Y(−1 + 2Y + 2ER0),
E˙ = 2R0E2 + 2EY. (32)
The singularity at (E,Y ) = (0,1/2) is a hyperbolic node, while the singularity at (0,0) is
semi-hyperbolic, with −1 as hyperbolic eigenvalue. The behavior on the center manifold is given
by
E˙ = 2R0E2.
The different phase portraits on the (1,2)-Poincaré–Lyapunov disk are given in Fig. 7.
3.4. Slow dynamics and slow divergence integral
From the blow-up of Section 3.3 we clearly see that R0  0 is a necessary condition to enable
the creation of limit cycles near Γy0 . For R0 > 0 the structure of the blow-up is such that it
permits to use the results given in [6], except for those that are related to the occurrence of
a “rotational” (or “breaking”) parameter, denoted by a in [6], which cannot occur here since the
circle at infinity remains invariant. On the blow-up locus there cannot occur a generic breaking
of the connection between the semi-hyperbolic points at infinity. It is however also necessary to
consider R0 = 0, where some new problem arises.
Taking into account the slow dynamics expressed in (25), we see that for R0 = 0 and R1 = 0
it is not possible to get a movement near C from a neighborhood of ωy to a neighborhood of the0
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by some additional blow-up at (0,0,0) in (29) but it is not necessary.
We could try to study what happens when R0 = R1 = 0, hence for R ∈ C2,3. From (25) we
again clearly do not have to consider R2 < 0.
We first observe that the “passage from ωy0 to αy0 ” is only possible for R2 > 0, since for
R0 = R1 = R2 = 0, necessarily R3 = ±1, making the passage from ωy0 to αy0 impossible. Ex-
pression (25) is given by −x¯2(R2 + R3x¯), showing that besides the presence of a zero at x¯ = 0
there also is a simple zero at x¯ = −R2/R3. In the study of a canard cycle Γy0 we can of course not
permit that this zero be situated in between αy0 and ωy0 implying that we can take R2 bounded
away from zero. To study the situation at R0 = 0, we can hence use a chart in the parameter space
in which R2 = 1 and R3 stays in some large compact interval containing 0. We end up with the
equations described in (5), that we cannot yet deal with for the moment. To prove Theorem 6 it
hence suffices to take R0 > 0.
From [9] we know that for R0 > 0, an important function in the study of the limit cycles
near Γy0 , is the slow-divergence integral along [ωy0, αy0 ] ⊂ C, which, because of (24) and (26),
is given by
αy0∫
ωy0
x¯ dx¯
P (x¯,R)
;
we only consider it for P(x¯,R) = R0 + R1x¯ + R2x¯2 + R3x¯3 > 0. Of course this integral needs
to be studied in a neighborhood of ωy0 , and the related αy0 , and moreover, we need to take into
account that we also have to consider λ = 0, but small. We therefore study
I (x0, λ,R) =
x1(x0,λ)∫
x0
x¯ dx¯
P (x¯,R)
, (33)
with P(x¯,R) > 0 on [x1(x0, λ), x0] and where x1(x0, λ) denotes the α-limit on C of the
Zλ-orbit (see (12)) whose ω-limit on C is x0. We take x0 ∈ (0,∞) for λ = 0, and restrict it
to an appropriate subset of (0,∞) for λ = 0. For each choice of x0 ∈ (0,∞) we can delimit λ
near 0 such that x0 lays in the appropriate domain. Such a λ-neighborhood of 0 is not uniform
in x0, and hence not in Γy0 . In any case requiring a uniform result in λ for all Γy0 , would require
a study near the limiting conics in system (1), expressed by the parabola {y = (x2 − 1)/2} and
the line {y = −1}.
The function I (x0, λ,R) is analytic in the variables (x,λ,R) on its open domain of definition.
We start by considering expression (33) for λ = 0, for which x1(x0, λ) = −x0, thus
I0(x0,R) = I (x0,0,R) =
−x0∫
x¯ dx¯
P (x¯,R)
. (34)x0
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creates new problems that we fortunately are able to solve in this paper. It is also easy to see that
expression (34) cannot be identically zero in x0 for any other value of (R1,R3) by observing that
∂I0(x0,R)
∂Ri
=
−x0∫
x0
x¯i+1 dx¯
(P (x¯,R))2
< 0, (35)
for i = 1,3.
We can also use that
∂I0
∂x0
(x0,R) = − 2x
2
0(R1 + R3x20)
P (x0,R)P (−x0,R) , (36)
inducing the same result.
We are now able to make some important observations on the integral I0.
From (36) we see that I0 is strictly monotone in x0, when R1R3  0, with R21 + R23 > 0,
increasing when the sign of R1 + R3 is negative, and decreasing when this sign is positive. For
R1R3 < 0 there is a unique zero for ∂I0/∂x0, and x0 > 0, situated at
x20 = −
R1
R3
. (37)
From (36) and the fact that I0(0,R) = 0 it follows that I0 cannot have a zero at x0 ∈ (0,∞)
in case R1R3  0, unless R1 = R3 = 0, in which case I0 is identically zero in x0. For the same
reasons I0 can have at most one zero in (0,∞) when R1R3 < 0 and if it occurs, it is simple.
3.5. Studying I (x0, λ,R) using a first integral
Concerning the study of I (x0, λ,R) for λ = 0 and small, we first observe, using x1 =
x1(x0, λ), and x1(x0,0) = −x0, that
∂I
∂λ
(x0,0,R) = −x0(∂x1/∂λ)(x0, λ)
P (−x0,R) , (38)
which reveals to be strictly positive since x0 > 0, the denominator in (38) is strictly positive and
(∂x1/∂λ)(x0, λ) < 0. The last claim will be obtained by giving a precise expression.
We therefore rely on the fact that for system Zλ, as defined in (12), there exists the first integral
H = exp(2λ arctan(y/x))(1 + λ(λ + x) + y)
2
x2 + y2 ,
which we can write as
H = exp(2λ arctan(y/x))(λ + (1 + λ
2 + y)/x)2
1 + (y/x)2 ,
if x = 0.
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degenerate graphics.
For x → ∞, two values z1 and z2 with z = y/x will be in the closure of H−1(c), for some
admissible c, if the two values
exp(2λ arctan(zi))(λ + zi)2
1 + z2i
are equal. We say that c is admissible if, for λ small, H−1(c) is close to one of the upper hyperbo-
las for system (1), related to the chosen strip S in Theorem 6. For x0 ∈ K (with K representing
the x0-values related to the strip S) and |λ| sufficiently small, it is easy to see that one of the
values, we say z1 is positive, while the other z2 is negative. In fact we can take z1 = 1/x0 and z2
will then be close to −1/x0.
In the following calculations we write z1 = z and z2 = −u, with both z and u positive. The
relation u(z) is implicitly defined by
exp(−2λ arctanu(z))(λ − u(z))2
1 + u(z)2 =
exp(2λ arctan z)(λ + z)2
1 + z2 ,
equation that we can shortly write as
A
(
u(z,λ)
)= B(z,λ).
We see that
∂A
∂u
(
u(z), λ
)∂u
∂λ
(z,λ) + ∂A
∂λ
(
u(z), λ
)= ∂B
∂λ
(z,λ). (39)
At λ = 0, where u(z) = z, we find that
∂A
∂u
(z,0) = 2z
(1 + z2)2 ,
∂B
∂λ
(z,0) = 2z(1 + z arctan z)
1 + z2 ,
∂A
∂λ
(z,0) = −2z(1 + z arctan z)
1 + z2 .
From (39) hence follows that
∂u
∂λ
(z,0) = 2(1 + z arctan z)(1 + z2).
In terms of z = 1/x0 and x1 = −1/u this gives
∂x1
∂λ
(x0,0) = − x
3
0
(1 + x20)(x0 + arctan(1/x0))
, (40)
which is strictly negative as claimed.
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∂I
∂λ
(x0,0,R) = x40
[(
1 + x20
)(
x0 + arctan(1/x0)
)
P(−x0,R)
]−1
, (41)
which for R ∈ C0,2, hence for R1 = R3 = 0, gives
∂I
∂λ
(
x0,0, (R0,0,R2,0)
)= x40
(1 + x20)(x0 + arctan(1/x0))(R0 + R2x20)
. (42)
3.6. Limit cycles as zeroes of a difference map and statement (a) of Theorem 6
We will now first consider a slow dynamics without zeroes.
We recall that we limit x0 to some fixed compact set K ⊂ (0,∞). Take now a fixed choice
R = R0 = (R00,R01,R02,R03) with R00 > 0 and with the property that the related P(x¯,R0) > 0 on[−x0, x0], for all x0 ∈ K . We will now prove that there exist a λ0 > 0 and a neighborhood V
of R0 in the R-space such that whenever we take λ ∈ [−λ0, λ0] and R ∈ V , then the following
properties hold: P(x¯,R) > 0 on [x1(x0, λ), x0] for all x0 ∈ K , and I (x0, λ,R) has at most one
zero on K , which moreover is simple, unless I (x0,R0) is identically zero as a function in x0, in
which case λ = R1 = R3 = 0. The last case requires extra elaboration, that we postpone for the
moment.
The statement concerning P is trivial, seen the continuity of P and the compactness of K .
For the statement about I , we already know that it is valid for λ = 0. We want to extend it for
small λ, relying on the compactness of K and the analyticity of I . If R0 is such that I0(x0,R0)
is not identically zero, or in other words, if (R01,R
0
3) = (0,0), then it has at most one zero, which
is simple. This property is stable and hence remains true for λ sufficiently small, inducing the
existence of some λ0 > 0 and V with the required properties.
To finish the proof of statement (a) in Theorem 6 we also need to look at what happens
when P is no longer strictly positive on [−x0, x0], for some x0 ∈ K . We prefer to postpone this
to the end of the proof of Theorem 6. We now look at what can be done near a value R0 with
(R01,R
0
3) = (0,0) and with P(x¯,R0) > 0 on [−x0, x0]. We start by proving statement (c), under
the condition just described. We hence look at system (2) with λ = 0
x˙ = −y + (1 − εR2)x2 − εR1xy − εR0y2,
y˙ = x + εR3x2 + xy. (43)
In order to be able to use the results from [9], as well as from [6], we will now introduce
appropriate transverse sections to study the periodic orbits near the hyperbolas Γy0 .
We take C1 in the finite (x, y)-plane defined as
C1 =
{
x = 0, y ∈ (−1,−1/2)}, (44)
parameterizing it by (y, v,R) with ε = v2, R = (R0,R1,R2,R3) while we consider C2 in the
blown-up coordinates (X,Y, v) used in (29), as
C2 =
{
X = 0, (Y, v) ∼ (0,0)}, (45)
parameterizing it by (Y, v,R).
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difference map
Δ = Δ1 − Δ2, (46)
expressing the difference between two Poincaré maps from C1 to C2, the first Δ1 defined in
forward time, and the second Δ2 defined in backward time. Knowing that we can change y by
any regular C∞ parameter, we will use x0 = ωy0 as parameter instead of y = y0.
From [6], improving the results from [9], we know that ∂Δ/∂x0 on {v > 0} is C∞-contact
equivalent to
I0(x0,R) + ϕ1(x0, v,R) + ϕ2(v,R)v2 lnv, (47)
for some C∞ functions ϕ1 and ϕ2, with I0 the slow divergence integral as defined in (34) and ϕ1
is O(v).
We recall that “C∞-contact equivalent” means that ∂Δ/∂x0 is the product of a strictly posi-
tive C∞ function with the expression in (47). The C∞-contact equivalence only holds for v > 0
but the functions ϕ1 and ϕ2 are C∞ also at v = 0.
3.7. Limit cycles near parameter values where I is identically zero
The function I0 is analytic and, as we know from (34), it is identically zero for R1 = R3 = 0.
We can hence decompose it as
I0(x0,R) = R1I 10 (x0,R) + R3I 30 (x0,R), (48)
where both I i0(x0,R) for i = 1,3 are analytic. From (35) we know that the functions I i0 are
strictly negative at (R1,R3) = (0,0).
When we take R1 = R3 = 0, then not only I0 is identically zero, but expression (43) is a center
since it is invariant under (x, y, t) → (−x, y,−t) and hence, time-reversible. It implies that also
∂Δ/∂x0 is identically zero, inducing that (47) can be written as
3∑
i=1
i =2
Ri
(
I i0(x0,R) + ϕi1(x0, v,R) + ϕi2(v,R)v2 lnv
)
, (49)
for some C∞ functions ϕi1, ϕ
i
2, with ϕ
1
1 and ϕ
3
1 = O(v).
The derivative of (49) with respect to x0 can be written as (see (36))
−2x20
P(x0, (R0,0,R2,0))P (−x0, (R0,0,R2,0))
[
R1
(
1 + O(∥∥(R1,R3)∥∥)
+ ψ11 (x0, v,R) + ψ12 (x0, v,R)v2 lnv
)+ R3x20(1 + O(∥∥(R1,R3)∥∥)
+ ψ31 (x0, v,R) + ψ32 (x0, v,R)v2 lnv
)]
, (50)
with ψi1 and ψ
i
2 C
∞ functions for i = 1,3 and ψj1 = O(v) for j = 1,3, in keeping x0 ∈ K ⊂
(0,∞), with K compact. If we now take v > 0 sufficiently small, we see that for any fixed value
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occurs it needs to be simple. In fact this also implies that (49) itself can have at most one simple
zero in K , for each choice of R with (R1,R3) = (0,0), knowing that I 10 (0,R) = I 30 (0,R) = 0.
This knowledge on (49) and hence on ∂Δ/∂x0 implies that for x0 ∈ K ⊂ (0,∞), with K
compact, Δ itself can have at most two zeroes, multiplicity taken into account.
Remains to check what happens when P(x0, (R0,0,R2,0)) = R0 + R2x22 has a zero on
[−x0, x0]. Such a zero occurs at ±(−R0/R2)1/2, in case R2 < 0; at both points P has a sim-
ple zero. We postpone this study to the end of the section. Continuing by looking at the case
where P remains strictly positive on [−x0, x0], but including λ in the perturbation we may now
try to copy this reasoning in studying system (2), near parameter values (λ,R01,R03) = (0,0,0);
recall that R00 > 0 and P(x¯,R
0) > 0 on [−x0, x0]. We consider the same transverse sections C1,
C2 as defined in (44), (45) as well as the difference map Δ defined in (46). From [6] we know
that ∂Δ/∂x0 is, on {v > 0}, C∞-contact equivalent to
H(x0, v, λ,R) = I (x0, λ,R) + Φ1(x0, v, λ,R) + Φ2(v,λ,R)v2 lnv, (51)
for some C∞ functions Φ1 and Φ2 with I the slow divergence integral as defined in (33) and
Φ1 = O(v).
The function I is analytic and, as we know from (34), it is identically zero for λ = R1 =
R3 = 0. We can hence decompose it as
I (x0, λ,R) = R1I 1(x0, λ,R) + R3I 3(x0, λ,R) + λIλ(x0, λ,R), (52)
where the three functions I 1, I 3 and Iλ are analytic. We know the exact expressions of these
functions at (λ,R1,R3) = (0,0,0) because of expressions (35) and (42):
I 1
(
x0,0, (R0,0,R2,0)
)=
−x0∫
x0
x¯2 dx¯
(R0 + R2x¯2)2 ,
I 3
(
x0,0, (R0,0,R2,0)
)=
−x0∫
x0
x¯4 dx¯
(R0 + R2x¯2)2 ,
I λ
(
x0,0, (R0,0,R2,0)
)= x40
(1 + x20)(R0 + R2x20)(x0 + arctan(1/x0))
.
A similar decomposition as used in (52) can be made for the full expression H = I + Φ1 +
Φ2v2 lnv, as given in (51), in which H − I will only give terms that are O(v). This again comes
from the fact that for λ = R1 = R3 = 0 we deal with centers, and hence ∂Δ/∂x0 = 0.
We write
H(x0, v, λ,R) = R1H 1(x0, v, λ,R) + R3H 3(x0, v, λ,R) + λHλ(x0, v, λ,R), (53)
with
Hα(x0, v, λ,R) = Iα
(
x0,0, (R0,0,R2,0)
)+ O(∥∥(λ,R1,R3)∥∥)+ O(v),
for α = 1,3 or λ.
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where
∂H 1
∂x0
= − x
2
0
(R0 + R2x20)2
+ O(∥∥(λ,R1,R3)∥∥)+ O(v),
and hence it is not zero under the chosen conditions. It leads to
H˜ =
(
∂H 1
∂x0
)−1
∂H
∂x0
= R1 + R3H˜ 3(x0, v, λ,R) + λH˜λ(x0, v, λ,R), (54)
with
H˜ 3(x0, v, λ,R) = x20 + O
(∥∥(λ,R1,R3)∥∥)+ O(v),
H˜ λ(x0, v, λ,R) = f (x0,R0,R2) + O
(∥∥(λ,R1,R3)∥∥)+ O(v), (55)
with
2f (x0,R0,R2)
= x0(R2x
5
0 − (R0 + 2R2)x30 − [2(R0 + R2)x20 + 4R0] arctan(1/x0) − 4R0x0)
(1 + x20)2(x0 + arctan(1/x0))2
.
By introducing
(R1,R3, λ) = u(R¯1, R¯3, λ), (56)
with R¯21 + R¯23 + λ¯2 = 1, and u 0, we can rewrite (53) as
H˜ = u(R¯1 + R¯3x20 + λ¯f (x0,R0,R2) + O((u, v))). (57)
For u > 0 the zeroes of H˜ are close to the zeroes of the analytic function
R¯1 + R¯3x20 + λ¯f (x0,R0,R2). (58)
3.8. On the proof of statements (b) and (c) of Theorem 6 for regular slow dynamics
To prove statement (b) in Theorem 6 we will show that 4 is an upper bound on the number of
zeroes of (58). For this we observe that the expression of f , given in (55), is linear in R0 and R2.
After multiplication by (1 + x20)2(x0 + arctan(1/x0))2, which is a strictly positive function, we
can write (58) as
R¯1f1(x0) − 2λ¯R0f2(x0) + R¯3f3(x0) − λ¯R2f4(x0), (59)
where
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(
1 + x20
)(
1 + 1
x0
arctan
1
x0
)
,
f2(x0) = x0
(
1 +
(
1 + 1
2
x20
)
1
x0
arctan
1
x0
+ 1
4
x20
)
,
f3(x0) = x20
(
1 + x20
)(
1 + 1
x0
arctan
1
x0
)
,
f4(x0) = x30
(
1 + 1
x0
arctan
1
x0
− 1
2
x20
)
.
We first observe that the four coefficients in front of the functions fi cannot be simultaneously
zero, since R¯21 + R¯23 + λ¯2 = 1 and R20 + R22 = 1.
Now the functions f1, f2 and f3 form a complete Tchebycheff system (see for instance [14])
on [0,∞), in the sense that the functions f1, d12 = f1f ′2 − f2f ′1 and
d123 = det
∣∣∣∣∣∣
f1 f2 f3
f ′1 f ′2 f ′3
f ′′1 f ′′2 f ′′3
∣∣∣∣∣∣
are strictly positive. This can easily be checked analytically, by decomposing as a sum of positive
functions for x0  0.
The function
d1234 = det
∣∣∣∣∣∣∣∣
f1 f2 f3 f4
f ′1 f ′2 f ′3 f ′4
f ′′1 f ′′2 f ′′3 f ′′4
f ′′′1 f ′′′2 f ′′′3 f ′′′4
∣∣∣∣∣∣∣∣
is the function l(x0) equal to
−x40
(
3x120 − 54x100 + 107x80 + 836x60 + 1076x40 + 360x20 − 24
)
− 4x30
(
3x120 − 18x100 + 169x80 + 768x60 + 916x40 + 294x20 − 24
)(
arctan
1
x0
)
− 4x20
(
9x120 + 9x100 + 244x80 + 943x60 + 1085x40 + 342x20 − 36
)(
arctan
1
x0
)2
− 24x0
(
x20 + 1
)2(
x80 − x60 + 17x40 + 35x20 − 4
)(
arctan
1
x0
)3
+ 24(x20 + 1)2(x20 − 2x0 − 1)(x20 + 2x0 − 1)
(
arctan
1
x0
)4
(60)
divided by the positive function 2x40(1 + x20)2 in x0 > 0. Dividing l(x0) by x160 it follows
easily that it is negative in the interval [5,∞). Moreover it has a unique zero at x¯0 =
0.3388836757967712 . . . in the interval [0,5], and g′(x¯0) = −1321.728101424181 . . . < 0.
Based on the fact that g(x0) has a unique zero, multiplicity taken into account, we will now
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We therefore change (59) to
R¯1 − 2λ¯R0 f2(x0)
f1(x0)
+ R¯3 f3(x0)
f1(x0)
− λ¯R2 f4(x0)
f1(x0)
. (61)
The function (61) has the same zeroes in x0  0 as (59), and deriving (61) with respect to x0 we
get
−2λ¯R0g1(x0) + R¯3g2(x0) − λ¯R2g3(x0), (62)
where
gi−1(x0) =
(
fi
f1
)′
(x0) = d1i (x0)
(f1(x0))2
, for i = 2,3,4.
Since g1(x0) > 0 for x0  0, we divide (62) by g1(x0) obtaining
−2λ¯R0 + R¯3 g2(x0)
g1(x0)
− λ¯R2 g3(x0)
g1(x0)
, (63)
having the same zeroes in x0  0 as (62).
We now derive (63) with respect to x0 and get
R¯3h1(x0) − λ¯R2h2(x0), (64)
with
hi−1(x0) =
(
gi
g1
)′
(x0) = f1(x0)
(d12(x0))2
d12i+1(x0), for i = 2,3.
Since h1(x0) > 0 for x0  0, we divide (64) by h1(x0) obtaining
R¯3 − λ¯R2 h2(x0)
h1(x0)
, (65)
having the same zeroes as (64). Deriving (65) with respect to x0 we obtain
−λ¯R2k(x0), with k(x0) =
(
h2
h1
)′
(x0) = d12(x0)
d123(x0)
d1234(x0).
Since both d12 and d123 are strictly positive for x0  0, the zeroes of k are given by the zeroes
of d1234, that we studied above.
Knowing that d1234, and hence also k, has one zero, multiplicity counted, it is clear that (58)
has at most 4 zeroes, multiplicity taken into account. It therefore follows that I , given in (52), has
at most 5 zeroes, implying, as before, statement (b) of Theorem 6, at least under the condition
that the slow dynamics has no singularities on the region of x0-values under consideration.
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3.9. Proving Theorem 6 in case of slow dynamics with singularities
To finish the study of the cyclicity of the Γy0 with ω(y0) ∈ K , we need to look what happens
when we no longer have P(x¯,R0) > 0 on [−x0, x0] although we still have R00 > 0.
We now enumerate the different possibilities that we can encounter for the zeroes of expres-
sion (25). We represent them in a pictorial way in Fig. 8 in which we draw some Γy0 , representing
on C, the circle at infinity, the slow dynamics, which by supposition contains some zero. The
zeroes of odd multiplicity necessarily are simple or triple, the ones with even multiplicity are
double. From expression (25) and the condition R00 > 0, it is clear that no other situations can
occur. We however only represent the situations in which the highest multiplicity of the zeroes is
situated on the side x0 > 0, permitting that a similar opposite situation also occurs. We also do
not represent the pictures in which a zero of odd multiplicity is not situated at either αy0 or ωy0 ,
but strictly in between, since in this case it is an obstruction for the existence of periodic orbits
near Γy0 exhibiting such a slow dynamics.
Whenever the slow dynamics on [αy0 ,ωy0], for some R∗, exhibits a singularity, then the inte-
gral I (x0, λ,R∗) as defined in (33), as well as the integrals ∂I0(x0,R∗)/∂Ri , as defined in (35)
are improper. If all zeroes of P(x¯,R∗) in [αy0 ,ωy0] occur for x¯ > 0, then I (x,λ,R) tends to −∞
(resp. +∞), when we consider R such that P(x¯,R) has no zeroes on [αy0 ,ωy0] and we let
R → R∗.
The integrals (∂I0/∂Ri)(x0,R) for sure tend to −∞, when P(x¯,R) has no zeroes on
[αy0 ,ωy0 ] and R → R∗. The situation is even better with the integrals ∂I0/∂x0, as defined in (36)
and ∂I/∂λ, as defined in (38), which clearly extend in an analytic way at R∗ except in case a zero
of P(x¯,R∗) is exactly situated at ωy0 or αy0 . In that case we see that (∂I/∂λ)(x0,0,R) → +∞,
for R a value with P(x¯,R) > 0 on [αy0 ,ωy0] and R → R∗. Also ∂I0/∂x0 tends to +∞ or −∞,
depending on (R1,R3) = (0,0) for values R with P(x¯,R) > 0 on [αy0 ,ωy0 ] and R → R∗; for
(R1,R3) = (0,0) we do not need to work directly with expression (36).
In any case if it would suffice to work with the expressions mentioned above, i.e. I , ∂I0/∂Ri ,
∂I/∂λ, ∂I0/∂x0, it would be easy to check that the cyclicity results proven so far in the case
R0 > 0, bounded away from zero, and with P(x¯,R) > 0 on [αy0 ,ωy0] also remain valid when
we let R tend to some value R∗ such that P(x¯,R∗) has a zero on [αy ,ωy ].0 0
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for I , ∂I0/∂x0, ∂I0/∂Ri and ∂I/∂λ remain true for ∂Δ/∂x0, (∂2Δ/∂x20 )|λ=0, ∂2Δ/∂x0∂Ri and
∂2Δ/∂x0∂λ. This has been worked out in [7] concerning the functions ∂Δ/∂x0 and ∂2Δ/∂x20 .
We can refer to Theorems 2.3–2.6 in [7] giving precise results on the local cyclicity of degenerate
limit periodic sets as represented in Fig. 8.
To make the reading of this paper more self-contained we recall the results from [7] that we
need. We gather them in one proposition and adapt the presentation to the specific context that
we are working in. For more general statements and for proofs we refer to [7].
Proposition 12. (See [7].) Consider a degenerate graphic Γy0 containing, on the circle at infinity,
the segment Cy0 = [ωy0 , αy0 ]. Suppose that the slow dynamics on Cy0 is given by P(θ,R) as
defined in (23) in terms of the θ -coordinate at infinity, or as
P(x¯,R) = R0 + R1x¯ + R2x¯2 + R3x¯3,
in terms of the “directional coordinate” x¯ at infinity, as used in Section 3. Let R∗ =
(R∗0 ,R∗1 ,R∗2 ,R∗3), with
∑3
i=0(R∗i )2 = 1 and R∗0 > 0. The following statements hold.
(i) If the zeroes of P(·,R∗) on Cy0 are like in the situations (1) to (4) of Fig. 8, i.e. all situated
on the same (attracting respectively repelling) branch of the critical curve, then the cyclicity
of Γy0 is at most 1.
(ii) If the zeroes of P(·,R∗) on Cy0 are like in the situation (5) of Fig. 8, i.e. a simple zero at
one of the endpoints and possible zeroes of even multiplicity in the interior of Cy0 (outside
the contact point), then the cyclicity of Γy0 is at most 2.
(iii) If the zeroes of P(·,R∗) on Cy0 are like in the situation (6) of Fig. 8, i.e. a simple zero
at each endpoint of Cy0 and no other zeroes, and if the product of the hyperbolicity ratios
(after division by ε) at ωy0 and αy0 is different from 1, then the cyclicity of Γy0 is at most 2.
(iv) If the zeroes of P(·,R∗) on Cy0 are like in the situation (7) of Fig. 8, i.e. zeroes at each
endpoint with respective multiplicity m, n, and no other zeroes, then the cyclicity of Γy0 is
at most 2 + min(n,m), hence 3 in case m = 1 and n = 2.
By Proposition 12 the first four cases have cyclicity one, in the sense that a nearby (for the
Hausdorff distance) periodic orbit has to be a hyperbolic stable limit cycle. Such limit cycle will
be hyperbolic and unstable when we encounter a similar opposite situation in which the zeroes
of the slow dynamics are all situated on the side x0 < 0. The cases (5) and (6) have cyclicity
two, while case (7) can in general have cyclicity 3.
Concerning the case (6), we have to calculate the reduced hyperbolicity ratios at the two
saddles. A difference in these hyperbolicity ratios implies the cyclicity to be two. We will do this
in a moment.
We first will say how to extend these local results from [7] to global results on the cho-
sen strip. In fact the proofs in [7] consist in checking that the dominant terms in ∂Δ/∂x0 and
(∂2Δ/∂x20)|λ=0 are still given by respectively I and ∂I0/∂x0, at least in the cases where these
functions contain the relevant information. This is proven in Section 4 of [7], more precisely in
Propositions 4.1, 4.2 and Lemma 4.6. It implies that the properties stated so far for values R
with P(x¯,R) > 0 on [αy0 ,ωy0] remain valid when R → R∗, with P(x¯,R∗) having zeroes on[αy0 ,ωy0 ]. Also near case (7) of Fig. 8 the maximal number of limit cycles is only two, essen-
tially because I = 0 at x0 = 0, a property that we already used before.
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of Fig. 8.
We already know, due to the symmetry of system (1), that the radial eigenvalues have the
same absolute value. It hence suffices to check the tangential eigenvalues, or in other words, to
check that the eigenvalues of the slow dynamics at the two singularities are different in absolute
value. Suppose therefore that the singularities would be situated at x¯0 and −x¯0 with x¯0 = 0 and
that P ′(x¯0) = −P ′(−x¯0). Then x¯0 is solution of
R0 + R1x0 + R2x20 + R3x30 = 0,
R0 − R1x0 + R2x20 − R3x30 = 0,
R1 + 2R2x0 + 3R3x20 = −R1 + 2R2x0 − 3R3x20 . (66)
From the first two equations we see that R1 + R3x¯20 = 0 while the last one induces
R1 + 3R3x¯20 = 0 so that R1 = R3 = 0.
We are then dealing with a case in which
P(x¯,R) = R0 + R2x¯2;
the related I is identically zero, and there is some x¯0 ∈ K such that R0 +R2x¯2 = 0, which follows
from the first two equations in (66). Seen that x¯0 has to be a finite and non-zero value, we can
take both R0 and R2 bounded away from zero, with R0 > 0 and R2 < 0. At this point we have
again to use expression (50) in case we keep λ = 0, or the reasoning elaborated in steps (53)–(58)
when we also take λ non-zero but λ ∼ 0. In that case we know that (∂I0/∂Ri)(x0,R) → −∞,
for i = 1,3, while (∂I/∂λ)(x0,0,R) → +∞, when we take R with P(x¯,R) > 0 on [αy0 ,ωy0]
and R → R∗.
With techniques similar to what has been used in [7], it is not hard to prove that the same
properties remain true for respectively ∂2Δ/∂x0∂Ri , i = 1,3, and ∂2Δ/∂x0∂λ proving that the
results, obtained till now, remain valid when we let R → R∗, for any R∗ with the property that
P(x¯,R∗) has zeroes on [αy0 ,ωy0] for some Γy0 in the chosen strip. A similar problem can be
found in [10] and for a detailed elaboration we can refer to the last section of that paper.
This finishes the proof of Theorem 6.
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