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Doubly Regular Asymmetric Digraphs (DRAD) with rank 4 auto-
morphism groups were previously thought to be rare. We exhibit
difference sets in Galois Rings that can be used to construct an in-
ﬁnite family of DRADs with rank 4 automorphism groups. In ad-
dition, we construct difference sets in groups Z22r for all r  2
that can be used to construct DRADs and nonsymmetric 3-class
imprimitive association schemes. Finally, we prove a new product
construction for difference sets so that the resulting difference sets
can be used to build nonsymmetric 3-class imprimitive association
schemes.
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1. Preliminaries
A digraph D = (V,E), where V is the set of vertices and E is the set of directed edges, is a Doubly
Regular Asymmetric Digraph (DRAD) if the following conditions hold.
1. D is asymmetric (if (a,b) ∈ E , then (b,a) /∈ E ).
2. D is regular of valency k (the valency of a vertex a ∈ V is |{(a,b) | (a,b) ∈ E}|).
3. D is doubly regular of valency λ (given any two distinct vertices a1 and a2 there exist λ vertices
b such that (ai,b) ∈ E for i = 1,2 and there exist λ vertices c such that (c,ai) ∈ E for i = 1,2).
Let P be a set of v points and let B be a set of v blocks where each block is incident with
k points. A symmetric 2-(v,k, λ) design D = (P , B) satisﬁes the property that any pair of points is
incident with exactly λ blocks. The following theorem found in [5] describes how symmetric designs
are used to construct DRADs.
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J.A. Davis, J. Polhill / Journal of Combinatorial Theory, Series A 117 (2010) 598–605 599Theorem 1.1. Let D = (P , B) be a symmetric 2-(v,k, λ) design. If there is a bijection T : B → P satisfying
(i) T (α) /∈ α and (ii) if T (α) ∈ β , then T (β) /∈ α, then the graph D(T ) with V = P and E = {(a,b) ∈ P2 | b ∈
T−1(a)} is a DRAD.
For a given DRAD, the bijection φ : V → V is an automorphism of the DRAD if (φ(a),φ(b)) ∈ E
whenever (a,b) ∈ E . The automorphism group G of the graph is the set of all automorphisms.
The rank of the automorphism group is the number of orbits of the induced action of G on V × V .
In [5], the following theorem was claimed.
Claim 1.2. The DRAD constructed from an appropriate (16,6,2) symmetric design is the only (up to equiva-
lence) DRAD with a rank 4 automorphism group.
Jorgenson [6] used computer techniques to demonstrate that this claim is false by exhibiting a
DRAD on 64 points with a rank 4 automorphism group. Our paper goes further by demonstrating
an inﬁnite family of difference sets that can be used to construct DRADs with rank 4 automorphism
groups with 4t vertices for t  2. Since we will use difference sets for our constructions of DRADs, we
introduce them in the following. We note that we will use addition as the binary operation for our
constructions since the groups will be abelian, but the deﬁnitions and many of the results will hold
for nonabelian groups as well.
Deﬁnition 1.3. A k-element subset D of a group G of order v is a (v,k, λ)-difference set (DS) if the
multiset {d1 − d2 | d1,d2 ∈ D, d1 = d2} contains each nonidentity element of G exactly λ times.
Difference sets can be used to construct symmetric 2-(v,k, λ) designs by taking the group ele-
ments as the points of the designs and the translates of the difference set as the blocks: see [1] for
further background on difference sets. Thus, our strategy in this paper will be to construct difference
sets with appropriate properties and then use those to construct symmetric designs and ultimately
DRADs. If D is a difference set in a group G , then we deﬁne D(−1) := {−d | d ∈ D}. The following theo-
rem describes the properties we need the difference set to have in order to be useful for constructing
a DRAD.
Theorem 1.4. Suppose D is a (v,k, λ)-difference set in a group G satisfying (i) 0 /∈ D; and (ii) D ∩ D(−1) = ∅.
Then there is a DRAD of valency k on the v points of the group.
Proof. Deﬁne T (g+ D) := g , a bijection from the blocks to the points of the symmetric design associ-
ated to the difference set D . By Theorem 1.1, if we can show that T satisﬁes the two properties in the
theorem, then the symmetric design can be used to construct a DRAD. We have that T (g+ D) /∈ g+ D
because of the condition that 0 /∈ D , and we have that T (g′ + D) /∈ g + D whenever T (g + D) ∈ g′ + D
since D ∩ D(−1) = ∅ (if containment worked both ways then both g − g′ and g′ − g would be in D ,
but they are inverses). Therefore, the graph D(T ) is a DRAD. 
If the group G is abelian, then a character of G is a homomorphism χ : G → C. The following
lemma, due to Turyn [12], enables us to use characters to verify that a subset is a difference set.
Lemma 1.5. A k-element subset D of an abelian group G of order v is a (v,k, λ)-difference set in G if and only
if |χ(D)| = |∑d∈D χ(d)| =
√
k − λ for every nonprincipal (nontrivial) character of G.
The following theorem originally due to McFarland [9] (in this generality due to Dillon [4]) will be
used in the next section to construct a difference set with the appropriate properties.
Theorem 1.6. Let G be an abelian group of order 22t with a subgroup H that is isomorphic to Zt2 . Then there
exists a (22t ,22t−1 − 2t−1,22t−2 − 2t−1)-difference set in G.
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of H in G and the Ki are the distinct subgroups of H of order 2t−1 (often called the ‘hyperplanes’
of H). The construction method mentioned here works much more generally, but we only need the
version as stated above. This description of the difference set will be used in the next section to verify
that a multiplicative subgroup of a Galois Ring is a difference set.
One way to calculate the rank of the automorphism group of a DRAD is to consider the DRAD as
one class of an association scheme, so we need to introduce association schemes. Let X be a ﬁnite set.
An association scheme with t classes on X is a partition of X × X into sets R0, R1, . . . , Rt (relations,
or associate classes) such that
1. R0 = {(x, x) | x ∈ X } (the diagonal relation);
2. for each , Rt = {(y, x) | (x, y) ∈ R} = R′ for some ′;
3. for all i, j,k in {0,1,2, . . . , t} there is an integer pki j such that, for all (x, y) ∈ Rk ,
∣∣{z ∈ X ∣∣ (x, z) ∈ Ri and (z, y) ∈ R j
}∣∣= pki j.
If  = ′ for all , then the association scheme is said to be symmetric, otherwise it is non-
symmetric. If the graphs {R0, R1, . . . , Rt} are all connected, then the association scheme is called
primitive, otherwise it is called imprimitive. See [3] or [11] for more background on association
schemes.
The pki j can be diﬃcult to compute for a given scheme; fortunately, we don’t need to have precise
values if we can use symmetry arguments to establish their existence. The following theorem is based
on the discussion in [11] and provides a test we will use to verify that a partition of X × X is an
association scheme. In the theorem the permutation group G acts transitively on our set X , and we
can deﬁne an action of G on X × X by σ((x, y)) = (σ (x),σ (y)) for σ ∈ G, (x, y) ∈ X × X .
Theorem 1.7. Suppose that G is a transitive permutation group on a set X and R0 =
{(x, x) | x ∈ X }, R1, R2, . . . , Rt is a partition of X × X . If the action of G on X × X has the property that
(x1, y1) and (x2, y2) are in the same Ri if and only if there is a σ ∈ G so that σ((x1, y1)) = (x2, y2), then the
partition is a t-class association scheme.
The orbits of the action of G on X × X are called orbitals. One of the orbitals is the class R0. If
the orbitals form an association scheme, then the number of classes is one fewer than the number of
orbitals. The number of orbitals is called the rank of G . See [2] for more background and terminology
on permutation groups of association schemes.
Let the set X be a ﬁnite ring with unity and let K be any multiplicative subgroup. Let K0 =
K(0) = {0}, K1 = K, K2, K3, . . . , Kt be the list of distinct multiplicative right cosets of K, where
Ki = Ka = {ka | k ∈ K} even for a not a unit in X (hence every element of X is in precisely one
coset). Deﬁne the group G to be the (semidirect) product of the group of additive translates A =
{φr : X → X | φr(x) = r + x for all x, r ∈ X } with the subgroup of multiplicative translates MK =
{ψs : X → X | ψs(x) = sx for x ∈ X , s ∈ K}. Deﬁne Ri = {(x, y) ∈ X 2 | x − y ∈ Ki}, 0  i  t . The
next theorem due to [10] shows that this partition of X 2 is a t-class association scheme.
Theorem 1.8. Let X be a ring with unity and let R0, R1, . . . , Rt be the partition of X 2 described above. This
partition is a t-class association scheme with a rank (t + 1)-automorphism group.
Proof. We will apply Theorem 1.7 to this construction, where G is the group of permutations de-
scribed above. We must show that the group and partition have the property described in The-
orem 1.7. Suppose σ = φr ◦ ψs ∈ G so that σ((x1, y1)) = (x2, y2). If x1 − y1 ∈ Ki , then x2 − y2 =
σ(x1)−σ(y1) = φr ◦ψs(x1)−φr ◦ψs(y1) = φr(sx1)−φr(sy1) = (r+ sx1)− (r+ sy1) = s(x1 − y1). Since
s ∈ K, we have that s(x1 − y1) is in the same coset of K as (x1 − y1), proving one direction of the
property. Now suppose that (x1, y1) and (x2, y2) are both in the same Ri . This implies that x1− y1 = k
and x2 − y2 = k′ for k,k′ ∈ Ki, Ki a coset of K. By coset properties, there is an s ∈ K so that sk = k′ .
J.A. Davis, J. Polhill / Journal of Combinatorial Theory, Series A 117 (2010) 598–605 601Using this s we get ψs(x1) − ψs(y1) = sx1 − sy1 = s(x1 − y1) = sk = k′ . We also deﬁne r = x2 − sx1,
yielding φr ◦ψs(x1) = r + sx1 = x2 − sx1 + sx1 = x2 and φr ◦ψs(y1) = r + sy1 = (x2 − sx1)+ (sx1 −k′) =
x2 − k′ = y2. Thus, σ = φr ◦ ψs ∈ G satisﬁes σ((x1, y1)) = (x2, y2), proving the theorem. 
The association scheme generated by this theorem will be symmetric if and only if −1 ∈ K (we
want nonsymmetric in this paper, so we want −1 /∈ K). The association scheme will be imprimitive if
one of the cosets is contained within a proper additive subgroup of the ring (for example, within an
ideal).
The next section contains a construction of an inﬁnite family of DRADs with rank 4 automorphism
groups, contradicting Claim 1.2. It also shows how that family naturally constructs nonsymmetric
3-class imprimitive association schemes. Section 3 uses difference set constructions to produce more
DRADs as well as nonsymmetric 3-class imprimitive association schemes in groups distinct from those
in Section 2. The ﬁnal section has a product theorem for difference sets that will again generate
DRADs and nonsymmetric 3-class imprimitive association schemes.
2. Galois Ring family
A Galois Ring over Zps of degree t , t  2, denoted GR(ps, t), is the quotient ring Zps [x]/〈Φ(x)〉 for
Φ(x) a basic primitive polynomial (see [7] for background on Galois Rings). If h is a root of Φ(x)
in GR(ps, t), then GR(ps, t) ∼= Zps [h] and the multiplicative order of h is pt − 1. The ring GR(ps, t)
is a ﬁnite local ring with unique maximal ideal pGR(ps, t). The set T = {0,1,h,h2, . . . ,hpt−2} is a
complete set of coset representatives of pGR(ps, t) in GR(ps, t). This set is usually called a Teichmüller
system for GR(ps, t). We use Theorem 1.8 to construct an association scheme in the Galois Ring as
follows.
Theorem 2.1. There is a nonsymmetric (pst−t−m + p(s−1)t−1pt−1 )-class imprimitive association schemewith a rank
(pst−t−m + p(s−1)t−1pt−1 + 1) automorphism group on a set with pst elements.
Proof. The multiplicative group of GR(ps, t) is M = {h j(1 + r) | 0  j  pt − 2, r ∈ pGR(ps, t)}, and
multiplicative subgroups include Km = {hi(1 + ps−1∑mj=1 a jh j) | 0  i  pt − 2, 0  a j  p − 1},
0m t . The number of cosets of Km in M is [M : Km] = p(s−1)t (pt−1)pm(pt−1) = pst−t−m . The nonzero ele-
ments of the ideal partition into cosets each with pt −1 elements, hence there are p(s−1)t−1pt−1 additional
cosets coming from the ideal for a total number of nonzero cosets of pst−t−m + p(s−1)t−1pt−1 . By Theo-
rem 1.8, this yields a (pst−t−m + p(s−1)t−1pt−1 )-class association scheme with a (pst−t−m + p
(s−1)t−1
pt−1 + 1)
automorphism group. This scheme is nonsymmetric since −1 /∈ Km , and it is imprimitive since many
of the cosets are contained within the maximal ideal. 
When we specialize the Galois Ring example to p = 2, s = 2, and m = t − 1, we get the following
corollary.
Corollary 2.2. There is a nonsymmetric 3-class imprimitive association scheme with a rank 4 automorphism
group on a set with 4t elements for all t  2. Moreover, there will be a DRAD with a rank 4 automorphism
group on a set with 4t elements for all t  2.
Proof. The ﬁrst part of the corollary is a direct application of Theorem 2.1 with p = 2, s = 2, and
m = t − 1. The DRAD claim requires the observation that Kt−1 is a (22t ,2t−1(2t − 1),2t−1(2t−1 − 1))-
Hadamard difference set in the additive group of GR(4, t): we see this by recognizing that Kt−1 is a
union of cosets of hyperplanes as described in the discussion after Theorem 1.6. Moreover, Kt−1 does
not contain −1 and hence Kt−1 ∩−Kt−1 = ∅. Finally, we observe that 0 /∈ Kt−1, so by Theorem 1.4 we
have a DRAD on a set with 4t elements for t  2. The rank of the automorphism group is the same
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group. 
Corollary 2.2 contradicts Claim 1.2, demonstrating that DRADs with rank 4 automorphism groups
exist for sets of size 4t for every t  2 and not just for t = 2. We comment that the multiplicative
group of GR(4, t) is rich in combinatorial structure: in [8] we learned that the Teichmüller system in
this Galois Ring was a (2t ,2t ,2t ,1) relative difference set.
3. Z2r ×Z2r family
Let Gr = Z2r × Z2r and let Hr be any noncyclic subgroup of Gr of order 2r .
Theorem 3.1. Let Gr and Hr be as above. The group Gr has a (22r,22r−1 − 2r−1,22r−2 − 2r−1) difference set
DHr so that Gr = DHr ∪ D(−1)Hr ∪ Hr . Moreover, Gr has two (22r,22r−1 − 2r−1,22r−2 − 2r−1) difference sets
D ′Hr and D
′′
Hr
so that Gr = D ′Hr ∪ D ′′Hr ∪ Hr and D
′ (−1)
Hr
= D ′Hr and D
′′ (−1)
Hr
= D ′′Hr .
Proof. The r = 2 case is the base case of our induction for the ﬁrst claim of the theorem. We only
have one choice for H2, namely H2 = 〈(2,0), (0,2)〉, and the example from Corollary 2.2 will satisfy
the claim. Now suppose the claim is true for Gr for any noncyclic subgroup Hr of order 2r , and let
Hr+1 = 〈(2a,0), (0,2r+1−a)〉, 1  a  r be a noncyclic subgroup of Gr+1. We consider the case a = 1
(that one case can be handled in a similar manner to the proof below), and we form the factor group
Gr+1/〈(0,2r)〉 ∼= Z2r+1 × Z2r . The factor group has a subgroup Kr isomorphic to Z2r × Z2r that has a
noncyclic subgroup Hr+1/〈(0,2r)〉 of order 2r , so we can apply the inductive hypothesis to Kr to get
a Hadamard difference set EHr+1/〈(0,2r)〉 satisfying Kr = EHr+1/〈(0,2r)〉 ∪ E(−1)Hr+1/〈(0,2r)〉 ∪ Hr+1/〈(0,2r)〉. If
π : Gr+1 → Gr+1/〈(0,2r)〉 is the natural projection mapping π(g) = g + 〈(0,2r)〉, then the following
set will be the difference set:
DHr+1 = π−1(EHr+1/〈(0,2r)〉) ∪ S0 ∪ S1,
where S0 =⋃2r−1−1i=0 ((1,2i)+〈(2,4i+2r)〉) and S1 =
⋃2r−1−1
i=0 ((1,2i+1)+〈(2,4i+2r +2)〉). To prove
that this is a difference set, let χ be a nonprincipal character on Gr+1. We outline two cases, leaving
the rest to the reader.
Case 1. (χ((0,1)) = ξ for ξ a primitive 2r+1 root of unity): As π−1(EHr+1/〈(0,2r)〉) is a union of cosets of
the subgroup 〈(0,2r)〉 and as χ(〈(0,2r)〉) = 0, we have χ(π−1(EHr+1/〈(0,2r)〉)) = 0. The kernel of χ
will be a cyclic subgroup of order 2r+1, and precisely one of the subgroups used to construct S0 and
S1 will be contained in the kernel of χ . Thus, the character sum of χ over S0 and S1 will be (in
modulus) the size of the subgroups used in the construction, namely 2r .
Case 2. (χ((1,0)) = ξ2 j for 1 j, ξ a primitive 2r+1 root of unity and χ((0,1)) = ξ2 j′b for some 1 j′ 
r − 1 and b odd, χ induces a nonprincipal character on Kr ): Since χ induces a nonprincipal character on
Kr we have that |χ(π−1(EHr+1/〈(0,2r)〉))| = 2r . To compute χ(S0), if χ is principal on 〈(2,4i + 2r)〉,
then χ will also be principal on 〈(2,4(i + 2r−1− j′ ) + 2r)〉 since χ((0,2r+1− j′ )) = ξ2 j′ ·b·2r+1− j′ =
ξ2
r+1·b = 1. The character values of the coset representatives for these subgroups in S0 are nega-
tives (χ((1,2(i + 2r−1− j′ ))) = ξ2 j+2·2 j′ ·b(i+2r−1− j′ ) = ξ2 j+2·2 j′ ·b(i+b·2r) = −ξ2 j+2 j′ ·2i = −χ((1,2i))) and
hence χ(S0) = 0. A similar argument shows that χ(S1) = 0. Thus, |χ(DHr+1 )| = 2r .
By Lemma 1.5, the set DHr+1 is a Hadamard difference set as claimed. Induction can be used to
show that S0 ∪ S(−1)0 = ((1,0) + 〈(2,0), (0,2)〉) and S1 ∪ S(−1)1 = ((1,1) + 〈(2,0), (0,2)〉) and hence
Gr+1 = DHr+1 ∪D(−1)Hr+1 ∪Hr+1 = (S0∪ S1∪π−1(EHr+1/〈(0,2r)〉))∪(S
(−1)
0 ∪ S(−1)1 ∪π−1(EHr+1/〈(0,2r)〉)(−1))∪
Hr+1 as required.
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claim. We will proceed by induction on r starting with r = 2. In that case, we use the sets H2 =
〈(2,0), (0,2)〉, D ′H2 = {(1,0), (3,0), (0,1), (0,3), (1,1), (3,3)}, and D ′′H2 = {(1,2), (3,2), (2,1), (2,3),
(1,3), (3,1)}, and these satisfy the second claim. Suppose the second claim is true for r, and let Gr+1
have a noncyclic subgroup Hr+1 of order 2r+1. We will contract Gr+1 by 〈(0,2r)〉 as before (when
Hr+1/〈(0,2r)〉 is cyclic we contract by 〈(2r,0)〉) and apply the inductive hypothesis to the subgroup
Kr yielding E ′Hr+1/〈(0,2r)〉 and E
′′
Hr+1/〈(0,2r)〉 . The difference sets in Gr+1 are:
D ′Hr+1 = π−1
(
E ′Hr+1/〈(0,2r)〉
)∪ S ′0 ∪ S ′1;
D ′′Hr+1 = π−1
(
E ′′Hr+1/〈(0,2r)〉
)∪ S ′′0 ∪ S ′′1;
where S ′0 =
⋃2r−1−1
i=0 ((1,2i)+〈(2,4i)〉), S ′′0 =
⋃2r−1−1
i=0 ((1,2i+2r)+〈(2,4i)〉), S ′1 =
⋃2r−1−1
i=0 ((1,2i+1)+
〈(2,4i + 2)〉); and S ′′1 =
⋃2r−1−1
i=0 ((1,2i + 1+ 2r) + 〈(2,4i + 2)〉). The arguments that D ′Hr+1 and D ′′Hr+1
are Hadamard difference sets with the correct properties follow the arguments presented for the ﬁrst
claim and we leave the details to the reader. 
An immediate observation using Theorem 1.4 is that the difference sets constructed in the ﬁrst
claim of Theorem 3.1 can be used to build a DRAD. We will use the second claim of Theorem 3.1 in
the next section.
Lemma 3.2. Suppose D is a (4N2,2N2 − N,N2 − N) Hadamard difference set in a group G, and further
suppose that G has a subgroup H of order 2N with the property that D ∩ H = ∅. Then for every g ∈ G\H,
|D ∩ (g + H)| = N.
Proof. The set {(x, y) ∈ D × D | x − y ∈ H} has k + |H∗|λ = (2N − 1)N2 elements. Since {(x, y) ∈
D×D | x− y ∈ H} =⋃(g+H)((D∩(g+H))×(D∩(g+H))), we get (2N−1)N2 =
∑
(g+H) |D∩(g+H)|2.
Using k = (2N−1)N together with the observation that the average size of D∩ (g+H) is N (there are
at most 2N − 1 cosets of H that have nonempty intersection with D since D ∩ H = ∅, and we average
over these cosets), we see that
∑
(g+H)=H |D ∩ (g + H)|2  (2N − 1)N2. The only way for equality to
hold is for |D ∩ (g + H)| = N for every g /∈ H , proving the lemma. 
If D is a (4N2,2N2 − N,N2 − N) Hadamard difference set in a group G with a subgroup H satisfy-
ing D∩H = ∅, then D(−1) is also a Hadamard difference set with D(−1) ∩H = ∅, so |D(−1) ∩ (g+H)| =
N for every g /∈ H . We use this fact to prove the following theorem.
Theorem 3.3. Let G be an abelian group containing a (4N2,2N2 − N,N2 − N)-Hadamard difference set D
such that D ∩ D(−1) = ∅ and H = G − D − D(−1) is a subgroup of order 2N. Then the following classes form
a nonsymmetric 3-class imprimitive association scheme on G:
R0 =
{
(x, x)
∣∣ x ∈ G},
R1 =
{
(x, y)
∣∣ x− y ∈ D},
R2 =
{
(x, y)
∣∣ x− y ∈ D(−1)},
R3 =
{
(x, y)
∣∣ x− y ∈ H∗}.
Proof. In the last section we used the automorphism group to prove that the difference set con-
struction implied an association scheme. However, we don’t have the same ring structure in the
current situation and hence we need to compute the pki j . Most of the computations are trivial and
are left to the reader. An example of a nontrivial calculation is the one for p113 and p
1
23, where p
k
i j is
|{z ∈ X | (x, z) ∈ Ri and (z, y) ∈ R j}| for (x, y) ∈ Rk . We claim that p113 = N − 1 and p123 = N . Suppose
(x, y) ∈ R1 so x− y ∈ D . Let g ∈ G satisfy (g, y) ∈ R3 so that g − y ∈ H∗ . There are |H| − 1 = 2N − 1
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implies that g ∈ x+D . In the case that g ∈ x+D(−1) recall that g ∈ y+H∗ , so the number of solutions
g is the number of elements in the intersection of x+ D(−1) and y + H∗ , equal to the number of ele-
ments in D(−1) ∩ ((y−x)+H∗). By Lemma 3.2, the number of elements in D(−1) ∩ ((y−x)+H) equals
the number of elements in D∩((y−x)+H), so it follows that the number of g satisfying x− g ∈ D(−1)
is one more than x − g ∈ D . By a similar argument we can show that p131 = p223 = p232 = N − 1 and
p231 = p213 = p132 = N . 
The difference sets constructed in this section satisfy the condition in Theorem 3.3 as stated in the
following corollary.
Corollary 3.4. The difference sets DHr can be used to construct a nonsymmetric 3-class imprimitive association
scheme.
4. Product construction
Hadamard difference sets have the parameters (4N2,2N2 − N,N2 − N) for N a positive integer.
The examples in the previous two sections are Hadamard difference sets with N = 2r . Hadamard
difference sets are known to exist in many groups and for many values of N . The following well-
known theorem can be used to construct Hadamard difference sets in G1 × G2 when G1 and G2 both
have Hadamard difference sets.
Theorem 4.1. Suppose G1 has a (4N21,2N
2
1 − N1,N21 − N1) Hadamard difference set and G2 has a
(4N22,2N
2
2 − N2,N22 − N2) Hadamard difference set. Then G1 × G2 has a (16N21N22,8N21N22 − 2N1N2,
4N21N
2
2 − 2N1N2) Hadamard difference set.
Proof. Suppose D1 is the Hadamard difference set in G1 and D2 is the Hadamard difference set in G2.
The set (D1 × (G2 − D2))∪ ((G1 − D1)× D2) is a Hadamard difference set in G1 × G2. Straightforward
counting leads to the result. 
The difference set constructions in the previous two sections have the property that the group is
partitioned into the difference set D , the set of inverses D(−1) , and a subgroup H , and this parti-
tioning is what makes the DRAD and association scheme connections work. The product construction
contained in Theorem 4.1 will not produce a group with the partitioning, but we can modify the
technique as follows.
Theorem 4.2. Suppose Gi has a (4N2i ,2N
2
i − Ni,N2i − Ni) Hadamard difference set Di satisfying Gi =
Di ∪ D(−1)i ∪ Hi for Hi a subgroup of Gi of order 2Ni for i = 1,2, and suppose G2 has two (4N22,2N22 − N2,
N22 −N2)Hadamard difference sets D ′2 and D ′′2 satisfying D ′ (−1)2 = D ′2, D ′′ (−1)2 = D ′′2, and G2 = D ′2∪D ′′2∪H ′2
for H ′2 a subgroup of G2 . Then G1 × G2 has a (16N21N22,8N21N22 − 2N1N2,4N21N22 − 2N1N2) Hadamard dif-
ference set D satisfying G1 × G2 = D ∪ D(−1) ∪ (H1 × H2).
Proof. We will prove this theorem in the case where G1 and G2 are both abelian as that will allow
us to use Lemma 1.5. With the notation listed in the statement of the theorem, we claim that D =
(D1 × D ′2)∪ (D(−1)1 × (D ′′2 ∪ H ′2))∪ (H1 × D2) is a difference set. Let χ be a character of G1 and let ψ
be a character of G2, so χ ⊗ψ is a character of G1 ×G2 deﬁned by χ ⊗ψ((g1, g2)) = (χ(g1),ψ(g2)).
As in a previous case, we outline two cases and leave the others to the reader.
Case 1. χ is nonprincipal on H1 (and hence on G1 too) and ψ is nonprincipal on G2: since χ(D(−1)) =
−χ(D) and ψ(D ′′2 ∪ H ′2) = −ψ(D ′2), we have
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)(
ψ
(
D ′2
))+ (−χ(D1)
)(−ψ(D ′2
))+ 0∣∣
= 2∣∣χ(D1)ψ
(
D ′2
)∣∣= 2N1N2.
Case 2. χ is principal on G1 and ψ is nonprincipal on G2:
∣∣χ ⊗ ψ(D)∣∣= ∣∣|D1|
(
ψ
(
D ′2
))+ ∣∣D(−1)1
∣∣(−ψ(D ′2
))+ 2N1ψ(D2)
∣∣= 2N1N2.
By Lemma 1.5, we have that D is a Hadamard difference set in G1 × G2 as claimed. The fact that
D∩D(−1) = ∅ follows from a case-by-case analysis of the inverses of elements from each of the pieces
used to construct D. 
Theorem 4.2 enables us to construct difference sets in groups that are direct products of the groups
used in previous sections so that these difference sets have the properties we want for DRADs and
association schemes.
Corollary 4.3. The group Gr1,r2,...,rk,t = (Z2r1 )2 × (Z2r2 )2 × · · · × (Z2rk )2 × (Z4)t has a Hadamard differ-
ence set D satisfying Gr1,r2,...,rk,t = D ∪ D(−1) ∪ H for H a subgroup of order 2r1+r2+···+rk+t of Gr1,r2,...,rk,t .
Therefore, the difference sets generate a nonsymmetric 3-class imprimitive association scheme.
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