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Abstract
This paper is dedicated to provide theta function representation
of algebro-geometric solutions and related crucial quantities for the
modified Camassa-Holm (MCH) hierarchy through studying a algebro-
geometric initial value problem. Our main tools include the polyno-
mial recursive formalism to derive the MCH hierarchy, the hyperelliptic
curve with finite number of genus, the Baker-Akhiezer functions, the
meromorphic function, the Dubrovin-type equations for auxiliary divi-
sors, and the associated trace formulas. With the help of these tools,
the explicit representations of the Baker-Ahhiezer functions, the mero-
morphic function, and the algebro-geometric solutions are obtained for
the entire MCH hierarchy.
1 Introduction
Algebro-geometric solution, an important feature of integrable system, is
a kind of explicit solutions closely related to the inverse spectral theory
[1],[4],[6]-[8]. As a degenerated case of the algebro-geometric solution, the
multi-soliton solution and periodic solution in elliptic function type may
be obtained [4],[5],[21]. A systematic approach, proposed by Gesztesy and
Holden to construct algebro-geometric solutions for integrable equations, has
been extended to the whole (1+1) dimensional integrable hierarchy, such as
∗Corresponding author and e-mail address: faneg@fudan.edu.cn
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the AKNS hierarchy, the Camassa-Holm (CH) hierarchy etc. [9]-[12]. Re-
cently, we investigated the Gerdjikov-Ivanov hierarchy and the Degasperis-
Procesi hierarchy and obtained their algebro-geometric solutions [15],[16].
The CH equation
ut − uxxt + 2γux + 3uux − 2uxuxx − uuxxx = 0 (1.1)
where γ is a real constant, was derived from the two-dimensional Euler equa-
tions in a search for integrable shallow water equations, with the u(x, t) is
the fluid velocity in the x direction and γ is a constant related to the critical
shallow water wave speed [2]. The CH equation describes the propagation
of two-dimensional shallow water waves over a flat bed, also the propagation
of axially symmetric waves in hyperelastic rods [20],[22]. The CH and the
Degasperis-Procesi (DP) equations are only two integrable members with
b = 2 and b = 3 from the following family
ut − utxx + γbux + (b+ 1)uux = buxuxx + uuxxx, (1.2)
where b is a constant.
Due to its many remarkable integrable properties, the CH equation has
extensively been studied in the last twenty years. The bi-Hamiltonian struc-
ture of the CH equation was implied in the work of Fuchssteiner and Fokas
[14].Complete integrability and infinity of conservation laws have been stud-
ied in [2],[3],[28]. The inverse scattering transform was developed by Con-
stantin, McKean, Gerdjikov and Ivanov [23],[24]. Other progress in studying
the CH equation includes the existence of peaked solitons and geometry of
multi-peakons [2],[29], geometric formulations [26], and waves breaking [25].
The classic papers on the algebro-geometric solutions of the CH equation,
or more appropriately, one is due to Qiao, the other is Gesztesy and Holden.
Qiao obtained the algebro-geometric solution on a symplectic submainfold
[19]. Gesztesy and Holden derived the algebro-geometric solutions for the
whole CH hierarchy by using the polynomial recursion method [10]-[12].
This paper is concerned with the following equation, called the modified
Camassa-Holm (MCH) equation
ut − uxxt + 3u2ux − u3x = (4u− 2uxx)uxuxx + (u2 − u2x)uxxx, (1.3)
where u(x, t) is the function of spatial variable x and time variable t. For
our convenience, let us rewrite (1.3) as
qt + qx(u
2 − u2x) + 2q2ux = 0, (1.4)
2
q = u− uxx. (1.5)
The MCH equation (1.3) was derived as an integrable system by Fuchssteiner,
and Olver and Rosenau by applying the tri-Hamiltonian method to the rep-
resentation of the modified KdV equation [13],[31]. Later, Qiao recovered
the MCH equation (1.3) from the two-dimensional Euler equations by us-
ing the approximation procedure, provided the Lax pair and bi-Hamiltonian
structure for the MCH equation, and first time proposed the W/M-shape
solitons [17]. Recently, Gui, Liu, Olver and Qu showed the wave-breaking
and peaked traveling-wave solutions for the MCH equation [30]. However,
within the knowledge of the authors, the algebro-geometric solutions of the
entire MCH hierarchy are not studied yet.
The main task of this paper focuses on the algebro-geometric solutions
of the whole MCH hierarchy in which (1.3) is just the second member. The
outline of the present paper is as follows.
In section 2, based on the polynomial recursion formalism, we derive
the MCH hierarchy, the associated sequences, and Lax pairs. A hyper-
elliptic curve Kn with arithmetic genus n is introduced with the help of
the characteristic polynomial of Lax matrix Vn for the stationary MCH
hierarchy.
In Section 3, we study a meromorphic function φ such that φ satisfies a
nonlinear second-order differential equation. Then we study the properties
of the Baker-Akhiezer function ψ, and furthermore the stationary MCH
equations are decomposed into a system of Dubrovin-type equations. The
stationary trace formulas are obtained for the MCH hierarchy.
In Section 4, we present the first set of our results, the explicit theta func-
tion representations of Baker-Akhiezer function, the meromorphic function
and the potentials u for the entire stationary MCH hierarchy. Furthermore,
we study the initial value problem on an algebro-geometric curve for the
stationary MCH hierarchy.
In Sections 5 and 6, we extend the analysis in Sections 3 and 4 to the
time-dependent case. Each equation in the MCH hierarchy is permitted to
evolve in terms of an independent time parameter tr. As an initial data we
use a stationary solution of the nth equation and then construct a time-
dependent solution of the rth equation in the MCH hierarchy. The Baker-
Akhiezer function, the meromorphic function, the analogs of the Dubrovin-
type equations, the trace formulas, and the theta function representation in
Section 4 are all extended to the time-dependent case.
3
2 The MCH hierarchy
In this section, let us derive the MCH hierarchy and the corresponding
sequence of zero-curvature pairs by using a polynomial recursion formalism.
Moreover, we introduce the hyper-elliptic curve connecting to the stationary
MCH hierarchy.
Throughout this section, let us make the following hypothesis.
Hypothesis 2.1 In the stationary case, let us assume
u ∈ C∞(C), ∂kxu ∈ L∞(C), k ∈ N0. (2.1)
In the time-dependent case, let us assume
u(·, t) ∈ C∞(C), ∂kxu(·, t) ∈ L∞(C), k ∈ N0, t ∈ C,
u(x, ·), uxx(x, ·) ∈ C1(C).
(2.2)
Let us begin with the polynomial recursion formalism. Define {f2l}l∈N0 ,
{g2l}l∈N0 , and {h2l}l∈N0 through the following recursive relations
f2l+1 = 0, g2l+1 = 0, h2l+1 = 0, l ∈ N0,
g0 = −1,
g2l = −1
2
∂−1(u− uxx) δ2l,x, l ∈ N,
f2l,x + f2l = (u− uxx)g2l, l ∈ N0,
h2l = −2(u− uxx)−1g2l+2,x − f2l, l ∈ N0.
(2.3)
where δ2l are determined by the following formulas (for details, see [18])
δ2 = 2u,
δ2l+2 = G(δ2l), l ∈ N,
G = −e−x∂−1e2x∂−1e−x(u− uxx)∂−1(u− uxx)∂.
(2.4)
Apparently, the first few can be computed as follows:
f0 = ux − u,
f2 = −1
2
(u− uxx)(u2 − u2x) + (u− uxx)c1,
g0 = −1,
g2 = −1
2
(u2 − u2x) + c1,
h0 = u+ ux,
h2 =
1
2
(u− uxx)(u2 − u2x)− (u− uxx)c1, etc,
(2.5)
4
where {cl}l∈N0 ⊂ C are integration constants.
Next, we introduce the corresponding homogeneous coefficients fˆ2l, gˆ2l,
and hˆ2l, defined through taking ck = 0 for k = 1, · · · , l,
fˆ0 = ux − u, fˆ2 = −1
2
(u− uxx)(u2 − u2x), fˆ2l = f2l|ck=0, k=1,...,l,
gˆ0 = −1, gˆ2 = −1
2
(u2 − u2x), gˆ2l = g2l|ck=0, k=1,...,l,
hˆ0 = ux + u, hˆ2 =
1
2
(u− uxx)(u2 − u2x), hˆ2l = h2l|ck=0, k=1,...,l.
(2.6)
It is easy to see
f2l =
l∑
k=0
cl−kfˆ2k, g2l =
l∑
k=0
cl−kgˆ2k, h2l =
l∑
k=0
cl−khˆ2k, l ∈ N0, (2.7)
where
c0 = 1. (2.8)
Let us now consider the following 2× 2 matrix iso-spectral problem
ψx = U(u, λ)ψ =
( −12 12λ−1(u− uxx)
−12λ−1(u− uxx) 12
)
ψ (2.9)
and an auxiliary problem
ψtn = Vn(λ)ψ, (2.10)
where Vn(λ) is defined by
Vn(λ) =
( −Gn λ−1Fn
λ−1Hn Gn
)
, λ ∈ C \ {0}, n ∈ N0. (2.11)
Assume that Fn, Gn, and Hn are polynomials of degree 2n with C
∞ co-
efficients with respect to x. Let us consider the stationary zero-curvature
equation
− Vn,x + [U, Vn] = 0, (2.12)
that is
Fn,x = −Fn + (u− uxx)Gn, (2.13)
Hn,x = Hn + (u− uxx)Gn, (2.14)
λ2Gn,x = −1
2
(u− uxx)Hn − 1
2
(u− uxx)Fn. (2.15)
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From (2.13)-(2.15), a direct calculation shows
d
dx
det(Vn(λ, x)) = − 1
λ2
d
dx
(
λ2Gn(λ, x)
2 + Fn(λ, x)Hn(λ, x)
)
= 0, (2.16)
and therefore λ2G2n + FnHn is x-independent to imply
λ2G2n + FnHn = R4n+2 (2.17)
where the integration constant R4n+2 is a monic polynomial of degree 4n+2
with respect to λ. Let {E2m}m=1,··· ,2n+1 denote its zeros, then
R4n+2(λ) =
2n+1∏
m=1
(λ2 − E2m), {E2m}m=1,··· ,2n+1 ∈ C. (2.18)
In order to derive the corresponding hyper-elliptic curve, we compute the
characteristic polynomial det(yI − λVn) of the Lax matrix λVn,
det(yI − λVn) = y2 − λ2Gn(λ)2 − Fn(λ)Hn(λ)
= y2 −R4n+2(λ) = 0. (2.19)
Equation (2.19) naturally leads to the hyper-elliptic curve Kn, where
Kn : Fn(λ, y) = y2 −R4n+2(λ) = 0,
R4n+2(λ) =
2n+1∏
m=1
(λ2 − E2m), {E2m}m=1,··· ,2n+1 ∈ C. (2.20)
Actually,it is more convenient to introduce the notations z = λ2, E˜m = E
2
m,
so that Kn becomes the hyper-elliptic curve of genus n ∈ N0 (possibly with
a singular affine part), namely,
Kn : Fn(z, y) = y2 −R2n+1(z) = 0,
R2n+1(z) =
2n+1∏
m=1
(z − E˜m), {E˜m}m=1,··· ,2n+1 ∈ C. (2.21)
The stationary zero-curvature equation (2.12) implies polynomial recur-
sion relations (2.3). Let us introduce the following polynomials Fn(λ), Gn(λ)
and Hn(λ) with respect to the spectral parameter λ,
Fn(λ) =
n∑
l=0
f2lλ
2(n−l), (2.22)
6
Gn(λ) =
n∑
l=0
g2lλ
2(n−l), (2.23)
Hn(λ) =
n∑
l=0
h2lλ
2(n−l). (2.24)
Inserting (2.22)-(2.24) into (2.13)-(2.15) yields the recursion relations (2.3)
for f2l and g2l, l = 0, . . . , n. By using (2.15), we obtain the recursion formula
for h2l, l = 0, . . . , n− 1 in (2.3) and
h2n = −f2n. (2.25)
Moreover, from (2.14), we have
h2n,x − h2n − (u− uxx)g2n = 0, n ∈ N0. (2.26)
Hence, inserting the relations (2.25) and
f2n,x + f2n − (u− uxx)g2n = 0 (2.27)
into (2.26), we obtain
s−MCHn(u) = −2f2n,x = 0, n ∈ N0. (2.28)
The stationary MCH hierarchy is defined by (2.28). The first few equations
are
s−MCH0(u) = 2ux − 2uxx = 0,
s−MCH1(u) = (ux − uxxx)(u2 − u2x) + 2(u− uxx)2ux + (ux − uxxx)c1 = 0,
etc.
(2.29)
By definition, the set of solutions of (2.28) represents a class of algebro-
geometric MCH solutions with n ranging in N0 and cl in C, l ∈ N. We
call the stationary algebro-geometric MCH solutions u as MCH potentials
at times.
Remark 2.2 Here we emphasize that if u satisfies one of the stationary
MCH equations in (2.28), then it must satisfy infinitely many such equations
with order higher than n for certain choices of integration constants cl. This
is a common characteristic of the general integrable soliton equations such
as the KdV, AKNS and CH hierarchies [12].
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Next, we introduce the following homogeneous polynomials F̂l, Ĝl, Ĥl
defined by
F̂l(λ) = Fl(λ)|ck=0, k=1,...,l =
l∑
k=0
fˆ2kλ
2(l−k), l = 0, . . . , n, (2.30)
Ĝl(λ) = Gl(λ)|ck=0, k=1,...,l =
l∑
k=0
gˆ2kλ
2(l−k), l = 0, . . . , n, (2.31)
Ĥl(λ) = Hl(λ)|ck=0, k=1,...,l =
l∑
k=0
hˆ2kλ
2(l−k), l = 0, . . . , n − 1, (2.32)
Ĥn(λ) = −fˆ2n +
n−1∑
k=0
hˆ2kλ
2(n−k). (2.33)
Then, the corresponding homogeneous formalism of (2.28) are given by
s− M̂CHn(u) = s−MCHn(u)|cl=0, l=1,...,n = 0, n ∈ N0. (2.34)
Let us conclude this section with the time-dependent MCH hierarchy.
The ”time-dependent” means that u is a function of both space and time.
Let us introduce a deformation parameter tn ∈ C in u, replacing u(x) by
u(x, tn), for each equation in the hierarchy. In addition, the definitions (2.9),
(2.11) and (2.22)-(2.24) of U, Vn and Fn, Gn andHn are still available. Then,
the compatibility condition yields the zero-curvature equation
Utn − Vn,x + [U, Vn] = 0, n ∈ N0, (2.35)
namely,
1
2
(utn − uxxtn)− Fn,x − Fn + (u− uxx)Gn = 0, (2.36)
−1
2
(utn − uxxtn)−Hn,x +Hn + (u− uxx)Gn = 0, (2.37)
λ2Gn,x = −1
2
(u− uxx)Hn − 1
2
(u− uxx)Fn. (2.38)
Inserting the polynomial expressions for Fn, Gn and Hn into (2.36) and
(2.38), then we have the relations (2.3) for f2l and g2l, l = 0, . . . , n. By
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using (2.38), we obtain the recursion formula (2.3) for h2l, l = 0, . . . , n − 1
and
h2n = −f2n. (2.39)
Moreover, from (2.36) and (2.37), we have
1
2
(utn − uxxtn)− f2n,x − f2n + (u− uxx)g2n = 0, (2.40)
−1
2
(utn − uxxtn)− h2n,x + h2n + (u− uxx)g2n = 0. (2.41)
Hence, by (2.39) and (2.40), (2.41) can be rewritten as
MCHn(u) = utn − uxxtn − 2f2n,x = 0, (x, tn) ∈ C2, n ∈ N0. (2.42)
Varying n ∈ N0 in (2.42) defines the time-dependent MCH hierarchy. The
first few equations are
MCH0(u) = ut0 − uxxt0 + 2ux − 2uxx = 0,
MCH1(u) = ut1 − uxxt1 + (ux − uxxx)(u2 − u2x) + 2(u − uxx)2ux
+ (ux − uxxx)c1 = 0,
etc.
(2.43)
The second equation MCH1(u) = 0 (with c1 = 0) in the hierarchy repre-
sents the Modified Camassa-Holm (MCH) equation as discussed in section 1.
Similarly, one can introduce the corresponding homogeneous MCH hierarchy
by
M̂CHn(u) = MCHn(u)|cl=0, l=1,...,n = 0, n ∈ N0. (2.44)
The MCH hierarchy can also be defined in the form of h2n for the relation
h2n = −f2n. The integration constants cl = 0 l = 1, . . . , n are taken to
derive the Modified Camassa-Holm equation MCH1(u) = 0.
In fact, since the Lenard operator recursion formalism is almost uni-
versally adopted in the contemporary literature on the integrable soliton
equations, it might be worthwhile to adopt the alternative approach using
the polynomial recursion relations.
3 The stationary MCH formalism
In this section, we focus our attention on the stationary case. By using the
polynomial recursion formalism described in section 2, we define a funda-
mental meromorphic function φ(P, x) on a hyper-elliptic curve Kn. More-
over, we study the properties of the Baker-Akhiezer function ψ(P, x, x0),
Dubrovin-type equations, and trace formulas.
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We emphasize that the analysis about the stationary case described in
section 2 also holds here for the present context.
Let
z = λ2, E˜m = E
2
m, (3.1)
then the hyper-elliptic curve Kn is given by (2.21). Kn is compactified by
joining a point at infinity, P∞, but for our convenience, the compactification
is still denoted by Kn. Point P on
Kn \ {P∞},
is referred to a pair type P = (z, y(P )), where y(·) is the meromorphic
function on Kn satisfying
Fn(z, y(P )) = 0.
The complex structure on Kn is defined in the usual way by introducing
local coordinates
ζQ0 : P → (z − z0)
near points
Q0 = (z0, y(Q0)) ∈ Kn \ P0, P0 = (0, y(P0)),
which are neither branch nor singular points of Kn. Near P0, the local
coordinates are
ζP0 : P → z1/2;
near the branch point P∞ ∈ Kn, the local coordinates are
ζP∞ : P → z−1,
and also the similar case at branch and singular points of Kn. Thus, Kn
becomes a two-sheeted hyper-elliptic Riemann surface [27] with genus n ∈ N0
(possibly with a singular affine part) in a standard manner.
We also notice that fixing the zeros E˜1, . . . , E˜2n+1 of R2n+1 discussed in
(2.21) leads to the curve Kn fixed. Then the integration constants c1, . . . , cn
in f2n are uniquely determined, which are the symmetric functions of E˜1, . . . , E˜2n+1.
The holomorphic map ∗, changing sheets, is defined by
∗ :
{
Kn → Kn,
P = (z, yj(z))→ P ∗ = (z, yj+1(mod 2))(z)), j = 0, 1,
P ∗∗ := (P ∗)∗, etc., (3.2)
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where yj(z), j = 0, 1 denote the two branches of y(P ) satisfying Fn(z, y) = 0.
Finally, positive divisors on Kn of degree n are denoted by
DP1,...,Pn :

Kn → N0,
P → DP1,...,Pn =
{
k if P occurs k times in {P1, . . . , Pn},
0 if P /∈{P1, . . . , Pn}.
(3.3)
For the notational simplicity, assume n ∈ N. The case n = 0 is treated
in Example 4.10.
Next, we define the stationary Baker-Akhiezer function ψ(P, x, x0) on
Kn \ {P∞, P0} as follows
ψ(P, x, x0) =
(
ψ1(P, x, x0)
ψ2(P, x, x0)
)
,
ψx(P, x, x0) = U(u(x), z(P ))ψ(P, x, x0),
z
1
2Vn(u(x), z(P ))ψ(P, x, x0) = y(P )ψ(P, x, x0),
ψ1(P, x0, x0) = 1; P = (z, y) ∈ Kn \ {P∞, P0}, x ∈ C.
(3.4)
Closely related to ψ(P, x, x0) is the following meromorphic function φ(P, x)
on Kn defined by
φ(P, x) =
2z
q
(ψ1,x(P, x, x0)
ψ1(P, x, x0)
+
1
2
)
, P ∈ Kn, x ∈ C (3.5)
with
ψ1(P, x, x0) = exp
(
z−1
∫ x
x0
1
2
q(x′)φ(P, x′)dx′ − 1
2
(x− x0)
)
,
P ∈ Kn \ {P∞, P0},
(3.6)
where q = u− uxx.
Then, based on (3.4) and (3.5), a direct calculation shows that
φ(P, x) = z1/2
y + z1/2Gn(z, x)
Fn(z, x)
=
z1/2Hn(z, x)
y − z1/2Gn(z, x)
, (3.7)
and
ψ2(P, x, x0) = ψ1(P, x, x0)φ(P, x)/z
1/2. (3.8)
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By inspection of the expression of Fn and Hn in (2.22) and (2.24), we notice
that Fn and Hn are even functions with respect to λ. Thus, if λ is the root
of Fn or Hn, then −λ is also their root. In this way, we can write Fn and
Hn as the following finite products
Fn(λ) = f0
n∏
j=1
(λ2 − µ¯2j ),
Hn(λ) = h0
n∏
j=1
(λ2 − ν¯2j ).
(3.9)
For our convenience, let
z = λ2, µj = µ¯
2
j , νj = ν¯
2
j , (3.10)
then Fn and Hn can be rewritten as the following formalism,
Fn(z) = f0
n∏
j=1
(z − µj) = (ux − u)
n∏
j=1
(z − µj), (3.11)
Hn(z) = h0
n∏
j=1
(z − νj) = (ux + u)
n∏
j=1
(z − νj). (3.12)
Moreover, defining
µˆj(x) =
(
µj(x),−
√
µj(x)Gn(µj(x), x)
)
∈ Kn, j = 1, . . . , n, x ∈ C, (3.13)
νˆj(x) =
(
νj(x),
√
νj(x)Gn(νj(x), x)
)
∈ Kn, j = 1, . . . , n, x ∈ C, (3.14)
and taking z = 0 in (2.17) yields
f2nh2n = −f22n = −
2n+1∏
j=1
E˜m. (3.15)
So, we can choose
P0 = (0, f2n) = (0,
2n+1∏
j=1
E˜1/2m ). (3.16)
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Due to (2.1), u is smooth and bounded, and therefore Fn(z, x) and
Hn(z, x) share the same property. Thus, we have
µj , νj ∈ C(R), j = 1, . . . , n, (3.17)
where µj, νj may have appropriate multiplicities.
The branch of y(·) near P∞ is fixed according to
lim
|z(P )|→∞
P→P∞
y(P )
z1/2Gn(z, x)
= 1. (3.18)
Also by (3.7), the divisor (φ(P, x)) of φ(P, x) is given by
(φ(P, x)) = DP0,νˆ1(x),...,νˆn(x)(P )−DP∞,µˆ1(x),...,µˆn(x)(P ). (3.19)
That means, P0, νˆ1(x), . . . , νˆn(x) are the n+1 zeros of φ(P, x) and P∞, µˆ1(x), . . . ,
µˆn(x) are its n + 1 poles. These zeros and poles can be abbreviated in the
following form
µˆ = {µˆ1, . . . , µˆn}, νˆ = {νˆ1, . . . , νˆn} ∈ Symn(Kn). (3.20)
Let us recall the holomorphic map (3.2),
∗ :
{
Kn → Kn,
P = (z, yj(z))→ P ∗ = (z, yj+1(mod 2))(z)), j = 0, 1,
P ∗∗ := (P ∗)∗, etc., (3.21)
where yj(z), j = 0, 1 satisfy Fn(z, y) = 0, namely,
(y − y0(z))(y − y1(z)) = y2 −R2n+1(z) = 0. (3.22)
From (3.22), we can easily get
y0 + y1 = 0,
y0y1 = −R2n+1(z),
y20 + y
2
1 = 2R2n+1(z).
(3.23)
Further properties of φ(P, x) are summarized as follows.
Lemma 3.1 Under the assumption (2.1), let P = (z, y) ∈ Kn \ {P∞, P0}
and (z, x) ∈ C2, and u satisfy the nth stationary MCH equation (2.28). Then
φx(P ) +
1
2
(u− uxx)z−1φ(P )2 − φ(P ) = −1
2
(u− uxx), (3.24)
13
φ(P )φ(P ∗) = −zHn(z)
Fn(z)
, (3.25)
φ(P ) + φ(P ∗) = 2
zGn(z)
Fn(z)
, (3.26)
φ(P )− φ(P ∗) = z1/2 2y
Fn(z)
. (3.27)
Proof. A direct calculation shows that (3.24) holds. Let us now prove
(3.25)-(3.27). Without loss of generality, let y0(P ) = y(P ). From (3.7),
(2.17) and (3.23), we arrive at
φ(P )φ(P ∗) =
√
z
y0 +
√
zGn
Fn
× √z y1 +
√
zGn
Fn
= z
y0y1 + (y0 + y1)
√
zGn + zG
2
n
F 2n
= z
−R2n+1 + zG2n
F 2n
= z
−FnHn
F 2n
= −zHn
Fn
, (3.28)
φ(P ) + φ(P ∗) =
√
z
y0 +
√
zGn
Fn
+
√
z
y1 +
√
zGn
Fn
=
√
z
(y0 + y1) + 2
√
zGn
Fn
=
2zGn
Fn
, (3.29)
φ(P )− φ(P ∗) = √z y0 +
√
zGn
Fn
− √z y1 +
√
zGn
Fn
=
√
z
(y0 − y1)
Fn
=
√
z
2y0
Fn
=
√
z
2y
Fn
. (3.30)
Let us discuss properties of ψ(P, x, x0) below.
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Lemma 3.2 Under the assumption (2.1), let P = (z, y) ∈ Kn \ {P∞, P0},
(x, x0) ∈ C2, u satisfy the nth stationary MCH equation (2.28). Then
ψ1(P, x, x0) =
( Fn(z, x)
Fn(z, x0)
)1/2
exp
( y
2
√
z
∫ x
x0
q(x′)Fn(z, x
′)−1dx′
)
, (3.31)
ψ1(P, x, x0)ψ1(P
∗, x, x0) =
Fn(z, x)
Fn(z, x0)
, (3.32)
ψ2(P, x, x0)ψ2(P
∗, x, x0) = −Hn(z, x)
Fn(z, x0)
, (3.33)
ψ1(P, x, x0)ψ2(P
∗, x, x0)+ψ1(P
∗, x, x0)ψ2(P, x, x0) = 2
√
zGn(z, x)
Fn(z, x0)
, (3.34)
ψ1(P, x, x0)ψ2(P
∗, x, x0)− ψ1(P ∗, x, x0)ψ2(P, x, x0) = − 2y
Fn(z, x0)
. (3.35)
Proof. Equation (3.31) can be proven through the following procedure.
Using (2.13), the expression of ψ1, (3.6) and (3.7), we obtain
ψ1(P, x, x0) = exp
(
z−1
∫ x
x0
1
2
q(x′)
√
z(y +
√
zGn)
Fn
dx′ − 1
2
(x− x0)
)
= exp
(
1√
z
∫ x
x0
1
2
q(x′)
y +
√
zGn
Fn
dx′ − 1
2
(x− x0)
)
= exp
(
1√
z
∫ x
x0
[1
2
q(x′)
y
Fn
+
1
2
Fn,x′
Fn
]
dx′
)
(3.36)
which implies (3.31). Moreover, (3.6) together with (3.28)-(3.30) leads to
ψ1(P )ψ1(P
∗) = exp
(
z−1
∫ x
x0
1
2
q(x′)(φ(P ) + φ(P ∗))dx′ − (x− x0)
)
= exp
(
z−1
∫ x
x0
1
2
q(x′)(
2zGn
Fn
)dx′ − (x− x0)
)
= exp
(∫ x
x0
Fn,x′
Fn
dx′
)
=
Fn(z, x)
Fn(z, x0)
, (3.37)
ψ2(P, x, x0)ψ2(P
∗, x, x0) = z
−1ψ1(P, x, x0)φ(P, x)ψ1(P
∗, x, x0)φ(P
∗, x)
= z−1
Fn(z, x)
Fn(z, x0)
(−zHn(z, x))
Fn(z, x)
= −Hn(z, x)
Fn(z, x0)
, (3.38)
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ψ1(P, x, x0)ψ2(P
∗, x, x0) + ψ1(P
∗, x, x0)ψ2(P, x, x0)
= ψ1(P )ψ1(P
∗)φ(P ∗)/z1/2 + ψ1(P
∗)ψ1(P )φ(P )/z
1/2
= ψ1(P )ψ1(P
∗)(φ(P ) + φ(P ∗))/z1/2
=
Fn(z, x)
Fn(z, x0)
2zGn(z, x)
Fn(z, x)
/z1/2
= z1/2
2Gn(z, x)
Fn(z, x0)
, (3.39)
ψ1(P, x, x0)ψ2(P
∗, x, x0)− ψ1(P ∗, x, x0)ψ2(P, x, x0)
= ψ1(P )ψ1(P
∗)φ(P ∗)/z1/2 − ψ1(P ∗)ψ1(P )φ(P )/z1/2
= ψ1(P )ψ1(P
∗)(φ(P ∗)− φ(P ))/z1/2
=
Fn(z, x)
Fn(z, x0)
−2z1/2y
Fn(z, x)
/z1/2
= − 2y
Fn(z, x0)
. (3.40)
In Lemma 3.2, if we choose
ψ1(P ) = ψ1,+, ψ1(P
∗) = ψ1,−, ψ2(P ) = ψ2,+, ψ2(P
∗) = ψ2,−,
then (3.32)-(3.35) imply
(ψ1,+ψ2,− − ψ1,−ψ2,+)2 = (ψ1,+ψ2,− + ψ1,−ψ2,+)2 − 4ψ1,+ψ2,−ψ1,−ψ2,+,
(3.41)
which is equivalent to the basic identity (2.17), zG2n +FnHn = R2n+1. This
fact reveals the relations between our approach and the algebro-geometric
solutions of the MCH hierarchy.
Remark 3.3 The definition of stationary Baker-Akhiezer function ψ of the
MCH hierarchy is analogous to that in the context of KdV or AKNS hierar-
chies. But the crucial difference is that P0 is an essential singularity of ψ in
the MCH hierarchy, which is the same as in the CH hierarchy, but different
from the KdV or AKNS hierarchy. This fact will be shown in the asymptotic
expansions of ψ in next section.
Furthermore, we derive Dubrovin-type equations, which are first-order
coupled systems of differential equations and govern the dynamics of the
zeros µj(x) and νj(x) of Fn(z, x) and Hn(z, x) with respect to x. We recall
that the affine part of Kn is nonsingular if
{E˜m}m=1,...,2n+1 ⊂ C, E˜m 6= E˜m′ for m 6= m′, m,m′ = 1, . . . , 2n + 1.
(3.42)
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Lemma 3.4 Assume that (2.1) holds and u satisfies the nth stationary
MCH equation (2.28).
(i) If the zeros {µj(x)}j=1,...,n of Fn(z, x) remain distinct for x ∈ Ωµ,
where Ωµ ⊆ C is open and connected, then {µj(x)}j=1,...,n satisfy the system
of differential equations
µj,x =
(u− uxx)y(µˆj)
(ux − u)√µj
n∏
k=1
k 6=j
(µj(x)− µk(x))−1, j = 1, . . . , n, (3.43)
with initial conditions
{µˆj(x0)}j=1,...,n ∈ Kn, (3.44)
for some fixed x0 ∈ Ωµ. The initial value problems (3.43), (3.44) have a
unique solution satisfying
µˆj ∈ C∞(Ωµ,Kn), j = 1, . . . , n. (3.45)
(ii) If the zeros {νj(x)}j=1,...,n of Hn(z, x) remain distinct for x ∈ Ων ,
where Ων ⊆ C is open and connected, then {νj(x)}j=1,...,n satisfy the system
of differential equations
νj,x = −(u− uxx)y(νˆj)
(ux + u)
√
νj
n∏
k=1
k 6=j
(νj(x)− νk(x))−1, j = 1, . . . , n, (3.46)
with initial conditions
{νˆj(x0)}j=1,...,n ∈ Kn, (3.47)
for some fixed x0 ∈ Ων. The initial value problems (3.46), (3.47) have a
unique solution satisfying
νˆj ∈ C∞(Ων ,Kn), j = 1, . . . , n. (3.48)
Proof. For our convenience, let us focus on (3.43) and (3.45). The proof of
(3.46) and (3.48) follows in an identical manner. The derivatives of (3.11)
with respect to x take on
Fn,x(µj) = −(ux − u)µj,x
n∏
k=1
k 6=j
(µj(x)− µk(x)). (3.49)
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On the other hand, inserting z = µj into equation (2.13) leads to
Fn,x(µj) = (u− uxx)Gn(µj) = (u− uxx) y(µˆj)−√µj . (3.50)
Comparing (3.49) with (3.50) gives (3.43). The smoothness assertion (3.45)
is clear as long as µˆj stays away from the branch points (E˜m, 0). In case
µˆj hits such a branch point, one can use the local chart around (E˜m, 0)
(ζ = σ(z − E˜m)1/2, σ = ±1) to verify (3.45). 
Let us now turn to the trace formulas of the MCH invariants, which are
the expressions of f2l and h2l in terms of symmetric functions of the zeros
µj and νj of Fn and Hn. Here, we just consider the simplest case.
Lemma 3.5 If (2.1) holds and u satisfies the nth stationary MCH equation
(2.28), then
− 1
2
(u− uxx)(u2 − u2x) +
1
2
(u− uxx)
2n+1∑
m=1
E˜m = (u− ux)
n∑
j=1
µj , (3.51)
1
2
(u− uxx)(u2 − u2x)−
1
2
(u− uxx)
2n+1∑
m=1
E˜m = −(u+ ux)
n∑
j=1
νj, (3.52)
Proof. By comparison of the coefficients of zn−1 (λ2n−2) in (2.22) and
(2.24), taking account into (3.11) and (3.12) yields
− 1
2
(u− uxx)(u2 − u2x) + (u− uxx)c1 = (u− ux)
n∑
j=1
µj, (3.53)
1
2
(u− uxx)(u2 − u2x)− (u− uxx)c1 = −(u+ ux)
n∑
j=1
νj, (3.54)
On the other hand, considering the coefficient of z2n (λ4n) in λ2G2n+FnHn =
R2n+1 leads to
2g0g2 + h0f0 = −
2n+1∑
m=1
E˜m, (3.55)
which implies
c1 =
1
2
2n+1∑
m=1
E˜m. (3.56)
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The trace formulas in the MCH hierarchy are implicit for the potential u,
which is apposed to the general integrable soliton equations such as KdV,
AKNS and CH hierarchies. But this dose not affect to obtain the algebro-
geometric solutions of the MCH hierarchy, and we can still construct u from
trace formulas.
4 Algebro-geometric solutions of the stationary MCH
hierarchy
In this section, we continue our study of the stationary MCH hierarchy, and
will obtain explicit Riemann theta function representations for the mero-
morphic function φ, and in particular for the potentials u of the stationary
MCH hierarchy.
Let us begin with the asymptotic properties of φ and ψj , j = 1, 2.
Lemma 4.1 Assume that (2.1) holds and u satisfies the nth stationary
MCH equation (2.28). Moreover, let P = (z, y) ∈ Kn \ {P∞, P0}, (x, x0) ∈
C2. Then
φ(P ) =
ζ→0
2
u− ux ζ
−1 +O(1), P → P∞, ζ = z−1, (4.1)
φ(P ) =
ζ→0
iζ +O(ζ2), P → P0, ζ = z1/2, (4.2)
ψ1(P, x, x0) =
ζ→0
exp
(∫ x
x0
(
u− uxx
u− ux +O(ζ)) dx
′ − 1
2
(x− x0)
)
,
P → P∞, ζ = z−1,
(4.3)
ψ2(P, x, x0) =
ζ→0
( 2
u− ux ζ
−1/2 +O(ζ1/2)
)
exp
(∫ x
x0
(
u− uxx
u− ux +O(ζ)) dx
′
− 1
2
(x− x0)
)
, P → P∞, ζ = z−1,
(4.4)
and
ψ1(P, x, x0) =
ζ→0
exp
( 1
ζ
∫ x
x0
1
2
(u− uxx)(i+O(1)) dx′ +O(1)
)
, (4.5)
P → P0, ζ = z1/2,
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ψ2(P, x, x0) =
ζ→0
(i+O(ζ)) exp
( 1
ζ
∫ x
x0
1
2
(u− uxx)(i +O(1)) dx′ +O(1)
)
,
(4.6)
P → P0, ζ = z1/2.
Proof. Under the local coordinates ζ = z−1 near P∞ and ζ = z
1/2 near
P0, the existence of the asymptotic expansion of φ is clear from its explicit
expression in (3.7). Next, we use the Riccati-type equation (3.24) to compute
the explicit expansion coefficients. Inserting the ansatz
φ =
z→∞
φ−1z + φ0 +O(z
−1) (4.7)
into (3.24) and comparing the powers of z, then we have (4.1). Similarly,
inserting the ansatz
φ =
z→0
φ1z
1/2 + φ2z +O(z
3/2) (4.8)
into (3.24) and comparing the power of z0, we obtain(4.2). Finally, expan-
sions (4.3)-(4.6) follow up by (3.6), (3.8), (4.1) and (4.2). 
Remark 4.2 We notice the unusual fact: P0 is the essential singularity of
ψj , j = 1, 2. From (4.5) and (4.6), the leading-order exponential term ψj ,
j = 1, 2, near P0 is x-dependent, which makes the problem worse. One can
obtain the analogous result near P∞ as displayed in (4.3) and (4.4). This is
in sharp contrast to standard Baker-Akhiezer functions that typically feature
a linear behavior with respect to x, such as exp(c(x − x0)) and exp(c(x −
x0)ζ
−1) near P∞ and P0, respectively.
Let us now introduce the holomorphic differentials ηl(P ) on Kn
ηl(P ) =
zl−1√
zy(P )
dz, l = 1, . . . , n, (4.9)
and choose a homology basis {aj , bj}nj=1 on Kn in such a way that the
intersection matrix of the cycles satisfies
aj ◦ bk = δj,k, aj ◦ ak = 0, bj ◦ bk = 0, j, k = 1, . . . , n.
Define an invertible matrix E ∈ GL(n,C) as follows
E = (Ej,k)n×n, Ej,k =
∫
ak
ηj ,
c(k) = (c1(k), . . . , cn(k)), cj(k) = (E
−1)j,k,
(4.10)
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and the normalized holomorphic differentials as follows
ωj =
n∑
l=1
cj(l)ηl,
∫
ak
ωj = δj,k,
∫
bk
ωj = τj,k, j, k = 1, . . . , n. (4.11)
Apparently, the matrix τ is symmetric and has a positive-definite imaginary
part.
The symmetric functions Φ
(j)
n−1(µ) and Ψn(µ) are defined by
Φ
(j)
n−1(µ) = (−1)n−1
n∏
p=1
p 6=j
µp, (4.12)
Ψn(µ) = (−1)n
n∏
p=1
µp. (4.13)
Let us present our results in the following theorem.
Theorem 4.3 Assume that (2.1) holds.
(i) Suppose that {µˆj}j=1,...,n satisfy the stationary Dubrovin equations
(3.43) on Ωµ and remain distinct for x ∈ Ωµ, where Ωµ ⊆ C is open and
connected. Let the associated divisor be
Dµˆ(x) ∈ Symn(Kn), µˆ = {µˆ1, . . . , µˆn} ∈ Symn(Kn). (4.14)
Then
∂xαQ0(Dµˆ(x)) = −
u− uxx
ux − u
1
Ψn(µ(x))
c(1), x ∈ Ωµ. (4.15)
In particular, the Abel map does not linearize the divisor Dµˆ(x) on Ωµ.
(ii) Suppose that {νˆj}j=1,...,n satisfy the stationary Dubrovin equations
(3.46) on Ων and remain distinct for x ∈ Ων , where Ων ⊆ C is open and
connected. Let the associated divisor be
Dνˆ(x) ∈ Symn(Kn), νˆ = {νˆ1, . . . , νˆn} ∈ Symn(Kn). (4.16)
Then
∂xαQ0(Dνˆ(x)) =
u− uxx
ux + u
1
Ψn(ν(x))
c(1), x ∈ Ων. (4.17)
In particular, the Abel map does not linearize the divisor Dνˆ(x) on Ων.
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Proof. It is easy to see that
1
µj
=
∏n
p=1
p 6=j
µp∏n
p=1 µp
= −Φ
(j)
n−1(µ)
Ψn(µ)
, j = 1, . . . , n. (4.18)
Let
ω = (ω1, . . . , ωn), (4.19)
and choose an appropriate base point Q0. Then we have
∂xαQ0(Dµˆ(x)) = ∂x
( n∑
j=1
∫ µˆj
Q0
ω
)
=
n∑
j=1
µj,x
n∑
k=1
c(k)
µk−1j√
µjy(µˆj)
=
n∑
j=1
n∑
k=1
u− uxx
ux − u
µk−1j
µj
1∏n
l=1
l 6=j
(µj − µl)
c(k)
=
n∑
j=1
n∑
k=1
u− uxx
ux − u
µk−2j∏n
l=1
l 6=j
(µj − µl)c(k)
= − 1
Ψn(µ)
u− uxx
ux − u
n∑
j=1
n∑
k=1
c(k)
µk−1j∏n
l=1
l 6=j
(µj − µl)Φ
(j)
n−1(µ)
= − 1
Ψn(µ)
u− uxx
ux − u
n∑
j=1
n∑
k=1
c(k)(Un(µ))k,j(Un(µ))
−1
j,1
= − 1
Ψn(µ)
u− uxx
ux − u
n∑
k=1
c(k)δk,1
= − 1
Ψn(µ)
u− uxx
ux − u c(1), (4.20)
where we used (E.25) and (E.26) in [12],
(Un(µ)) =
( µk−1j∏n
l=1
l 6=j
(µj − µl)
)n
j,k=1
, (Un(µ))
−1 =
(
Φ
(j)
n−1(µ)
)n
j=1
. (4.21)
The analogous results hold for the corresponding divisor Dνˆ(x), which can
be obtained in the same way. 
Next, we give the special forms for Theorem 4.3, which can be used to
provide the proper change of variables to linearize the divisors Dµˆ(x) and
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Dνˆ(x) associated with φ(P, x). We only consider the case about the divisor
Dµˆ(x). One may conclude that the analogous results also hold for the other
divisor Dνˆ(x).
Let us introduce 1
B̂Q0 : Kn \ {P∞, P0} → Cn,
P 7→ B̂Q0(P ) = (B̂Q0,1, . . . , B̂Q0,n)
=

∫ P
Q0
ω˜
(3)
P∞,P0
, n = 1( ∫ P
Q0
η2, . . . ,
∫ P
Q0
ηn,
∫ P
Q0
ω˜
(3)
P∞,P0
)
, n ≥ 2,
(4.22)
where
ω˜
(3)
P∞,P0
=
zn√
zy(P )
dz.
and
βˆ
Q0
: Symn(Kn \ {P∞, P0})→ Cn,
DQ 7→ βˆQ0(DQ) =
n∑
j=1
B̂Q0(Qj),
Q = {Q1, . . . , Qn} ∈ Symn(Kn \ {P∞, P0}).
(4.23)
Theorem 4.4 Assume that (2.1) holds, and the statements of µj in Theo-
rem 4.3 are all true. Then
∂x
n∑
j=1
∫ µˆj(x)
Q0
η1 = − 1
Ψn(µ(x))
u− uxx
ux − u , x ∈ Ωµ, (4.24)
∂xβˆ(Dµˆ(x)) =
{
u−uxx
ux−u
, n = 1,
u−uxx
ux−u
(0, . . . , 0, 1), n ≥ 2, x ∈ Ωµ. (4.25)
Proof. Equation (4.24) is a special case of (4.15), and (4.25) follows from
(4.20). Alternatively, one can follow the same way as shown in Theorem 4.3
to derive (4.24) and (4.25). 
Let θ(z) denote the Riemann theta function associated with Kn and an
appropriately fixed homology basis. We assume Kn to be nonsingular. Next,
1 Here we choose the same path of integration from Q0 and P for all integrals in (4.22)
and (4.23).
23
choosing a convenient base point Q0 ∈ Kn\{P∞, P0}, the vector of Riemann
constants ΞQ0 is given by (A.66) [12], and the Abel maps AQ0(·) and αQ0(·)
are defined by
AQ0 : Kn → J(Kn) = Cn/Ln,
P 7→ AQ0(P ) = (AQ0,1(P ), . . . , AQ0,n(P )) =
(∫ P
Q0
ω1, . . . ,
∫ P
Q0
ωn
)
(mod Ln)
(4.26)
and
αQ0 : Div(Kn)→ J(Kn),
D 7→ αQ0(D) =
∑
P∈Kn
D(P )AQ0(P ), (4.27)
where Ln = {z ∈ Cn| z = N + τM, N, M ∈ Zn}.
Let
ω
(3)
P∞P0
(P ) =
1√
zy
n∏
j=1
(z − λj)dz (4.28)
be the normalized differential of the third kind holomorphic on Kn\{P∞, P0}
with simple poles at P∞ and P0 with residues ±1, that is,
ω
(3)
P∞P0
(P ) =
ζ→0
(ζ−1 +O(1))dζ, as P → P∞,
ω
(3)
P∞P0
(P ) =
ζ→0
(−ζ−1 +O(1))dζ, as P → P0,
(4.29)
where the local coordinate are given by
ζ = z−1 for P near P∞, ζ = z
1/2 for P near P0, (4.30)
and the constants {λj}j=1,...,n are determined by the normalization condition∫
ak
ω
(3)
P∞P0
= 0, k = 1, . . . , n.
Then, we have∫ P
Q0
ω
(3)
P∞P0
(P ) =
ζ→0
lnζ + e0 +O(ζ), as P → P∞, (4.31)
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∫ P
Q0
ω
(3)
P∞P0
(P ) =
ζ→0
−lnζ + d0 +O(ζ), as P → P0, (4.32)
where constants e0, d0 ∈ C arise from the integrals at their lower limits Q0.
We also notice
AQ0(P )−AQ0(P∞) =ζ→0 Uζ +O(ζ
2), as P → P∞, U = c(n), (4.33)
AQ0(P )−AQ0(P0) =ζ→0 −2Uζ +O(ζ
2), as P → P0, U = c(n). (4.34)
The following abbreviations are used for our convenience:
z(P,Q) = ΞQ0 −AQ0(P ) + αQ0(DQ),
P ∈ Kn, Q = (Q1, . . . , Qn) ∈ Symn(Kn), (4.35)
where z(·, Q) is independent of the choice of base point Q0.
Moreover, from Theorems 4.3 and 4.4 we note that the Abel map dose
not linearize the divisor Dµˆ(x). However, the change of variables
x 7→ x˜ =
∫ x
dx′
( 1
Ψn(µ(x′))
u− ux′x′
ux′ − u
)
(4.36)
linearizes the Abel map AQ0(D ˆ˜µ(x˜)), µ˜j(x˜) = µj(x), j = 1, . . . , n. The intri-
cate relation between the variable x and x˜ is discussed detailedly in Theorem
4.5.
Based on the above all these preparations, let us now give an explicit
representation for the meromorphic function φ and the solution u of the
stationary MCH equations in terms of the Riemann theta function associated
with Kn. Here we assume the affine part of Kn (n ∈ N) to be nonsingular.
Theorem 4.5 Assume that the curve Kn is nonsingular, (2.1) holds, and
u satisfies the nth stationary MCH equation (2.28) on Ω. Let P = (z, y) ∈
Kn \{P∞, P0}, and x ∈ Ω, where Ω ⊆ C is open and connected. In addition,
suppose that Dµˆ(x), or equivalently Dνˆ(x) is nonspecial for x ∈ Ω. Then, φ
and u have the following representations
φ(P, x) = i
θ(z(P, νˆ(x)))θ(z(P0, µˆ(x)))
θ(z(P0, νˆ(x)))θ(z(P, µˆ(x)))
exp
(
d0 −
∫ P
Q0
ω
(3)
P∞P0
)
, (4.37)
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u(x) = i
θ(z(P0, νˆ(x)))θ(z(P∞, µˆ(x)))
θ(z(P∞, νˆ(x)))θ(z(P0, µˆ(x)))
(4.38)
×

∑n
j=1 λj −
∑n
j=1 Uj∂ωj ln
(
θ(z(P∞,µˆ(x))+ω)
θ(z(P0,µˆ(x))+ω)
) ∣∣∣
ω=0∑n
j=1 λj −
∑n
j=1Uj∂ωj ln
(
θ(z(P∞,νˆ(x))+ω)
θ(z(P0,νˆ(x))+ω)
) ∣∣∣
ω=0
+ 1
 .
Moreover, let µj , j = 1, . . . , n be not vanishing on Ω. Then, we have the
following constraint∫ x
x0
dx′
u− ux′x′
ux′ − u
= −(x˜− x˜0)
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)
cj(1)
+ ln
(
θ(z(P0, µˆ(x0)))θ(z(P∞, µˆ(x)))
θ(z(P∞, µˆ(x0)))θ(z(P0, µˆ(x)))
)
, (4.39)
and
zˆ(P∞, µˆ(x)) = Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x))
= Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x0))−
∫ x
x0
u− ux′x′
ux′ − u
dx′
Ψn(µ(x′))
c(1)
= Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x0))− c(1)(x˜ − x˜0), (4.40)
zˆ(P0, µˆ(x)) = Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x))
= Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x0))−
∫ x
x0
u− ux′x′
ux′ − u
dx′
Ψn(µ(x′))
c(1)
= Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x0))− c(1)(x˜ − x˜0). (4.41)
Proof. First, let us assume
µj(x) 6= µj′(x), νk(x) 6= νk′(x) for j 6= j′, k 6= k′ and x ∈ Ω˜, (4.42)
where Ω˜ ⊆ Ω is open and connected. From (3.19), DP0νˆ ∼ DP∞µˆ, and
P∞ = (P∞)
∗ /∈ {µˆ1, · · · , µˆn}, based on some hypothesis of Theorem A.
31 [12], one can have Dνˆ ∈ Symn(Kn) is nonspecial. This argument is
symmetric with respect to µˆ and νˆ. Thus, Dµˆ is nonspecial if and only if Dνˆ
is.
Next, we derive the representations of φ and u in terms of the Riemann
theta functions. A special case of Riemann’s vanishing theorem (Theorem
A. 26 [12]) yields
θ(ΞQ0−AQ0(P )+αQ0(DQ)) = 0 if and only if P ∈ {Q1, · · · , Qn}. (4.43)
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Therefore, the divisor (3.19) of φ(P, x) suggests considering expression of
the following type
C(x)
θ(ΞQ0 −AQ0(P ) + αQ0(Dνˆ(x)))
θ(ΞQ0 −AQ0(P ) + αQ0(Dµˆ(x)))
exp
( ∫ P
Q0
ω
(3)
P∞P0
)
, (4.44)
where C(x) is independent of P ∈ Kn. So, together with the asymptotic
expansion of φ(P, x) near P0 in (4.2), we are able to obtain (4.37).
Let us now construct u from trace formulas (3.51) and (3.52). By com-
paring (3.51) with (3.52), we have
(u− ux)
n∑
j=1
µj = (u+ ux)
n∑
j=1
νj, (4.45)
namely,
u+ ux =
∑n
j=1 µj∑n
j=1 νj
(u− ux). (4.46)
Therefore,
u =
1
2
(u+ ux) +
1
2
(u− ux) = 1
2
(∑n
j=1 µj∑n
j=1 νj
+ 1
)
(u− ux). (4.47)
On the other hand, the asymptotic expansion of φ near P∞ with taking
account into (4.37) and comparing the coefficient of ζ−1 yields
u− ux = 2i
θ(z(P0, νˆ(x)))θ(z(P∞, µˆ(x)))
θ(z(P∞, νˆ(x)))θ(z(P0, µˆ(x)))
. (4.48)
Inserting the expressions of
∑n
j=1 µj,
∑n
j=1 νj (F.88 [12]), and (4.48) into
(4.47) leads to (4.38).
Moreover, from (4.24) and (4.25), one can readily get
n∑
j=1
∫ µˆj(x)
Q0
ω˜
(3)
P∞,P0
−
n∑
j=1
∫ µˆj(x0)
Q0
ω˜
(3)
P∞,P0
=
∫ x
x0
∂x′
( n∑
j=1
∫ µˆj(x′)
Q0
ω˜
(3)
P∞,P0
)
dx′
=
∫ x
x0
dx′
u− ux′x′
ux′ − u
, (4.49)
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By (F.88) [12], we may arrive at
n∑
j=1
∫ µˆj(x)
Q0
ω˜
(3)
P∞,P0
−
n∑
j=1
∫ µˆj(x0)
Q0
ω˜
(3)
P∞,P0
=
n∑
j=1
∫
aj
ω˜
(3)
P∞,P0
×
(
n∑
k=1
∫ µˆk(x)
Q0
ωj −
n∑
k=1
∫ µˆk(x0)
Q0
ωj
)
+ ln
(
θ(z(P∞, µˆ(x)))
θ(z(P0, µˆ(x)))
)
− ln
(
θ(z(P∞, µˆ(x0)))
θ(z(P0, µˆ(x0)))
)
=
n∑
j=1
∫
aj
ω˜
(3)
P∞,P0
∫ x
x0
∂x′
( n∑
k=1
∫ µˆk(x′)
Q0
ωj
)
dx′
+ ln
(
θ(z(P0, µˆ(x0)))θ(z(P∞, µˆ(x)))
θ(z(P∞, µˆ(x0)))θ(z(P0, µˆ(x)))
)
= −
∫ x
x0
(u− ux′x′
ux′ − u
1∏n
k=1 µk(x
′)
)
dx′
n∑
j=1
( ∫
aj
ω˜
(3)
P∞,P0
)
cj(1)
+ ln
(
θ(z(P0, µˆ(x0)))θ(z(P∞, µˆ(x)))
θ(z(P∞, µˆ(x0)))θ(z(P0, µˆ(x)))
)
. (4.50)
Hence, inserting the condition of changing of variables (4.36) into (4.50) and
comparing with (4.49) can give the constraint (4.39). Equations (4.40) and
(4.41) are clear from (4.15). The extension of all results from x ∈ Ω˜ to
x ∈ Ω follows by the continuity of αQ0 and the hypothesis of Dµˆ(x) being
nonspecial for x ∈ Ω. 
Remark 4.6 The stationary MCH solution u in (4.38) is a quasi-periodic
function with respect to the new variable x˜ in (4.36). The Abel map in (4.40)
and (4.41) linearizes the divisor Dµˆ(x) on Ω with respect to x˜.
Remark 4.7 The similar results to (4.40) and (4.41) (i.e. the Abel map
also linearizes the divisor Dνˆ(x) on Ω with respect to x¯) hold for the divisor
Dνˆ(x) associated with φ(P, x). The change of variables is
x 7→ x¯ =
∫ x
dx′
( 1
Ψn(ν(x′))
u− ux′x′
ux′ + u
)
. (4.51)
Remark 4.8 Since DP0νˆ and DP∞µˆ are linearly equivalent, that is,
AQ0(P∞) + αQ0(Dµˆ(x)) = AQ0(P0) + αQ0(Dνˆ(x)), (4.52)
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we have
αQ0(Dνˆ(x)) = ∆ + αQ0(Dµˆ(x)), ∆ = AP0(P∞). (4.53)
Hence
z(P, νˆ) = z(P, µˆ) + ∆, P ∈ Kn. (4.54)
The representations of φ and u in (4.37) and (4.38) can be rewritten in terms
of Dνˆ(x), respectively.
Remark 4.9 We have emphasized in Remark 4.2 that the Baker-Akhiezer
functions ψ in (3.6) and (3.8) for the MCH hierarchy enjoy very difference
from standard Baker-Akhiezer functions. Hence, one may not expect the
usual theta function representations of ψj , j = 1, 2, in terms of ratios of
theta functions times a exponential term including (x − x0) multiplying a
meromorphic differential with a pole with the essential singularity of ψj .
However, using the properties of symmetric function and (F.89) [13], we
obtain
Fn(z) = (ux − u)(zn +
n−1∏
j=1
(z − µj)) = (ux − u)(zn +
n−1∑
l=1
Ψn−l(µ)z
l)
= (ux − u)
(
zn +
n∑
k=1
(
Ψn+1−k(λ)
−
n∑
j=1
cj(k)∂ωj ln
(
θ(z(P∞, µˆ) + ω)
θ(z(P0, µˆ) + ω)
) ∣∣∣
ω=0
zk−1
))
= (ux − u)
( n∏
j=1
(z − λj)
−
n∑
j=1
n∑
k=1
cj(k)∂ωj ln
(
θ(z(P∞, µˆ) + ω)
θ(z(P0, µˆ) + ω)
) ∣∣∣
ω=0
zk−1
)
, (4.55)
and by inserting (4.55) into (3.31), we obtain the theta function represen-
tation of ψ1. Then, the corresponding theta function representation of ψ2
follows by (3.8) and (4.37).
Let us now discuss the trivial case n = 0 excluded in Theorem 4.5.
Example 4.10 Let n = 0, P = (z, y) ∈ K0 \ {P∞, P0}, and (x, x0) ∈ C2.
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Then, we have
K0 : F0(z, y) = y2 −R1(z) = y2 − (z − E˜1) = 0, E˜1 ∈ C,
u = E˜
1/2
1 ,
s−MCH0(u) = 2ux − 2uxx = 0,
F0(z, x) = f0 = ux − u, G0(z, x) = g0 = −1, H0(z, x) = h0 = ux + u,
φ(P, x) =
z1/2y − z
ux − u =
ux + u
z−1/2y + 1
,
ψ1(P, x, x0) = exp
(∫ x
x0
(1
2
u− ux′x′
ux′ − u
y − z1/2
z1/2
)
dx′ − 1
2
(x− x0)
)
,
ψ2(P, x, x0) =
y − z1/2
ux − u exp
( ∫ x
x0
(1
2
u− ux′x′
ux′ − u
y − z1/2
z1/2
)
dx′ − 1
2
(x− x0)
)
.
(4.56)
The general solution of s−MCH0(u) = 2ux − 2uxx = 0 is given by
u(x) = a1e
x + E˜
1/2
1 , a1 ∈ C. (4.57)
But, according to the condition ∂kxu ∈ L∞(C), k ∈ N0 in (2.1), we conclude
a1 = 0, and therefore u = E˜
1/2
1 , which is the same as the expression of u in
(4.56) from trace formula (3.51) or (3.52) in the special case n = 0.
At the end of this section, we turn to the initial value problem in the
stationary case. We show that the solvability of the Dubrovin equations
(3.43) on Ωµ ⊆ C in fact implies equation (2.28) on Ωµ, which amounts to
solving the initial value problem in the stationary case.
Theorem 4.11 Assume that (2.1) holds and {µˆj}j=1,...,n satisfies the sta-
tionary Dubrovin equations (3.43) on Ωµ and remain distinct and nonzero
for x ∈ Ωµ, where Ωµ ⊆ C is open and connected. Then, if u ∈ C∞(Ωµ)
satisfies
− 1
2
(u− uxx)(u2 − u2x) +
1
2
(u− uxx)
2n+1∑
m=1
E˜m = (u− ux)
n∑
j=1
µj , (4.58)
u is a solution of the nth stationary MCH equation (2.28), that is
s−MCHn(u) = 0, on Ωµ. (4.59)
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Proof. Given the solutions µˆj = (µj , y(µˆj)) ∈ C∞(Ωµ,Kn), j = 1, · · · , n of
(3.43), let us introduce
Fn(z) = (ux − u)
n∏
j=1
(z − µj) on C× Ωµ, (4.60)
where u is the solution of (4.58) up to multiplicative constant. Given Fn
and u, let us denote the polynomial Gn by
Gn(z) = (u− uxx)−1(Fn(z) + Fn,x(z)), on C× Ωµ, (4.61)
and from (4.60), one can see that the degree of Gn is n with respect to z.
Taking account into (4.61), the Dubrovin equations (3.43) imply
y(µˆj) = µj,x
(ux − u)
u− uxx
√
µj
n∏
k=1
k 6=j
(µj − µk)
= −
√
µjFn,x(µj)
u− uxx = −
√
µjGn(µj). (4.62)
Hence
R2n+1(µj)
2 − µjGn(µj)2 = y(µˆj)2 − µjGn(µj)2 = 0, j = 1, . . . , n. (4.63)
Next, let us define a polynomial Hn on C× Ωµ such that
R2n+1(z)− zGn(z)2 = Fn(z)Hn(z) (4.64)
holds. Such a polynomialHn exists since the left-hand side of (4.64) vanishes
at z = µj, j = 1, · · · , n by (4.63). We need to determine the degree of Hn.
By (4.61), we compute
R2n+1(z)− zGn(z)2 =
|z|→∞
(ux + u)(ux − u)z2n +O(z2n−1), (4.65)
with O(z2n−1) depending on x by inspection. Therefore, combining (4.60),
(4.64) and (4.65), we conclude that Hn has degree n with respect to z, with
the coefficient (ux + u) of powers z
2n. Hence, we may write Hn as
Hn(z) = (ux + u)
n∏
j=1
(z − νj), on C× Ωµ, (4.66)
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where u is the same as that in (4.60). Next, let us consider the polynomial
Pn−1 by
Pn−1(z) =
1
2
(u− uxx)Hn(z) + 1
2
(u− uxx)Fn(z) + zGn,x(z). (4.67)
Using (4.60), (4.61) and (4.66), we see that Pn−1 is a polynomial of degree
at most n−1. Differentiating on both sides of (4.64) with respect to x yields
2zGn(z)Gn,x(z) + Fn,x(z)Hn(z) + Fn(z)Hn,x(z) = 0 on C×Ωµ. (4.68)
Multiplying (4.67) by Gn and using (4.68), we have
Gn(z)Pn−1(z) =
1
2
Fn(z)[(u − uxx)Gn(z) −Hn,x(z)]
+ [(u− uxx)Gn(z)− Fn,x(z)]1
2
Hn(z), (4.69)
and therefore on Ωµ, we have
Gn(µj)Pn−1(µj) = 0, j = 1, . . . , n. (4.70)
Next, let x ∈ Ω˜µ ⊆ Ωµ,where Ω˜µ is given by
Ω˜µ = {x ∈ Ωµ | G(µj(x), x) = −y(µˆj(x))√
µj(x)
6= 0, j = 1, · · · , n}
= {x ∈ Ωµ | µj(x) /∈ {E˜m}m=1,··· ,2n+1, j = 1, · · · , n}, (4.71)
Thus, we have
Pn−1(µj(x), x) = 0, j = 1, · · · , n, x ∈ Ω˜µ. (4.72)
Since Pn−1 is a polynomial of degree at most n− 1, (4.72) implies
Pn−1 = 0 on C× Ω˜µ, (4.73)
So, (2.15) holds, that is,
zGn,x(z) = −1
2
(u− uxx)Hn(z) − 1
2
(u− uxx)Fn(z) on C× Ω˜µ. (4.74)
Inserting (4.74) and (4.61) into (4.68) yields
[−(u− uxx)Gn(z)−Hn(z) +Hn,x(z)]Fn(z) = 0, (4.75)
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namely,
Hn,x(z) = (u− uxx)Gn(z) +Hn(z), on C× Ω˜µ. (4.76)
Thus, we obtain the fundamental equations (2.13)-(2.15), and (2.17) on
C× Ω˜µ.
In order to extend these results to all x ∈ Ωµ, let us consider the case
where µˆj admits one of the branch points (E˜m0 , 0). Hence, we suppose
µj1(x)→ E˜m0 as x→ x0 ∈ Ωµ, (4.77)
for some j1 ∈ {1, · · · , n}, m0 ∈ {1, · · · , 2n + 1}. Introducing
ζj1(x) = σ(µj1(x)− E˜m0)1/2, σ = ±1,
µj1(x) = E˜m0 + ζj1(x)
2
(4.78)
for x near x0, then the Dubrovin equation (3.43) for µj1 becomes
ζj1,x(x) =
c(σ)(u − uxx)
2(ux − u)
√
E˜m0
( 2n+1∏
m=1,
m6=m0
(E˜m0 − E˜m)
)1/2
×
n∏
k=1,
k 6=j1
(E˜m0 − µk(x))−1(1 +O(ζj1(x)2)) (4.79)
for some |c(σ)| = 1. Hence, (4.73)-(4.76) are extended to Ωµ by continuity.
Consequently, we obtain relations (2.13)-(2.15) on C×Ωµ, and can proceed
as in Section 2 to see that u satisfies the stationary MCH hierarchy (4.59).

Remark 4.12 The result in Theorem 4.11 is derived in terms of u and
{µj}j=1,··· ,n, but we can prove the analogous result in terms of u and {νj}j=1,··· ,n.
Remark 4.13 Theorem 4.11 reveals that given Kn and the initial condition
µˆ(x0) = (µˆ1(x0), . . . , µˆn(x0)) ∈ Symn(Kn), or equivalently, the auxiliary
divisor Dµˆ(x0) ∈ Symn(Kn) at x = x0, u is uniquely determined in an open
neighborhood Ω of x0 by (4.58) and satisfies the nth stationary MCH equation
(2.28). Conversely, given Kn and u in an open neighborhood Ω of x0, we can
construct the corresponding polynomial Fn(z, x), Gn(z, x) and Hn(z, x) for
x ∈ Ω, and then obtain the auxiliary divisor Dµˆ(x) for x ∈ Ω from the zeros of
Fn(z, x) and (3.13). In that sense, once the curve Kn is fixed, elements of the
isospectral class of the MCH potentials u can be characterized by nonspecial
auxiliary divisor Dµˆ(x).
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5 The time-dependent MCH formalism
In this section, let us go back to the recursive approach detailed in Section 2
and extend the algebro-geometric analysis in Section 3 to the time-dependent
MCH hierarchy.
Throughout this section, we assume that (2.2) holds.
The time-dependent algebro-geometric initial value problem of the MCH
hierarchy is to solve the time-dependent rth MCH flow with a stationary
solution of the nth equation as the initial data in the hierarchy. More
precisely, given n ∈ N0, based on the solution u(0) of the nth stationary MCH
equation s−MCHn(u(0)) = 0 associated with Kn and a set of integration
constants {cl}l=1,...,n ⊂ C, we want to build up a solution u of the rth MCH
flow MCHr(u) = 0 such that u(t0,r) = u
(0) for some t0,r ∈ C, r ∈ N0.
We employ the following notation V˜r, F˜r, G˜r, H˜r, f˜2s, g˜2s, h˜2s to stand for
the time-dependent quantities, which are obtained in Vn, Fn, Gn, Hn, f2l, g2l,
h2l by replacing {cl}l=1,...,n with {c˜s}s=1,...,r, where the integration constants
{cl}l=1,...,n ⊂ C in the stationary MCH hierarchy and {c˜s}s=1,...,r ⊂ C in the
time-dependent MCH hierarchy are independent of each other. In addition,
we mark the individual rth MCH flow by a separate time variable tr ∈ C.
Let us now provide the time-dependent algebro-geometric initial value
problem as follows
MCHr(u) = utr − uxxtr − 2f˜2r,x = 0,
u|tr=t0,r = u(0),
(5.1)
s−MCHn(u(0)) = −2f2n,x(u(0)) = 0, (5.2)
where t0,r ∈ C, n, r ∈ N0, u = u(x, tr) satisfies the condition (2.2), and the
curve Kn is associated with the initial data u
(0) in (5.2). Noticing that the
MCH flows are isospectral, we are going to a further step and assume that
(5.2) holds not only at tr = t0,r, but also at all tr ∈ C.
Let us now start from the zero-curvature equations (2.35)
Utr − V˜r,x + [U, V˜r] = 0, (5.3)
− Vn,x + [U, Vn] = 0, (5.4)
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where
U(z) =
(
−12 12z−
1
2 (u− uxx)
−12z−
1
2 (u− uxx) 12
)
Vn(z) =
(
−Gn(z) z− 12Fn(z)
z−
1
2Hn(z) Gn(z)
)
V˜r(z) =
(
−G˜r(z) z− 12 F˜r(z)
z−
1
2 H˜r(z) G˜r(z)
) (5.5)
and
Fn(z) =
n∑
l=0
f2lz
(n−l) = f0
n∏
j=1
(z − µj), f0 = ux − u, (5.6)
Gn(z) =
n∑
l=0
g2lz
(n−l), (5.7)
Hn(z) =
n∑
l=0
h2lz
(n−l) = h0
n∏
j=1
(z − νj), h0 = ux + u, (5.8)
F˜r(z) =
r∑
s=0
f˜2sz
(r−s), f˜0 = ux − u, (5.9)
G˜r(z) =
r∑
s=0
g˜2sz
(r−s), (5.10)
H˜r(z) =
r∑
s=0
h˜2sz
(r−s), h˜0 = ux + u, (5.11)
for fixed n, r ∈ N0. Here f2l, g2l, h2l, l = 0, . . . , n and f˜2s, g˜2s, h˜2s, s =
0, . . . , r, satisfy the relations in (2.3).
Moreover, it is more convenient for us to rewrite the zero-curvature equa-
tions (5.3) and (5.4) as the following forms
1
2
(utr − uxxtr)− F˜r,x − F˜r + (u− uxx)G˜r = 0, (5.12)
− 1
2
(utr − uxxtr)− H˜r,x + H˜r + (u− uxx)G˜r = 0, (5.13)
zG˜r,x = −1
2
(u− uxx)H˜r − 1
2
(u− uxx)F˜r (5.14)
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and
Fn,x = −Fn + (u− uxx)Gn, (5.15)
Hn,x = Hn + (u− uxx)Gn, (5.16)
zGn,x = −1
2
(u− uxx)Hn − 1
2
(u− uxx)Fn. (5.17)
From (5.15)-(5.17), we may compute
d
dx
det(Vn(z)) = −1
z
d
dx
(
zGn(z)
2 + Fn(z)Hn(z)
)
= 0, (5.18)
and meanwhile Lemma 5.2 gives
d
dtr
det(Vn(z)) = −1
z
d
dtr
(
zGn(z)
2 + Fn(z)Hn(z)
)
= 0. (5.19)
Hence, zGn(z)
2 + Fn(z)Hn(z) is independent of variables both x and tr,
which implies
zGn(z)
2 + Fn(z)Hn(z) = R2n+1(z). (5.20)
This reveals that the fundamental identity (2.17) still holds in the time-
dependent context. Consequently the hyperelliptic curve Kn is still available
by (2.21).
Next, let us introduce the time-dependent Baker-Akhiezer function ψ(P, x, x0,
tr, t0,r) on Kn \ {P∞, P0} by
ψ(P, x, x0, tr, t0,r) =
(
ψ1(P, x, x0, tr, t0,r)
ψ2(P, x, x0, tr, t0,r)
)
,
ψx(P, x, x0, tr, t0,r) = U(u(x, tr), z(P ))ψ(P, x, x0 , tr, t0,r),
ψtr (P, x, x0, tr, t0,r) = V˜r(u(x, tr), z(P ))ψ(P, x, x0 , tr, t0,r),
z
1
2Vn(u(x, tr), z(P ))ψ(P, x, x0 , tr, t0,r) = y(P )ψ(P, x, x0, tr, t0,r),
ψ1(P, x0, x0, t0,r, t0,r) = 1;
P = (z, y) ∈ Kn \ {P∞, P0}, (x, tr) ∈ C2.
(5.21)
where
ψ1(P, x, x0, tr, t0,r) = exp
(∫ tr
t0,r
ds(z−1F˜r(z, x0, s)φ(P, x0, s)− G˜r(z, x0, s))
+ z−1
∫ x
x0
dx′(
1
2
q(x′, tr)φ(P, x
′, tr))− 1
2
(x− x0)
)
,
P = (z, y) ∈ Kn \ {P∞, P0}. (5.22)
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Closely related to ψ(P, x, x0, tr, t0,r) is the following meromorphic function
φ(P, x, tr) on Kn defined by
φ(P, x, tr) =
2z
q(x, tr)
(ψ1,x(P, x, x0, tr, t0,r)
ψ1(P, x, x0, tr, t0,r)
+
1
2
)
,
P ∈ Kn \ {P∞, P0}, (x, tr) ∈ C2. (5.23)
which implies by (5.21) that
φ(P, x, tr) = z
1/2 y + z
1/2Gn(z, x, tr)
Fn(z, x, tr)
=
z1/2Hn(z, x, tr)
y − z1/2Gn(z, x, tr)
, (5.24)
and
ψ2(P, x, x0, tr, t0,r) = ψ1(P, x, x0, tr, t0,r)φ(P, x, tr)/z
1/2. (5.25)
In analogy to equations (3.13) and (3.14), we define
µˆj(x, tr) =
(
µj(x, tr),−
√
µj(x, tr)Gn(µj(x, tr), x, tr)
)
∈ Kn,
j = 1, . . . , n, (x, tr) ∈ C2, (5.26)
νˆj(x, tr) =
(
νj(x, tr),
√
νj(x, tr)Gn(νj(x, tr), x, tr)
)
∈ Kn,
j = 1, . . . , n, (x, tr) ∈ C2. (5.27)
The regular properties of Fn, Hn, µj and νj are analogous to those in Section
3 due to assumptions (2.2).
From (5.24), the divisor (φ(P, x, tr)) of φ(P, x, tr) reads
(φ(P, x, tr)) = DP0νˆ(x,tr)(P )−DP∞µˆ(x,tr)(P ) (5.28)
where
µˆ = {µˆ1, . . . , µˆn}, νˆ = {νˆ1, . . . , νˆn} ∈ Symn(Kn). (5.29)
That means P0, νˆ1(x, tr), . . . , νˆn(x, tr) are the n + 1 zeros of φ(P, x, tr) and
P∞, µˆ1(x, tr), . . . , µˆn(x, tr) its n+ 1 poles.
Further properties of φ(P, x, tr) are summarized as follows.
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Lemma 5.1 Assume that (2.2), (5.3) and (5.4) hold. Let P = (z, y) ∈
Kn \ {P∞, P0}, (x, tr) ∈ C2. Then
φx(P ) +
1
2
(u− uxx)z−1φ(P )2 − φ(P ) = −1
2
(u− uxx), (5.30)
(qφ(P ))tr = (−2zG˜r(z) + 2F˜r(z)φ(P ))x (5.31)
= (u− uxx)H˜r(z) + (u− uxx)F˜r(z) + 2(F˜r(z)φ(P ))x,
φtr(P ) = H˜r(z) + 2G˜r(z)φ(P ) − z−1F˜r(z)φ(P )2, (5.32)
φ(P )φ(P ∗) = −zHn(z)
Fn(z)
, (5.33)
φ(P ) + φ(P ∗) = 2
zGn(z)
Fn(z)
, (5.34)
φ(P )− φ(P ∗) = z1/2 2y
Fn(z)
. (5.35)
Proof. We just need to prove (5.31) and (5.32). Equations (5.30) and
(5.33)-(5.35) can be proved as in Lemma 3.1. By using (5.21) and (5.23),
we obtain
1
2
z−1(qφ)tr = (lnψ1)xtr = (lnψ1)trx =
(ψ1,tr
ψ1
)
x
=
(−G˜rψ1 + z−1/2F˜rψ2
ψ1
)
x
= (−G˜r + z−1F˜rφ)x, (5.36)
which implies the fist line of (5.31). Inserting (5.14) into (5.36) yields the
second line of (5.31). Then by the definition of φ (5.23), one may have
φtr = z
1/2
(ψ2
ψ1
)
tr
= z1/2
(ψ2,tr
ψ1
− ψ2ψ1,tr
ψ21
)
= z1/2
(z−1/2H˜rψ1 + G˜rψ2
ψ1
− z−1/2φ−G˜rψ1 + z
−1/2F˜rψ2
ψ1
)
= H˜r + 2G˜rφ− z−1F˜rφ2, (5.37)
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which is (5.32). Alternatively, one can insert (5.12)-(5.14) into (5.31) to
obtain (5.32). 
Next, we study the time evolution of Fn, Gn and Hn by using zero-
curvature equations (5.12)-(5.14) and (5.15)-(5.17).
Lemma 5.2 Assume that (2.2), (5.3). and (5.4) hold. Then
Fn,tr = 2(GnF˜r − G˜rFn), (5.38)
zGn,tr = H˜rFn −HnF˜r, (5.39)
Hn,tr = 2(HnG˜r −GnH˜r). (5.40)
Equations (5.38)− (5.40) imply
− Vn,tr + [V˜r, Vn] = 0. (5.41)
Proof. Differentiating both sides of (5.35) with respect to tr leads to
(φ(P ) − φ(P ∗))tr = −2z1/2yFn,trF−2n . (5.42)
On the other hand, by (5.32), (5.34), and (5.35), the left-hand side of (5.42)
equals to
φ(P )tr − φ(P ∗)tr = 2G˜r(φ(P ) − φ(P ∗))− z−1F˜r(φ(P )2 − φ(P ∗)2)
= 4z1/2y(G˜rFn − F˜rGn)F−2n . (5.43)
Combining (5.42) with (5.43) yields (5.38). Similarly, Differentiating both
sides of (5.34) with respect to tr gives
(φ(P ) + φ(P ∗))tr = 2z(Gn,trFn −GnFn,tr )F−2n . (5.44)
Meanwhile, by (5.32), (5.33), and (5.34), the left-hand side of (5.44) equals
to
φ(P )tr + φ(P
∗)tr = 2G˜r(φ(P ) + φ(P
∗))− z−1F˜r(φ(P )2 + φ(P ∗)2) + 2H˜r
= −2zGnF−2n Fn,tr + 2F−1n (H˜rFn − F˜rHn). (5.45)
Thus, (5.39) clearly follows by (5.44) and (5.45). Hence, insertion of (5.38)
and (5.39) into the differentiation of zG2n + FnHn = R2n+1(z) can derive
(5.40). Finally, a direct calculation shows that (5.38)-(5.40) are equivalent
to (5.41). 
Further properties of ψ is summarized as follows.
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Lemma 5.3 Assume that (2.2), (5.3), and (5.4) hold. Let P = (z, y) ∈
Kn \ {P∞, P0}, (x, x0, tr.t0,r) ∈ C4. Then, we have
ψ1(P, x, x0, tr, t0,r) =
( Fn(z, x, tr)
Fn(z, x0, t0,r)
)1/2
× exp
( y√
z
∫ tr
t0,r
dsF˜r(z, x0, s)Fn(z, x0, s)
−1
+
y
2
√
z
∫ x
x0
dx′q(x′, tr)Fn(z, x
′, tr)
−1
)
, (5.46)
ψ1(P, x, x0, tr, t0,r)ψ1(P
∗, x, x0, tr, t0,r) =
Fn(z, x, tr)
Fn(z, x0, t0,r)
, (5.47)
ψ2(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r) = − Hn(z, x, tr)
Fn(z, x0, t0,r)
, (5.48)
ψ1(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r) (5.49)
+ ψ1(P
∗, x, x0, tr, t0,r)ψ2(P, x, x0, tr, t0,r) = 2
√
zGn(z, x, tr)
Fn(z, x0, t0,r)
,
ψ1(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r) (5.50)
− ψ1(P ∗, x, x0, tr, t0,r)ψ2(P, x, x0, tr, t0,r) = − 2y
Fn(z, x0, t0,r)
.
Proof. In order to prove (5.46), let us first consider the part of time variable
in the definition (5.22), that is,
exp
( ∫ tr
t0,r
ds[z−1F˜r(z, x0, s)φ(z, x0, s)− G˜r(z, x0, s)]
)
. (5.51)
The integrand in the above integral equals to
z−1F˜r(z, x0, s)φ(z, x0, s)− G˜r(z, x0, s)
= z−1F˜r(z, x0, s)z
1/2 y + z
1/2Gn(z, x0, s)
Fn(z, x0, s)
− G˜r(z, x0, s)
=
y√
z
F˜r(z, x0, s)Fn(z, x0, s)
−1 + (F˜r(z, x0, s)Gn(z, x0, s)
− G˜r(z, x0, s)Fn(z, x0, s))Fn(z, x0, s)−1
=
y√
z
F˜r(z, x0, s)Fn(z, x0, s)
−1 +
1
2
Fn,s(z, x0, s)
Fn(z, x0, s)
, (5.52)
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By (5.24), (5.38), and (5.52), (5.51) reads( Fn(z, x0, tr)
Fn(z, x0, t0,r)
)1/2
exp
( y√
z
∫ tr
t0,r
dsF˜r(z, x0, s)Fn(z, x0, s)
−1
)
. (5.53)
On the other hand, the part of space variable in (5.22) can be written as( Fn(z, x, tr)
Fn(z, x0, tr)
)1/2
exp
( y
2
√
z
∫ x
x0
dx′q(x′, tr)Fn(z, x
′, tr)
−1
)
, (5.54)
which can be proved using the similar procedure to Lemma 3.2. Combining
(5.53) with (5.54) yields (5.46). Evaluating (5.46) at the points P and P ∗
with noticing
y(P ) + y(P ∗) = 0, (5.55)
leads to (5.47). Hence, we have
ψ2(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r)
= z−1ψ1(P, x, x0, tr, t0,r)φ(P )ψ1(P
∗, x, x0, tr, t0,r)φ(P
∗)
= z−1
Fn(z, x, tr)
Fn(z, x0, t0,r)
−zHn(z, x, tr)
Fn(z, x, tr)
= − Hn(z, x, tr)
Fn(z, x0, t0,r)
, (5.56)
ψ1(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r)
+ ψ1(P
∗, x, x0, tr, t0,r)ψ2(P, x, x0, tr, t0,r)
= (φ(P ) + φ(P ∗))ψ1(P )ψ1(P
∗)/z1/2
=
Fn(z, x, tr)
Fn(z, x0, t0,r)
2zGn(z, x, tr)
Fn(z, x, tr)
/z1/2
= 2
√
zGn(z, x, tr)
Fn(z, x0, t0,r)
, (5.57)
ψ1(P, x, x0, tr, t0,r)ψ2(P
∗, x, x0, tr, t0,r)
− ψ1(P ∗, x, x0, tr, t0,r)ψ2(P, x, x0, tr, t0,r)
= (−φ(P ) + φ(P ∗))ψ1(P )ψ1(P ∗)/z1/2
=
Fn(z, x, tr)
Fn(z, x0, t0,r)
−2z1/2y
Fn(z, x, tr)
/z1/2
= − 2y
Fn(z, x0, t0,r)
, (5.58)
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which are (5.48)-(5.50). 
In analogy to Lemma 3.4, the dynamics of the zeros {µj(x, tr)}j=1,...,n
and {νj(x, tr)}j=1,...,n of Fn(z, x, tr) and Hn(z, x, tr) with respect to x and tr
are described in terms of Dubrovin-type equations (see the following Lem-
mas). We assume that the affine part of Kn is nonsingular
{E˜m}m=1,...,2n+1 ⊂ C, E˜m 6= E˜m′ for m 6= m′, m,m′ = 1, . . . , 2n + 1.
(5.59)
Lemma 5.4 Assume that (2.2), (5.3), and (5.4) hold.
(i) Suppose that the zeros {µj(x, tr)}j=1,...,n of Fn(z, x, tr) remain dis-
tinct for (x, tr) ∈ Ωµ, where Ωµ ⊆ C2 is open and connected. Then,
{µj(x, tr)}j=1,...,n satisfy the system of differential equations
µj,x =
(u− uxx)y(µˆj)
(ux − u)√µj
n∏
k=1
k 6=j
(µj − µk)−1, j = 1, . . . , n, (5.60)
µj,tr =
2F˜r(µj)y(µˆj)
(ux − u)√µj
n∏
k=1
k 6=j
(µj − µk)−1, j = 1, . . . , n, (5.61)
with initial conditions
{µˆj(x0, t0,r)}j=1,...,n ∈ Kn, (5.62)
for some fixed (x0, t0,r) ∈ Ωµ. The initial value problem (5.61), (5.62) has a
unique solution satisfying
µˆj ∈ C∞(Ωµ,Kn), j = 1, . . . , n. (5.63)
(ii) Suppose that the zeros {νj(x, tr)}j=1,...,n of Hn(z, x, tr) remain dis-
tinct for (x, tr) ∈ Ων, where Ων ⊆ C2 is open and connected. Then {νj(x, tr)}j=1,...,n
satisfy the system of differential equations
νj,x = −(u− uxx)y(νˆj)
(ux + u)
√
νj
n∏
k=1
k 6=j
(νj − νk)−1, j = 1, . . . , n, (5.64)
νj,tr =
2H˜r(νj)y(νˆj)
(ux + u)
√
νj
n∏
k=1
k 6=j
(νj − νk)−1, j = 1, . . . , n, (5.65)
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with initial conditions
{νˆj(x0, t0,r)}j=1,...,n ∈ Kn, (5.66)
for some fixed (x0, t0,r) ∈ Ων. The initial value problem (5.65), (5.66) has a
unique solution satisfying
νˆj ∈ C∞(Ων ,Kn), j = 1, . . . , n. (5.67)
Proof. It suffices to focus on (5.60), (5.61) and (5.63), since the proof
procedure for (5.64), (5.65) and (5.67) is similar.
The proof of (5.60) has been given in Lemma 3.4. We just derive (5.61).
Differentiating on both sides of (5.6) with respect to tr yields
Fn,tr(µj) = −(ux − u)µj,tr
n∏
k=1
k 6=j
(µj − µk). (5.68)
On the other hand, inserting z = µj into (5.38) and considering (5.26), we
arrive at
Fn,tr (µj) = 2Gn(µj)F˜r(µj) = 2
y(µˆj)
−√µj F˜r(µj). (5.69)
Combining (5.68) with (5.69) leads to (5.61). The smoothness assertion of
(5.63) is clear as long as µˆj stays away from the branch points (E˜m, 0). In
case µˆj admits such a branch point, one can use the local chart around
(E˜m, 0) (ζ = σ(z − E˜m)1/2, σ = ±1) to verify (5.63). 
Let us now present the tr-dependent trace formulas of the MCH hierar-
chy, which are used to construct the algebro-geometric solutions u in section
6. For simplicity, we just take the simplest case.
Lemma 5.5 Assume that (2.2), (5.3), and (5.4) hold. Then, we have
− 1
2
(u− uxx)(u2 − u2x) +
1
2
(u− uxx)
2n+1∑
m=1
E˜m = (u− ux)
n∑
j=1
µj , (5.70)
1
2
(u− uxx)(u2 − u2x)−
1
2
(u− uxx)
2n+1∑
m=1
E˜m = −(u+ ux)
n∑
j=1
νj, (5.71)
Proof. The proof is similar to the corresponding stationary case in Lemma
3.5. 
43
6 Time-dependent algebro-geometric solutions
In this final section, we extend the results in section 4 from the stationary
MCH hierarchy to the time-dependent case. In particular, we obtain Rie-
mann theta function representations for the Baker-Akhiezer function, the
meromorphic function φ, and the algebro-geometric solutions for the MCH
hierarchy.
Let us first consider the asymptotic properties of φ in the time-dependent
case.
Lemma 6.1 Assume (2.2), (5.3), and (5.4) hold. Let P = (z, y) ∈ Kn \
{P∞, P0}, (x, tr) ∈ C2. Then, we have
φ(P ) =
ζ→0
2
u− ux ζ
−1 +O(1), P → P∞, ζ = z−1, (6.1)
φ(P ) =
ζ→0
iζ +O(ζ2), P → P0, ζ = z1/2. (6.2)
Proof. The proof is analogous to the corresponding stationary case in
Lemma 4.1. 
Next, we study the properties of Abel map, which dose not linearize the
divisor Dµˆ(x,tr) and Dνˆ(x,tr) in the time-dependent MCH hierarchy. This is
the remarkable difference between the MCH hierarchy and other integrable
systems such as KdV and AKNS hierarchies. For that purpose, we introduce
some notations of symmetric functions.
Let us define
Sk = {l = (l1, . . . , ln) ∈ Nk| l1 < · · · < lk ≤ n}, k = 1, . . . , n,
T (j)k = {l = (l1, . . . , ln) ∈ Sk| lm 6= j}, k = 1, . . . , n− 1, j = 1, . . . , n.
(6.3)
The symmetric functions are defined by
Ψ0(µ) = 1, Ψk(µ) = (−1)k
∑
l∈Sk
µl1 · · ·µlk , k = 1, . . . , n, (6.4)
and
Φ
(j)
0 (µ) = 1,
Φ
(j)
k (µ) =
∑
l∈T
(j)
k
µl1 · · ·µlk , k = 1, . . . , n− 1, j = 1, . . . , n, (6.5)
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where µ = (µ1, . . . , µn) ∈ Cn. The properties of Ψk(µ) and Φ(j)k (µ) can be
found in Appendix E [12]. Here we freely use those relations.
Moreover, for the MCH hierarchy we have 2
F̂r(µj) = (ux − u)
r∑
s=(r−n)∨0
cˆs(E˜)Φ
(j)
r−s(µ),
F˜r(µj) =
r∑
s=0
c˜r−sF̂r(µj) = (ux − u)
r∧n∑
k=0
d˜r,k(E˜)Φ
(j)
k (µ), r ∈ N0, c˜0 = 1,
(6.6)
where
d˜r,k(E˜) =
r−k∑
s=0
c˜r−k−scˆs(E˜) k = 0, . . . , r ∧ n. (6.7)
Theorem 6.2 Assume that Kn is nonsingular and (2.2) holds.
(i) Suppose {µˆj}j=1,...,n satisfies the Dubrovin equations (5.60), (5.61) on
Ωµ and remain distinct and F˜r(µj) 6= 0 for (x, tr) ∈ Ωµ, where Ωµ ⊆ C2 is
open and connected, and the associated divisor is defined by
Dµˆ(x,tr) ∈ Symn(Kn), µˆ = {µˆ1, . . . , µˆn} ∈ Symn(Kn). (6.8)
Then, we have
∂xαQ0(Dµˆ(x,tr)) = −
u− uxx
ux − u
1
Ψn(µ(x, tr))
c(1), (x, tr) ∈ Ωµ, (6.9)
∂trαQ0(Dµˆ(x,tr)) = −
2
Ψn(µ(x, tr))
( r∧n∑
k=0
d˜r,k(E˜)Ψk(µ(x, tr))
)
c(1)
+ 2
( n∑
l=1∨(n+1−r)
d˜r,n+1−l(E˜)c(l)
)
, (x, tr) ∈ Ωµ. (6.10)
In particular, the Abel map dose not linearize the divisor Dµˆ(x,tr) on Ωµ.
(ii) Suppose that {νˆj}j=1,...,n satisfies the Dubrovin equations (5.64), (5.65)
on Ων and remain distinct and H˜r(νj) 6= 0 for (x, tr) ∈ Ων, where Ων ⊆ C2
is open and connected, and the associated divisor is defined by
Dνˆ(x,tr) ∈ Symn(Kn), νˆ = {νˆ1, . . . , νˆn} ∈ Symn(Kn). (6.11)
2m ∧ n = min{m,n}, m ∨ n = max{m,n}
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Then, we have
∂xαQ0(Dνˆ(x,tr)) =
u− uxx
ux + u
1
Ψn(ν(x, tr))
c(1), (x, tr) ∈ Ων , (6.12)
∂trαQ0(Dνˆ(x,tr)) = −
2
Ψn(ν(x, tr))
( r∧n∑
k=0
d˜r,k(E˜)Ψk(ν(x, tr))
)
c(1)
+ 2
( n∑
l=1∨(n+1−r)
d˜r,n+1−l(E˜)c(l)
)
, (x, tr) ∈ Ων . (6.13)
In particular, the Abel map dose not linearize the divisor Dνˆ(x,tr) on Ων.
Proof. It suffices to prove (6.10), since the proof procedure is similar for
(6.13). The proof for (6.9) and (6.12) has been given in the stationary
context of Theorem 4.3. Let us first give a fundamental identity (E.17) [12],
that is,
Φ
(j)
k+1(µ) = µjΦ
(j)
k (µ) + Ψk+1(µ), k = 0, . . . , n − 1, j = 1, . . . , n. (6.14)
Then, together with (6.6) and (4.18), we have
F˜r(µj)
(ux − u)µj = µ
−1
j
r∧n∑
m=0
d˜r,m(E˜)Φ
(j)
m (µ) (6.15)
= µ−1j
r∧n∑
m=0
d˜r,m(E˜)
(
µjΦ
(j)
m−1(µ) + Ψm(µ)
)
=
r∧n∑
m=1
d˜r,m(E˜)Φ
(j)
m−1(µ)−
r∧n∑
m=0
d˜r,m(E˜)Ψm(µ)
Φ
(j)
n−1(µ)
Ψn(µ)
.
So, using (6.15), (5.61), (E.9), (E.25) and (E.26) [12], we obtain
∂tr
( n∑
j=1
∫ µˆj
Q0
ω
)
=
n∑
j=1
µj,tr
n∑
k=1
c(k)
µk−1j√
µjy(µˆj)
= 2
n∑
j=1
n∑
k=1
c(k)
µk−1j∏n
l=1
l 6=j
(µj − µl)
F˜r(µj)
µj(ux − u)
= 2
n∑
j=1
n∑
k=1
c(k)
µk−1j∏n
l=1
l 6=j
(µj − µl)
(
−
r∧n∑
m=0
d˜r,m(E˜)Ψm(µ)
Φ
(j)
n−1(µ)
Ψn(µ)
+
r∧n∑
m=1
d˜r,m(E˜)Φ
(j)
m−1(µ)
)
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= −2
r∧n∑
m=0
d˜r,m(E˜)
Ψm(µ)
Ψn(µ)
n∑
k=1
n∑
j=1
c(k)(Un(µ))k,j(Un(µ))
−1
j,1
+2
r∧n∑
m=1
d˜r,m(E˜)
n∑
k=1
n∑
j=1
c(k)(Un(µ))k,j(Un(µ))
−1
j,n−m+1
= − 2
Ψn(µ)
r∧n∑
m=0
d˜r,m(E˜)Ψm(µ)c(1) + 2
r∧n∑
m=1
d˜r,m(E˜)c(n−m+ 1)
= − 2
Ψn(µ)
r∧n∑
m=0
d˜r,m(E˜)Ψm(µ)c(1) + 2
n∑
m=1∨(n+1−r)
d˜r,n+1−m(E˜)c(m).
(6.16)
Therefore, we complete the proof of (6.10). 
The following result is a special form of Theorem 6.2, which provides the
constraint condition to linearize the divisor Dµˆ(x,tr) and Dνˆ(x,tr) associated
with φ(P, x, tr). We recall the definitions of B̂Q0 and βˆQ0
in (4.22) and
(4.23).
Theorem 6.3 Assume that (2.2) and the statements of {µj}j=1,...,n and
{νj}j=1,...,n in Theorem 6.2 hold. Then,
(i) for {µj}j=1,...,n, we have
∂x
n∑
j=1
∫ µˆj(x,tr)
Q0
η1 = − 1
Ψn(µ(x, tr))
u− uxx
ux − u , (x, tr) ∈ Ωµ, (6.17)
∂xβˆ(Dµˆ(x,tr)) =
{
u−uxx
ux−u
, n = 1,
u−uxx
ux−u
(0, . . . , 0, 1), n ≥ 2, (x, tr) ∈ Ωµ, (6.18)
∂tr
n∑
j=1
∫ µˆj(x,tr)
Q0
η1 = − 2
Ψn(µ(x, tr))
r∧n∑
k=0
d˜r,k(E˜)Ψk(µ(x, tr))
+ 2d˜r,n(E˜)δn,r∧n, (x, tr) ∈ Ωµ, (6.19)
∂tr βˆ(Dµˆ(x,tr))
= 2
( r∑
s=0
c˜r−scˆs+1−n(E˜), . . . ,
r∑
s=0
c˜r−scˆs+1(E˜),
r∑
s=0
c˜r−scˆs(E˜),
)
,
cˆ−l(E˜) = 0, l ∈ N, (x, tr) ∈ Ωµ. (6.20)
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(ii) for {νj}j=1,...,n, we have
∂x
n∑
j=1
∫ νˆj(x,tr)
Q0
η1 =
1
Ψn(ν(x, tr))
u− uxx
ux + u
, (x, tr) ∈ Ων, (6.21)
∂xβˆ(Dνˆ(x,tr)) =
{
−u+uxx
ux+u
, n = 1,
−u+uxx
ux+u
(0, . . . , 0, 1), n ≥ 2, (x, tr) ∈ Ων ,
(6.22)
∂tr
n∑
j=1
∫ νˆj(x,tr)
Q0
η1 = − 2
Ψn(ν(x, tr))
r∧n∑
k=0
d˜r,k(E˜)Ψk(ν(x, tr))
+ 2d˜r,n(E˜)δn,r∧n, (x, tr) ∈ Ων, (6.23)
∂tr βˆ(Dνˆ(x,tr))
= 2
( r∑
s=0
c˜r−scˆs+1−n(E˜), . . . ,
r∑
s=0
c˜r−scˆs+1(E˜),
r∑
s=0
c˜r−scˆs(E˜),
)
,
cˆ−l(E˜) = 0, l ∈ N, (x, tr) ∈ Ων. (6.24)
Proof. Equations (6.17), (6.18), (6.21), and (6.22) have been proved in
the stationary case in Theorem 4.4. Equations (6.19) and (6.20) follows
by (6.16) through taking account into (E.9) [12]. Similarly, one can obtain
(6.23) and (6.24). .
Motivated by Theorems 6.2 and 6.3, the change of variables
x 7→ x˜ =
∫ x
dx′
( 1
Ψn(µ(x′))
u− ux′x′
ux′ − u
)
(6.25)
and
tr 7→ t˜r =
∫ tr
ds
( 2
Ψn(µ(x, tr))
r∧n∑
k=0
d˜r,k(E˜)Ψk(µ(x, tr))
− 2
n∑
l=1∨(n+1−r)
d˜r,n+1−l(E˜)
c(l)
c(1)
)
(6.26)
linearizes the Abel map AQ0(D ˆ˜µ(x˜,t˜r)), µ˜j(x˜, t˜r) = µj(x, tr), j = 1, . . . , n.
The intricate relation between the variables (x, tr) and (x˜, t˜r) is detailedly
studied in Theorem 6.4.
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Next, we shall provide an explicit representation of φ and u in terms of
the Riemann theta function associated with Kn under the assumption of the
affine part of Kn being nonsingular. We still use n ∈ N for the remainder of
this argument to avoid the trivial case n = 0. By (4.26)-(4.35), one of the
principal results reads as follows.
Theorem 6.4 Suppose that the curve Kn is nonsingular, (2.2), (5.3), and
(5.4) hold on Ω. Let P = (z, y) ∈ Kn \ {P∞, P0}, (x, tr), (x0, t0,r) ∈ Ω, and
Dµˆ(x,tr), or Dνˆ(x,tr) is nonspecial for (x, tr) ∈ Ω, where Ω ⊆ C2 is open and
connected. Then, φ and u have the following representations
φ(P, x, tr) = i
θ(z(P, νˆ(x, tr)))θ(z(P0, µˆ(x, tr)))
θ(z(P0, νˆ(x, tr)))θ(z(P, µˆ(x, tr)))
exp
(
d0 −
∫ P
Q0
ω
(3)
P∞P0
)
,
(6.27)
u(x, tr) = i
θ(z(P0, νˆ(x, tr)))θ(z(P∞, µˆ(x, tr)))
θ(z(P∞, νˆ(x, tr)))θ(z(P0, µˆ(x, tr)))
(6.28)
×

∑n
j=1 λj −
∑n
j=1 Uj∂ωj ln
(
θ(z(P∞,µˆ(x,tr))+ω)
θ(z(P0,µˆ(x,tr))+ω)
)∣∣∣
ω=0∑n
j=1 λj −
∑n
j=1 Uj∂ωj ln
(
θ(z(P∞,νˆ(x,tr))+ω)
θ(z(P0,νˆ(x,tr))+ω)
)∣∣∣
ω=0
+ 1
 .
Moreover, let µj, j = 1, . . . , n, be non-vanishing on Ω. Then, we have the
following constraint∫ x
x0
dx′
u− ux′x′
ux′ − u
+ 2(tr − t0,r)
r∑
s=0
c˜r−scˆs(E˜)
=
(
−
∫ x
x0
u− ux′x′
ux′ − u
dx′∏n
k=1 µk(x
′, tr)
− 2
r∧n∑
k=0
d˜r,k(E˜)
∫ tr
t0,r
Ψk(µ(x0, s))
Ψn(µ(x0, s))
ds
)
×
n∑
j=1
( ∫
aj
ω˜
(3)
P∞P0
)
cj(1)
+ 2(tr − t0,r)
n∑
l=1∨(n+1−l)
d˜r,n+1−l(E˜)
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)
cj(l)
+ ln
(
θ(z(P∞, µˆ(x, tr)))θ(z(P0, µˆ(x0, t0,r)))
θ(z(P0, µˆ(x, tr)))θ(z(P∞, µˆ(x0, t0,r)))
)
, (6.29)
(x, tr), (x0, t0,r) ∈ Ω
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with
zˆ(P∞, µˆ(x, tr)) = Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x,tr))
= Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x0,tr))−
(∫ x
x0
u− ux′x′
ux′ − u
dx′
Ψn(µ(x′, tr))
)
c(1)
(6.30)
= Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x,t0,r))
− 2
( r∧n∑
k=0
d˜r,k(E˜)
∫ tr
t0,r
Ψk(µ(x, s))
Ψn(µ(x, s))
ds
)
c(1)
+ 2(tr − t0,r)
( n∑
l=1∨(n+1−l)
d˜r,n+1−l(E˜)c(l)
)
, (6.31)
and
zˆ(P0, µˆ(x, tr)) = Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x,tr))
= Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x0,tr))−
( ∫ x
x0
u− ux′x′
ux′ − u
dx′
Ψn(µ(x′, tr))
)
c(1)
(6.32)
= Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x,t0,r))
− 2
( r∧n∑
k=0
d˜r,k(E˜)
∫ tr
t0,r
Ψk(µ(x, s))
Ψn(µ(x, s))
ds
)
c(1)
+ 2(tr − t0,r)
( n∑
l=1∨(n+1−l)
d˜r,n+1−l(E˜)c(l)
)
. (6.33)
Proof. Let us first assume that µj, j = 1, . . . , n, are distinct and non-
vanishing on Ω˜ and F˜r(µj) 6= 0 on Ω˜, j = 1, . . . , n, where Ω˜ ⊆ Ω. Then, the
representation (6.27) for φ on Ω˜ follows by combining (6.1) with (6.2). The
representation (6.28) for u on Ω˜ follows by the trace formulas (5.70), (5.71)
and (F.89) [12]. In fact, since the proofs of (6.27) and (6.28) are identical to
the corresponding stationary results in Theorem 4.5, which can be extended
line by line to the time-dependent setting. Here we skip the details.
Let us now turn to the relation (6.29). We first consider the time varia-
tion part of (6.29). From (6.20), it is easy to see that
n∑
j=1
∫ µˆj(x0,tr)
Q0
ω˜
(3)
P∞P0
−
n∑
j=1
∫ µˆj(x0,t0,r)
Q0
ω˜
(3)
P∞P0
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=∫ tr
t0,r
∂s
( n∑
j=1
∫ µˆj(x0,s)
Q0
ω˜
(3)
P∞P0
)
ds
=
∫ tr
t0,r
(
2
r∑
s=0
c˜r−scˆs(E˜)
)
ds = 2(tr − t0,r)
r∑
s=0
c˜r−scˆs(E˜). (6.34)
On the other hand, combining (6.10) with (F.88) [12] yields
n∑
j=1
∫ µˆj(x0,tr)
Q0
ω˜
(3)
P∞P0
−
n∑
j=1
∫ µˆj(x0,t0,r)
Q0
ω˜
(3)
P∞P0
=
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)( n∑
k=1
∫ µˆk(x0,tr)
Q0
ωj −
n∑
k=1
∫ µˆk(x0,t0,r)
Q0
ωj
)
+ ln
(θ(z(P∞, µˆ(x0, tr)))
θ(z(P0, µˆ(x0, tr)))
)
− ln
(θ(z(P∞, µˆ(x0, t0,r)))
θ(z(P0, µˆ(x0, t0,r)))
)
=
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)∫ tr
t0,r
∂s
( n∑
k=1
∫ µˆk(x0,s)
Q0
ωj
)
ds
+ ln
(θ(z(P∞, µˆ(x0, tr)))θ(z(P0, µˆ(x0, t0,r)))
θ(z(P0, µˆ(x0, tr)))θ(z(P∞, µˆ(x0, t0,r)))
)
=
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)∫ tr
t0,r
(
− 2Ψk(µ(x0, s))
Ψn(µ(x0, s))
r∧n∑
k=0
d˜r,k(E˜)cj(1)
+ 2
n∑
l=1∨(n+1−l)
d˜r,n+1−l(E˜)cj(l)
)
ds
+ ln
(θ(z(P∞, µˆ(x0, tr)))θ(z(P0, µˆ(x0, t0,r)))
θ(z(P0, µˆ(x0, tr)))θ(z(P∞, µˆ(x0, t0,r)))
)
= −2
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)
cj(1)
r∧n∑
k=0
d˜r,k(E˜)
∫ tr
t0,r
Ψk(µ(x0, s))
Ψn(µ(x0, s))
ds
+ 2(tr − t0,r)
n∑
l=1∨(n+1−l)
d˜r,n+1−l(E˜)
n∑
j=1
( ∫
aj
ω˜
(3)
P∞P0
)
cj(l)
+ ln
(θ(z(P∞, µˆ(x0, tr)))θ(z(P0, µˆ(x0, t0,r)))
θ(z(P0, µˆ(x0, tr)))θ(z(P∞, µˆ(x0, t0,r)))
)
. (6.35)
The space variation part of (6.29) has been given in the stationary case in
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(4.49) and (4.50), that is,∫ x
x0
dx′
u− ux′x′
ux′ − u = −
∫ x
x0
(u− ux′x′
ux′ − u
1∏n
k=1 µk(x
′, tr)
)
dx′
×
n∑
j=1
(∫
aj
ω˜
(3)
P∞P0
)
cj(1)
+ ln
(θ(z(P∞, µˆ(x, tr)))θ(z(P0, µˆ(x0, tr)))
θ(z(P0, µˆ(x, tr)))θ(z(P∞, µˆ(x0, tr)))
)
.(6.36)
Hence, combining all of these three (6.34), (6.35) and (6.36) leads to (6.29).
Equations (6.30)-(6.33) are valid from (6.9) and (6.10). The extension of all
results from x ∈ Ω˜ to x ∈ Ω simply follows by the continuity of αQ0 and the
hypothesis of Dµˆ(x,tr) being nonspecial for x ∈ Ω. 
Remark 6.5 A closer look at Theorem 6.4 shows that (6.30)-(6.33) equal
to
zˆ(P∞, µˆ(x, tr)) = Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x,tr)) (6.37)
= Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x0,tr))− c(1)(x˜ − x˜0)
= Ξ̂Q0 − ÂQ0(P∞) + αˆQ0(Dµˆ(x,t0,r))− c(1)(t˜r − t˜0,r),
and
zˆ(P0, µˆ(x, tr)) = Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x,tr)) (6.38)
= Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x0,tr))− c(1)(x˜ − x˜0)
= Ξ̂Q0 − ÂQ0(P0) + αˆQ0(Dµˆ(x,t0,r))− c(1)(t˜r − t˜0,r)
based on the changing of variables x 7→ x˜ and tr 7→ t˜r in (6.25) and (6.26).
Hence, the Abel map linearizes the divisor Dµˆ(x,tr) on Ω with respect to x˜, t˜r.
This fact reveals that the Abel map does not effect the linearization of the
divisor Dµˆ(x,tr) in the time-dependent MCH case.
Remark 6.6 The Abel map linearizes the divisor Dνˆ(x,tr) on Ω with respect
to x˜, t˜r, and the change of variables is given by (4.51) and
tr 7→ t˜r =
∫ tr
ds
( 2
Ψn(ν(x, tr))
r∧n∑
k=0
d˜r,k(E˜)Ψk(ν(x, tr))
− 2
n∑
l=1∨(n+1−r)
d˜r,n+1−l(E˜)
c(l)
c(1)
)
. (6.39)
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Remark 6.7 Remark 4.8 is applicable to the present time-dependent con-
text. Moreover, in order to obtain the theta function representation of ψj ,
j = 1, 2,, one can write F˜r in terms of Ψk(µ) in analogy to the stationary
case studied in Remark 4.9. Here we skip the corresponding details.
In analogy to Example 4.10, the special case n = 0 is excluded in Theo-
rem 6.4. Let us summarize it as follows. For simplicity, we just consider the
elementary case n = 0, r = 0.
Example 6.8 Suppose n = 0, r = 0, P = (z, y) ∈ K0 \ {P∞, P0}, and let
(x, tr), (x0, t0,r) ∈ C2. Then, we have
K0 : F0(z, y) = y2 −R1(z) = y2 − (z − E˜1) = 0 E˜1 ∈ C,
u(x, t0) = E˜
1/2
1 ,
MCH0(u) = ut0 − uxxt0 + 2ux − 2uxx = 0,
F0(z, x) = F˜0(z, x) = f0 = ux − u,
G0(z, x) = G˜0(z, x) = g0 = −1,
H0(z, x) = H˜0(z, x) = h0 = ux + u,
φ(P, x, t0) =
z1/2y − z
ux − u =
ux + u
z−1/2y + 1
,
ψ1(P, x, x0, t0, t0,0) = exp
( ∫ x
x0
(1
2
u− ux′x′
ux′ − u
y −√z√
z
)
dx′
− 1
2
(x− x0) +
∫ t0
t0,0
y√
z
ds
)
,
ψ2(P, x, x0, t0, t0,0) =
y −√z
ux − u exp
( ∫ x
x0
(1
2
u− ux′x′
ux′ − u
y −√z√
z
)
dx′
− 1
2
(x− x0) +
∫ t0
t0,0
y√
z
ds
)
.
(6.40)
The general solution of MCH0(u) = ut0 −uxxt0 +2ux− 2uxx = 0 is given by
u(x, t0) = a1e
x+a2t0 + E˜
1/2
1 , a1, a2 ∈ C. (6.41)
But, according to the condition ∂kxu(x, t) ∈ L∞(C), k ∈ N0, t ∈ C in (2.2),
we may conclude a1 = 0, and therefore derive u(x, t0) = E˜
1/2
1 , which equals
to the expression of u(x, t0) in (6.40) obtained from trace formula (5.70) or
(5.71) in the special case n = 0.
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Let us end this section by providing another principle result about algebro-
geometric initial value problem of the MCH hierarchy. We will show that the
solvability of the Dubrovin equations (5.60) and (5.61) on Ωµ ⊆ C2 in fact
implies (5.3) and (5.4) on Ωµ. As pointed out in Remark 4.13, this amounts
to solving the time-dependent algebro-geometric initial value problem (5.1)
and (5.2) on Ωµ. Recalling definition of F˜r(µj) introduced in (6.6), then we
may present the following result.
Theorem 6.9 Assume that (2.2) holds and {µˆj}j=1,...,n satisfies the Dubrovin
equations (5.60) and (5.61) on Ωµ and remain distinct and nonzero for
(x, tr) ∈ Ωµ, where Ωµ ⊆ C2 is open and connected. If F˜r(µj) in (5.61)
are expressed in terms of µk, k = 1, . . . , n by (6.6), then u ∈ C∞(Ωµ) satis-
fying
− 1
2
(u− uxx)(u2 − u2x) +
1
2
(u− uxx)
2n+1∑
m=1
E˜m = (u− ux)
n∑
j=1
µj (6.42)
will also satisfy the rth MCH equation (5.1), that is,
MCHr(u) = 0 on Ωµ, (6.43)
with initial values satisfying the nth stationary MCH equation (5.2).
Proof. Given the solutions µˆj = (µj , y(µˆj)) ∈ C∞(Ωµ,Kn), j = 1, · · · , n of
(5.60) and (5.61), we introduce polynomials Fn, Gn, and Hn on Ωµ, which
are exactly the same as in Theorem 4.11 in the stationary case
Fn(z) = (ux − u)
n∏
j=1
(z − µj), (6.44)
(u− uxx)Gn(z) = Fn(z) + Fn,x(z), (6.45)
Hn(z) = (ux + u)
n∏
j=1
(z − νj), (6.46)
zGn,x(z) = −1
2
(u− uxx)Hn(z)− 1
2
(u− uxx)Fn(z), (6.47)
Hn,x(z) = (u− uxx)Gn(z) +Hn(z), (6.48)
R2n+1(z) = zG
2
n(z) + Fn(z)Hn(z), (6.49)
where tr is treated as a parameter. Hence, let us focus on the proof of (5.1).
Let us denote the polynomial G˜r of degree r by
1
2
(utr − uxxtr) = F˜r,x(z) + F˜r(z)− (u− uxx)G˜r(z) on C× Ωµ. (6.50)
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Next, we want to establish
Fn,tr(z) = 2(Gn(z)F˜r(z)− Fn(z)G˜r(z)) on C× Ωµ, (6.51)
where F˜r(z) is defined on C×Ωµ by
F˜r(z) =
r∑
s=0
c˜r−sF̂s(z), c˜0 = 1 (6.52)
with integration constants {c˜1, . . . , c˜r} ⊂ C and
F̂s(z) = (ux − u)
s∑
ρ=0
cˆρ(E˜)
s−ρ∑
l=0
Ψs−l−ρ(µ)z
l. (6.53)
To prove (6.51), let
Fˇn(z) = (u− uxx)−1Fn(z), (6.54)
ˇ˜
F r(z) = (u− uxx)−1F˜r(z), (6.55)
on C× Ωµ. A direct calculation shows that (6.51) is equivalent to
Fˇn,tr(z) = 2
ˇ˜
F r(z)Fˇn,x(z)− 2Fˇn(z) ˇ˜F r,x(z), (6.56)
which is similar to that in the AKNS context [12]. So, (6.56) holds due to
(F.112) [12]. This in turn proves (6.51).
Next, we denote the polynomial H˜r of degree r by
zG˜r,x(z) = −1
2
(u− uxx)H˜r(z)− 1
2
(u− uxx)F˜r(z) on C× Ωµ. (6.57)
Then, differentiating on both sides of (6.45) with respect to tr and inserting
(6.51) and (6.50), we have
Fn,xtr = −2(GnF˜r − FnG˜r) + (u− uxx)trGn + (u− uxx)Gn,tr (6.58)
= 2FnG˜r + 2F˜r,xGn − 2(u− uxx)G˜rGn + (u− uxx)Gn,tr .
On the other hand, taking the derivative on both sides of (6.51) with respect
to x, and using (6.45), (6.47) and (6.57), we obtain
Fn,trx = +2GnF˜r,x + 2FnG˜r − 2(u− uxx)G˜rGn
+z−1(u− uxx)FnH˜r − z−1(u− uxx)HnF˜r. (6.59)
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Consequently, combining (6.58) with (6.59) we conclude
zGn,tr(z) = Fn(z)H˜r(z) −Hn(z)F˜r(z) on C× Ωµ. (6.60)
Next, differentiating both sides of (6.49) with respect to tr, and inserting
the expressions (6.51) and (6.60) for Fn,tr and Gn,tr , we have
Hn,tr(z) = 2(Hn(z)G˜r(z)−Gn(z)H˜r(z)) on C× Ωµ. (6.61)
Finally, taking the derivative on both sides of (6.60) with respect to x, and
inserting (6.45), (6.48) and (6.50) for Fn,x, Hn,x and F˜r,x, we arrive at
zGn,trx = (u− uxx)GnH˜r − FnH˜r + FnH˜r,x − (u− uxx)GnF˜r
−1
2
(u− uxx)trHn − (u− uxx)HnG˜r. (6.62)
On the other hand, differentiating both sides of (6.47) with respect to tr,
and using (6.51) and (6.61) for Fn,tr and Hn,tr , we have
zGn,xtr = −
1
2
(u− uxx)trHn −
1
2
(u− uxx)(2HnG˜r − 2GnH˜r)
−1
2
(u− uxx)trFn −
1
2
(u− uxx)(2GnF˜r − 2FnG˜r). (6.63)
Therefore, combining (6.62) with (6.63) yields
− FnH˜r + FnH˜r,x = −1
2
(u− uxx)trFn + (u− uxx)FnG˜r, (6.64)
which implies
− 1
2
(u− uxx)tr = H˜r,x(z)− H˜r(z)− (u− uxx)G˜r(z) on C× Ωµ. (6.65)
So, we proved (5.12)-(5.17) and (5.38)-(5.40) on C × Ωµ and thus conclude
that u satisfies the rth MCH equation (5.1) with initial values satisfying the
nth stationary MCH equation (5.2) on C× Ωµ.
Remark 6.10 The result in Theorem 6.9 is presented in terms of u and
{µj}j=1,··· ,n, but of course one can provide the analogous result in terms of
u and {νj}j=1,··· ,n.
The analog of Remark 4.13 directly extends to the current time-dependent
MCH hierarchy.
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