Abstract Given a node-weighted connected graph and a subset of terminals, the problem node-weighted Steiner tree (NWST) seeks a lightest tree connecting a given set of terminals in a node-weighted graph. While NWST in general graphs are as hard as Set Cover, NWST restricted to unit-disk graphs (UDGs) admits COCOA, 2008, pp 278-285) showed that any μ-approximation algorithm for the classical edge-weighted Steiner tree problem can be used to produce 2.5 μ-approximation algorithm for NWST restricted to UDGs. With the best known approximation bound 1.55 for the classical Steiner tree problem, they obtained an approximation bound 3.875 for NWST restricted to UDGs. In this paper, we present three approximation algorithms for NWST restricted to UDGs, the k-Restricted Relative Greedy Algorithm whose approximation bound converges to 1 + ln 5 ≈ 2. 61 as k → ∞, the 3-Restricted Greedy Algorithm with approximation bound 4 1 3 , and the k-Restricted Variable Metric Algorithm whose approximation bound converges to 3.9334 as k → ∞.
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We conclude this section with some standard notations and definitions. A tree in G without non-terminal leaf is referred to as a Steiner tree. A tree in G is said to be full if all its leaves are terminals and none of its internal nodes is a terminal. Note that any Steiner tree ST can be decomposed into full subtrees at terminals with degree greater than one, and these full subtrees decomposed from ST are called as the full components of ST . A full tree is said to be k-restricted for some integer k ≥ 2 if it contains at most k terminals. The length of a simple path in G is the sum of the weights of all its internal nodes. The distance between two nodes in G is the length of the shortest path between them, and can be computed in polynomial time. The distance graph of G is the complete graph K on V in which the length of each edge uv is the distance between u and v in G. Consider an undirected graph H . The subgraph of H induced by a subset of vertices U is denoted by H [U ] . If H is edge-weighted, we use M ST (H ) to denote a minimum-weighted spanning tree of H , and use mst (H ) to denote the weight of M ST (H ). A set of nodes in H are said to be independent if there are mutually non-adjacent in H . A node of H is said to be a relay node of H if its degree in H is equal to 2, or a branching node of T if its degree is at least three. The contraction of a relay node v in H is the operation which removes v from H and then add an edge between the two neighbors of v in H.
k-Restricted Steiner cover
The cost of a subset τ of at least two terminals, denoted by cost (τ ), is the weight of a minimum-weighted subset U ⊆ V \τ satisfying that G [τ ∪ U ] is connected. In particular, cost (S) = smt (S). A collection C of subsets τ 1 , τ 2 , . . . , τ l of S is said to be a Steiner cover of S if |τ i | ≥ 2 for 1 ≤ l ≤ 2 and the union of the l complete graphs on τ 1 , τ 2 , . . . , τ l , respectively, is a connected graph spanning S. The cost of C is defined as cost
For any integer k ≥ 2, denote
Clearly, ρ k converges to one as k → ∞. However, the rate of the convergence is slow. Table 1 lists some values of ρ k . Fig. 1b ). The resulting tree, denoted by T + , is referred to as the expansion of T . Note that T + is a binary tree, and a node other than the root is a relay node in T + if and only it is a relay node in T . Now, we construct a mapping from all the branching nodes to the terminals (i.e., leaves), and a labelling of the root and all branching nodes in T + . We contract all the relaying nodes except the root. The resulting tree, denoted by T − , is a regular binary tree. The set of internal nodes of T − consists of exactly the root and all the branching nodes of T + . Let f be the one-to-one mapping from internal vertices to leaves in T − given in [1] . It has the following two properties: (1) for any internal vertex v, f (v) is a descendent of v; (2) all paths P − (v) from v to f (v) are edge-disjoint. For each branching node v, let P + (v) denote the tree path from v to f (v) in T + . Then, all paths P + (v) for all branching nodes of T + are edge-disjoint. It's easy to show that these paths are also internally node-disjoint. Let r = log 2 k and s = k − 2 log 2 k . Then, k = 2 r + s, 0 ≤ s < 2 r , and
Lemma 2.1 Suppose that T is a full tree in G and τ is the set of terminals in T . If the maximum degree of T is at most 5, then T contains a k-restricted full-tree cover of τ whose weight is at most ρ k c (T ).
We label the internal nodes of T − inductively with sets of size exactly 2 r chosen from the first r 2 r + s non-negative integers as in [1] . The labelling of a node is determined inductively by the labelling of its r immediate ancestors. All internal vertices at level i, for 0 ≤ i ≤ r − 1, are labeled with the set of 2 r numbers {i2 r , i2 r + 1, . . . , (i + 1) 2 r − 1}. Assume that the first i ≥ r levels have been labelled. Consider an internal vertex v at level i. Let w be the ancestor of v at the level i − r and { 0 , 1 , . . . , 2 r −1 } be its label set with 0 < 1 < · · · < 2 r −1 . Suppose that v is the jth descendent of w at the level i with 0 ≤ j < 2 r . Then, v inherits from w the 2 r − s labels j , j+1 , . . . , j+2 r −s−1 where the algebraic operations within the subscripts are with respect to mod 2 r . The remaining labels of v are those labels not used by any of its r − 1 immediate ancestors. See Fig. 2 for an example of this labeling process when k = 5. Clearly, this labeling maintains the following disjointedness property: the label sets of up to r consecutive internal vertices on a path up the tree are disjoint. If is a label of some vertex w at level i, then is a label of at most 2 r −s descendants of w at the level i +r and is not a label of at most s descendent of w at the level i + r . If is not a label of some descendant v of w at the level i + r , then must be a label of each child of v, if there is any. Therefore, the number of immediate descendents of w with label is at most (2 r − s) + 2s = 2 r + s = k.
Next, we use the mapping and labeling constructed above to produce r 2 r + s k-restricted full-tree covers of τ . Each label determines a unique k-restricted fulltree cover T + of τ in T + . Each full component of T + is a rooted subtree of T + whose root is either the root of T + or some branching node labelled with . The full component rooted at a node v is defined in two cases: By the argument in [1] , T + is a full-tree cover of τ in T + .
Each T + is further converted to a k-restricted full-tree cover of τ in T in two steps. We first remove all duplicates from each full component of T + as follows. We observe that if a duplicate but not its original appears in a full component, then such duplicate must be the component root. In this case, we simply replace the duplicate by its original. If a duplicate and its original appear in the same full component, we remove the duplicate and put all its children as the children of its parent (i.e., its original). After all duplicates have been removed, we contract the root. The resulting k-restricted full-tree cover of τ in T is denoted by T . Finally, we show that at one of the r 2 r + s k-restricted full-tree covers T for 0 ≤ < r 2 r + s has weight at most ρ k c (T ). For each label , we compute c (T ) − C (T ) by introducing a charging scheme on the internal nodes of T . For each node v with label other than the root of T + , we make the following three types of charges.
1. Each internal node u of the path P + (v) which is not a duplicate is charged with its weight c (u).
If v is not a duplicate, then v is charged with its weight c (v).
3. If v is a duplicate of some original node u, then u is charged with its weight c (u).
We remark that an original node may get charged multiple times. Then, c (T )−c (T )
is exactly the total charges on all internal nodes of T from this charging.
The above charging scheme for all labels leads to an upper bound on r 2 r +s−1 =0
(c (T ) − c (T )). Note that
) is the total charges on all internal nodes of T from all r 2 r + s chargings. We first claim that each internal node u receives at most 2 r charges of Type 1. Indeed, if u is not in the internal node of any path P + (v), then u does not receive any charge of Type 1. Otherwise, there is a unique internal node v of T + such that u is an internal node of P + (v), and u receives exactly 2 r charges of Type 1 since v has 2 r labels. So, our claim holds. We further claim that u receives at most 2 r charges of Type 2 and at most 2 r +1 charges of Type 3. If u is not a branching node, then u does not receive any charge of Type 2 or Type 3. So we assume that u is a branching node. Since u has exact 2 r labels, u receives exactly 2 r charges of Type 2. Since each duplicate of u also has exactly 2 r labels, it introduces exactly 2 r charges of Type 3. As u has at most two duplicates, u receives at most 2 · 2 r = 2 r +1 charges of Type 3. So, our second claim holds. These two claims imply that the total number of charges on each internal node of T is at most 2 r + 2 · 2 r + 2 r = 4 · 2 r = 2 r +2 . Therefore,
Let * be the label such that c (T * ) − c (T ) is the smallest. Then
Hence,
So, the lemma holds.
Proof Consider a minimum-weighted Steiner tree for S in G with the largest number of full components 
It is obvious that smt k (S) ≤ c (T ).
So, the theorem holds.
Approximation algorithms
In this section, we present the three approximation algorithms and derive their approximation bounds.
Proprocessing
In the proprocessing step, we compute cost (τ ) and construct a subset SM N (τ ) ⊆ V \ S for each subset τ of at most k terminals. The following lemma provides a way to computing cost (τ ).
Lemma 3.1 For any τ ⊆ S,
Proof We first prove cost (τ ) is no less than the right term in the equality. Let W be a subset of at most |τ | − 2 nodes in V \τ which minimizes c (W )
We construct a set W as follows. W is initially empty. For each edge uv in M ST (K [τ ∪ W ]), we add to W all the internal nodes of a shortest path between u and v in. Finally, we remove all nodes in τ from
Next, we show that cost (τ ) is no more than the right term in the equality. Consider a subset U ⊆ V \τ such that G [τ ∪ U ] is connected and c (U ) = cost (τ ). Let T be a spanning tree of G [τ ∪ U ]. Let W (respectively, W ) be the set of nodes in U which are branching (respectively, relay) nodes of T . We contract all relay nodes to obtain a tree T in K [τ ∪ W ]. It's easy to show that the edge-weight of T is at most c W . Thus,
and hence
Furthermore,
We compute cost (τ ) and construct SM N (τ ) as follows. We first compute by exhaustive search a set W of at most |τ | − 2 nodes in V \τ which minimizes c (W )
we add to U all the internal nodes of a shortest path between u and v in G.
k-Restricted relative greedy algorithm
The k-Restricted Relative Greedy Algorithm presented in this section is adapted from the algorithm in [10] for the classical Steiner tree problem. It is also an application of a general greedy algorithm for Minimum Submodular Cover, which is described below. Consider a ground set and a real function f defined on 2 . f is increasing
. f is submodular if for any two subsets X and Y of , 
A submodular and increasing function f is called a polymatroid function if f (∅) = 0. The gain of an element e ∈ with respect to X ⊆ E is defined by
Suppose that f is a polymatroid function on 2 . Then, a set X ⊆ is said to be a submodular cover of ( ,
is known as a Minimum Submodular Cover (MSC). A greedy approximation GSC for MSC is described in Table 2 .
The following result was a special case of a more general theorem established in [8] .
Theorem 3.2 Suppose that f ( ) ≥ opt where opt is the cost of a minimum submodular cover of ( , f ). If in each iteration of the GSC, the selected e always satisfies that e f (X ) ≥ c (e), then the greedy solution is a (1 + ln ( f ( ) /opt))-approximation.
Now, we formulate the problem of finding a minimum-cost k-restricted Steiner cover into a special case of Minimum Submodular Cover. For any τ ⊆ S, denote K 0 (τ ) be the complete graph on τ with all edges having zero length. Denote by 0 the set of pairs of adjacent terminals in G, and by k the collection of subsets τ of terminals satisfying that 2 ≤ |τ | ≤ k and cost (τ ) > 0. Then, for each
We define a set function f on 2 k as follows. For any
Then f is polymatroidal on 2 , and a subset ⊆ k is a submodular cover of ( k , f ) if and only if ∪ 0 is a k-restricted Steiner cover of S. Note that τ ∈ cost (τ ) is the exactly the cost of ∪ 0 . Therefore, if is a minimumcost submodular cover of ( k , f ), then ∪ 0 is a minimum-cost k-restricted Steiner cover of S. Suppose a subset ⊆ k is not a submodular cover of
contains at least one edge uv with positive weight. Let τ = {u, v}. Then, τ f ( ) = cost (τ ). Clearly,
So, the application of GSC to ( k , f ) would produce a solution whose cost is at most
The k-Restricted Relative Greedy Algorithm is described in Table 3 . It follows the same framework of GSC, but introduces another variable U to store the Steiner nodes. The output is an arbitrary Steiner tree
we have
Therefore, we have the following approximation bound of k-Restricted Relative Greedy Algorithm. The approximation bound 1 + ln 5 ρ k ρ k converges to 1 + ln 5 ≈ 2.61 when k → ∞. However, the rate of the convergence is slow. 
3-Restricted greedy algorithm
The 3-Restricted Greedy Algorithm presented in this section is adapted from the algorithm in [9] for the classical Steiner tree problem. It is described in described in Table 4 . It differs from 3-Restricted Relative Greedy Algorithm only in the selection criteria in the iterations. Instead of selecting a subset τ ∈ 3 with maximum gain-cost ratio τ f ( ) /cost (τ ) in each iteration of 3-Restricted Relative Greedy Algorithm, the 3-Restricted Greedy Algorithm selects a subset τ ∈ 3 with maximum net-gain
Using the same proof arguments given in [3] , we can prove the following approximation bound of 3-Restricted Greedy Algorithm.
Theorem 3.4 The approximation ratio of 3-Restricted Greedy Algorithm is at most
(ρ 2 + ρ 3 ) /2 = 4 1 3 .
k-Restricted variable metric algorithm
The k-Restricted Variable Metric Algorithm presented in this section is adapted from the algorithm in [2] for the classical Steiner tree problem. we introduce some notations. Let M be an edge-weighted tree on S, and τ be a subset of S. Let Cut τ (M) be a heaviest subset C of edges in M satisfying that each connected component of M − C contains exactly one node in τ. Cut τ (M) can be computed in polynomial time and must consists of exactly |τ | − 1 edges. The total weight of the edges in Cut τ (M) is denoted by cut τ (M) . We define the net-gain of τ w.r.t. M by
Each e ∈ Cut τ (M) links exactly two connected components of M −Cut τ (M) . Let u and v be the two nodes in τ which belong to such two components, respectively. We create an artificial edge e = uv with weight equal to the weight of e minus g τ (M) . Let
The k-Restricted Variable Metric Algorithm consists of two phases: evaluation and construction. The evaluation phase begins with a minimum-weighted spanning tree M of G and considers all possible subsets of terminals of size between 3 and k, becomes less than 3.9334.
