Abstract-A number of signal processing applications require the estimation of covariance matrices. Sometimes, the particular scenario or system imparts a certain theoretical structure on the matrices that are to be estimated. Using this knowledge allows the design of algorithms exploiting such structure, resulting in more robust and accurate estimators, especially for small samples. We study a scenario with a measured covariance matrix known to be the Kronecker product of two other, possibly structured, covariance matrices that are to be estimated. Examples of scenarios in which such a problem occurs are MIMO-communications and EEG measurements. When the matrices that are to be estimated are Toeplitz structured, we show our algorithms to be able to achieve the Cramér-Rao Lower Bound already at very small sample sizes.
I. INTRODUCTION
In some instances of wireless MIMO communications, the channel between the transmitter and receiver can be modelled according to the Kronecker-model [1] . This model arises when certain relations are assumed to exist between the different antennas. When this model holds, the wireless channel covariance matrix can be modelled as a Kronecker product of two matrices of smaller dimensions. When satisfying such conditions it is highly desirable to have algorithms tailored to this particular problem in order to enhance accuracy and minimize computational costs.
Other examples of when received data can be assumed to satisfy a Kronecker model are EEG-data [2] , and in certain statistical models [3] . In general, large computational gains can be made by utilizing Kronecker structure in received data.
In some of these applications, we might have additional structure in the problem: each of the factor matrices in the Kronecker product might have a certain structure. In MIMO communications for example, such structure typically appears if the antennas are symmetrically arranged: when using a uniform linear array, and the channel matrix can be assumed to be constant during a certain transmission time, the factor matrices can in some instances acquire a Toeplitz structure. Similarly, if relaxing the uniform array assumption, we can at least have persymmetric factor matrices (note that a Toeplitz structured matrix is per definition also persymmetric). Thus it is desirable to design estimators that can use such structure as well.
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The idea in this paper is to revisit a maximum likelihood (ML) based iterative algorithm which is designed to find the factor matrices of a Kronecker product. The algorithm is called the flip-flop algorithm [3] , [4] , and in [5] it was enhanced to capture persymmetric structure in the factor matrices. A big advantage of the method is that it in only one iteration finds an asymptotically (in the number of samples) efficient estimate. It also exhibits very good small sample properties and quickly produces estimates as good as the Cramér-Rao Lower Bound (CRB) [4] .
However, one drawback of the method is that it fails to reproduce possible Toeplitz structure of the factor matrices it estimates. Since such a structure is prevalent in applications, it would be desirable to be able to capture this structure while retaining the small sample properties.
In the following we state our solution to this problem, and we then compare our new algorithm to the previous state-ofthe-art.
II. PROBLEM FORMULATION
We assume that we receive zero mean vector valued discrete time measurements x(t), which have a stochastic complex Gaussian distribution with covariance matrix
We further assume that the underlying process is satisfying the Kronecker model, which means that R 0 in (1) can be written
In (2), A 0 is m × m, B 0 is n × n, and the matrices are both, at least, Hermitian and positive definite.
, A 0 and B 0 are actually unidentifiable; thus we can only find them up to a scale factor.
In some instances, we will assume a persymmetric structure on A 0 and B 0 . This means that the matrices can be written as
where J is a mirrored identity matrix. In addition to the Hermitian symmetry constraint, the matrices A 0 and B 0 are hence also symmetric with respect to the anti-diagonal. Thus the number of independent parameters in each matrix is significantly reduced. The factor matrices A 0 and B 0 will also in some instances be assumed to have a Toeplitz structure. This means that the number of independent parameters is reduced to only 2m − 1 and 2n−1, respectively. Note that a Hermitian Toeplitz matrix is persymmetric by definition.
III. ML ESTIMATION
In this section we formulate the likelihood function, and present the ML estimators based on this function [3] , [4] . We also incorporate some of the structure of the problem into the likelihood function.
The negative log-likelihood function of the problem can be written
if only including parameter dependent terms. Here,
is the sample covariance matrix, |·| is the determinant function, tr(·) is the trace-operator, andˆdenotes a quantity estimated from data. It is well known that log |X| + tr{RX −1 } is minimized by X = R. Thus, write
and it is seen that (5) is minimized bŷ
if we keep A fixed. In the above equations,R kl denotes the k, lth block of size n × n inR, and (A −1 ) lk is element l, k of A −1 . Likewise, in order to find an estimate of A for a fixed B, we write
and we findÂ
Here,R kl denotes the k, lth block of size m × m inR, which we define according tō
In (11) we have introduced P m,n = P which is a permutation matrix defined such that
for matrices of size m × m and n × n, respectively. Also note that P T = P −1 . Given these sequential estimates, a cyclic minimization algorithm is intuitively developed. There is however the issue of initialization, but in [4] it was shown that the estimates are asymptotically efficient, regardless of the initialization matrix, as long as it is positive definite; hence, we can e.g. use an identity matrix as initial guess. The following algorithm is thus arrived at: 1) Choose an initial guess for A, i.e. A INIT = I.
2) Find B based on A INIT , i.e.B (1) =B(A INIT ) using (8). 3) Find A based on the previous estimateB (1) through (10), givingÂ (2) . 4) Finally, findB (3) based onÂ (2) again using (8).
Of course, in step 1 one could instead choose B INIT = I, then the roles of A and B are simply interchanged in the algorithm. In the analysis of the next section, we will assume that step 1 is according to the above. We will refer to this algorithm as the Non-Iterative Flip Flop-algorithm (NIFF) [4] .
IV. STRUCTURED FACTOR MATRICES
If there is a certain structure in the factor matrices A 0 and B 0 , we desire to be able to incorporate this a-priori information in the estimation.
A. Persymmetric factor matrices
In [5] , it was shown how to incorporate persymmetric structure of the factor matrices into NIFF; this was done through creating a structured data covariance matrix according toR
and then usingR PS instead ofR in (8) and (10). It can be shown that the estimates produced in each step are also persymmetric -hence, we call this method NIFF-PS.
B. Toeplitz strucured factor matrices
Assuming A 0 and B 0 to be Toeplitz-structured, the estimates found based on (13) cannot fully recreate this structure: an extension is required in order to force the estimates to be Toeplitz. If we can modify the output of the NIFF algorithm described in Section III to take this into account, we can expect to improve our estimate.
Consider the situation when it is known a-priori that X is Toeplitz. An estimateX of X might not embody that structure. Using the method presented in [6] , we can findX T that is Toeplitz structured, based onX and the covariance of vec(X), where vec(X) is the vectorization operator which stacks the columns of X on top of each other.
We can integrate this into our current framework by, in each step of the algorithm in Section III, forcing the estimates to be Toeplitz structured. To do so we need an expression for the covariance matrix of the estimate in each step.
Start by introducing
where the superscript (1) denotes the estimate order in the cyclic algorithm. Further, let˜denote the error in a given quantity. Then, we can express the covariance of the estimateŝ A (d) as (momentarily ignoring the superscripts)
where a = E(â) = a 0 , with proper scaling. Using the vecoperator on (10) givesâ 
Using (17) in (15), we get
In (18), all quantities without˜are constant with respect to the expectation operator, which significantly simplifies the evaluation. It is well known (see, e.g., [6] ) that
Thus, we wish to reformulate (18) such that the dependencies on the data is on the form of (19). To this end, we will need to rewrite some of the components to a more suitable form. First note that
in which we have used the identity
for any matrices A, B and C of suitable dimensions. We can also writer
where J A kl is a selection matrix picking the elements ofr kl out ofr, and in JĀ kl we have also integrated the permutation properties. In the same manner, we define
Looking at the structure of these selection matrices, we can see that J
A kl (or J B kl ) contains m (n) blocks of identity matrices of dimension m (or n). In addition, in JĀ kl this structure is slightly permuted.
In order to find a more tractable expression forb 
In the above e k is the unit vector of appropriate length (here: n) with a single non-zero element in position k. Equation (18) is a sum of four different terms. Evaluating it for all the steps of the NIFF is too space consuming for the present article, and will be left to a sequel. However, some of the steps are instructive to show. Looking at the terms separately according to
facilitates the presentation.
In the results stated below, we will assume that we are investigating the covariance forã (2) ; we then have a quite simple analytic expression forb i lk . Forb (3) , the explicit formulas for the terms E 2 , E 3 , and E 4 in (25) becomes more involved, but easily follows from the examples below.
The first term in (25) (cf. (18)) can be found to be
where c denotes complex conjugate and where we can note that (b
Further, since we in (25) are summing over all the indices k, l, i, and j, we can replace (26) with 1 n 2 n k,l,i,j=1
The second term E 2 can be found as
and by looking at (18) it can be seen that, since we are summing over the entire range of the dummy indices, E 2 = E * 3 . However, the terms are not Hermitian.
Finally, we have the term E 4 , which can be expressed as
which we in analogy to (27) can rewrite as 1 n 2 n k,l,i,j=1
Using these results in (25) we now have an expression for cov(â) and we thus implement our algorithm according to 1) using NIFF-PS to findB (1) according to Section III, 2) refining this estimate by minimizinĝ
T , which is Toeplitz structured, 3) subsequently findingÂ (2) andB (3) in the same way.
In (31), C is the covariance matrix of the estimate error (25). However, during our investigations we found that we achieved the same accuracy in our estimates by only using the first term of (25), which can be expressed as
when minimizing with respect to A, and
when minimizing with respect to B, since a scalar factor does not affect (31).
V. NUMERICAL SIMULATIONS
We perform numerical simulations in order to evaluate the performance of our proposed estimator. In these simulations we compare the results to previously published estimators.
We generate random complex Hermitian Toeplitz matrices A 0 and B 0 , and then find R 0 from these. R 0 is kept fixed during the different Monte Carlo simulations; different realizations of R 0 all show the same results as the one presented. Then, in each simulation iteration we generate N samples from a complex Gaussian distribution with covariance R 0 , and from these samples we findR, (6) . This is the data available to the respective algorithms.
Our performance measure is the normalized root-mean square error (NRMSE) of the estimates, according to
where L is the number of Monte Carlo simulations, R 0 is the true covariance matrix,R k is the estimate from Monte Carlo simulation k and · 2 F is the Frobenius norm according to A 2 F = i,j |A ij | 2 . We investigate three estimators in Fig. 1 : one is termed Covariance matching, and is described in [4] ; one is the NIFF-PS [5] , which assumes persymmetric structure only; and then we also study the performance of the estimator described in Section IV-B.
In Fig. 1 we can see that the proposed method is performing better than the other algorithms. It consistently has a lower NRMSE, and it reaches the CRB at very small sample sizes. We can also see that the NIFF-PS algorithm is better than the Covariance matching one for small sample sizes, but as we increase the amount of data it lacks in accuracy as it is not able to take the (known) Toeplitz structure into account.
VI. CONCLUSION
We have improved an existing iterative ML-based method by, in each iteration step, forcing the estimates to be Toeplitz structured through a covariance matching approach. This new combined approach makes the set of problems for which the ML-based algorithm is optimal larger.
The new method inherits both the low sample efficiency of the ML-method, together with the asymptotic accuracy given by the covariance matching. As our simulations show, we reach the CRB already at very low snapshot numbers.
