The experiments aboard the Brazilian scientific satellites are currently thought to execute in a repetitive way, collecting, storing and sending data in a cycle that does not suffer great alterations. There are, however, scientific events of randomic occurrence which demand a fast reconfiguration in the system to collect and process the data adequately. Due to the short duration of these events and the great number of states in which a system can be at the moment of the detection, the use of classical programming techniques or the ground team intervention has shown to be inefficient, and the opportunity to analyse the event is lost.
Introduction
The satellites of the Brazilian Program for Scientific Satellites and Experiments run by INPE carry as payload a collection of scientific and technological experiments, which have pre-defined quotas of computational resources (memory, processor time, storage space, volume of data to transmit, etc) allocated by the onboard computer as the scientists and mission engineers had decided it, still in the phase of systems specification. As a result, the experiments collect data through a plan of operations that generally follows a repetitive pattern.
There are, however, scientific events of which occurrence, although predictable, is randomic -an ionospheric disturbance, for example, can happen at any time and last from minutes to hours. It may be important to increase the acquisition rate or the precision of the collected data to study this phenomenon. In both cases it is necessary to alter the processor time, available memory and storage space quotas dedicated to the experiments during the occurrence of the event.
Due to the short duration and the difficulty to specify exactly when an event of this kind will occur, it is not enough to leave the ground operations team in charge of the system reconfiguration. The necessary time for the event to be reported and for the ground team to send a new plan of operations to the satellite is in general much longer than the duration of the event, and in this case the opportunity to adequately analyze it will have been lost.
The need appears for allowing the experiment, when detecting a scientific event, to negotiate directly with the onboard computer the temporary allocation of the extra resources necessary to analyze it, affecting the least possible the other experiments and the proper satellite. As the number of states in which the system can be at the moment of the detection is huge, it becomes dificult the use of classical programming techniques to handle it.
In this context the Planning & Scheduling techniques, coming from the Artificial Intelligence area, is presented as a potential solution to be exploited.
Onboard Planning & Scheduling and the RASSO Service
According to the definition in [1] , Planning is the selection and sequencing of activities in such a way that they achieve one or more goals and satisfy a set of domain constraints. Still according to [1] , scheduling is the selection among alternative plans and the assignment of resources and time for each activity, so that the assignments obey the temporal restriction and the capacity limitations of a set of shared resources. In our work, scheduling is dealt as a stage inside planning, merging the domain restrictions to the ones of resources and time.
RASSO, a Resources Allocation Service for Scientific Opportunities, makes use of onboard planning & scheduling in a way to increase the satellite autonomy, allowing the system to reconfigure itself in quasireal-time, reallocating computational resources for experiments that detect the occurrence of a scientific event and returning the system to the normal operation mode after the ending of the observation period.
This service is being developed to the new onboard computer of the Brazilian scientific satellites, called COMAV (from the Portuguese acronym for "Advanced Computer").
Each experiment that communicates with the RASSO service must have a trigger condition that, when true, sends a request of resources to the onboard computer. The trigger condition indicates that a scientific event was detected and would not be adequately observed with the computational resources available to the experiment at the moment. The request sent by the experiment informs what resources are necessary, its amount, as well as when they are needed (there is an "ASAP" option) and for how much time.
When receiving this request, RASSO directs it for its Negotiator module (as shown in Figure 1 ). The Negotiator first verifies if the amount of resources requested is available in the system. If so, it allocates the resources directly and informs the experiment. Otherwise, it verifies if it is possible to reallocate resources from other experiments to attend on the request. This is made by using a set of Negotiation Rules, that indicates how much of each resource each experiment can yield, at which moment, and for how much time. An experiment can also prohibit temporarily the allocation of its resources, if it is in a critical phase of operation. This prevents it to yield resources to another one and removes it from the negotiation process. The acquired resources to attend on the request can come from more than one experiment. If the Negotiator verifies that there is no free resources, but it is possible to reallocate them from other experiments, it directs the system configuration needed by this reallocation to the Planner module. This configuration is the goal state of the Planner that, on the basis of a system model, tries to create a plan of operations that reallocates the resources, keeps them to the experiment that have requested them during the observation period and then returns them to the experiments that had yielded them originally, informs the ground control team concerning the actions taken and returns to the normal operation mode of the satellite.
After getting a plan, the Planner informs the solicitant experiment the success and directs the resulting commands to the time-tagged commands (TTC) queue of the system. If the Planner fails when trying to generate a plan or the plan process timeout is reached, the experiment is informed that its request was denied, and continues its observations in its normal operation mode.
Each experiment must foresee three operation modes: "normal", "privileged" (when it is running with more resources) and "yielding" (when it is running with less resources, yielded to a privileged resource; in this mode, the experiment data can be degradated). The first commands of the generated plan must necessarily inform the experiments affected by the reallocation to enter their new operation modes, and only then the commands of resources reallocation start to be executed. In the same way, the last commands of the plan inform the experiments to return to their normal operation modes.
The System Model and the State Verifier
Planning & Scheduling are generally associated to a huge volume of processing and memory consumption, which is exactly the opposite of what is found in embedded systems. COMAV, for example, will use a SPARC ERC32 processor running at 10MHz, and will have a limited amount of memory.
To deal with these limitations, RASSO works with a system model compiled with the service. Only the characteristics of the embedded software necessary for the reallocation of resources are part of the model.
As well as the proper service, the model is composed by functions and structures in C language. This prevents the use of an embedded parser to interpret a non-compiled model of the system (that generally is presented as a script), saving processing time and memory consumption. However, this also implies that any alteration or fix in the model demands the recompilation and sent to the satellite of the entire service. But as the service plus the model compiled have less than 200kb (value that we calculate at the moment), this is not a problem. To get around this situation a "pseudo-script" from C macros has been created. The use of these macros brings the way to represent a source file closer to the one of a script, turning the model more readable.
Thus, enumerations become domains of values to attributes, structures are dealt as types of objects of the system, functions become actions of the model and so on. Figure 2 brings a simplified snippet of a pseudo-script that will be compiled with the planner in a C language header file. In the pseudo-script used to generate models to RASSO (that we named RASSO_ml, from "modeling language"), the main element is the "Action". Each action must correspond to one or more internal commands of the satellite, and is called in two moments: first, during the planning process, so that the Planner verifies what changes in the system state this action will trigger. The second call to the action happens when the plan is already generated, and the action corresponding commands must be placed in the time-tagged commands queue to be executed. This way, the same compiled function is used when planning and when sending the plan to execution.
The directives "when_planning" and "when_running" are used to distinguish the calls.
In RASSO_ml, "Types" implement classes of objects that are part of the model. These types can be instantiated as simple variables or vectors. "Domains" indicate the sets of possible values to some of the attributes of the objects. "Conditions" are used to verify if an action is applicable, given the current state (during the planning process) of the system. Conditions are also used to impose time and resource constraints.
To start the planning process the planner needs to know the state in which the system will be at the moment when it will allocate more resources for the experiment that requested them. To discover onboard a future state of the system would be a difficult task, but the RASSO architecture simplifies this.
Each satellite command that affects the system model is mapped to a corresponding RASSO_action.
Then, to determine the initial state for the planning process, the planner only needs to call a State Verifier module, passing a future moment in time as parameter. The State Verifier will get the current state from the system, apply it to the model, and will discover and execute, in "planning" mode, the actions corresponding to the commands in the TTC queue that affect the model, until the last action before the given moment.
But How to Implement Onboard Planning Safely?
It is fact that there is a great resistance by the engineers and mission managers, justified, related to the increase of the satellites autonomy. The cost and amount of work of a space mission is in general considered big enough to trust to the satellite the taking of more decisions than that of routine, as the entrance in the emergency mode, or the attitude and orbit correction. This resistance is even bigger when the increase of autonomy is propitiated by a technique coming from the Artificial Intelligence area. Even projects that have the intention of being testbed of technologies to increase the satellites autonomy, as ESA's PROBA [3] and missions which requirements are perfect to the use of planning, as the SWIFT observatory from NASA [4] , do not implement any AI technique onboard.
So far only two missions have used onboard planning successfully: the Deep Space One probe, in 1999 [5] and the Earth Observing One satellite [6] , which tests with the onboard planner started in the second semester of 2003 and became fully operational in the first semester of 2005 (more details of both are described below, in item 6).
With so few cases of success and so big reluctance, how to convince a mission manager to implement onboard planning in his satellite?
In first place, the service must be proposed to solve a small problem, and not one that is vital to the satellite functioning. The reallocation of resources propitiated by RASSO is desirable, but if it is not possible, the experiments keep collecting and processing data in its normal operating mode.
In second, the processor cannot be fully taken by the planner during the stage of search in the space of states; this must occur in the least expensive possible way. Thus, RASSO and the system model that it uses are being developed having as goal an optimal processing. That is why no generic-purpose planner is used, but one completely focused on the solution of our specific problem.
Finally, the service implementation must be gradual and based on the increase of the confidence with respect to the results gotten. RASSO has three distinct operating modes that guarantee this: "disabled", "advice" and "act".
In the disabled mode the service is not available, and the experiments will always have its requests denied.
The advice mode exists to allow the analysis of the service reliability. In this mode the service gets the requests and always sends a refusal in reply. However, it will work in a plan as it would really attend on the request, but having a reduced priority during the planning process. The resulting plan will not be put in action but will be made available to telemetry, alongside with an operations log. Every time that a request is sent to RASSO, when in advice mode, an alert message showing that there are plans stored in the satellite waiting for analysis will be sent through normal telemetry, no matter if the gotten plan is complete or not -that is, if the planner was or was not successful in simulating the attending on the request.
The generated plan will be sent in reply to a telecommand specific for this purpose. The actions generated by the Planner will be analyzed by the operators in the ground, and compared through proper tools with the normal satellite plan, that was really executed. If it is determined that RASSO has generated a plan that will attend on the request of an experiment, still keeping the normal operation of the satellite, this will be computed as a success of the service. On the contrary, the planning algorithm and the system model will have to be reviewed and a new version will be sent to the satellite.
Having a number of successes considered enough, the service can be set to the act mode, starting to be completely operational.
In addition to the approach described above, it must be also considered that the target application of RASSO is the scientific satellites. These are missions of lower cost, where there is more room for experimentation.
Current Status
RASSO is in development phase, at the same time as COMAV. The fact that both are being developed in parallel allows RASSO to make a better use of the software capabilities embedded in our next satellites, because its internal structure is being tailored as the system on which the service will run evolves.
The planning algorithm is being constantly improved, as well as the system model and state verifier.
Experiment stubs are being developed to a more accurate and near to the real environment simulation.
The concurrency of requests for more resources will be worked as soon as the service could fully attend on the request of one experiment each time.
We intend to have a first complete and working version of the service until the end of this year.
Related Work
Few projects have been made in the direction of implement onboard planning in spacecrafts, and even less were well-succeeded.
RAX-PS was the first of them. It was an onboard planner used in the NASA's Deep Space One probe [5] , and, as RASSO, it is a batch planner, where the plan is executed only after the planner has generated it with completeness. The probe's thrust control and rote correction were passed to the planner for two times in May of 1999.
In October of 2003 the first tests with an onboard planner were made in the remote sensing satellite Earth Observing One (EO-1). EO-1 uses CASPER to replain activities, including downlink, based on the observations from previous orbital cycles. It is an iterative repair planner, which proposes to detect in real time flaws that are inserted in the current plan and correct they iterativelly, until there are no conflicts anymore. This way, there is always a plan ready for execution. Incremental tests had been carried until the system was considered fully operational in April of 2005 [7] . CASPER would be used in two other missions, the US Air Force's TechSat-21 and the university nanosatellite constellation Three Corner SAT [8] , but the first one was canceled and the second, lost in the launch process.
CASPER is an onboard version of ASPEN, a ground-based planner used in many missions, as the proper EO-1, the Cassini probe and the Space Shuttle. It uses the ASPEN Modeling Language (AML) to describe its models. The RASSO_ml elements were inspired in the AML components.
NASA has been working in a new planning and execution architecture for onboard planning named IDEA [9] . IDEA is a framework in which the planner and execution software are combined into a "reactive planner" and operate using the same domain model. Although onboard planning is still an area to be exploited, the use of AI planners in mission control centers to generate plans in ground that latter will be sent to the satellites is already a reality. In addition to ASPEN, referred above, NASA has developed SPIKE [10] and HSTS [11] to generate observation plans to the Hubble Space Telescope and ESA created MEXAR [12] , a mission planner to the Mars Express probe.
At INPE, studies with planning have been carried in the direction of automatize the satellites operations in ground, in view of the increase of the number of satellites to be controlled that one expects for the next years. These studies were described in [13] and [14] .
Conclusion
Given the level of development reached by onboard satellite systems, the next step to take is the increase of its autonomy. Providing technology for the use of onboard planners meets that, but it is something to be treated carefully due to the criticality of the application. To accomplish this the project proposes, allied to the technology, the use of a gradual process, based on the increasing of the confidence of the gotten results. It is intended with that to open new possibilities to be exploited for the INPE's technological and scientific experiments aboard satellites.
Through modest goals and a realistic approach, RASSO consists of a first step toward the use of onboard planning to increase the autonomy of our satellites in a near future.
