results illustrate the importance of the monsoon circulation on extremes over East Asia. The dependencies on of the surface temperature over the continent and the sea surface temperature raise the question as to what extent they could affect the occurrence of extremes over tropical regions in future projections.
Introduction
East Asia has a dense population, with more than one billion people living in China, and is subject to strong seasonal atmospheric variations. The winter monsoon can bring dry and cold air from Northern-Asia, while the summer monsoon is characterized by warm and wet air advected from the tropical Indopacific region. This dynamics has been reviewed in many papers and books (e.g. Ramage 1971; Ding 1994; Jhun and Lee 2003; Wang 2006; Ding 2007; Liu et al. 2007; Wu et al. 2007 Wu et al. , 2012 Wang et al. 2008; Wang and Chen 2014; Matsumura et al. 2015; Liu et al. 2015) . Depending on the season, East Asia can also be impacted by droughts and floods which can have considerable socio-economic impacts. A number of studies have focused on the variations of major extreme events in recent warming decades and/or a potential future climate change (Trenberth et al. 2003; Kharin and Zwiers 2005; Meehl et al. 2005; Risnen 2005 ; Barnett et al. 2006; Tebaldi et al. 2006; Giorgi et al. 2011; Liu et al. 2012; Shiu et al. 2012; He et al. 2013; Scoccimarro et al. 2013; Ciu et al. 2015) . The Intergovernmental Panel on Climate Change Fifth Assessment Report (IPCC AR5) provides a summary of the associated studies, including projected Abstract This work investigates the variability of extreme weather events (drought spells, DS15, and daily heavy rainfall, PR99) over East Asia. It particularly focuses on the large scale atmospheric circulation associated with high levels of the occurrence of these extreme events. Two observational datasets (APHRODITE and PERSIANN) are compared with two high-resolution global climate models (HiRAM and HadGEM3-GC2) and an ensemble of other lower resolution climate models from CMIP5. We first evaluate the performance of the high resolution models. They both exhibit good skill in reproducing extreme events, especially when compared with CMIP5 results. Significant differences exist between the two observational datasets, highlighting the difficulty of having a clear estimate of extreme events. The link between the variability of the extremes and the large scale circulation is investigated, on monthly and interannual timescales, using composite and correlation analyses. Both extreme indices DS15 and PR99 are significantly linked to the low level wind intensity over East Asia, i.e. the monsoon circulation. It is also found that DS15 events are strongly linked to the surface temperature over the Siberian region and to the land-sea pressure contrast, while PR99 events are linked to the sea surface temperature anomalies over the West North Pacific. These future details of the Asian region in Chapter 24 (Lin et al. 2014) . The confidence in the spatial and temporal variations of a projected precipitation change is sensitive, the results being usually dependent on the models, especially for extreme events (Freychet et al. 2015) , and it is important to understand the dynamical connection between the changes in the monsoon circulation and extreme events (e.g. Wang and Ding 2006; Inoue and Ueda 2011; Min et al. 2012; Turner and Annamalai 2012; Duan et al. 2013; Hsu et al. 2013; Jones and Carvalho 2013; Seth et al. 2013; Kamae et al. 2014) .
If extreme events are rare by definition, their variability is also high (especially the short term variability on timescales of daily to intraseasonal), and they may sometimes occur consecutively during a long period or over a large region. One important question is how the occurrence of extreme events over East Asia is linked to the large scale dynamics (including the monsoon system). In other words, is the variability of extremes mostly due to local conditions or the large scale atmospheric circulation? Previous work has shown the important role of the atmospheric moisture content when studying projections (e.g. Chou and Neelin 2004; Stephens and Ellis 2008; Chou et al. 2009; Seager et al. 2010; Giorgi et al. 2011; Chou et al. 2012; Kusunoki and Arakawa 2012) However, it is still unclear to what extent the dynamics and monsoon circulation could impact extreme events, especially their variability. Understanding what controls this variability may help to better estimate future risks.
One problem when studying extremes related to precipitation is their poor representation in the current Global Climate Models (GCMs), because of low resolution and inefficient physical parametrization. Indeed, GCMs usually have low resolution (from 1.5 • to 3 • or coarser in the CMIP5 models). High resolution model data are still rare and precious for climate studies, especially when studying extreme events. One common approach to solve this point consists of using regional climate models with higher resolution and forced by low resolution GCM output at the domain boundaries. However, the use of such models is limited to regional studies, and cannot be used to investigate large spatial scale correlations (eg the links between the monsoonal circulation and extremes).
In this study, we use two global high-resolution stateof-the-art GCMs (introduced in Sect. 2) to investigate extremes at regional scale (over East Asia) and also to study the correlations between this specific region and the global atmospheric environment. We first compare these two models with observations and study how they can reproduce extreme events compared to low resolution GCMs from CMIP5 (Sect. 3). Then, the large scale atmospheric controls on the seasonal and interannual variability of extreme events in the observations and models is investigated in Sect. 4. Section 5 presents a summary and discussion.
Data and methodology
We first specify the region of our study and define the type of extremes we are studying (Sect. 2.1). We then present in Sect. 2.2 the observational and model datasets used in this investigation.
The East Asia region and extreme indices

Definition of regions
The precipitation climatology over East Asia and China has clearly defined patterns, as illustrated by Fig. 1 . In this figure, the mean precipitation from the Tropical Rainfall Measuring Mission (TRMM; Huffman et al. 2007 ) is averaged between 1998 and 2013. There is a clear contrast between the Northwestern continental dry region, and the Southeastern wet regions. The Meiyu front rain band, corresponding to the East Asian summer monsoon, can be easily identified, ranging from South-East China to North-East Japan. Precipitation associated with the Indian summer monsoon gives rise to a further a maximum in the Bay of Bengal and North-East India.
Because we are interested in the vulnerability of population, we focus on land areas. The area of interest can be divided into two sub-regions, as shown on Fig. 1 with black boxes: North China and Korea (NCK) and South China (SC). In the text, we also consider West China (WC) which covers the West and central part of China, including Himalayan plateau. Table 1 defines the boundaries of the three regions cited above. WC is characterized by very dry conditions while SC, in contrast, experiences very wet conditions. NCK has a dry tendency, but can also experience wet weather conditions during summer. This is of course a rough partitioning of China and East Asia region and it could be subdivided into smaller regions. As most of the population is concentrated in the Eastern and Southern parts, and the East Asian monsoon has stronger influence over these regions, the main part of our study will focus on these two regions (NCK and SC). However, when evaluating the models in Sect. 3, we consider the three regions (including WC). While it would also be interesting to investigate extremes over Japan, we have chosen to focus our study on the continental part of East Asia (i.e. China and Korea).
Definition of extreme indices
There are many ways to define extreme weather events (Klein Tank et al. 2009 ), and usually they underline rare occurrence or strong impact and threat. Here we investigate extremes related to precipitation i.e. dry or wet events. We define two types of indices (Table 2) which have large impacts on society:
• Drought Spell (DS15): A drought spell is defined here as at least 15 consecutive days (at the same location) with a precipitation rate below the first percentile (very low rain). Thus it represents a threat for water resources, because of long lasting dry condition. The unit of this index is a number of days, but it is usually expressed as the ratio of days included in a drought spell during each month or season.
• Daily Extreme Precipitation (PR99): This is the occurrence of daily precipitation exceeding the value of the 99th percentile. This type of events can trigger flash flood and is typically associated with local conditions, like stationary mesoscale convective systems, or tropical cyclone activity.
Both indices are computed for each grid cell over land only, where droughts and flood affect the water resources and society. Thus we obtain a spatial distribution for both indices DS15 and PR99. In the following analysis, we will also consider regional averaging (Sects. 3, 4) with the regions defined in Sect. 2.1.1. Even if the computation implies the use of daily rainfall, we average and present the results for monthly means. Also note that for DS15, the number of occurrences is the number of days included in DS15 events. For instance, if a location has 17 consecutive dry days, it will be considered as one drought event, but the number of occurrence will be considered as 17. So when talking about the frequency of DS15, it underlines the frequency of days included in DS15 events. For PR99 there is no such ambiguity because one event corresponds to one day.
One may argue that the indices defined above are not that extreme, and can occur several times a year. Indeed, we chose indices that can be threatening but with a level of occurrence high enough to compute significant statistical analyses. Very extreme events (occurring only every few years for example) would need longer timeseries to allow for robust statistical analysis, or would be more appropriate for a case-study, which is not the orientation of this paper.
The values of the percentiles used as thresholds for each index is based on the observational dataset APHRODITE (Asian Precipitation-Highly-Resolved Observational Data Integration Toward Evaluation of water resources; Yatagai et al. (2009 Yatagai et al. ( , 2012 . It means that we first computed the 1st and 99th percentiles of precipitation over East Asia region (i.e. over NCK and SC regions, Fig. 1 ) using this dataset, and then these values were used as thresholds to compute the DS15 and PR99 indices respectively, in both models and observations. The percentiles are based either on a yearly basis, i.e. including all days of the 30 years (when studying the seasonal signal in Sect. 3.1) or a on seasonal basis, i.e. including only the days from DJF or JJA during the 30 years (when studying the spatial distribution of indices during each season, Sect. 3.2). In Sect. 4 however, to focus on the relationship between extremes and the large scale environment and to limit the influence of the possible Fig. 1 1998- biases on the estimation of extremes, each model uses a threshold based on its own historical value.
Data
Observations
Because we need daily high resolution precipitation observations with a time coverage long enough to compute extreme indices and significant statistics, we use the APH-RODITE dataset (Yatagai et al. 2009 (Yatagai et al. , 2012 Sorooshian et al. (2000) ]. This is a daily 0.25 • resolution product, and we use the 1983-2014 period. In the following, APHRODITE and PERSIANN datasets will be noted APHRO and PERS respectively.
To analyze the atmospheric dynamics associated with extreme indices, the NCEP NCAR Reanalysis (Kalnay et al. 1996 ) is used, with a 2.5 • resolution, during the same period as APHRO (1976 APHRO ( -2005 for the following variables: wind at 850 hPa (Wind850), atmospheric surface temperature (TAS) and pressure at sea level (SLP). The observed sea surface temperature (SST) is also extracted from the HadISST dataset (Rayner et al. 2003) .
Models
Along with the observations, we use two high resolution GCMs: the Hadley Centre Global Environment Model version 3-Global Climate version 2 (HadGEM3-GC2, Williams et al. (2015) ) developed by the Met Office (UK), and the High Resolution Atmospheric Model with a cubedsphere grid containing 192 × 192 cells on each of its six faces (HiRAM, Lin 2004; Putman and Lin 2007) developed by the GFDL (USA). HiRAM model setup follows that in Chen and Lin (2012) . Both models have a similar horizontal resolution of about 0.5 • in the atmosphere (HiRAM uses a cubed-sphere grid of 50km horizontal resolution, corresponding to approximately 0.5 • resolution). The main difference is that HadGEM3-GC2 includes full coupling with an ORCA025 ocean model, a 0.25 • version of the NEMO (Nucleus for European Modelling of the Ocean) model (Barnier et al. 2006) , while HiRAM is an Atmospheric Global Climate Model (AGCM) forced by HadISST. Thus, HiRAM is forced by the observed variability of the SST, while HadGEM3-GC2 has a variability of its own. This will be an interesting point to consider when analyzing the dynamical patterns associated with the variability of the extreme indices. Both model runs include all forcings such as variations in solar radiation, volcanoes and aerosols.
Finally, we also include an ensemble mean of 30 models from CMIP5 (detailed in Table 4 ), which is used as a reference for comparison between low and high resolution GCMs. These have typical atmospheric resolutions of 1°-3°. All datasets are summarized in Table 3 (and Table 4 for CMIP5) along with their notations. Note that the time period can be slightly different between the datasets. However, it is not a problem for this study because all the analyses and observations-models comparisons are based on time-averaged results.
Characteristics of extreme events and their representation in the models
In the following sections we present the characteristics of the extreme indices in the observations, and evaluate how they are reproduced in HadGEM3, HiRAM and the CMIP5 ensemble.
Seasonal signal
We first consider the mean seasonal signal of each extreme index and mean precipitation, averaged over the SC and NCK regions (Fig. 2) . To compute these signals, annual percentiles are used. It means that the same threshold is used for each month to detect extreme events. Thus, the differences between dry and wet months is highlighted. Note that seasonal percentiles are considered later, in Sect. 3.2, to analyze spatial patterns. In the NCK region (upper row) the mean precipitation signal is similar in APHRO and PERS, and is well represented by the models. The shape of PR99 signal is also well captured by each model, including CMIP5, but with a too strong intensity during the whole year. The DS15 signal is higher in PERS than in APHRO, especially during winter. HG3 follows the APHRO signal with good agreement whereas HRC is closer to PERS. Thus, both models have a realistic signal for this index, given uncertainties associated with rainfall observations. On the other hand, the mean for CMIP5 is too low, and there is a large ensemble dispersion (gray shading), it is thus difficult to estimate the quality of the mean solution.
In the SC region (lower row), the mean precipitation and PR99 are less well captured by the models: HG3 is too wet compared to APHRO, especially during summer, while HRC has a dry bias during this season. However, PERS also has a stronger signal, especially during summer. Thus the wet bias of HG3 is still within the range of the observational uncertainties. The CMIP5 mean tends to be close to APHRO but the ensemble range is large. The differences for DS15 are larger. The APHRO and PERS observations are markedly different during winter, PERS being much drier. HG3 has a low bias for all months compared to both observations. In contrast, HRC is close to PERS. The CMIP5 ensemble mean is closer to APHRO but again the spread is large.
It is clear that the models can capture the seasonal signal of both extreme indices and mean precipitation. Though the models still have wet or dry biases, they are overall within the range of observational uncertainties between APHRO and PERS. In contrast, the large spread seen for the CMIP5 models for the extreme indices DS15 and PR99 makes the ensemble solution difficult to interpret.
Spatial distribution
In this section, the spatial pattern is considered for each index. The results are averaged over two periods: winter (DJF) in Fig. 3 , and summer (JJA) in Fig 4. All indices are expressed as a ratio of days (for instance, a ratio of 1 would mean that 100 % of the days are considered as extreme events). We also add the mean precipitation signal (left column), this variable being expressed in mm day −1 . Boxes representing NCK and SC as defined in Sect. 2.1.1 are also shown in Figs. 3 and 4. To have a better look at the spatial patterns and reduce the seasonal differences of each extreme, we now use seasonal percentiles (defined from the distributions for the 30 years of each period, e.g. winter or summer). Thus, it means that the thresholds for summer or winter are different.
During winter (DJF, Fig. 3 ): The mean precipitation is mostly confined to the SC region, with a clear pattern visible for APHRO and PERS, while the NCK region experiences drier conditions. The models are able to represent correctly the spatial patterns, although HG3 overestimates the amount of rain over SC compared to the observations. All models tend to be too wet in the southern part of the Himalayan region (North India). In mountainous regions, orographic effects may be difficult to represent correctly in the models. But the observations may also be biased in these regions, because of sparse networks and difficulties in catching very local rainfall. The signal of PR99 is very similar to the mean precipitation, and models have the same wet biases over the Himalayan region. In the observations DS15 has a strong level of occurrence over the NCK region. In PERS the area of frequent occurrence of DS15 events is larger than in APHRO and encompasses a large fraction of the WC region. This highlights again the uncertainties in capturing this index, depending on the observational method. Satellite datasets may have more difficulties to catch very light precipitation (thus overestimating dry days) and miss short rainfall events (that occurs between two times of measurement), but APHRO gauge network is sparse over West China, especially in mountainous regions. We then sum all the days considered as being part of a drought spell
Thus its estimation of rain may be biased due to interpolation between stations. HG3 and HRC can both simulate similar spatial distributions compared to APHRO. HRC is also drier over SC, but it is consistent with PERS. As for the CMIP5 ensemble, it can capture the spatial pattern of this index, but with much lower intensities. The impact of orography (the Himalayas) on the circulation may be less easily captured by the low resolution models, as illustrated by the strong bias in the CMIP5 ensemble. During summer (JJA, Fig. 4 ): Asia is subject to wetter conditions compared to DJF, as shown in the mean precipitation signal. Only the WC region remains drier. There is good agreement between the spatial patterns seen in the observations and in the models, but in CMIP5 the signal is too weak. The ensemble can catch the main distribution patterns but with a lower intensity (that can be due to the models bias of the ensemble averaging). In the observations, PR99 shows a clear band over East Asia, from SC to the eastern part of NCK and Japan. The signal is stronger in PERS than in APHRO. It shows that satellite observations tend to estimate larger heavy rainfall events, and lower light rainfall (as described in the previous section). Thus, there is a range of uncertainties between ground data and satellite data. The shape of the signal is captured by HG3 and HRC, but compared to observations the signal extends too far north. The high resolution models capture the signal more accurately than the CMIP5 ensemble, especially over the Himalayan region. For DS15 only a weak signal is seen in observations over the western part of China for the PERS dataset. HG3 does reproduce this pattern well, but HRC and CMIP5 both have a large dry bias over this region. When looking at the distribution (pdf) of precipitation (result not shown), HRC can reproduce similar light precipitation compared to the observations. Thus the differences observed for DS15 come more from the long lasting condition (15 consecutive days) used for this index. HRC may produce more easily consecutive dry days (with rain below the threshold used to detect light rain), and raining days may be grouped at the beginning or end of the period, while in the observations raining days are scattered during the whole period. We point out here a limitation in the definition of this index, because of its sensitivity to single rainfall events. However, in the regions of concern (NCK and SC), results are more consistent between the observations and models, thus it won't affect our analysis below.
All models can capture the mean precipitation and extreme patterns during each season, but CMIP5 has more difficulties to represent correctly the intensity and the spatial distribution of extreme indices. HRC also exhibits a dry bias over WC during summer. If we focus on the two subregions of interest (SC and NCK) the two high resolution models have a more accurate representation of DS15 during DJF and of PR99 during JJA, compared to CMIP5. The differences between APHRO and PERS illustrate how the estimation of extreme events can drastically change according to the measurement methods used (satellites or ground stations). It cannot be excluded that part of this difference may also be due to the shorter used in PERS (starting in 1983). The bias identified in the models should be considered carefully and results from HRC and HG3 are overall within the range of the observational uncertainties.
To summarize the results of the previous Sects. (3.1, 3.2), we use a Taylor diagram (Taylor 2001) to represent the scores of models (Fig. 5) in comparison with APHRO. CMIP5 models are plotted individually, to point out the ensemble scattering. We use only one observational dataset here, but we have to keep in mind that differences exist Both models can capture more easily the signal in NCK (upper plot), especially during JJA season (right). HG3 has especially good skills in correctly simulating the spatial distribution of precipitation and each of the indices over this area, with correlation above 0.8. It can also capture the magnitude of spatial variation with good quality (all NSTD are very close to 1), except for mean precipitation during winter. HRC also has good performance in simulating spatial patterns but with a lower correlation for PR99. CMIP5 models show tend to underestimate the NSTD of both mean and extreme precipitation during JJA, and with most of the correlations below 0.8. During DJF, models has In the SC region (lower plot), the models have lower skills in capturing the signals. HG3 has a too large magnitude of spatial variations except for DS15. HRC has better scores in terms of magnitude of spatial variations but with lower correlations. CMIP5 model tend to underestimate the NSTD and to have a low correlation (below 0.7) during both season. For both regions PERS observation has a good agreement with APHRO for the mean precipitation (blue triangles) and PR99 during JJA (red triangles on right plots), but the difference is larger for DS15 during DJF (red triangles on left plots).
As illustrated in Figs. 3, 4 and 5, both high resolution models exhibit better skill in simulating good spatial patterns (correlation) than the magnitude of the signal (NSTD), and are better in NCK than in SC. The results in the high resolution models HG3 and HRC are significantly improved compared to most of the CMIP5 models, though some individual models from the ensemble can also produce good results. Increasing the resolution of the models is not enough to solve all the problems for estimating extreme events, but the higher resolution models used in this study have an improved ability to reproduce heavy rainfall intensity closer to that in the observations. The impact of the resolution is also highlighted on the Fig. 6 where the tail end of the precipitation is plotted for each individual model of the CMIP5 ensemble. The impact of the resolution in undeniable with higher resolution models being more able to produce stronger precipitation. However some of the lower resolution models can also produce higher intensity rainfall. Thus, even if the resolution tends to have a clear impact on the precipitation intensity, it is not always a limitation. One advantage when using single high resolution model instead of a model ensemble is that they give a unique solution more easy to interpret. Indeed, when using an ensemble such as CMIP5, the mean solution should always be associated with the ensemble uncertainties (i.e. the spread of the ensemble), that may be large (as illustrated on Figs. 5, 6) and lead to complex analysis when using cross-variable analysis such as we will perform in Sect. 4. This problem is avoided when using a single model solution, even if this solution presents some bias. The biases observed in HG3 and HRC may be due directly to the parameterization and convection schemes, or due to errors in simulating the dynamics. We explore this point later in Sect. 4, by investigating how the large scale dynamics is linked to each extreme index signal. But we also have to keep in mind that large differences can exist between APHRO and PERS observations, especially when looking at extreme indices, thus the biases identified in the models should be considered carefully and results from HRC and HG3 are in the range of the observational uncertainties.
Interannual variability of extreme indices
Here we investigate the variability of each extreme index in NCK and SC. To limit the dry and wet biases observed on the previous sections, the extreme indices are recalculated for HG3 and HRC with upper (for PR99) and lower (for DS15) thresholds based on their own climatology. We compute the 30-years mean and the monthly variability (each Table 5 .
The monthly variability of DS15 is overall about twice the mean in SC, and of the same order as the mean in NCK. It illustrates how large the variability of extreme events can be. The models can reproduce this signal, though the mean and variability are too low in HG3 in SC, and too high in HRC. These biases correspond to the wet and dry biases mentioned in the previous sections. For PR99, both monthly and interannual variabilities are lower, all values being close to 0.02. The models have good skill at reproducing mean and variability signals for each region, though the variability is slightly underestimate in HRC over SC. The interannual variability is estimated here to be about the same order as the monthly variability. However, this is due to our approximation of the variability as being equal to Fig. 7 , high and low peaks in PR99 or DS15 can be observed (in both the observations and models). It means that specific months can coincide with a large number of extreme events, but these peaks are too rare to impact the monthly standard deviation of the total signal. The interannual variations are also characterized by some peaks, but with lower amplitude. Both models have overall good skills in capturing the main characteristics of the signal.
A specific point to consider is the tropical cyclone (TC) activity during summer. Depending on the ability of models to simulate TCs, it could lead to a bias in the extreme indices during JJA, especially for PR99 in SC. However, an investigation of the occurrence of TCs is beyond the scope of this work, thus we consider TCs as a part of the uncertainties associated with the results.
The variability of extremes is significant compared to the mean signal. Thus it raises the question of what can impact the occurrence of extreme events and what can lead to specific months (or years) being prone to extreme weather conditions? It is especially important to understand the conditions associated with these extremes in the current climate to anticipate how this variability could be affected in a changing climate.
Dynamical control of the variability of extreme events
We saw in the previous section that the variability of extreme indices can have a significant impact. It is thus important to understand what controls this variability. Because these indices are related to precipitation, an initial assumption would be a control by the moisture content in the atmosphere. However the atmospheric circulation may also play a role, by advecting humid air masses from the ocean or dry air from the continent for instance. We will attempt here to identify the main control patterns in several dynamical atmospheric variables, using a composite and correlation approach. We first compute the correlation between each index (DS15 and PR99) and different monsoon indices that describe the monsoon circulation (e.g. Jhun and Lee 2003; Wang et al. 2008; Wang and Chen 2014) . These indices are based on the papers cited above and defined as follows (brackets indicate regions of averaging):
• East Asia Summer Jet:
• West North Pacific Summer Monsoon:
• East Asia Winter Monsoon:
The three monsoon indices are illustrated in Fig. 8 for NCEP reanalysis (black line), HG3 (red line) and HRC (blue line). The EASJ is well simulated by HG3, especially during summer time. HRC can reproduce the shape of the seasonal variation, but it has a low bias of 5-10 m s −1 . The wind shear in the North West Pacific (illustrated by WNPSM) is not as well reproduced by the models during summer. HG3 has a good transition period between April and July, and it can simulate the break during June-July, but the index is too high during late summer. In contrast, in HRC the transition is too strong, and it reaches a maximum in June. After that, the index value decreases and is closer to NCEP during late summer. Finally, the observed seasonal variation of EAWM is well simulated in both models, but HG3 has a small positive bias during winter and HRC has a low bias throughout the year. The biases seen in the EASJ and EAWM indices for HRC indicate that subtropical East Asia jet in this model is too weak. This may explain the dry tendency in the model. Indeed, as shown by Li and Zhang (2008) , a weak jet is related to weak precipitation over the East Asia region. The correlation between extreme indices and monsoon indices are summarized in Table 6 and discussed in the next section. Bold font is used to highlight the correlation coefficients larger than 0.17 (corresponding to the 90 % confidence level, based on a student t-test, when considering each month as independent). In addition, we compute the correlation between the monthly anomalies of the extreme indices (averaged over NCK and SC) and the monthly anomalies of the sea surface temperature (SST) and six atmospheric fields: wind intensity (i.e. absolute wind speed) at 850 hPa (Wind850), wind intensity at 200 hPa (Wind200), sea level pressure (SLP), the 500 hPa geopotential height (GPH500), the velocity potential at 200 hPa (VP200) and atmospheric surface temperature (TAS). These correlations give a first approximation of how the large scale dynamics is linked to the monthly variability of extreme indices (averaged over each region). For each extreme index, we also selected the months with a level of occurrence larger than 1 standard deviation (above the grey shading on Fig. 7 ) and the composites of the dynamical variables are computed using these specific months. Figures 9 and 10 display respectively the composites of DS15 and PR99. In these figures, the regions where the confidence level is higher than 99 % (based on the correlation) are displayed. Lower confidence patterns (80 %) are also analysed but not shown.
The composites and correlations are also computed for the interannual variability, using seasonal anomalies instead of monthly anomalies (Table 7 ; Figs. 11, 12 ).
Monthly variability
The monthly variability is first investigated (Table 6; Figs. 9, 10). Fig. 9) is mostly characterized by large positive anomalies of TAS and GPH500 over the northern part of the continent. This anomaly is visible in the observations and both models and for both NCK and SC regions. Corresponding to the near surface high temperature anomaly, low pressure (SLP) anomaly occurs in the high latitude Northeast Asia. The westerly (wind850) is likely strengthened from Siberia to the North-East Asia region corresponding to the pressure and temperature anomaly pattern. The downstream northwesterly anomaly is related to an increase of the dry air transport and drought over NCK (patterns appear more clearly at lower confidence level). On the other hand, associated with the drought over SC, the increase of the lower-tropospheric north-westerlies is also marked near the border between the high and low pressure anomaly; these circulation and pressure anomalies occur relatively southward over the coastal region of East Asia and also favour the southward dry air transport.
DS15 (
Besides, the enhanced upper-tropospheric westerly is likely also related to the land-sea pressure contrast. Overall, composite of DS15 are mainly characterized by strong positive anomalies of TAS and winds over the continent; and both models can reproduce the patterns. A speculation is that in a warming climate the polar regions warm faster, and the consequently induced a series changes of the atmospheric condition which favour more extreme DS15 during winter of East Asia. We also find that the signal on SST is less clear and is only visible at lower confidence level with a negative anomaly over the equatorial Pacific and positive anomaly over the North-Eastern Pacific, which is a typical La-Niña pattern. It is mostly visible in APHRO and HRC (that use the same SST forcing), but not in HG3.
The correlation between DS15 and the winter monsoon index EAWM (Table 6 ) are non-significant. It indicates that using this index is not enough to link the monsoon circulation to the occurrence of extreme dry events.
The composites for PR99 (Fig. 10) show clear patterns over the oceanic region. In APHRO, positive anomalies of SST over North-West Pacific and India Ocean indicate an increase in moisture sources. These positive SST anomalies are also visible in the models at lower confidence. Along with the SST anomaly, a clear positive SLP pattern (for NCK) also covers most of the North Pacific (this pattern is stronger in APHRO at lower confidence level). It corresponds to a strengthening of the Pacific High. As a consequence, wind850 is strengthened along the coast of East Asia, corresponding to an enhanced summer monsoon circulation (and an increase of the moisture transport from the southern ocean to East Asia). We also note a significant negative wind850 anomaly in HRC over the Bay of Bengal Peninsula. In this model, the SLP patterns over East Asia are larger, which suggests a stronger response of the atmospheric circulation. Thus, the increase of southerlies along the coast of East Asia is even stronger, but the westerlies from the Indian Ocean are reduced (the anomaly is on the opposite direction of the climatology). HG3 has weaker signal but still confirms the positive wind and SST anomalies near the South-East Asia (for SC). Finally, a large positive (negative) pattern is observed for VP200 over the Pacific (Indian ocean) in HRC and APHRO (at lower confidence level). This interesting signal indicates that PR99 tend to be more frequent when the monsoon convective area is reduced over the Pacific and enhanced over the Indian ocean, i.e. when the monsoon system moves westward. This signal is also found in HR3 for SC (at lower confidence level). The correlations between PR99 and both summer monsoon indices are weak (Table 6 ) and sometimes in contradiction between observations and models. Given the complexity of the composite patterns, using monsoon indices based on averaging over large region is not enough to catch the signal. In this case, a spatial (composite) analysis is more appropriate.
The variability of PR99 is mostly associated to ocean SST and SLP anomalies, i.e. moisture sources and transport. Once again, this supports the idea that in a warming climate, conditions triggering extreme precipitation over East Asia could become more frequent (because of the warmer SST). But the transport (wind850) has also a significant role, as illustrated by the composites, and could enhance or reduce the effect of the SST, depending on how the atmospheric circulation would react to global warming. It is also found that even when the monsoon convective intensity is reduced over the Pacific ocean PR99 increases. The underlying mechanism is that the moisture is less easily consumed over the convective area and more easily transport to the East Asia region where it can enhance heavy rainfall occurrence.
The previous results illustrate the different anomaly patterns associated with DS15 and PR99 variability. The first is driven by continental temperature and pressure, while the second is more related to ocean temperature and pressure. In both cases, the low level monsoon circulation is enhanced. There is good agreement between observations and models, though some differences in patterns and confidence levels exist. However, the monsoon indices do not have a correlation with extreme indices. This suggests that these types of indices are not easily linked to the variability of extreme events, at least not in the way we have defined them. HG3 has overall less agreement with the observations and its signals are less clear. On the opposite, HRC tends to have stronger and more clear signals. It illustrates well the importance of the coupling and airsea interaction in the GCMs. HG3 atmospheric dynamics may be moderated too strongly by its interaction with the coupled ocean model, while the dynamics in HRC responses with more intensity to the SST forcing and is also more easily influenced by the continental conditions because of the lack of feedback with the ocean. The air-sea interactions could be a key point in the model observed biases, but because HRC and HG3 are two different atmospheric models, a clear conclusion cannot be made. Another point is that tropical cyclones may play a role in the variability in PR99. Because in our analysis we didn't separate the contribution from TCs, this may impact the results of our correlations and lead to patterns that are less clear. Nevertheless, a clear signal is identified in the large scale circulation. This means that the TCs are not the only factor responsible for extreme precipitation variability in East Asia and that the monsoon circulation also plays a significant role in modulating these extremes.
Control of the interannual variability
We now focus on the interannual variability controls (Table 7; Figs. 11, 12) . Though this variability is lower in terms of magnitude, it can still significantly enhance or reduce extreme event occurrences from one year to another.
The confidence levels are overall below 99 % making these results less significant. Thus we plotted the figures with a 90 % condidence level for this section. The composites for DS15 (Fig. 11) are less clear compared to ones based on the monthly variability (Fig. 9) . It is still possible to identify positive patterns of TAS, GPH500 and wind850 over continent in the models, especially for HRC over SC (bottom-right panel). The HRC model shows a strong control of the continental temperature for DS15 in SC, which may explain its tendency to be drier than observed in SC (Sect. 3). Even at lower confidence levels it is difficult to identify clear common characteristics between observations and each models. It could indicate that DS15 interannual variability is not strongly related to the atmospheric variables we chose or to the SST, though the La-Niña pattern can also be identified (but it is not visible at 99 % confidence level). Correlations with the winter monsoon indices are also non-significant (Table 7) . PR99 composites (Fig. 12 ) exhibit patterns of positive SST over the Pacific, in the observations and models (that appear less clearly at higher confidence level) and cover a large part of the ocean. It is a clear indication that the ocean temperature (and the source of moisture) is the main driver of PR99 interannual variability during JJA. In addition, HRC shows similar patterns of SLP and wind850 (compared to monthly variability), i.e. the strength of the Pacific High. Once again, the atmospheric response is stronger in this model than in the observations. This illustrates the importance of air-sea interaction and the sensitivity to SST forcing. The same dipole of positive (and negative) anomaly over Pacific (and Indian ocean) for VP200 can be seen and confirms the results from the monthly variability. Correlations with the summer monsoon indices tend to be negative (Table 7) , especially for WNPSM. But given the composite analysis, it is clear that the wind patterns should be considered carefully, and that the monsoon indices may not be appropriate to provide a clear view of the real mechanisms.
In terms of interannual variability, it is difficult to have a clear conclusion about DS15 variability control. On the other hand, PR99 variability is clearly linked to ocean surface temperatures, with significant relationships found in both observations and models. A warmer SST is, not surprisingly, expected to favour PR99 events over East Asia. But in contrast to the monthly variability, the monsoon circulation does not exhibit a strong signal in terms on the interannual variations, except for the strength of the convective area (VP200). This illustrates the different mechanisms that can impact extreme events, depending on the timescales. Also, the interannual analysis may be limited by the short period (30 years). Longer datasets could be useful to obtain better composites and stronger results.
An important point is the composite analysis is only based on one observational dataset. Other observations could lead to different results or help to confirm the previous ones. Due to the difficulty to have high resolution datasets that cover the same period as the models, we chose to focus only on APHRO for this analysis. Another reason is the APHRO and the two models have the same resolution, thus results can be compare more easily independently of the impact of the horizontal resolution. The use of different observational datasets should be considered in future works.
Summary and discussion
This paper investigates two types of extreme weather events related to precipitation, drought spells (DS15) and daily heavy rainfall (PR99), using observations and two high resolution global climate models. The analysis focuses on the continental East Asia, a region heavily populated and thus threatened by such weather events, separated in two main sub-regions: North China and Korea (NCK) and South China (SC).
Both high resolution models exhibit good skills at representing extreme events over East Asia when compare to observations and they are more accurate than the CMIP5 ensemble in reproducing spatial patterns. They can also capture the seasonal and interannual signals of each extreme index. Dry and wet bias are identified in SC region for HRC and HG3 respectively. This behaviour is a common problem in many models, as shown by the scattering of the CMIP5 ensemble over SC. We also point out that, depending on the observational method (satellite or ground station), the estimation of precipitation is different. Overall, the both high resolution models have results within the range of observation uncertainties.
The dynamical impact of the atmospheric circulation on the variability of extremes is then investigated. Both monthly and interannual variabilities are considered, using only the seasons with the highest occurrence of each extreme (DJF for DS15 and JJA for PR99). In order to assess the relationship between extremes and atmospheric large scale circulation, spatial correlations and composite analyses are used with several dynamical fields (Wind850, Wind200, TAS, GPH500, VP200, SLP) and SST.
The monthly variability of extremes, which is also the larger in terms of intensity, is mostly controlled by local wind intensity and the strength of the Pacific high, with a good agreement between observations and HRC.
The intensity of the DS15 is linked to the TAS and atmospheric pressure over the northern part of the continent and both models can reproduce this signal with good confidence.
When looking at the interannual variability (Sect. 4.2), the large scale conditions have less significant impact on DS15, and the only clear pattern associated to PR99 is found for the SST in APHRO and both models.
The use of monsoon indices (EASJ, WNPSM and EAWM) was found to be inappropriate to be directly linked to the variability of extreme indices. Other circulation indices could be investigated in future works (such as NAO or OA), as it seems from results of Sect. 4 that long distance teleconnections exist especially for DS15.
With our analysis, we showed that extremes in East Asia are strongly related to the temperature over the continent and the monsoon circulation in terms of monthly variability, and to the ocean temperature in terms of interannual variability. Extreme events are often associated with local condition or specific atmospheric systems like tropical cyclones. But what is showed in this work is that the variability of the extremes is significantly linked to the variability of larger scale conditions, especially in terms of monthly variability.
Our results also highlights the importance of the air-sea interaction and the sensibility of the parameterization as it can directly affect the signals of extreme indices. HG3 has overall a weaker composite signal, meaning that the extreme events in this model are less easily related to a well identified dynamical pattern. On the opposite, composite of HRC are close to observations but with stronger intensity, that show that this model tend to response more strongly to the variability of the forcing SST and continental conditions. The too weak (HG3) or too strong (HRC) responses could explain a part of the biases observed in the first part of this work.
High resolution GCMs are useful for climate studies and can significantly improve the results when looking at extreme events. However, it has been point out in this study that they can also suffer some biases, and their sensible coupling (or forcing) to the ocean models can be a difficulty. The use of regional climate models (RCMs) could present some advantages for these studies, as illustrated for instance with the RegCM4 regional model used over multiple domains (Giorgi et al. 2012) . As their cost is lower, it is more easy to get longer datasets, that could help to analyze the interannual variability. The lower size of the data makes also easier to use many different RCMs to have a better view of the uncertainties or similar behaviours. Also, as they are developed for regional analyses, they can be parametrized more adequately to reproduce the observation signals and thus limit the biases, as shown by Park et al. (2015) for extremes events over the East Asia region. However, as mentioned in the introduction, the use of RCMs has also some limitation, especially for the analysis conducted in this work because it uses large domain for the correlation and composite analyses.
A common assumption for future projections of the climate is that an increase in atmospheric moisture could favour an increased frequency of extreme events. However, here we show that the changes in large scale circulation could also have a significant impact in controlling these events, especially because the continental temperature is expected to increase faster in a warming world and would lead to an increase in the land-sea contrast during winter. There are also some indications that the northern part of Siberia would have a strong impact on extremes in Asia. Because this region is very sensitive to any change in global temperature, it raises the question as to what extent it could affect the occurrence of extremes over tropical regions in future projections.
