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Ellipticity in the interior transmission problem in
anisotropic media
E.Lakshtanov∗ B.Vainberg†
Abstract
The paper concerns the discreteness of the eigenvalues and the solvability of the
interior transmission problem for anisotropic media. Conditions for the ellipticity
of the problem are written explicitly, and it is shown that they do not guarantee the
discreteness of the eigenvalues. Some simple sufficient conditions for the discreteness
and solvability are found. They are expressed in terms of the values of the anisotropy
matrix and the refraction index at the boundary of the domain. The discreteness of
the eigenvalues and the solvability of the interior transmission problem are shown
if a small perturbation is applied to the refraction index.
Key words: interior transmission eigenvalues, anisotropic media, Shapiro-Lopatinskii
condition
1 Introduction
The interior transmission eigenvalue problem in isotropic media was first introduced in
1986 by Kirsch [11] in connection with the properties of the far field operator and an inverse
scattering problem for the reduced wave equation. The further results on this problem
were obtained by Colton and Monk [7], see the review [9] for more references. A study
of the same problem for anisotropic media was initiated in [8]. One of the important
questions in the area is whether the set of the eigenvalues of the interior transmission
problem is discrete. Conditions for the discreteness of the eigenvalues were extensively
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studied. The properties of the media are described by a matrix A(x) = At(x) and a
function n(x) which determine the coefficients of the corresponding equation in a bounded
domain O. This paper concerns the anisotropic case (A 6= a(x)I were a is a function, I
is the identity matrix). The discreteness in the anisotropic case was proved under certain
conditions on A, n in the whole domain O: A 6= I, n 6= 1 at each point x ∈ O or
A > I, n ≡ 1 for all x ∈ O ([3],[4],[6],[12]). Then it was shown (see [2]) that it is sufficient
to have inequalities A > I, n > 1 or 0 < A < I, n < 1 only at the boundary ∂O.
This paper contains much more general conditions which guarantee the discreteness
of the interior transmission eigenvalues and the solvability of the interior transmission
problem for anisotropic media. If A and n are real valued, these conditions are imposed
on the values of A, n only at the boundary of the domain, and the conditions are much
less restrictive than the ones mentioned above. The results are based on the theory of
elliptic problems and parameter-elliptic problems. The latter problems are also called
the elliptic problems with a parameter, see [1],[10] and references there; they are not
simply elliptic problems depending on a parameter. For example, ∆ − k2, k > 0, is a
parameter-elliptic equation, and ∆ + k2, k > 0, is not. Note that the ellipticity of the
interior transmission problem alone does not lead automatically to the discreteness of the
eigenvalues (counterexamples are provided in the paper), and some additional assumptions
are needed.
We describe now our assumptions in the case of real valued A (the general complex A
are considered in the paper). As usual, we assume that the equations under consideration
are elliptic. This implies that all the eigenvalues of A have the same sign. The ellipticity of
a boundary value problem requires the ellipticity of the equations and a certain relation
between the equations and the boundary conditions. The latter is called the Shapiro-
Lopatinskii condition. We will show that the Shapiro-Lopatinskii condition for the two-
dimensional (d = 2) interior transmission problem is equivalent to the following relation
at the boundary of the domain: detA(x0) 6= 1, x0 ∈ ∂O. While this condition does not
guarantee the discreteness of the eigenvalues, it will be shown that the discreteness takes
place for generic potentials. Namely, it is true for potentials cn(x) with arbitrary complex
valued n when the complex constant c takes any value except possibly from a finite set
{cj}, 1 ≤ j ≤ N.
Sufficient conditions for the discreteness will be given for an individual n(x) (when
c = 1). In the two-dimensional case, we assume that the following relations hold at the
boundary: detA(x0) 6= 1, x0 ∈ ∂O, and an(x0) 6= 1, x0 ∈ ∂O. Here a = ν · Aν and ν
is the unit normal to ∂O. Then the interior transmission eigenvalues form a discrete set
if n(x) 6= 0, x ∈ O, and n is real or |Im n| ≥ ε > 0. In the three-dimensional case, we
impose a somewhat more complicated inequality on the coefficients of the matrix A at
the boundary. For example, one can consider real valued elliptic A such that A > I or
0 < A < I at the boundary if n satisfies the same properties as in the two-dimensional
case d = 2. One also may consider matrices A with some eigenvalues larger than one
and some smaller than one. The simplest example is given by a matrix which is diagonal
at the boundary of the domain in a basis which consists of two vectors tangential to the
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boundary and of the normal ν. If λ1, λ2, λ are the diagonal elements of the matrix and
λ1 ≤ λ2, then our conditions hold when 1/λ /∈ [λ1, λ2].
2 Main results
Let O ∈ Rd be an open bounded domain with C2 boundary ∂O and the outward normal
ν. We will be mostly concerned with the cases d = 2, 3, but all the results below can be
automatically carried over to any dimension d. Given f ∈ H3/2(∂O), g ∈ H1/2(∂O),
the interior transmission problem (ITP) [4] consists of funding functions u, v ∈ H2(O)
satisfying the equations
∆u+ k2u = 0, x ∈ O,
∇A∇v + k2n(x)v = 0, x ∈ O, (1)
and the boundary conditions
u− v = f, x ∈ ∂O,
∂u
∂ν
− ∂v
∂νA
= g, x ∈ ∂O. (2)
Here H2(O), Hs(∂O) are Sobolev spaces, A(x), x ∈ O is a smooth symmetric (A = At)
elliptic matrix with complex valued entries, n(x) is a smooth function, and the co-normal
derivative is defined as follows
∂
∂νA
v = ν · A∇v.
The values of k ∈ C for which the homogeneous problem (1), (2) has a non-trivial solution
are called the interior transmission eigenvalues.
Definition 2.1. Recall that the ellipticity of the matrix A in dimension d ≥ 3 means that
the quadratic form with the matrix A is not degenerate, i.e., ξ ·A(x)ξ 6= 0 for 0 6= ξ ∈ Rd.
The following property of the elliptic matrices is important. Given two linearly inde-
pendent vectors 0 6= ξ(1), ξ(2) ∈ Rd, let us solve the quadratic equation
(ξ(1) + λξ(2)) · A(x)(ξ(1) + λξ(2)) = 0 (3)
with respect to λ. Then one of the roots will have a positive imaginary part and another
root will have a negative imaginary part. This property is more restrictive than the non-
degeneracy of the quadratic form when the dimension d = 2, and it is usually included in
the definition of the ellipticity:
Definition 2.2. When d = 2, a matrix A is elliptic if, for any two linearly independent
vectors 0 6= ξ(1), ξ(2) ∈ R2, one of the roots of the quadratic equation (3) has a positive
imaginary part and another root has a negative imaginary part.
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The ellipticity of the equations (1) is not enough for the whole boundary value problem
to be elliptic. An additional condition (Shapiro-Lopatinskii condition) is needed for the
problem (1), (2) to be elliptic. The latter condition depends on the coefficients of the
equations at the boundary and on the boundary operators. In order to state this condition,
let us fix an arbitrary point x0 ∈ ∂O and choose a new orthonormal basis {ej}, 1 ≤ j ≤ d,
centered at the point x0 with ed = ν, where ν is the normal to the boundary at the point
x0. The vectors e1, ..., ed−1 belong to the tangent plane to ∂O at the point x0. Let y be
the local coordinates defined by the basis {ej}, and let C = C(x0) be the transfer matrix,
i.e., y = C(x− x0).
We fix the point x = x0 in equations (1), (2) and rewrite the problem in the local
coordinates y. Then we get the following problem with constant coefficients in the half
space yd > 0 :
∆yu+ k
2u = 0, yd > 0,
∇yA˜∇yv + k2n(x0)v = 0, yd > 0, (4)
u− v = f, yd = 0,
∂u
∂yd
− ∂v
∂n
A˜
= g, yd = 0.
(5)
Here
A˜ = A˜(x0) = CA(x0)C∗.
The entries of the matrix A˜ = (ai,j) are equal to ai,j = ej · A(x0)ei. The co-normal
derivative in the boundary condition equals ed · A˜∇y.
It will be shown below that the following assumptions coincide with the Shapiro-
Lopatinskii condition for the ellipticity of the problem (1), (2).
Assumption 2.3. If d = 2, then we assume that at least one of the following two condi-
tions holds at each point x0 ∈ ∂O: detA(x0) 6= 1 or Re a2,2 < 0.
If d = 3, then consider the following 2× 2 matrix
B =
( ∑2
i,j=1 ai,jτiτj , a1,3τ1 + a2,3τ2
a1,3τ1 + a2,3τ2, a3,3
)
, τ = (τ1, τ2) ∈ R2. (6)
Assumption 2.4. If d = 3, then we assume that at least one of the following two con-
ditions holds at each point x0 ∈ ∂O: detB(x0) 6= 1 for unit vectors τ : |τ | = 1, or
Re a3,3 < 0. Note that the condition detB 6= 1 is equivalent to the non-degeneracy of the
quadratic form with the matrix
M(x0) :=
(
a3,3a1,1 − (a1,3)2 a3,3a1,2 − a1,3a2,3
a3,3a2,1 − a1,3a2,3 a3,3a2,2 − (a2,3)2
)
− I, x0 ∈ ∂O.
If matrix A is real, the latter condition simply means that detM > 0.
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Remarks. 1. Obviously, assumption 2.4 holds if A˜ is a diagonal matrix with positive
elements λ1, λ2, λ on the diagonal, λ1 ≤ λ2 and 1/λ /∈ [λ1, λ2].
2. Assumption 2.4 holds if A(x0) > I, x0 ∈ ∂O, or 0 < A(x0) < I, x0 ∈ ∂O, (the
previous remark indicates that the latter inequalities are not necessary for the validity
of the assumption 2.4). To justify the remark, it is enough to note that detB(x0) is a
diagonal minor (the complement of the element b1,1) of the matrix B̂ = D
∗A˜D, where
D =

 τ2 − τ1 0τ1 τ2 0
0 0 1

 .
Hence, the eigenvalues of B are located between the smallest and the largest of the
eigenvalues of the matrix B̂. The latter eigenvalues coincide with the eigenvalues of A.
Proposition 2.5. Let matrix A be elliptic. Then Assumptions 2.3, 2.4 are equivalent to
the Shapiro-Lopatinskii condition for the ellipticity of the problem (1), (2).
Proof. We will assume that d = 3. Let us apply the formal Fourier transform to (4),
(5) with respect to the tangential variables y1, y2. Then the differentiation with respect
to y1, y2 in (4), (5) will be replaced by multiplication by iτm, m = 1, 2, and we obtain a
boundary problem for the system of ordinary differential equations for functions û, v̂ on
the half line t = y3 > 0. Consider only stable solutions of the corresponding equations,
i.e., solutions vanishing at t → ∞. The Shapiro-Lopatinskii condition (which defines
the ellipticity of the problem (1), (2)) states that, for each x0 ∈ ∂O, the homogeneous
problem for û, v̂ has only the trivial stable solution.
The following equation û′′(t) − û(t)|τ |2 = 0 holds for û, and its stable solution is
û(t) = Cue
−t|τ |, where Cu = Cu(τ) is a constant. Equation for v̂ has the form
v̂′′a3,3 + 2i(a1,3τ1 + a2,3τ2)v̂
′ − (
2∑
i,j=1
ai,jτiτj)v̂ = 0, (7)
and, for each τ, |τ | 6= 0, its characteristic equation
λ2a3,3 + 2iλ(a1,3τ1 + a2,3τ2)v̂
′ −
2∑
i,j=1
ai,jτiτj = 0
has exactly one root λ = λ0 with a negative real part,
λ0 =
−(a1,3τ1 + a2,3τ2)i−
√
a3,3
∑2
i,j=1 ai,jτiτj − (a1,3τ1 + a2,3τ2)2
a3,3
, (8)
due to the ellipticity of the matrices A and A˜. Note that the value under the root sign
in the formula above equals detB. The value of the square root in that formula is chosen
uniquely in such a way that
Re(
√
detB/a3,3) > 0. (9)
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This choice is needed to guarantee that Reλ0 < 0. The stable solution of (7) is v̂ = Cve
λ0t.
If f = g = 0, the first boundary condition in (5) implies that Cu = Cv = c, and from
the second condition in (5) it follows that
c(−|τ | − i(a1,3τ1 + a2,3τ2)− a3,3λ0) = 0.
Hence, the ellipticity condition is
−|τ | − i(a1,3τ1 + a2,3τ2)− a3,3λ0 6= 0 for |τ | 6= 0,
which is equivalent to √
det B 6= |τ | for |τ | 6= 0.
The latter condition can be written in the form
√
det B 6= 1 when |τ | = 1 since detB
is homogeneous in τ . Thus, the Shapiro-Lopatinskii condition could be violated only
if detB = 1 for some τ, |τ | = 1. However, it will not be violated even in this case if
Rea3,3 < 0 since the root
√
det B is chosen by the condition (9).
The proof is complete.
Consider the operator Lk : H(O)→ H(O, ∂O), where
H(O) = H2(O)×H2(O), H(O, ∂O) = H0(O)×H0(O)×H3/2(∂O)×H1/2(∂O),
which corresponds to the problem (1), (2) with non-zero right hand sides in all the equa-
tions, i.e.,
Lk(u, v) = ((∆ + k
2)u, (∇A∇+ k2n)v, γ(u− v), ∂
∂ν
u− ∂
∂νA
v),
where γ is the trace operator and the last component of the vector on the right is also
evaluated at the boundary. Recall that a linear operator in Hilbert spaces is called Fred-
holm if its range is closed and the dimensions of the kernel and co-kernel (orthogonal
complement to the range) are finite and equal.
Theorem 2.6. Let the matrix A be elliptic and Assumptions (2.3), (2.4) hold (i.e., the
problem (1), (2) is elliptic). Then
a) there exists an integer m ≥ 0 such the dimension of the kernel of the operator Lk
equals m for all k ∈ C except possibly a discrete set of points where the dimension of the
kernel is finite, but greater than m; in particular, if m = 0 at one point k = k0 ∈ C, then
the interior transmission coefficients form a discrete set;
b) for all k ∈ C, the range of the operator Lk is closed and the dimension m1 of the
co-kernel (the orthogonal complement to the range) is finite, the index χ = m −m1 does
not depend on k;
c) if the matrix A is real valued, then χ = 0.
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Proof. The first two statements of the theorem are the standard properties of the
general elliptic boundary value problems which depend analytically on a parameter (see
[5],[1],[10]). Let us prove the last one. Since χ is k-independent, it is enough to show that
χ = 0 for the operator L0.
Consider the operator S : H(O)→ H(O, ∂O),
S(u, v) = (0, iv, 0, 0).
The following inhomogeneous problem corresponds to the operator L0 + εS
∆u = F ∈ H2(O), x ∈ O,
∇A∇v + iεv = G ∈ H2(O), x ∈ O, (10)
u− v = f, x ∈ ∂O,
∂u
∂ν
− ∂v
∂νA
= g, x ∈ ∂O. (11)
Let us show that the kernel of the operator L0 + εS, ε > 0, is trivial.
Let (u, v) ∈ Ker(L0 + εS). The Green formulas imply
0 =
∫
O
(u∆u− u∆u) dx =
∫
∂O
(
u
∂u
∂ν
− u∂u
∂ν
)
dS,
0 =
∫
O
(
v∇A∇v − v∇A∇v − 2iε|v|2) dx = −2iε ∫
O
|v|2dx+
∫
∂O
(
v
∂v
∂νA
− v ∂v
∂νA
)
.
From here and the homogeneous boundary conditions (11) for u, v it follows that v = 0.
Since u = v = 0 at the boundary and u is harmonic in O, function u also vanishes in O,
i.e., the kernel of L0 + εS, ε > 0, is trivial. The same arguments are valid if ε < 0.
Let us find now the co-kernel of the operator L0+ εS, ε > 0. We look for the solution
of the problem (10), (11) in the form (u, v) = (w, 0) + (u1, v1), where w ∈ H2(O) is an
arbitrary function with w = f, ∂w
∂ν
= g on ∂O. This reduces the problem (10), (11) to
the problem for (u1, v1) with different F,G and homogeneous boundary conditions. The
latter problem is solvable if the right-hand side in (10) is orthogonal to Ker(L0 − εS),
which is proved to be trivial. Hence, the problem (10), (11) has a solution for arbitrary
right-hand sides, i.e., the co-kernel of L0 + εS, ε > 0, is trivial. Hence, χ = 0 for the
operator L0 + εS, ε > 0. Since the index is homotopy invariant, χ = 0 for L0.
The proof is complete.
The next couple of examples show that the interior transmission eigenvalues for an
elliptic problem (1), (2) may cover the whole complex plane, i.e., the kernel of an elliptic
operator Lk may be non-trivial for all k ∈ C.
Two examples. 1. Let O ∈ R3 be the unit cube, let A be the diagonal matrix with
elements 1, 2, 3 on the diagonal, and let n(x)=1, i.e., the second equation in (1) has the
form
vx1,x1 + 2vx2,x2 + 3vx3,x3 + k
2u = 0.
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Choose u = v = a cos kx1 + b sin kx1. Then functions (u, v) satisfy the homogeneous
equations (1), (2) for any k ∈ C, i.e., each k ∈ C is an interior transmission eigenvalue,
and the dimension m of the kernel of the operator Lk is at least two. On the other
hand, the Shapiro-Lopatinskii condition holds on the smooth part of the boundary for
the problem under consideration due to the Remark 1 after the Assumption 2.4. The
boundary ∂O is infinitely smooth in the next example.
2. Let O ∈ R2 be the disk r < 1, where (r, φ) are polar coordinates in R2, and let the
second equation in (1) be ∂
2v
∂r2
+ 1
r
∂v
∂r
+ a(r)
r2
∂2v
∂φ2
+ k2v = 0, where a > 0 is a smooth positive
function, a(1) 6= 1 and a(r) = 1 for r < 1/2. The above equation for v is symmetric and
can be written in the form indicated in (1). The matrix A will be smooth since the equation
for v coincides with the Laplacian when r < 1/2. Since detA(x0) = a at the boundary,
the assumptions of Theorem 2.6 hold. The dimension m of the kernel of the operator Lk
in that example is at least one since u = v in the kernel of the operator Lk if they are
smooth functions depending only on r and satisfying the equation yrr +
1
r
yr + k
2y = 0.
This example can be easily carried over to the spherical layer in any dimension.
In spite of these examples, the interior transmission coefficients form a discrete set in
C for elliptic problems with real matrix A and generic potential n. To be more exact, the
following statement holds.
Theorem 2.7. Let the assumptions of Theorem 2.6 hold (i.e., problem (1), (2) is elliptic)
and let the matrix A be real. Then there exists a finite set Q of complex numbers such
that the interior transmission eigenvalues form a discrete set in C for any problem with
n(x) replaced by cn(x) if c /∈ Q. The operator Lk which corresponds to the problem with
the potential cn(x), c /∈ Q, is a bijection when k is not a transmission eigenvalue.
Proof. Denote by L(k2, k2cn(x)) the operator Lk which corresponds to the problem
with function n(x) in the equation replaced by cn(x). The arguments k2, k2cn(x) for the
operator L in the previous line indicate the coefficients for unknown functions in equations
(1). We also will need the operators
L(1) = L(κ+ i, κ2n(x)), L(2) = L(κ2 + i, κ2n(x)),
which correspond to the problem (1), (2), where the first equation is replaced by ∆u +
(κ+ i)u = 0 and ∆u+(κ2+ i)u = 0, respectively. After these changes of the first equation
in (1), the problem (1), (2) remains elliptic and depends analytically on the parameter
κ. Hence, the first two statements of Theorem 2.6 are valid for the operators L(1), L(2).
Moreover, it was shown in the process of the proof of the last statement of Theorem
2.6 that operators L(1), L(2) are bijections when κ = 0. Thus there are discrete sets
{αs, s = 1, 2, ...} and {βs, s = 1, 2, ...} in C such that the operators L(j), j = 1, 2, are
bijections when κ /∈ {αs} and κ /∈ {βs}, respectively.
Let us find now all the couples (k, c) for which the operator L(k2, k2cn(x)) coincides
with L(1) = L(κ+i, κ2n(x)) for some κ 6= αs. The operator L(k2, k2cn(x)) is a bijection for
those (k, c). This will happen when k2 = κ+ i, k2c = κ2, κ 6= αs, i.e., k =
√
κ+ i, c =
8
κ2
κ+i
. Hence, for each c 6= α2s
αs+i
, one can find a root κ(c) of the quadratic equation c = κ
2
κ+i
and determine at least one value of k = k(c) =
√
κ(c) + i for which L(k2, k2cn(x)) is a
bijection. Then the operator L(k2, k2cn(x)) is a bijection for given c and all k ∈ C except,
possibly, a discrete set of points, due to Theorem 2.6. Thus the statement of Theorem
2.7 is valid when c /∈ Q1 = { α
2
s
αs+i
, s = 1, 2, ...}.
Similarly, one can compare the operator L(k2, k2cn(x)) and L(2). This will lead to the
relations k =
√
κ2 + i, c = κ
2
κ2+i
, κ 6= βs, which imply c = κ2κ2+i . The latter equation can
be solved for κ if c 6= 1. Thus the statement of Theorem 2.7 is valid when c /∈ Q2 =
{ β2s
β2s+i
, s = 1, 2, ...}⋃{1}, and therefore it is valid when c /∈ Q = Q1⋂Q2. It remains to
note that the sets {αs} and {βs} may have a limiting point only at infinity. Hence, Q1
may have a limiting point only at infinity, Q2 may have a limiting point only at c = 1,
and therefore their intersection Q has at most a finite number of points.
The proof is complete.
The next statement provides conditions which guarantee that the set of the interior
transmission eigenvalues is discrete for a chosen matrix A and a potential n. These
conditions consist of two parts:
First, we will assume that there exists a ray l = {eiφρ, ρ ≥ 0, } in the complex plane
for which the second equation in (1) is a parameter-elliptic equation with the parameter
k ∈ l (they are also called elliptic equations with a parameter, see [1], [10] and references
there; not to be confused with elliptic equations depending on a parameter). This means
the following. Consider the characteristic polynomial P = P (x, σ, k) of the equation:
P = −σ ·A(x)σ+k2n(x), σ ∈ R3, k ∈ l. Recall that the ellipticity of the second equation
in (1) (or the matrix A) implies that the quadratic (in σ) form P (x, σ, 0) = −σ · A(x)σ
is not degenerate. The parameter-ellipticity means that the form P (x, σ, k), which is
quadratic in σ, k ∈ l, is not degenerate. Thus the first condition can be stated as follows.
Condition I. There exists a constant c > 0 such that |P (x, σ, k)| ≥ c(|σ|2 + |k|2) for
all x ∈ O, σ ∈ R3, k ∈ l.
Note that the latter inequality is homogeneous in σ, k ∈ l and can be checked only
for |σ|2+ |k|2 = 1. Note also that the validity of the Condition I for some ray l implies its
validity for close rays. Hence, without loss of generality, we may assume that l does not
belong to the real axis, and therefore the first equation in (1) is also parameter-elliptic
when k ∈ l.
Condition I requires n not to vanish, n(x) 6= 0, x ∈ O. The condition holds if the
matrix A is elliptic and real valued and n(x) does not take values on some ray l1 in the
complex plane (for example, n 6= 0 is real, or n 6= 0 and Im n ≥ 0, or n 6= 0 and Im
n ≤ 0). The condition also holds if an elliptic matrix A is complex valued, the quadratic
form σ ·A(x)σ, x ∈ O, |σ| = 1, does not take values on some ray l1 and n(x) 6= 0 is real.
Indeed, consider, for example, the second case with n(x) > 0. Then condition I holds if l
is chosen in such a way that k2 ∈ l1 when k ∈ l.
Condition II requires the whole boundary value problem (1), (2) (not only equations
(1)) to be parameter-elliptic when k ∈ l [1], [10]. In order to state this condition in terms
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of A and n one needs to repeat the arguments used in the proof of Proposition 2.5 and
write the Shapiro-Lopatinskii condition with the terms containing k2 taken into account.
The stable solution û(t) will now have the form û(t) = Cue
−t
√
|τ |2−k2, where the root has
to be chosen in such a way that Re
√
|τ |2 − k2 > 0 when k ∈ l, |τ |2+ |k|2 = 1. The stable
solution v̂(t) satisfies (7) with an extra term k2n(x0)û(t) on the left, i.e., v̂(t) = Cve
−λkt,
where
λk =
−(a1,3τ1 + a2,3τ2)i−
√
a3,3[
∑
i,j=1 ai,jτiτj − k2n(x0)]− (a1,3τ1 + a2,3τ2)2
a3,3
is the root of the characteristic polynomial of the equation for v̂(t) such that Reλk > 0
when k ∈ l, |τ |2 + |k|2 = 1. The existence of square roots with strictly positive real parts
mentioned above is a consequence of Condition I. Note that λk with k = 0 coincides with
λ0 defined in (8).
The first boundary condition in (5) with f = 0 implies that Cu = Cv = c. Then the
second boundary condition with g = 0 leads to
c(−
√
|τ |2 − k2 − i(a1,3τ1 + a2,3τ2)− a3,3λk) = 0.
Boundary value problem (1), (2) is parameter-elliptic if the latter relation implies that
c = 0, i.e., if
√
|τ |2 − k2 6=
√√√√a3,3[ 2∑
i,j=1
ai,jτiτj − k2n(x0)]− (a1,3τ1 + a2,3τ2)2, k ∈ l, |τ |2 + |k|2 = 1.
This condition can be simplified by taking the square of both sides. Thus we assume that
the following assumption holds.
Condition II. There exists a constant a > 0 such that
|detB − |τ |2 − (a3,3n(x0)− 1)k2| ≥ a(|τ |2 + |k|2) (12)
for all x0 ∈ ∂O, τ ∈ R2, k ∈ l, where l is the same ray as in Condition I (i.e., boundary
value problem (1), (2) is parameter-elliptic).
Theorem 2.8. Let conditions I, II hold. Then the interior transmission eigenvalues form
a discrete set, and the operator Lk is bijective when k is not an eigenvalue.
Corollary 2.9. Let matrix A be elliptic in O(see Definitions 2.1, 2.2), n(x) 6= 0, x ∈ O,
and ad,dn(x
0) 6= 1, x0 ∈ ∂O. Then conditions I,II hold and the statement of Theorem 2.8
is valid in the following cases:
1) A(x) and n(x) are real, and detA(x0) 6= 1, x0 ∈ ∂O, if d = 2, detM(x0) > 0, x0 ∈
∂O, if d = 3 (see the Remarks following Assumption 2.4 for sufficient conditions);
or
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2) the same conditions hold, but n(x) is complex valued and there exists ε > 0 such
that |Imn(x)| > ε, x ∈ O;
or
3) both A(x) and n(x) are complex valued, Assumptions 2.3, 2.4 hold, and there exists
a ray l in the complex plane which is free from the values of the following quadratic form
σ·A(x)σ
n(x)
, x ∈ O, |σ| = 1, and the values of the function detA(x0)−1
a2,2n(x0)−1
, x0 ∈ ∂O, if d = 2 or
from the values of the following two quadratic forms
σ · A(x)σ
n(x)
, x ∈ O, |σ| = 1, and detB(x
0, τ)− 1
a3,3n(x0)− 1 , x
0 ∈ ∂O, |τ | = 1, if d = 3.
All the requirements of the case 3) are satisfied, for example, if the following three
conditions are satisfied: a) A(x) > 0, x ∈ O, b) detA(x0) > 1, x0 ∈ ∂O, when d = 2
or detB(x0, τ) > 1 x0 ∈ ∂O, |τ | = 1, when d = 3, and c) Imn(x) ≥ 0, x ∈ O, or
Imn(x) ≤ 0, x ∈ O.
Proof. If a problem is parameter-elliptic, then the same problem with k = 0 is elliptic,
and therefore the assumptions of Theorem 2.6 hold if Conditions I, II are satisfied. The
parameter-ellipticity of the problem (1), (2) implies that operator Lk is bijective when
k ∈ l and |k| is large enough [1], [10]. Thus the statement of Theorem 2.8 follows from
Theorem 2.6. Let us prove the Corollary.
We will show first that Condition I holds in all the three cases mentioned in the
Corollary, i.e., the quadratic (in (σ, k)) form P (x, σ, k) = P (x, σ, 0) + k2n(x) is non-
degenerate for all x ∈ O. In the first case, P (x, σ, 0) and n(x) are real and do not vanish
if |σ| 6= 0 (due to the ellipticity of the matrix A and the condition imposed on n). Then
the sum P (x, σ, k) is a non-degenerate form when k ∈ l for an arbitrary ray l which does
not belong to the real axis. In the second case (A is real, |Imn(x)| > ε), one can choose
any ray l with small enough polar angle φ. Indeed, let us note that |n(x)| ≤ c0 <∞, i.e.,
the polar angles θ ∈ [0, 2pi) of the complex numbers n(x), x ∈ O, are separated from 0, pi
and 2pi. Then k2n(x) is not real when 0 6= k ∈ l and |φ| is small enough. Since P (x, σ, 0)
is real and does not vanish when |σ| 6= 0, the form P (x, σ, k) = P (x, σ, 0) + k2n(x) does
not vanish when k ∈ l, |σ|2 + |k|2 = 1. Thus Condition I holds in the second case of
the Corollary. Similarly, in the third case, the form −σ·A(x)σ
n(x)
+ k2 is non-degenerate when
k ∈ l and therefore Condition I holds.
The validity of Condition II in all the three cases can be justified absolutely similarly
since it also requires the non-degeneracy of the sum of two forms: a quadratic form in τ
and the form (a3,3n(x
0)− 1)k2.
Acknowledgment. The authors are very grateful to F. Cakoni, D. Colton and A.
Kirsch for useful discussions.
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