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Abstract. Embedded programming style allows to split the syntax in two parts, repre-
senting respectively a host language H and a core language C embedded in H. This formally
models several situations in which a user writes code in a main language and delegates
some tasks to an ad hoc domain specific language. Moreover, as showed in recent years,
a particular case of the host-core approach allows a flexible management of data linearity,
which is particularly useful in non-classical computational paradigms such as quantum
computing. The definition of a systematised type theory to capture and standardize com-
mon properties of embedded languages is unexplored. The aim of this paper is to present
a flexible fragment of such a type theory, together with its categorical semantics in terms
of enriched categories, following previous investigations. We present the calculus HC0 and
we use the notion of internal language of a category to relate the language to the class
of its models, showing the equivalence between the category of models and the one of
theories. This provides a stronger result w.r.t. standard soundness and completeness since
it involves not only the models but also morphisms between models. We observe that the
definition of the morphisms between models highlights further advantages of the embedded
languages and we discuss some concrete instances, extensions and specializations of the
syntax and the semantics.
1. Introduction
In practical programming, it is frequent to use a main encoding language and to delegate
some tasks to another (often domain specific) language, suitable “called” or imported in
terms of ad hoc ready-to-use subroutines. This situation occurs in at least three cases:
when one purses efficiency (it is frequent, for example to make function calls from C/C++
to Assembly code, to interface directly with device hardware or to produce optimized code);
when one purses code clarity (think to the JDBC Database Access for relational data manip-
ulation in Java or to Hardware Description Languages code used into a target application
written in C); finally, for environmental-related motivations (i.e. when the frontend and the
backend are described into radically different languages).
The general idea behind these concrete situations can be formulated in terms of host-core
or embedded programming style, or again, more succinctly, in terms of embedded languages.
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The syntax of an embedded language is split into two parts, one for the host, an arbitrar-
ily powerful language H, and one for the core language C (embedded in H). Their interaction
is controlled through “mixed” typing rules that specify how to “promote” well-formed terms
from the core to the host and viceversa.
To define a compositional theory able to formalize the idea described above is an inter-
esting and partially open problem we start to answer in this paper.
Let’s step back for a moment. A theoretical foundation of a crucial particular case
of embedded languages is rooted in the Linear/Non Linear (L/NL) system introduced by
Benton in [GL87], a presentation of Linear Logic where the bang (!) modality is decom-
posed into an adjunction between a syntax for a cartesian logic and a linear logic with
cartesian variables. L/NL is the ideal basis to define calculi in which the management of
linear, sensible data is central and, oversimplifying, is delegated to a linear core. In the last
few years Benton’s formulation has inspired interesting (working) quantum circuit defini-
tion languages such as QWire [PRZ17, RPZ17, Ran18], whose theoretical foundation and
denotation has been partially studied by Staton et al [RS17].
The dichotomy linear/non linear is indubitably interesting, but it can not represent “as
it is” the basis for a theory for embedded programming. In fact, looking to the real life
programming situations cited in the incipit of this section, one needs to define a more a
flexible system, in which the embedding of an arbitrary (possibly non linear) core into an
arbitrary host language is allowed, and where L/NL follows as a particular case.
In other words, the desired goal is to define a completely compositional theory that
allows to independently reason both on the host and the core languages, pursuing a full
flexibility. On the one hand, one would set both host and core to an arbitrarly expressive
type theory. On the other hand, one would also “tune” the computation to a desired
computational paradigm, also recovering, as a very particular case, the quantum one.
Our contribution. In this paper we carry on the research direction described above, focusing
on type theories for embedded languages, their denotational models in terms of enriched
categories and establishing a strong correspondence between syntax and semantics via the
notion of internal language.
• First, we define a systematised type theory to formally define the notion of host-core
languages, to capture and to standardize the common properties of what we consider to
be a representative family of these languages. We address the problem from a general
perspective and we present a minimal system called HC0, a simply typed lambda calculus
hosting a purely linear core. The starting point is intentionally a simple language but our
goal is not (only) to achieve a linear/non linear system.
We start from a simply typed H and a linear C to define a “kernel” type theory, that
can be easily extended both in the host and in the core parts.
We intentionally choose to start from a linear core, since, as we will show, we can
obtain a non linear core as a particular case.
In fact, the aim of HC0 is exactly to formulate, in the best possible way, a minimal
language able to capture the good properties common to an ideal class of embedded
languages.
Moreover, the design of the HC0 type system “privileges” the host language H i.e.,
mirroring concrete programming, we establish a hierarchical dependency of the core part
on the control part: the embedded language C is fully described in the host H.
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Differently from other proposals, we show how we can easily break the dichotomy L/NL
allowing to describe an arbitrary core into an arbitrary host, preserving the correctness of
the system. To this end, we exploit the compositionality we claim, providing an example
of extension of the type theory and the corresponding semantics denotation.
• Second, we provide a denotation for HC0 in terms of enriched categories, partially fol-
low [RS17]. The compositionality we claimed for the HC0 syntax is mirrored at the se-
mantical level. The models of HC0 are pairs (H, C) where H is a cartesian closed category
and C is a H-monoidal symmetric category. In particular we show how the presentation of
our calculus admits a natural correspondence between syntactic properties and semantics
constrains: beta and eta rules become coherence conditions on the morphisms of struc-
ture. Ideally, we want to pursue a full correspondence between syntax and HC0 models
in order to obtain more and more refined type theories by simply adding syntactical rules
and (equivalent) denotational properties, without changing the rules of the basic language
HC0.
• Third, the other main scope of our paper is to systematize the relationship between em-
bedded languages and their models, using HC0 as a case study. Following [MMdPR05],
we point out that the expected soundness and completeness theorems are not enough to
identify the most appropriate class of models. Making a step beyond soundness and com-
pleteness, we relate embedded languages and their categorical models via the notion of
internal language, that finds several examples and applications in the categorical logic lit-
erature, see, e.g. [LS86, Pit95, Joh02]. By definition, HC0 provides an internal language of
the category Model(HC0) of its models if one proves, as we do in Section 3, an equivalence
between Model(HC0) and the category Th(HC0) of the theories of the language.
We remark that in this paper we are working in the context of enriched categories and
the definition of a suitable notion of morphisms for the category of models Model(HC0)
is the interesting (and challenging) point of the proof, and this requires the technical
notion of change of base, that formally describes how, changing the host language, one
can induce a change of the embedding for a given core. In our opinion this mathematical
operation has a quite interesting meaning from a programming theory perspective.
After we show the correspondence between syntax and semantic via the internal lan-
guage, we provide some concrete examples of models. Finally, we discuss how HC0 can
represent a smart basis for the definition of (arbitrarily expressive) host-core type theories,
also starting from interesting concrete instances of enriched categories and exploiting the
notion of internal language.
Synopsis. The paper is organized as follows: in Section 2 we present syntax, type system
and evaluation rules of the calculus HC0; in Section 3 we describe the categorical models
of HC0 and we prove the correspondence between syntax and denotation via the notion of
internal language; in Section 4 we briefly recall the state of art; discussions, conclusions and
future work are in Section 5; finally, in Appendix A we recall some ground notions about
enriched categories.
2. A “kernel” embedded calculus
In this section we present the typed calculus HC0, built upon two components: a host
language H designed as a simply typed lambda calculus, and linear embedded language
C.
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The presentation of the typed calculus proposed here gives a privileged position to the
host language, in the sense that the embedded language is fully described in the host one.
This means that, differently from Benton’s logic, in HC0 the communication between the
languages H and C in not possible in both directions. Roughly speaking, we cannot carry
all the terms of H in the language C, modelling a hierarchical dependency of the core on
the host language. From the point of view of the categorical semantics we will not have any
comonad or adjunction between the categories that provide denotation to the host and the
core components but, as we will see in Section 3, just an instance of an enriched category.
2.1. General presentation of the typed system.
We introduce now type constructors, well-formation and evaluation rules for HC0. No-
tice we provide rules in a logical style, assuming to have an universe of (simple) types.
Concrete instances of HC0 can be easily obtained setting ground types to a set of interest
and building other types by type constructors.
We strictly follow the notation used in [MMdPR05] and we consider two different kinds
of types, terms-in-contexts and judgements: H-types and terms for the host language H and
C-types and terms, for the pure linear language C which is embedded in H.
Type and term judgements and type and term equalities for H are the following ones
⊢H X : type ⊢H X = Y : type Γ ⊢H t : X Γ ⊢H t = s : X.
The first judgement says that a syntactical object is of sort type (in the empty context),
the second that two types are equal, the third states that a term t in a context Γ has type X
and the fourth that two terms are equal. Types and terms judgments with corresponding
equalities for the core language C are of the following form
⊢C A : type ⊢C A = B : type Γ | Ω ⊢C f : A Γ | Ω ⊢C f = h : A
where Γ | Ω ⊢ : is the standard notation for mixed contexts. In a mixed context we split
out the host part Γ and the core part Ω. Notice that, as particular case, both Γ and Ω can
be empty.
Given a host context Γ (resp. a core context Ω) we denote as ×Γ (resp. ×Ω) the product
of the elements in Γ (resp. in Ω).
To stress the distinction between the host and the core parts of the syntax, we write
X,Y,Z . . . for the H-types, Γ,Γ′ for H-contexts, x, y, z . . . for H-variables, and s, t, v . . . for
H-terms. We write A,B,C . . . for the C-types, Ω,Ω′ for C-contexts, a, b, c . . . for C-variables,
and h, f, g . . . for C-terms.
The type constructor rules are presented in Table 1.
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(t0c) ⊢C A : type
(t1c)
⊢C A : type ⊢C B : type
⊢C A⊗B : type
(t2c)
⊢C A : type ⊢C B : type
⊢H Proof(A,B) : type
(t0v) ⊢H X : type
(t2c)
⊢H X : type ⊢H Y : type
⊢H X × Y : type
(t2v)
⊢H X : type ⊢H Y : type
⊢H X → Y : type
Table 1: Type constructors
Notice that in (tc2) we obtain a H-type starting from two C-types.
The proof-theoretical meaning of a type Proof(A,B) is that it represents the type of
proofs from A to B in the host language. Given a core term, we can red it as a proof and
in this way we can speak about C-proofs at the host level.
We force the type constructor Proof(−,−) to preserve the equality of types so we add
to the system the rule
(eqT )
⊢C A = B : type ⊢C C = D : type
⊢H Proof(A,C) = Proof(B,D) : type
The grammars of terms are those of a simply typed lambda calculus and a linear calculus
with let constructors for the host H and the core C, respectively. We also introduce the host
unit term ∗ with its host unit type 1 and the core unit term • with its core unit type I.
The typing rules for HC0 are in Table 2.
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(av) Γ1, x : X,Γ2 ⊢H x : X (uv) Γ ⊢H ∗ : 1
(pv)
Γ ⊢H s : X Γ ⊢H t : Y
Γ ⊢H 〈s, t〉 : X × Y
(pi1v)
Γ ⊢H v : X × Y
Γ ⊢H inl(v) : X
(pi2v)
Γ ⊢H v : X × Y
Γ ⊢H inr(v) : Y
(aiv)
Γ, x : X ⊢H t : Y
Γ ⊢H λx : X.t : X → Y
(aev)
Γ ⊢H t : X → Y Γ ⊢H s : X
Γ ⊢H t(s) : Y
(ac) Γ | a : A ⊢C a : A (uc) Γ | − ⊢C • : I
(tc)
Γ | Ω1 ⊢C f : A Γ | Ω2 ⊢C g : B
Γ | Ω1,Ω2 ⊢C f ⊗ g : A⊗B
(let1c)
Γ | Ω1 ⊢C f : A⊗B Γ | Ω2, a : A, b : B ⊢C h : C
Γ | Ω1,Ω2 ⊢C let f be a⊗ b in h : C
(let2c)
Γ | Ω1 ⊢C f : I Γ | Ω2 ⊢C h : C
Γ | Ω1,Ω2 ⊢C let f be • in h : C
(prom)
Γ | Ω ⊢C f : A
Γ ⊢H promote(f) : Proof(×Ω, A)
(der)
Γ ⊢H f : Proof(A,B)
Γ | a : A ⊢C derelict(f) : B
Table 2: Typing rules
Notice the style we use to present the rule (der), where we are morally binding a fresh
arbitrary variable in the introduction of the dereliction (notice the core part of the context in
the conclusion is non-empty). This formulation fully reflects the semantical interpretation
we provide in Section 3. It is possible to reformulate the rule in a more standard way
(as done e.g. by Staton et al. in [RS18]), with double premises and where the function
f is derelicted up to its application to a linear variable. It is easy to verify that such a
formulation can be obtained from our rule by application of substitutions in Table 4.
2.2. Evaluation. In Table 3 we show the three substitution rules admissible in HC0:
(sub1)
Γ ⊢H s : X Γ, x : X | Ω ⊢C e : A
Γ | Ω ⊢C e[s/x] : A
(sub2)
Γ ⊢H s : X Γ, x : X ⊢H t : Y
Γ ⊢H t[s/x] : Y
(sub3)
Γ | Ω1 ⊢C s : A Γ | Ω2, a : A ⊢C f : B
Γ | Ω1,Ω2 ⊢C f [s/a] : B
Table 3: Substitution rules
COMPOSITIONAL THEORIES FOR EMBEDDED LANGUAGES 7
The β and η rules for the H-terms defined by using the judgement ⊢H are those for
simply typed lambda calculus with the connectives × and →.
The β rules for the C-terms are those for the modality-free fragment of linear logic
(without exponents) and are in Table 4:
(el1)
Γ | Ω1, a : A, b : B ⊢C f : C Γ | Ω2 ⊢C g : A Γ | Ω3 ⊢C h : B
Γ | Ω1,Ω2,Ω3 ⊢C let g ⊗ h be a⊗ b in f = f [g/a, h/b] : C
(el2)
Γ | Ω1, c : A⊗B ⊢C f : C Γ | Ω2 ⊢C g : A⊗B
Γ | Ω1,Ω2 ⊢C let g be a⊗ b in f [a⊗ b/c] = f [g/a] : C
(el3)
Γ | Ω ⊢C f : A
Γ | Ω ⊢C let • be • in f = f : A
(el4)
Γ | Ω1, a : I ⊢C f : A Γ | Ω2 ⊢C g : I
Γ | Ω1,Ω2 ⊢C let g be • in f [•/a] = f [g/a] : A
Table 4: Let-Evaluation rules for the core language C
We also add the two following rules, that model the duality between promotion and
dereliction operations:
Γ | Ω ⊢C f : A
Γ | c : ×Ω ⊢C derelict(promote(f)) = f : A
Γ ⊢H f : Proof(B,A)
Γ ⊢H promote(derelict(f)) = f : Proof(B,A)
Table 5: Promote and Derelict duality rules
Observe that, compared to Benton’s formulation of the L/NL system, here we closely
follow [MMdPR05] adding the η rules to the calculus, necessary to get a completeness result.
Moreover, we highlight again that a central difference between the L/NL original pre-
sentation and our calculus HC0 is that the interaction between the H-language and C is not
symmetric, in the sense that we give a privileged position to the host language H.
Observe that if we consider the pure C-judgments, which are those of the form
− | Ω ⊢C f : A
we obtain exactly a pure linear language, with tensor products.
In the following remark we make some further considerations about the language we are
defining. In particular, we spend some word about the way HC0 manages the composition
of core functions once such a functions have been promoted in the host part of the syntax.
Remark 2.1 (Composition). Given two H-judgements of the form
Γ ⊢H f : Proof(A,B) and Γ ⊢H g : Proof(B,C)
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we can construct a term
Γ ⊢H comp(f, g) : Proof(A,C)
which represents the composition in H, given by the derivation
Γ ⊢H f : Proof(A,B)
Γ | a : A ⊢C derelict(f) : B
Γ ⊢H g : Proof(B,C)
Γ | b : B ⊢C derelict(g) : A
Γ | a : A ⊢C derelict(g)[derelict(f)/b] : C
Γ ⊢H promote(derelict(g)[derelict(f)/b]) : Proof(A,C).
Remark 2.2 (Associativity of the composition). The following equalities that describe the
associativity of the composition are derivable from axioms
Γ ⊢H t : Proof(A,B) Γ ⊢H s : Proof(B,C) Γ ⊢H u : Proof(C,D)
Γ ⊢H comp(comp(t, s), u) = comp(t, comp(s, u)) : Proof(A,C)
Γ ⊢H t : Proof(A,B) Γ ⊢H idA : Proof(A,A)
Γ ⊢H comp(idA, t) = t : Proof(A,B)
Γ ⊢H t : Proof(A,B) Γ ⊢H idB : Proof(B,B)
Γ ⊢H comp(t, idB) = t : Proof(A,B)
where the H-terms Γ ⊢H idA : Proof(A,A) and Γ ⊢H idB : Proof(B,B) denote the
promotion of Γ | a : A ⊢C a : A and Γ | b : B ⊢C b : B, defining idA := promote(a) and
idB := promote(b).
2.3. The category Th(HC0). Following the notation of [MMdPR05], we define the HC0-
theories and translations. This allows us to define a category denoted by Th(HC0), whose
objects are theories (Definition 2.3) and whose morphisms are translations (Definition 2.4).
Definition 2.3 (HC0-theory). A typed system T is a HC0-theory if it is an extension of
HC0 with proper -T-axioms, namely with new ground type symbols, new type equality
judgments, new term symbols and new equality judgments of terms.
Definition 2.4 (HC0-translation). Given two HC0-theories T1 and T2, a HC0-translation
M is a function from types and terms of T1 to types and terms of T2 preserving type and
term judgments, which means that it sends a type X for which ⊢H X : type is derivable
in T1 to a type M(X) such that ⊢H M(X) : type is derivable in T2, sending a type A
for which ⊢C A : type is derivable in T1 to a type M(A) such that ⊢C M(A) : type is
derivable in T2, sending a H-term t such that Γ ⊢H t : X is derivable in T1 to a H-term
M(t) such that
M(Γ) ⊢H M(t) : M(X)
is derivable in T2, whereM(Γ) ≡ [x1 : M(X1), . . . , xn :M(Xn)] if Γ ≡ [x1 : X1, . . . , xn : Xn],
and sending a C-term f for which Γ | ∆ ⊢C f : A is derivable in T1 to a typed term M(f)
such that
M(Γ) |M(∆) ⊢C M(f) :M(A)
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is derivable in T2, where M(∆) ≡ [a1 : M(A1), . . . , am : M(Am)] if ∆ ≡ [a1 : A1, . . . , am :
Am], satisfying in particular
M(x) = x and M(a) = a
and preserving the HC0-types and terms constructors, and their equalities.
Definition 2.5 (Category of HC0-theories). The category Th(HC0) has HC0-theories as
objects and HC0-translations as morphisms.
Observe that a translation between the two host parts of theories induces a change
of base for the core language, which means the core part of the first host language can
be embedded in the second one using the translation between the hosts. In particular a
translation can be formally split in two components, one acting on the host part, and the
other one acting on the core language induced by the change of base. We will provide a
formal definition of change of base in the following section where we introduce the HC0-
semantics.
We provide now an example that shows how to extend C to a non linear core.
Example 2.6 (Breaking the linearity of the core C, Part I). If we want to extend C to a
non-linear core, we have to force the tensor product to be a cartesian product. This can
be done by adding to the core type system the rules (uv), (pv), (pi1), (pi2) (with mixed
contexts). Notice that old rules for tensor product are derivable from the new ones.
3. Categorical semantics
In this section we show that a model for HC0 is given by a pair (H, C), where H is a cartesian
closed category, and C is a H-enriched symmetric monoidal category, see [Kel05]. Moreover
we provide a correspondence between the typed calculus HC0 and its categorical models via
the notion of internal language.
Recall that HC0 provides an internal language of the category Model(HC0) of its models
if one proves an equivalence between Model(HC0) and the category Th(HC0) of the theories
of the language.
In the categorical logic literature several examples and applications of this approach
can be found, see e.g. [LS86, Pit95, Joh02]. In this paper we mainly follow [MMdPR05,
MdPR00], where the authors discuss models and morphisms for Intuitionistic Linear Logic
(ILL), Dual Intuitionistic Linear Logic (DILL) and Linear/Non Linear Logic (L/NL). The
leading idea is that soundness and completeness theorems are not generally sufficient to
identify the most appropriate class of denotational models for a typed calculus, unless, as
pointed out in [MMdPR05], the same typed calculus provides the internal language of the
models we are considering, as anticipated in the introduction.
Before we proceed to state and prove technical definitions and results, we sketch here
the key steps necessary to achieve the goal. Given the typed calculus HC0, consider its
category of theories Th(HC0) (as defined Definition 2.5).
Our purpose is to define a category of models Model(HC0) such that HC0 provides
an internal language for these models. This is the more interesting and challenging
part of the proof and the concerns the definition of the notion of morphism. The objects of
Model(HC0) are models of HC0 (see Definition 3.1), and the suitable definition of morphisms
of Model(HC0) requires introducing the formal notion of change of base (see Defintion 3.5).
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Once Model(HC0) has been defined, we known from [MMdPR05] that the typed cal-
culus HC0 provides an internal language of Model(HC0) if we can establish an equivalence
Th(HC0) ≡ Model(HC0) between the category of models and the category of theories for
HC0.
To show this equivalence, we need to define a pair of functors: the first functor
S : Th(HC0) // Model(HC0)
assigns to a theory its syntactic category, and the second functor
L : Model(HC0) // Th(HC0)
assigns to a pair (H, C) (a model of HC0, see Definition 3.1) its internal language, as a
HC0-theory.
Following the schema sketched above, we can proceed with technical results.
Since we will work in the context of enriched categories, we first recall some basic notions
about them. We refer to [Kel05, Lac10] for a detailed introduction to the theory of enriched
categories, and we remand to [RS17, LMZ18]for recent applications and connections with
theoretical computer science.
Let H be a fixed monoidal category H = (H0,⊗, I, a, l, r), where H0 is a (locally small)
category, ⊗ is the tensor product, I is the unit object of H0, a defines the associativity
isomorphism and l and r define the left and right unit isomorphism respectively.
An enriched category H-category C consists of a class ob(C) of objects, a hom-object
C(A,B) of H0 for each pair of objects of C, a composition law
cABC : C(B,C)⊗ C(A,B) // C(A,C)
for each triple of objects, and an identity element
jA : I // C(A,A)
for each object, subject to associativity and identity laws, see [Kel05, Lac10]. Much of
category theory can be reformulated in the enriched setting, such as the notion of monoidal
category we will consider here.
Taking for example H = Set,Cat,2,Ab one can re-find the classical notions of (locally
small) ordinary category, 2-category, pre-ordered set, additive category.
The class of the H-categories forms a category denoted by H-Cat whose morphisms
are H-functors. Recall that given A and B two H-categories, a H-functor F : A // B
consists of a function
F : ob(A) // ob(B)
together with, for every pair A,B ∈ ob(A), a morphism of H
FAB : A(A,B) // B(FA,FB)
subject to the compatibility with the composition and with the identities. Again we refer
to [Kel05] for the details.
As a first step, we can plainly provide a model for HC0 in terms of an instance of an
enriched category, by interpreting the host part into a category H and the core part into a
suitable category C enriched in H.
The models of HC0 are easily definable as pairs (H, C) and represent the objects of the
category Model(HC0) we are going to define.
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Definition 3.1 (Models of HC0). A model of HC0 is a pair (H, C) where H is a cartesian
closed category and C is a H-monoidal symmetric category.
Notation: For the rest of this section let H be a cartesian closed category and let C
be a H-monoidal symmetric category.
A structure for the language HC0 in (H, C) is specified by giving an object [|X|] ∈ ob(H)
for every H-type X, and an object [|A|] ∈ ob(C) for every C-type A. The interpretation of
the other types is given by the following assignments:
[|1|] = 1 [|X × Y |] = [|X|] × [|Y |] [|X → Y |] = [|X|]→ [|Y |]
[|Proof(A,B)|] = C([|A|], [|B|]) [|A⊗B|] = [|A|] ⊗ [|B|] [|I|] = I
Notation: given a H-context Γ = [x1 : X, . . . , xn : Xn], we define [|Γ|] := [|X1|] ×
· · · × [|Xn|]. Similarly given a C-context Ω = [a1 : A1, . . . , am : Am] we define [|Ω|] :=
[|A1|]⊗ · · · ⊗ [|Am|].
The interpretation of a H-terms in context [|Γ ⊢H s : X|] is given by a morphism of H
[|s|] : [|Γ|] // [|X|]
defined by induction on the structures as usual. This means, for example, that we define
[|x1 : X1, . . . , xn : Xn ⊢H xi : Xi|] = pri
where pri : [|X1|]× · · · × [|Xn|] // [|Xi|] is the i-th projection.
The interpretation of a C-term in context
[|Γ | Ω ⊢C f : A|]
is given by a morphism
[|f |] : [|Γ|] // C([|Ω|], [|A|])
defined again by induction on structure of terms.
Then the basic assignments for C-judgments are given by
[|Γ | a : A ⊢C a : A|] = [|Γ|]
! // 1
j[|A|] // C([|A|], [|A|]).
Moreover the terms constructed using promotion and dereliction are interpreted as
follow:
[|Γ ⊢H promote(f) : Proof(×Ω, A)|] := [|Γ | Ω ⊢C f : A|]
[|Γ | a : A ⊢C derelict(g) : B|] = [|Γ ⊢H g : Proof(A,B)|].
Definition 3.2. A structure on (H, C) satisfies a H-equation in context Γ ⊢H s = t : X
if [|Γ ⊢H s : X|] = [|Γ ⊢H t : X|]. Similarly, a structure satisfies a C-equation in context
Γ | Ω ⊢C g = f : A if [|Γ | Ω ⊢C g : A|] = [|Γ | Ω ⊢C f : A|].
Remark 3.3. Consider two H-judgments Γ ⊢H f : Proof(A,B) and Γ ⊢H g : Proof(B,C).
Then the interpretation of the composition defined in Remark 2.1
Γ ⊢H comp(f, g) : Proof(A,C)
is given by the arrow of H obtained by the following composition
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[|Γ ⊢H comp(f, g) : Proof(A,C)|] = [|Γ|]
〈[|g|],[|f |]〉
// C([|B|], [|C|]) × C([|A|], [|B|])
c[|A|][|B|][|C|]// C([|A|], [|C|]).
We are able to prove the usual relationship between syntax and semantics of HC0 by
mean of soundness and completeness theorems.
Theorem 3.4 (Soundness and Completeness). Enriched symmetric, monoidal categories
on a cartesian closed categories are sound and complete with respect to the calculus HC0.
Proof. The soundness for the pure C-judgments and pure H-judgments is standard, because
H is cartesian closed, and C is symmetric monoidal with hom-sets C0(A,B) = H(I, C(A,B)).
What remains to be proven is that the equations in context satisfied by the structure on
(H, C) are closed under the mixed rules, but this follows directly by the coherence of the
H-functors −⊗− and I ⊗−. It is a direct generalization of the non-enriched case.
To get completeness, starting from a HC0-theory T, we build a cartesian closed category
HT whose objects are H-types and whose morphisms are y : Y ⊢H s : X, both modulo the
corresponding equalities. The HT- category CT is given by the C-objects and the enrichment
is given by setting CT(A,B) := Proof(A,B) and by the mixed judgments together with the
corresponding equalities. For example the composition morphism
cABC : CT(B,C)× CT(A,B) // CT(A,C)
is given by
y : Proof(B,C), x : Proof(A,B) ⊢H x : Proof(A,B)
y : Proof(B,C), x : Proof(A,B) | a : A ⊢C derelict(x) : B
y : Proof(B,C), x : Proof(A,B) ⊢H y : Proof(B, C)
y : Proof(B, C), x : Proof(A,B) | b : B ⊢C derelict(y) : C
y : Proof(B, C), x : Proof(A,B) | a : A ⊢C derelict(y)[derelict(x)/b] : C
y : Proof(B,C), x : Proof(A,B) ⊢H promote(derelict(y)[derelict(x)/b]) : Proof(A,C)
which is exactly what we denote by comp(x, y) in Remark 2.1, and it is associative by
Remark 2.2. Similarly the identity element
jA : 1 // CT(A,A)
is given by
∗ : 1 | a : A ⊢C a : A
∗ : 1 ⊢H promote(a) : Proof(A,A)
In order to prove the stronger result about the correspondence between the category of
theories and the category of models, we need to define a suitable notion of morphisms for
the latter.
Recall that a cartesian closed functor is a functor preserving finite products and
exponents up to isomorphisms, and it is said strict cartesian closed functor if it preserves
such structures on the nose.
A key notion which will play a central role in the definition of the category of models
is the notion of change of base. This notion explains formally how by changing the host
language one can induce a change of the embedded language. All the definitions and remarks
we are going to state work in a more general context as well, see [Kel05], but we state them
just for our case of interest.
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Given two cartesian closed categories H1 and H2, a cartesian closed functor between
them
F : H1 // H2
induces a functor
F∗ : H1-Cat // H2-Cat
sending a H1-category C to the H2-category F∗(C) such that
• F∗(C) has the same objects as C;
• for every A and B of C, we define
F∗(C)(A,B) = F (C(A,B))
• the composition, unit, associator and unitor morphisms in F∗(C) are the images of those
of C composed with the structure morphisms of the cartesian closed structure on F .
See [Rie14, Lemma 3.4.3] for all the details.
Definition 3.5 (Change of base). Given a cartesian closed functor F : H1 // H2 , the
induced functor F∗ : H1-Cat // H2-Cat is called change of base .
A standard example is the underling set functor H(I,−) : H // Set , sending an
object A of H to the underling set of elements H(I,A). This lax-monoidal functor induces
a functor H(I,−)∗ : H-Cat // Cat , see [Rie14, Proposition 3.5.10] or [Kel05].
Remark 3.6. Observe that if F : H1 // H2 is a strict cartesian closed functor and C is
a H1-symmetric monoidal category, then F∗(C) is a H2-symmetric monoidal category.
Thanks to the equivalence between the category of theories and the one of models we
are going to show, from a type theoretical point of view the change of base means that if we
have a translation between two host languages H1 and H2 and C is an embedded language
in H1, then we can use this translation of host languages to change the host language for C,
obtaining an embedding in H2.
Now we can define the category of models Model(HC0).
Definition 3.7 (Category of HC0 models). The objects of Model(HC0) are models in the
sense of Definition 3.1, and an arrow in Model(HC0) between two models (H1, C1) and
(H2, C2) is given by a pair (F, f) where F : H1 // H2 if a strict cartesian closed functor,
and f : F∗(C1) // C2 is a H2-functor, preserving strictly all the structures. Given two
arrows (F, f) : (H1, C1) // (H2, C2) and (G, g) : (H2, C2) // (H3, C3) the composition
of these is given by the pair (G, g)(F,F ) := (GF, gf ) where
gf := gG∗(f).
Observe that the requirement that all the functors and enriched functors must be strict
reflects the definition of translation of theories.
We can conclude with the theorem showing the equivalence between the categories of
models and that of theories for HC0.
Theorem 3.8. The typed calculus HC0 provides an internal language for Model(HC0), i.e.
Th(HC0) is equivalent to Model(HC0).
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Proof. We define a functor S : Th(HC0) // Model(HC0) by mapping a HC0-theory to
its syntactic category defined as in Theorem 3.4. On morphisms, the functor C takes a
translation between theories to the pair of functors induced on the syntactic categories by
mapping terms and types to their respective translations.
Conversely, the functor L : Model(HC0) // Th(HC0) is defined by mapping an object
(H, C) of Model(HC0) to the HC0-theory obtained by extending HC0 with:
• new C-types A with the corresponding axiom ⊢C A : type for each element of ob(C),
which means that we are naming the objects of C in the calculus and we extend the
interpretation of the C-types of HC0 by interpreting the new names with the corresponding
objects;
• new H-types X with the corresponding axiom ⊢H X : type for each element of ob(H)
by naming the objects of H as we did for C, and by renaming the types and the axioms
induced by objects of the form C(A,B) as ⊢H Proof(A,B) : type;
• new C-terms f and Γ | Ω ⊢C f : A for each morphism f : Γ // C(Ω, A) of H having
the interpretation of Γ as domain and of C(Ω, A) has codomain;
• new H-terms s and Γ ⊢H s : X for each morphism s : Γ // X of H having the
interpretation of Γ as domain and of X has codomain;
• new equality axioms ⊢C A = B : type if the interpretation of A is equal to that of B in
C;
• new equality axioms ⊢H X = Y : type if the interpretation of X is equal to that of Y in
H;
• new equality axioms between C-terms Γ | Ω ⊢C f = g : A if the interpretation of
Γ | Ω ⊢C f : A is equal to that of Γ | Ω ⊢C g : A by interpreting the new term symbols
in the morphisms they name;
• new equality axioms between H-terms Γ ⊢H s = t : X if the interpretation of Γ ⊢H s : X
is equal to that of Γ ⊢H t : X by interpreting the new term symbols in the morphisms
they name.
The morphisms of Model(HC0) gives rise to translations, because both the components of
morphisms are strict. It is direct to check that the previous functors define an equivalence
of categories.
Remark 3.9. Observe that functors defined in Theorem 3.8 define the isomorphisms
(H, C) ∼= S(L(H, C)) and T ∼= L(S(T)).
Some other authors consider only the equivalence (H, C) ≡ S(L(H, C)), see for example
[BW90], as the characterizing property of the internal language, however in this case one
does not obtain the equivalence between the categories of models and that of theories, but
just a sort bi-equivalence. .
Example 3.10 (Breaking the linearity of the core, Part II). If we want to extend C to a
non-linear core, as described in Example 2.6, we have to force the tensor product of the
enriched category C to be aH-cartesian product. Notice that the new product is a particular
case of the H-tensor product.
We conclude this section with some concrete examples of HC0-models.
Example 3.11. Every locally small symmetric monoidal category M is by definition Set-
enriched, and therefore it rises to a HC0-model given by the pair (Set,M).
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Example 3.12. A concrete example of model of the form (Set,M) is provided by the
category C∗-algebras.
Recall that a (unital) C∗-algebra is a vector space over the field of complex numbers that
also has multiplication, a unit and an involution, satisfying associativity and unit laws for
multiplication, involution laws, and such that the spectral radius provides a norm making
it a Banach space [Sak12, RS18, RS17].
Finite dimensional C∗-algebras and completely positive unital linear maps form a sym-
metric monoidal category denoted by FdC∗-Alg. See [RS18, RS17]. Therefore the pair
(Set,FdC∗-Alg) is a model of HC0
Example 3.13. The pair (Dcpo⊥,Rel) provides a model for HC0, whereRel is the category
of sets and relations. Recall that Dcpo⊥ is cartesian closed and Rel is enriched in Dcpo⊥
by the usual subsets ordering, and the least element of each homset is given by the empty
relation.
4. Related work
Benton’s Linear/Non Linear (L/NL) logic provides a smart presentation of Linear Logic [GL87],
where the bang (!) modality is decomposed into a symmetric monoidal adjunction between
a symmetric monoidal closed category and a cartesian closed categroy. L/NL models are a
considerable simplification of those of Intuitionistic Linear Logic and in the last years have
been studied both from a categorical logic and a computer science perspective. From the
point of view of programming theory, Benton’s system can be considered foundational for
theoretical investigations about a particular case of embedded languages. Benton’s (L/NL)
has inspired several investigations about typed calculi and their semantics, both from a
purely type theoretical and programming theory perspective.
An important contribution in the first direction has been given by Maietti et al. in
[MMdPR05], where the authors discuss models and morphisms for Intuitionistic Linear
Logic (ILL), Dual Intuitionistic Linear Logic (DILL) and Linear/Non Linear Logic (L/NL).
The crucial point is that soundness and completeness theorems are not generally sufficient
to identify the most appropriate class of denotational models for a typed calculus, unless
the same typed calculus provides an internal language of the category of models we are
considering.
In the context of programming theory, the language EWire is studied in [RS18] as the
basis of a denotational semantics based on enriched categories. It is built from a simple first-
order linear language for circuits embedded in a more powerful host language. The circuit
language is interpreted in a category that is enriched in the category denoting the host part.
Moreover, some interesting extensions of the host language are proposed. In particular,
the authors use the enrichment of the category of W*-algebras in the dcpo-category to
accomodate recursive types. This allows to model arbitrary types and is directly connected
with the possibility to plainly encode parametric quantum algorithms. In [RS17] the authors
also show a relation with Benton’s Linear/Non Linear models.
EWire has been defined as a generalization of a version of QWire (“choir”) [PRZ17,
RPZ17, RPLZ19], which is one of the most advanced programming platforms for the encod-
ing and the verification of quantum circuits.
The circuit language of QWire can be treated as a the quantum plugin for the host
classical language, currently the Coq proof assistant [RPZ17, Ran18]. The type system is
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inspired by Benton’s (L/NL) Logic and supports both linear and dependent types. The
circuit language essentially controls the well formation of expressions concerning wires, i.e.
circuit’s inputs/outputs, whereas the host language controls higher-order circuit manipula-
tion and evaluation. The host language also controls the boxing mechanism (a circuit can
be “boxed” and then promoted as a classical resource/code. See [Ran18] for a complete
account about the use of advanced operations and techniques designed for QWire.
5. Discussions, Conclusions and Future Work
In this paper we design the embedded calculus HC0 and, following [RS17], we provide its
denotational semantics in terms of enriched categories.
We address the problem from a general perspective in order to formulate, in the best possible
way, a minimal language able to capture the good properties common to an ideal class of
embedded languages.
We prove a relationship between syntax and semantics that is radically stronger w.r.t.
the usually one stated by soundness and completeness theorems. As suggested by Maietti
et al. in [MMdPR05], we use the notion of internal language of a category to show that the
category Th(HC0) of HC0-theories is equivalent to the category Model(HC0) of HC0-models.
HC0 has been intentionally designed in a minimalist but flexible way: the host language
is a simply typed lambda calculus and the core language is purely linear. We frequently
highlighted the compositional behaviour of HC0, also showing how to extend the core part C
to a non-linear typed system. As previously said, in the host-core type theory we establish
a hierarchical dependency of the core on the host. This is fully reflected by the kind of
communication we model between H and C languages.
HC0 can be considered as a kernel calculus for extensions and specializations.
We aim to use the direct correspondence between syntax and semantics to obtain more and
more refined type theories by simply adding syntactical rules and (equivalent) denotational
properties, without changing the rules of the basic language.
Starting from suitable extensions of HC0 complaining a sufficiently expressive host lan-
guage H, we plain to study some specializations to the quantum, to the probabilistic and
to the reversible paradigms. Each extension requires the addition of ad hoc syntactical
primitives and, mirroring the syntax, a suitable definition of models (H, C), where the core
category C denotes the peculiar behaviour of the paradigm and has to be enriched in H.
Concerning the quantum case, our short time goal is to study enriched categories of interest
for quantum computing and, exploiting the result about the internal languages we proved,
to extract type theories backwards from the semantics. These type theories could be good
candidates for the design of new and potentially interesting quantum calculi.
Moreover, once defined a quantum specialization of (a more expressive version of) HC0,
it will be mandatory to compare it with affirmed and influential languages such as QWire
and EWire.
References
[BW90] M. Barr and C. Wells. Category Theory for Computing Science. Prentice-Hall, Inc., USA, 1990.
[GL87] J. Y. Girard and Y. Lafont. Linear logic and lazy computation. In Hartmut Ehrig, Robert
Kowalski, Giorgio Levi, and Ugo Montanari, editors, TAPSOFT ’87, pages 52–66, Berlin,
Heidelberg, 1987. Springer Berlin Heidelberg.
COMPOSITIONAL THEORIES FOR EMBEDDED LANGUAGES 17
[Joh02] P.T. Johnstone. Sketches of an elephant: a topos theory compendium, volume 2 of Studies in
Logic and the foundations of mathematics. Oxford Univ. Press, 2002.
[Js91] A. Joyal and R. street. The geometry of tensor calculus i. Advances in Mathe-matics, 88(1):55–
112, 1991.
[Kel05] G.M. Kelly. Basic concepts of enriched category theory. Theory Appl. Categ., 10, 2005.
[Lac10] S Lack. A 2-Categories Companion, pages 105–191. Springer New York, New York, NY, 2010.
[LMZ18] B. Lindenhovius, M. Mislove, and V. Zamdzhiev. Enriching a linear/non-linear lambda calculus:
A programming language for string diagrams. CoRR, abs/1804.09822, 2018.
[LS86] J. Lambek and P. J. Scott. Introduction to Higher Order Categorical Logic. Cambridge Univ.
Press, 1986.
[MdPR00] Maria Emilia Maietti, Valeria de Paiva, and Eike Ritter. Categorical models for intuitionistic
and linear type theory. In Jerzy Tiuryn, editor, Foundations of Software Science and Compu-
tation Structures, pages 223–237, Berlin, Heidelberg, 2000. Springer Berlin Heidelberg.
[MMdPR05] M. E. Maietti, P. Maneggia, V. de Paiva, and E. Ritter. Relating categorical semantics for
intuitionistic linear logic. Appl. Categ. Structures, 13(1):1–36, 2005.
[Pit95] A. M. Pitts. Categorical logic. In S. Abramsky, D. M. Gabbay, and T. S. E. Maibaum, editors,
Handbook of Logic in Computer Science, volume 6, pages 39–.129. Oxford Univ. Press, 1995.
[PRZ17] Jennifer Paykin, Robert Rand, and Steve Zdancewic. Qwire: A core language for quantum
circuits. In Proceedings of the 44th ACM SIGPLAN Symposium on Principles of Programming
Languages, POPL 2017, pages 846–858, New York, NY, USA, 2017. ACM.
[Ran18] Robert Rand. Formally Verified Quantum Programming PhD Thesis. PhD thesis, University
of Pennsylvania, USA, 2018. http://www.cis.upenn.edu/ rrand/thesis.pdf.
[Rie14] E. Riehl. Categorical homotopy theory. Cambridge University Press, 2014.
[RPLZ19] R. Rand, J. Paykin, D.-H. Lee, and S. Zdancewic. Reqwire: Reasoning about reversible quan-
tum circuits. In 15th International Conference on Quantum Physics and Logic, QPL 2018;
Dalhousie UniversityHalifax; Canada; 3 June 2018 through 7 June 2018, volume 287, pages
299–312, 2019.
[RPZ17] Robert Rand, Jennifer Paykin, and Steve Zdancewic. Qwire practice: Formal verification of
quantum circuits in coq. In Proceedings 14th International Conference on Quantum Physics
and Logic, Nijmegen, The Netherlands, 3-7 July 2017, volume 266 of EPTCS, pages 119–132,
2017.
[RS17] M. Rennela and S. Staton. Classical control, quantum circuits and linear logic in enriched
category theory. CoRR, abs/1711.05159, 2017.
[RS18] Mathys Rennela and Sam Staton. Classical control and quantum circuits in enriched category
theory. Electronic Notes in Theoretical Computer Science, 336:257 – 279, 2018. The Thirty-third
Conference on the Mathematical Foundations of Programming Semantics (MFPS XXXIII).
[Sak12] S. Sakai. C*-Algebras and W*-Algebras. Classics in Mathematics. Springer Berlin Heidelberg,
2012.
[Sel09] P. Selinger. A survey of graphical languages for monoidal categories. Lecture Notes in Physics,
813, 08 2009.
Appendix A. Appendix
We recall here some ground notions about monoidal categories and enriched categories.
See [Kel05, Lac10] for a complete account.
A.1. Monoidal categories. It is often useful to reason in a very abstract sense about
processes and how they compose. Category theory provides the tool to do this.
A monoidal category is a category equipped with extra data, describing how objects
and morphisms can be combined in parallel. The main idea is that we can interpret objects
of categories as systems, and morphisms as processes.
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One could interpret this for example, as running computer algorithms in parallel, or
from a proof-theoretical point of view, as using separate proofs of P and Q to construct a
proof of the conjunction (P and Q).
Definition A.1. A monoidal category H = (H0,⊗, I, a, l, r) consists in giving:
• a category H0;
• an object I of H0, called the unit ;
• a bifunctor ⊗ : H0 ×H0 // H0 , called tensor product , and we write A⊗ B for the
image under ⊗ of the pair (A,B);
• for every A,B,C objects of H0, an associativity isomorphism :
aABC : (A⊗B)⊗ C // A⊗ (B ⊗ C)
such that a : ((−⊗−)⊗−) // (−⊗ (−⊗−)) is a natural isomorphism.
• for every object A, a left unit isomorphism
lA : I ⊗A // A
such that l : (I ⊗−) // idH0 is a natural isomorphism;
• for every object A, a right unit isomorphism
rA : A⊗ I // A
such that r : (−⊗ I) // idH0 is a natural isomorphism.
This data must satisfy the pentagon and triangle equations, for all objects A,B,C and
D :
((A⊗B)⊗ C)⊗D
aABC⊗idD

a(A⊗B)CD // (A⊗B)⊗ (C ⊗D)
aAB(C⊗B)

(A⊗ (B ⊗ C))⊗D
aA(B⊗C)D

A⊗ ((B ⊗ C)⊗D)
idA⊗aBCD
// A⊗ (B ⊗ (C ⊗D))
(A.1)
(A⊗ I)⊗B)
rA⊗idB **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
aAIB // A⊗ (I ⊗B)
idA⊗lB

A⊗B
(A.2)
A special kind of example, called a cartesian monoidal category, is given by taking for H0
any category with finite products, by taking for ⊗ and I the product × and the terminal
object 1, and by taking for a, l, r the canonical isomorphisms.
Important particular cases of this are the categories Set, Cat, Grp, Ord, Top of sets,
(small) categories, groupoids, ordered sets, topological spaces.
A collection of non-cartesian examples are Ab, Hilb, Rel of abelian groups, Hilbert
spaces, sets and relations.
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Definition A.2. A monoidal category H is said symmetric when for every A,B there is
an isomorphism
sAB : A⊗B // B ⊗A
such that
• the morphisms sAB are natural in A,B;
• associativity coherence : for every A,B,C the following diagram commutes:
(A⊗B)⊗C
sAB⊗idC //
aABC

(B ⊗A)⊗ C
aBAC

A⊗ (B ⊗ C)
sA(B⊗C)

B ⊗ (A⊗ C)
idB ⊗sAC

(B ⊗ C)⊗A aBCA
// B ⊗ (C ⊗A)
• unit coherence : for every A the following diagram commutes:
A⊗ I
rA
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
sAI // I ⊗A
lA

A
• symmetric axiom : for every A,B the following diagram commutes:
A⊗B
idA⊗B ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
sAB // B ⊗A
sBA

A⊗B.
A.2. Enriched categories. In this section we provide some basic notions about enriched
categories. For details see. e.g. [Sel09, Kel05, Js91].
An enriched category is a category in which the hom-functors take their values not
in Set, but in some other category H. The theory of enriched categories is now very
well developed in category theory, see [Kel05] and [Lac10], and recently it finds interesting
applications in theoretical computer science, see [RS17] and [LMZ18]. For the rest of this
section, let H be a fixed monoidal category H = (H0,⊗, I, a, l, r), where H0 is a category,
⊗ is the tensor product, I is the unit object of H0, a defines the associativity isomorphism
and l and r define the left and right unit isomorphism respectively.
Definition A.3 (Enriched Category). A H-category A consists of a class ob(A) of ob-
jects, a hom-object A(A,B) of H0 for each pair of objects of A, and
• composition law cABC : A(B,C)⊗A(A,B) // A(A,C) for each triple of objects;
• identity element jA : I // A(A,A) for each object subject to the associativity and
unit axioms expressed by the commutativity of the following diagrams
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(A(C,D)⊗A(C, B)) ⊗A(A,B)
cBCD⊗id

a // A(C,D)⊗ (A(C, B) ⊗A(A,B))
id⊗cABC

A(D,B) ⊗A(A,B)
cABD // A(A,D) A(C,D)⊗A(A,C)
cACD
oo
A(B,B)⊗A(A,B)
cABB // A(A,B) A(A,B)⊗A(A,A)
cAAB
oo
I ⊗A(A,B)
jB⊗id
OO
l
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
A(A,B) ⊗ I.
id⊗jA
OO
r
ff◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
Taking H = Set,Cat,2,Ab one can re-find the classical notions of (locally small )
ordinary category, 2-category, pre-ordered set, additive category.
Definition A.4 (H-functor). Let A and B be H-categories. A H-functor F : A // B
consists of a function
F : ob(A) // ob(B)
together with, for every pair A,B ∈ ob(A), a morphism of H
FAB : A(A,B) // B(FA,FB)
subject to the compatibility with the composition and with the identities expressed by the
commutativity of A(B, C)⊗A(A,B)
FBC⊗FAB

c // A(A,C)
FAC

B(FB,FC)⊗B(FA, FB)
c // B(FA,FC)
and A(A,A)
FAA

I
jA
::✉✉✉✉✉✉✉✉✉✉
jFA
$$■
■■
■■
■■
■■
■
B(FA,FA).
Definition A.5 (H-Natural Transformations). Let F,G : A // B be H-functors. A
H-natural transformation α : F // G is an ob(A)-indexed family of components
αA : I // B(FA,GA)
satisfying the H-naturality condition expressed by the commutativity of the following dia-
gram
I ⊗A(A,B)
αB⊗FAB // B(FB,GB) ⊗B(FA,FB)
c
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
A(A,B)
r−1
&&▼▼
▼▼
▼▼
▼▼
▼▼
l−1
88qqqqqqqqqq
B(FA,GB).
A(A,B) ⊗ I
GAB⊗αA // B(GA,GB) ⊗B(FA,GA)
c
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