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Summary
A  long standing problem  in com puter graphics and anim ation is th e production of 
syn th etic com puter graphics m odels whose appearance, m ovem ent and behaviour are 
visu a lly  indistinguishable from  the real world. T h is  thesis addresses the problem  of 
reconstructing visu a lly  realistic com puter graphics m odels o f real people using m ultiple  
cam era views. A  m odel-based com puter vision algorithm  is introduced to  reconstruct 
the shape and appearance of a  person in an arbitrary pose view ed in a m ultiple cam era  
studio.
Current techniques for m ultiple view  reconstruction address the problem  of general 
scene recovery. T hese non m odel-based approaches can fail to accurately reconstruct 
shape and appearance in the presence of visual am biguities. T h e  techniques also provide  
no structure to  edit or reuse the captured content in com puter anim ation. T h e  prim ary  
novel contributions in this research work are 1) a shape constrained deform able m odel 
form ulation to m atch a generic m odel to  shape inform ation in m ultiple view  silhouettes  
in the presence of visual am biguities; and 2) a m odel-based m ultiple vie w  reconstruction  
algorithm  to recover a m odel th a t m atches appearance across m ultiple view s to  sub­
pixel accuracy.
M odel-based m ultiple view  reconstruction of people is evaluated and results are pre­
sented for the reconstruction of shape and appearance of people in an arbitrary pose. 
T h e  recovered m odels provide an accurate shape representation for a person and a  
visual appearance approaching the qu ality  of th e original cam era im ages. T h e  m od­
els also provide a consistent structured representation for the editing, synthesis and  
transm ission of 3D content in com puter graphics and anim ation.
K ey words:
V isu al Scene R econstruction, T h ree D im ensional Graphics, H um an M odels.
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C h a p te r  1
I n t r o d u c t i o n
Computer generated three-dimensional (3D) graphics has found widespread use through­
out many forms of visual media. One of the key challenges for 3D content production is 
the creation of visually realistic models of people. Model production is currently a high- 
cost and labour-intensive task, and the results often appear synthetic when compared 
to the world we see around us. Computer vision offers the opportunity to capture these 
graphical models directly from the real world with the visual realism of conventional 
video images.
In this thesis a framework is introduced to reconstruct a 3D computer graphics model of 
a person from multiple camera views. Previous multiple view reconstruction techniques 
concentrate on capturing the 3D geometry of a general scene and provide no structure 
to edit or reuse the 3D content. The objective of this work is to derive 3D models with 
the control structure for animation. Such models would then reproduce the complex 
shape and appearance we are accustomed to in conventional video images and allow 
the manipulation of model dynamics and viewpoint for 3D content production.
1 .1  M o t i v a t i o n
The challenge of creating a realistic computer generated human has always been a cen­
tral goal in computer graphics. The film industry, for example, has seen an explosion
1
2 Chapter 1. Introduction
in the use of computer graphics over the past two decades and realistic synthetic ac­
tors or “synthespians” have always been just around the corner. In 1986, the Pixar 
group at Lucasfilm produced the first 3D character, a knight who leaps from a stained 
glass window, in the film Young Sherlock Holmes. In 1991 Industrial Light and Magic 
produced the first high profile digital character, a liquid-metal humanoid robot, that 
performs key sequences throughout the film Terminator II. In 2001 we saw the first 
film distributed by a major Hollywood studio to feature a cast made up entirely of 
“hyper-realistic” computer generated humans, in the film Final Fantasy.
Computer graphics technology has an obvious advantage in the film industry where 
computer generated imagery enables a director to create and edit any situation without 
the dependence on live action shots. The greatest success for realistic human models 
has been as stunt doubles for “mixed reality” clips where seamless transitions between 
live action and computer graphics are used to enable special effects and camera shots 
that would not otherwise be possible. However, the use of realistic models as principal 
characters in films has received a mixed response. Production of a human model is a 
challenging task and computer generated realism can appear synthetic and impersonal 
compared to the live action that we are accustomed to.
Currently the production of computer generated human characters is a high cost and 
labour intensive task, limiting the application to the big-budget film, advertising and 
game industries. In low-budget applications such as television broadcast, use of com­
puter graphics has instead concentrated on the “Virtual Studio” . In the virtual studio, 
a camera films live action against a constant background such as a blue screen. The 
key colour in the background is removed and the scene is combined with a virtual set 
or normal video. Camera tracking information can also be incorporated to allow the 
camera to move, pan, tilt or zoom within the virtual set or within the video to provide 
matched virtual camera movements [68]. Virtual studio technology has now developed 
to the point where action can be overlaid live with the real or synthetic video.
Virtual studio production is principally used to composite shots of actors with real or 
virtual backgrounds. Everyday examples include news and weather reports or natural 
history and scientific documentaries where a presenter is composited with a video of a
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remote location or computer graphics. Recently the concept of using multiple cameras 
in a virtual studio to capture a scene in 3D has been introduced [66]. Three-dimensional 
production or 3D video was first popularised by Kanade et al. in 1997 [88] who coined 
the term “Virtualized Reality” . Conventional video provides only a two-dimensional 
(2D) view of a scene in a linear form where the director defines every moment to be 
viewed. Presenting an event in 3D allows visualisation in the same way as virtual reality 
to give an immersive 3D experience in which a viewer has the freedom to contraband 
interact with the scene in three dimensions.
In this thesis, the convergence of computer graphics modelling and 3D virtual studio 
production is explored. Computer graphics models of people provide the freedom to 
manipulate characters to create and edit a desired event. However, this can come at a 
prohibitive cost due to the skill and time required to generate the models and does not 
meet the realism we are accustomed to in conventional video. The 3D virtual studio 
on the other hand provides the potential to capture real dynamic scenes in 3D with 
the realism of video. This work investigates the reconstruction of computer graphics 
models of real people from multiple view video. Such models can capture the complex 
shape and appearance of a person available in video images and allow the manipulation 
of the model dynamics and viewpoint in visualisation as a computer graphics model. 
The ultimate goal is to capture 3D models of people with the same visual quality as 
the original video to give a “video-realistic” model.
The potential application of a “video-realistic” human computer graphics model extends 
beyond improving the realism of current models in games and films, or providing the 
means to generate 3D content in television and multi-media. A system for capturing 
controllable models of people could be used to simulate any sort of human interaction, 
for example in virtual rehearsals for broadcasting, simulations for medical or safety 
training, and interactive educational services. Models captured for individuals could be 
used to personalise automated or electronic communications such as video call centres, 
e-mails, or teleconferencing. Such models could also be used for the personal design 
of equipment or clothing. This technology has the potential for a widespread impact 
across the broadcast, entertainment and communication industries.
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1 .2  T h e  P R O M E T H E U S  p r o j e c t
This research forms part of the PROMETHEUS project: PROduction of multi-MEdia 
content for THree dimensional Environments distributed over networks. The PROMETHEUS 
project funded by EPSRC/DTI Link Broadcast program (1999-2003), coordinated by 
the BBC, was set-up in anticipation of the future of television as a fully interactive 
3D medium or “Virtualized Reality” . The objective was to develop production tools 
for a 3D virtual studio and demonstrate content creation, transmission, and display as 
a full 3D programme chain. This was show-cased at the International Broadcasting 
Convention, IBC 2002 [133].
PROMETHEUS was a collaborative project with the BBC, AvatarMe, BTexact Tech­
nologies, De Montfort University, Queen Mary University of London, Snell and Wilcox, 
University College London, and the University of Surrey. The work in this thesis formed 
the basis for creating realistic whole-body models of actors in a broadcast studio. Other 
work at the University of Surrey explored the estimation of human motion from multi­
ple views to define the animation parameters for an actor model. BTexact Technologies 
addressed the problem of separately acquiring a model for the human face and track­
ing facial motion in a camera image to derive facial animation parameters. University 
College London’s Virtual Environments and Computer Graphics group developed a 
real-time cloth simulation system to integrate virtual clothing with an animated actor 
model. The delivery of this 3D content was addressed using the MPEG-4 model-based 
coding standard by Queen Mary, University of London. De Montfort University ex­
plored techniques to render the content to a 3D display. Finally the BBC coordinated 
and integrated this work to demonstrate the potential for a complete 3D programme 
chain.
1 .3  O v e r v i e w
The overall objective of the research presented in this thesis is to recover visually 
realistic models of people from multiple view images. Video capture is based on the 
concept of the 3D virtual studio in which dynamic scenes of actors are captured against
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Figure 1.1: Camera images in a 3D Virtual Studio, (courtesy of BBC R & D).
a controlled background setting with multiple camera views. The problem is to derive 
a 3D representation of a person from these images as a controllable computer graphics 
model. Figure 1.1 shows a typical set of multiple view camera images recorded in a 
broadcast studio.
The reconstruction of 3D shape from camera images forms a central problem in Com­
puter Vision and techniques have been developed previously to construct models from 
multiple views [88, 114, 176]. In recent years the problem of generating visually realistic 
models from images has been addressed. Image-based representations for appearance 
have been combined with geometric scene reconstruction to give highly realistic 3D 
models with the visual quality of camera images. These techniques have been applied 
to capture the shape and appearance of people from multiple views in a studio. Kanade 
et al. [88] first demonstrated the ability to recover dynamic scenes of people from mul­
tiple video images as an off-line process. Matusik et al. [114] presented a system to 
generate a virtual camera image in real-time from multiple views. Vedula [176] intro­
duced a technique to generate virtual views and interpolate the visual appearance of a 
person across time as well as space to create re-timed special effects.
The goal here is to capture controllable 3D models of people. Previous techniques for 
multiple view reconstruction [88, 114, 176] have been based on recovering the geometry 
of a dynamic scene containing a person. These techniques make no assumption on 
the structure of the scene and generate a new scene model for each time frame from a 
multiple view video sequence. The advantage of this is that there are no restrictions
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on the content of the scene. However, this approach has a number of limitations: 
(i) The scene models do not necessarily have a consistent structure over time and 
inconsistencies in the models at different time frames will become apparent when viewed 
as a sequence; (ii) Without any prior knowledge of the scene geometry, reconstruction 
can be sensitive to visual ambiguities leading to incorrect shape and appearance in 
generating novel views; (iii) There is no temporally consistent structure to encode a 
scene for transmission; and most importantly (iii) There is no consistent structure to 
edit or reuse the dynamic content in a scene, limiting the techniques to replaying a 
capture event.
The objective of the work in this thesis is to overcome the limitations of current tech­
niques for multiple view reconstruction and capture a scene model with the necessary 
structure for animation. The approach is based on the functional modelling paradigm 
introduced by Terzopoulos et al. [163], which has been proposed for whole-body mod­
elling of people from a single camera by Hilton et al. [80]. Reconstruction is based 
on a prior humanoid model which is used to recover the shape and appearance of a 
person across multiple views. This has a number of important advantages: (i) The 
prior model can be designed for rendering and manipulation as a standard computer 
graphics model; (ii) The model can be instrumented with a kinematic structure for 
model animation; (iii) A model provides prior shape information to influence multiple 
view reconstruction in the presence of visual ambiguities; and (iv) Model-based recon­
struction provides a consistent structure either for a temporal sequence of a person or 
for the analysis of the shape and appearance of different people.
Through out this work two assumptions are made. Firstly it is assumed that the 
cameras in the studio are calibrated in order to perform a metric 3D reconstruction 
from the 2D images. Appendix A outlines the pinhole camera model adopted, the 
calibration of multiple cameras in a studio and the reconstruction of 3D position from 
multiple views. The second assumption is that the prior humanoid model for model- 
based reconstruction is registered to match the pose of a person in multiple images. 
In Appendix B a technique is described to register an animated model with a person 
through the use of a manual user interface to define feature points for the model in 
multiple images.
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1 .4  S u m m a r y  o f  c o n t r i b u t i o n s
In this thesis a model-based framework is introduced to reconstruct a computer graphics 
model of a person from images captured in a multiple camera 3D virtual studio. The 
following contributions have been made in this work.
• A model-based computer vision framework has been introduced to optimise a 
prior model to match the shape and appearance in multiple camera views.
• Previous work on whole-body model reconstruction from image silhouettes has 
been extended to a person in an arbitrary pose viewed from unconstrained camera 
positions.
• Model-based shape reconstruction has been formulated to integrate multiple shape 
cues derived from multiple synchronous camera views to recover the shape that 
matches appearance between images.
• A coarse-to-fine multiple point matching scheme has been introduced to obtain 
robust matches to different shape cues in the presence of visual ambiguities and 
avoid local minima in model optimisation.
• Shape constrained optimisation has been introduced to regularise reconstruction 
and to preserve the relative position of the model vertices defining the surface 
shape for model animation.
• Evaluation has demonstrated improved shape reconstruction in comparison with 
current techniques for multiple view reconstruction in the presence of visual am­
biguities.
• Evaluation has demonstrated that a realistic model appearance can be obtained 
that approaches the captured image resolution.
• The model-based approach to reconstruction has demonstrated that new dynamic 
3D content can be generated from camera images with the freedom to control the 
viewpoint in visualisation.
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1 .5  O u t l in e  o f  t h e s is
This thesis is organised as follows. Chapter 2 presents a literature survey of research on 
human modelling and multiple view reconstruction in Computer Vision and Computer 
Graphics. In Chapter 3 previous work on reconstructing whole-body models of people 
from a single camera presented by Hilton et al. [80] is considered. The model-based 
technique using shape from silhouette is extended to recover the shape of a person in 
an arbitrary pose viewed from unconstrained camera positions in a multiple camera 
studio. This approach is found to be limited by the independent treatment of shape in 
each 2D image. In Chapter 4 a model-based technique is presented to simultaneously 
recover the shape of a person from multiple image silhouettes. The technique provides 
an approximate model for a person that satisfies the 3D constraint imposed by image 
silhouettes from multiple views. Chapter 5 then presents a model-based approach to 
refine the shape of a prior model to match the appearance in the colour images, giving 
a more accurate shape model for the recovery of surface appearance. A technique is 
presented to update a prior model to match silhouette, appearance and feature data 
across multiple views. The appearance of the model is then derived in Chapter 6 
from the camera images. Appearance is defined through either a view-independent 
surface colour for the model or an image-based representation allowing for a view- 
dependent appearance that reproduces the captured images. The techniques presented 
are evaluated in each chapter and Chapter 7 presents final results for model-based 
reconstruction of people in a multiple camera studio. The thesis is concluded with a 
summary of the achievements and suggestions for future work.
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C h a p te r 2
L i t e r a t u r e  R e v i e w
The challenge of achieving computer generated realism is leading to a convergence of 
Computer Vision and Computer Graphics techniques. This is demonstrated by the 
increasing use of vision in the graphics community [50, 115, 183], and work on graphics 
applications in Computer Vision [124, 142, 80]. Computer Graphics deals with the 
problem of constructing models and rendering images from them. Realistic image syn­
thesis is a central goal and research has focused on modelling the complex geometry and 
material properties of real world objects, and simulating the complex path and surface 
interaction of light in order to generate realistic renderings. While this can provide 
highly realistic results, the problem of creating models that are indistinguishable from 
reality remains unsolved. The alternative approach pioneered in Computer Vision is to 
create new images from photographs to produce “photo-realistic” computer generated 
scenes.
Computer Vision concerns the problem of modelling and interpreting the world through 
the analysis of images. This in part addresses the problem of constructing geometric 
models from images, termed image-based modelling. The use of photographs or video 
offers a simple and attractive method to capture the geometry and appearance of real 
objects. In the simplest form a photograph can be incorporated as an image in a 
computer graphics model, termed a texture map, providing visual detail without the 
need for complex physical simulation of geometry and light transport in a scene [78]. 
At its most complex, a vision system with accurate camera models and estimates of
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camera position and orientation can be used to capture models of geometry or scene 
appearance in order to synthesise realistic images of the scene from new view points 
[46].
In this chapter current approaches are reviewed for image-based modelling and ren­
dering from images in Computer Vision and Computer Graphics. Current methods 
for constructing computer graphics models of humans from images are then presented. 
Finally the literature is summarised and conclusions drawn on appropriate techniques 
for constructing human models in the target application area of the multiple camera 
studio.
2 .1  I m a g e  b a s e d  m o d e l l i n g  a n d  r e n d e r i n g
There are two contrasting approaches to the problem of synthesising new views from 
photographs: image-based modelling and image-based rendering. In modelling from 
images, a 3D surface model is constructed for a scene and texture maps are extracted 
from the images. The advantage of this approach is that it allows the model to be 
manipulated both in visualisation through a conventional computer graphics rendering 
pipeline, and in modification of shape and appearance through 3D modelling software. 
The disadvantage lies in the quality of the geometric reconstruction that can be achieved 
from images and the fixed appearance given by the model texture.
Image-based rendering on the other hand represents a scene by the original photographs 
rather than explicit reconstruction of scene geometry. Novel views are synthesised by 
warping the images. This provides visual fidelity to the original data and reproduces 
the complex view-dependent lighting effects captured in the images. The drawback 
of the approach is that a scene must be captured densely in order to synthesise new 
views, requiring restricted viewpoints to avoid a prohibitive number of sample images. 
This representation also provides no facility to manipulate the data in order to edit or 
generate new scenes.
While image-based rendering appears removed from the goal of reconstructing con­
trollable models of humans from images, hybrid approaches have been presented com­
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bining the key advantages of each representation. Hybrid techniques make use of an 
approximate geometric representation of a scene to provide the correspondence between 
views to synthesise new images from a set of sample images. This provides a conven­
tional representation for 3D manipulation and simulates view-dependent appearance 
with a reduced set of images compared to image-based rendering. In this section both 
geometry-based, image-based and hybrid methods of scene representation are reviewed.
2.1.1 Geometric reconstruction
Reconstruction of 3D data from 2D images forms a central problem in Computer Vi­
sion from applications such as robot navigation or object recognition to scene cap­
ture for virtual environments. Techniques for reconstruction originated in the field of 
photogrammetry where it was recognised that photographs could be used to generate 
topographic maps, a technique that gained widespread used in World War I [49]. Re­
construction is based on the triangulation of 3D position from the 2D location in two 
or more images. A photograph provides a projection of the 3D scene onto a plane and 
a feature on the plane corresponds to a ray that extends from the centre of projection 
of the camera into the scene. If the feature is located in another image then the 3D 
location is given by the intersection, or triangulation, of the corresponding rays [57]. 
Triangulation can be used to interactively construct 3D models and several commercial 
software packages such as PhotoModeler [7] and ImageModeler [11] are available to do 
this. Manual construction of models is however a laborious task in which every feature 
that defines the 3D shape of the scene has to be marked in the captured images.
Computer vision research has focussed on the problem of automating scene recon­
struction from camera images [57, 76, 174]. The basis of multiple view geometry has 
been developed in computer vision over the last two decades to define the parame­
ters involved, the constraints between features in images, the estimation of camera 
parameters and the reconstruction of 3D position from image correspondences [76]. 
The classical approach to 3D reconstruction developed first in photogrammetry at­
tempts to jointly estimate 3D structure and camera viewing parameters through a 
process termed bundle-adjustment [172]. In computer vision this problem is addressed
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in structure-from-motion [57] where the task is to derive the 3D position and camera 
motion for an image sequence. In visual scene reconstruction this problem is simplified 
somewhat by calibrating the viewing parameters of the cameras. The problem is then 
to solve for the 3D shape of the scene that reproduces the images. Techniques for visual 
scene reconstruction can be broadly divided into passive methods that rely on matching 
visual cues between images, and active methods in which light patterns are projected 
into a scene to provide visual features for matching.
Active systems for reconstruction called range scanners employ either a time-of-flight 
approach, in which a focussed laser pulse is emitted and the time to return to a sensor 
gives the distance travelled, or use triangulation to locate the 3D position of light 
projected onto an object [44]. A range scanner provides 3D depth data within the 
field of view, termed a range map or 2.5D image. Commercial scanners are available 
to capture the shape of a person such as the WB4 from Cyberware [5], TriForm from 
Wicks and Wilson [14], Vitrus pro from Vitronic [13], and the Body Line Scanner from 
Hamamatsu [8]. These systems produce high accuracy and high resolution 3D computer 
graphics models. The Cyberware WB4 reconstructs human models to an accuracy of 
0.5mm with a typical polygon count in the order of 300000. Such systems are however 
limited to the acquisition of static shape in a restricted environment and often provide 
only limited colour information for the captured models.
Compared to active sensing techniques, passive scene reconstruction from images en­
ables greater flexibility in scene capture, provides all the colour information inherent in 
the camera images and enables the capture of dynamic events. Passive techniques rely 
on matching visual cues such as features, surface appearance, shading and silhouette 
contours. This has been applied to capture 3D data from monocular images, stereo 
pairs, multiple camera views and image sequences from moving cameras. Visual scene 
reconstruction from images suffers from inherent ambiguities in deriving 3D information 
from 2D appearance and the robust reconstruction of accurate scene models remains 
an open area of research. Commercial applications include Boujou from 2D3 [1], an 
automated camera tracking tool for the composition of computer graphics with real 
video and the 3D Software Object Modeller from Canon [4] which uses shape from 
silhouette to reconstruct small objects from a single camera.
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In this review multiple view reconstruction techniques are considered for the problem 
of recovering geometry from images in a multiple camera studio. With multiple fixed 
cameras, full calibration data can be derived by observing a known calibration object
[57]. A camera is said to be “fully” calibrated if the extrinsic camera parameters, the 
position and orientation in space, together with intrinsic: parameters that define the 
3D to 2D projection onto a camera image plane are known. There are two different 
approaches to the problem of recovering shape from multiple calibrated cameras. In 
Section 2.1.1.1 the stereo vision approach is described in which a search is performed 
to locate matches between images and 3D position is reconstructed by triangulation.
In Section 2.1.1.2 the approach used in volumetric scene reconstruction is described in 
which the 3D surface that is consistent with the 2D images is derived instead.
2.1.1.1 Stereo vision
Stereo vision is the process of inferring 3D depth from a pair of camera images, a prob­
lem that has been extensively researched in Computer Vision. The stereo reconstruction 
problem is reviewed by Dhond and Aggarwal [52], and more recently by Szeliski [158]. 
Scharstein and Szeliski [139] present a comparative evaluation of different algorithms 
for stereo reconstruction. The problem is to derive the correspondence between images 
such that matched image points correspond to the projection of the same points in the 
scene. The amount of displacement, or disparity, between matched points can then be 
related to depth to give a 2.5D scene representation as shown in Figure 2.1. Stereo 
vision is used later in Chapter 5 to derive the geometry of a model that matches the 
appearance of a person between camera images.
2.1.1.1.1 Stereo correspondence In general, stereo correspondence is solved through 
a search for matching points based on a measure of similarity between the images. A 
number of factors complicate this search for correspondence [64]: (i) Measuring the 
similarity between images requires a local variation in appearance to differentiate be­
tween correct and incorrect matches; (ii) Several similar points may then be found
in the search; (iii) Occlusions in the scene will make the correspondence ambiguous; 
and (iv) Non-uniform surface reflectance and perspective projective to different view
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Figure 2.1: The 2.5D depth reconstructed for the left camera of a stereo pair using 
dense area-based matching with the right-hand camera image.
points will distort the local appearance. All these factors are apparent in images of 
people where clothing can lack a local variation in appearance or have a repeated pat­
tern, articulation of the body leads to self-occlusions, and clothing or skin exhibits a 
non-uniform view-dependent appearance. The following constraints can be imposed in 
stereo reconstruction to reduce these ambiguities in the correspondence problem [57].
• Epipolar constraint: The epipolar constraint exploits the geometry of a camera 
system. A point in one image corresponds to a ray in space that in turn projects 
to a line in another image, the epipolar line. Corresponding image points are 
therefore constrained to lie on the respective epipolar lines reducing the 2D search 
for correspondence to a ID line search.
• Uniqueness constraint: The uniqueness constraint requires that a point in one 
image can only match one point in another image for opaque objects. Cross­
checking can then be used to verify correspondences and establish occluded re­
gions where matching is inconsistent.
• Continuity constraint: The continuity constraint assumes that a scene consists 
of smooth surfaces. The disparity derived in stereo matching should therefore vary
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smoothly over a single surface. This constraint can be applied to reduce the range 
of feasible disparities surrounding a given point.
• Ordering constraint: The ordering constraint defines that for a single surface, 
the sequence of matches between points that are visible in both images are or­
dered. The order of matches will only change for points that are occluded in one 
image or for points from a different surface.
These constraints reduce mismatches in establishing corresponding points between im­
ages. The epipolar geometry of a camera system provides an important constraint that 
also reduces the complexity in the search for stereo correspondence. Image rectification 
[65] can be used to transform camera images so that the epipolar lines become parallel 
to an image axis and the search for correspondence can be performed efficiently along 
an image scan-line. This constraint will fail where inaccuracies in camera calibration 
lead to an incorrect estimate of the epipolar geometry and the rectified images will not 
then match along the scan-lines. The uniqueness constraint allows erroneous matches 
to be removed after matching and occluded regions to be identified. In “left-right 
consistency” [60] uniqueness is verified by ensuring that the match found in the right 
camera image of a stereo pair, with respect to a left camera point, should return the 
left point as a match when searching for correspondence in the left camera image. The 
drawback of the uniqueness constraint is that establishing the similarity of points is 
inherently ambiguous and a consistent correspondence may only be found for points 
with a sufficiently distinct local appearance. The ordering and continuity constraints 
impose a constraint on the shape of an object to be recovered. These constraints have 
lead to the use of global optimisation schemes such as dynamic programming to extract 
continuous surfaces that preserve the order of matches and that are locally connected 
[106, 42, 156]. These techniques can remove the noisy matches obtained in indepen­
dently matching points between images, but are restricted to the reconstruction of a 
single discontinuous visible surface.
2.1.1.1.2 Area-based stereo Methods for establishing correspondence are broadly 
divided into area-based and feature-based matching. Image features are regions that ex­
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hibit a distinct appearance with a relatively large change in intensity and are inherently 
sparse. Area-based methods match all image pixels between views and hence provide 
dense 2.5D geometry as shown in Figure 2.1. Area-based stereo matches small windows 
between images with a metric that measures the aggregated match of corresponding 
window pixels. In traditional area-based stereo, a fixed window size is used and pixel 
intensity is correlated or the sum of squared intensity differences (SSD) is measured
[58]. The correspondence is established where the windows have either a maximum 
correlation or minimum SSD.
Area-based stereo has a number of limiting assumptions. Firstly it must be assumed 
that the local relative change in intensity within an image window is consistent between 
views so that pixel intensity can be correlated. Secondly it is assumed that there is 
sufficient intensity variation within a window to enable reliable matches between images. 
Finally it is assumed that disparity is constant within a window, equivalent to a fronto- 
parallel surface, so that there is no geometric distortion between views. The later 
assumptions lead to a tradeoff between the size of an image window needed to obtain 
a sufficient variation in intensity and the need to limit the window size to maintain 
a constant disparity. Adaptive window schemes have been proposed to change the 
window used to automatically compensate for a lack of intensity variation and minimise 
the error in regions of non-constant disparity [87, 64]. These techniques demonstrate 
improved performance compared to fixed window area-based stereo reducing the noise 
on the estimated disparity.
In order to minimise the geometric distortion between camera views for dense area- 
based stereo a short baseline is required between camera positions such that the scene 
appears similar in the images. The drawback of this is that the depth resolution 
decreases as the baseline is reduced and large errors in computed depth can result 
from small errors in disparity. This trade-off between reconstruction accuracy and 
camera baseline has been improved by combining more than two cameras in dense 
stereo reconstruction. Here a common 2.5D depth map is constructed with respect to a 
reference image from multiple camera pairs. In trinocular stereo [57] three cameras are 
used to form two stereo pairs. The correlation scores in the two pairs are then combined 
to establish correspondence. In multiple-baseline stereo, Okutomi and Kanade [127]
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arrange cameras in a linear parallel configuration so that the pair wise correlation can 
be summed for more than two camera pairs with respect to a common underlying depth. 
The use of multiple camera pairs in trinocular stereo and multiple baseline stereo allows 
the noisy stereo estimates from individual pairs to be integrated to allow a more precise 
estimate of depth.
2.1.1.1.3 Feature-based stereo In area-based stereo the baseline between cam­
eras in a stereo pair is restricted. Feature-based stereo on the other hand allows for a 
much wider baseline between cameras by only matching distinct image features between 
views. Features are defined for matching in the images where there is a distinct appear­
ance that is stable to changes in viewpoint. The Harris interest point detector [75] has 
been used to define point features [20], points have been linked to define line segments 
[161], line segments have been linked to form planar regions [134], and periodicity in 
appearance has been used to define “distinguished” image regions [34]. Matching is 
based on descriptors that define the appearance of these features with changes in posi­
tion, scale, rotation and skew between viewpoints [20, 70]. Image features have a locally 
unique appearance and feature matching can provide a reliable correspondence between 
views. However, features are sparse and provide only limited shape information in a 
scene requiring interpolation to recover a complete geometric model. The reliability of 
feature based correspondence has been combined with the resolution of dense stereo 
matching. Konrad and Lan [90] proposed a technique to constrain the feasibility dis­
parity ranges for area-based stereo using feature matches. However, recovering dense 
geometry with an area-based approach still requires a relatively short baseline between 
cameras to minimise the distortion between the appearance in the image windows for 
matching.
2.1.1.1.4 Reconstruction o f  people Area-based stereo can provide the dense 
geometric detail needed to model people from multiple camera views. Methods are 
limited however by the requirement for a short camera baseline for matching which leads 
to noisy 3D estimates. Area-based matching also requires a sufficient local variation 
in appearance to recover correspondence. Matching will fail where there is a uniform
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appearance, a repeated pattern of appearance or where there is occlusions between 
views. The correlation of image windows requires the assumption that the local relative 
change in intensity is consistent between images and that the depth is constant across 
the window size chosen.
Stereo vision has been used previously to reconstruct models of people from multiple 
cameras in a studio. Kanade et al. [88] and Narayanan et al. [124] describe a “Virtu­
alized Reality” system with 51 cameras located on a hemi spherical dome. The system 
constructs a separate 2.5D depth map for each camera using the multiple-baseline stereo 
technique introduced by Okutomi and Kanade [127]. The depth maps are integrated 
into a single polygonal surface model and texture mapped by projecting the colour 
images back onto the model.
2.1.1.2 Volumetric reconstruction
Volumetric scene reconstruction operates in the 3D domain to recover the volume of 
the scene that is consistent with a set of input images. The advantage of this approach 
is that it removes the need to search for image correspondence, the problem instead is 
to determine image consistency for a particular 3D point. Widely separated views can 
then be considered and the occlusion of scene points between views can be modelled.
In Chapter 4 volumetric reconstruction is used to recover an approximate shape of a 
person from multiple view silhouettes and in Chapter 5 volumetric reconstruction from 
image colour is considered to refine the shape from silhouette.
2.1.1.2.1 Shape from silhouette Volumetric model reconstruction from photographs 
originated in recovering geometric models from image silhouettes. Martin and Aggar- 
wal, 1983 [112], first described a method for building models from multiple images 
based on the “occluding contour” of the silhouette, the boundary constraint on the 
2D image-plane area of a scene. Each silhouette contour, together with the center of 
projection for the camera, forms an infinite cone in space that places a constraint on 
the volume occupied by the observed scene. The intersection of the cones then defines 
a bounding volume that approximates the shape of the scene as illustrated in Figure
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Figure 2.2: Reconstruction of the visual hull from the volume intersection of the visual- 
cones from three orthogonal image silhouettes of a person.
2.2. Laurentini [96] introduced the concept of the visual hull as the closest 3D approx­
imation that can be obtained from image silhouettes taken from all possible views. In 
this thesis the term visual hull is used to refer to the volume that is reconstructed by 
the intersection of a number of silhouettes, rather than the volume at the limit from 
an infinite number of silhouettes.
Shape from silhouette has a number of limitations. The first is the requirement for 
controlled background conditions and illumination to enable foreground silhouette ex­
traction without shadows in all images. Foreground extraction makes the assumption 
that the foreground scene has a sufficiently distinct colour appearance to the back­
ground for segmentation. Segmentation will fail where the scene has the same colour 
as the background or shadows lead to a change in appearance for the background. 
The second limitation is that the visual hull cannot model concavities in the scene as 
concave regions will be self-occluded in the silhouette images as illustrated in Figure 
2.3(a). Finally the shape information from multiple silhouettes is only guaranteed to 
provide an upper bound that will contain the true surface of a scene as shown in Figure 
2.3(a).
Techniques for volumetric reconstruction of the visual hull in general use a discrete
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representation of space as a set of volume elements or voxels [54, 149]. The voxels 
corresponding to the visual hull are extracted by intersecting the visual cones for the 
silhouettes. This intersection test, also called the v o x e l  o c c u p a n c y  p r o b l e m , is performed 
by projecting voxels to each image in turn and testing the overlap with the silhouettes 
[157]. A discrete volumetric representation can be memory intensive and the occupancy 
test must be performed for a large number of voxels. With a volumetric grid of N  
elements on each side, the number of voxels to be stored and tested is of order IV3. 
Efficient representations have been used to make scene traversal more efficient. Niem 
and Buschmann [125] consider a row of voxels at a time and test the intersection of the 
projected image line with each silhouette. Spatial partitioning with an octree structure 
has been used in which the voxel space is defined as a hierarchy of subdivided cubes. 
Szeliski [157] describes a method to iteratively refine an octree model by dividing voxels 
that project to both silhouette and background elements of an image, the octree then 
corresponds to the surface elements of the scene with an order N 2 rather than the 
entire volume.
A discrete representation of the visual hull will introduce quantisation artifacts in the 
reconstructed 3D shape of a scene. An alternative approach is to explicitly construct 
the visual cone for each silhouette and perform the intersection in 3D using constructive 
solid geometry. Matusik et al. [113] describe a technique to perform this intersection 
efficiently in image space and derive a polygonal model for the visual hull. This tech­
nique removes the quantisation in a voxel representation and provides a model that 
exactly reproduces the silhouettes. The authors also demonstrate that models can be 
derived in real time, although this will be at the expense of the resolution of the models 
which in turn introduces quantisation artifacts.
2.1.1.2.2 Shape from image colour Silhouettes provide binary image informa­
tion to constrain shape. Voxel colouring introduced by Seitz and Dyer [141] instead 
use image colour to constrain scene reconstruction. The assumption is made that the 
surfaces in a scene follow the Lambertian reflectance model [82] and have a constant 
reflected appearance across all possible views. The voxel occupancy problem is then 
solved by testing the colour consistency of each voxel across all views for which the voxel
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(a) Visual hull from silhouettes (b) Photo hull from image colour
Figure 2.3: Volumetric reconstruction with concavities in a scene. The volume is shown 
shaded for (a) the visual hull from image silhouettes and (b) the photo hull from image 
colour.
is visible. Voxels that are inconsistent are removed from the scene, a process termed 
voxel carving, leaving the coloured volume that reproduces the images. Kutulakos and 
Seitz [93] term this volume the photo hull, the maximal volume that is colour consistent 
with the original images. This approach allows the reconstruction of concave regions in 
a scene where sufficient colour information is available to distinguish different surfaces 
as illustrated in Figure 2.3(b).
Voxel consistency is tested in all camera images from which a voxel is visible. The 
visibility of a voxel must therefore be checked in each camera view and the consistency 
retested with any changes in visibility. The Voxel Coloring algorithm presented by 
Seitz and Dyer [141] imposes the “ordinal visibility constraint” on camera locations 
to simplify the computation of visibility and allow the scene to be reconstructed in a 
single scan of the voxels. If cameras are positioned on one side of the scene volume then 
voxels can be visited as a set of planes in a near-to-far order. This constraint ensures 
that for any voxel, all the potential occluding voxels will have been already encountered 
and tested in a previous plane.
The ordinal visibility constraint provides an efficient method to perform voxel colour­
ing. However, the restriction on camera position means that not all surfaces in a scene 
will be visible and so cannot be reconstructed. Kutulakos and Seitz [93] introduced
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Space Carving in which voxel colouring is performed in multiple plane sweeps to allow 
for arbitrary camera positions. Space Carving tests voxels in a near to far order for the 
subset of cameras that have already been passed by a plane of voxels. This plane sweep 
is performed iteratively along the positive and negative direction of each orthogonal 
axis of the scene volume, requiring six plane sweeps per iteration. The plane sweeps 
are terminated when no further voxels are eliminated. This algorithm does not test 
colour consistency in all views for which a voxel is potentially visible and so can include 
voxels that are not consistent. Culbertson et al. [43] introduced an alternative approach 
termed Generalized Voxel Coloring which computes the visibility of each voxel exactly. 
The technique performs colour carving by iterating over the set of surface voxels in a 
volume and testing consistency of each voxel in all visible camera views until there is 
no change in the consistent volume. Culbertson et al. [43] demonstrate that this exact 
visibility can provide a smaller reprojection error in the original images and more vi­
sually realistic scene reconstructions compared to reconstruction with the approximate 
visibility in Space Carving.
The quality of scene reconstruction in voxel colouring is governed by the colour consis­
tency test. The consistency check used by Seitz and Dyer [141], Kutulakos and Seitz
[93], and Culbertson et al. [43] tests the variance of the pixel colours to which a voxel 
projects across all views. This requires a number of restrictive assumptions.
• Lambertian reflectance: The Lambertian reflectance model is adopted such 
that surface colour can be assumed to be consistent across all viewpoints. Natural 
surfaces however have a non-uniform reflectance giving a view-dependent colour 
for a surface.
• Colour consistency: The consistency test uses the variance of pixel colours 
which is not monotonic with visibility [43]. The test should ideally be monotonic, 
so that if a voxel is inconsistent for a given set of images it will remain inconsistent 
for any superset of images [93]. If the consistency test is not monotonic then 
voxels may be carved that could otherwise be classed as consistent with a change 
in visibility as surrounding voxels are removed.
• Consistency threshold: A fixed threshold is applied to the colour consistency
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metric across all the voxels, leading to the incorrect removal of voxels at colour 
boundaries. With image quantisation, pixels will have a mixed colour at bound­
aries changing the apparent colour. With voxel quantisation, a voxel can project 
to multiple pixels with different colours across a boundary region.
The consistency test proposed by Seitz and Dyer [141] can incorrectly classify the colour 
consistency of voxels in a scene. Voxels will be incorrectly carved where the colour 
changes between views due to a non-uniform surface reflectance, or within a view due 
to pixel and voxel quantisation. Voxels will remain uncarved where there is insufficient 
colour information in the images to distinguish different surfaces. The consistency test 
for a single voxel will also influence the classification of the surrounding voxels. Where 
a voxel corresponding to a true surface is incorrectly carved then voxels inside the 
scene can become carved. Where a voxel external to a true surface remains uncarved, 
then the visibility of the surrounding voxels can be reduced leading to further uncarved 
voxels. Voxel colouring will therefore suffer from false cavities and false convexities in 
the reconstructed scene. The colour consistency threshold provides a trade-off between 
these two errors. A low threshold provides a closer fit to the true surfaces in a scene, 
but increases the chance of mis-carved voxels. A single ideal threshold is not necessarily 
feasible however as the available colour information and reflective properties in a scene 
will vary.
Extensions to the original Voxel Coloring algorithm have been proposed to overcome 
the restrictions in testing colour consistency. A comprehensive review of the differ­
ent techniques for colour carving is presented by Slabaugh et al. [149]. The binary 
consistency test has been replaced by probabilistic techniques that instead assign an 
existence probability to each voxel [26, 27], or a multiple-hypothesis approach in which 
different hypotheses on the colour consistency of a voxel are considered [55, 155]. The 
reconstructed volume has also been optimised to minimise the reprojection error in the 
camera images using an iterative refinement of voxel consistency [149]. Inexact camera 
calibration has been accounted for by testing colour consistency for every pixel within 
the reprojection error of each camera [94]. Voxels have also been assigned colour plus 
opacity in order to address the problem of mixed colours with pixel quantisation [159].
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These approaches can reduce the error in reconstructing a scene with colour carving, 
although at a greater computational cost compared to the Voxel Coloring algorithm.
2.1.1.2.3 Reconstruction of people Volumetric scene reconstruction has been 
applied to reconstruct the shape of a person in a multiple-camera studio. Moezzi et 
al. [119, 120] describe a 17-camera system that performs a volumetric reconstruction 
and then derives a polygonal surface model for rendering. Matusik et al. [113] intro­
duced a technique to reconstruct polygonal visual hulls and demonstrated real-time 
reconstruction of a moving person from four cameras. Recently the Voxel Coloring 
algorithm has been applied by Vedula et al. [176] to reconstruct the shape and motion 
of a person from 17 camera views. Vedula et al. [176] describe a system to render a 
virtual view of a person from a smoothed version of the voxel surface without explicit 
construction of a geometric model. These volumetric reconstruction techniques provide 
a simple method of recovering the shape or appearance of a person when compared to 
the 51-camera stereo vision system used in the “Virtualized Reality” project [88]. The 
visual hull provides an approximate shape model for a person from multiple views given 
a set of segmented foreground image silhouettes. The photo hull implicitly performs 
a foreground /  background segmentation based on colour and provides the means to 
reconstruct concavities in the shape where sufficient colour information is available. 
The visual hull and photo hull will however suffer from false convexities where the vol­
ume is consistent with the original images, and the photo hull will also contain false 
concavities where colour consistency is not correctly determined.
2.1.1.3 Object-centred reconstruction
Image-based modelling suffers from visual ambiguities such as self-occlusion in image 
silhouettes, insufficient colour information for colour consistency, an insufficient local 
variation in surface appearance and the presence of surface discontinuities in stereo 
correspondence. Methods have been developed to overcome these ambiguities by com­
bining different visual cues and incorporating geometric scene information to improve 
reconstruction.
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Fua and Leclerc [62] introduced the concept of an object-centred approach to recon­
struction in which an initial surface mesh for a scene is reconstructed and then refined. 
In this work, an initial surface was formed by smoothing and triangulating a stereo 
depth map. The surface shape was then optimised to match shading and stereo data 
across multiple views. The object-centred representation allows multiple shape cues 
to be incorporated to refine the shape of the estimated surface. The geometric ob­
ject representation can also account for occlusions between images. Fua and Leclerc 
[62] demonstrate improvements over the initial reconstructed scene using stereo alone. 
However, only a limited refinement can be obtained as the technique is based on a local 
optimisation of the surface mesh that will fail if the model is more than a few pixels 
from the correct solution when reprojected to the images [62].
An object-centred approach has been used by Vedula et al. [177] to improve the re­
constructed scene models in the “Virtualized Reality” system. Vedula et al. [177] 
proposed model-enhanced stereo in which an initial scene model is constructed by in­
tegrating multiple stereo depth-maps. This initial model is then used to restrict the 
search range for stereo correspondence to produce a refined model of the scene and 
account for occlusions between images. Vedula et al. [177] show a reduction in the 
noise on a recovered stereo depth map with model-enhanced stereo although it is not 
clear whether this improvement arises from the refined search for correspondence or 
the original integration of multiple stereo depth-maps. It is interesting to see from this 
work that a greater improvement is actually obtained when the authors use hand-edited 
image silhouettes to reconstruct the visual hull rather than using stereo reconstruction.
Volumetric scene reconstruction has been combined with stereo vision in an object- 
centred approach by Faugeras and Keriven [59] within a variational framework. A 
cost function is defined in sets of voxels using a stereo consistency metric. Level-set 
methods are then used to carve away inconsistent voxels by evolving an initial surface to 
minimise the cost, and hence maximising the stereo correlation between images. This 
technique has the advantage that it removes the search for correspondence in stereo 
vision through the use of a volumetric representation. The evolving surface for a scene 
also provides an object-centred representation that is used to account for geometric 
distortions and occlusions between camera views. The technique is however limited by
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the assumption of a sufficiently unique local intensity variation to avoid local minima 
in the cost function evolving the surface of the level-set. This approach will fail where 
there is uniform appearance in the images or a repeated variation in intensity.
2.1.1.4 Model-based reconstruction
Techniques for image-based modelling described so far have dealt with the general 
problem of reconstructing the arbitrary shape and appearance of an unknown scene 
from a finite number of camera views. In model-based scene reconstruction a prior 
model of the expected scene geometry is refined for shape recovery. A model-based 
approach to reconstruction uses a priori knowledge of scene structure and can overcome 
visual ambiguities that can make visual scene reconstruction an ill-posed problem for 
model-free techniques. Reconstruction of human models from multiple views presented 
in Chapters 3, 4, 5 is based on a humanoid model and makes use of this prior geometric 
information to constrain the feasible shape of a person in reconstruction.
Optimisation of a surface model to match image data was first introduced in computer 
vision and computer graphics by Terzopoulos et al. [167]. Terzopoulos et al. [165] 
introduced a class of physically based models that describe the shape and motion of 
deformable curves and surfaces. Terzopoulos et al. [167] demonstrated that these 
deformable models can be applied to reconstruct the shape and motion of flexible 
objects from images. A deformable model is formulated as a continuous elastic surface 
that deforms dynamically to satisfy a set of imposed shape constraints. The advantage 
of this representation is that it provides the means to match multiple constraints derived 
from different views and interpolate the constraints with a continuous surface. The 
deformable model approach provides a robust method of shape recovery that can link 
sparse or noisy data and span missing sections of data to estimate a continuous, smooth 
surface approximation [116].
Model-based scene reconstruction with a deformable model is motivated by a physical 
approach where a model is composed of a simulated elastic material that deforms to 
satisfy a set of constraints. Model deformation is defined as an energy minimisation 
task with an external energy that applies the constraints on model shape and an in­
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ternal energy that penalises the elastic deviation in the model surface to regularise 
deformation. Terzopoulos [162] notes that the inverse problem of 3D reconstruction 
from 2D observations can be ill-posed. That is, the shape constraints do not guaran­
tee that a solution will exist, or that it is necessarily unique. Regularisation methods 
[171] provide a systematic approach to reformulate ill-posed problems in a well-defined 
framework that can be solved. The deformable model approach can ensure that a 
unique solution exists for the reconstruction problem at the global minimum of the 
energy function for the model [162]. The drawback for the approach lies in defining 
the degree of regularisation required to define the optimal trade-off between fidelity in 
fitting the constraints and penalising the model deformation [170].
There has been significant research on deformable models. Montagnat et al. [122] 
review the different representations of deformable models that have been proposed and 
Mclnerney and Terzopoulos [116] provide a review on the application in the domain 
of medical image analysis. Deformable contour models, known as snakes [89], have 
been widely used for 2D image segmentation. Deformable 3D surface models have 
been applied for segmentation and shape recovery from 3D range data [51] and 3D 
medical imaging data-sets [123]. A variety of shape representations have been explored 
to achieve this, including surface meshes [108], particle systems [160], superquadrics 
[164] and implicit representations [180]. Surface evolution has been realised through 
discretisation of the deformation energy functions using finite differences [108] and finite 
elements [38] or through level-set evolution of an implicit surface [110]. Constrained 
surface deformation has been imposed through the use of local shape constraints [121], 
restricted global transformations [123], free-form deformations (FFDs) [19] and reduced 
shape parameters [41]. Adaptive models have also been proposed to allow a surface to 
adapt and provide a high degree of freedom in data fitting [95].
Deformable models have the advantage that geometric information on the scene can 
be imposed with the prior model. This provides a robust approach that can allow re­
construction in the presence of visual ambiguities where model-free and object-centred 
techniques will fail. However, the prior model must provide a sufficiently close approx­
imation such that the true shape of the target scene can be reconstructed within the 
feasible space of the model. The model must also be aligned with the target scene and
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the degree of regularisation controlling the feasible space of shapes must be predefined.
2.1.2 Im age based rendering
Geometric scene reconstruction addresses the problem of deriving a 3D model for a 
scene which can then be combined with a texture map to give a visually realistic 
appearance. Image-based rendering on the other hand performs image synthesis directly 
from the original camera images without explicitly deriving 3D geometric information. 
This approach can provide the complex view-dependent appearance that is captured 
in camera images and avoids the ill-posed nature of visual scene reconstruction.
2.1.2.1 Interpolation from dense samples
Image-based rendering is often defined as the problem of interpolating the plenoptic 
function. McMillan and Bishop [117] define image-based rendering as follows:
G i v e n  a  s e t  o f  d i s c r e t e  s a m p l e s  ( c o m p l e t e  o r  i n c o m p l e t e )  f r o m  t h e  p l e n o p t i c  f u n c t i o n , 
t h e  g o a l  o f  i m a g e - b a s e d  r e n d e r i n g  i s  t o  g e n e r a t e  a  c o n t i n u o u s  r e p r e s e n t a t i o n  o f  t h a t  
f u n c t i o n .
The plenoptic function completely describes the light in a scene as first described by 
Adelson and Bergen [15]. The plenoptic function is a seven-dimensional (7D) function 
that gives the radiant energy that is perceived from the point of view of an observer. 
For a particular instant in time t , at a given 3D position in space ( x , y , z ) ,  looking in 
a viewing direction described by an azimuth and elevation angle (6, fi), the eye will 
be sensitive to light at different wavelengths A. In practice a fixed instant in time is 
considered and the light intensity and colour is sampled by integrating across the visible 
wavelengths giving a five-dimensional (5D) function ( x , y , z , 0 , f i ) .  The 5D plenoptic 
function or l i g h t - f i e l d  [101] completely describes the appearance of a scene in terms of 
observer position and viewing direction.
A discrete camera image provides a set of samples of the light field in which each pixel 
samples a particular viewing direction from the centre of projection for the camera. If 
images could be acquired for every point in space, covering all viewing directions, then
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view synthesis would be a simple matter of looking up the light ray corresponding to 
each pixel in the virtual camera in the original set of images. The first example of this 
approach to view synthesis is demonstrated by the movie-map system introduced by 
Lippman [105]. In the movie-map, thousands of images were stored in a database and 
the system retrieved images according to the closest view point to that of the user. 
This system is effectively a nearest-neighbour interpolation of the sample images. Such 
a system is unfeasible in practise due to the vast storage required for every conceivable 
view.
Environment maps reduce the dimensionality of the problem and the storage require­
ment by restricting the view-point to a fixed location in space. Environment maps 
record the incident light arriving at a single point and were first used to efficiently 
approximate the reflections of the environment on the surface of computer graphics 
models [72]. Chen [31] demonstrated that they can also be used to synthesise a view of 
the environment from a fixed position in the QuickTime VR system. QuickTime VR 
stitches together a set of images taken from a fixed location to form a higher resolution 
cylindrical image, a process termed image mosaicing [148]. This system allows for an 
interactive visualisation of the environment with control of viewing direction and field 
of view, with the restriction of a fixed viewing position. Shum and Szeliski [148] give a 
detailed description of different techniques to construct panoramic image mosaics from 
a sequence of camera images.
The dimensionality of the plenoptic function can also be reduced using the observation 
that in free space the light field reduces to a 4D function across a convex surface that 
encloses the observed scene. An image can be synthesised from any point outside the 
surface by determining the light ray at the surface that corresponds to each pixel in 
the virtual view. Two approaches to the 4D plenoptic function were introduced simul­
taneously, Light field Rendering [101] and the Lumigraph [69]. Levoy and Hanrahan
[101] capture sample images across a surface for Light field Rendering using a camera 
mounted on a motion control platform and Gortler et al. [69] construct regular samples 
for the Lumigraph from images captured at general camera positions by making use 
of estimated scene geometry. Both techniques parameterise light rays according to 2D 
sample position on the surface and the direction by a 2D intersection with a parallel
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surface plane. New images are synthesised using a projective mapping of the viewing 
plane onto the two parallel surfaces. The 2D location on each surface plane can then 
be derived for the ray corresponding to each pixel of the virtual view and the captured 
samples can be interpolated.
Environment maps and light field rendering or the Lumigraph are able to produce 
photo-realistic virtual views of a scene, making use of a large number of sample images 
to remove the requirement for any geometric information. This enables image synthesis 
for complex scene geometry such as hair or clothing where multiple view reconstruction 
can fail. Environment maps provide a compact representation of the images, however 
the view point is restricted. Light field rendering and the Lumigraph allow a change 
of view point, however the scene must be over-sampled to avoid aliasing effects when 
interpolating the sample images. There is significant redundancy in the representation, 
and a large amount of data must be acquired and stored.
2.1.2.2 View interpolation and reprojection
There is a trade-off between the number of input images required for view synthesis 
by direct interpolation of images, and the amount of geometric information available 
for a scene allowing for synthesis with fewer input images. Where image sampling is 
insufficient for direct interpolation, geometry can be extracted from photographs either 
explicitly or implicitly in order to synthesise new images. Figure 2.4 illustrates the re­
projection of a camera image using depth data in comparison with image interpolation.
Techniques have been proposed to interpolate between views by morphing the input 
images based on depth information or correspondences between multiple images. Image 
morphing is an established image-based technique in computer graphics where the 
goal is to generate transitions between reference images [182]. The morphing process 
involves changing the shape of one image to match the shape in another based on 
specified correspondences between the images. This does not however guarantee that 
the in-between images represent valid novel views for a projective camera in the original 
scene.
Chen and Williams [32] presented a method to interpolate between views based on
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(a) Left image (b) Right image (c) Image interpolation (d) Image reprojection
Figure 2.4: Comparison of image interpolation without image correspondence and view 
reprojection using dense depth data derived from stereo correspondence as shown in 
Figure 2.1.
image morphing with dense depth information. The depth information is used to con­
struct dense pixel correspondences between two views so that intermediate views can 
be synthesised by linear interpolation between matched pixels. This linear interpo­
lation provides valid intermediate views in the specific case where the camera moves 
perpendicular to the viewing direction. Seitz and Dyer [143] extended view interpola­
tion to non-parallel camera views by first reprojecting the reference images to parallel 
viewpoints where linear interpolation can be used. Seitz and Dyer avoided the need 
for explicit depth information using image morphing to linearly interpolate between 
matched image features. Depth information is still required however to avoid artifacts 
in the morphed images arising from occlusions [143].
Where depth is available for every point in an image, the image can be reprojected 
to a novel view point allowing for the synthesis of a wide range of views compared to 
view interpolation. Chen and Williams [32] used synthetic environments to generate 
exact depth values. The problem of recovering depth information in real images for 
reprojection has been addressed through stereo image correspondence [97], and using 
approximate geometry from silhouettes [114]. Laveau and Faugeras [97] describe a 
backwards mapping approach to constructing a novel view from a disparity map without
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the need for a geometric model. Matusik et al. [114] present an image-based approach 
to synthesise a virtual view based on the depth to the visual hull, without the need to 
explicitly reconstruct the hull from silhouette image data. Depth information for an 
image can only represent the closest object along the ray for each pixel and surfaces 
that are not visible cannot be produced in reprojecting to a new viewpoint. Layered 
depth images [145] have been proposed to over come this, where the colour and depth 
from multiple images are combined into a single image representation with pixels at 
multiple depths. This has been used to synthesise novel views without occlusion.
The advantage of view interpolation and reprojection lies in the relatively small number 
of sample images required compared to plenoptic modelling. A ll techniques however 
require the correspondence between views, either in the form of a dense pixel depth 
or image feature correspondences. The techniques are therefore restricted by the ac­
quisition of this data in the same way as techniques for geometric reconstruction from 
images. The set of feasible view points that can be synthesised is also constrained to 
surround the sample views without the appearance of artifacts due to incorrect depth 
estimates and holes from regions that are not visible in the original images.
2.1.3 H ybrid representations
There are a number of different representations for image-based modelling and ren­
dering in the literature spanning the range from geometric reconstruction through to 
image-based rendering. On the one end, geometric reconstruction of a texture mapped 
3D model allows rendering and manipulation in a conventional graphics pipeline. Pas­
sive reconstruction from images is however a difficult task and a texture map provides 
only a fixed view-independent appearance. On the other end, image-based techniques 
can simulate the complex view-dependent appearance observed in images. However, 
image-based rendering has significant storage requirements, provides limited view syn­
thesis and no control for editing of the scene content. In between these approaches 
there are a number of methods that vary according to the degree to which they use 
either geometric or image-based information. In this section hybrid representations 
are considered to combine the view-dependent appearance captured in different camera
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images with a 3D model to provide a visually realistic view-dependent appearance for 
a geometric model.
2.1.3.1 Surface reflectance
The light field captured in a dense set of camera images has been combined with 
the geometry of a scene as a surface light field to give a complete description of the 
view-dependent appearance of a scene model. The surface light field defines the set of 
rays reflected from a scene, the light field, at the point of origin on the surface of a 
scene. Wood et al. [183] present a method to capture this representation for real-world 
objects. In the 3D photography system described by Wood et al. [183] the geometry 
of an object is first reconstructed using active range scanning. The light field is then 
captured using photographs surrounding the object and resampled on the surface to 
define the colour at every point for every viewing direction. Chen et al. [33] show 
how this light field representation can be compressed on the geometry and efficiently 
rendered with graphics hardware.
The surface light field provides the view-dependent appearance of a model for the 
fixed illumination conditions for which the camera images captured the light field. 
To synthesise a visually realistic novel view under differing illumination conditions 
the reflectance properties of the surface must also be measured. The reflectance of 
an opaque surface is described by the bi-directional reflectance distribution function 
(BRD F). The BRD F measures the ratio of the radiance exiting a surface in a given 
direction (0i,(pi) to the incident irradiance from a set direction (62, <^2) for a particular 
wave length of light A. In practice the R G B  reflected colour observed in an image is 
considered and the BRD F is expressed as a four-dimensional (4D) vector value function 
in (&i, (pi, 62, ^2) giving the ratio of reflected light in each of the R G B  colour channels
[m i-.
In computer graphics, physically accurate BRD F models have been developed for re­
alistic scene synthesis [25, 40, 77]. These analytical models are based on physically 
inspired material parameters that define observed effects such as specular highlights. 
Appropriate model parameters have been derived from real-world surfaces by sampling
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the BRD F with a gonio-reflectometer [111, 45], and fitting a selected analytical model 
to the data [179, 184]. This approach provides a compact representation of surface re­
flectance. The drawback is that a parametric model is only an approximation and does 
not necessarily reproduce the complex reflectance properties of real surfaces. Paramet­
ric BRD F models cannot represent the complex reflectance functions of materials such 
as hair or cloth for example [115].
The reflectance of real-world surfaces can be reproduced using samples of the BRD F 
directly in rendering. This approach preserves the detail that is lost in fitting an 
analytical model to the data, although it will incorporate any noise or errors in the 
sampling process. Debevec et al. [47] described a technique to render the complex 
reflectance characteristics of the human face using the sampled BRD F. Debevec et al. 
[47] describe a light-stage in which a camera records the reflected light in a fixed viewing 
direction under 2000 different illumination conditions provided by a moving light source. 
The images sample the reflectance field in the light-stage, the light field observed under 
the different illumination conditions. Defined on the surface of a geometric model this 
provides the surface reflectance field. A novel view can be synthesised for a desired 
lighting environment by resampling the reflectance field in the same way as the light 
field is resampled in image-based rendering.
Techniques have been proposed to measure both geometry and reflectance simultane­
ously. Sato et al. [138] describe a system using an active range scanner to capture 
geometry together with a camera and light source to sample the surface BRD F. Sato 
et al. [138] fit a parametric reflectance model allowing the estimation of the BRD F 
from 120 colour samples obtained as an object is rotated in front of a fixed camera 
with a fixed light source. The technique however requires accurate geometric data from 
active reconstruction to define the surface position, orientation and correspondence in 
the sequence of camera images. Matusik et al. [115] describe a system that makes use 
of the approximate geometry in the visual hull. Matusik et al. [115] capture the surface 
reflectance field using a rotating set of cameras and lights to give 53136 different images 
defining the reflectance function of every surface voxel on the visual hull. The inexact 
geometry in the visual hull is compensated by dense sampling of the reflectance field, 
at the expense of capturing and storing a large number of sample images.
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The surface light field and surface reflectance field or reflectance modelling combine the 
advantages of geometry-based and image-based representations. A complete descrip­
tion of the complex appearance for real world scenes is obtained for. a geometric scene 
model. This also has, the disadvantages of both techniques, requiring in some cases 
accurate scene reconstruction and other cases dense sampling of the light field or re­
flectance field. A ll techniques also require a specialist capture environment, and a fixed, 
rigid geometry. Capturing the surface light field, reflectance field or estimating a para­
metric BRD F model for non-rigid objects observed from a sparse set of views in a free 
environment with an approximate geometric model remains an open and challenging 
research problem.
2.1.3.2 View-dependent rendering
View-dependent rendering combines geometric and image-based representations for a 
scene and can overcome some of the disadvantages in these techniques. This is based 
on the observation that geometric information can be used to interpolate a sparse set of 
images in a similar way to view interpolation and reprojection. The set of images can 
then provide a view-dependent model appearance that can compensate for insufficient 
or inaccurate detail in the model geometry and provide view-dependent appearance as 
illustrated in Figure 2.5.
Debevec et al. [50] introduced view-dependent texture mapping, an approach that 
provides surface light field rendering with only approximate geometry and a limited 
set of sample images. Debevec et al. [50] presented the Facade system for modelling 
and rendering architectural scenes from a set of photographs. The geometry of the 
model is first constructed from geometric primitives such as boxes or arches, created 
interactively by user selection of point correspondences in multiple images. The model is 
then textured from the original images and rendered to a new viewpoint. The texture 
from different photographs is blended in rendering according to the position of the 
virtual viewpoint, favouring the photographs taken from the closest viewing directions. 
This view-dependent texturing reproduces the complex view-dependent appearance 
effects captured in the original photographs and demonstrates realistic results even
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(a) Left image (b) Right image (c) Single texture (d) View-dependent texture
Figure 2.5: Comparison of view-dependent texturing with a static texture map on a 
reconstructed scene model with inaccurate geometry at the face.
with simple geometric models.
View-dependent rendering provides a trade-off between model-based and image-based 
representations. This can provide realistic view synthesis with only approximate scene 
geometry and images captured from a limited set of viewpoints. Pulli et al. [135] 
describe a technique to render a virtual view with view-dependent geometry and texture 
from multiple 2.5D depth-maps captured using a stereo camera system. Matusik et al. 
[113] describe a real-time system to render dynamic scenes using the visual hull with 
view-dependent texture. The drawback of this approach to scene representation is that 
it relies on the geometry to interpolate the appearance in the images, it is therefore 
dependent on the trade-off between the accuracy of the image correspondence given by 
the geometric representation and the number of images sampling the appearance of the 
scene.
View-dependent rendering provides a hybrid geometry-based and image-based repre­
sentation for a scene. This approach can allow for approximate scene geometry, requires 
significantly less storage requirements than surface light fields or reflectance fields and 
provides a geometric model that can be rendered and manipulated in a standard graph­
ics pipeline.
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2 .2  H u m a n  m o d e llin g  fro m  im a g e s
Computer generated virtual humans were first developed in the 1970’s to test the er­
gonomics of design prior to manufacture in the automotive and aeroplane industries 
[168]. Simple models were used, consisting of an articulated skeleton to define hu­
man pose, with the body represented by volumetric primitives such as cylinders or 
boxes [53]. Highly realistic geometric models of people have now been developed in 
computer graphics for use in computer games, films and advertising. The art and 
technology for production of these human models form well established industries [39]. 
Human modelling from images is inspired by the need to provide such models with 
a “photo-realistic” appearance obtained from images of real people. In this section a 
brief overview of human modelling in computer graphics is given. The use of image- 
based modelling and rendering for realistic model capture is then presented from the 
literature.
2.2.1 H um an m odels in com puter graphics
Three-dimensional character models used in computer graphics in general follow the 
multi-layered model approach introduced by Chadwick et al. [30]. The multi-layered 
model consists of a skeleton structure with successive layers of detail representing the 
body tissue, surface shape and external detail such as clothing and hair. The skeleton 
provides an animator with high-level motion control and each layer of the model is then 
successively deformed with the skeleton to produce natural looking surface deforma­
tions. The body tissue for example produces the movement of the body surface which 
in turn influences the movement of clothing and hair. A variety of geometric modelling 
methods have been proposed to represent geometry, including the polygonal mesh [21], 
parametric surfaces [147] and im plicit surfaces [169]. Deformation is achieved either by 
directly attaching the geometry to the skeleton, a technique termed Skeletal-Subspace 
Deformation [109], embedding geometry in a Free-Form Deformation (FFD ) lattice
[140], and through interpolation or morphing from example shapes based on skeletal 
pose [104, 91].
The traditional approach to model construction is through commercial computer aided
40 Chapter 2. Literature Review
design packages such as Maya [2], 3D Studio Max [6], or Lightwave 3D [9] and Softimage 
X SI [12]. There are two stages to the modelling process, geometric construction and 
creation of the model skeletal animation structure. An artist first creates the shape of 
the body, called the skin, and defines the surface properties such as colour, texture and 
light reflectance to give the model appearance. A skeleton structure is then constructed 
and the skin is attached to the skeleton so that the body deforms as the skeleton is 
animated. Manual construction of the complex geometry and appearance of the human 
body is difficult and simplified cartoon-like characters are often used with smooth 
surfaces and uniform regions of appearance. Realistic animation is as important as 
appearance and the 3D structure and placement of the skeleton together with the 
attachment of the skin is critical. This forms a lengthy manual process in which the 
surface deformation must be tested as the model is animated. The whole modelling 
process requires considerable time and skill, and teams of designers and animators are 
required to achieve realistic human models.
Active range scanning techniques are currently used to simplify the modelling process. 
Computer graphics models often start as clay “maquettes” that are digitised using 
range scanners. Clay provides an intuitive medium to construct a model and an artist 
can sculpt complex, detailed shape down to every pore on the skin surface. A range 
scanner then captures the shape of the maquette as a dense set of 3D points which can 
be imported into a modelling package. Significant post-processing is then required to 
construct a high-resolution surface from the points, together with the surface properties 
and animation structure needed to render and control the model.
2.2.2 H um an m odel reconstruction  from im ages
Human models are used extensively in computer vision for the problem of human 
motion analysis. The visual analysis of human motion forms a major area of research 
which addresses the detection, tracking and recognition of different people or actions 
in images. Human models are used to impose constraints on the geometry or motion 
of a person in a set of images in order to estimate human pose. These models are 
generally specified a-priori and use simplified geometric representations such as a stick
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figure, 2D contour or 3D volumetric primitives that are unsuitable for representing 
the complex appearance of a person for computer graphics applications. There is 
extensive literature on human motion tracking in computer vision and surveys have 
been presented by Aggarwal and Cai [16], Gavrilla [67], Moeslund and Granum [118], 
and Wang et al. [178].
The reconstruction of detailed geometric and appearance models of people has been 
addressed in both computer vision and computer graphics. Techniques for visual scene 
reconstruction have been applied to reconstruct models from images. The different 
methods presented can be broadly divided into techniques for modelling the human 
face or the whole body.
2.2.2.1 Face model reconstruction
The synthesis of realistic images of the human face has drawn considerable interest 
in computer graphics for facial character animation. The first computer generated 
images of the face were generated by Parke [128] who recovered crude polygonal face 
models by hand marking features in photographs and produced animated sequences 
by interpolating between the models for different expressions. Parke [129] went on to 
produce the first parameterised face model for animation and inspired models based on 
the skin and muscles of the face for physically-based facial animation [166, 100].
Individual face models have been constructed from features located in a number of 
photographs. Kurihara and Kiyoshi [92] manually labelled a limited set of features 
in multiple views and deformed a generic head model to match the reconstructed 3D 
feature locations. Akimoto et al. [17] used the silhouette template and automatic 
feature location in two orthogonal images to update a generic model, making use of 
the orthogonal views to generate 3D coordinates without explicit reconstruction. Lee 
and Magnenat-Thalmann [98] adopt a similar approach, using feature lines in two 
orthogonal images to update a generic model. These techniques take a prior generic 
model that has been parameterised for animation to produce an individual head model 
with an animation structure. A similar approach to model recovery has been used to 
capture a single model in different expressions to produce animation through shape
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interpolation. Pighin et al. [130] used manually labelled features in multiple views to 
recover both camera pose and 3D feature locations to update a generic model to match 
a face with different expressions. Guenter et al. [74] placed markers on an actor’s face 
to automatically locate features and conform a generic model to an animated sequence 
captured in multiple views.
Active range scanners have been used to produce high resolution geometric detail for 
face models. Lee et al. [100] matched a cylindrical projection of a generic head model 
to a cylindrical depth map from a range scanner to update the geometry of the model. 
Range scanned clay maquettes are used in the film industry to produce detailed head 
models with different expressions for 3D facial character animation through shape in­
terpolation. Dense 3D geometry of the face has also been captured from images using 
passive stereo reconstruction. Fua et al. [63] describe a technique to match a generic 
head model to multiple stereo depth maps and a method [61] to recover both camera 
pose plus an individual head model from multiple views captured with a single camera. 
Stereo vision provides noisy 3D data and the reconstructed models do not demonstrate 
any improvement over the models generated from sparse image features. Active light 
projection has been used to improve 3D reconstruction in stereo and produce detailed 
geometric head models [56].
A ll of the approaches to face modelling described are based on making a generic polyg­
onal head model match the shape of an individual and recover the appearance from 
images as a texture map for the model. This has enabled the reconstruction of visually 
realistic models from a limited number of images. Blanz and Vetter [24] demonstrate 
3D model generation from just a single photograph based on a database of models gen­
erated from an active range scanner. These techniques can be classified as model-based 
approaches to reconstruction. This follows the functional modeling paradigm proposed 
by Terzopoulos [163] in which a generic model is modified and retains the original struc­
ture, the mesh topolgy and animation parameters. This provides either a consistent 
set of models for shape interpolation or a model with a predefined parameterisation for 
animation.
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2.2.2.2 W hole-body model reconstruction
Commercial active range scanners have been used to capture the geometry of the human 
body in a single static pose. These systems are currently used for applications such 
as anthropometric surveys, clothing design and medical research [29], Ju and Siebert 
[83] proposed a method to match a generic human model with a control skeleton to a 
range scan and produce an individual animated model. Starck et al. [150] demonstrate 
the use of a generic model to recover the gross shape and fine geometric detail from a 
range scan to produce detailed animated models. Seo and Magnenat-Thalmann [144] 
match a generic model to a set of range scans to create a parameterised model for the 
synthesis of novel animated human models.
The shape and appearance of people has been captured from images in multiple camera 
studios. In the “Virtualized Reality” system presented by Kanade et al. [88, 124] a 51- 
camera dome was used to reconstruct dynamic sequences of a person through multiple 
view stereo. Moezzi et al. [119, 120] used a 17-camera system to construct the shape 
of a person from image silhouettes. Vedula et al. [176] used 17 cameras and performed 
Voxel Coloring to capture the shape of a moving person. Matusik et al. [113] presented 
a technique for real-time reconstruction and rendering of a person reconstructed from 
4-camera images using the visual hull. These techniques have enabled the synthesis of 
novel views of a dynamic event through view-dependent rendering with the approxi­
mate reconstructed geometry [113, 124, 176]. However, these model-free techniques are 
restricted to replaying the captured event. Separate geometric models are constructed 
at each time frame and there is no consistent structure that can be instrumented with 
a skeleton for animation.
Kakadiaris and Metaxas [85, 86] present a model-free approach to reconstructing an 
articulated model of a person from three orthogonal cameras. The technique uses a 
2D deformable model to fit the silhouette of a person in orthogonal views. The person 
performs a sequence of movements in order to reveal different segments of the body and 
generate a separate 2D model for each segment. The 2D shape for each segment is then 
integrated from two orthogonal views to create a 3D segment model. This approach 
generates a segmented model of a person that could then be animated with a control
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skeleton. While this removes the need for a generic model of a person it does require a 
detailed, predefined set of movements in order to generate all the necessary segments 
for the body.
Hilton et al. [79, 80] introduced a model-based approach to generating individual mod­
els from a single set of four images. This approach is analogous to techniques for 
modelling heads from orthogonal images. A generic body model is matched to the 2D 
silhouette of a person in two orthogonal images and the 3D shape is updated by inte­
grating the 2D shape in orthogonal views. Model texture is then generated by blending 
between the appearance in four orthogonal images. This technique demonstrated the 
reconstruction of realistic whole-body models from images with the skeleton structure 
to use the model for animation. Lee et al. [99] proposed a similar technique to create 
a body model from two orthogonal image silhouettes and also used high-resolution or­
thogonal images of the face to create a model with both the animation structure for 
the face and body. Model-based reconstruction has enabled shape recovery from just 
two orthogonal images. The prior shape of the model is used to interpolate the shape 
given by the outline contour of the image silhouettes. This approach provides an ap­
proximate shape model for a person and the model texture provides a visually realistic 
appearance. The limitation of this approach is that the approximate shape can lead to 
a mismatch in the texture derived from different images which can have a large impact 
on the subjective realism of the models.
Stereo reconstruction has been used to derive dense geometric detail to generate body 
models. Wingbermuhle et al. [181] describe a simplified polygonal model of the human 
upper body that is inflated to fit 3D stereo data. Fua et al. [132] make use of a 
parameterised body model to recover both the gross shape of the upper body and 
motion from stereo sequences. This technique makes use of a generic model made of 
implicit surface primitives termed “metaballs” to represent the gross anatomy of the 
body [169]. This model parameterises the shape of the body according to a reduced 
set of size parameters for the metaballs, giving robust shape recovery from noisy data. 
The technique has not been applied to whole body shape recovery and cannot represent 
the shape of people wearing clothing.
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2 .3  S u m m a ry
The reconstruction of human models from images provides the potential for highly 
realistic representations of people. Currently the construction of realistic models is 
a manual process requiring a large amount of time and skill. Active range scanning 
technology has been applied to automatically acquire highly accurate geometric data 
of people [100, 29]. This still requires manual intervention to manipulate the data for 
animation and range scanners can only capture a single static pose of a person [150]. 
The use of multiple cameras on the other hand provides the potential for rapid creation 
of human models in a variety of poses with the visual realism of conventional video 
images. Current techniques for image-based modelling of people concentrate on model- 
based reconstruction with a single camera and provide only an approximate shape and 
appearance of a person [80, 99]. Reconstruction from multiple cameras can provide 
improved geometric data and the complex view-dependent appearance of a person to 
generate more visually realistic computer graphics models.
Multiple view reconstruction remains an active area of research in computer vision. 
Early work concentrated on the stereo reconstruction problem using correlation based 
matching between two camera images to derive 3D depth. Existing multiple-baseline 
stereo techniques [127] work best for scenes with large variations in the surface ap­
pearance and w ill fail in the presence of self occlusions between images. More recently 
volumetric representations have been used to derive shape from silhouette [96] or colour 
data [141] without correlation based matching. This can allow for surfaces with only a 
limited variation in appearance and large changes in visibility between views. Volumet­
ric techniques also make no assumptions on planarity or continuity in a scene allowing 
for more complex structures. However, neglecting these regularising assumptions can 
make volumetric reconstruction susceptible to noise [27].
The shape and appearance of a person has been reconstructed from multiple views 
using multiple-baseline stereo [124], as well as volumetric reconstruction from image 
silhouettes [113] and image colour [176]. This geometric reconstruction has been com­
bined with an image-based representation of appearance for view-dependent rendering 
[113, 176]. The drawback of these techniques is that the reconstructed geometry has
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no structure for model animation. A model-based approach is required to provide the 
kinematic structure and surface parameterisation necessary to animate the captured 
models. In this thesis a model-based approach to multiple view scene reconstruction is 
developed to recover the shape and appearance of a person with the necessary structure 
for computer animation.
C h a p t e r  3
Model Reconstruction from 2D 
Silhouette Matching
Human shape reconstruction from images has been addressed previously in the liter­
ature [132, 80, 86]. Hilton et al. [80] introduced a model-based method to recover 
a whole-body model from image silhouettes captured using a single camera. Image 
silhouettes can be extracted from the controlled background setting in the multiple 
camera studio and provide a robust constraint on the shape of a person for model re­
construction. In this chapter the method presented by Hilton et al. [80] is reviewed and 
extended to the problem of human shape reconstruction from multiple unconstrained 
camera views.
Section 3.1 presents the model-based method for shape from silhouette introduced by 
Hilton et al. [80]. The technique makes use of a 2D-to-2D mapping from a generic 
humanoid model to an image silhouette and updates the 3D shape of a model to match 
the correspondences found in multiple silhouettes. The principal limitation for the 
general application of the technique is the strict requirement for a specific body pose 
and orthogonal camera views to derive the 2D mapping. In order to apply the technique 
we must solve the problem of establishing the 2D-to-2D correspondence from a model 
to a silhouette in the general case of an arbitrary body pose and unconstrained camera 
position.
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Problem Statement:
Given a prior humanoid model, establish the 2D correspondence with  
an image silhouette of a person in an arbitrary pose captured from an 
unconstrained camera view.
In Section 3.2 the problem of matching the 2D projection of a model to an image 
silhouette is addressed in the general case. The correspondence of a model in mul­
tiple views is then used to update the 3D shape of the model. This technique was 
presented in the paper “Human Shape Estimation in a Multi-Camera Studio” [153]. 
The approach is evaluated in Section 3.3 and inherent limitations identified. It should 
be noted that this technique treats the shape information from each image silhouette 
independently; in Chapter 4 an approach is introduced to match a model to multiple 
silhouettes simultaneously.
3 .1  S h a p e  re c o n s tru c t io n  w ith  a  s in g le  c a m e ra
Model-based shape from silhouette introduced by Hilton et al. [80] matches a generic 
humanoid computer graphics model to the silhouette outline of a person in an image 
and retains the functional structure of the generic model for subsequent model anima­
tion. The 3D surface mesh of the model is first projected to the camera image plane to 
generate a silhouette shape for the model. A dense 2D-to-2D correspondence is then 
constructed between the model silhouette and the image silhouette giving the map­
ping of the projected 2D vertex locations of the model mesh onto the image silhouette. 
This 2D-to-2D mapping is finally used to deform the 3D vertex locations of the model 
orthogonal to the camera viewing direction so that the model reproduces the shape 
of the image silhouette. Hilton et al. [80] made use of four silhouettes from orthogo­
nal viewing directions taken separately with a single camera to give three orthogonal 
components to update the model shape.
The process of constructing the dense 2D correspondence and updating the 3D model 
shape from a single image silhouette is divided into the following steps.
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• Body-part segmentation: The projected silhouette for a model is first divided 
into separate body segments based on a known fixed body pose. Seven different 
segments are defined according to a set of features that can be extracted from a 
frontal view of a person as shown in Figure 3.1(a).
• 2D-to-2D mapping: A dense mapping is then constructed to define the cor­
respondence for any point inside a body segment between the model and image 
silhouettes as illustrated in Figure 3.1(b).
• 3D vertex deformation: Finally the vertices of the model are updated orthog­
onal to the viewing direction of the camera to match the mapped 2D position in 
the silhouette as shown in Figure 3.1(c).
The technique for shape from silhouette [80] provides a fully automatic closed-form 
solution that allows the recovery of an animatable human model from images taken 
separately with a single camera. This method for shape reconstruction has a number 
of important limitations:
(i) A specific body pose is required so that a set of features can. be reliably extracted 
in a frontal view of the body and the frontal silhouette divided into separate body 
segments;
(ii) Orthogonal camera views are required to provide the frontal view for body part 
segmentation and enable the estimation of body parts in lateral views where 
features are not available;
(iii) The technique reconstructs only an approximate shape based on an approximate 
camera model and four orthogonal views; and
(iv) The surface colour for the model is subsequently recovered from the approxi­
mate correspondence in each camera view leading to visual artifacts in the model 
appearance recovered from different views.
Shape reconstruction in the multiple camera studio has a number of advantages over 
the single camera approach. With multiple synchronous views the shape of a person
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3D shape deformation
A
(c) 3D model deformation from 2D to 2D mapping
Figure 3.1: Model-based shape from silhouette [80] based on: (a) Body-part segmenta­
tion from features on a frontal image; (b) 2D-to-2D mapping from a model silhouette 
to image silhouette for a body segment with and ; and (c) 3D
model deformation from the 2D-to-2D mapping illustrated in cross-section.
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Figure 3.2: 2D image silhouettes captured in a multiple camera studio.
can be captured without any potential movement that can occur when using a single 
camera. The cameras can also be fixed in the studio and calibrated in order to perform 
a metric reconstruction of the person’s shape. Finally, many cameras can be used to 
provide more shape information and improve the visual appearance recovered from the 
images. However, the technique introduced by Hilton et al. [80] cannot be applied to an 
arbitrary pose for a subject in a studio viewed from an unconstrained camera position. 
In the general case, as illustrated in Figure 3.2, it is not possible to obtain a consistent 
set of features to segment a silhouette into separate body parts. Complex self-occlusions 
arise with articulation of the limbs and different body segments are difficult to identify. 
Without body part segmentation it is not then possible to identify matching sections 
of the silhouettes between the model and captured image to construct the dense 2D to 
2D mapping as illustrated in Figure 3.1(b). For an arbitrary body pose and camera 
position a general method is required to define the 2D-to-2D mapping from a model 
silhouette to an image silhouette without body part segmentation.
3 .2  S h a p e  r e c o n s tru c t io n  w ith  u n c o n s tra in e d  c a m e ra  p o ­
s it io n s
In this section a technique is presented to define the 2D-to-2D mapping from the pro­
jected silhouette of a model to a captured image silhouette in the general case of an
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arbitrary pose and unconstrained camera position where body part segmentation is 
not possible. Two different approaches to 2D matching are presented to define this 
mapping. The problem is solved using the deformable model framework introduced 
for shape from silhouette by Terzopoulos et al. [167] and applied to human body part 
reconstruction by Kakadiaris and Metaxas [86]. The projected shape of a model is 
deformed to match an image silhouette in 2D with a minimum change in the shape of 
the model. The advantage of this approach is that it provides a general framework to 
update the projected shape of a model for any model pose or camera view. Two differ­
ent techniques for model deformation are considered: the first makes use of geometric 
matches from a model to a silhouette, and the second introduces a smooth shape trans­
formation that removes the need to derive geometric matches. The correspondence 
in the target image silhouette is then defined by the final 2D vertex locations of the 
deformed model. The process of matching a model to a silhouette is applied indepen­
dently for each camera view and the 2D correspondence in each view is finally used to 
update the 3D shape of the model.
3.2.1 A  deform able m odel for im age-based reconstruction
Shape recovery from 2D image silhouettes by model deformation was first proposed by 
Terzopoulos et al. [162] who introduced the concept of a deformable model, an elastic 
model that dynamically deforms to fit a shape. The deformable model problem is posed 
as an energy minimisation task [162]. An energy function is constructed that consists 
of a potential energy in fitting the model to the target data and an internal energy 
that regularises the model deformation. The model is treated as a physical object that 
deforms according to the laws of Lagrangian dynamics to minimise the energy. The 
potential energy measures the deviation of the model from the data and gives rise to a 
set of forces that dynamically deform the model towards the data. The internal energy 
represents the elasticity in the model giving rise to elastic constraint, forces that prevent 
excessive model deformation and regularise the dynamic deformation of the model.
The energy function £  for a deformable model is constructed from a data fitting term 
and regularisation term \ £ n , where A defines the relative weighting given to the
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two terms.
S =  +  X £n  (3.1)
The deformation of the model is then governed by the principles of Lagrangian me­
chanics. If the 2D surface position of the model is defined as u, the mass density of 
the model as m (u) and the damping density as n{u) then the dynamic evolution of the 
model is defined as
m(u)-^2 +  ri(u)—  +  V£ =  0 (3.2)
Model evolution is simplified here by considering a zero-mass system (m (u) =  0) with 
unit damping density (n (u ) =  1). The model deformation is then a steepest descent 
solution to energy minimisation. The energy function is discretised at the 2D vertex 
locations defining the shape of the model. The evolution of the model vertices can 
then be derived in parallel as follows.
i l =  (3-3)
The regularisation energy constrains the deformation of the model. Here the elastic 
deviation of the model is used to preserve the original model shape under deformation. 
Every edge connecting one vertex to another is treated as a 2D elastic spring that 
applies a restoring force to preserve the original edge length in the model. An energy 
term is defined for each vertex measuring the spring energy for all the vertices connected 
to that vertex in the projected model mesh. For each vertex y^/, connected to a vertex 
Ui, the original length of the edge is given by =  ||u? — u8 j|, where y j  is the original 
projected 2D vertex location. The spring energy is governed by a stiffness ku/ and the 
regularisation energy is then defined as follows.
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This 2D deformable model formulation is adopted for a triangulated model and two 
data energy terms are investigated to define the 2D to 2D transformation between the 
shape of the model silhouette and a target image silhouette.
3.2.2 Iterative closest point m atching
The data fitting energy term for a deformable model is designed to minimise the distance 
to the target data. Here we wish to minimise the distance of the model to the set of 
pixels p forming the contour of the captured image silhouette. This requires geometric 
matching from the model to the silhouette contour to define a distance metric from the 
model to the data. A standard technique for matching termed Rerative Closest Point 
(ICP) introduced by Besl and McKay [22] is adopted. The algorithm has three steps: 
first, for each model point the closest matching silhouette point is located; second, the 
motion that minimises the mean squared error across all matched points is computed; 
and finally the motion is applied and the error recomputed. The process is iterated 
and converges to a local minima of the mean squared distance objective function [22] 
given a suitable initial guess.
A data fitting energy £x> is constructed to match the vertices forming the projected 
silhouette contour of a model to the closest pixels on the target silhouette contour. 
The contour vertices C  on the model are found initially by rendering the model to the 
camera view to form the model silhouette and testing which vertices Ui form a contour 
pixel in the rendered image. For each contour vertex u± € C  the closest contour pixel 
p. is then located and the mean-squared distance is minimised.
The 2D deformation of the model vertices is then given as follows with the closest 
matching pixels p{ iteratively updated at each step in the steepest descent energy 
minimisation to give an iterative closest point solution.
(3.5)
«(=C
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du.i
dt
(3.6)
This data energy term defines the deformation for the projected vertex locations 
based on iterative closest point matching from the 2D contour of the model to the 
silhouette contour. The closest point heuristic for matching requires that the shape 
of the model must initially be close to the target shape of the silhouette to ensure 
convergence to the correct shape [173]. The technique will therefore be sensitive to the 
initial alignment of the model and an alternative data energy term is now considered 
to provide a 2D mapping without the need for geometric matching.
3.2 .3  2D  shape m orphing
The deformation of a 2D deformable model is now defined to satisfy a transformation 
from the 2D contour of the model to a target silhouette contour without geometric 
matching. A smooth 2D shape transformation is. constructed between the projected 
silhouette for a model and the target image silhouette and the deformable model is 
then constrained to follow this transformation in shape as illustrated in Figure 3.3.
The 2D shape morphing technique introduced by Turk and O’Brien [175] is adopted to 
define a shape transformation. The technique constructs a smooth transition between 
two shape contours by treating the contours as slices through a 3D surface, H (l£). The 
2D contours are stacked on parallel planes in 3D and the shape is interpolated between 
the contour constraints using radial basis functions for scattered data interpolation. 
The image plane position u is augmented with a depth component to give a 3D position 
U. A 3D implicit function H (U ) is then defined as the summation of a set of radial basis 
functions R C(JT) centred at the constraint points U_c defining the contours. Turk and 
O’Brien [175] make use of the 3D thin-plate radial basis function 7ZC(U) =  \\U — ZZC||3 to 
minimise the thin-plate energy in the 3D surface and provide a globally smooth surface 
that interpolates the constraints. The im plicit function incorporates an additional affine 
basis A  to account for global terms in the shape transformation.
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(a) Silhouettes (b) Im plicit surface
Figure 3.3: Morphing the shape of a projected mesh to match the shape of a target 
image silhouette by following an implicit surface that interpolates the mesh and target 
silhouettes.
Nc
h (j l ) =  '£ ,V c'r M )  +  a
C = 1
UT 1
T
(3.7)
The implicit function is generated by selecting a number N c of constraint points evenly 
spaced around each contour and for each point selecting an additional constraint di­
rected along the inner normal of the contour [175]. The contours are stacked in 3D with 
a depth value H  given to the model contour. The implicit function is assigned a value 
of zero on the contour constraint and a value of one at an internal constraint. The 
zero-valued iso-surface of the function then forms a surface that interpolates between 
the two silhouette contours in 3D. The parameters (rjCi A ) defining the implicit function 
can be derived from a linear system of equations in terms of the known values for the 
iso-surface defined at the constraint points, with an additional set of constraints that 
remove the affine contribution from the radial basis functions as follows.
f >  = 0 (3.8)
C—1
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Nc
E I?c2 c =  0 
c~  1
(3.9)
The shape transformation defined by the im plicit function is used to provide a
hard constraint on the position of the contour vertices, € C , for the deformable 
model. In the 3D image space the model is initially positioned at the height H . The 
distance to the target plane of the silhouette contour is then minimised by introducing a 
constant error in the depth direction. The model then moves through the 3D space and 
surface deformation is terminated when a zero depth is reached. The contour vertices 
are constrained during deformation to move only along the zero-valued iso-surface of 
H (U )  by removing the component perpendicular to the iso-surface. The evolution of 
the model vertices is then defined as follows.
du/ dui 
dt dt 0
'  (# -V m .))V m ) :f 4 a rIIV-ttR/QP
0
0
—A H
otherwise
(3.10)
(3.11)
3.2 .4  3D reconstruction
The deformable model framework matches the projected shape of a model to a target 
image silhouette in 2D and the final 2D vertex locations of the model provide a 2D- 
to-2D mapping from the original projection of the model to the final image silhouette. 
The shape of the model defined- by this mapping in multiple views is derived. For 
each model vertex the 3D position is reconstructed by triangulation of the 2D vertex 
locations.
3 .3  E v a lu a t io n
The construction of a 2D-to-2D mapping from the projected shape of a model to a 
target image silhouette with a 2D deformable model is examined in two ideal test
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(a) Sphere (b) Cube (c) Orthogonal image silhouettes
Figure 3.4: Test case: matching a sphere to the shape of a cube.
(a) Generic model (b) Range data-set (c) Camera image silhouettes
Figure 3.5: Test case: matching a generic humanoid model to the shape of a 3D range 
data-set courtesy of Stanford Computer Graphics Laboratory [102].
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cases. In the first case a simplified geometric problem is considered in which a sphere is 
matched to the shape of a cube as shown in Figure 3.4. In the second case the technique 
is assessed for the problem of matching a humanoid model to the shape of a person 
in an arbitrary pose viewed from unconstrained camera positions created using a 3D 
range data-set as shown in Figure 3.5. Image silhouettes are generated for these test 
cases by rendering the models to the camera images with exact camera parameters. 
For each test presented in this evaluation a constant spring force, =  1, is used 
to define the shape regularisation and equal weight is given to the data energy and 
regularisation energy terms, A =  1. The spring constant kn> controls the rigidity of 
the prior model in defining the 2D-to-2D mapping. It is assumed that we have no 
knowledge defining where the model should have a greater relative rigidity in mapping 
and all vertex connections are treated equally, kn> — 1 . The constant A defines the 
trade-off between datarfitting and shape regularisation in the deformable model. A 
single value, A =  1, is considered here to demonstrate the technique and the influence 
of regularisation is investigated further in Chapter 4.
3.3.1 C losest point m atching
The IC P  algorithm iteratively updates the matches between the projected 2D contour 
vertices for a model and a target silhouette contour as the model deforms to minimise 
the mean-squared image plane error. This process is illustrated in Figure 3.6 which 
shows successive stages in deforming the projected shape of the sphere to match the 
cube. It can be seen from this example that where the initial matches are incorrect, 
the matches are updated to give a close fit between the two shapes in 2D. Closest point 
matching only fails in this test case at the corners of the cube. The corners of the cube 
remain unmatched by the contour vertices of the sphere which have been mapped to 
the adjacent edges.
For the case of the human model the deformation with the IC P  algorithm is shown in 
Figure 3.7(a) for 3 different camera views. There are several problems with closest point 
matching that are demonstrated in these views. Firstly, contour vertices on the model 
can be matched to the closest points that lie on the incorrect sections of the silhouette
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Figure 3.6: Successive stages from left to right in the 2D deformation of a sphere to 
match the contour of a cube with IC P  matching, showing the closest point matches in 
red.
according to the initial alignment of the model with the target silhouette. Secondly, 
where the model is initially far from the target shape, vertices are then matched to closer 
points leaving some areas of the target silhouette unmatched. Finally, model vertices 
can be matched inappropriately where the 2D contour of the model is inconsistent with 
the target silhouette shape. Geometric matching with the closest point heuristic then 
leads to an incorrect model deformation as seen in the final shape of the model in each 
view, Figure 3.7(b).
Conclusion:
1. The closest point heuristic for geometric matching can fail, leading to  
incorrect 2D model deformation.
3.3.2 2D shape m orphing
A shape morphing technique is introduced to remove the need for geometric matching. 
With the 2D shape morph the deformable model is constrained to follow a smooth con­
tinuous transformation from the model silhouette to an image silhouette. The process 
is illustrated in Figure 3.8 in deforming the projected shape of the sphere to match the 
cube. The implicit surface shown in Figure 3.8(a) provides a transformation from the 
contour of the sphere to the cube and the model deforms to satisfy the target contour 
constraint. The final model shows a closer fit in the corners of the cube compared 
to ICP  matching, although an exact fit is not obtained at all corners due to discrete 
sampling of the mesh.
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(a) Initial IC P  matches (b) IC P  deformation (c) 2D shape morph
Figure 3.7: 2D deformation of a humanoid model to match three different image sil­
houettes, showing (a) the initial geometric matches for ICP, (b) the deformed shape 
with IC P  matching, and (c) the deformed shape using the 2D shape morph.
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t i m w w m
(a) Im plicit surface (b) 2D shape deformation following the implicit surface
Figure 3.8: Successive stages from left to right in the 2D deformation of a sphere to 
match the contour of a cube following a 2D shape morph.
There are two important parameters that control the shape of the 3D surface for the 
transformation between two contours, the number of contour constraint points N c and 
the height H  used to position the contours in 3D. In the ideal case we would take the 
complete set of contour pixels to define the constraints, however this would lead to 
a large system of equations to derive the coefficients of the implicit function. Figure 
3.9 shows the transition surface obtained in one simulated view against the number 
of sample points N c used on each contour. If the sampling rate is too low then the 
shape of the contours are not correctly represented in the final surface. Iii practise 
N c — 250 is used to provide a trade-off between accuracy and the computational cost 
to solve the system of equations. For the height H , the contours should be positioned 
to give a feasible transformation between the two contour shapes. Figure 3.10 shows 
the different surfaces obtained against H  as a proportion of the image height. Where 
the height is too great the intermediate surface provides a smooth shape that does not 
necessarily guarantee a valid transition between the two contours. As the height tends 
to zero the intermediate surface for transformation is lost. The height H  is set here to
0.05 times the image height to assess model deformation.
Deformation of the projected shape of a humanoid model with the 2D shape morph is 
shown in Figure 3.7(c) in comparison with IC P  matching. The technique provides the 
correspondence between the model and the silhouette contour based on the similarity 
in the shape of the two contours. This can give an improved correspondence where 
a model is not correctly aligned with the target silhouette and closest point matching 
fails. The technique however suffers in the same way as IC P  matching where the two
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Figure
points
(a) H  =  0.1 (b) H  =  0.05 (c) H  =  0.01 (d) H  =  0.005
Figure 3.10: Im plicit surface for 2D shape transformation against height H  as a fraction 
of the image height for N c =  250.
(a) N c =  100 (b) N c =  200 (c) N c =  300 (d) N c =  400
3.9: Im plicit surface for 2D shape transformation against the number of contour 
N c for H  =  0.05 times image height.
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contours are inconsistent. In the case of human reconstruction from multiple views 
this can easily occur due to small errors in model pose or orientation which cause the 
observed silhouette to have a different topology. The assumption is made that vertices 
forming the 2D contour for the model must lie on the target silhouette contour. As can 
be seen in Figure 3.7 this assumption fails where the two contours are different. With 
an incorrect model pose or model shape the silhouette of the model will be different to 
the silhouette and the vertices w ill not necessarily lie on the silhouette contour.
Conclusion:
2. The assumption that the 2D model contour should match the contour 
of an image silhouette is not necessarily valid in the case of human 
modelling from multiple views.
3.3.3 3D reconstruction  from 2D  m apping
The 2D-to-2D mapping provided by the deformable model is performed independently 
in each image silhouette and this correspondence in each image is then used to recon­
struct the 3D vertex locations of the final model. Figure 3.11 shows the reconstructed 
shape for the two test cases considered using the correspondence found in each sil­
houette image firstly through IC P  matching then through the 2D shape morph. It is 
apparent that while the 2D shape of the model deforms to fit the silhouettes in each 2D 
view, the reconstructed shape does not reproduce the captured silhouette shape. This 
problem arises from treating the correspondence of the model in each image indepen­
dently. The independent 2D-to-2D mapping provides an inconsistent correspondence 
across multiple camera views, the mapped 2D vertex locations in each image silhouette 
do not correspond to consistent points in 3D.
Conclusion:
3. Independent matching to multiple image silhouettes can give inconsis­
tent multiple view correspondence.
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(a) IC P  (b) 2D morph (c) ICP  (d) 2D morph
Figure 3.11: 3D model shape reconstructed from multiple views using the correspon­
dence derived using IC P  matching and the 2D shape morph.
3 .4  S u m m a ry
The whole-body modelling technique introduced by Hilton et al. [80] has been consid­
ered to reconstruct a model from multiple images of a person in a studio. The technique 
is extended in this chapter to derive the 2D-to-2D mapping from the projected shape 
of a model to the target shape of an image silhouette in the general case of an arbitrary 
body pose with camera images taken from unconstrained viewpoints. The problem is 
formulated as an optimisation task in which the model is deformed in 2D to match 
the silhouette contour either through geometric matching using the IC P  algorithm or 
through the use of a smooth 2D shape transformation. The advantage of this frame­
work is that it can be applied to any projected model shape allowing for an arbitrary 
model pose in an unconstrained camera view.
Several important conclusions are drawn from this work: (i) The closest point heuristic 
in IC P  can fail to correctly match an observed silhouette; (ii) The 2D shape morph 
provides a shape transformation without geometric matching under the assumption 
that the model contour matches the silhouette contour; (iii) The assumption that the 
contour vertices for a model should match the silhouette contour is not necessarily 
valid with errors in model shape or pose; and (iv) Deriving the 2D correspondence
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independently for a set of image silhouettes results in inconsistent 2D correspondence 
across multiple views. This leads to the important conclusion that establishing corre­
spondence between projections of a 3D model and an observed image silhouette in 2D 
is ill-posed. The problem that must be solved is to derive the 3D model that satisfies 
the shape constraint imposed by a set of image silhouettes while providing a consistent 
multiple view correspondence. In Chapter 4 model deformation is therefore considered 
in 3D as the task of matching a model to multiple image silhouettes simultaneously.
C h a p t e r  4
Model-Based Reconstruction 
from Multiple View Silhouettes
In Chapter 3 model-based shape from silhouette [80] was presented to reconstruct an 
animated human model from multiple images of a person. The approach matched a 
generic humanoid model in 2D to image silhouettes from multiple views. The model 
geometry was treated independently in each 2D view leading to an inconsistent corre­
spondence for the model across the images. In this chapter a technique is introduced to 
optimise a generic humanoid model to match multiple silhouettes simultaneously. The 
technique provides a single model that satisfies the shape imposed by the silhouettes 
with a consistent correspondence across multiple views.
Problem Statement:
Given a prior humanoid model, update the 3D shape of the model to  
match the image silhouettes in multiple views.
In Section 4.1 the shape information provided by multiple view silhouettes is considered. 
The bounding shape given by each silhouette is integrated across multiple views by 
reconstructing the visual hull, the 3D volume that reproduces the set of silhouettes. A 
deformable model technique is then presented to optimise the 3D shape of a generic 
humanoid model to match the shape of the visual hull. In Section 4.2 a shape constraint 
is introduced for a triangulated surface mesh to regularise the deformable model. The
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shape constraint is formulated to preserve the prior shape of a model in fitting the 
approximate shape of a person given by the visual hull. The shape constraint is also 
designed to preserve the relative parameterisation of the surface with respect to the 
kinematic structure of the model for subsequent model animation. In Section 4.3 a 
data-fitting term for a deformable model is introduced to minimise the mean-squared 
distance from the model to the surface of the visual hull. The data term is formulated to 
overcome the limitations of closest point matching in the IC P  algorithm and relax the 
strict assumption that the surface of the model should match the approximate shape 
in the visual hull.
The algorithm for the shape-constrained deformable model is outlined in Section 4.4 
and evaluated in Section 4.5. This work was presented in “Reconstruction of animated 
models from images using constrained deformable surfaces” [154], and “Animated Stat­
ues” [150]. The assumption is made here that an approximate shape model can be 
derived by fitting a generic humanoid model to the visual hull of a person in a mul­
tiple camera studio. Colour texture can then be derived from the camera images to 
give a visually realistic model appearance. In Chapter 5 the model-based technique is 
developed further to incorporate stereo data to match appearance between images for 
accurate texture recovery.
4 .1  S h a p e  fro m  S ilh o u e tte
4.1.1 3D shape from  2D  silhou ettes
A silhouette provides the bounding shape of a person in camera image. In Chapter 3 
the projected shape of a model was deformed to fit a silhouette under the assumption 
that the model contour should exactly match the silhouette contour. As demonstrated 
in Section 3.3, this assumption can fail where the projected shape of the model is 
inconsistent with a silhouette. With even small changes in model pose or shape there 
can be large differences in the projected shape and a model can have a different topology 
from an image silhouette. Figure 4.1 illustrates the type of problem that can arise. The 
figure shows a small difference in shape and position for a model in comparison with a
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(a) 2D contour vertices on a model (b) 3D deformation from 2D contour matches
Figure 4.1: Matching a model (dotted) to an object (solid) in the 2D image plane, 
shown in cross-section. Incorrect matches are obtained where (a) the model silhouette 
is inconsistent with (b) the object silhouette.
target shape. In this case the model has two contour points that are not observed in 
the target silhouette and contour matching in 2D would lead to an incorrect 3D model 
deformation.
Incorrect matching in 2D can be overcome by considering additional information on 
self-occlusions from multiple views. The visual hull is the 3D volume that reproduces 
the multiple view silhouettes. The surface of the visual hull is used to integrate the 
shape from multiple silhouettes to give a single constraint on the shape of a model. The 
same problem is now shown in Figure 4.2 where the model is matched to the surface 
of the visual hull in 3D rather than the silhouette contours in 2D. Where matching to 
a contour is ambiguous in 2D as shown in Figure 4.1, the contours from other views 
can be used to derive the correspondence in 3D based on the shape information from 
additional views in the visual hull as shown in Figure 4.2. The visual hull combines the 
shape in separate multiple view silhouettes to give a single constraint on the 3D shape 
of a person with all the information on self-occlusions that is available in the original 
silhouettes.
The visual hull is reconstructed through the volume intersection of the occupied re­
gion of 3D space represented by each 2D image silhouette [96]. A silhouette describes 
an occluding contour that encloses the projected shape of the observed scene. Back- 
projection of the contour into space forms a solid cone that encloses the scene in 3D.
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v
Figure 4.2: Reconstruction of the visual hull, shown shaded, from multiple image sil­
houettes gives improved matching in 3D.
Figure 4.3: The surface of the visual hull reconstructed at a 1cm voxel resolution from 
the image silhouettes shown in Figure 3.5. Protrusions and phantom volume sections 
are highlighted in red.
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The intersection of the solid cones from a set of image silhouettes provides the visual 
hull. In this work a volumetric approach is used for reconstruction. A grid of discrete 
volume elements termed voxels are defined in space. The set of occupied voxels that 
lie inside the visual hull are then derived by testing the projected overlap of each voxel 
with the silhouettes. If the projected shape of a voxel overlaps all the silhouettes it 
is set as occupied, otherwise if a voxel falls outside any silhouette the voxel is set as 
unoccupied. The surface voxels for a scene are extracted as the set of occupied voxels 
that are adjacent to unoccupied voxels. The procedure for reconstructing the set of 
surface points on the visual hull is outlined in reconstruct-visualJiull. The image re­
gion corresponding to a voxel is simplified here as the rectangular region enclosing the 
projected corners of a voxel. These image regions can be pre-computed to speed up the 
procedure.
Input: Camera parameters, P m
Image silhouettes, I m 
Voxel grid
Output: Surface points,
Procedure: reconstructjvisualJiul I
1 . set (all voxels =  occupied)
2. for (each voxel)
3. for (each image)
4. project (each voxel corner to image)
5. set (image region containing voxel comers)
6. if (no silhouette pixels in image region)
7. set (voxel =  unoccupied)
8. for (each voxel)
9. if (voxel =  occupied)
10. if (connected voxel — unoccupied)
1 1 . set (surface voxel point y)
4.1.2 M odel-based  shape from  silh ou ette
The visual hull provides a 3D bound on the shape of a person given by a set of image 
silhouettes. Figure 4.3 shows the visual hull reconstructed for the ideal test case con­
sidered in Chapter 3 with an arbitrary body pose viewed from unconstrained camera
72 Chapter 4. Model-Based Reconstruction from Multiple View Silhouettes
positions. The surface of the visual hull demonstrates the 3D shape information that 
is available from multiple view silhouette images and highlights a number of important 
limitations in shape from silhouette:
(i) The visual hull provides only an approximate estimate of shape due to the dis­
cretisation of space as a set of voxels and the limited number of silhouettes used 
to reconstruct the volume;
(ii) Concave regions of the body are self-occluded in all image silhouettes and are not 
represented;
(iii) The visual hull can contain protrusions or “phantom” sections of volume that are 
consistent with the silhouettes but do not correspond to the underlying body; 
and
(iv) Different parts of the body may merge in the visual hull and the surface of the 
hull does not necessarily represent the complete surface shape of the body.
In this chapter a model-based technique is presented to deform a generic humanoid 
model to match the surface of the visual hull in order to reproduce the shape in multiple 
image silhouettes. The technique accounts for the approximate shape in the visual hull 
and the ambiguities from self-occlusions using prior information on human shape in 
reconstruction. The assumption is made that the shape of the generic humanoid model 
represents the target shape of the person to be reconstructed. The model is deformed 
to match the visual hull as a shape-constrained deformable model, preserving the prior 
shape in the model while fitting the visual hull. In Section 4.2 a shape constraint for 
the triangulated surface of a model is presented to form the regularisation energy term 
for a deformable model. In Section 4.3 a data energy term is presented for the model 
to minimise the distance from the surface of the model to the surface of the visual hull 
while allowing for potential missing sections in the visual hull surface.
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4 .2  S h a p e  R e g u la r is a t io n
The internal energy for a deformable model serves to regularise the deformation of the 
model shape in optimisation. The shape of our generic humanoid model is defined by 
the 3D vertex locations of the triangulated surface mesh, x j. The model has a large 
number of degrees of freedom and can represent a wide variety of surface shapes accord­
ing to the infinite number of different vertex positions that are possible. This shape 
variability makes model deformation sensitive to noise or outliers in the target data 
and potentially undesirable solutions where there is a local minimum in the deforma­
tion energy function. Terzopoulos et al. [162] formulated the surface of a deformable 
model as an elastic thin-plate material under tension in order to recover a model with 
a minimum surface area and minimum surface curvature that fits the data. In this 
section a shape regularisation energy term is introduced instead to preserve the prior 
shape of a generic model during deformation, our prior knowledge of the target shape 
to be recovered from the approximate data in the visual hull.
One important consideration in the recovery of an animated surface model is the the re­
quirement to preserve the relative position of the vertices with respect to the kinematic 
structure of the model. The generic humanoid model has a predefined animation struc­
ture in which the correspondence between each vertex and an underlying skeleton is 
specified. The surface is then animated by manipulating the skeleton control structure. 
Shape regularisation must therefore preserve the mesh parameterisation, the relative 
position of the surface vertices, to enable animation of the recovered surface model with 
the predefined animation structure.
In Chapter 3 an elastic regularisation energy was constructed for a model to preserve 
the edge length connecting vertices in a mesh. The energy term served to spread 
the effect of vertex deformation across the mesh and to preserve the relative geometric 
relationships of the vertices in 2D. For 3D deformation this regularisation energy would 
cause the surface mesh of the model to act like an elastic sheet. The drawback of this 
formulation is that the constraint imposes only a minimum deviation in the surface 
area of the model and the model is free to take any shape with a similar surface area. 
Different approaches have been proposed to incorporate prior shape information into the
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(a) 2-simplex mesh (b) Triangular mesh
Figure 4.4: The vertex neighbourhood on a 2-simplex mesh and a triangular mesh.
deformation process to constrain the deformation space of a model. Techniques have 
used global rather than local model transformations [123], a restricted set of shape 
parameters [132], or a prior set of training shapes to describe the space of feasible 
models [41]. Global shape constraints or shape parameters are unfeasible here as we 
wish our humanoid model to take on the wide variation in body shape with subjects 
wearing different clothing. A local constraint is therefore considered to preserve the 
prior shape in a model during deformation and preserve the surface parameterisation 
of the model vertices.
Montagnat and Delingette [121] presented a surface constraint that preserves the local 
shape and position of vertices on a deformable surface mesh. The technique is based 
on the fixed connectivity of a “simply-connected” mesh or simplex mesh. A 2-simplex 
mesh has 3 edge connections for every vertex as shown in Figure 4.4(a). With 3 points 
in space a local coordinate frame can be constructed to specify a relative 3D position. 
Each vertex on a 2-simplex mesh can then be defined in the local frame of the 3 edge- 
connected vertices, the 1-neighbourhood of a vertex [121]. Here we must consider the 
problem of defining position and location of a vertex in the general case of an irregular 
triangular surface mesh typically used for graphics models. With more than 3 connected 
vertices in the 1-neighbourhood as illustrated in Figure 4.4(b), a single coordinate frame 
cannot be uniquely defined at each vertex.
A triangle-centred local frame is presented to specify local vertex positions on an irreg­
ular triangular mesh. Each surface triangle has 3 edge-adjacent vertices from which a 
local coordinate frame can be constructed. The 3 triangle vertices can then be specified
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(a) Height offset from triangle frame (b) Barycentric coordinates in triangle frame
Figure 4.5: Definition of a vertex position for an irregular triangular mesh in a local 
triangle centred frame.
in the local frame defined by these edge-adjacent vertex positions. A vertex x± is defined 
by three local coordinates (ocij,(3if, hif) with respect to a triangle facet / as shown in 
Figure 4.5. A height offset hif along the triangle normal h f defines the surface shape as 
shown in Figure 4.5(a). Two barycentric coordinates as shown in Figure 4.5(b)
define the relative positions of the vertices on the surface. A vertex on a triangle can 
then be defined with respect to the 3 edge-adjacent vertices ( x f0,X f i ,X f 2) ^  follows.
x(otif,/3if, hif) =  OifXfQ +  flifXfi +  (1 -  ocif -  0if)xf2 +  hifhf (4 .1 )
.  (a/i -  i f o )  x ( i n  -  g/o) , , , ,
II(s/i-e /o )IIII(z/2 - 2/o)II ( 1
The default vertex locations representing the original shape of a model can be re­
constructed using the default parameters (a f f ,0 f f , hff). A regularisation energy for a 
model is defined using an elastic constraint from the position of each vertex on a model 
to the default position in each triangle centred frame for a vertex. The mean-squared 
error to the default model shape is then minimised during optimisation. This shape 
constraint is scale dependent and will preserve the original model shape according to 
the local height offset hfj in each triangle frame.
^  IIs * (4-3)
i= l  f f=l
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(a) Model (b) Corrupted (c) 50 (d) 100 (e) 150
Figure 4.6: Deformation of a complex model with added surface noise at 50, 100 and 
150 iterations in minimising the regularisation energy term.
The shape regularisation energy term minimises the deviation from the vertex positions 
in the original model, preserving the local shape of the model and relative vertex 
positions on the model surface. Figure 4.6 illustrates the deformation of a model to 
minimise the regularisation energy where the surface has been corrupted with random 
noise. This demonstrates the recovery of the model shape for a complex irregular 
triangular mesh with severe distortion. Figure 4.7 illustrates the deformation of the 
generic humanoid model to restore the default vertex locations. It is interesting to 
see from this that while the energy function is only defined locally the accumulated 
influence provides a global effect that restores the surface parameterisation.
(a) Generic (b) Corrupted (c) 10 (d) 100 (e) 500
Figure 4.7: Deformation of the generic humanoid model at 10, 100 and 500 iterations 
in minimising the regularisation energy term.
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4 .3  S u rfa c e  P o in t  M a tc h in g
In this section the data energy term for a deformable model is formulated to deform the 
shape constrained humanoid model to fit the surface shape of the visual hull. To deform 
the model in 3D we must obtain the correspondence between the model vertices and the 
visual hull surface. In Chapter 3 two different approaches were considered to obtain the 
correspondence between a model and a target silhouette in 2D. The Iterative Closest 
Point (ICP) algorithm [22] was used to derive geometric matches from the model to 
the silhouette and minimise the mean-squared distance between the two shapes. A 2D 
shape transformation was also presented to deform the model to match a silhouette 
without explicit geometric matching. The shape transformation makes the assumption 
that the two shapes should match exactly and cannot be applied in matching the visual 
hull where sections of the body surface may not be represented. Geometric matching 
is therefore performed and the assumption that the surfaces match exactly is relaxed.
The IC P  algorithm solves for the motion parameters aligning two shapes based on a 
nearest-neighbour heuristic to assign matches. With a nearest-neighbour assignment 
the model can be incorrectly matched to the target shape as demonstrated in Section
3.3 and will always converge to the nearest local minimum in the least-squares distance 
function. A multiple point assignment technique is adopted instead to remove the 
nearest-neighbour heuristic in matching and increase the range of convergence for model 
deformation [84, 36]. A discrete representation of the visual hull surface is used by 
taking the surface voxels y^ of the visual hull. The model vertices are then matched 
to multiple points on the surface given by y_. with an assignment weight wij that varies 
continuously (0 <  w < 1), where w =  0 represents no match and w — 1 gives a 
one-to-one match to a surface point. A one-to-one correspondence between the two 
surfaces can then be obtained by imposing the constraints, J2j  wij =  1 and Yli wij — 1 - 
The assumption that a vertex exactly matches the visual hull is relaxed by allowing
Wij < 1) and outliers are accounted for in the visual hull by allowing wij < 1- The 
mean-squared distance from the model to the visual hull surface is then minimised using 
the following energy function for multiple point assignment subject to these constraints.
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£v  =  Y  Y  wh  IIVj ~  &  II2 (4 -4)
i=l j=l
Wij >  0
(4.5)
E f i i  <  i
The Robust Point Matching algorithm presented by Rangarajan et al. [136] is used to 
derive the unknown set of assignment parameters wij. The advantage of this technique 
for matching lies in the use of deterministic annealing for optimisation as proposed 
by Chui and Rangarajan [35] to overcome local minima in the assignment problem. 
Deterministic annealing is an optimisation method that attempts to avoid local min­
ima in minimising non-convex energy functions. Local optimisation techniques such as 
gradient descent lead to local minima that depend on the initial parameters for opti­
misation. Global optimisation requires the location of all such local minima in order 
to identify a global minimum, implying an exhaustive search of the parameter space of 
the function. Simulated annealing is one technique used for global optimisation that 
avoids an exhaustive search. The technique is analogous to the thermodynamic process 
of annealing that enables liquids and metals to reach a global minimum energy state 
when cooled from a high temperature. In simulated annealing a degree of random­
ness is introduced to the path for energy minimisation allowing the path to overcome 
local minima. Deterministic annealing provides a more efficient framework to opti­
mise functions of continuous variables by replacing the random annealing steps with a 
deterministic parameter update.
Deterministic annealing was first introduced as a method to solve for data-point as­
signment in data clustering [137]. A similar optimisation technique was presented 
previously by Blake and Zisserman [23], and termed Graduated Non-Convexity. The 
technique introduces a control temperature T  to the energy function for optimisation 
and performs local optimisation at successively reduced temperatures, At a high tem­
perature the energy function is smoothed such that the local minima lies in the region 
of the global minimum of the function. The local minima are then tracked as the tem­
perature is reduced to zero, at which point the original energy function is minimised
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with the aim that the final local minima should coincide with global minimum. This 
approach to global optimisation is not necessarily guaranteed to converge to a global 
minimum with a finite starting temperature and a finite reduction in the temperature 
T . In Section 4.5 the performance of the technique with different annealing schedules 
is evaluated.
Deterministic annealing is applied to the assignment problem by introducing an entropy 
term to the data energy function with a control temperature T  [35]. The entropy term 
measures the level of randomness in the assignment parameters [137]. At an infinite 
temperature T  the entropy term dominates leading to a completely uniform distribution 
in the assignment. As the temperature is lowered there is trade-off between the entropy 
and the mean-squared error function providing greater discrimination in the assignment 
[137]. At a zero temperature a hard association is obtained equivalent to the nearest- 
neighbour assignment used in ICP.
Ni Nj Ni Nj
EV =  J 2  WU Wij ~  SSiII2 +  T ]T  2  (log(wu ) -  !) (4-6)
i=l j= l  i=l j —1
The assignment parameters that minimise the energy function are derived determinis- 
tically at a fixed temperature given a fixed model configuration.
d£ =  Wit -  £ il!2 +  T\og(wij) =  0 (4.7)dw
(  ||y,-^||2\
=  e x p  -----  (4.8)
The assignment parameters tt/y must satisfy the constraints given in Equation 4.5. The 
inequality constraints are converted to an equality constraint by the introduction of a 
set of slack assignment parameters w ^ N j+ i ,  WNi+i,j  [136].
>  0
(4-9)
wij — 1
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The set of assignments Wij form a matrix of parameters W  for which the ith row de­
fines the multiple point assignment for a model vertex and the j th column defines 
the multiple point assignment of a target point y .. The slack parameter wi jv-+i for—j i J
a vertex determines the degree to which the vertex is unassigned to the target points. 
Similarly the slack parameter w pf.+ij for a target point defines the degree to which the 
target point is an outlier that should be rejected in assigning the model. The equality 
constraints on the assignment in Equation 4.9 can be satisfied given the deterministic 
estimate for the parameters in Equation 4.8 through a process of row-column normal­
isation of the match matrix W  [35]. The non-negativity constraint is automatically 
satisfied as the initial estimates for the parameters in Equation 4.8 are positive.
The unknown assignment parameters are derived at a fixed temperature T  given the 
estimate in Equation 4.8 with row-column normalisation of the matrix W  to satisfy the 
constraints in Equation 4.9. For a fixed assignment the model is then updated to satisfy 
the geometric matches. This process of assignment and transformation is repeated 
and the temperature gradually reduced to give a deterministic annealing approach to 
minimise the energy of the deformable model.
The technique provides a coarse-to-fine method of recovering the multiple point corre­
spondence from the model vertices to the set of target surface points. The deterministic 
estimate for the assignment parameters in Equation 4.8 gives a weighting according to 
the relative distance to a target point |\y_. — a^ U with the temperature T  defining the 
effective scale of matching in space, T  ~  \\y_ — x\\2. At a high temperature a wide range 
of target points are assigned a similar influence on a vertex. As the temperature is 
reduced the region of influence narrows. At the lim it when T  —» 0 the nearest point 
will dominate the estimated assignment giving a nearest-neighbour match as illustrated 
in Figure 4.8. The technique has the advantage that the initial scale for matching can 
be set according to the expected error in the shape of a model, avoiding matches to 
protrusions or “phantom” volume sections of the visual hull. The scale can then be 
reduced as the model deforms to match the visual hull, refining the model matches. 
The technique provides a mechanism to deal with the approximate shape information 
in the visual hull with the slack assignment parameters defining the degree to which 
each vertex should be matched to the voxel data as the model deforms.
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J t t h
W m  .W m
(a) T  =  (0.25D )2 (b) T  =  (0.125D )2 (c) T  =  (0.033D): (d) ICP
Figure 4.8: Multi-point assignment of a sphere to a cube in 2D showing the sum of 
weighted assignments for different simulated temperatures T  as a proportion of the 2D 
diameter D  of the sphere, compared with closest point matches for ICP.
(a) Model (b) IC P  (c) IC P  -I- shape (d) Multi-point +  shape (e) Target
Figure 4.9: Deformation of a uniformly triangulated sphere to match the vertex po­
sitions on a head model, comparing model deformation with ICP, shape-constrained 
ICP, and shape-constrained multiple point matching.
Multiple point matching is illustrated for a deformable model in Figure 4.9 in com­
parison with ICP matching. A sphere is deformed to fit the shape of a head and the 
nearest-neighbour heuristic in IC P  is unable to recover the detailed geometry that does 
not lie close to the initial surface of the sphere. The shape constraint described in Sec­
tion 4.2 attempts to preserve the even parameterisation of the surface vertices during 
deformation and constrains the independent vertex deformation in IC P  to improve the 
recovered shape. The multiple point assignment, however, recovers the detailed geome­
try in the head by allowing the sphere to match multiple points that do not necessarily 
lie close to the sphere. The loss of detail in Figure 4.9(d) is due only to the resolution 
of the sphere and a greater number of vertices would provide greater surface detail.
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4 .4  3 D  M o d e l-B a s e d  R e c o n s tr u c t io n
The process of model optimisation using the data energy introduced in Section 4.3 
and the shape regularisation introduced in Section 4.2 is outlined in the algorithm 
match-visualJiull. The visual hull is first reconstructed to define the set of target 
surface voxels y_. for matching. The default local coordinates are then
calculated for each triangle centred frame to define the original shape of the model. 
The model is then deformed to match the voxels by assigning the model vertices to 
the voxels and deforming the model to satisfy the assignment at a set of successively 
reduced temperatures T  until convergence. The slack parameters are initialised at 
each temperature T  equivalent to the largest expected match at that scale using ||y_ — 
a;|| =  y/T  in Equation 4.8. This encourages matches within the scale defined by the 
temperature T.
For a fixed assignment at a specific temperature T, the vertices of the model are de­
formed by gradient descent to minimise the energy function of the deformable model. 
Explicit Euler integration steps are taken in gradient descent requiring only local esti­
mation of the energy gradient and deformation of the model vertices in parallel. The 
parameter A is introduced to control the degree of shape regularisation during defor­
mation to allow a trade-off between data-fitting and regularisation. The parameter 8 
defines the step length taken in steepest descent energy minimisation.
%  =  -(V £ p  +  (4.10)
at
^  =  X  WiJ %  ~  _ X  ( s  -  £(<*?/. (4 .ii)
A coarse-to-fine approach to model deformation is introduced by setting the convergence 
criteria in optimisation according to the scale of matching defined by the temperature 
T. Convergence is defined where the maximum component of the gradient falls within 
the next scale of matching, ||||maa; <  VcT such that the assigned voxels w ill remain 
within the matching range at the next iteration of model deformation. Optimisation is 
also terminated where the energy function increases A S  >  0 to prevent over-shoot in
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steepest descent minimisation. The final temperature scale for minimisation is defined 
as the desired error tolerance on the final shape of the model. In matching the discrete 
set of surface voxels this is set to be the voxel size, for a lcm(O.Olm) voxel size T finai =  
0.012.
In practice the number of surface voxels can be large and a large subset will be redun­
dant in matching where the distance from a model vertex to a voxel greatly exceeds 
the current temperature T  and the match parameter is effectively zero. The matches 
are therefore restricted to a subset of surface voxels for each model vertex, reducing 
the number of match parameters to be updated and stored. The match matrix W  
becomes compact and additional book-keeping is required to track which surface voxels 
match which vertex, with all unmatched voxels having a zero assignment. The subset of 
matches for each vertex is obtained as the set of N v closest surface voxels. Spatial par­
titioning with an octree representation [157] is used for efficient retrieval of the closest 
points and only the voxels with a surface normal in the same half-plane as the vertex 
normal on the model are retrieved in order to avoid inconsistent surface matches.
Input: Model,
Octree, y .—J mTemperature, T  
Output: Assignment, w y
Procedure: seLvoxeLassignment
1 . for (each vertex i)
2. read (N v closest voxels from octree)
3. set (assignments Wij =  exp(— \\y_. — :ci ||2/T))
4. set (slack assignments WNi-\-i,j)wi>Nj +i — exp(—1))
5. while (change A w  >  smalljnum ber)
6. normalise~rows(wi)
7. normalise~.columns(wj)
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Input: Model, xg
Camera parameters, P m 
Image silhouettes, Im
Output: Updated model, x^
Procedure: match-visualJiull
1 . reconstruct-visualJiull(y.)
2. construct-octree(y_.)
3. set (local coordinates a fp
4. set ( temperature T  =  Tinu)
5. while (T  >  Tfinal)
6. set-voxeLassignment(wij)
7. while ( ||^ || >  VcT and A S  < 0)
8. set ( ^  =  -(V & > +  AV£*))
9. set (x{ =  x { +  5^f-)
10. set (T  =  c x T )
Optimisation of a model to match the surface of the visual hull has a complexity of order 
O  (N iN vIVy N anneai) where IVy is the number of steps in steepest descent and N anneai is 
the steps taken in deterministic annealing. At each temperature scale T  the assignment 
parameters must be computed at each vertex for every surface voxel with a complex­
ity O  (N iN j). This cost is reduced using only N v closest points rather than the complete 
set of N j voxels. For each vertex, N v closest voxels are retrieved by visiting O  (N v) 
nodes in an octree structure and maintaining a sorted queue of closest nodes with a 
cost O  (log (IVy)) to insert each node into the queue. Using spatial partitioning and only 
N v voxels per vertex, the cost of assignment is therefore reduced to O  (N iN v log(AQ)). 
Iterated row plus column normalisation of the now compact matrix W  has a lower com­
plexity O  (N {N V). The model is then updated to satisfy the assignment. If IVy steps 
are taken in gradient descent the cost of updating each vertex location to match the 
assignment to N v voxels is in the order O  (IVjAQIVy). In practice IVy > log(Nv) and the 
total cost at each temperature has a complexity O  (IV* IVy IVy). The alternate process of 
assignment and optimisation is performed N anneai times in deterministic annealing and 
the final complexity is O  (N iN vA y N anneai). The number of annealing steps depends on 
the annealing schedule defined by c, N anneai =  log(Tfinai/Tinit)/ log(c). The number of 
steps in steepest descent is inversely proportional to the step length taken IVy rsj (!/<?).
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4 .5  E v a lu a t io n
A shape constrained deformable model framework has been presented to match a 
generic humanoid model to the shape information in multiple view silhouettes in the 
presence of visual ambiguities. There are two key considerations in the application 
of this framework. Firstly, the regularisation term for the deformable model defines 
a trade-off between fidelity in fitting the available data and preserving the shape of 
the generic model in the presence of visual ambiguities. The influence of the shape 
constrained regularisation in model deformation is evaluated in Section 4.5.1. The sec­
ond consideration is the trade-off obtained between the complexity of the algorithm 
and minimisation of the reconstruction error in data fitting. The technique uses a 
multiple point matching approach that is refined in a coarse to fine framework using 
deterministic annealing. The complexity of the algorithm can be reduced by reducing 
the number of points in matching and using a faster annealing schedule. However, this 
can lead to local minima in the energy function of the deformable model and a higher 
reconstruction error. The effect of algorithm complexity versus reconstruction error is 
evaluated in Section 4.5.2. The ideal test cases used in Chapter 3 and shown in Figures
3.4 and 3.5 are used to test the model-based reconstruction framework and to perform a 
quantitative analysis of reconstruction error. The performance of the technique is then 
demonstrated in Section 4.5.3 both for the ideal case and real data. In all cases the 
visual hull is reconstructed at a 1cm voxel resolution. A 1cm voxel size encompasses the 
reprojection error in the real data, ensuring that a voxel in the visual hull w ill project 
to the captured image silhouettes with the inexact camera calibration data.
4.5.1 Shape constraint
The shape constraint for the deformable model is designed to preserve the prior shape 
and parameterisation of a surface model in fitting a target shape. The effect of the 
shape constraint is controlled by the parameter A which defines the trade-off between 
data-fitting and shape regularisation in the deformable model. The influence of the pa­
rameter A is examined with ideal values used for the other parameters in the algorithm. 
The annealing constant c =  0.5 is chosen to obtain a conservative change factor of 0.71
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(a) Model (b) A =  0.1 (c) A =  1.0 (d) A =  10.0 (e) Visual hull
(a) Model (b) A =  1.0 (c) A =  10.0 (d) A =  100.0 (e) Visual hull
Figure 4.10: Deformation of a sphere to fit the visual hull for a cube with different 
degrees of shape constraint at two different resolutions in the triangulated model.
in the matching range at each step of annealing, a large number of target voxels are 
used with N v =  1000, a small step length is taken in steepest descent with 6 =  0.01, 
and an initial error of 10cm is assumed on the shape of the model.
The effect of the shape constraint is illustrated in Figure 4.10 in fitting the shape of 
the sphere to the visual hull for the cube. The constraint preserves the even surface pa- 
rameterisation and round shape of the sphere. At a high value for A, the regularisation 
term dominates in the deformable model and the shape of the sphere is preserved. It 
is interesting to see that the resolution of the triangulated model surface influences the 
choice of the parameter A due to the scale dependence of the shape constraint. With a 
low resolution model the triangles span a larger surface area and the shape constraint 
has a greater relative influence. The value of A which preserves the shape of the sphere 
is therefore reduced with a lower resolution triangulation. It should be noted that in 
this test example an exact match is not expected as the generic model shape is different 
to that of the data.
The shape constraint is assessed in reconstructing a person using a generic humanoid 
model and the ideal data-set shown in Figure 3.5 as ground truth. The initial model 
is shown in Figure 4.11, in comparison with the visual hull reconstructed from three,
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(a) Model (b) 3 views (c) 6 views (d) 9 views
Figure 4.11: The initial generic humanoid model and the visual hull reconstructed from 
3, 6 and 9 image silhouettes.
six and nine camera views. The model is deformed to match the surface of the visual 
hull for each set of views with different values of the control parameter A. Figure 4.12 
gives the root mean squared (RMS) error on the model surface, first in comparison 
with the visual hull and then with the underlying surface of the original range data. 
The RMS error cI(Sm , S t )r m s  between the model surface S m  and a target surface S t  
is computed across the surface of the model as follows. The distance d(x, S t ) from a 
point on the model x  is given here by the distance to the closest point on the target 
surface. For triangulated meshes this distance can be calculated using the Metro tool 
[37].
d(SM, S t )  RMS =  ( ^ s ^ y  /  ) 2 (4.12)
The error in fitting the visual hull shown in Figure 4.12(a) increases with A as the 
model is increasingly constrained to preserve the initial model shape. The error in 
fitting the underlying range data in Figure 4.12(b) demonstrates the trade-off between 
shape information in the prior model and the accuracy of the shape data in the visual 
hull. With three camera views the visual hull shown in Figure 4.11(b) provides limited 
shape information and the prior shape of the model is needed to constrain shape recon-
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(a) Error to visual hull (b) Error to range data
Figure 4.12: The RMS error from the deformed model to (a) the visual hull and (b) 
underlying range data against the shape constraint parameter A, in fitting the visual 
hull reconstructed from 3(green), 6(blue), and 9(red) views.
struction. With nine camera views the shape constraint for a minimum reconstruction 
error is reduced as the shape in the visual hull provides a closer approximation to the 
underlying surface as shown in Figure 4.11(d). The formulation for a shape constrained 
deformable model enables the approximate shape of the underlying surface to be re­
covered for three, six and nine camera views even with extensive visual ambiguities in 
the shape as shown in Figure 4.11.
As the number of camera views is increased the shape of the visual hull provides a closer 
approximation to the underlying shape of a person. However, even with a large number 
of views the visual hull can contain ambiguities where surfaces are self-occluding. Where 
a surface is not represented in the visual hull, the shape of the generic model must be 
preserved. This is demonstrated at the left-elbow in the visual hull shown in Figure 
4.11 where the inside surface of the arm is folded. The model recovered in fitting the 
visual hull for 9 camera views is now shown in Figure 4.13 for a different animated 
elbow position. Even though the minimum RMS error for the entire model is obtained 
at a value A =  1.0 the shape constraint must be increased to preserve the original 
shape of the model where the surface data is not present at the elbow. Figure 4.13 
demonstrates that the constraint term also preserves the relative parameterisation of 
the surface allowing the model to be animated with the predefined kinematic structure
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(a) A =  0.0 (b) A =  1.0 (c) A =  3.0 (d) A =  5.0
Figure 4.13: An animated pose for the model reconstructed in fitting the visual hull for 
nine camera views, demonstrating the preservation of the model animation structure 
with the shape constraint term A.
for the generic model. A value of A =  3.0 is chosen to provide a trade-off between a 
minimum reconstruction accuracy in Figure 4.12 and preserving the model shape and 
parameterisation in the presence of ambiguities as shown in Figure 4.13.
Conclusion:
1. The regularisation energy term for the deformable model provides a 
shape constraint that preserves the original shape and relative vertex  
positions of the generic model;
2. The degree of shape regularisation required in the deformable model is 
governed by the trade-off between the accuracy in the shape of the vi­
sual hull and the requirement to preserve the original model geometry 
where the shape data is inaccurate due to visual ambiguities; and
3. The shape-constrained deformable model can provide an accurate es­
tim ate of underlying surface shape in the presence of large ambiguities 
in reconstruction from a limited set of camera views.
4.5 .2  C om plexity
The reconstruction error in fitting the ground truth data is now evaluated with changes 
to the remaining control parameters that influence the complexity of the deformable
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model algorithm. Figure 4.14 shows the RMS error computed to the range data in 
fitting the generic humanoid model to each visual hull shown in Figure 4.11 for A — 3.0. 
We can see from the graphs that a slow annealing schedule c, a high initial temperature 
Tinit 5 and a large number of target points N v all provide a lower reconstruction error 
and that the error is relatively stable with the step-length <5. The exception arises 
in fitting the visual hull from three camera views, where the shape of the visual hull 
provides a poor approximation of the underlying surface and a greater accuracy in data 
fitting actually provides a worse reconstruction error. The complexity of the algorithm 
increases with a slow annealing schedule c, a high initial temperature Tinn , a large 
number of target points N v and a small step length S. The parameters must therefore 
be chosen to give a trade-off between the computational cost and the reconstruction 
error. The reconstruction errors shown in Figure 4.14 demonstrate that the technique 
is relatively insensitive to the exact values of the parameters used. Intuitive values of 
the parameters can therefore be chosen, c =  0.5, Tinu =  10cm, N v =  100, S =  0.1.
Conclusion:
4. In the case considered, the reconstruction error is relatively insensitive 
to the exact values of the parameters defining the optimisation of the 
deformable model.
4.5 .3  Shape reconstruction
The generic model is expected to be aligned with the target data for model-based recon­
struction. The range of convergence for the technique is now examined by simulating 
a range of errors on the pose of the generic humanoid model in fitting the visual hull 
reconstructed from nine camera views shown in Figure 4.11. A random rotation is 
applied to the shoulder, elbow, hip, knee and neck joints of the generic model up to a 
maximum angular lim it. In order to increase the range of convergence in data fitting 
the initial starting temperature for the deformable model is set equivalent to 30cm, an 
estimate of the average maximum distance to the target data across all test cases. Fig­
ure 4.15 shows the RMS error to the underlying range data against the maximum error 
introduced in the model pose. It can be seen that the error in reconstruction increases
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(a) Error vs. annealing schedule c
Number of target points, Nv 
(a) Error vs. matched points N v
(b) Error vs. starting temperature T{nit
(b) Error vs. step length <5
Figure 4.14: RMS reconstruction error to range data against changes in the deformable 
model parameters in fitting the visual hull reconstructed from 3(green), 6(blue), and 
9(red) views.
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Figure 4.15: RMS reconstruction error to range data with different angular errors 
introduced on the pose of the arms, legs and head of the generic model. The median 
error is marked across the test cases.
with the error in pose. The worst-case reconstruction errors arise where the model is 
initially aligned with an incorrect surface as shown in Figure 4.16(e) for a 30° error in 
pose. To put this in context a 10° error over the length of the arm is equivalent to a 
positional error of approximately 10cm. This already represents a relatively large error 
in pose. Figure 4.16(c) demonstrates that the model with the worst case reconstruction 
error at 10° does reproduce the target surface shape.
Conclusion:
5. In the case considered, the deformable model fits the target data within  
the expected range of errors in the initial pose of the humanoid model.
The performance of the technique is now demonstrated in Figure 4.17 in fitting the 
visual hull of a person reconstructed at a 1cm voxel resolution from nine cameras 
in a studio. The technique subjectively provides a visually realistic shape model of 
a person that reproduces the shape observed in multiple view silhouettes. Further 
results for different subjects are presented in Chapter 7. The next step is to derive the 
model texture map from the images to give a visually realistic model appearance. The 
drawback for the technique is that the models derived from the visual hull can only 
provide an approximate shape for a person. Figure 4.18 demonstrates the problems that 
can arise in deriving a texture map for a model with only an approximate shape. The
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(a) Range data (b) 10° Error (c) Reconstruction (d) 30° Error (e) Reconstruction
Figure 4.16: Reconstructed models with the worst-case error to the (a) range data for 
(b) 10° maximum error in pose and (d) a 30° maximum error in pose.
(a) Visual hull (b) Deformed model (c) Visual hull (d) Deformed model
Figure 4.17: Reconstructed model in fitting the visual hull reconstructed from nine 
camera views for two different subjects in different poses.
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projected location of a model vertex in different images will not correspond exactly to 
the same image point due to errors in the model geometry derived from the visual hull. 
The colour texture derived from different images will then not be in correspondence.
Figure 4.18: The image plane projection of model vertices showing incorrect image 
correspondence due to errors in the approximate model derived from the visual hull.
Conclusion:
6. The model-based framework provides a smooth approximation to the 
shape of a person from multiple view silhouettes; and
7. Shape from silhouette does not provide an accurate shape model for 
the recovery of multiple view appearance.
4 .6  S u m m a ry
The problem of adapting a generic humanoid model to match multiple image silhouettes 
has been addressed. A new technique is presented to deform a model to fit multiple 
2D silhouettes simultaneously by matching to the 3D surface of the visual hull. This 
approach avoids inconsistent matches that can arise between a model and a silhouette 
in 2D due to self-occlusions as illustrated in Chapter 3. Model fitting is formulated as 
a constrained energy minimisation task and a model is optimised to fit the shape of the 
visual hull. A multiple point matching scheme is introduced to obtain robust matches
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in the presence of visual ambiguities and avoid local minima in the assignment of the 
model to the surface of the visual hull. A shape constraint is introduced to regularise 
the deformation of the model in data-fitting. A novel shape constraint is formulated for 
a triangulated surface model to preserve the relative position of the vertices defining 
the surface shape. This ensures that the correspondence between the vertices and 
the animation structure of the model remains valid. The model-based reconstruction 
algorithm presented in this chapter enables an approximate shape model to be recovered 
from multiple view image silhouettes. However, the problem remains that with only 
an approximate shape the projection of a model into different camera images will not 
be in exact correspondence for the recovery of colour texture. This is problematic 
in integrating appearance information from multiple views as misalignment results in 
visual artifacts.
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Chapter 5
M od el-B ased  R econstruction to  
m atch M u ltip le  V iew  A ppearance
M o d e l-b a se d  r e c o n s tru c tio n  o f  a n im a te d  h u m a n  m o d e ls  h a s  b e e n  p re se n te d  u sin g  sh a p e  
fro m  s ilh o u e tte  in  C h a p te r  4. Im a g e  s ilh o u e tte s  c a n  b e  e x tr a c te d  fro m  th e  c o n tro lle d  
b a c k g r o u n d  e n v iro n m e n t in  a  s tu d io  a n d  p r o v id e  a  r o b u s t c o n s tra in t o n  sh a p e . H o w ever, 
th e  sh a p e  in fo rm a tio n  a v a ila b le  fro m  m u ltip le  s ilh o u e tte s  is lim ite d  r e s u lt in g  in  o n ly  an  
a p p r o x im a te  s h a p e  m o d e l fo r  a  p e rso n . W h e r e  th e  sh a p e  o f  th e  m o d e l is in c o rre c t th e  
v e rt ic e s  a re  n o t th e n  in  e x a c t  c o rre sp o n d e n c e  b e tw e e n  c a m e ra  im a g e s  fo r  th e  r e c o v e ry  o f  
m o d e l te x tu r e . In  th is  c h a p te r  a lte r n a tiv e  m u ltip le  v ie w  r e c o n s tru c tio n  te ch n iq u e s  a re  
co n s id e re d  to  p ro v id e  c o rre c t c o rre sp o n d e n c e  for a ll su r fa c e  p o in ts  b e tw e e n  v ie w s . A  
m o d e l-b a se d  te ch n iq u e  is in tro d u c e d  to  o p tim ise  a  g e n e ric  h u m a n o id  m o d e l to  reco ve r 
b o t h  th e  s h a p e  a n d  a p p e a r a n c e  o f  a  p e rso n .
P r o b l e m  S t a t e m e n t :
O p t i m i s e  t h e  3 D  s u r f a c e  o f  a  g e n e r i c  h u m a n o id  m o d e l  t o  m a t c h  b o t h  
t h e  s h a p e  a n d  a p p e a r a n c e  i n  m u l t i p l e  i m a g e s .
E x is t in g  m u ltip le  v ie w  r e c o n s tru c tio n  te ch n iq u e s  a re  e v a lu a te d  in  S e c tio n  5 .1  t o  g iv e  
im p ro v e d  s h a p e  d a ta  over th e  v is u a l  h u ll fo r  m o d e l o p tim is a tio n . V o x e l c o lo u r in g
[141] a n d  m u ltip le -v ie w  s te re o  [124] h a v e  b e e n  u sed  p r e v io u s ly  to  r e c o n s tru c t  th e  sh a p e  
o f  a  p e rso n  in  a  s tu d io  [176, 124]. B o th  v o x e l c o lo u rin g  a n d  m u ltip le -v ie w  s te re o  a re
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co n sid e re d  to  r e c o n s tru c t  th e  ta r g e t  s h a p e  w ith  a  c o n s is te n t a p p e a r a n c e  a cro ss  m u ltip le  
v ie w s . T h e s e  te ch n iq u e s  a re  fo u n d  to  su ffer in  th e  p rese n ce  o f  p ro b le m s su ch  as se lf­
o c c lu s io n s  o r a  lim ite d  v a r ia t io n  in  a p p e a r a n c e  in  th e  im a g e s . In  S e c tio n  5.2 a  m o d el- 
b a se d  a p p ro a c h  is in tro d u c e d  to  co m b in e  th e  c o m p le m e n ta r y  s h a p e  d a t a  fro m  im a g e  
s ilh o u e tte s  a n d  s te re o  co rre sp o n d e n c e . T h e  te ch n iq u e  m a k e s u se  o f  th e  p r io r  sh a p e  
in fo rm a tio n  in  a  g e n e ric  h u m a n o id  m o d e l to  o v erco m e a m b ig u itie s  in  m u ltip le  v ie w  
re c o n stru c tio n . In  S e c tio n  5 .3  sp a rse  fe a tu r e  m a tc h in g  is a lso  in tro d u c e d  t o  c o n s tra in  
th e  r e c o n s tru c tio n  o f  fin e g e o m e tric  d e ta il  th a t  c a n n o t b e  reco v e red  w ith  th e  lim ite d  
re so lu tio n  w h o le -b o d y  im a g e s  o f  a  p e rso n . T h e  fin a l te ch n iq u e  is e v a lu a te d  in  S e c tio n
5.5  a n d  c o m p a re d  w ith  v o x e l c o lo u r in g  a n d  m u ltip le -v ie w  ste re o . T h is  w o rk  is p re se n te d  
in “Towards a 3D Virtual Studio for Human Appearance Capture” [152] a n d  th e  p a p e r  
“Model-Based Multiple View Reconstruction of People” [151].
5.1 M ultiple View  Reconstruction
T h e r e  a re  tw o  g e n e ra l a p p ro a c h e s  in  th e  lite r a tu r e  to  th e  p ro b le m  o f  g e o m e tric  re­
c o n s tru c tio n  o f  a  scen e fro m  m u ltip le  c a lib r a te d  c a m e ra s  as o u tlin e d  in  C h a p te r  2. 
T e c h n iq u e s  a re  b a se d  e ith e r  on  se a rch in g  fo r  th e  c o rre sp o n d e n c e  b e tw e e n  im a g e  p o in ts  
to  r e c o n s tru c t  3D  p o s it io n  in  a  sc en e  fro m  th e  im a g e  p la n e  lo c a tio n s , o r  on  se a rch in g  
fo r  th e  su rfa c e  w ith  a  c o n s is te n t a p p e a r a n c e  w h e n  p r o je c te d  to  th e  im a g e s . B o t h  a p ­
p ro a ch e s  h a v e  b e e n  a p p lie d  to  r e c o n s tru c t  m o d els  o f  p e o p le  in  a  s tu d io , e ith e r  th r o u g h  
m u ltip le -v ie w  s te re o  [88], or v o x e l c o lo u r in g  [176] re sp e c tiv e ly . T h e s e  tw o  te ch n iq u e s  
are  e v a lu a te d  in  th is  s e c tio n  as a  m ea n s t o  refin e  th e  s h a p e  o b ta in e d  fro m  im a g e  s ilh o u ­
e tte s  to  p ro v id e  m o re  a c c u r a te  sh a p e  d a ta  fo r  th e  m o d e l-b a se d  fra m e w o rk  d e sc r ib e d  in  
C h a p te r  4. In  S e c tio n  5 .1 .1  th e  a p p e a r a n c e  o f  a  p e rso n  in  m u ltip le  im a g e s  is d efin ed  
in  te rm s o f  a  su rfa c e  re fle c ta n c e  m o d e l. V o x e l-co lo u rin g  is th e n  a ssessed  in  S e c tio n
5 .1 .2  a n d  m u ltip le -v ie w  s te re o  in  S e c tio n  5 .1 .3  to  d e r iv e  th e  su rfa c e  in  a  scen e  w ith  a  
co n s is te n t m u ltip le  v ie w  a p p e a r a n c e .
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5 . 1 . 1  M u l t i p l e  v i e w  a p p e a r a n c e
A  c a m e ra  im a g e  sa m p le s  th e  c o m p le x  v ie w -d e p e n d e n t lig h t-fie ld  re fle c te d  fro m  th e  
v is ib le  su rfa c e s  in  a  scen e. T h e  a p p e a r a n c e  o f  a  su rfa c e  is d efin ed  b y  th e  su rfa c e  sh a p e , 
th e  b i-d ir e c tio n a l re fle c ta n c e  d is tr ib u tio n  fu n c tio n  ( B R D F ) ,  a n d  th e  illu m in a tio n . In  
th is  w o r k  th e  s p a t ia lly  v a r y in g  B R D F  is u n k n o w n  a n d  th e  c o m p le x  lig h t in g  e n v iro n m e n t 
in  th e  s tu d io  is u n d e fin e d . A  se t o f  s im p lify in g  a ssu m p tio n s  a re  th e re fo re  m a d e  t o  d efin e 
su r fa c e  a p p e a r a n c e  in  m u ltip le  v ie w s  fo r  s h a p e  r e c o n stru c tio n .
Im a g e -b a se d  re c o n s tru c tio n  is o fte n  b a se d  o n  th e  a ssu m p tio n  th a t  a ll  su rfa c e s  in  a  scen e 
fo llo w  th e  L a m b e r tia n  re fle c ta n c e  m o d e l [82]. T h e  L a m b e r tia n  m o d e l s ta te s  th a t  lig h t 
is  r e fle c te d  e q u a lly  in  a ll d ire c tio n s . I f  th e  a ssu m p tio n  is a lso  m a d e  t h a t  th e  re sp o n se  
o f  ea ch  c a m e ra  is e q u a l th e n  a  s u rfa c e  p o in t w ill  h a ve  th e  sa m e  c o lo u r  in  a ll im a g e s . 
H o w ever, th e  L a m b e r tia n  m o d e l o n ly  a p p lie s  to  p e r fe c t ly  d iffu se  su rfa c e s  a n d  c a n  fa il 
to  rep rese n t th e  re fle c ta n c e  o f  th e  h u m a n  b o d y  w h e re  n o n -d iffu se  s u rfa c e s  su ch  as sk in  
a n d  c lo th in g  sh o w  s p e c u la r  h ig h lig h ts  in  im ag es.
In  th is  w o rk  th e  dichromatic reflectance model [146] is a d o p te d  to  d efin e  th e  a p p e a r a n c e  
o f  a  p e rso n  a cro ss  m u ltip le  v ie w s . T h e  d ic h ro m a tic  m o d e l is th e  s im p le s t re fle c ta n c e  
m o d e l th a t  a cc o u n ts  fo r  s p e c u la r  su rfa c e  re fle c tio n s. T h e  RG B  su r fa c e  c o lo u r  /  o b se rv e d  
in  a n  im a g e  is d efin ed  as th e  su m  o f  tw o  c o m p o n e n ts , a  b o d y  r e fle c ta n c e  a n d  a  su rfa c e  
in te r fa c e  re fle c ta n c e . T h e  b o d y  c o m p o n e n t is th e  d iffu se su r fa c e  c o lo u r  I_D g iv e n  b y  
th e  L a m b e r tia n  m o d e l a n d  th e  in te r fa c e  c o m p o n e n t is  th e  p r o p o r t io n  o f  th e  illu m in a n t 
lig h t c o lo u r  I_L r e fle c te d  fro m  a  su rfa c e  to  g iv e  a  sp e c u la r  h ig h lig h t.
I  =  I d  +  £Ll (5 .1)
U n d e r  th e  d ic h ro m a tic  r e fle c ta n c e  m o d e l th e  R G B  co lo u r  o f  a  p o in t c a n  b e  a ssu m ed  to  
b e  c o n s ta n t u p  to  a  lin e a r  c h a n g e  in  in te n s ity  b e tw e e n  d ifferen t c a m e ra s . T h e  c a m e ra s  
u se d  in  th e  s tu d io  are  “w h ite -b a la n c e d ” su ch  th a t  th e  R G B  c o lo u r  re sp o n se  m ea su red  
fo r  a  w h ite  te s t  o b je c t  is  a d ju s te d  to  b e  p r o p o rt io n a l to  I  =  { 1 , 1 , 1 } .  T h e  te s t  o b ­
je c t  is a ssu m ed  to  b e  p e r fe c t ly  d iffu se  w ith  a n  e q u a l r e fle c ta n c e  in  ea ch  o f  th e  R G B  
co lo u r fre q u e n c y  b a n d s. W h ite -b a la n c in g  th e re fo re  e ffe c t iv e ly  b a la n c e s  th e  re sp o n se
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o f  ea ch  c a m e ra  to  a n  illu m in a n t p r o p o rtio n a l to  I_L — { 1 , 1 , 1 } .  T h e  d ich ro m a tic  re­
f le c ta n c e  m o d e l s ta te s  th a t  th e re  is a  lin e a r  c h a n g e  in  th e  c o lo u r  o b se rv e d  fro m  d ifferen t 
v ie w p o in ts  a c c o rd in g  to  eI_l • W it h  “w h ite -b a la n c e d ’ c a m e ra s  th e  ch a n g e  is th e re fo re  
p r o p o rtio n a l to  I  =  { 1 , 1 , 1 }  g iv in g  a  lin e a r  ch a n g e  in  th e  in te n s ity  o f  th e  o b serv e d  
R G B  co lo u r.
A s s u m p t i o n :
T h e  d i c h r o m a t i c  r e f l e c t a n c e  m o d e l  is  a d o p t e d  t o  m o d e l  t h e  m u l t i p l e  
v i e w  a p p e a r a n c e  o f  a  p e r s o n  a n d  a  l i n e a r  c h a n g e  in  c o l o u r  i n t e n s i t y  is  
e x p e c t e d  b e t w e e n  c a m e r a  v i e w s .
5 . 1 . 2  V o x e l  c o l o u r i n g
V o x e l c o lo u rin g  w a s  in tro d u c e d  b y  S e itz  a n d  D y e r  [141] as a  m e th o d  t o  d eriv e  th e  
o c c u p ie d  v o x e ls  in  a  scen e t h a t  h a v e  a  c o n s is te n t c o lo u r  a cro ss  a  se t o f  c a m e ra  im a g e s , 
p ro v id in g  th e  p h o to  h u ll o f  th e  scen e  r a th e r  th a n  th e  v is u a l h u ll. T h e  te ch n iq u e  u ses 
ca m e ra s  p la c e d  on  on e sid e  o f  th e  sc en e  a n d  tra v e rse s  v o x e ls  in  a  s in g le  p a ss  as a  series 
o f  p la n e s  o rd ered  fro m  n e a r  to  fa r  w ith  r e s p e c t  to  th e  ca m e ra s . V o x e ls  th a t  are  n o t 
o c c lu d e d  in  th e  im a g e s  b y  o c c u p ie d  v o x e ls  fo u n d  in  a  p re v io u s  p la n e  a re  te s te d  for 
co lo u r  c o n s is te n c y  a n d  se t as o c c u p ie d  i f  co n s is te n t. C o lo u r  c o n s is te n c y  is te s te d  for 
th e  u n o c c lu d e d  p ix e l co lo u rs  a t  th e  p r o je c t io n  o f  a  v o x e l in  each  im a g e  u sin g  a  fix e d  
th re sh o ld  on  th e  a c c e p ta b le  v a r ia n c e  in  th e  p ix e l co lo u rs. V o x e l o c c lu s io n  is te s te d  b y  
m a in ta in in g  a  v is ib ility  im a g e  for ea ch  c a m e ra  in  w h ic h  th e  im a g e  p ix e ls  are  se t as 
o c c lu d e d  fo r  ea ch  co lo u r-c o n siste n t v o x e l fo u n d .
V o x e l C o lo r in g  is u se d  h ere  to  refin e th e  s h a p e  o f  th e  v is u a l h u ll fro m  th e  im a g e  s il­
h o u e tte s . T h e  p la n e  sw eep  is p e rfo rm e d  a n d  c o lo u r c o n s is te n c y  is te s te d  for ea ch  v o x e l 
in  th e  v is u a l h u ll. T h e  v o x e ls  fo rm in g  th e  v is u a l h u ll th a t  are  n o t co lo u r-c o n siste n t are 
th e re fo re  rem o v ed , re fin in g  th e  sh a p e . C o lo u r  c o n s is te n c y  is te s te d  in  th e  a lg o r ith m  for 
th e  UV  co lo u r c o m p o n e n ts  o f  th e  Y U V  c o lo u r  sp a c e  r a th e r  th a n  in  R G B . In  th e  Y U V  
co lo u r  sp a c e  th e  lu m in a n c e  Y  o f  a  c o lo u r  is iso la te d  fro m  th e  c h ro m in a n ce  U V  th r o u g h  
a  lin e a r  tr a n s fo r m a tio n  o f  th e  R G B  co lo u r  c o m p o n e n ts . T h e  s p e c u la r  c o m p o n e n t o f  
a  w h ite  lig h t so u rce  /  =  £ { 1 , 1 , 1 }  is th e re fo re  rem o v ed  fro m  th e  U V  c o m p o n e n ts  as
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Y U V  =  { e ,0 ,0 } .  T h is  p ro v id e s  a n  illu m in a n t-in v a ria n t c o lo u r c o n s is te n c y  te s t  a n d  
rem o v es th e  in flu en ce  o f  s p e c u la r  h ig h lig h ts  in  th e  im ages.
y 0.299 0 .587 0 .114 R
u = - 0 .1 4 8  - 0 .2 8 9  0.437 G
V 0 .6 15  - 0 .5 1 5  - 0 .1 0 0 B
V o x e l c o lo u r in g  is illu s tr a te d  in  F ig u r e  5.2 fo r  th e  id eal te s t  ca se  o f  r e c o n s tru c tin g  a  
c u b e  fro m  a  se t o f  s im u la te d  c a m e ra  im ag es. F iv e  co lo u r  im a g es for th e  c u b e  are  c re a te d  
u sin g  a  c o lo u r  p h o to g ra p h  m a p p e d  o n to  ea ch  fa ce  as sh o w n  in  F ig u r e  5 .1 . T h e  p h o to  
h u ll r e c o n stru c te d  w ith  th e  V o x e l C o lo r in g  a lg o r ith m  is c o m p a re d  w ith  th e  v is u a l hull 
o b ta in e d  fro m  th e  im a g e  s ilh o u e tte s  in  F ig u r e  5.2. R e c o n s tr u c tio n  u sin g  an  R G B  co lo u r  
c o n s is te n cy  te s t  a n d  a  U V  c o lo u r  c o n s is te n c y  is a lso  c o m p a re d  a t  d ifferen t s im u la te d  
lev e ls  o f  sp e c u la r  h ig h lig h t in  o n e c a m e ra  im a g e  for on e fa ce  o f  th e  c u b e . It  is a p p a re n t 
fro m  F ig u r e  5.2 th a t  v o x e l c o lo u r in g  c a rv e s  a w a y  th e  p ro tru sio n  in  th e  v is u a l h u ll a t  th e  
fro n t fa ce  o f  th e  c u b e . V o x e l c o lo u r in g  c a n  a lso  b e  p e rfo rm e d  in  th e  p rese n ce  o f  s p e c u la r  
h ig h lig h ts  u sin g  th e  UV  c o lo u r  c o n s is te n c y  te s t. H o w ever, th e  r e su ltin g  v o xe l m o d e l 
sh o w n  in  F ig u r e  5.2 is a  n o isy  r e p re se n ta tio n  o f  th e  tru e  su rfa c e  o f  th e  c u b e . V o x el 
c o lo u r in g  su ffers fro m  h o les w ith  in c o r r e c t ly  c a rv e d  vo xe ls, a n d  p ro tru s io n s  w h ere  th e re  
a re  s im ila r ly  co lo u red  im a g e  reg io n s or th e  v o xe ls  b e c o m e  o c c lu d e d  in  th e  im a g e s  a n d  
c o n s is te n c y  c a n n o t b e  te s te d .
5 . 1 . 3  M u l t i p l e - v i e w  s t e r e o
In  th is  se c tio n  m u ltip le -v ie w  s te re o  is co n s id e re d  as an  a lte r n a tiv e  to  v o lu m e tr ic  re­
c o n s tru c tio n  w ith  th e  v is u a l h u ll o r th e  p h o to  h u ll. A r e a -b a s e d  s te re o  e sta b lish e s  th e  
c o rre sp o n d e n c e  b e tw e e n  c a m e ra  im a g e s  to  r e c o n stru c t g e o m e try  a n d  so  p ro v id e s  th e  
su rfa c e  sh a p e  in  a  scen e th a t  h a s  a  c o n s is te n t im a g e  c o rresp o n d en ce . T h e  m u ltip le -v ie w  
ste re o  a p p ro a c h  p re se n te d  b y  N a r a y a n a n  et a l. [124] u sed  in  th e  “V ir tu a liz e d  R e a lity ” 
to  r e c o n stru c t scen es o f  p e o p le  [88] is e v a lu a te d . D en se  a re a -b a se d  s te re o  m a tc h in g  is 
p e rfo rm e d  to  d eriv e  th e  c o rre sp o n d e n c e  b e tw e e n  a  p a ir  o f  c a m e ra s  in  th e  s tu d io  a n d  
c o n s tru c t  a  2 .5 D  d e p th  to  th e  v is ib le  su rfa c e  in  th e  scen e. T h e  d e p th  m a p  d eriv ed  for
102 Chapter 5. Model-Based Reconstruction to match Multiple View Appearance
F ig u r e  5 .1 : F iv e  v ie w s  o f  a  te x tu r e  m a p p e d  c u b e  to  te s t  m u ltip le  v ie w  re c o n stru c tio n .
(a) V is u a l h u ll (b) P h o to  h u ll e =  0.0 (b) e =  0.25 (c) e =  0.50
F ig u r e  5.2: R e c o n s tr u c tio n  o f  th e  p h o to  hull for a  c u b e  w ith  a  s im u la te d  s p e c u la r  
h ig h lig h t in  on e c a m e ra  v ie w . S h o w in g  th e  p h o to  h u ll fro m  a n  R G B  (m id d le-ro w ) a n d  
U V  (b o tto m -ro w ) c o lo u r  c o n s is te n c y  te s t  in  co m p a riso n  w ith  th e  v is u a l h u ll.
each  p a ir  o f  c a m e ra s  in  th e  s tu d io  is th e n  c o m b in ed  in to  a  sin g le  3 D  su rfa c e  m o d e l u sin g  
a  v o lu m e tr ic  fu sion  te ch n iq u e . In  th is  w o rk  th e  a p p ro a c h  is e x te n d e d  b y  m a k in g  u se o f  
th e  v isu a l h u ll to  c o n s tra in  th e  sea rch  sp a c e  fo r  s te re o  m a tch e s  in  o rd er to  reco ver th e  
scen e g e o m e try  th a t  lies in sid e th e  b o u n d in g  c o n s tra in t o f  th e  v is u a l hull.
A re a -b a se d  s te re o  uses a  c o rre la tio n  sco re  to  q u a n tify  th e  s im ila r ity  o f  tw o  im a g es a cro ss  
a  sm a ll w in d o w  a re a  in each  im ag e. M a n y  d ifferen t m a tc h in g  sco res h a ve  b e e n  p ro p o se d  
to  d e te rm in e  th e  c o rre la tio n  o f  p ix e ls  b e tw e e n  tw o  im a g e  w in d o w s for m a tc h in g  [58]. 
U n d e r th e  d ich ro m a tic  r e fle c ta n c e  m o d e l in  E q u a tio n  5 .1  a n d  a  p la n a r  su rfa c e  w e c a n  e x ­
p e c t  a  lin e ar ch a n g e  in  p ix e l in te n s ity  b e tw e e n  im ag es. T h e  n o rm a lised  c ro s s-co rre la tio n
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sco re  is th e re fo re  u se d , w h ic h  a llo w s fo r  a n  a ffin e tr a n s fo r m a tio n  in  in te n s ity  b e tw e e n  
im a g es [58]. T h e  n o rm a lise d  c ro s s-c o rre la tio n  C(ul t u2) o f  p ix e l  in te n s ity  I  a cro ss  a  
w in d o w  c e n tre d  a t p ix e ls  u i ,u 2 in  tw o  in te n s ity  im a g e s  h , I 2 is g iv e n  as fo llo w s, w h e re  
w  sp a n s  th e  p ix e ls  fo rm in g  th e  im a g e  w in d o w s  a n d  I(u) d e n o te s  th e  m e a n  in te n s ity  in  
a  w in d o w .
£ « , + m ) ~  I i{u i j)  (h {u 2 +  w) -  T 2(M2))
C(u1}U2) =    2  "!2  ^ ^
A *  ( h im  + m ) -  h («i))2i/£ffi (h(u2 +m) - h(uf i )
A  d e p th  m a p  is r e c o n s tru c te d  fo r  ea c h  s te re o  p a ir  u s in g  th e  e p ip o la r , o rd e rin g  a n d  
c o n tin u ity  c o n s tra in ts . T h e  n o rm a lise d  c ro s s-co rre la tio n  is firs t  c a lc u la te d  for ea ch  
p ix e l in  th e  le ft-h a n d  im a g e  o f  a  s te re o  p a ir , w ith  ea ch  p ix e l a lo n g  th e  e p ip o la r  lin e  
in  th e  r ig h t-h a n d  c a m e ra  im a g e . Im a g e  r e c t if ic a t io n  is p e rfo rm e d  so  th a t  th e  e p ip o la r  
lin e s  fo r  th e  c a m e ra s  c o rre sp o n d  to  th e  p ix e l ro w s in  th e  le ft  a n d  r ig h t im a g e s  [65]. 
T h e  c o rr e la tio n  sco res  a re  th e n  c a lc u la te d  u s in g  sq u a re  im a g e  w in d o w s o f  e q u a l s ize  
sh ifte d  in  a lo n g  ro w s in  th e  im a g e s . T h e  r e c tific a tio n  p ro c e ss  [65] p ro v id e s  re c tifie d  
im a g e s  th a t  v ie w  th e  sc en e  a t  th e  sa m e sc a le , T h e  u se o f  a  sq u a re  im a g e  w in d o w  th e n  
m a kes th e  a ssu m p tio n  t h a t  su rfa c e s  in  a  scen e  a re  lo c a lly  fr o n to -p a ra lle l to  th e  re c tifie d  
im a g e s . T h e  c o rr e la tio n  sco re  w ill th e n  b e  a  m a x im u m  w h e re  th e  tw o  im a g e s  m a tc h  
a s  th e  c o rre sp o n d in g  p ix e ls  in  th e  im a g e  w in d o w s  w ill c o rre sp o n d  t o  th e  sa m e scen e 
p o in ts  a n d  th e  w in d o w s  w ill  h a v e  th e  sa m e  a p p e a ra n c e .
P ix e l  m a tch e s  in  th e  r ig h t im a g e  a re  d e r iv e d  fro m  th e  c o rr e la tio n  sco res s u b je c t  to  
th e  o rd e r in g  a n d  c o n tin u ity  c o n s tra in ts  u s in g  d y n a m ic  p ro g ra m m in g . T h e  e p ip o la r  
ro w s in  th e  r ig h t-h a n d  im a g e  p ro v id e  th e  d is p a r ity  c o m p o n e n t fo r  th e  p ix e ls  in  th e  le ft  
im a g e . T h e  c o rr e la tio n  sco res  a re  s to re d  as a  3D  d a ta  se t C (u ^ ,r)  w ith  a  le ft-h a n d  
im a g e  p o s itio n  Ui a n d  r ig h t-h a n d  d is p a r ity  r .  H ere th e  fe a s ib le  d is p a r ity  ra n g e  for th e  
m a tch e s  is c o n s tra in e d  b y  o n ly  c o m p u tin g  th e  c o rr e la tio n  sco res  a t  p o in ts  in  th e  d a ta ­
s e t  th a t  lie  w ith in  th e  v is u a l  h u ll. T h e  c o n n e c te d  su rfa c e  in  th e  d is p a r ity  sp a c e  w ith  
th e  m a x im u m  to t a l  c o rr e la tio n  sco re  is  th e n  e x tr a c te d  th r o u g h  th e  tw o -sta g e  d y n a m ic  
p r o g ra m m in g  ( T S D P )  te ch n iq u e  in tro d u c e d  b y  S u n  [156]. T h e  d is p a r ity  c o m p o n e n t o f  
th e  e x tr a c te d  su rfa c e  p ro v id e s  th e  c o rre sp o n d in g  p ix e l m a tc h  in  th e  r ig h t-h a n d  im a g e  
fo r  ea ch  le ft- im a g e  p ix e l. P ro m  ea ch  m a tc h  th e  d e p th  in  th e  scen e is c a lc u la te d  fro m
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th e  tr ia n g u la te d  3D  p o s it io n  o f  th e  m a tch e s  a n d  a  2 .5 D  d e p th  m a p  is c o n s tru c te d . 
S u b -p ix e l a c c u r a te  d isp a rit ie s  a re  d e riv e d  b y  f it t in g  a  p a r a b o la  in  th e  re g io n  o f  ea ch  
m a tc h  to  g iv e  g r e a te r  d e p th  r e so lu tio n  [64]:
r' =  r  +  - (  C ( a , r - 1 ) - C f a „ r  +  1 ) \
2 \C (u h r - 1 )  ~2C (uh r) +  C(uh r  +  l )J
M u ltip le  p a irs  o f  ca m e ra s  a re  re q u ire d  to  sa m p le  th e  c o m p le te  su rfa c e  o f  a  scen e. T h e  
2 .5 D  d e p th  m a p s  fo r  a ll th e  s te re o  p a irs  a re  m e rg e d  in to  a  s in g le  3 D  m o d e l u sin g  
a  v o lu m e tr ic  fu sio n  te ch n iq u e  [124]. T h e  fu sio n  te ch n iq u e  a vera g e s  th e  d e p th  to  th e  
su rfa c e  o f  th e  scen e a t  a  d isc re te  se t o f  p o in ts  on  a  v o lu m e tr ic  g r id  a n d  e x tr a c ts  th e  
sh a p e  o f  th e  scen e  as th e  z e ro -d is ta n c e  su rfa c e  in s id e  th e  v o lu m e . H ere th e  d isc re te  
v o lu m e  d efin ed  b y  th e  v is u a l h u ll is u sed . A t  th e  c o rn er o f  ea ch  o c c u p ie d  v o x e l in  th e  
v is u a l h u ll a  3 D  d e p th  v a lu e  is d eriv ed . T h e  d e p th  v a lu e  is c a lc u la te d  b y  p r o je c t in g  
th e  co rn er to  a ll th e  d e p th  m a p s  a n d  sea rch in g  for th e  c lo se st 3D  su rfa c e  p o in t in  ea ch  
v ie w . A n  a ve ra g e  is th e n  ta k e n  fo r  th e  d e p th  to  ea ch  3 D  p o in t w ith in  a  s e t  to le ra n c e  o f  
th e  c lo sest su rfa c e  p o in t a cro ss  a ll v ie w s . T h e  to le ra n c e  is a u to m a tic a lly  se t as th e  size  
o f  th e  v o xe ls  u se d  in  v o lu m e tr ic  fu sio n  in  ord er to  a v e ra g e  th e  su rfa ces  th a t  fa ll w ith in  
ea ch  v o xe l. A  s ig n e d  d is ta n c e  fu n c tio n  is c o n s tru c te d  b y  a ss ig n in g  p o s itiv e  d e p th  v a lu e s  
w h e re  th e  d is ta n c e  to  th e  c a m e ra  v ie w -p o in t is less th a n  th e  d is ta n c e  in  th e  d e p th -m a p  
a n d  a  co rn er lies o u ts id e  th e  su rfa c e . A  n e g a tiv e  d e p th  v a lu e  is o th e rw ise  a ssig n ed  
w h ere  a  c o rn er fa lls  in s id e  th e  su rfa c e . T h e  su rfa c e  o f  th e  scen e is  th e n  e x tr a c te d  as 
th e  ze ro -v a lu e d  iso -su rfa ce  o f  th e  d is ta n c e  fu n c tio n  u sin g  th e  Marching Cubes a lg o r ith m  
[107].
M u ltip le -v ie w  s te re o  re c o n s tru c tio n  is i l lu s tra te d  in  F ig u r e  5.3 fo r  th e  p ro b le m  o f  re­
c o n s tru c tin g  th e  c o lo u re d  c u b e  sh o w n  in  F ig u r e  5 .1  u s in g  fo u r  s te re o  p a irs  fo rm ed  fro m  
a d ja c e n t c a m e ra s  in  th e  five  s im u la te d  im a g es. M u ltip le -v ie w  s te re o  p ro v id e s  a n  im ­
p ro v ed  sh a p e  on  th e  fro n t fa ce  o f  th e  c u b e  c o m p a re d  to  th e  p h o to  h u ll b y  m a tc h in g  
th e  lo c a l a p p e a r a n c e  b e tw e e n  im a g e s  r a th e r  th a n  m a tc h in g  im a g e  c o lo u r. T h e  ste re o  
te ch n iq u e  is b a se d  o n  tw o  p r in c ip a l a ssu m p tio n s. T h e  firs t is th a t  th e  scen e c o n s is ts  o f  
lo c a lly  fro n to -p a ra lle l su rfa c e s . T h is  a ssu m p tio n  b re a k s  w h e re  th e re  a re  d e p th  d isco n ­
tin u itie s  fro m  se lf-o c c lu s io n  or w h e re  th e  scen e is n o n -p la n a r  o r h a s  a  s la n te d  su rfa c e
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(a) T a r g e t  s h a p e  (a) V is u a l  h u ll (b) P h o to  h u ll (c) M e rg e d  ste re o
F ig u r e  5.3: M u lt ip le -v ie w  s te re o  r e c o n s tru c tio n  in  c o m p a riso n  w it h  th e  v is u a l h u ll a n d  
p h o to  h u ll g iv en  fiv e  s im u la te d  v ie w s  o f  a  c o lo u re d  cu b e .
w ith  re s p e c t  to  a  s te re o  p a ir . T h e  seco n d  a ssu m p tio n  is th a t  th e r e  is  a  su ffic ie n tly  
d is tin c t  lo c a l in te n s ity  v a r ia t io n  w ith in  a n  im a g e  w in d o w  to  c o r r e c t ly  lo c a te  im a g e  c o r­
re sp o n d e n c e . In  re g io n s  o f  lo w  in te n s ity  v a r ia t io n  th e  c o rr e la tio n  o f  im a g e  w in d o w s  is 
a m b ig u o u s. In  F ig u r e  5 .3 (d ) th e  a ssu m p tio n  o f  fro n to -p a ra lle l su r fa c e s  is in c o rre c t for 
th e  s id e  fa ce s  o f  th e  c u b e  a n d  th e  ste re o  c o rre sp o n d e n c e  p ro v id e s  a  n o isy  su rfa c e  e s ti­
m a te . F o r th e  r e c o n s tru c tio n  o f  p e o p le  th e  a ssu m p tio n  o f  a d e q u a te  v a r ia t io n  in  im a g e  
in te n s ity  c a n  b e  a  fu n d a m e n ta l p ro b le m  a s  p e o p le  o fte n  w e a r  c lo th in g  w ith  a  u n ifo rm  
a p p e a r a n c e  a s  sh o w n  in  F ig u r e  5.4.
5 . 1 . 4  S u m m a r y
M u lt ip le -v ie w  re c o n s tru c tio n  te c h n iq u e s  h a ve  b e e n  p re se n te d  fro m  th e  lite r a tu r e  to  im ­
p ro v e  th e  s h a p e  d a ta  a v a ila b le  fro m  im a g e  s ilh o u e tte s . V o x e l c o lo u r in g  d erives  th e  
p h o to  h u ll o f  a  scen e  th r o u g h  c o lo u r  m a tch in g ; m u ltip le -v ie w  s te re o  d e riv e s  th e  su rfa c e  
t h a t  m a x im ise  th e  c o rr e la tio n  o f  lo c a l im a g e  w in d o w s b e tw e e n  d ifferen t v ie w s. T h e s e  
te ch n iq u e s  su ffer fro m  v is u a l  a m b ig u it ie s  in  r e c o n stru c tio n . V o x e l c o lo u r in g  p ro v id e s  a  
n o is y  a n d  lim ite d  re fin e m e n t o f  th e  v is u a l h u ll, a n d  s te re o  c o rr e la tio n  w ill fa il w h ere  
th e re  is a  lim ite d  in te n s ity  v a r ia t io n  in  th e  im a g es. S te re o  m a tc h in g  d o e s  h o w ever p r o ­
v id e  a n  im p ro v e d  s h a p e  r e c o n s tru c tio n  in  im a g e  reg io n s w h e re  th e re  is  a  lo c a l v a r ia tio n  
in  a p p e a ra n c e .
In  th e  r e c o v e ry  o f  m o d e l te x t u r e  th e  im a g e  co rre sp o n d e n c e  is c r it ic a l w h e re  th e  v is u a l 
a p p e a r a n c e  in  th e  im a g e s  v a rie s . W h e re  th e re  is a  lo c a l v a r ia t io n  in  th e  a p p e a r a n c e
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(a) L e ft  rectified  im a g e  (b) R ig h t re c tifie d  im a g e  (c) S te re o  r e c o n stru c tio n  
F ig u re  5.4: R e c o n s tr u c tio n  o f  a  p e rso n  o b serv e d  fro m  a  s te re o  p a ir  o f  im ag es.
a n d  th e  co rre sp o n d e n c e  in  th e  im ag es is in c o rre ct, th e  te x tu r e  reco ve red  fro m  d ifferen t 
im ag es w ill b e  o u t o f  a lig n m e n t on  th e  su rfa c e  o f  th e  m o d el. O n  th e  o th e r  h a n d , w h ere  
th e  v a r ia tio n  in a p p e a r a n c e  is sm a ll th e  co rre sp o n d e n c e  in  th e  im a g e s  is n o t c r it ic a l 
an d  an  a p p ro x im a te  c o rre sp o n d e n c e  is su ffic ien t. S te re o  a n d  s ilh o u e tte  d a ta  th e re fo re  
p ro v id e  co m p le m e n ta ry  sh a p e  cu es to  reco ver a  su rfa ce  m o d e l w ith  a  co n s is ten t m u ltip le  
v ie w  a p p e a ra n c e . S te re o  m a tc h in g  p ro v id e s  th e  im a g e  co rre sp o n d e n c e  w h ere  th e re  is 
a  lo c a l v a r ia tio n  in a p p e a r a n c e  a n d  s h a p e  from  s ilh o u e tte  p ro v id e s  a n  a p p r o x im a te  
c o rresp o n d en ce  w h ere  s te re o  m a tc h in g  fa ils . A  m o d el b a se d  a p p ro a c h  is in tro d u c e d  to  
co m b in e th e se  s h a p e  cu es in  re c o n stru c tio n .
5.2 M odel-based stereo
In th is  se c tio n  a  te ch n iq u e  is in tro d u c e d  to  o p tim ise  a  p rio r  m o d el to  m a x im ise  s te re o  
c o rre la tio n  b e tw e e n  p a irs  o f  c a m e ra  im a g e s  a n d  s a tis fy  th e  c o n s tra in t on  sh a p e  im p o se d  
b y  m u ltip le -v ie w  s ilh o u e tte s . T h e  p rio r  m o d e l p ro v id e s  an  in it ia l e s t im a te  o f  th e  co r­
resp o n d en ce  b e tw e e n  im a g es w h ic h  is th e n  o p tim ise d  w ith  m u ltip le -v ie w  ste re o . T h e  
g e o m e try  o f  th e  m o d el is u sed  in o p tim isa tio n  to  s im p lify  th e  sea rch  for co rre sp o n d e n c e  
in s te re o  m a tc h in g  a n d  a cc o u n t for se lf-o cc lu sio n s. S ilh o u e tte  d a ta  is in c o r p o ra te d  in
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m o d e l o p tim is a t io n  w h e re  th e re  is a  lim ite d  lo c a l v a r ia t io n  in  im a g e  a p p e a r a n c e  a n d  
ste re o  m a tc h in g  fa ils . T h e  te ch n iq u e  p r o v id e s  a  m o d e l-b a se d  a p p ro a c h  to  scen e  re c o n ­
s tr u c tio n  to  s a t is fy  th e  a v a ila b le  a p p e a r a n c e  in fo rm a tio n  a cro ss  m u ltip le  v ie w s .
5 . 2 . 1  L o c a l  s u r f a c e  o p t i m i s a t i o n
S te re o  c o rre la tio n  h a s b e e n  p re se n te d  p r e v io u s ly  to  o p tim ise  th e  su r fa c e  o f  a  m o d e l 
to  m a tc h  th e  a p p e a r a n c e  in  m u ltip le  im a g e s . F u a  a n d  L e c le rc  [62] in tro d u c e d  Object- 
Centred Reconstruction in  w h ic h  a n  in it ia l  e s t im a te  o f  a  su rfa c e  is  o p tim is e d  to  m a x im ise  
th e  s te re o  c o rr e la tio n  a n d  c o n s is te n c y  o f  sh a d in g  b e tw e e n  a  s e t  o f  im a g e s . A n  o b je c t-  
c e n tre d  a p p ro a c h  is b a s e d  o n  a n  in it ia l  r e c o n s tru c tio n  o f  a  scen e  a n d  d iffe re n tia te d  fro m  
m o d e l-b a se d  r e c o n s tru c tio n  th a t  uses a  p r io r  scen e  m o d el. T h e  te c h n iq u e  c a n  h o w ever 
b e  e q u a lly  a p p lie d  to  o p tim ise  a  p r io r  m o d e l. T h e  fo rm u la tio n  fo r  o p tim is a tio n  w ith  
r e s p e c t  to  s te re o  c o rr e la tio n  is b r ie fly  d e sc r ib e d  h ere. T h e  te c h n iq u e  for sh a p e  fro m  
s h a d in g  is n o t p re se n te d  a s  i t  re q u ire s  th e  a ssu m p tio n  o f  a  L a m b e r tia n  r e fle c ta n c e  m o d e l 
a n d  a -p rio ri k n o w le d g e  o f  th e  lig h t in g  in  th e  scen e.
F u a  a n d  L e c le rc  [62] tr e a te d  a n  in it ia l  tr ia n g u la te d  scen e m o d e l as a  d e fo rm a b le  su rfa c e  
a n d  fo rm u la te d  a  d a ta  e n e r g y  te rm  to  m in im ise  th e  v a r ia n c e  in  im a g e  in te n s ity  a t  th e  
p r o je c t io n  o f  a  s e t  o f  su r fa c e  p o in ts  in to  m u ltip le  im a g es. F o r a  sa m p le  p o in t s o n  
th e  m o d e l su rfa c e , th e  p r o je c te d  lo c a t io n  in  im a g e  m  is d efin ed  as usm a n d  th e  im a g e  
in te n s ity  g iv e n  b y  / ( Msm)- T h e  d a ta  e n e r g y  te rm  o f  th e  m o d e l th e n  m ea su res  th e  
sq u a re d  d ifferen ce  o f  th e  im a g e  in te n s ity  a t  ea ch  p r o je c te d  p o in t a n d  th e  m ea n  in te n s ity  
I s a cro ss  a ll im ag es.
T h e  sa m p le  p o in ts  are  d efin ed  in  te rm s  o f  th e  v e r t e x  lo c a t io n s  o f  th e  m o d e l Xg (xj). T h e  
d e r iv a tiv e  o f  th e  d a ta  te r m  w ith  r e s p e c t  to  th e  m o d e l v e rt ic e s  c a n  th e n  b e  d e riv e d  to  
g iv e  th e  d e fo rm a tio n  o f  th e  m o d e l to  m in im ise  th e  e n e rg y  fu n c tio n .
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(a) In it ia l m o d e l (b) L o c a l o p tim is a tio n  (c) In it ia l m o d e l (d) L o c a l  o p tim is a tio n
F ig u r e  5.5: M o d e l o p tim is a tio n  to  m a tc h  im a g e  in te n s ity  u sin g  th e  te ch n iq u e  p ro p o se d  
b y  F u a  an d  L e c le rc  [62] for th e  five  s im u la te d  im a g e s  sh o w n  in  F ig u r e  5 .1 .
T h e  g ra d ie n t o f  th e  d a ta  e n e rg y  fu n ctio n  g iv es  th e  d e fo rm a tio n  o f  th e  m o d e l v e rt ic e s  to  
m a tc h  th e  in te n s ity  b e tw e e n  a  s e t  o f  im a g e s  a t a  se t o f  sa m p le  p o in ts  o n  a  m o d e l su rfa ce . 
T h e  te ch n iq u e  h a s th e  a d v a n ta g e  th a t  th e  p rio r  m o d e l ca n  b e  u se d  to  d e te c t  se lf­
o c c lu s io n  in  th e  im a g e s  b y  te s t in g  th e  su rfa c e  v is ib ility . T h e  te ch n iq u e  a lso  a vo id s  th e  
a ssu m p tio n  o f  fro n to -p a ra lle l su rfa c e s  a llo w in g  fo r  n o n -c o n sta n t d e p th  b y  p e rfo rm in g  
c o rre la tio n  a cro ss  th e  m o d e l su rfa c e . T h e r e  are  h o w ever tw o  d is tin c t  p ro b le m s. T h e  
firs t is th e  a ssu m p tio n  o f  a  L a m b e r tia n  re fle c ta n c e  m o d e l su ch  th a t  a  sa m p le  p o in t h a s  
an  e q u a l in te n s ity  in  ea ch  im a g e . A  n o rm a lised  cro ss-co rre la tio n  co u ld  b e  co n s id e re d  
to  a cc o u n t fo r  sp e c u la r  h ig h lig h ts  u n d e r  a  d ich ro m a tic  re fle c ta n c e  m o d e l. T h e  seco n d  
a ssu m p tio n  is th a t  th e  m o d e l is c lo se  to  th e  c o rre c t so lu tio n . T h e  m o d e l is d riv e n  b y  
th e  d e r iv a tiv e  o f  th e  im a g e  in te n s ity  w ith  re s p e c t  to  th e  3D  lo c a t io n  o f  th e  su rfa c e ,
T h e  p ro b le m  o f  a  c lo se  in it ia l  su r fa c e  b e c o m e s s ig n ifica n t in  o p tim is in g  a  p r io r  h u m a n  
m o d e l to  m a tc h  m u ltip le  im a g e s  w h e re  th e  m o d e l c a n  in it ia lly  b e  fa r  fro m  th e  co r­
re c t so lu tio n . F u a  a n d  L e c le rc  n o te  th a t  th e  g ra d ie n t o f  th e  e n e rg y  fu n c tio n  b e c o m e s 
m ea n in g less  i f  th e  im a g e  p la n e  d is ta n c e  is g r e a te r  th a n  a  fe w  im a g e  p ix e ls  [62]. I f  th is  
a ssu m p tio n  is v io la te d  th e n  th e  in it ia l  su r fa c e  co n v erges to  a  lo c a l m in im u m . F ig u r e
5.5  sh o w s th e  im p le m e n ta tio n  o f  th e  te ch n iq u e  p ro p o se d  b y  F u a  a n d  L e c le rc  [62] fo r  
th e  id ea l c a se  o f  r e c o n s tru c tin g  th e  c u b e  sh o w n  in  F ig u r e  5 .1  w h e re  in te n s ity  is c o n sis­
te n t b e tw e e n  v ie w s . T h e  te ch n iq u e  refin es th e  m esh  r e c o n s tru c te d  fro m  m u ltip le -v ie w  
ste re o , b u t  fa ils  w ith  a n  in it ia l  m o d e l th a t  d o es  n o t lie  c lo se  to  th e  c o rr e c t  so lu tio n . 
T h e  te ch n iq u e  su ffers fro m  lo c a l m in im a  in  o p tim is a tio n  as i l lu s tra te d  in  F ig u r e  5.6.
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(a) L e ft  im a g e  (b) R ig h t im ag e  (c) C o r re la tio n  sco re  (d) C o n v e rg e n c e
F ig u r e  5.6: T h e  n o rm a lised  c ro ss-co rre la tio n  score a t e v e ry  p ix e l in th e  r ig h t c a m e ra  
im a g e  for a  13  x  13  im a g e  w in d o w  fro m  th e  le ft c a m e ra  im ag e. M a tc h in g  im a g e  p o in ts  
are  m a rk ed  in  (a ), (b) a n d  th e  reg io n  o f  co n v erg e n ce  su rro u n d in g  th e  lo c a l m a xim u m  
is sh o w n  in  (d).
F ig u r e s  5 .6  (a) a n d  (b) sh o w  tw o  re c tifie d  c a m e ra  im ag es for a  s te re o  p a ir. F ig u r e  
5 .6 (c) sh o w s th e  n o rm a lised  c ro ss-co rre la tio n  sco re  a t e v e ry  p ix e l in  F ig u r e  5 .6 (b ) for 
th e  im a g e  w in d o w  o u tlin e d  in F ig u r e  5 .6 (a ). T h e r e  is a  lo c a l m a x im a  a t  th e  c o rre c t 
p ix e l m a tc h  in d ic a te d  b y  th e  w in d o w  sh o w n  in  F ig u r e  5 .6 (b ). H o w ever, th e  c o rre la tio n  
fu n ctio n  h a s m a n y  lo c a l m a x im a  a n d  th e  a re a  o f  co n v erg e n ce  e x te n d s  for o n ly  a  few  
p ix e ls  a ro u n d  th e  c o rre c t m a tc h  a s  sh o w n  in  F ig u r e  5 .6 (d ).
A n  o b je c t-c e n tr e d  a p p ro a c h  to  s te re o  p ro v id e s  th e  a d v a n ta g e  o f  in c o r p o ra tin g  p rio r 
sh a p e  in fo rm a tio n  fro m  a  m o d e l to  a v o id  m a tc h in g  b etw e en  im a g e s  in  th e  p resen ce  o f  
se lf-o cc lu sio n s. H o w ever, th e  lo c a l o p tim is a tio n  te ch n iq u e  p ro p o se d  b y  F u a  a n d  L e c le rc  
[62] su ffers fro m  lo c a l m in im a  in  o p tim isa tio n .
5 . 2 . 2  A  d i r e c t  s e a r c h  f o r  c o r r e s p o n d e n c e
In  th is  w o rk  a  m o d e l-b a se d  a p p ro a c h  to  m u ltip le -v ie w  ste re o  is in tro d u c e d  in  w h ic h  a  
m o d e l is o p tim ise d  to  m a tc h  th e  a p p e a r a n c e  a cro ss  m u ltip le  v ie w s  w ith  a  d ire c t sea rch  
for s te re o  c o rresp o n d en ce . A  d ire c t  sea rch  c a n  overco m e th e  p ro b le m  o f  lo c a l m in im a  
in  reco v e rin g  ste re o  c o rre sp o n d e n c e  to  g iv e  a  w id er  ra n g e  o f  co n v erg e n ce .
A n  in it ia l m o d e l is tr e a te d  as a  d e fo rm a b le  su rfa c e  a n d  a  d a ta  e n e rg y  te rm  is d esig n e d  
to  m a x im ise  th e  s te re o  c o rre la tio n . T h is  d a ta  te rm  is d efin ed  a t  th e  v e rtic e s  o f  th e
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m o d e l in  o rd er to  recover th e  fin a l co rre sp o n d e n c e  fo r  th e  v e rt ic e s  in  ea ch  c a m e ra  
im ag e . F or ea ch  v e r te x  th e  c a m e ra  w ith  th e  c lo sest v ie w p o in t is se le cte d  su ch  th a t  
th e  su rfa c e  c a n  b e  a ssu m ed  to  b e  lo c a lly  fr o n to -p a ra lle l to  th e  c a m e ra  v ie w . H ere th e  
c lo sest ca m e ra , te rm e d  th e  key camera, is se le cte d  a cc o rd in g  to  th e  v ie w p o in t c lo sest 
to  th e  d ire ctio n  o f  th e  v e r te x  n o rm a l on  th e  su rfa c e  m esh . S te re o  m a tch e s  a re  th e n  
lo c a te d  b y  a  d ire c t sea rch  in  ea ch  a d ja c e n t c a m e ra  fo rm in g  a  ste re o  p a ir  w ith  th e  k ey  
v ie w , te rm e d  an  offset camera.
A s s u m p t i o n :
S u r f a c e s  a r e  a s s u m e d  t o  b e  l o c a l l y  f r o n t o - p a r a l l e l  t o  t h e  k e y  a n d  o f f s e t  
c a m e r a  i m a g e s  s o  t h a t  a  s q u a r e  i m a g e  w i n d o w  c a n  b e  u se d , t o  m e a s u r e  
s t e r e o  c o r r e l a t i o n .
T h e  sea rch  sp a c e  for m a tc h in g  is co n s tra in e d  a lo n g  th e  e p ip o la r  lin e  in  ea ch  re c tifie d  
o ffset im ag e . A  ste re o  m a tc h  is d efin ed  a t  th e  p o in t w ith  th e  m a x im u m  n o rm a lised  cross­
c o rre la tio n  w ith  th e  re c tifie d  k e y  im ag e . A  su b -p ix e l a c c u r a te  m a tc h  c a n  b e  lo c a te d  b y  
f it t in g  a  q u a d r a tic  p a r a b o la  to  th e  c o rre la tio n  sco res as d e sc r ib e d  in  E q u a tio n  5.4. F ro m  
th e  m a tch e d  im a g e  p o s it io n  in  ea ch  offset im a g e  m  a  3 D  d a ta  p o in t c a n  b e  re c o n s tru c te d  
z im for th e  m o d e l v e rte x . T h e  m e a n  sq u a re d  e rro r to  th e  r e c o n stru c te d  v e r te x  lo c a tio n s  
is th e n  m in im ise d  a cro ss  th e  m o d e l u s in g  th e  fo llo w in g  d a ta  e n e rg y  te rm .
•AIi -j Nm
=  Y  V  „ ' £  Vim\kim ~  X -if (5-7)
i = l  A m  v im m=1
A  v is ib ility  te rm  Vim is  u se d  h ere  to  d efin e w h ere  a  v e r te x  is b o th  v is ib le  in  th e  im a g e  
m  a n d  a  s te re o  c o rresp o n d en ce  is  d e riv e d  fo r  th e  im a g e  w ith  r e sp e c t to  th e  k e y  c a m e ra  
v ie w  se le cte d  fo r  th e  v e rte x . T h e  v is ib ility  o f  th e  m o d e l v e rt ic e s  in  th e  c a m e ra  im a g e s  is 
d e te rm in e d  u sin g  th e  v is ib ility  a lg o r ith m  p ro p o se d  b y  D e b e v e c  e t a l. [48]. T h e  m esh  is 
ren d e re d  to  a  c a m e ra  v ie w p o in t u sin g  h a rd w a re  a cc e le r a te d  O p e n G L  re n d e rin g  w ith  th e  
p in h o le  c a m e ra  m o d el. A  u n iq u e  c o lo u r  ID  is a ssig n ed  to  ea ch  tr ia n g le  in  re n d e rin g  a n d  
d e p th  b u ffe r in g  is e n a b le d  so  th a t  o c c lu d e d  tr ia n g le s  a re  n o t ren d ered . T h e  v is ib ility  o f  
a  v e r te x  is  th e n  d e te rm in e d  in  a  c a m e ra  v ie w  b y  e s ta b lis h in g  th e  tr ia n g le  a t  th e  im a g e  
p la n e  p r o je c tio n  fro m  th e  c o lo u r in  th e  ren d e re d  im a g e  an d  te s t in g  w h e th e r  th e  tr ia n g le
5.2. Model-based stereo 111
F ig u r e  5.7: D ire c t  sea rch  for s te re o  c o rre sp o n d e n c e  in  o ffset c a m e ra  im a g e s  w ith  r e sp e c t 
to  a  k e y  c a m e ra  v ie w . T h e  r e c ta n g u la r  se a rch  reg io n  in  a  re c tifie d  o ffse t im a g e  is d efin ed  
b y  th e  sc a le  o f  m a tc h in g  a lo n g  an  e p ip o la r  lin e  a n d  th e  e x p e c te d  r e p r o je c tio n  erro r 
p e rp e n d ic u la r  to  an  e p ip o la r  line.
o c c lu d e s  th e  v e rte x . T h e  o c c lu s io n  te s t  is p e rfo rm e d  in  th e  2D  im a g e  c o o r d in a te s  te rm e d  
th e  scre en -sp a ce . I f  th e  tr ia n g le  en clo ses  th e  p r o je c te d  v e r te x  lo c a t io n  th e n  th e  v e r te x  
is o c c lu d e d , Vim =  0, o th e rw ise  Vim =  1.
T h e  v is ib ility  a lg o r ith m  [48] d e riv e s  v is ib il ity  b a se d  on  th e  e s t im a te d  g e o m e try  o f  th e  
m o d e l. T h e  p o te n tia l d ra w b a c k  is th a t  th is  c a n  le a d  to  in c o rre c t v is ib il ity  e s t im a te s  a t 
o c c lu s io n  b o u n d a rie s . W h e re  th e  g e o m e try  o f  th e  m o d el is n o t c o rr e c t  a t  a  b o u n d a ry  
th e  o c c lu d e d  v e rt ic e s  on  m o re d is ta n t su rfa c e s  c a n  b e  in c o r re c t ly  c la sse d  as v is ib le . T o  
o v erco m e th is  p ro b le m  a  c o n s e rv a tiv e  v is ib il ity  ch eck  is u sed  b y  a lso  te s t in g  for o c c lu s io n  
a g a in s t  th e  g e o m e try  o f  th e  v is u a l h u ll. T h e  a ssu m p tio n  is m a d e  th a t  w h ere  a  v e r te x  
is c la sse d  as v is ib le , Vim =  1 , b u t  is o c c lu d e d  b y  th e  b a c k -fa c in g  s u rfa c e  o f  th e  v isu a l 
h u ll, th e n  th e  v e r te x  is in  th e  re g io n  o f  a n  o c c lu s io n  b o u n d a r y  a n d  sh o u ld  b e  c la sse d  
as o c c lu d e d , Vim =  0. T h is  c o n s e rv a tiv e  te s t  is im p lem e n te d  s im p ly  b y  ren d e rin g  th e  
b a c k -fa c in g  su rfa c e  o f  th e  v is u a l h u ll w ith  a  se p a ra te  co lo u r  ID  o n  to p  o f  th e  ren d e re d  
m o d el.
T h e  sea rch  for c o rre sp o n d e n c e  in  ea ch  offset v ie w  for w h ic h  a  v e r te x  is v is ib le  is illu s­
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tr a te d  in  F ig u r e  5 .7 . T h e  sea rch  is p e rfo rm e d  a lo n g  th e  e p ip o la r  lin e  in  th e  re c tifie d  
o ffse t im a g e  u p  to  a  sp e c ifie d  p ix e l erro r  p e rp e n d ic u la r  to  ea ch  e p ip o la r  lin e  d efin ed  a c­
c o rd in g  to  th e  e x p e c te d  a c c u r a c y  in  c a m e ra  c a lib ra tio n . T h e  sea rch  a lo n g  ea ch  e p ip o la r  
lin e  is lim ite d  to  th e  e x p e c te d  e rro r  on  th e  p o s itio n  o f  a  v e r te x  d efin ed  b y  a  sc a le  te rm  
V t  as u sed  in  C h a p te r  4. T h e  h o r iz o n ta l 2D  ra n g e  A Uim a lo n g  a  re c tifie d  e p ip o la r  
lin e  e ith e r  s id e  o f  a  p r o je c te d  h o r iz o n ta l lo c a t io n  o f  a  v e r te x  Uim is d e riv e d  fro m  th e  
p r o je c t iv e  tr a n s fo r m a tio n  m a tr ix  P m/ to  th e  r e c tifie d  im a g e  m' g iv e n  th e  3D  lo c a tio n  
o f  a  v e r te x  a n d  th e  n o rm a lise d  d ire c tio n  to  th e  v e r te x  fro m  th e  k e y  c a m e ra  T h e  
sea rch  for co rre sp o n d e n c e  is  f in a lly  c o n s tra in e d  to  lie  w ith in  th e  b o u n d in g  c o n s tra in t 
o f  th e  im a g e  s ilh o u e tte s  b y  c lip p in g  th e  se a rch  ra n g e  a g a in s t  th e  v o lu m e  o f  th e  v is u a l 
h u ll.
IP00P01P02P03}([ xj 1 ]T)
u im — 7  >~
[P20P21P22P23] (j xf 1 ]TJ 
[P00P01P02P03] x[ 1 ]T ± VT[ n[ 0 ]r^
A  Uim =  7 \
[P20P21P22P23] (j xf 1 ]T ± VT[ n f 0 ]TJ
5 . 2 . 3  M u l t i p l e - p o i n t  s t e r e o  m a t c h i n g
S o  fa r  o n ly  a  s in g le  s te re o  m a tc h  h a s  b e e n  co n s id e re d  fo r  ea ch  c a m e ra  v ie w . In  p r a c t ic e  
m a n y  m a tch es m a y  b e  fo u n d  a lo n g  a n  e p ip o la r  lin e . F ig u r e  5.8 sh o w s th e  c o rre la tio n  
sco res a lo n g  th e  e p ip o la r  lin es in  a  re c tifie d  o ffse t im a g e  fo r  a  c o lu m n  o f  p ix e ls  in  a  
rectified  k e y  im a g e . T h e  p e a k  c o rre la tio n  sco res c o rre sp o n d in g  to  th e  tr u e  su rfa ce  
sh a p e  ca n  b e  seen , h o w e ver it  is e v id e n t th a t  th e re  a re  m a n y  lo c a l m a x im a  a lo n g  ea ch  
e p ip o la r  lin e. F o llo w in g  th e  m u ltip le -p o in t m a tc h in g  sch em e in tro d u c e d  in  C h a p te r  4 a  
m u ltip le -p o in t s te re o  sch em e is  p ro p o se d  in  w h ic h  th e  v e rt ic e s  fo r  a  m o d e l are  m a tch e d  
to  m u ltip le  re c o n s tru c te d  p o in ts  z imk c o rre sp o n d in g  to  ea ch  lo c a l m a x im a  k in  th e  
co rre la tio n  sco re  for th e  o ffset im a g e  m . A  p o in t z imk is r e c o n s tru c te d  for ea ch  lo c a l 
m a x im a  w h ere  th e  c o rre la tio n  sco re  lies  w ith in  a  se t to le ra n c e  r  o f  th e  m a x im u m  sco re  
over th e  se a rch  ra n g e . F ig u r e  5 .8 (d ) sh o w s th e  lo c a l m a x im a  lo c a te d  w ith  a  to le ra n c e
(5.8)
(5 .9)
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(a) K e y  im a g e  (b) O ffse t im a g e  (c) C o r re la tio n  sco re  (d) L o c a l m a x im a
F ig u r e  5.8: T h e  n o rm a lised  c ro s s-co rre la tio n  sco re  a lo n g  ea ch  e p ip o la r  lin e  in  a  rectified  
o ffset im a g e  for th e  c o lu m n  o f  p ix e ls  m a rk e d  in  a  rectified  k ey  im a g e  u sin g  a  13  x  13  
im a g e  w in d o w . T h e  p e a k  sco res  a re  m a rk e d  in  red  a n d  a ll lo c a l m a x im a  w ith in  a  
to le ra n c e  r  =  0.9 o f  ea ch  p e a k  m a rk e d  in  b lu e .
o f  r  =  0.9 a n d  d e m o n stra te s  th a t  th e  ta r g e t  lo c a l m a x im a  on  a n  e p ip o la r  lin e d o es  n o t 
n e c e ssa rily  h a ve  th e  p e a k  c o rre la tio n  score.
A n  a ssig n m en t p a ra m e te r , 0 <  Wimk <  1 , is in tro d u c e d  to  d efin e  th e  d eg re e  o f  a ss ig n ­
m en t o f  a  v e r te x  Xg to  th e  m u ltip le  r e c o n stru c te d  3 D  p o in ts  z imk. A n  e n tro p y  te rm  is 
a lso  in tro d u c e d  to  c o n tro l th e  sc a le  o f  m a tc h in g  g iv en  in  th e  a ssig n m en t as d e sc r ib e d  
in  C h a p te r  4. T h e  d a ta  e n e rg y  for m u ltip le -p o in t ste re o  m a tc h in g  is th e n  d efin ed  as 
fo llow s.
£ v  =  E f i l  Em=l Vim E f e *  VlimkUimk ~  2i l |2
Et=l Em= 1 Vim Efci’l1' Wimk ( l o g — 1)
T h e  a ssig n m en t p a r a m e te r  th a t  m in im ise s  th e  e n e rg y  ca n  b e  d e riv e d  for a  fix ed  m o d e l 
co n fig u ra tio n . T h e  se t o f  m a tch e s  for ea ch  v e r te x  are  in d e p e n d e n t a n d  th e  c o n s tra in t, 
0 <  Wimk <  1> c a n  b e  sa tis fie d  b y  s im p ly  n o rm a lis in g  w ith  r e sp e c t to  th e  to t a l  a ssig n ­
m en t v a lu e  a cro ss  a ll p o in ts  fo r  a  v e rte x .
d£v  =  \\Simk ~  £ il!2 +  T l o g f y w )  =  0 (5 .1 1 )dWimk
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Wimk =  e x p —i IiT
U^imk
(5 .12 )
(5 .13 )UJimk —
£ m  wimk
5 . 2 . 4  C o m b i n i n g  s t e r e o  a n d  s i l h o u e t t e  d a t a
S te re o  m a tc h in g  is p e rfo rm e d  fo r  e v e r y  v e r te x  d e fin in g  th e  su rfa c e  s h a p e  o f  a  m o d e l. It 
is c le a r  h o w ever th a t  s te re o  co rre sp o n d e n c e  w ill fa il in  reg io n s w h e re  th e re  is  a  lim ite d
v a r ia tio n  in  th e  lo c a l im a g e  in ten sity . T h e  s ilh o u e tte  d a ta  is th e re fo re  in c o rp o ra te d
is  fo rm u la te d  to  in c o r p o ra te  b o th  th e  s te re o  a n d  s ilh o u e tte  d a ta  te rm s  w ith  a  p e r-v e rte x  
w e ig h tin g , 0 <  pi <  1 , d e fin in g  th e  tr a d e -o ff  b e tw e e n  th e  tw o  c o m p le m e n ta ry  sh a p e  
cu es.
T h e  re la t iv e  w e ig h tin g  pi  rep rese n ts  a  co n fid e n ce  m e a su re  in  th e  ste re o  c o rre sp o n d e n c e  
reco ve red  a t  a  v e r te x  w ith  re s p e c t  to  a  k e y  c a m e ra  v ie w . T h e  c o rr e la tio n  sco re  a t 
a  ste re o  m a tc h  c o u ld  b e  c o n sid e re d  a s  a  co n fid e n ce  sco re, h o w ever a  h ig h  c o rre la tio n  
c a n  b e  o b ta in e d  in  m a tc h in g  reg io n s o f  lo w  im a g e  te x tu r e  w h ere  th e  co rre sp o n d e n c e  
is a m b ig u o u s. T h e  co n fid e n ce  m ea su re  is in s te a d  d efin ed  a cc o rd in g  to  th e  a b ility  to  
reco ver g o o d  co rre sp o n d e n c e  w h e re  th e re  is a  h ig h  d e g re e  o f  in te n s ity  v a r ia tio n  in  th e  
k e y  c a m e ra  v ie w . A  s im p le  m ea su re  is d efin ed  in  w h ic h  th e  s ta n d a r d  d e v ia tio n  <7i o f  
th e  p ix e l in te n sitie s  a t  th e  p r o je c te d  v e r te x  lo c a t io n  in  th e  k e y  c a m e ra  v ie w  is u sed .
T h e  s ta n d a r d  d e v ia tio n  Oi m ea su res  th e  d eg re e  o f  im a g e  te x t u r e  w ith in  th e  k e y  im a g e  
w in d o w  for ste re o  m a tc h in g  w ith  a  n o rm a lise d  c ro ss-co rre la tio n  sco re. T h is  sco re  is
w h ere  s te re o  m a tc h in g  is e x p e c te d  to  fa il. T h e  d a ta  e n e r g y  te rm  fo r  m o d e l o p tim is a tio n
&T> — £i=l Hi £m=1 v*m wimk\\Zimk
+ E£i(i - «) Efil v>ijWv, - Sill2 
+T E*=l Mi Em=l Efc=lfc wimk (l°s(l°inifc) 1)
+TE&(1 -  Mi) Efil (logK) - 1)
(5 .14 )
(5 .15 )
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(a) K e y  im a g e  (b) pt im a g e  (c) K e y  im a g e  (d) pi im a g e
F ig u r e  5.9: T h e  w e ig h tin g  sco re  for s te re o  m a tc h in g  sh o w n  a cro ss  tw o  k e y  im a g e s  w ith  
a  13  x  13  im a g e  w in d o w .
c o n v e rte d  to  th e  w e ig h t pi w ith  a  tr a n s fo r m a tio n  b a se d  on  a  p re d e fin e d  p o in t 00.5 
w h e re  e q u a l w e ig h tin g  is g iv e n  to  b o th  th e  s ilh o u e tte  a n d  s te re o  d a t a  pt =  0.5. F ig u r e  
5.9  sh o w s th e  w e ig h tin g  te rm  d e riv e d  for tw o  re c tifie d  k e y  im a g e s  w ith  00.5 =  10, 
d e m o n s tr a t in g  th a t  th e  w e ig h t is re d u c e d  in  reg io n s o f  low  im a g e  te x t u r e  w h ere  s te re o  
c o rr e la tio n  w ill fa il.
1 (j2 x  log(0.5) , . .
Pi =  1 -  e x p  --------- 2---------  (5 .16 )
'0.5
5 . 2 . 5  S u m m a r y
T h e  m o d e l-b a se d  fra m e w o rk  for re c o n s tru c tio n  h a s  b e e n  d e v e lo p e d  to  in c o r p o ra te  b o th  
s ilh o u e tte  a n d  s te re o  d a ta  in  s h a p e  recovery . R e c o n s tr u c tio n  w ith  a  s h a p e -c o n stra in e d  
d e fo rm a b le  m o d e l is n ow  sh o w n  in  F ig u r e  5 .10  for th e  p ro b le m  o f  r e c o n s tru c tin g  th e  
c u b e  p re se n te d  p r e v io u s ly  in  F ig u r e  5 .1 .  T h e  te ch n iq u e  reco ve rs a n  a c c u r a te  e s t im a te  o f  
s h a p e  w h e re  th e re  is su ffic ien t v a r ia t io n  in  a p p e a r a n c e  for s te re o  m a tc h in g  a n d  th e  sh a p e  
fro m  m u ltip le  v ie w  s ilh o u e tte s  is sa tis fie d  in  f it t in g  th e  v is u a l h u ll w h e re  th e  a p p e a r a n c e  
c a n n o t b e  m a tc h e d  b e tw e e n  v ie w s . S te re o  m a tch e s  axe o b ta in e d  in  th e  te ch n iq u e  u s in g  
a  co a rse -to -fin e  a p p ro a c h  in  w h ic h  th e  sea rch  ra n g e  for c o rre sp o n d e n c e  is co n tro lle d
116 Chapter 5. Model-Based Reconstruction to match Multiple View Appearance
(a) V is u a l h u ll (b ) P h o to  h u ll (c) M e rg e d  s te re o  (b ) M o d e l o p tim is a tio n
F ig u r e  5.10 : C o m p a r is o n  o f  th e  v is u a l h u ll, p h o to  h u ll, a n d  m u ltip le -v ie w  s te re o  w ith  
th e  m o d e l-b a se d  te ch n iq u e  in  o p tim is in g  a  sp h ere  to  m a tc h  s te re o  a n d  s ilh o u e tte  d a ta .
b y  th e  sca le  te rm  \[T  u sed  in  d e te rm in is tic  a n n e a lin g . T h e  te m p e r a tu r e  sc a le  T  is 
g r a d u a lly  r e d u ce d  as th e  m o d e l d efo rm s to  fit  th e  d a ta  a n d  th e  s te re o  m a tch e s  are  
refin ed . T h is  c o a rse -to -fin e  se a rch  fo r  co rre sp o n d e n c e  a llo w s th e  m o d e l to  b e  in it ia l ly  
fa r fro m  th e  c o rre c t so lu tio n  in  o p tim is a tio n  a n d  refin es th e  ste re o  m a tc h e s  as th e  m o d e l 
co n v erg e s  to  a  so lu tio n .
T h e  d ra w b a c k  for th e  te ch n iq u e  lies  in  th e  lim ite d  c a p tu r e  re so lu tio n  re q u ire d  to  o b ta in  
w h o le -b o d y  im a g e s  o f  a  p e rso n . W ith  a  lim ite d  re so lu tio n , th e  fin e g e o m e tric  d e ta il  
on  th e  b o d y  c a n n o t b e  reco ve red  w ith  s te re o  m a tch in g . T h e  p ro b le m  a rise s  d u e to  th e  
tr a d e -o ff b e tw e e n  c a m e ra  r e so lu tio n  a n d  c a m e ra  b a se lin e  fo r  s te re o  r e c o n stru c tio n . A  
b a se lin e  in  th e  o rd er o f  l m  is re q u ire d  fo r  P A L  re so lu tio n  im a g e s  o f  a  p e rso n  w h e re  th e  
d e p th  to  th e  p e rso n  is in  th e  o rd e r  o f  3 m  to  o b ta in  a  r e c o n s tru c tio n  a c c u r a c y  in  th e  
o rd er o f  1 m m  w ith  s u b -p ix e l a c c u r a te  m a tch e s  in  th e  o rd er o f  0 .1 p ix e ls . W it h  a  l m  
c a m e ra  b a se lin e  th e re  c a n  b e  a  s ig n ifica n t ch a n g e  in  th e  a p p e a r a n c e  o f  a  p e rso n  b e tw e e n  
c a m e ra  im a g es le a d in g  to  in c o rre c t s te re o  m a tch es. T h is  p ro v es to  b e  a  p a r t ic u la r  
p ro b le m  in  r e c o n s tru c tin g  th e  s h a p e  o f  th e  fa ce  e s p e c ia lly  a ro u n d  th e  n ose w h e re  th e re  
is a  c o m b in a tio n  o f  d is to r tio n  a n d  o c c lu s io n  b e tw e e n  v ie w s . T o  so lv e  th is  p ro b le m  th e  
fra m e w o rk  is a u g m e n te d  w ith  sp a rse  fe a tu r e  m a tc h in g  to  d efin e  th e  g e o m e tric  d e ta il  a t  
th e  fa ce  t h a t  c a n n o t b e  reco ve red  u sin g  ste re o .
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5.3 Surface Feature M atching
In  th is  se c tio n , sp a rse  fe a tu r e  m a tc h in g  is in tro d u c e d  to  p ro v id e  c o n tro l fo r  u se r-d efin ed  
m o d e l co rre sp o n d e n c e  in  th e  im a g e s . T h e  d e fo rm a b le  m o d e l fra m e w o rk  is d esig n e d  to  
in c o r p o ra te  a  d a ta - f it t in g  te rm  to  m a tc h  a  m o d e l to  b o th  s ilh o u e tte , s te re o  a n d  fe a tu r e  
d a ta . E x p lic it  fe a tu r e  m a tc h in g  is u se d  s p e c ific a lly  to  d efin e th e  fin e g e o m e tric  d e ta il  o f  
th e  h u m a n  fa c e  w h e re  ste re o  m a tc h in g  fa ils  in  th e  P A L  r e so lu tio n  w h o le -b o d y  im ag es.
5 . 3 . 1  M o d e l - b a s e d  f e a t u r e  m a t c h i n g
T h e  m o d e l-b a se d  fra m e w o rk  for h u m a n  sh a p e  r e c o n stru c tio n  u ses a  g e n e ric  h u m a n o id  
m o d e l re g is te re d  to  m a tc h  th e  p o se  o f  a  p e rso n  in  m u ltip le  c a m e ra  im a g e s . In  A p p e n d ix  
B  a  u se r  in te r fa c e  is u se d  t o  r e c o n s tru c t  a  se t o f  3 D  fe a tu r e  p o in ts  c o rre sp o n d in g  t o  th e  
sk e le ta l a n im a tio n  s tr u c tu r e  o f  th e  m o d e l a n d  a  m o d e l is p o se d  to  m a tc h  th e  fe a tu re s . 
T h is  in te r fa c e  is a lso  a p p lie d  to  d efin e th e  im a g e  co rre sp o n d e n c e  fo r  a  se t o f  su rfa c e  
fe a tu r e s  o n  th e  m o d e l a n d  r e c o n s tru c t  th e  c o rre sp o n d in g  3D  fe a tu r e  lo c a tio n s . T h e  
m o d e l-b a se d  r e c o n s tru c tio n  fra m e w o rk  sh o u ld  th e n  s a t is fy  th e se  sp a rse  c o n s tra in ts  on  
th e  s h a p e  o f  th e  m o d el.
T h e  sp a rse  se t o f  o b se rv e d  fe a tu re s  p ro v id e  a  c o n s tra in t on  th e  3 D  lo c a t io n  o f  th e  
c o rre sp o n d in g  m o d e l v e rt ic e s  xc. A p p lie d  in d iv id u a lly  th e  c o n s tra in ts  w o u ld  im p o se  
o n ly  a  sp a rse , lo c a lise d  c o n s tra in t o n  th e  s h a p e  o f  th e  su rfa c e  m esh . T h e  c o n s tra in ts  
are  th e re fo re  in te r p o la te d  a cro ss  th e  m esh  to  p ro v id e  a  g lo b a l c o n s tra in t. S p a rse  d a ta  
in te r p o la tio n  is u se d  to  d e riv e  th e  c o n s tra in ts  fo r  th e  c o m p le te  se t o f  m o d e l v e rt ic e s , Xg. 
A n  erro r  te rm  eg is in tro d u c e d  a t  th e  m o d e l v e rt ic e s  a n d  th e  erro r  te rm  is in te r p o la te d  
u s in g  r a d ia l b a s is  fu n ctio n s . T h e  3 D  th in -p la te  r a d ia l b a sis  fu n c tio n  7Zc(x) — ||ac — £ c ||3 
is u se d  as d e sc r ib e d  in  S e c tio n  3 .3 .2 , to  p ro v id e  a  g lo b a lly  s m o o th  in te r p o la tio n  o f  th e  
erro r  in  3 D  [175] w ith  an  a d d it io n a l affine b a sis  A  to  a cc o u n t fo r  g lo b a l erro r te rm s.
N c
+ A
c = l
T
(5 .17 )
T h e  p a r a m e te r s  (77 , A )  for in te r p o la tio n  are  d e riv e d  fro m  a  lin e a r  s y s te m  o f  e q u a tio n s
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in  te rm s  o f  th e  k n o w n  erro rs e^ . a t  th e  d efin ed  fe a tu re  p o in ts , w ith  a n  a d d itio n a l se t o f  
c o n s tra in ts  th a t  rem o ve th e  a ffin e c o n tr ib u tio n  fro m  th e  r a d ia l b a sis  fu n ctio n s:
&c (—c —c) (5.18)
N c
Y %  =  2  (5 .19 )C= 1 
N o
X 2 f t  = 0 (5-20)C=1
T h e  p a r a m e te r s  (?7c , A) a re  c o m p u te d  o n ce  o n ly  g iv e n  th e  in it ia l  m o d e l sh a p e  a n d  th e  set 
o f  sp a rse  fe a tu r e  o b se rv a tio n s . T h e  e rro r to  th e  fe a tu r e  p o in ts  c a n  th e n  b e  in te r p o la te d  
to  d erive  an  o b se rv a tio n  for e v e r y  m o d e l v e rte x , Oj.
Si = $ i  + ^ ( 77, A) (5.21)
T h e  o p tim is a tio n  fra m e w o rk  for th e  d e fo rm a b le  m o d e l is n o w  fo rm u la te d  to  in c o rp o ­
r a te  a  d a ta  te rm  fo r  sp a rse  fe a tu r e  m a tc h in g  in  w h ic h  th e  m ea n  sq u a re d  erro r to  th e  
in te r p o la te d  o b se rv a tio n s , ||Oj — Xi\\2, is m in im ised .
T&^iWoi-su I2
+ Ei±i(l ~ Em=1 vim E/A*!^  wimk\\Zimk — ^il|2
+ Efii(i - **)( 1 - m)Efii llj^ - *dl2 (5-22)
d'T'Eidl(l “ ^ i)Fi E m=i Vim Efc±ifc wimk (l°g(.wimk) ~ 1) 
+TE£i(l ~ Vi)( 1 - Fi) Ej2l Wj (log(Wij) -  1)
A  w e ig h t Vi is in tro d u c e d  to  d efin e  th e  in flu e n ce  o f  th e  in te r p o la te d  fe a tu re  c o n s tra in ts  
a t each  v e rte x . T h e  p a r a m e te r  Vi defin es th e  tr a d e -o ff  b e tw e e n  m a tc h in g  sp e c ifie d  
fe a tu re  d a ta  a n d  th e  reco v e red  d a ta  fro m  s ilh o u e tte  a n d  ste re o . T h e  fra m e w o rk  d ea ls  
w ith  th e  g e n e ra l c a se  w ere  fe a tu re s  a re  sp e c ifie d  a t  a r b itr a r y  v e r te x  lo c a tio n s  a n d  a
g lo b a l in te r p o la tio n  is p e rfo rm e d  to  d eriv e  c o n s tra in ts  a cro ss  th e  w h o le  su rfa c e  o f  th e
m o d el. In  p r a c t ic e  h o w ever, fe a tu r e  m a tch e s  a re  u sed  to  c o n s tra in  o n ly  a  su b se c tio n
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o f  th e  su rfa c e  su c h  as th e  fa c e  o f  th e  m o d e l. A  g lo b a l in te r p o la tio n  c a n  th e n  p ro v id e  
in c o rre c t fe a tu r e  m a tch e s  a t  d is ta n t p o in ts  o n  th e  m o d el. T h e  in flu e n c e  o f  th e  fe a tu re  
m a tc h in g  a t  ea ch  v e r t e x  is th e re fo re  c o n tro lle d  a c c o r d in g  t o  th e  d is ta n c e  to  th e  
c o n s tra in e d  v e rt ic e s  a cro ss  th e  su r fa c e  o f  th e  m o d el. T h e  su rfa c e  d is ta n c e  di a t  a  
v e r te x  is m e a su re d  as th e  m in im u m  e d g e -c o n n e c te d  d is ta n c e  b e tw e e n  th e  v e r te x  a n d  a  
fe a tu r e  v e r te x . T h e  re g io n  o f  in flu e n c e  is d efin ed  a g a in  a c c o rd in g  t o  a  c o n tro l p a r a m e te r  
do.5 g iv in g  th e  d is ta n c e  w h e re  th e  in flu e n ce  is r e d u ce d  to  h a lf. T h e  w e ig h tin g  is th e n  
d efin ed  as fo llow s.
5.4 M odel-Based Reconstruction of Appearance
T h e  fin a l fra m e w o rk  to  o p tim ise  a  m o d e l to  m a tc h  th e  a p p e a r a n c e  in  m u ltip le  v ie w s  
w ith  a  s h a p e  c o n s tra in e d  d e fo rm a b le  m o d e l is  o u tlin e d  in  th e  a lg o r ith m  optimise-model. 
T h e  c o n tro l te m p e r a tu r e  T  n o w  d efin es th e  sc a le  o f m a tc h in g  to  b o t h  th e  d isc re te  se t
te m p e r a tu r e  sc a le  a lso  d efin es th e  se a rch  re g io n  fo r  th e  r e c o v e ry  o f  s te re o  m a tch e s  su ch  
th a t  th e  m u ltip le  reco v e red  m a tc h e s  are  re fin e d  as th e  su rfa c e  c o n v erg e s  to  a  so lu tio n . 
I n it ia l ly  th e  te m p e r a tu r e  is se t a t  th e  e x p e c te d  e rro r in  th e  s h a p e  o f  th e  m o d e l a n d  th e  
fin a l te m p e r a tu re  is  se t e q u iv a le n t to  th e  e s t im a te d  r e p r o je c t io n  e rro r  for th e  c a m e ra s  
so  th a t  s te re o  m a tch e s  c a n  b e  reco v e red  in  th e  p rese n ce  o f  in e x a c t  c a m e ra  c a lib ra tio n .
T h e  fra m e w o rk  p ro v id e s  th e  c o rre sp o n d e n c e  for ea ch  v e r te x  o f  a  m o d e l in  ea ch  v is ib le  
im a g e  fo r  th e  r e c o v e ry  o f  c o lo u r  te x t u r e  fro m  th e  im ag es. T h e  c o rre sp o n d e n c e  in  a  
v is ib le  im a g e  is d efin ed  as th e  fin a l su b -p ix e l a c c u r a te  co rre sp o n d e n c e  reco v e red  in  s te re o  
m a tc h in g  as g iv e n  b y  th e  m a tc h e d  im a g e  p o in t w ith  th e  h ig h e st c o rr e la tio n  sco re  in  
ea ch  im a g e . T h e  te ch n iq u e  th e re fo re  p ro v id e s  su b -p ix e l a c c u r a te  im a g e  co rre sp o n d e n c e  
for su b se q u e n t r e c o v e ry  o f  m o d e l te x tu r e .
(5 .23)
o f  su rfa c e  p o in ts  y_. in  th e  v is u a l  h u ll a n d  th e  reco v e red  se t o f  s te re o  m a tc h e s  z imk. T h e
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I n p u t :  M o d e l, x{
C a m e r a  p a ra m e te rs , P m 
S te re o  co n fid e n ce  im a g es, p m 
T e m p e r a tu r e , T
O u t p u t :  S te re o  p o in ts , Zimk
Im a g e  co rre sp o n d e n c e , uimk 
A ss ig n m e n t, wimk 
C o n fid e n c e , pi
P r o c e d u r e :  setstereo-assignment
1 . for ( each image m)
2. ren d e r (model to camera view)
3. ren d e r ( back-faces of visual hull to camera view)
4. se t (vertex visibility Vim)
5. for ( each vertex i)
6. se t (key image as closest visible view)
7. re a d  (stereo confidence pi from key image p m)
8. fo r  (each offset image)
9. se t (search range in rectified offset image)
10. c lip  (search range against visual hull)
1 1 .  c o m p u te  (all correlation scores in range)
12 . set (stereo matches Zimk, correspondence Uimk)
13. se t (wimk =  e x p ( - | | i imA. -  x ^ / T ) )
14. normalise(w{mk)
T h e  c o st o f  m o d e l o p tim is a tio n  is n o w  in c re a se d  c o m p a re d  to  th e  a lg o r ith m  fo r  sh a p e  
fro m  s ilh o u e tte  p re se n te d  in  S e c tio n  4 .4  w ith  th e  re q u ire m e n t to  se a rch  fo r  s te re o  co r­
re sp o n d e n c e  a t  ea ch  te m p e r a tu r e  sc a le  T. T h e  s te re o  c o rre la tio n  m u st b e  c o m p u te d  in  
ea ch  offset im a g e  th a t  fo rm s a  s te re o  p a ir  w ith  th e  k e y  im a g e  fo r  ea ch  v e r te x . I f  N 0 
is th e  a v era g e  n u m b e r  o f  o ffse t c a m e ra s  a n d  Np is th e  a v e ra g e  n u m b e r  o f  p ix e ls  in  an  
o ffse t c a m e ra  for w h ic h  th e  c o rr e la tio n  is c o m p u te d  th e n  th e  c o m p le x ity  o f  th e  search  
for Ni v e rtic e s  is O (NiN0Np). O p t im is a tio n  o f  th e  m o d e l w ith  g ra d ie n t d escen t n ow  
m a tch es ea ch  v e r te x  to  th e  su rfa c e  p o in ts  o n  th e  v is u a l h u ll a n d  th e  r e c o n s tru c te d  s te re o  
p o in ts . A s  th e  n u m b e r  o f  su rfa c e  p o in ts  N v u se d  is in  g e n e ra l la rg e r  th a n  th e  n u m b e r  o f  
reco ve red  s te re o  m a tch e s , th e  c o m p le x ity  o f  o p tim isa tio n  w ith  g ra d ie n t d escen t is  a g a in  
(NiNvN\?) as d efin ed  in  S e c tio n  4.4. T h e  to t a l  c o m p le x ity  o f  th e  a lg o r ith m  is th e re fo re  
go ve rn ed  e ith e r  b y  th e  to t a l  n u m b er o f  p ix e ls  in  ste re o  m a tc h in g , O (N iN 0NpNanneai), 
o r th e  n u m b er o f  m a tc h e d  p o in ts  in  g ra d ie n t d escen t, O (N{NViVyN anneai). O p t im is a ­
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t io n  w ill d o m in a te  i f  th e  sea rch  ra n g e  for m a tch e s  d efin ed  b y  th e  in it ia l te m p e r a tu re  
Tinn is sm a ll or a  la rg e  n u m b e r  o f  su rfa c e  p o in ts  N v a re  m a tch e d  w ith  a  sm a ll ste p - 
le n g th  in  g ra d ie n t d escen t. C o n v e rse ly , s te re o  m a tch in g  w ill d o m in a te  i f  Tgnit is la rg e  
or i f  a  sm a ll n u m b er o f  su rfa c e  p o in ts  a re  m a tc h e d  w ith  a  la rg e  s te p  le n g th .
I n p u t :  M o d e l, Xj
C a m e r a  p a ra m e te rs , P m 
Im a g e s a n d  s ilh o u e tte s , / m , / m
O u t p u t :  U p d a te d  m o d e l, Xg
Im a g e  co rre sp o n d e n c e , uim
P r o c e d u r e :  optimise-model
1. reconstruct-visuaLhull(y_.)
2. construct-octree(y7)
3. se t ( local coordinates , (3^ ,  h jj)
4. fo r  ( each image m)
5. set (stereo confidence p  at each pixel)
6. se t ( interpolated features of)
7. for ( each vertex i)
8. se t (feature weighting v f
9. se t ( temperature T  =  Tgnit)
10. w h ile  ( T  >  Tfinai)
1 1 . set-voxeLassignment(wij )
1 2 . setstereo-assignment(zgmk, UimkiWimk)
13. w h ile  ( | | %  || >  x /cT  a n d  A E <  0)
14. se t ( %  =  - ( V S v  +  XVSn))
15 . se t (xg =  xg +  6 ^ )
16. se t ( T  =  c  x T)
17 . for ( each vertex i)
18. fo r  (each image m)
19. se t (uim =  Uimk with peak correlation)
5.5 Evaluation
T h e  m o d e l-b a se d  te ch n iq u e  co m b in es th e  sh a p e  in fo rm a tio n  fro m  m u ltip le  v ie w  silh o u ­
e tte s , s te re o  co rre sp o n d e n c e  a n d  sp a rse  fe a tu re s  to  m a tch  th e  m u ltip le  v ie w  a p p e a r a n c e  
o f  a  p e rso n . T h e  e ffe ct o f  ea ch  sh a p e  cu e  is e v a lu a te d  a lo n g  w ith  th e  a c c u r a c y  o f  re­
c o n s tru c tio n . In  S e c tio n  5 .5 .1  o p tim is a tio n  o f  a  m o d e l to  fit s te re o  a n d  s ilh o u e tte  
d a ta  is assessed . T h e  tr a d e -o ff  b e tw e e n  th e  s h a p e  cu es a n d  th e  u se o f  m u ltip le -p o in t
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*
(a) S u b je c t  A  (b) S u b je c t  B  (a) S u b je c t  C  (b) S u b je c t  D
F ig u re  5 .1 1 :  R a n g e  d a ta  ren d e re d  to  an  id ea l c a m e ra  im a g e  w ith  a  te x tu r e  m a p  co rre ­
sp o n d in g  to  fou r d ifferen t s u b je c ts  A , B , C  a n d  D .
m a tch in g  in reco ve rin g  s te re o  co rre sp o n d e n c e  is e x a m in e d . In  S e c tio n  5 .5 .2  th e  effe ct 
o f  in tro d u c in g  sp a rse  fe a tu re  m a tch e s  to  d efin e th e  d e ta ile d  g e o m e try  o f  th e  fa ce  is 
e v a lu a te d . F in a lly  th e  te ch n iq u e  is d e m o n str a te d  for rea l im a g e s  c a p tu r e d  in  a  m u ltip le  
c a m e ra  s tu d io  in  S e c tio n  5 .5 .3  a n d  th e  r e c o n stru c te d  m o d e ls  are  c o m p a re d  to  sh a p e  
re c o n stru c tio n  fro m  th e  v isu a l h u ll, p h o to  h u ll a n d  m u ltip le -v ie w  stereo .
T h e  id ea l te s t  case  p rese n ted  in  C h a p te r s  3 a n d  4 is u sed  to  assess r e c o n stru c tio n  
a c c u r a c y  w ith  th e  c o n tro l p a ra m e te rs  o 0 . 5 ,  r  a n d  do.5- T h e  re m a in in g  p a ra m e te rs  for 
th e  d e fo rm a b le  m o d e l are  se t as o u tlin e d  in  S e c tio n  4.5  (A =  3.0, c  =  0.5, Tinu =  10 cm , 
Nv =  100, <5 =  0 .1) . M o d e l d e fo rm a tio n  is te rm in a te d  a t  th e  ta r g e t  r e c o n stru c tio n  
a c c u r a c y  for th e  rea l c a m e ra  c a lib ra tio n , Tfinai =  5mm. S te re o  c o rre la tio n  is d e riv e d  
u sin g  a  13  x  13  w in d o w  a n d  a  1 p ix e l r e p r o je c tio n  erro r is a ssu m ed  in  th e  re c tifie d  c a m e ra  
im ag es. T h e  v isu a l a p p e a r a n c e  in  th e  id ea l c a se  is s im u la te d  b y  re n d e rin g  th e  ra n g e  
d a ta  to  th e  c a m e ra  im a g es w ith  a  te x tu r e  m a p  c o rre sp o n d in g  to  fo u r d ifferen t s u b je c ts  
w ea rin g  a  ra n g e  o f  c lo th in g  as sh o w n  in  F ig u r e  5 .1 1 .  It sh o u ld  b e  n o te d  th a t  th e se  
im a g es w ere g e n e ra te d  first b y  re sa m p lin g  rea l c a m e ra  im a g e s  to  a  te x tu r e  m a p , th e n  
b y  re sa m p lin g  th e  te x tu r e  m a p  to  a  n ew  c a m e ra  im ag e  fro m  th e  ra n g e  d a ta . R e sa m p lin g  
red u ces th e  fin e d e ta il in  th e  im a g e s  a n d  th e  p e rfo rm a n c e  o f  s te re o  co rre sp o n d e n c e  is 
e x p e c te d  to  b e  d e g ra d e d  as a  resu lt.
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5 . 5 . 1  M a t c h i n g  s i l h o u e t t e  a n d  s t e r e o  d a t a
T h e  r e c o n s tru c tio n  a c c u r a c y  in  f it t in g  b o th  s ilh o u e tte  a n d  s te re o  d a ta  is n o w  sh o w n  in  
F ig u r e  5 .12 (a )  fo r  th e  id e a l te s t  case . I t  c a n  b e  seen  t h a t  th e  p a r a m e te r  cro.5 d efin es 
a  tr a d e -o ff  b e tw e e n  m a tc h in g  s te re o  d a ta  (cro.5 —* 0) a n d  m a tc h in g  th e  v is u a l h u ll 
(cro.5 >  50). T h e  p a r a m e te r  <70.5 co n tro ls  th e  in flu e n ce  o f  s te re o  m a tc h in g  in  reg io n s o f  
u n ifo rm  a p p e a ra n c e . A  h ig h e r  v a lu e  o f  <70.5 r e s tr ic ts  s te re o  m a tc h in g  to  reg io n s w ith  a  
g r e a te r  v a r ia tio n  in  a p p e a ra n c e . U s in g  s te re o  d a ta  a lo n e lea d s to  a  h ig h e r  r e c o n stru c tio n  
erro r a s  c lo th in g  te n d s  to  h a v e  la rg e  a re a s  o f  u n ifo rm  a p p e a r a n c e  as d e m o n stra te d  in  
F ig u r e  5 .1 1 .  In  fa c t  fo r  s u b je c t  A  in  F ig u r e  5 .1 1 ( a ) ,  th e re  is o n ly  a  lim ite d  v a r ia tio n  in  
a p p e a r a n c e  a n d  th e  in tro d u c tio n  o f  s te re o  d a t a  p ro v id e s  n o im p ro v e m e n t over th e  sh a p e  
d e riv e d  fro m  th e  v is u a l h u ll. F o r  th e  re m a in in g  s u b je c ts  th e  s te re o  d a ta  d o e s  im p ro v e  
th e  r e c o n stru c tio n  a cc u ra c y . A  v a lu e  o f  cr0.5 =  10.0 is se le cte d  w h e re  th e  r e c o n stru c tio n  
a c c u r a c y  b e c o m e s r e la t iv e ly  s ta b le  to  th e  e x a c t  p a ra m e te r  v a lu e  ch o se n  as sh o w n  in  
5 .12 (a ) .
C o n c l u s i o n :
1 .  T h e  r e c o n s t r u c t i o n  e r r o r  i n  f i t t i n g  a  d e f o r m a b l e  m o d e l  t o  s i l h o u e t t e  
d a t a  is  r e d u c e d  u s i n g  s t e r e o  c o r r e s p o n d e n c e  t o  d e r i v e  a c c u r a t e  e s t i ­
m a t e s  o f  s u r f a c e  p o s i t i o n ;  a n d
2 . S t e r e o  m a t c h i n g  f a i l s  in  r e g i o n s  o f  u n i f o r m  a p p e a r a n c e  in  t h e  c a m e r a  
i m a g e s  a n d  a  t r a d e - o f f  is  r e q u i r e d  t o  d e f i n e  t h e  r e l a t i v e  in f l u e n c e  o f  
s t e r e o  m a t c h i n g  in  m o d e l  d e f o r m a t i o n .
t ' -
T h e  re c o n s tru c tio n  a c c u r a c y  w it h  m u ltip le -p o in t s te re o  c o rre sp o n d e n c e  is sh o w n  in  
F ig u r e  5 .1 2 (b ) . T h e  p a r a m e te r  r  d efin es th e  th re sh o ld  on  th e  lo c a l m a x im a  in  th e  
c o rr e la tio n  sco re  for a  p o in t c o rre sp o n d e n c e . W it h  a  lo w  v a lu e  o f  r  a  la rg e r  n u m b er 
o f  lo c a l m a x im a  w ill  b e  m a tc h e d . F ig u r e  5 .12 (b )  d e m o n stra te s  th a t  m a tc h in g  m u ltip le  
p o in ts  in crea ses  th e  e rro r  in  th e  s h a p e  o f  th e  fin a l m o d el. T h e  s te re o  co rre sp o n d e n c e  
p ro b le m  h a s on e s o lu tio n  a n d  a d d itio n a l lo c a l m a x im a  in  th e  c o rr e la tio n  sco re  rep rese n t 
in c o rre c t p o in t e s t im a te s . T h e  m u ltip le -p o in t m a tc h in g  sch em e a im e d  t o  a llo w  a  m o d e l 
to  f it  m u ltip le  p o te n tia lly  c o rre c t p o in ts  a n d  recover th e  c o rr e c t  co rre sp o n d e n c e  as
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(a) R M S  erro r  vs. 00.5 ( r  =  0.9) (b) R M S  erro r v s . r  (00.5 =  10.0)
F ig u r e  5 .12 : T h e  R M S  erro r  fro m  th e  d efo rm ed  m o d e l to  th e  ra n g e  d a ta  w ith  (a) th e  
s ta n d a r d  d e v ia tio n  0-0.5 d efin in g  th e  in flu en ce  o f  s te re o  m a tch e s  a n d  (b) th e  th re sh o ld  r  
d efin in g  th e  in flu en ce  o f  m u ltip le  s te re o  m a tch es, for s u b je c t  A  (red) B  (b lu e) C  (green ) 
an d  D  (m a g e n ta ).
(a) F ro n t v ie w s  o f  th e  fa ce  for s te re o  m a tch in g .
(b) do.5 =  5 cm , r  =  1.0  (c) r  =  1.0  (d) r  =  0.8 (e) r  =  0.6
Figure 5.13: The reconstructed shape of the face for (c),(d ),(e) multiple-point stereo
correspondence without sparse feature matching in comparison with (b) the shape
derived with sparse feature matching.
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th e  sc a le  o f  m a tc h in g  is refin ed . H o w eve r, a d d itio n a l lo c a l m a x im a  a re  in  e ffe ct n o isy  
e s t im a te s  o f  th e  tr u e  v e r te x  lo c a t io n  a n d  co n s id e rin g  a d d itio n a l c o rresp o n d en ces  w ill 
c o rr u p t th e  e s t im a te d  lo c a t io n  o f  a  v e r te x  in  th e  w e ig h te d  p o in t m a tc h  in  E q u a tio n  
5 .1 1 .  F ig u r e  5 .12 (b )  d e m o n stra te s  th a t  th is  in  tu r n  lea d s to  a  h ig h e r  r e c o n stru c tio n  
error.
T h e  p e rfo rm a n c e  o f  m u ltip le -p o in t s te re o  m a tc h in g  is d e m o n stra te d  in  F ig u r e  5 .13  for 
a  re a l te s t  ca se  u s in g  th e  th re e  c a m e ra  v ie w s  sh o w n  in  F ig u r e  5 .13 (a )  to  fo rm  tw o  
s te re o  p a irs . I t  c a n  b e  seen  t h a t  th e  m u ltip le -p o in t a p p ro a c h  p ro v id e s  no s u b je c t iv e  
im p ro v e m en t over re c o v e rin g  a  s in g le  p o in t co rre sp o n d e n c e  b e tw e e n  s te re o  p a irs  ( r  =  
1 .0 ). M u ltip le -p o in t m a tc h in g  in  s te re o  co rre sp o n d e n c e  is th e re fo re  n e g le c te d  u s in g  a  
va lu e  o f  r  =  1.0  to  reco ve r o n ly  a  s in g le  co rre sp o n d e n c e  b e tw e e n  im a g e s  w h e re  th e  p e a k  
c o rre la tio n  sco re  is  o b ta in e d .
C o n c l u s i o n :
3 . M u l t i p l e - p o i n t  s t e r e o  m a t c h i n g  d o e s  n o t  i m p r o v e  t h e  r e c o v e r e d  m o d e l  
s h a p e .
5 . 5 . 2  M a t c h i n g  f e a t u r e  d a t a
T h e  re c o n s tru c tio n  erro r in  u s in g  sp a rse  fe a tu r e  m a tc h in g  fo r  th e  id e a l t e s t  c a se  is 
sh o w n  in  F ig u r e  5 .14 . T h e  p a r a m e te r  do.5 d efin es th e  reg io n  o f  in flu e n ce  for a  sp a rse  
fe a tu re  a lo n g  th e  su rfa c e  o f  a  m esh . F ig u r e  5 .1 4  sh o w s th a t  as th is  d is ta n c e  is in c re a se d  
th e  r e c o n stru c tio n  erro r  in crea ses. H o w ever, w ith  a  low  v a lu e  fo r  do .5 th e  fe a tu re s  o n ly  
p ro v id e  a  sp a rse  c o n s tra in t o n  sh a p e , th e  fa ce  c a n  th e n  b e c o m e  c o rr u p te d  w ith  n o isy  
ste re o  e s t im a te s  d u e to  th e  lim ite d  r e so lu tio n  im ag es. F ig u r e  5 .1 5  sh o w s th e  su rfa c e  
s h a p e  o b ta in e d  fo r  th e  s u b je c t  in  F ig u r e  5 .13 (a )  w ith  d ifferen t v a lu e s  fo r  th e  p a ra m e te r  
do.5- A  v a lu e  o f  do.5 =  5 cm  is  ch o sen  in  th is  w o rk  to  p ro v id e  a  re a so n a b le  ra n g e  o f  
in te r p o la tio n  fo r  sp a rse  m a tch e s  a n d  to  m in im ise  th e  p o te n tia l r e c o n stru c tio n  erro r.
C o n c l u s i o n :
4 . S p a r s e  f e a t u r e  m a t c h i n g  p r o v i d e s  a  c o n s t r a i n t  o n  t h e  d e t a i l  s h a p e  o f  
t h e  f a c e  t h a t  c a n n o t  o t h e r w i s e  b e  r e c o v e r e d  u s i n g  s t e r e o  m a t c h i n g  w i t h  
l i m i t e d  r e s o l u t i o n  i m a g e s ;  a n d
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F ig u r e  5 .14 : T h e  R M S  erro r  fro m  th e  d efo rm ed  m o d e l to  th e  ra n g e  d a ta  w ith  th e  
d is ta n c e  do.5 d efin in g  th e  reg io n  o f  in flu en ce  for sp a rse  fe a tu re s , for s u b je c t  A  (red) B  
(b lu e ) C  (green ) a n d  D  (m a g e n ta ).
(a) G e n e r ic  (b) d =  2cm  (c) do.5 =  4 cm  (c) do.5 =  6cm
F ig u r e  5 .15 : T h e  in flu en ce  o f  sp a rse  fe a tu re  m a tch in g  in  th e  r e c o n stru c tio n  o f  th e  m o d el 
face , sh o w in g  th e  fe a tu re s  p o in ts  u sed  on  th e  g e n e ric  m o d el.
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(a) G e n e r ic  m o d e l (b) T h is  w o rk  (c) V is u a l h u ll (d) M e rg e d  ste re o  
F ig u r e  5 .16 : S h a p e  r e c o n s tru c tio n  w ith  low  c lo th in g  te x tu r e .
5 . I n t e r p o l a t i o n  o f  s p a r s e  f e a t u r e  c o n s t r a i n t s  m u s t  b e  r e s t r i c t e d  t o  t h e  
v i c i n i t y  o f  t h e  c o n s t r a i n t  p o i n t s  t o  p r e v e n t  i n c o r r e c t  i n t e r p o l a t i o n  t o  
d i s t a n t  p o i n t s  o n  t h e  s u r f a c e .
5 .5 .3  R e a l te s t cases
O p tim is a tio n  o f  a  g e n e ric  h u m a n o id  m o d e l to  m a tch  m u ltip le  v ie w  im a g e s  o f  p e o p le  
is sh o w n  in  F ig u r e s  5 .1 7 , 5 .16  a n d  5 .18  w h e re  th e  c lo th in g  w o rn  p ro v id e s  a  v a r y in g  
d eg re e  o f  im a g e  te x tu r e  fo r  s te re o  c o rre la tio n . N in e  c a m e ra  v ie w s  a re  u sed  fo rm in g  fo u r 
s te re o  p a irs . T h e  te ch n iq u e  d e m o n s tr a te s  im p ro v e d  s h a p e  r e c o n s tru c tio n  c o m p a re d  
to  s h a p e  fro m  s ilh o u e tte  a n d  m u ltip le -v ie w  ste re o . T h is  im p ro v e m e n t is o b ta in e d  b y  
u sin g  a  p r io r  m o d e l to  d efin e  th e  e x p e c te d  s h a p e  for re c o n s tru c tio n  a n d  b y  c o m b in in g  
c o m p le m e n ta r y  s h a p e  cu es fro m  s ilh o u e tte , s te re o  a n d  fe a tu re  d a ta .
T h e  m o d e l-b a se d  te ch n iq u e  p ro v id e s  a c c u r a te  sh a p e  in fo rm a tio n  w h e re  th e re  is suffi­
c ien t im a g e  te x tu r e  to  m a tc h  a p p e a r a n c e  b e tw e e n  im ag es. S u b -p ix e l a c c u r a te  im a g e
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(a) G e n e ric  m o d e l (b) T h is  w o rk  (c) V is u a l h u ll (d) M e rg e d  ste re o  
F ig u r e  5 .17 : S h a p e  r e c o n stru c tio n  w ith  m ed iu m  c lo th in g  te x tu r e .
(a) G e n e r ic  m o d e l (b) T h is  w o rk  (c) V is u a l h u ll (d) M e rg e d  ste re o  
F ig u r e  5 .18 : S h a p e  r e c o n stru c tio n  w ith  h ig h ly  te x tu r e d  c lo th in g .
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F ig u r e  5 .19 : Im a g e  p la n e  c o rre sp o n d e n c e  reco vered  for 9 m o d e l v e rtices .
c o rre sp o n d e n c e  is a ch ie v ed  for th e  re c o v e ry  o f  a  m o d e l te x tu r e  m a p . F ig u r e  5 .19  sh o w s 
th e  co rre sp o n d e n c e  n o w  o b ta in e d  for th e  p ro b le m  in it ia lly  co n s id e re d  in  S e c tio n  4 .5 .3 , 
d e m o n s tr a t in g  th a t  th e  v e r te x  lo c a tio n s  for th e  m o d e l are n o w  c o r r e c t ly  m a tc h e d  b e ­
tw e en  th e  c a m e ra  im a g e s  for th e  re c o v e ry  o f  m o d e l te x tu re .
C o n c l u s i o n :
6 . S t e r e o  m a t c h i n g  p r o v i d e s  t h e  i m a g e  p l a n e  c o r r e s p o n d e n c e  t h a t  m a t c h e s  
t h e  a p p e a r a n c e  o f  a  p e r s o n  b e t w e e n  c a m e r a  v i e w s .
5.6 Summary
In  th is  c h a p te r  a  m o d e l-b a se d  te ch n iq u e  h as b e e n  in tro d u c e d  to  reco ver a  m o d e l w ith  
th e  s h a p e  a n d  a p p e a r a n c e  o f  a  p e rso n . T h e  m o d el-b a se d  a p p ro a c h  to  r e c o n stru c tio n  
o p tim ise s  a  ge n e ric  h u m a n o id  m o d e l to  s im u lta n e o u s ly  m a tc h  m u ltip le  sh a p e  cu es. 
M u ltip le -v ie w  s te re o  is u se d  t o  refin e a  m o d e l sh a p e  to  m a tch  a p p e a r a n c e  b e tw e e n  im ­
ages. S ilh o u e tte s  a re  u se d  to  p ro v id e  a  r o b u s t sh a p e  c o n s tra in t in  reg io n s o f  u n ifo rm  
a p p e a r a n c e  w h ere  s te re o  m a tc h in g  fa ils . Im a g e  fe a tu re s  a re  in c o r p o ra te d  to  p ro v id e  a  
sp a rse  se t o f  c o n s tra in ts  on  th e  s h a p e  o f  th e  fa ce  w h ere  s te re o  m a tc h in g  fa ils  in  P A L  
re so lu tio n  w h o le -b o d y  im a g es. T h e  te ch n iq u e  p ro v id e s  im p ro v e d  s h a p e  r e c o n stru c ­
tio n  c o m p a re d  to  m o d el-free  te ch n iq u e s  su ch  a s  V o x e l C o lo r in g  [141] a n d  m u ltip le -v ie w
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ste re o  [124] in  th e  p rese n ce  o f  v is u a l a m b ig u itie s . T h e  r e c o n s tru c tio n  a lg o r ith m  p re­
sen te d  in  th is  c h a p te r  in tro d u c e s  a  n o ve l m o d e l-b a se d  sea rch  for s te re o  c o rresp o n d en ce . 
T h e  m o d e l is  o p tim ise d  in  a  c o a rse -to -fin e  fra m e w o rk  c o m m e n cin g  a t  th e  e x p e c te d  er­
ror o n  th e  s h a p e  o f  th e  g e n e ric  m o d e l a n d  te rm in a tin g  a t  c a lib ra tio n  a c c u r a c y  o f  th e  
c a m e ra  s y s te m . S te re o  m a tch e s  a re  d e riv e d  a n d  re fin e d  as th e  s h a p e -c o n stra in e d  m o d e l 
d efo rm s t o  fit th e  d a t a  p r o v id in g  a  g r e a te r  ra n g e  o f  c o n v erg e n ce  c o m p a re d  to  p re v io u s  
lo c a l o p tim is a tio n  b a se d  te ch n iq u e s. T h e  a p p ro a c h  th e n  p ro v id e s  su b -p ix e l a c c u r a te  
im a g e  co rre sp o n d e n c e  for su b se q u e n t re c o v e ry  o f  a  m o d e l te x tu r e  m a p .
Chapter 6
M u ltip le  V iew  R econstruction o f  
A ppearance
T h e  fra m e w o rk  fo r  m o d e l-b a se d  scen e r e c o n s tru c tio n  p re se n te d  in  C h a p te r  5 a d d ressed  
th e  p ro b le m  o f  u p d a t in g  a  p r io r  h u m a n o id  m o d e l to  m a tc h  th e  s h a p e  a n d  a p p e a r a n c e  
o f  a  p e rso n  in  m u ltip le  c a m e ra  v ie w s . In  th is  c h a p te r  th e  p ro c e ss  o f  e x tr a c t in g  th e  
c o lo u r  te x t u r e  for th e  fin a l m o d e l is p re se n te d . T h e  su rfa c e  c o lo u r  o f  th e  m o d e l is 
e sse n tia l to  p ro v id e  a  v is u a lly  r e a lis t ic  a p p e a r a n c e  in  re n d e rin g . T h e  a im  is to  a ch ie ve  
a  “p h o to -r e a lis t ic ” m o d e l t h a t  re p r o d u c e s  th e  a p p e a r a n c e  o f  a  p e rs o n  c a p tu r e d  in  th e  
o r ig in a l c a m e ra  im a g e s . T h e  p r o b le m  o f  d e r iv in g  a p p e a r a n c e  h a s  b e e n  s im p lifie d  as 
th e  m o d e l g e o m e try  is o p tim ise d  to  m a tc h  a p p e a r a n c e  a cro ss  th e  m u ltip le  v ie w s . T h e  
in p u t to  th e  te x t u r e  r e c o n s tru c tio n  p ro c e ss  is th e  su b -p ix e l a c c u r a te  im a g e  lo c a t io n s  for 
th e  m o d e l v e rt ic e s  re c o v e re d  fro m  ste re o  m a tc h in g  in  th e  m o d e l-b a se d  r e c o n s tru c tio n  
a lg o r ith m . T h e  p ro b le m  is th e n  to  reco v e r th e  co lo u r  a cro ss  th e  m o d e l su rfa c e  g iv e n  
th is  im a g e  c o rre sp o n d e n c e .
P r o b l e m  S t a t e m e n t :
G i v e n  t h e  i m a g e  p l a n e  c o r r e s p o n d e n c e  f o r  e a c h  m o d e l  v e r t e x ,  r e c o v e r  
t h e  c o l o u r  a t  e v e r y  p o i n t  a c r o s s  t h e  m o d e l  s u r f a c e  t h a t  r e p r o d u c e s  t h e  
a p p e a r a n c e  o b s e r v e d  i n  t h e  c a m e r a  im a g e s .
In  th is  c h a p te r  b o th  m o d e l r e c o n s tru c tio n  w ith  a  v ie w -in d e p e n d e n t a p p e a r a n c e  a n d
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im a g e -b a se d  re n d e rin g  w ith  a  v ie w -d e p e n d e n t a p p e a r a n c e  are co n s id e re d  to  d efin e th e  
su rfa c e  c o lo u r  o f  a  m o d e l. In  S e c tio n  6 .1  a  sin g le  v ie w -in d e p e n d e n t te x t u r e  m a p  is 
c o n s tru c te d  fro m  th e  c a m e ra  im a g e s  a n d  in  S e c tio n  6.2 v ie w -d e p e n d e n t re n d e rin g  is 
p rese n ted , m a k in g  u se o f  th e  o r ig in a l c a m e ra  im a g e s  as m u ltip le  v ie w -d e p e n d e n t te x ­
tu re s . W ith  a  s in g le  te x tu r e  m a p  th e  m o d e l c a n  b e  a n im a te d  a n d  d isp la y e d  r a p id ly  in  
a  co n v en tio n a l c o m p u te r  g ra p h ic s  re n d e rin g  p ip e lin e . W it h  v ie w -d e p e n d e n t te x tu r in g  
o n  th e  o th e r  h a n d  w e c a n  c a p tu r e  s u b tle  ch a n g e s in  th e  re fle c te d  lig h t fie ld  a cro ss  th e  
su rfa c e  o f  a  m o d e l g iv in g  a  p o te n t ia lly  m o re  r e a lis t ic  m o d e l a p p e a ra n c e .
6.1 View-Independent Texture
In  th is  se c tio n  te ch n iq u e s  a re  d e s c r ib e d  to  reco ve r a  s in g le  te x tu r e  m a p  fo r  a  m o d e l 
fro m  a  se t o f  c a m e ra  im a g es. Texture-mapping is th e  p ro c e ss  b y  w h ic h  a  c o lo u r  te x tu r e  
im a g e  is m a p p e d  o n to  a  su rfa c e  o f  a  3 D  m o d e l in  ren d e rin g . E v e r y  tr ia n g le  in  a  m o d e l 
is p a ra m e te r is e d  w ith  r e s p e c t  to  th e  2D  c o o r d in a te  s y s te m  o f  an  im a g e  w ith  a  2D  
te x tu r e  c o o rd in a te  a t  ea ch  tr ia n g le  v e rte x . T h e  c o rre sp o n d in g  re g io n  o f  th e  te x t u r e  
im a g e  is th e n  re sa m p le d  o n to  th e  3 D  tr ia n g le  t o  d efin e  th e  su rfa c e  c o lo u r  in  re n d e rin g . 
T o  reco ve r a  te x tu r e  im a g e  for a  m o d e l th e  in verse  p ro b le m  m u st b e  so lv e d  in  w h ic h  
th e  v ie w -in d e p e n d e n t c o lo u r  m u st b e  d e riv e d  a cro ss  ea ch  3 D  tr ia n g le  fro m  th e  c a m e ra  
im a g e s  a n d  re sa m p le d  o n to  th e  2D  te x tu r e  im a g e . T h e  te x t u r e  im a g e  c a n  th e n  b e  u sed  
to  re n d e r th e  m o d e l w ith  th e  d e riv e d  a p p e a ra n c e .
T h e  p ro c e ss  o f  re c o v e rin g  a  m o d e l te x tu r e  is d iv id e d  in to  th e  fo llo w in g  ta sk s .
1. T e x t u r e  m a p  s p e c i f i c a t i o n :  S p e c ify  th e  m a p p in g  b e tw e e n  th e  3D  m o d e l su r­
fa ce  a n d  th e  2D  te x tu r e  sp ace;
2. T r i a n g l e  t o  i m a g e  a s s i g n m e n t :  D efin e  th e  v is ib ility  o f  ea ch  tr ia n g le  in  th e  se t
o f  c a m e ra  im ag es;
3. I m a g e  t o  t e x t u r e  r e s a m p l i n g :  R e s a m p le  ea ch  c a m e ra  im a g e  o n to  th e  te x tu r e  
im a g e  fro m  th e  v is ib le  s u rfa c e  o f  th e  m o d el;
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4. T e x t u r e  f i l l in g :  S y n th e s ise  m iss in g  se c tio n s  o f  su rfa c e  c o lo u r  w h e re  tr ia n g le s  a re  
n o t v is ib le  in  a n y  im ag e; a n d
5. T e x t u r e  b l e n d i n g :  B le n d  th e  c o lo u r  te x t u r e  d e riv e d  fro m  d ifferen t c a m e ra  v ie w ­
p o in ts  to  g iv e  a  s in g le  v ie w -in d e p e n d e n t a p p e a ra n c e .
6 . 1 . 1  T e x t u r e  m a p  s p e c i f i c a t i o n
A  te x t u r e  m a p  sp e c ifie s  th e  2D  m a p p in g  in  a  te x tu r e  im a g e  for th e  s u rfa c e  tr ia n g le s  o f  a  
3 D  m esh . T h e  p a r a m e te r is a t io n  o f  th e  3 D  m o d e l sp a c e  in  th e  2D  te x t u r e  d o m a in  sh o u ld  
h a ve  se v e ra l d e s ira b le  p ro p e rtie s : (i) th e  s a m p lin g  o f  th e  m o d e l su r fa c e  in  te x tu r e  sp a c e  
sh o u ld  b e  co n s is ten t; (ii) th e  te x tu r e  m a p  sh o u ld  m a ke a n  o p tim a l u se  o f  th e  im a g e  
sp a c e  a v a ila b le ; a n d  (iii) th e  m a p p in g  s h o u ld  b e  c o n tin u o u s  in  th e  2 D  d o m a in . A  
s im p le  a p p ro a c h  is to  t r e a t  ea ch  tr ia n g le  in d iv id u a lly  a n d  p a c k  th e m  s e p a r a te ly  in to  
a  s in g le  im a g e , a llo w in g  u n ifo rm  s a m p lin g  a n d  o p tim a l u se o f  th e  te x t u r e  sp a c e . T h e  
d ra w b a c k  o f  th e  te ch n iq u e  is t h a t  th e  m a p p in g  is n o t c o n tin u o u s, a n d  a d ja c e n t p ix e ls  
in  th e  te x t u r e  im a g e  d o n o t n e c e ssa rily  c o rre sp o n d  to  a d ja c e n t p o in ts  o n  th e  su rfa c e  
o f  th e  m o d e l. T h is  h a s  tw o  im p lic a tio n s: f irs tly , i t  is  n o t p o ss ib le  t o  p e rfo rm  b le n d in g  
in  th e  te x t u r e  sp a c e  b e tw e e n  a d ja c e n t su rfa c e  tr ia n g le s  te x tu r e d  fro m  d ifferen t c a m e ra  
im a g es; a n d  seco n d ly , th e  te x tu r e  im a g e  c a n n o t b e  in te r p o la te d  in  re n d e rin g  t o  p e rfo rm  
a n ti-a lia s in g , a  p ro c e ss  te rm e d  te x t u r e  m ip -m a p p in g . In  o rd e r  to  p e r fo rm  b le n d in g  a n d  
m ip -m a p p in g  in  th e  te x tu r e  im a g e , a  c o n tin u o u s  3D  to  2 D  m a p p in g  is r e q u ire d  fo r  a  
m o d e l su ch  th a t  a d ja c e n t p o in ts  in  te x t u r e  sp a c e  are  a d ja c e n t on  th e  3 D  m o d e l su rfa c e .
F o r a  g e n e ra l m o d e l sh a p e , fin d in g  a  c o n tin u o u s p a ra m e te r is a tio n  o f  th e  3D  su rfa c e  o n  
a  2D  d o m a in  is n o t t r iv ia l.  T h e  p ro b le m  h a s  b e e n  a d d ressed  b y  se g m e n tin g  a  su rfa c e  
in to  lo c a l re g io n s  for w h ic h  a  c o n tin u o u s  m a p  c a n  b e  c o n s tru c te d , te rm e d  a  patch o r 
chart, a n d  p a c k in g  th e  p a tc h e s  in to  a  s in g le  te x tu r e  im a g e , te rm e d  a n  atlas [103]. T h is  
is  a n a lo g o u s  to  th e  p ro b le m  o f  d e fin in g  a  2 D  m a p  for th e  3 D  su r fa c e  o f  th e  w o rld  in  
c a rto g ra p h y . I t  is n o t p o s s ib le  to  d efin e  a  co n tin u o u s 3D  to  2D  m a p p in g  o n  th e  su rfa c e  
o f  a  sp h ere  su c h  th a t  ea ch  3 D  p o in t h a s  a  u n iq u e  2D  p o in t, in s te a d  th e  3 D  su rfa c e  m u st 
b e  s p lit  a n d  u n w ra p p e d  o n to  th e  2 D  d o m a in  [131]. H ere th e  s u rfa c e  o f  o u r g e n e ric  
h u m a n o id  m o d e l is c o n v e rte d  to  a  2 D  te x tu r e  m a p  u sin g  th e  m o d e l “p e lt in g ” te ch n iq u e
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in tro d u c e d  b y  P ip o n i e t  a l. [131]. M o d e l p e lt in g  m im ick s th e  p ro c e ss  b y  w h ie h  a n im a l 
h id es a re  s tre tc h e d  to  fo rm  a  fla t  p e lt  a n d  p r o d u c e s  a  s in g le  c o n tin u o u s  te x tu r e  p a tc h  
fo r  a  m o d el.
A  p o ly g o n a l m o d e l is p e lte d  b y  in tro d u c in g  a  sp lit  a lo n g  a  set o f  tr ia n g le  e d g es  su ch  
th a t  th e  su rfa c e  b e c o m e s to p o lo g ic a lly  e q u iv a le n t to  a  d isk  a n d  s tr e tc h in g  th e  m o d e l 
o n to  a  2 D  p la n e  [131]. T h e  s p lit  is d efin ed  m a n u a lly  a n d  th e  su rfa c e  is  th e n  tr e a te d  
as a  d e fo rm a b le  m o d e l w ith  a  se t o f  sp rin g  fo rce s  im p o se d  o n  th e  b o u n d a r y  v e rt ic e s  
a t tr a c t in g  th e  m o d e l to  a n  e x te rn a l c irc u la r  fra m e. T h e  su rfa c e  th e n  d efo rm s u n d e r 
th e  e x te rn a l c o n s tra in ts  t o  fo rm  a  fla t  d isk . T h e  v e r te x  lo c a tio n s  o f  th e  m o d e l c a n  
fin a lly  b e  p r o je c te d  o n to  a  2 D  p la n e  to  d efin e 2D  te x tu r e  c o o rd in a te s  for th e  m o d el. 
T h e  2D  te x tu r e  m a p  o b ta in e d  u sin g  th e  p e lt in g  te ch n iq u e  d e sc r ib e d  b y  P ip o n i e t  al. 
[131] is sh o w n  in  re d  in  F ig u r e  6 .1 (b ) . A s  su g g e s te d  b y  P ip o n i et a l. [131] i t  w a s 
n e c e ssa ry  to  p e rfo rm  lo c a l re fin e m en ts  a n d  m a n u a l m o d ific a tio n s  to  im p ro v e  th e  r e su lt  
o f  th e  m a p p in g  o b ta in e d  fro m  th e  p e lt in g  p ro c e d u re . A n  a d d itio n a l p e lt in g  fra m e 
w a s in tro d u c e d  to  f la t te n  th e  s h a p e  o f  th e  fa ce  a n d  o b ta in  a  g r e a te r  te x t u r e  sa m p lin g  
r a te  g iv in g  g r e a te r  r e la t iv e  im p o r ta n c e  to  th e  fa c ia l a p p e a ra n c e . I t  w a s  a lso  n e c e ssa ry  
to  f la t te n  th e  su rfa c e  u n d e r  a  s tr o n g  s e t  o f  e x te rn a l sp rin g  fo rce s  w h ic h  r e s u lte d  in  
a  c o m p le te ly  c irc u la r  p e lt . T h e  e x te rn a l c o n s tra in ts  w ere  th e n  r e la x e d  to  g iv e  a  m o re  
in tu itiv e  s h a p e  in  th e  te x t u r e  m a p  a n d  to  re d u ce  th e  r e la t iv e  d is to r tio n  o f  th e  tr ia n g u la r  
e lem en ts. F in a lly , m a n u a l a d ju stm e n ts  w ere  re q u ire d  to  c o rre c t tr ia n g le s  th a t  o v erla p  
or h a d  b e c o m e  e x c e ss iv e ly  e lo n g a te d  in  th e  te x tu r e  m a p . I t  sh o u ld  b e  n o te d  th a t  th is  
o p e r a tio n  o n ly  n eed s to  b e  p e rfo rm e d  o n ce  p e r  ge n e ric  m o d el.
T h e  p e lte d  te x tu r e  m a p  p ro v id e s  a  s in g le  c o n tin u o u s  m a p p in g  in  th e  te x tu r e  d o m a in  
for th e  3D  su rfa c e  o f  th e  h u m a n o id  m o d e l. T h e  m a p p in g  d o es h o w e v er c o n ta in  a  
d isc o n tin u ity  a t  th e  b o u n d a r y  w h e re  th e  s p lit  w a s  in tro d u c e d  in  th e  m o d e l su rfa ce . 
A t  th is  b o u n d a r y  th e  c o n tin u ity  in  th e  m a p p in g  is lo st a n d  te x tu r e  v a lu e s  c a n n o t b e  
b le n d e d  or in te r p o la te d . T h is  d isc o n tin u ity  w o u ld  re su lt  in  a  se a m  in  th e  ren d e re d  
m o d e l te x tu r e  w h ere  th e  su rfa c e  w a s  sp lit . T o  p e rfo rm  b le n d in g  a t  th is  b o u n d a ry , 
P ip o n i e t a l. [131] p ro p o se d  th e  u se o f  a  se c o n d  o v e r la p p in g  te x tu r e  m a p  fo r  th e  re g io n  
su rro u n d in g  th e  sea m . H o w ever, a  se p a ra te  te x tu r e  m a p  d o es  n o t so lv e  th e  p ro b le m  o f  
in c o rre c t te x tu r e  in te r p o la tio n  a t  th e  b o u n d a r y  in  m ip -m a p p in g  a n d  d o es  n o t a llo w  for
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(a) G e n e r ic  h u m a n o id  m o d e l (b) T e x tu r e  m a p  (c) T r ia n g le s  c o n n e c te d  to  th e  sea m
F ig u r e  6 .1: T e x tu r e  m a p  for th e  g e n e ric  h u m a n o id  m o d el sh o w in g  th e  p e lte d  te x tu r e  
reg io n  for th e  m o d e l in  red  w ith  th e  d u p lic a te d  te x tu r e  reg io n  su rro u n d in g  th e  p e lt  
b o u n d a ry  in  green .
b le n d in g  in  a  sin g le  te x tu r e  im a g e  as p re se n te d  in  S e c tio n  6 .1 .5 .
T h e  sea m  in  th e  te x tu r e  is rem o v ed  b y  c o n s tru c tin g  a  seco n d  te x t u r e  su rro u n d in g  
th e  sea m  in  th e  m o d e l a n d  c o m b in in g  th e  te x tu r e  w ith  th e  m o d e l p e lt  to  fo rm  a  sin g le  
te x tu r e  m a p  s u ita b le  for b le n d in g  a n d  te x tu r e  m ip -m a p p in g . T h e  set o f  m o d el tr ia n g le s  
c o n n e c te d  to  th e  tr ia n g le  ed g es fo rm in g  th e  sea m  in  th e  m o d e l a re  d u p lic a te d  in  th e  
seco n d  te x tu r e  m a p  a n d  p o s itio n e d  to  su rro u n d  th e  c o rre sp o n d in g  b o u n d a ry  v e rt ic e s  
in  th e  p e lte d  te x tu r e  m a p . T h e  seco n d  te x tu r e  m a p  th e n  fo rm s a  c o n tin u o u s m a p  as 
sh o w n  in  gree n  in  F ig u r e  6 .1 th a t  su rro u n d s  th e  b o u n d a ry  o f  th e  p e lte d  te x tu r e , sh o w n  
in  red . T e x tu r e  b le n d in g  a n d  in te r p o la tio n  c a n  n ow  b e  p e rfo rm e d  in  a  sin g le  te x tu r e  
im a g e  u sin g  th e  su ro u n d in g  d u p lic a te d  te x tu re .
6 . 1 . 2  T r i a n g l e  t o  i m a g e  a s s i g n m e n t
T h e  c a m e ra  im a g es are  re sa m p le d  o n to  th e  m o d e l te x tu r e  m a p  to  p ro v id e  th e  su rfa c e  
a p p e a r a n c e  in  ren d e rin g . T h is  re sa m p lin g  s te p  as o u tlin e d  in  S e c tio n  6 .1 .3  is p e rfo rm ed  
e ffic ie n tly  on  a  p e r-p o ly g o n  b a sis  r a th e r  th a n  a t  e v e r y  p o in t on  th e  m o d e l su rfa c e
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(a) T a rg e t  v ie w  a ssig n m en t (b) G r o u p e d  ta r g e t  a ssign m en t
F ig u r e  6.2: C o lo u r  c o d ed  a ssig n m en t o f  tr ia n g le s  to  ta r g e t  v ie w s  sh o w in g  (a) th e  in i­
t ia l ta r g e t  v ie w  a ssig n m en t a n d  (b) th e  g ro u p e d  a ssig n m en t m in im isin g  th e  b o u n d a ry  
b etw e en  th e  v ie w s. T h e  a ssig n m en t is m issin g  w h ere  a  tr ia n g le  is o c c lu d e d  in  a ll v ie w s.
in d iv id u a lly . T h e  g o a l o f  im a g e  a ssig n m en t is f ir s t ly  to  d efin e th e  v a lid  se t o f  im a g es 
in w h ich  ea ch  m o d el tr ia n g le  is v is ib le  a n d  th e  im a g e  p la n e  lo c a tio n s  o f  th e  tr ia n g le  
v e rtic e s  so  th a t  th e  su rfa c e  c o lo u r  c a n  b e  resa m p led  fro m  ea ch  c a m e ra  im a g e . T h e  g o a l 
is th e n  to  d efin e  th e  ta r g e t  c a m e ra  v ie w  for each  tr ia n g le  w ith  th e  g r e a te s t  re so lu tio n  
o f  th e  su rfa c e  co lo u r  for th e  fin a l te x tu r e  im ag e.
T h e  in p u t to  th e  te x tu r e  r e c o n stru c tio n  p ro cess  is th e  im a g e  p la n e  lo c a tio n s  for th e  
m o d el v e rtic e s  reco vered  in  s te re o  m a tc h in g  b e tw e e n  th e  c a m e ra  v ie w s. In  v ie w s  th a t  d o  
n o t form  a  ste re o  p a ir, th e  im a g e  p la n e  lo c a tio n  o f  th e  m o d e l v e rt ic e s  c a n  b e  o b ta in e d  
b y  p r o je c tio n  to  th e  c a m e ra  im a g e  p la n e . T h e  fa st h id d en  su rfa c e  a lg o r ith m  in tro d u c e d  
in S e c tio n  5 .2 .2  is u sed  as b efo re  to  d efin e th e  v is ib ility  o f  th e  m o d e l v e rtic e s  in  a  c a m e ra  
v ie w . W e th e re fo re  h a ve  b o th  th e  v is ib ility  Vim a n d  th e  im a g e  co rre sp o n d e n c e  uim for 
each  v e rte x  i in  im a g e  m. T h e  v a lid  set o f  im a g es Vfm for ea ch  tr ia n g le  fa c e t /  is d efin ed  
as th e  su b se t o f  c a m e ra  v ie w s  in  w h ic h  a ll th re e  tr ia n g le  v e rtic e s  are  v is ib le .
T h e  ta r g e t  c a m e ra  to  resa m p le  te x tu r e  is se le cte d  fro m  th e  v a lid  set o f  v ie w s  a c c o rd ­
in g to  th e  c a m e ra  v ie w  m o st o rth o g o n a l to  th e  su rfa c e  to  en su re  th e  h ig h e st te x tu r e
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re so lu tio n  in  th e  fin a l te x tu r e  im a g e . R e s o lu tio n  is d efin ed  as th e  p ix e l sa m p le  r a te  in  
th e  c a m e ra  im a g e  p e r  u n it  su r fa c e  a re a  o n  th e  m o d el, th e  fo re sh o rte n in g  o f  th e  su rfa c e  
in  p r o je c t io n  to  th e  c a m e ra  im a g e  p la n e . I f  a ll c a m e ra s  c a n  b e  a ssu m ed  to  im a g e  th e  
s u rfa c e  a t  th e  sa m e sc a le  th e n  th e  sa m p le  r a te  is p r o p o rtio n a l t o  th e  co sin e  o f  th e  a n g le  
b e tw e e n  th e  v ie w in g  d ire c t io n  a n d  th e  su rfa c e  n o rm a l o f  th e  tr ia n g le . T h e  ta r g e t  im a g e  
Vf for ea ch  tr ia n g le  fa c e t  /  is  th e n  se le c te d  as th e  v a lid  v ie w  w ith  t h e  sm a lle s t v ie w in g  
an gle .
T h e  ta r g e t  v ie w  fo r  th e  m o d e l tr ia n g le s  c a n  p o te n tia lly  fo rm  a  h ig h ly  d isco n tin u o u s se t 
in  th e  te x tu r e  im a g e  as sh o w n  in  F ig u r e  6 .2 (a ). D is to r tio n s  c a n  a rise  a t  th e  b o u n d a rie s  
b e tw e e n  th e  te x tu r e  d e r iv e d  fro m  d ifferen t v ie w s  a n d  so  i t  is  d e s ire a b le  t o  g ro u p  th e  
ta r g e t  v ie w s  in to  la rg e r  c o n tig u o u s  se c tio n s  in  th e  te x tu r e  d o m a in . H ere th e  p a tc h  
g ro w in g  te ch n iq u e  p re se n te d  b y  N ie m  a n d  B ro s z io  [126] is  u se d  to  ite r a t iv e ly  a d ju s t  
th e  ta r g e t  v ie w  a ss ig n m e n t o f  th e  tr ia n g le s  to  m in im ise  th e  n u m b e r o f  tr ia n g le  ed g es 
fo rm in g  a  b o u n d a r y  b e tw e e n  d ifferen t v ie w s  in  th e  te x tu r e  m a p . T h e  ta r g e t  v ie w s  a re  
g ro u p e d  u sin g  th e  p ro c e d u re  group Jarget-assignment a n d  th e  r e s u lt  sh o w n  in  F ig u r e  
6 .2 (b ).
I n p u t :  ta r g e t  v ie w  a ss ig n m e n t, Vf
v a lid  v ie w  a ssig n m en t, Vfm
O u t p u t :  g r o u p e d  ta r g e t  a ssig n m en t, Vf
P r o c e d u r e :  group-target-assignment
1. w h ile  ( assignment updated)
2. fo r  ( each triangle facet f )
3. re a d  ( triangle assignment Vf)
4. re a d  (edge-connected triangle assignments)
5. i f  (two edges have a different assigned view v /)
6. i f  (v'f is a valid view)
7. se t (vf — Vf)
6 . 1 . 3  I m a g e  t o  t e x t u r e  r e s a m p l i n g
O n c e  th e  tr ia n g le s  o f  a  m o d e l a re  a ss ig n e d  to  a  v a lid  set o f  c a m e ra s , ea ch  c a m e ra  im a g e  
c a n  b e  re sa m p le d  t o  a  te x t u r e  m a p  to  g iv e  a  te x tu r e  w ith  r e sp e c t to  th e  c a m e ra  v ie w . 
A  s tr a ig h tfo rw a rd  a p p ro a c h  to  th e  re sa m p lin g  p ro b le m  is to  u se  r a y  c a s t in g  [130]. F or
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F ig u re  6.3: T e x tu r e  re sa m p le d  fro m  th re e  c a m e ra  im ag es. T e x tu r e  is m issin g  w h ere  
each  c a m e ra  d o es n o t fo rm  a  v a lid  v ie w  for th e  c o rre sp o n d in g  m o d e l tr ia n g le s .
each  p ix e l in th e  te x tu r e  m a p  th e  c o rre sp o n d in g  tr ia n g le  a n d  su rfa c e  p o in t c a n  b e  
fou n d  on  th e  m o d el. T h e  p ix e l c o lo u r  c a n  th e n  b e  d e te rm in e d  fro m  th e  im a g e  p la n e  
c o rresp o n d en ce  o f  th e  tr ia n g le  in  th e  c a m e ra  im ag e . T h is  re sa m p lin g  c a n  b e  p e rfo rm e d  
e ffic ie n tly  b y  m a k in g  u se o f  th e  h a rd w a re  a cc e le r a te d  re n d e rin g  p ip e lin e  to  resa m p le  
each  m o d el tr ia n g le  ra th e r  th a n  e v e r y  te x tu r e  p ix e l.
A  c a m e ra  im a g e  is resa m p led  b y  c o n v e rtin g  a  c a m e ra  im a g e  to  a  te x tu r e  m a p  a n d  u sin g  
th e  im a g e  p la n e  co rre sp o n d e n c e  Ugm to  d efin e th e  2D  te x tu r e  c o o rd in a te s  in  th e  c a m e ra  
im ag e. T h e  m o d e l is th e n  ren d e re d  to  an  o r th o g ra p h ic  v ie w  u sin g  th e  v e r te x  lo c a tio n s  
o f  th e  m o d el p e lt  a n d  ea ch  tr ia n g le  te x tu r e d  fro m  th e  c a m e ra  im a g e  w h ere  th e  c a m e ra  
form s a  v a lid  v ie w  for th e  tr ia n g le . T h is  ren d e rin g  p ro c e ss  re sa m p les  th e  su rfa c e  co lo u r 
in  th e  c a m e ra  v ie w  o n to  th e  p la n e  o f  th e  m o d e l te x tu r e  m a p , th e  a lg o r ith m  is o u tlin e d  in  
p ro c e d u re  resample.texture. B o th  th e  o r ig in a l a n d  d u p lic a te d  m o d e l tr ia n g le s  m u st b e  
ren d ered  to  g iv e  b o th  th e  p e lte d  te x tu r e  a n d  th e  su rro u n d in g  d u p lic a te d  m o d e l te x tu re . 
F ig u r e  6 .3  illu s tra te s  th e  te x tu r e  m a p  d e riv e d  fro m  th re e  d ifferen t c a m e ra  im a g e s  u sin g  
th e  h a rd w a re  a c c e le ra te d  re sa m p lin g  p ro c e d u re .
It sh o u ld  b e  n o ted  th a t  a  2D  te x tu r e  im a g e  is m a p p e d  o n to  a  3 D  m o d e l w ith  an  
a ffine tr a n sfo r m a tio n  d efin ed  b y  th e  2 D  te x tu r e  c o o r d in a te s  fo r  th e  v e rt ic e s  o f  ea ch  
su rfa ce  tr ia n g le . T h e  p ro p o se d  te ch n iq u e  for re sa m p lin g  th e re fo re  p e rfo rm s a  p iece- 
w ise  affine tr a n sfo rm a tio n  o f  a  c a m e ra  im ag e  to  th e  m o d e l te x tu r e  m a p . T h e r e  is 
a c tu a lly  a  p e rs p e c tiv e  d is to r tio n  in  th e  p r o je c tio n  o f  th e  m o d e l su rfa c e  to  th e  c a m e ra
6.1. View-Independent Texture 139
im a g e  a n d  a  p e rs p e c tiv e  tr a n s fo r m a tio n  is req u ired  to  c o rr e c tly  re sa m p le  a  c a m e ra  v ie w  
to  th e  te x tu r e  im a g e . P e r s p e c t iv e ly  c o rr e c t te x tu r in g  c a n  b e  p e rfo rm e d  in  h a rd w a re  b y  
m a k in g  u se o f  p e rs p e c tiv e  te x t u r e  c o o r d in a te s  d efin in g  a  3 D  te x t u r e  c o o rd in a te  w ith  
r e s p e c t  to  a  te x tu r e  im a g e  [50], H o w ever, th e  fra m e w o rk  fo r  s h a p e  r e c o v e ry  p ro v id e s  th e  
im a g e  c o rre sp o n d e n c e  fo r  th e  m o d e l v e rt ic e s  in d e p e n d e n t o f  th e  3 D  v e r te x  p o s itio n  to  
a llo w  fo r  in e x a c t  c a m e ra  c a lib ra tio n . I t  is fe a s ib le  to  a sso c ia te  a  c o rre sp o n d in g  d e p th  
v a lu e  fo r  p e rs p e c tiv e  te x tu r in g , a lth o u g h  in  p r a c tis e  th is  is fo u n d  t o  b e  u n n e c e ssa ry  
as th e  m o d e l tr ia n g le s  h a v e  a  r e la t iv e ly  sm a ll a re a  a n d  th e  d is to r tio n  fro m  a n  affine 
tr a n s fo r m a tio n  w ith in  ea ch  tr ia n g le  is n o t a p p a re n t.
I n p u t :  v a lid  v ie w  a ssig n m en t, Vfm
c a m e ra  im a g e , I m 
im a g e  c o rre sp o n d e n c e , uim 
te x t u r e  m a p  s p e c ific a tio n , yffEX
O u t p u t :  re sa m p le d  te x t u r e  im a g e , l £ f X
P r o c e d u r e :  resampleJ,exture
1. lo a d  (Jm as texture)
2. s e t  ( orthographic view for rendering)
3. fo r  ( each triangle facet f )
4. i f  ( image is a valid view)
5. se t ( texture coordinates from Uim)
6. se t (vertex locations from yffEX)
7. ren d e r ( triangle f )
8. re a d  (rendered image l £ f x )
6 . 1 , 4  T e x t u r e  f i l l i n g
T e x tu r e  fillin g  is  p e rfo rm e d  to  p r o v id e  a  c o m p le te  te x tu r e  m a p  fo r  a  m o d e l. It is fe a s ib le  
th a t  som e tr ia n g le s  o n  th e  m o d e l a re  o c c lu d e d  in  a ll c a m e ra  v ie w s  a n d  th e re  w ill  b e  n o  
re sa m p le d  te x tu r e  in  th e se  reg io n s. T e x tu r e  is sy n th e sise d  in  th e se  m issin g  se c tio n s  t o  
fill th e  te x tu r e  m a p  a n d  p ro v id e  a  c o m p le te  m o d e l a p p e a ra n c e .
T e x tu r e  sy n th e sis  is  p e rfo rm e d  u sin g  th e  te x t u r e  d e riv e d  fro m  th e  ta r g e t  c a m e ra  im a g es. 
A  s in g le  te x t u r e  im a g e  is c o n s tr u c te d  to  co m b in e  th e  te x tu r e  fro m  th e  ta r g e t  v ie w s  a n d  
m issin g  te x tu r e  is  in te r p o la te d  fro m  th e se  v is ib le  regio n s. E a c h  re sa m p le d  te x tu r e  
im a g e  fo r  a  c a m e ra  v ie w  is m a sk e d  b y  th e  im a g e  re g io n  c o rre sp o n d in g  to  th e  tr ia n g le s
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F ig u re  6.4: F ou r su cce ssiv e  lev e ls  in  a  G a u s s ia n  im a g e  p y ra m id  sh o w n  a t  th e  sa m e 
im ag e s ize  to  il lu s tra te  th e  d ecre a se  in  im a g e  re so lu tio n  a n d  fillin g  o f  m issin g  im a g e  
sectio n s.
for w h ich  th e  v ie w  is th e  ta r g e t . A  ta r g e t  m a sk  is c o n s tru c te d  h ere  b y  re n d e rin g  th e  
tr ia n g le s  th a t  u se a  c a m e ra  as th e  ta r g e t  v ie w  to  th e  m o d e l te x tu r e  m a p  as d e sc r ib e d  
in S e c tio n  6 .1 .3  b u t b y  u sin g  a  u n ifo rm  m o d e l c o lo u r  ra th e r  th a n  th e  c a m e ra  te x tu r e  
im ag e. T h e  re su ltin g  m a sk s  w ere sh o w n  p r e v io u s ly  in  F ig u r e  6.2 u sin g  a  d ifferen t 
co lo u r for ea ch  v ie w . A  sin g le  te x tu r e  im a g e  is c o n s tru c te d  b y  c o m b in in g  th e  m a ske d  
resa m p led  te x tu r e  im ag es.
In te rp o la tio n  in  th e  te x tu r e  im a g e  is p e rfo rm e d  u sin g  th e  “p u s h -p u ll” a lg o r ith m  p ro ­
p o sed  b y  G o r t le r  e t  a l. [69]. T h e  a lg o r ith m  first p e rfo rm s a  “p u ll” p h a se  in  w h ic h  
a  su cce ssio n  o f  lo w er-re so lu tio n  ve rsio n s o f  th e  te x tu r e  im a g e  are  c o n s tru c te d  w h ere  
th e  v is ib le  reg io n s o f  te x tu r e  b e c o m e  m ore c lo se ly  sp a ced . A  “ p u s h ” p h a se  is th e n  
p e rfo rm ed  s ta r t in g  a t  th e  lo w est re so lu tio n  in  w h ic h  th e re  a re  n o  m issin g  se c tio n s  o f  
te x tu r e  a n d  fillin g  in  th e  m issin g  te x tu r e  p ix e ls  a t  ea ch  h ig h e r  re so lu tio n  im ag e.
A  G a u ss ia n  im a g e  p y ra m id  [28] is u sed  to  p ro v id e  a  seq u en ce o f  lo w er-re so lu tio n  im ag es. 
E a c h  im a g e  in  th e  p y ra m id  is co n v o lv e d  w ith  a  5 x5  G a u s s ia n  k ern el, as d e sc r ib e d  b y  
B u r t  a n d  A d e lso n  [28], s ta r t in g  w ith  th e  in it ia l te x tu r e  im ag e . T h e  resu lt is a  low - 
p ass filtered  ve rsio n  o f  each  im a g e  in  w h ic h  th e  re so lu tio n  is re d u ce d  b y  h a lf  a t  ea ch  
ste p  to  g iv e  a  p y ra m id  o f  filte re d  im a g e s  as sh o w n  in  F ig u r e  6.4. M iss in g  se c tio n s  o f  
te x tu r e  in th e  im a g es a re  n e g le c te d  in  th is  c o n v o lu tio n  w h ere  th e  te x tu r e  p ix e ls  h a ve  
n ot b een  resa m p led  from  an  im a g e . T h e  g a u ss ia n  k ern el p ro v id e s  a  w e ig h te d  a ve ra g e  o f  
te x tu r e  p ix e ls  a n d  th e  c o m p o n e n ts  o f  th e  kern el m u st b e  re-n o rm a lise d  to  c o m p e n sa te  
for p ix e ls  th a t  h a ve  b e e n  n e g le c te d  fro m  th e  5 x5  w in d o w . T h e  m issin g  te x tu r e  p ix e ls
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(a) C o m b in e d  re sa m p le d  te x tu r e  im a g e s  (b) “P u s h -p u ll” in te r p o la te d  im a g e
F ig u r e  6.5: T h e  sy n th e s ise d  te x tu r e  u s in g  “ p u s h -p u ll” in te r p o la tio n  w ith  a  G a u ss ia n  
im a g e  p y ra m id .
a t  ea ch  re so lu tio n  a re  th e n  fille d  s ta r t in g  a t  th e  p e n u ltim a te  re so lu tio n  o f  th e  p y ra m id  
b y  b ilin e a r  in te r p o la tio n  o f  th e  p ix e l v a lu e s  fro m  th e  p re c e e d in g  low er re so lu tio n  im ag e . 
F ig u r e  6.5 sh o w s th e  m issin g  se c tio n s  o f  th e  te x tu r e  m a p  filled  u s in g  th is  “p u ll-p u sh ” 
p ro c e ss  w ith  a  G a u s s ia n  im a g e  p y ra m id .
I n p u t :  im a g e , I
O u t p u t :  fille d  im a g e , /
P r o c e d u r e :  push-pull-interpolate
1. construct- Gaussian-image-pyramid(P)
2. for ( Gaussian image I_g> g =  Ng — 2 . . .  0)
3. for ( each pixel p in Lg)
4. i f  (pixel p empty)
5. set (p =  bi-linearly-interpolate(I_g+i,p ))
6. se t (/  =  Iq)
6.1.5 Texture blending
T h e  te x tu r e  im a g e  c o n s tru c te d  fro m  th e  ta r g e t  c a m e ra  v ie w s, as sh o w n  in  F ig u r e  6 .5 (a ), 
p ro v id e s  th e  h ig h e st re so lu tio n  te x tu r e  th a t  c a n  b e  a ch ie v ed  w ith  a  s in g le  fra m e  o f  
c a m e ra  im ag es. T h is  te x tu r e  im a g e  c a n  h o w ever co n ta in  d is to r tio n s  a t  th e  b o u n d a ry  
b e tw e e n  th e  tr ia n g le s  te x tu r e d  fro m  d ifferen t im a g e s  d u e  to  a n y  m isr e g is tra tio n  o f  th e
142 Chapter 6. Multiple View Reconstruction of Appearance
m o d e l su r fa c e  w ith  th e  im a g e s  o r w h e re  th e re  is a  d ifferen t v ie w -d e p e n d e n t a p p e a r a n c e  
o f  th e  su rfa c e  in  ea ch  v ie w . T e x tu r e  b le n d in g  is  p e rfo rm e d  a t  th e se  b o u n d a rie s  to  en su re  
a  sm o o th  tr a n s it io n  in  th e  c o lo u r  te x tu r e  reco ve red  fro m  th e  d ifferen t v ie w  p o in ts .
T e x tu r e  b le n d in g  is  p e rfo rm e d  u sin g  a  w e ig h te d  a v e ra g e  o f  th e  te x tu r e s  d e riv e d  fro m  
d ifferen t v ie w s. A  sm o o th  tr a n s it io n  a t  th e  te x t u r e  b o u n d a rie s  c a n  b e  a ch ie v e d  w ith  a  
s m o o th  tra n s fo r m a tio n  o f  th e  re la t iv e  w e ig h t g iv e n  to  ea ch  v ie w . T e c h n iq u e s  fo r  b le n d ­
in g  m a ke u se o f  fa c to rs  su c h  as th e  r e la t iv e  o r ie n ta tio n , o f  th e  su rfa c e  w ith  r e s p e c t  to  a  
c a m e ra  v ie w  a n d  th e  re la t iv e  d is ta n c e  to  th e  ed g e  o f  th e  te x tu r e  to  d efin e  th e  w e ig h tin g  
te rm  [126, 130]. H ere a  m u ltire so lu tio n  b le n d in g  te ch n iq u e  is u sed , a s  p re se n te d  b y  
B u r t  a n d  A d e lso n  [28] a n d  u se d  fo r  te x t u r e  b le n d in g  b y  L e e  a n d  M a g n e n a t-T h a lm a n n  
[130] in  h u m a n  h e a d  m o d e llin g . T h e  m u lti-re so lu tio n  a p p ro a c h  en su res t h a t  th e  e x te n t 
o f  te x tu r e  b le n d in g  co rre sp o n d s  to  th e  s p a tia l  fr e q u e n c y  o f  th e  fe a tu re s  in  th e  te x ­
tu r e  im a g e , p re se rv in g  th e  h ig h er fre q u e n c y  d e ta il  t h a t  c a n  b e c o m e  b lu rre d  w ith  o th e r  
tech n iq u es.
T h e  m u lti-re so lu tio n  sp lin e  d e sc r ib e d  b y  B u r t  a n d  A d e ls o n  [28] p e rfo rm s a  w e ig h te d  
a v e ra g e  fo r  a  se t o f  im a g e s  a t  a  seq u en ce  o f  im a g e  re so lu tio n s . A  G a u s s ia n  im a g e  
p y r a m id  is c o n s tru c te d  fo r  ea ch  im a g e  g iv in g  a  lo w -p a ss  filte re d  v e rs io n  o f  th e  o r ig in a l 
im a g e  a t  su c c e ss iv e ly  lo w er-re so lu tio n s as sh o w n  p r e v io u s ly  in  F ig u r e  6.4. A  b a n d -p a ss  
filte re d  im a g e  seq u en ce , th e  L a p la c ia n  im a g e  p y ra m id , is th e n  c o n s tru c te d  b y  ta k in g  th e  
d ifferen ce  b e tw e e n  ea ch  lev e l in  th e  G a u s s ia n  im a g e  p y ra m id . T h e  L a p la c ia n  p y ra m id  
p ro v id e s  th e  im a g e  fe a tu re s  a t  d ifferen t s p a tia l  freq u e n cies  a n d  h a s  th e  p r o p e r ty  th a t  th e  
su m m a tio n  o f  th e  p y ra m id  r e c o n s tru c ts  th e  o r ig in a l im a g e  [28]. A  w e ig h te d  a v e ra g e  is 
p e rfo rm e d  a t  th e  d ifferen t lev e ls  o f  th e  L a p la c ia n  p y r a m id  a cro ss  a ll th e  o r ig in a l im ag es. 
T h e  a v e ra g e d  p y r a m id  c a n  th e n  b e  su m m e d  s ta r t in g  a t  th e  p e n u ltim a te  re so lu tio n  o f  
th e  p y ra m id  b y  b i- lin e a r  in te r p o la tio n  o f  th e  p ix e l v a lu e s  fro m  th e  p re c e d in g  low er- 
re so lu tio n  im a g e  to  g iv e  th e  fin a l b le n d e d  im a g e .
T h e  re la tiv e  w e ig h t g iv e n  to  ea ch  p ix e l in  ea ch  L a p la c ia n  p y r a m id  is d efin ed  u sin g  
a n  a d d itio n a l p y ra m id  s tr u c tu r e  [28]. A  G a u s s ia n  p y r a m id  is  c o n s tru c te d  fo r  ea ch  
ta r g e t  im a g e  m a sk , th e  m a sk  d efin in g  th e  re g io n  o f  ea c h  te x tu r e  im a g e  fo r  w h ic h  th e  
c o rre sp o n d in g  c a m e ra  im a g e  is th e  ta r g e t  v ie w . T h e  in it ia l  m a sk  is g iv e n  a  b in a r y  v a lu e
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( 0 ,1 ) .  T h e  m a sk  is th e n  lo w -p a ss  filte re d  in  th e  G a u s s ia n  p y r a m id  t o  g iv e  co n tin u o u s 
w e ig h t d efin in g  th e  r e la t iv e  in flu e n c e  o f  ea ch  p ix e l in  th e  p y r a m id . T h e  p ix e ls  in  each  
L a p la c ia n  p y r a m id  are  w e ig h te d  b y  th e  c o rre sp o n d in g  v a lu e  in  th e  G a u s s ia n  p y r a m id  
fo r  th e  ta r g e t  m a sk  a n d  su m m e d  to  g iv e  th e  m u lti-re so lu tio n  w e ig h te d  a v era g e . T h e  
e ffe ct o f  th e  G a u s s ia n -filte r e d  m a sk s  is to  s m o o th ly  s p re a d -o u t th e  r e la t iv e  w e ig h t g iv e n  
to  c o rre sp o n d in g  p ix e ls  in  ea ch  o f  th e  L a p la c ia n  p y ra m id s. A t  th e  h ig h e s t  lev els  o f  th e  
p y r a m id  th e  lo w -p a ss  filte re d  m a sk s  g iv e  o n ly  a  lo c a lise d  w e ig h te d  a v e ra g e , p r e s e rv in g  
th e  h ig h -fre q u e n c y  im a g e  fe a tu re s . A t  th e  lo w est lev e ls  o f  th e  p y r a m id  th e  m a sk s  are  
sm o o th e d  to  g iv e  a  w e ig h te d  a v e ra g e  o f  th e  lo w -fre q u e n c y  fe a tu r e s  a cro ss  th e  en tire  
im a g e .
I n p u t :  im a g e s , I m
im a g e  m a sk s , M m
O u t p u t :  b le n d e d  im a g e , I
P r o c e d u r e :  multiresolutionJblend
1. for ( each image / m and mask M.m )
2. push-pulLinterpolate(I_m )
3. construct-LaplacianJmage-pyramid(I_m)
4. construct- GaussianJmaae-vyramidi M  m )
5. (Multiply Laplacian with Gaussian pyramid)
6. (Sum Laplacian pyramids)
7. fo r  (Laplacian image Li, I =  Ni — 2 . . .  0)
8. fo r  ( each pixel p in Li)
9. se t (p =  p-\- bi-linearly-interpolate(Li+itP))
10. se t (/  =  Iff)
It  is im p o r ta n t to  n o te  t h a t  th e  m u lti-re so lu tio n  te ch n iq u e  p re se n te d  b y  B u r t  a n d  A d e l-  
so n  [28] req u ire s  im a g e s  t h a t  c o m p le te ly  o v e rla p  so  th a t  e v e r y  p ix e l  in  ea ch  L a p la c ia n  
p y r a m id  is d efin ed . T h e  im a g e  m a sk s  m u st a lso  b e  n o n -o v e r la p p in g  a n d  cover th e  
e n tire  im a g e  ra n g e  t o  en su re  t h a t  th e  w e ig h t a t  ea ch  p ix e l  a cro ss  a ll  im a g e s  su m s to  
u n ity . T h e  r e sa m p le d  te x t u r e  im a g e  fo r  ea ch  c a m e ra  v ie w  is th e re fo re  e x p a n d e d  to  
cover th e  e n tire  im a g e  r a n g e  u s in g  th e  “p u s h -p u ll” in te r p o la tio n  te c h n iq u e  d e sc r ib e d  in  
S e c tio n  6 .1 .4 . T h e  im a g e s  a re  a lso  b le n d e d  to  sy n th e sise  m issin g  te x t u r e  w ith  th e  m a sk  
for th e  m issin g  te x tu r e  c o n s tru c te d  fro m  th e  co m p lem e n t o f  th e  ta r g e t  im a g e  m a sks . 
T h e  fin a l v ie w -in d e p e n d e n t te x t u r e  m a p  for th e  m o d e l is  o b ta in e d  w ith  th e  a lg o r ith m
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view-independent-texture. R e s u lts  fo r  th is  a p p ro a c h  are  p re se n te d  in  S e c tio n  6.3.
I n p u t :  c a m e ra  im a g es, / m
im a g e  co rre sp o n d e n c e , uim 
t e x tu r e  m a p  sp e c ific a tio n , u f EX
O u t p u t :  b le n d e d  te x tu r e  im a g e , JTEX
P r o c e d u r e :  view-independent-texture
1 . se t (valid view assignments, V f m )
2. se t (target view assignments, Vf)
3. group-targ et-assignment(v f)
4. fo r  (each camera image m )
5. resample-texture(l/ffx )
6. resamvle-mask(M fffx )
7 . (Synthesise missing texture)
8. multiresolution-blend(all images and masks)
6.2 View-Dependent Texturing
In  v ie w -d e p e n d e n t te x tu r in g  th e  o r ig in a l c a m e ra  im a g e s  a re  u se d  as a  se t o f  te x tu r e  
m a p s for a  m o d e l a n d  b le n d e d  d y n a m ic a lly  a cc o rd in g  t o  th e  v ie w -p o in t u se d  in  re n d e r­
in g . E a c h  c a m e ra  im a g e  sa m p le s  th e  v ie w -d e p e n d e n t a p p e a r a n c e  o f  th e  su rfa c e  lig h t 
field  for th e  m o d el. T h is  v ie w -d e p e n d e n t a p p e a r a n c e  is th e n  r e p ro d u c e d  b y  b le n d in g  
th e  d ifferen t c a m e ra  te x tu r e s  a c c o r d in g  to  th e  p r o x im ity  o f  ea ch  c a m e ra  to  th e  re n d e re d  
v ie w -p o in t. V ie w -d e p e n d e n t te x tu r in g  is p re se n te d  in  th is  se c tio n . A  v e rte x -c e n tre d  
w e ig h t is firs t d e sc r ib e d  in  S e c tio n  6 .2 .1  to  o b ta in  a  v ie w -d e p e n d e n t c o lo u r  a cro ss a  
su rfa c e  m esh . S e c tio n  6 .2 .2  th e n  d e sc r ib e s  a  tr ia n g le  ce n tre d  w e ig h t to  te x tu r e  th e  
su rfa c e  tr ia n g le s  fro m  a  su b s e t  o f  c lo sest ca m e ra s . F in a lly  in  S e c tio n  6 .2 .3  a  m u lti-p a ss  
re n d e rin g  a lg o r ith m  is p re se n te d  m a k in g  u se o f  v ie w -d e p e n d e n t c o lo u r  a n d  te x tu r e  to  
sy n th e sise  a  v ir tu a l  v ie w .
6 . 2 . 1  V i e w - d e p e n d e n t  c o l o u r
T h e  in p u t to  v ie w -d e p e n d e n t te x tu r in g  is th e  im a g e  p la n e  co rre sp o n d e n c e  fo r  ea ch  
m o d e l v e r te x  in  e v e r y  c a m e ra  v ie w . T h is  im a g e  co rre sp o n d e n c e  is u se d  to  d eriv e  a
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F ig u r e  6.6: T h e  v ir tu a l  v ie w in g  a n g le  <pim u se d  to  d efin e  th e  v ie w -d e p e n d e n t w e ig h t 
bim o f  v e r t e x  i w ith  r e s p e c t  to  c a m e ra  m  fo r  a  v ir tu a l  v ie w p o in t.
c o lo u r  a t  ea ch  v e r t e x  to  g iv e  a  v ie w -d e p e n d e n t c o lo u r a cro ss  th e  su r fa c e  o f  th e  m o d el. 
A  b le n d  w e ig h t bim is c a lc u la te d  a t  ea c h  v e r te x  i for ea ch  im a g e  m  to  fa v o u r  th e  c a m e ra  
v ie w s  w h o se  o p tic a l  a x is  is th e  c lo se st to  th e  d esired  v ie w in g  d ire c tio n . T h e  p r o x im ity  
o f  a  c a m e ra  to  th e  v ir tu a l  v ie w  is d efin ed  as th e  cosin e o f  th e  a n g le  fro m  th e  c a m e ra  
v ie w in g  d ire c t io n  to  th e  v ie w in g  d ire c t io n  o f  th e  v ir tu a l  v ie w , bim =  co s  <pim [135, 130] 
as sh o w n  in  F ig u r e  6.6. T h e  v e r t e x  w e ig h ts  a re  n o rm a lise d  to  su m  to  on e a cro ss  a ll 
v is ib le  v ie w s  =  Vimbim/  E m  vimhm- T h e  c o lo u r a t  ea ch  m o d e l v e r t e x  I_i is  f in a lly  
d efin ed  as th e  w e ig h te d  a v e ra g e  o f  th e  im a g e  co lo u r  in  ea ch  im a g e , Li — E m  hmLim- 
S o m e v e rt ic e s  m a y  b e  o c c lu d e d  in  a ll c a m e ra  v ie w s , in  w h ic h  c a se  a  v e r t e x  c o lo u r  c a n n o t 
b e  d e riv e d . E a c h  v e r te x  w ith  n o  c o lo u r  a ss ig n m e n t is th e re fo re  ite r a t iv e ly  a ss ig n e d  an  
a v e ra g e  o f  th e  a d ja c e n t v e r t e x  co lo u rs  to  g iv e  a  c o m p le te  d e s c r ip tio n  o f  th e  su rfa c e  
a p p e a ra n c e .
6 . 2 . 2  V i e w - d e p e n d e n t  t e x t u r e
T e c h n iq u e s  fo r  v ie w -d e p e n d e n t te x t u r in g  m a k e  u se o f  th e  su b se t o f  th e  a v a ila b le  c a m e ra  
im a g e s  c lo sest to  th e  re n d e re d  v ie w p o in t  [48, 1 1 3 , 135]. In  th e  g e n e ra l c a se  w h e re  
c a m e ra s  a re  lo c a te d  a t a r b itr a r y  p o s it io n s  in  sp a c e , c a m e ra  se le c tio n  h a s  b e e n  b a se d  on  
th e  th re e  c lo se st c a m e ra s  su rro u n d in g  th e  v ir tu a l  v ie w p o in t. In  th e  s tu d io , c a m e ra s  are 
lo c a te d  in  a  c irc le  in  o rd e r  to  s u rro u n d  a  p e rso n  fro m  a  lim ite d  se t o f  v ie w s . T h e  tw o  
c lo se st c a m e ra s  to  th e  d e s ire d  v ir tu a l  v ie w  a re  th e re fo re  se le c te d  for v ie w -d e p e n d e n t
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F ig u r e  6.7: T h e  v ir tu a l  v ie w in g  a n g le  fiim u se d  to  d efin e  th e  tr a d e -o ff  b e tw e e n  tw o  
c a m e ra s  u sin g  th e  d ifferen ce  (cos fin — cos figu) •
te x tu r in g  [130]. A  v ie w -d e p e n d e n t w e ig h t is  d e riv e d  a t th e  tr ia n g le  v e rt ic e s  o f  th e  m esh  
to  d efin e th e  r e la t iv e  in flu e n ce  o f  th e se  tw o  c lo sest v ie w s  in  te x tu r in g  ea c h  tr ia n g le .
T h e  v ie w -d e p e n d e n t v e r te x  w e ig h t bimf  fo r  ea ch  v e r te x  i on  ea ch  tr ia n g le  fa c e t  /  is a g a in  
d efin ed  b y  th e  p r o x im ity  o f  th e  c a m e ra  v ie w in g  d ire c tio n  to  th e  v ir tu a l  v ie w  g iv e n  b y  
th e  a n g le  figm. T h e  b le n d  w e ig h t is  n o w  d efin ed  as bgmf =  cos figf — cos fin w h e re  fig 
is th e  a n g le  b e tw e e n  th e  tw o  v ie w in g  d ire ctio n s  to  th e  c a m e ra s  u se d  for te x tu r in g  a t  
th e  v e r te x  [130] as sh o w n  in  F ig u r e  6 .7. B le n d in g  n o w  fa v o u rs  th e  o r ig in a l c a m e ra  
v ie w s  e x a c t ly  w h e n  th e  v ir tu a l  v ie w in g  d ire c tio n  is c o in c id e n t w ith  a  c a m e ra  v ie w in g  
d ire ctio n . T h e  v ie w -d e p e n d e n t v e r te x  w e ig h t is se t to  zero , bgmf  =  0, i f  a n y  o f  th e  
v e rtic e s  a re  n o t v is ib le  in  th e  c a m e ra  v ie w . T h e  v e r te x  w e ig h ts  a re  fin a lly  n o rm a lise d  
to  su m  to  on e a cro ss  th e  tw o  te x tu r e  v ie w s  to  g iv e  bgmf.
T h e  v e r te x  w e ig h ts  bgm p r o v id e  a  v ie w -d e p e n d e n t v e r te x  co lo u r  I_g fo r  th e  m o d e l th a t  
v a rie s  s m o o th ly  a c c o r d in g  to  th e  v ir tu a l  v ie w p o in t in  re n d e rin g . T h e  tr ia n g le  w e ig h ts  
bgmf p ro v id e  a  s m o o th  tr a n s it io n  a cro ss  ea ch  tr ia n g le  b e tw e e n  tw o  c a m e ra  im a g e s  for 
v ie w -d e p e n d e n t te x tu r in g .
6 . 2 . 3  M u l t i - p a s s  r e n d e r i n g
T h e  m o d e l is ren d e re d  in  m u ltip le  p a sse s  to  a  v ir tu a l  v ie w  w ith  v ie w -d e p e n d e n t w e ig h t­
in g  o f  th e  te x tu r e  fro m  th e  tw o  a d ja c e n t c a m e ra  im a g e s . S o m e tr ia n g le s  on  th e  m o d e l
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w ill  n o t n e c e ssa rily  b e  v is ib le  in  e ith e r  im a g e  a n d  w ill th e re fo re  h a v e  n o  te x t u r e  in  
re n d e rin g . In  a n  in it ia l  re n d e r  p a ss  th e  m o d e l is firs t  co lo u re d  w ith  th e  v ie w -d e p e n d e n t 
c o lo u r  d e r iv e d  a t  th e  m e sh  v e rt ic e s  in  o rd er to  fill th e  m iss in g  a re a s  o f  te x tu r e . T h e  
su rfa c e  c o lo u r  is  th e n  r e p la c e d  w h e re  p o ss ib le  b y  th e  d e ta ile d  te x t u r e  fro m  th e  c a m e ra  
im a g e s  in  su b se q u e n t p a sse s.
I n p u t :  c a m e ra  im a g e s , I_m
im a g e  c o rre sp o n d e n c e , uim 
v ir tu a l  c a m e ra  p a ra m e te rs , P
O u t p u t :  re n d e re d  im a g e
P r o c e d u r e :  view-dependent-texture
1. se t (vertex weights bim)
2. se t ( triangle vertex weights bimf)
3. se t ( weighted vertex colour I_i)
4. se t (unassigned vertex colours)
5. se t ( interpolation operation to “smooth”)
6. se t ( depth test operation to “less”)
7. se t (perspective view for rendering with P )
8. fo r  ( each triangle facet f )
9. se t  (vertex colours from I/)
10. re n d e r  ( triangle)
1 1 . s e t ( depth test operation to “less than or equal”)
12. for ( each closest camera image m)
13. lo a d  ( camera image Lm as texture)
14. fo r  (each triangle facet f )
15. se t ( texture coordinates from uim)
16. se t ( texture modulated by vertex weights bimf)
17 . se t (vertex locations from xj)
18. i f  ( triangle not textured previously)
19 . se t ( texture operation to “replace”)
20. else  se t ( texture operation to “add”)
2 1. re n d e r  ( triangle)
T h e  a lg o r ith m  fo r  v ie w -d e p e n d e n t re n d e rin g  is o u tlin e d  in  view-dependent-texture. In  
th e  firs t  re n d e r  p a ss  (steps 8-10) th e  v e r te x  co lo u rs  a re  s m o o th ly  in te r p o la te d  a cro ss 
ea ch  su rfa c e  tr ia n g le . D e p th  te s t in g  is e n a b le d  (step 6) in  re n d e rin g  to  e lim in a te  th e  
h id d e n  su rfa c e s  in  th e  re n d e re d  v ie w . D e p th  te s t in g  is th e n  s w itc h e d  to ' th e  o p e r a tio n  
less than or equal (step 11) a llo w in g  th e  sa m e su rfa c e  to  b e  re n d e re d  a g a in . In  a  seco n d
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re n d e r  p a ss  th e  tr ia n g le s  a re  th e n  te x tu r e d  fro m  th e  c lo sest c a m e ra  v ie w  a n d  in  a  fin a l 
p a ss , te x tu re d  fro m  th e  se c o n d  c lo sest v ie w . W h e n  a  tr ia n g le  is firs t te x tu r e d  th e  
te x tu r in g  o p e r a tio n  is se t to  replace in  o rd er to  re p la ce  th e  c o lo u re d  su rfa c e  (step 19), 
a n d  in  th e  se c o n d  in s ta n c e  th a t  a  tr ia n g le  is  te x tu r e d  th e  o p e r a tio n  is se t to  add in  
o rd er to  a d d  th e  w e ig h te d  te x tu r e s  fro m  th e  tw o  c a m e ra  v ie w s  (step 20). T h e  tr ia n g le  
te x tu r e  is m o d u la te d  b y  th e  v ie w -d e p e n d e n t w e ig h ts  a t  th e  tr ia n g le  v e rt ic e s  bimf  t o  
g iv e  a  w e ig h te d  b le n d  b e tw e e n  th e  tw o  c a m e ra  te x tu r e s  (step 16).
6.3 Evaluation
T w o  a p p ro a c h e s  h a v e  b e e n  p ro p o se d  to  d efin e th e  su rfa c e  a p p e a r a n c e  fo r  a  reco n ­
s tr u c te d  m o d el. In  S e c tio n  6 .1  a  v ie w -in d e p e n d e n t te x tu r e  m a p  is d e r iv e d  a n d  in  S ec­
tio n  6.2 an  im a g e -b a se d  re p r e s e n ta tio n  is u se d  to  p ro v id e  a  v ie w -d e p e n d e n t a p p e a ra n c e . 
T h e s e  te ch n iq u e s a re  n o w  e v a lu a te d  s u b je c t iv e ly  a n d  c o m p a re d  w ith  th e  a p p e a r a n c e  in  
th e  o r ig in a l c a m e ra  im a g e s  fo r  th re e  re a l d a ta  sets . T h e  re c o n s tru c te d  s h a p e  m o d e ls  fo r  
th e se  c a se s  w ere sh o w n  p r e v io u s ly  in  F ig u r e s  5 .1 6 (b ) , 5 .1 7 ( b ) , a n d  5 .18 (b ) . A  q u a n ti­
ta t iv e  a ssessm en t is  n o t m a d e  h ere  as th e  e x a c t  c a m e ra  p r o je c t io n  is n o t r e p ro d u c e d  in  
th e  ren d e re d  v ie w s  o f  th e  m o d e ls  for th e  te s t  cases. In ste a d  a  q u a lita t iv e  a ssessm e n t is  
m a d e  as to  th e  e x p e c te d  q u a lity  o f  th e  ren d e re d  im a g e s  in  c o m p a riso n  w ith  th e  o rig in a l 
c a m e ra  v ie w s.
6,3.1 View-independent model texture
T h e  v ie w -in d e p e n d e n t te x t u r e  m a p s  d e riv e d  fo r  th e  th re e  s u b je c ts  c a p tu r e d  in  th e  s tu ­
d io  a re  sh o w n  in  F ig u r e  6.8 to g e th e r  w ith  a  ren d e re d  v ie w  for ea ch  m o d e l. S u b je c t iv e ly  
th e se  te x tu r e  m a p s  p ro v id e  a  v is u a lly  r e a lis t ic  su rfa c e  a p p e a ra n c e  for th e  r e c o n s tru c te d  
m o d els. T h e  s h a p e  o f  th e  m o d e ls  h a s  b e e n  o p tim ise d  to  o b ta in  s u b -p ix e l a c c u r a te  
co rre sp o n d e n c e  b e tw e e n  v ie w s  as d e sc r ib e d  in  C h a p te r  5. T h is  m in im ise s  th e  b lu r r in g  
a n d  m isa lig n m e n t o f  fe a tu re s  th a t  w o u ld  o th e rw ise  o c c u r  in  re c o v e rin g  te x tu r e  w ith  
in a c c u r a te  r e g is tra tio n  in  m u ltip le  v ie w s.
T h e  te x tu r e  im a g e  fo r  a  m o d e l is reco v e red  th r o u g h  a  p ro c e ss  o f  ta r g e t  v ie w  assign -
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i l l
t i l t
(a) T e x tu r e  m a p s  (b) T e x tu r e d  M o d e l (c) T e x tu r e d  M o d e l (d) T e x tu r e d  M o d e l
F ig u r e  6.8: T e x tu r e -m a p p e d  m o d e ls  for th re e  s u b je c ts  c a p tu r e d  fro m  9 c a m e ra  v ie w s. 
T h e  r e c o n stru c te d  m o d e l sh a p e  is sh o w n  in  F ig u r e s  5 .16 , 5 .1 7 , a n d  5 .18 .
m en t (F ig u re  6 .2 ), c a m e ra  im a g e  r e sa m p lin g  (F ig u r e  6 .3), te x tu r e  fillin g  (F ig u re  6 .5 ), 
a n d  te x tu r e  b le n d in g . T h e  fin a l b le n d e d  im a g e  is n ow  sh o w n  in  F ig u r e  6 .9 (b ) for th e  
c a se  p rese n ted  in  F ig u r e s  6 .2 , 6 .3, a n d  6 .5. T h e  te x tu r e  resar^ p led  fro m  th e  a ssig n ed  
c a m e ra  im a g es sh o w n  in  F ig u r e  6 .9 (a ) p ro v id e s  th e  h ig h est re so lu tio n  a p p e a r a n c e  th a t  
is p o ss ib le  fro m  th e  s in g le  fra m e o f  c a m e ra  im ag es. T e x tu r e  fillin g  p ro v id e s  th e  m issin g  
se c tio n s  o f  co lo u r  w h ere  th e  su rfa c e  is n o t v is ib le  in  a n y  c a m e ra  im ag es. B le n d in g  th e n  
p ro v id e s  a  sm o o th  tr a n s it io n  a cro ss  th e  b o u n d a rie s  b etw e en  th e  te x tu r e  re sa m p le d  fro m  
d ifferen t c a m e ra s. T h e  p ro c e ss  p ro v id e s  a  sin g le  c o m p le te  te x tu r e  im a g e  for a  m o d el.
F illin g  a n d  b le n d in g  in  a  te x tu r e  im a g e  is h ig h lig h te d  in  F ig u r e  6 .9 (c). B le n d in g  rem oves 
th e  b o u n d a ry  b e tw e e n  th e  te x tu r e  fro m  d ifferen t c a m e ra  v ie w s  as d e m o n str a te d  in  th e  
to p  row  o f  th e  h ig h lig h te d  te x tu r e  reg io n s in  F ig u r e  6 .9 (c). A  m u ltip le  re so lu tio n  
te ch n iq u e  is u sed  to  b le n d  th e  te x t u r e  w ith o u t  a n y  loss o f  d e ta il  in  th e  a p p e a r a n c e  
as d e m o n stra te d  in  6 .9 (c). In  reg io n s w ere th e re  is n o  re sa m p le d  su rfa c e  co lo u r  th e  
te x tu r e  m a p  is filled  u sin g  a  “p u s h -p u ll” in te r p o la tio n  te ch n iq u e . T h is  p ro v id e s  th e  
m issin g  c o lo u r fro m  a d ja c e n t reg io n s on  th e  m o d e l su rface. In  F ig u r e  6 .9 (a) th e  te x tu r e
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(a) R e sa m p le d  te x tu r e  (b) F ille d  a n d  b le n d ed  te x tu r e  (c) H ig h lig h te d  te x tu r e  reg io n s
F ig u r e  6.9: I llu s tr a t io n  o f  te x tu r e  re sa m p lin g , fillin g  a n d  b le n d in g  sh o w in g  (a) th e  
c a m e ra  im a g es resa m p led  to  th e  te x tu r e  m a p , (b) th e  filled  a n d  b le n d e d  te x tu r e , a n d  
(c) tw o  h ig h lig h te d  te x tu r e  reg io n s d e m o n str a t in g  b le n d in g  (to p ) a n d  fillin g  (b o tto m ).
is m issin g  a t th e  sid es o f  th e  to rso , th e  in n er su rfa c e  o f  th e  leg s a n d  u n d e r th e  ch in  d u e  
to  se lf-o cc lu sio n  in  th e  c a m e ra  im ag es. Im a g e  in te r p o la tio n  fills  th e se  a re a s  to  p ro v id e  
a  c o m p le te  d e sc r ip tio n  o f  th e  su rfa c e  a p p e a ra n c e . It sh o u ld  b e  n o te d  th a t  d e ta ile d  
a p p e a r a n c e  su ch  as a  c lo th in g  p a tte r n  c a n n o t b e  sy n th e sise d  u sin g  th is  te ch n iq u e  for 
th e  o c c lu d e d  su rfa ce  regio n s. T h e  te ch n iq u e  w ill a lso  re p ro d u c e  a n y  a r t ifa c ts  in  th e  
su rro u n d in g  co lo u r  as h ig h lig h te d  in  F ig u r e  6 .9 (c) w h ere  som e o f  th e  b a c k g ro u n d  im a g e  
co lo u r  h a s b een  resa m p led  to  th e  te x tu r e  m a p  a n d  in te r p o la te d  in  th e  m issin g  te x tu r e  
regio n .
T h e  te x tu r e  m a p s d e riv e d  from  m u ltip le  c a m e ra  v ie w s  p ro v id e  a  “p h o to -r e a lis t ic ” a p ­
p e a ra n c e  for a  re c o n stru c te d  m o d e l o f  a  p e rso n . T h e s e  m o d e ls  c a n  th e n  b e  a n im a te d  
a n d  ren d e re d  in a  s ta n d a r d  g ra p h ic s  p ip e lin e . In  C h a p te r  7 th e  te ch n iq u e  is a p p lie d  to  
d ifferen t s u b je c ts  in  a  m u ltip le  c a m e ra  s tu d io  a n d  m o d e l a n im a tio n  is d e m o n stra te d .
6.3.2 View-dependent rendering
T h e  ren d e re d  a p p e a r a n c e  o f  th e  th re e  r e c o n stru c te d  m o d e ls  is n o w  c o m p a re d  to  th e  
o r ig in a l c a m e ra  im ag es. F ig u re s  6 .10 , 6 .1 1 ,  a n d  6 .12  sh o w  five  d ifferen t v ir tu a l  v ie w s
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ren d e re d  for each  m o d e l firs t u s in g  th e  v ie w -in d e p e n d e n t m o d e l te x tu r e  a n d  th e n  u s­
in g  v ie w -d e p e n d e n t re n d e rin g  fro m  th e  o r ig in a l c a m e ra  im ag es. S u b je c t iv e ly  v ie w - 
d e p e n d e n t ren d e rin g  a p p e a r s  to  p ro v id e  a  slig h t im p ro ve m en t in  th e  ren d e re d  im ag es. 
V ie w -d e p e n d e n t re n d e rin g  rem o v es th e  in te rm e d ia te  s te p  o f  re sa m p lin g  th e  c a m e ra  
im a g e s  to  a  te x tu r e  m a p  a n d  so  c a n  m a in ta in  th e  re so lu tio n  o f  th e  o r ig in a l c a m e ra  
im a g e s  m o re fa ith fu lly . V ie w -d e p e n d e n t ren d e rin g  a lso  re p ro d u c e s  th e  c a p tu r e d  v ie w - 
d e p e n d e n t lig h tin g  in  th e  c a m e ra  im a g es. T h is  w ill h ow ever m a ke th e  te ch n iq u e  sen si­
tiv e  to  v a r ia tio n s  in  th e  lig h tin g  c o n d itio n s  b e tw e e n  cam era s.
B o th  v ie w -in d e p e n d e n t te x tu r e  a n d  v ie w -d e p e n d e n t ren d e rin g  p ro v id e  a  v is u a l q u a l­
ity  a p p ro a c h in g  th e  c a p tu r e d  im a g e  re so lu tio n . In  fa c t  th e  m o st n o tic e a b le  flaw  in  in  
F ig u r e s  6 .10 , 6 .1 1 ,  a n d  6 .12  is n o t th e  su rfa c e  a p p e a ra n c e  fo r  e ith e r  te ch n iq u e , ra th e r  
it  is th e  in c o rre ct m o d e l sh a p e . T h e  m o d e l-b a se d  te ch n iq u e  re lies  on  th e  s h a p e  in  th e  
ge n e ric  h u m a n o id  m o d e l to  c o n s tra in  th e  r e c o n stru c tio n  p ro cess. T h e  m o d e ls  th e re fo re  
ca n n o t re p ro d u c e  th e  c o m p le x  s h a p e  o f  th e  h a ir  or h a n d s in  th e  c a m e ra  im a g es th a t  is 
n o t p rese n t in  th e  g e n e ric  m o d e l. A  m o re  c o m p le x  m o d e l c o u ld  b e  co n s id e re d  for reco n ­
s tr u c tio n  to  p ro v id e  a  h ig h e r  d e g re e  o f  freed o m  in  th e  su rfa ce  sh a p e . H ow ever th is  in  
tu r n  co u ld  in crea se  th e  re c o n s tru c tio n  erro rs a ris in g  fro m  n o isy  d a ta . V ie w -d e p e n d e n t 
ren d e rin g  c a n  p o te n tia lly  o v erco m e th is  p ro b le m  b y  p ro v id in g  a  v ie w -d e p e n d e n t v is u a l 
cu e  to  th e  m issin g  g e o m e try  w ith  a n  a p p r o x im a te  m od el.
V ie w -d e p e n d e n t re n d e rin g  c a n  o n ly  b e  a p p lie d  for th e  fix ed  p o se  in  w h ic h  a  p e rso n  is 
c a p tu r e d  in  th e  m u ltip le  c a m e ra  v ie w s. F or a n  a n im a te d  m o d e l p o se  th e  re la tio n sh ip  
b e tw e e n  th e  v e r te x  lo c a tio n  a n d  a n  o r ig in a l c a m e ra  v ie w  is n o  lo n g er  v a lid  a n d  th e  
v ie w -d e p e n d e n t b le n d  w e ig h t b c a n n o t b e  c a lc u la te d . W h ile  v ie w -d e p e n d e n t re n d e rin g  
s u b je c t iv e ly  im p ro ve s  th e  v isu a l-re a lism  in  ren d e rin g  a  r e c o n stru c te d  m o d el, it  c a n n o t 
b e  a p p lie d  to  an  a n im a te d  m o d e l fo r  th e  c re a tio n  o f  n e w  3 D  c o n te n t. In  C h a p te r  
7, v ie w -d e p e n d e n t re n d e rin g  is a p p lie d  to  ren d e r v ir tu a l v ie w s  for th e  fix ed  g e o m e try  
c a p tu r e d  in  m u ltip le  v ie w  v id e o  seq u en ces.
Conclusion:
1. The visual appearance derived with a view-independent texture map 
and with view-dependent rendering approaches the resolution of the 
original camera images;
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Figure 6.10: Five different virtual views of a reconstructed model, comparing the orig­
inal camera images (top row), the view-independent model texture (middle row) and
view-dependent rendering (bottom  row).
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Figure 6.11: Five different virtual views of a reconstructed model, comparing the orig­
inal camera images (top row), the view-independent model texture (middle row) and
view-dependent rendering (bottom  row).
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Figure 6.12: Five different virtual views of a reconstructed model, comparing the orig­
inal camera images (top row), the view-independent model texture (middle row) and
view-dependent rendering (bottom  row).
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(a) C a m e r a  Im a g e  (b) T e x tu r e d  M o d e l (c) V ie w -d e p e n d e n t ren d e rin g
F ig u r e  6 .13 : E n la rg e d  im a g e s  sh o w in g  v ir tu a l  v ie w  g e n e ra tio n  w ith  a  te x tu r e d  m o d e l 
a n d  v ie w -d e p e n d e n t re n d e rin g  in  c o m p a riso n  w ith  a  c a m e ra  im ag e .
(a) C a m e r a  Im a g e  (b) T e x tu r e d  M o d e l (c) V ie w -d e p e n d e n t ren d e rin g
F ig u r e  6 .14 : E n la rg e d  im a g e s  sh o w in g  v ir tu a l  v ie w  g e n e ra tio n  w ith  a  te x tu r e d  m o d e l 
a n d  v ie w -d e p e n d e n t re n d e rin g  in  c o m p a riso n  w ith  a  c a m e ra  im a g e .
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(a) C a m e r a  Im a g e  (b) T e x tu r e d  M o d e l (c) V ie w -d e p e n d e n t ren d e rin g
F ig u r e  6 .15 : E n la rg e d  im a g es sh o w in g  v ir tu a l  v ie w  g e n e ra tio n  w ith  a  te x tu r e d  m o d e l 
a n d  v ie w -d e p e n d e n t ren d e rin g  in  co m p a riso n  w ith  a  c a m e ra  im ag e.
2. A view-independent texture map allows a reconstructed model to be 
animated and rendered in a standard computer graphics pipeline; and
3. View-dependent rendering can subjectively improve the fidelity in ren­
dered images.
6.4 Summary
In th is  c h a p te r  th e  su rfa c e  c o lo u r  for a  m o d el is reco ve red  fro m  a  se t o f  c a m e ra  v ie w s  
g iv en  th e  im a g e  p la n e  co rre sp o n d e n c e  for th e  m o d e l v e rt ic e s  in  th e  im ag es. T h e  sh a p e - 
c o n s tra in e d  d e fo rm a b le  m o d e l o u tlin e d  in  C h a p te r  5 is u sed  to  re c o n s tru c t  th e  sh a p e  
o f  a  p e rso n  a n d  o b ta in  g o o d  co rre sp o n d e n c e  b e tw e e n  v ie w s  to  s im p lify  th e  p ro b le m  
o f  d e r iv in g  m o d el a p p e a r a n c e  fro m  m u ltip le  v ie w s . T w o  a p p ro a c h e s  a re  e v a lu a te d  
to  s p e c ify  m o d e l a p p e a r a n c e  th r o u g h  e ith e r  a  v ie w -in d e p e n d e n t or a  v ie w -d e p e n d e n t 
rep re se n ta tio n . A  v ie w -in d e p e n d e n t a p p ro a c h  u sin g  te x tu r e  m a p p in g  g iv es  a  re a lis t ic  
a p p e a r a n c e  w ith  a  v is u a l q u a lity  a p p ro a c h in g  th e  c a p tu r e d  im a g e  reso lu tio n . T h e
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r e c o n s tru c tio n  o f  m o d e l g e o m e try  a n d  a  te x t u r e  m a p  a llo w s th e  m o d e l to  b e  a n im a te d  
a n d  ren d e re d  in  a  c o n v e n tio n a l g r a p h ic s  p ip e lin e . T h is  a p p ro a c h  d o e s  n o t h o w ever 
re p r o d u c e  th e  c h a n g e s in  a p p e a r a n c e  o f  a  p e rso n  w ith  v ie w in g  d ire c tio n , r e s u ltin g  
in  a  p o te n tia l lo ss o f  v is u a l  re a lism . V ie w -d e p e n d e n t te x tu r in g  w it h  a n  im a g e -b a se d  
re p r e s e n ta tio n  re p ro d u c e s  th e  c a p tu r e d  c h a n g e s in  th e  a p p e a r a n c e  o f  a  p e rso n  w ith  
v ie w p o in t. S u b je c t iv e ly  th is  p r o d u c e s  a  s lig h t in crea se  in  th e  v is u a l  f id e lity  o f  th e  
re n d e re d  im a g e s . H o w ever, v ie w -d e p e n d e n t te x tu r in g  c a n  o n ly  b e  a p p lie d  to  ren d e r th e  
s ta t ic  sh a p e  o f  th e  m o d e l c a p tu r e d  in  th e  im a g e s  w ith o u t  m o d e l a n im a tio n .
Chapter 6. M u ltip le  View Reconstruction o f Appearance
C h a p t e r  7
Application
A model-based framework has been introduced to reconstruct the shape and appearance 
of a person from multiple camera views. The technique has been evaluated in Chapters 
3, 4, 5 and 6 using synthetic data for a quantitative analysis of performance and real 
test cases for a subjective assessment of the results. The overall objective of this 
research work was to recover visually realistic models of people that can be controlled 
to synthesise new content for 3D production. In this chapter the application of the 
technique is demonstrated. In Section 7.1 reconstruction is presented for a person in 
different poses demonstrating that the shape and appearance can be recovered for an 
arbitrary pose with camera images taken from unconstrained positions in a studio. 
In Section 7.2 the generation of new 3D content is demonstrated for different models 
reconstructed in a studio. The model-based approach to reconstruction provides the 
control structure that allows the recovered models to be animated. This enables new 
scenes to be generated from the camera images and provides the freedom to render 
the models in different environments with visualisation from arbitrary 3D viewpoints. 
Finally in Section 7.3 the reconstruction frame work is applied to multiple view video 
sequences of people. Model-based reconstruction requires a manual process to register 
a model with each frame of a video sequence. This can become an unfeasible task even 
for relatively short sequences. The framework is therefore applied as an object-centred 
approach to reconstruction without a prior model and compared to previous work for 
rendering virtual views from multiple view video.
159
160 Chapter 7. Application
A * 4 44 L I totoT1r rT T
4 A ■A*
Figure 7.1: Thirteen camera views captured in the multiple camera studio.
7.1 Capturing Dynamic Pose
A prerequisite for the model-based reconstruction technique was the requirement to 
reconstruct the shape and appearance of a person in an arbitrary body pose. Previous 
work on whole-body modelling is restricted to the reconstruction of a person in a fixed 
pose for orthogonal camera images [80]. In the multiple camera studio we wish to be 
able to recover the shape and appearance of a moving person from multiple arbitrary 
camera positions. Model reconstruction is now demonstrated in Figure 7.2 for a subject 
in a range of different poses captured in 13 camera views as shown in Figure 7.1. The 
model-based technique enables the reconstruction of the shape and appearance for a 
person from multiple views for different body poses in the presence of complex self­
occlusions in the camera images.
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Figure 7.2: Models reconstructed for a range of different poses.
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Figure 7.3: Enlarged images showing models reconstructed for different poses.
7.2 3D Content Production
The reconstruction and animation of the models for different subjects is now demon­
strated. Six representative subjects are shown in Figure 7.4 reconstructed from from 13 
camera views as illustrated in Figure 7.1. A view-independent texture map is derived 
for each model and the prior generic model provides the control structure necessary to 
animate the models. This enables the creation of new dynamic content from the original 
camera images with the freedom to control the viewpoint in 3D visualisation as shown 
in Figures 7.5, 7.6, 7.7, 7.8, 7.9, and 7.10 for the six different models. Subjectively, 
the animated models provide a visual appearance that matches the captured images 
of each person. The drawback of the technique lies in the static nature of the model 
geometry and appearance. Human motion produces a complex range of movement in 
clothing and hair for example that is not reproduced in animating the fixed geometry of 
the model. These movements also generate a complex view-dependent appearance for 
a person arising from the spatially varying surface reflectance properties. The texture 
map derived for the reconstructed models can only provide a fixed view-independent 
surface colour.
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Figure 7.4: Six different models generated from 13 camera views in a studio.
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Figure 7.5: An animated sequence for a reconstructed model.
Figure 7.6: An animated sequence for a reconstructed model.
Figure 7.7: An animated sequence for a reconstructed model.
7.2. 3D Content Production 165
Figure 7.10: An animated sequence for a reconstructed model.
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Figure 7.11: Enlarged images showing new 3D content generation.
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7.3 Multiple View Video Sequences
The model-based approach to reconstruction is based on a prior model of human ge­
ometry. In Chapter 5 it was demonstrated that improved shape reconstruction can 
be obtained using this geometry to constrain the reconstruction process in comparison 
with current model-free techniques. The disadvantage of this approach is that it limits 
the feasible space of the reconstructed shape. The generic model used in this work 
cannot for example model dresses or long hair. The model must also be registered to 
match the pose of a person in the multiple views, a process that currently requires the 
manual labelling of features in different images.
Model-free approaches have been used previously to reconstruct dynamic scenes from 
multiple views [88, 114, 176]. These techniques provide an automatic method to re­
construct geometry without any restriction on the dynamic content. Highly realistic 
results have been demonstrated using view-dependent rendering to provide visual cues 
to the detailed shape that may be missing in the underlying scene reconstruction [176].
We now sketch how to apply the framework for multiple view appearance reconstruction 
as an object-centred [62] approach to reconstruction. An initial estimate of the scene 
geometry is derived using the visual hull. The shape of the visual hull is then optimised 
to recover the correspondence between camera images for view-dependent rendering. 
A triangulated surface model is derived for the visual hull using the Marching Cubes 
algorithm [107]. The model-based algorithm outlined in Chapter 5 is then applied to 
deform the shape of the surface mesh to match both stereo and silhouette data. A 
smooth regularisation constraint is obtained in the shape-constrained model by first 
smoothing the discrete initial surface of the visual hull. The model-based framework 
refines the model shape and provides sub-pixel accurate image correspondence for the 
view-dependent rendering algorithm outlined in Chapter 6.
The application of the technique for the synthesis of novel views from multiple view 
video sequences is presented in Figures 7.12 and 7.14. This is compared to view depen­
dent rendering with the visual hull alone [114] in Figures 7.13 and 7.15. These results 
demonstrate that the resolution can be improved in rendering virtual views by recov­
ering the correspondence between the images for rendering. Rendering with the visual
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hull alone provides a blurred appearance due to incorrect correspondence between the 
camera images used in view-dependent texturing.
7.4 Summary
The model-based framework for the reconstruction of the shape and appearance of 
a person has been demonstrated for different subjects in a studio and for a variety 
of different poses. The view-independent texture derived for the models subjectively 
provides a highly realistic appearance that approaches the camera resolution used in 
model reconstruction. The model-based approach to reconstruction provides a control 
structure to animate the models and synthesise new dynamic 3D content. The principal 
limitations in the visual realism of the models lie in the restricted shape of the model 
and the fixed appearance. The technique cannot reconstruct complex shapes in clothing 
or hair and at the hands. The animated models do not reproduce the complex changes 
in geometry with clothing movement and view-dependent appearance with spatially 
varying surface reflectance properties. The advantage of a model-free approach to 
reconstruction is that it makes no prior assumptions on the content of a captured 
scene and the complex geometry of clothes and hair can be represented. This can be 
combined with view-dependent rendering to synthesise highly realistic novel views with 
dynamic changes in appearance and provide visual cues to missing underlying geometry. 
The disadvantage of a model-free approach is that it does not provide a consistent 
model structure necessary to edit or synthesise new 3D content from a captured video 
sequence. View-dependent rendering also cannot be applied with animation of the scene 
geometry.
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Figure 7.12: Virtual views with view-dependent rendering of the visual hull optimised 
using the model-based framework in this thesis.
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Figure 7.13: Virtual views with view dependent rendering of the visual hull.
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Figure 7.14: Virtual views with view-dependent rendering of the visual hull optimised 
using the model-based framework in this thesis.
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Figure 7.15: Virtual views with view-dependent rendering of the visual hull.
C h a p t e r  8
Conclusions and Further Work
The creation of realistic human models in 3D content production is currently a high- 
cost process requiring the skills of experienced computer graphics artists and animators. 
Humans play a central role in most forms of visual media and these models have found 
widespread use throughout many different industries such as computer games, film, 
and advertising. The research in this thesis has focussed on the problem of deriving an 
animated human model from multiple camera views of a real person. This provides the 
potential for the rapid creation of highly realistic models that would allow the synthesis 
of new 3D content from the original camera images and allow freedom of viewpoint in 
3D visualisation.
8.1 Achievements
The reconstruction of 3D shape from camera images forms a central problem in Com­
puter Vision and techniques have been developed previously to construct models from 
multiple views [88, 114, 176]. In recent years the problem of generating visually realistic 
models from images has been addressed. Image-based representations for appearance 
have been combined with geometric scene reconstruction to give highly realistic 3D 
models with the visual quality of camera images. These non model-based approaches 
to visual reconstruction can fail to accurately reconstruct shape and appearance in the
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presence of problems such as occlusions, non-uniform reflectance and surface disconti­
nuities. The techniques also provide no structure to edit or reuse the captured content 
in computer animation.
A model-based computer vision framework has been introduced in this thesis to derive 
the shape and appearance of a person from multiple camera views in the presence 
of visual ambiguities. The philosophy of the approach is to use a generic humanoid 
model for reconstruction following the functional modelling paradigm introduced by 
Terzopoulos et al. [163]. The generic model is instrumented with a skeletal control 
structure that allows the recovered models to be animated for the synthesis of 3D 
content. A number of publications have resulted from this work [81, 133, 150, 151, 152, 
153, 154].
Model-based reconstruction of whole-body models has been presented previously by 
Hilton et al. [80]. In Chapter 3 this technique was extended to recover the shape of a 
person in an arbitrary pose viewed from an arbitrary camera position for application in 
the multiple camera studio [153]. This work is based on matching the projected shape 
of a generic model to the silhouette of a person in a camera view. Evaluation of the 
technique lead to the important conclusion that establishing the model correspondence 
in 2D is ill-posed with inexact model shape and pose as well as self-occlusions in the 
images.
In Chapter 4 a technique was presented for model-based shape from multiple view 
silhouettes [154, 81]. The technique integrates the shape from image silhouettes by 
optimising a model to match the shape of the visual hull. This avoids inconsistent 
matches found in establishing the correspondence of a model with silhouettes in 2D. A 
multiple point matching scheme is proposed to obtain robust matches in the presence 
of visual ambiguities and avoid local minima in matching the model to the surface of 
the visual hull [154, 150]. A shape constraint has been introduced to regularise the 
deformation of the model in optimisation [154, 150]. The constraint is formulated for 
a triangulated surface model to preserve the relative position of the vertices defining 
the surface shape. This ensures that the prior correspondence between the vertices and 
the animation structure of the model remains valid. The model-based reconstruction
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algorithm enables an approximate shape model to be recovered from multiple view 
image silhouettes.
Image silhouettes provide only a bounding approximation on the shape of a person. 
Evaluation of the model-based technique for shape from silhouette demonstrated that 
with an approximate shape the correspondence between camera images is not correct 
for the reconstruction of appearance. In Chapter 5 a technique was introduced to op­
timise a generic model to recover both the shape and the correspondence that matches 
appearance in the images. The technique introduces a model-based approach to inte­
grate multiple visual cues for shape recovery [152, 151]. Multiple-view stereo is used 
to refine a model shape to match appearance between images. Shape from silhouette 
is used to provide a robust shape constraint in regions of uniform appearance where 
stereo matching fails. Finally, image features are incorporated to provide a sparse set of 
constraints on shape where stereo matching fails in PAL resolution whole-body images. 
Evaluation of the technique demonstrated improved shape reconstruction in compar­
ison with current techniques for multiple view reconstruction such as Voxel Coloring
[141] and multiple view stereo [124] in the presence of visual ambiguities.
The model-based framework for shape from stereo, silhouette and features reconstructs 
the shape of a person from multiple views and provides sub-pixel accurate image cor­
respondence for the reconstruction of model appearance. In Chapter 6 techniques have 
been described to recover either a view-independent texture map for a model or to 
render a model with a view-dependent appearance. With a view-independent texture 
map the reconstructed models can be animated and displayed in a standard computer 
graphics pipeline. With view-dependent rendering subtle changes in the appearance 
of a person with viewing direction can be reproduced. Evaluation demonstrated that 
a realistic appearance can be derived for a model through both techniques with a 
visual quality approaching the captured image resolution. The application of the re­
constructed appearance models was shown in Chapter 7. The synthesis of new dynamic 
3D content with the freedom to control the viewpoint in visualisation has been demon­
strated.
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8.2 Further Work
There axe two principal limitations in the model-based framework for shape and ap­
pearance reconstruction. The first is the requirement for a set of manually defined 
feature points to register a generic humanoid model with the camera images and to 
define the sparse feature constraints defining the shape of the face. Manual labelling 
of a limited set of features in multiple view images is not necessarily a lengthy task. 
This has enabled the reconstruction of models from static frames for the synthesis of 
new content and can provide the means to analyse the dynamic shape and appearance 
of a person in different poses. However, labelling multiple view video sequences that 
can extend for thousands of frames is unfeasible. The technique is therefore restricted 
to a limited set of frames. Further work is required to automate the process of pose 
estimation from multiple views of a person using either commercial marker-based mo­
tion capture systems or marker-free visual motion capture and to derive facial feature 
correspondences in the images.
The second limitation in the framework is the restriction on the reconstructed shape 
imposed by the geometry of the generic model. The generic model used in this work 
failed to reproduce the complex shape of the hair and hands for the test subjects. 
The model will also fail to reconstruct clothing that does not follow the shape of the 
body such as dresses or coats. This represents a fundamental problem for model-based 
multiple view shape and appearance reconstruction. The prior model is required to 
constrain reconstruction in the presence of visual ambiguities and a greater degree of 
freedom in the model shape may simply lead to greater reconstruction errors rather 
than a more accurate shape representation. Further work is required to investigate the 
influence of the model chosen for reconstruction against a range of subjects wearing 
different clothing.
The model-based framework provides the means to reconstruct the shape and appear­
ance of a static scene of a person with an animation structure to synthesise new content. 
The challenge remains to extend this work to a model-based representation of complex 
dynamic sequences of a person. There are many exciting avenues of future research for 
this work. The use of marker-free visual motion capture from multiple views provides
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the potential for an automated system to capture both the dynamic pose of a person 
and reconstruct the dynamic shape. The view-dependent appearance captured in the 
multiple view video,provides the potential to then define the dynamic changes in model 
appearance. Calibration of the lighting conditions would also provide the potential to 
relight the models in new environments. Model based reconstruction enables the cap­
ture of an appearance model for a person that provides control over the model dynamics 
and viewpoint in visualisation. Future research will enable a model to reproduce the 
dynamic changes in shape and appearance of person to give a high degree of visual 
realism to a computer graphics model.
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A p p e n d i x  A
Camera image projection and 
reconstruction
Video sequences are recorded from multiple cameras in a dedicated studio. Sony DXC- 
9100P 3-CCD colour cameras are used, providing PAL-resolution progressive scan im­
ages at 25Hz. The cameras are synchronised by an external trigger and the RGB ana­
logue output is converted to a digital SDI stream using Miranda A SD -llli analogue to 
digital converters. The SDI streams are time stamped using a Miranda TCP-lOli time 
code generator and stored to disk using DVS SDStationBoard framegrabbers on a PC 
network. The system provides 8 channels of synchronised video with an additional 5 
channels available for non-synchronous capture. The studio is equipped with a lighting 
grid to provide controlled lighting conditions and a blue curtain for background seg­
mentation. All cameras are colour calibrated by white-balancing the RGB output with 
a white reference object. The studio set-up enables broadcast standard multiple view 
digital video capture.
A .l  Pin-hole camera model
The geometric projection of a three-dimensional (3D) point in space to the two-dimesional 
(2D) plane of a camera image is defined by the extrinsic and intrinsic parameters of 
a camera model. The extrinsic camera parameters (R , t) define the orientation of the
177
178 Appendix A. Camera image projection and reconstruction
camera reference frame with respect to the world reference frame. The relationship 
between the coordinates of a point in world coordinates x  and a point in the camera 
frame x m for image m  is defined as follows.
•An 4~ i.r , (A.l)
In the pin-hole camera model, geometric distortions introduced by the camera optics 
are neglected. The image plane projection is defined by the intrinsic parameters, the 
focal length / ,  the relative pixel size s, and the central point for the image (oU) ov). 
The relationship between the image plane coordinates um and a point in the camera 
frame xm is then defined as follows.
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A . 2 Three-dimensional reconstruction
(A.2)
(A.3)
A point in a camera image corresponds to a ray in space along which the imaged 3D 
point will lie. The relationship between an image point um and the 3D point x  is 
given by the inverse of the projective transformation with a parameter a m defining the 
unknown position of x  along the ray as follows.
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For the case of two cameras the position of a point x  can be reconstructed at the 
intersection of two rays. In practise rays will not necessarily intersect due to inexact 
camera calibration and a point is located at the minimum distance from each ray. The 
closest point on the two rays is derived by minimising the distance between them with 
respect to the positions am. The following criterion is minimised.
V  =  \\xi -  x 2\\2 (A.6)
A closed form solution can be derived for a \, a2. A triangulated point x  is then defined 
at the mid-point between these closest ray positions, giving the point in space with 
minimum distance from both rays [174].
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Triangulation from two views provides a closed-form solution that minimises the dis­
tance to the inverse projection of the image points in 3D. For multiple view reconstruc­
tion a non-linear method is used to derive the point x  that minimises the reprojection 
error to the image plane positions um [57]. The following criterion is minimised, where 
um defines the projected image plane coordinates of the estimated position x.
N m
m in  Y  ll£m -Mmll2 (A.10)
m = l
A closed form solution that minimises the 2D image plane error does not exist and 
an iterative non-linear minimisation technique is required [57]. In this work an initial 
estimate is obtained by triangulation from two camera views and the Gauss-Newton 
method is used for minimisation.
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Figure A.l: Chart object for multiple view calibration.
A .3 Camera calibration
The intrinsic and extrinsic parameters for the studio cameras are calibrated using the 
Camera Calibration Toolbox for Matlab from MRL-Intel [3] with a planar calibration 
chart illustrated in Figure A.l. The source code for the implementation of the toolbox 
is available in the Open Source Computer Vision library distributed by Intel [10].
The reconstruction accuracy is assessed for an eight camera configuration using a se­
quence of recorded chart positions not used in calibration. Sub-pixel accurate corners 
are derived for 99 points in each chart image using the Calibration Toolbox [3]. The 3D 
location of each point is then reconstructed from the correspondence across multiple 
views as described in Section A.2. The error of the reconstructed positions is assessed 
using the image plane distance of the reprojected 3D postion from the original point 
correspondences. The mean reprojection error and the range for each camera is pre­
sented in Table A.l. The average reprojection error in all camera views is in the order 
of 1 pixel. This corresponds to a reconstruction error in the order of 5mm for PAL res­
olution whole body images where the depth to a subject in the scene is approximately 
3m.
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Camera Frame 1 Frame 2 Frame 3 Frame 4 Frame 5
1 0.40 (±0.50) 1.22 (±0.90) 1.05 (±0.40) 1.28 (±0.48) 0.47 (±0.56)
2 0.28 (±0.44) 0.53 (±0.60) 0.91 (±0.50) 0.41 (±0.30) 0.37 (±0.32)
3 0.23 (±0.24) 0.36 (±0.50) 0.48 (±0.34) 0.23 (±0.30) 0.20 (±0.30)
4 0.20 (±0.26) 0.37 (±0.60) 0.24 (±0.26) 0.50 (±0.28) 0.18 (±0.32)
5 0.54 (±0.56) 0.45 (±0.40) 0.63 (±0.48) 0.57 (±0.46) 0.44 (±0.32)
6 0.69 (±0.50) 0.61 (±0.60) 1.20 (±0.52) 0.91 (±0.36) 0.86 (±0.48)
7 0.52 (±0.70) 1.53 (±1.08) 1.04 (±0.82) 2.01 (±0.72) 0.60 (±0.36)
8 0.76 (±0.84) 2.18 ( ± 1 .22) 2.50 (±1.48) 2.66 (±0.84) 1.05 (±1.00)
Table A.l: Mean reprojection error (±  2 standard deviations) in each camera image 
for 99 test points reconstructed from the image correspondence in all views.
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A p p e n d i x  B
Registration of a humanoid 
model to match multiple views
B .l  Generic humanoid model
The generic humanoid model used in this work consists of a single seamless mesh 
defining the surface shape of the body as shown in Figure B.l(b). The mesh is animated 
using an underlying skeleton structure as shown in Figure B.l (a). The mesh contains 
8000 polygons and the skeleton has 17 articulated joints, providing the gross shape and 
pose of the human body.
The skeleton structure is animated as a rigid set of bone segments. The surface is 
animated from the skeleton using a standard vertex weighting scheme widely used in 
current commercial software packages termed Skeletal-Subspace Deformation [109,104]. 
Each bone in the skeleton is associated with a set of mesh vertices with a corresponding 
set of weights. The deformation of the vertices for the surface mesh is then defined as 
follows.
=  (B-1)
b
The animation scheme describes the deformation of the default vertex locations for 
a model, x j ,  in terms of the homogeneous transformation matrix for each bone T 5
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(a) Skeleton animation structure (b) Generic humanoid model
Figure B.l: The generic humanoid control model.
with a weight u+b associating each vertex i with each bone b. In rigid body animation 
only one bone affects each vertex with a corresponding weight Wib =  1. Non-rigid 
surface deformation is obtained by associating a vertex to multiple bones subject to 
the constraint, Eb^tb =  1 -
B.2 Model parameterisation
The pose of the generic model is defined by the joint rotations, limb lengths and global 
translation of the control skeleton. The articulation of the control skeleton in Figure 
B.l(a) is defined by a 3 degree of freedom (DOF) root rotation, 3DOF rotations at the 
vertebrae, hips and shoulder joints, 2DOF at the clavicles and wrists, and 1DOF at the 
elbows, knees and ankles [73]. The dimensions of the skeleton are defined by 9DOF for 
the lengths of the spine, head, clavicles, upper-arm, forearm, hands, thigh, shank and 
foot. The left and right segments of the body are constrained to be symmetric.
The surface deformation scheme is formulated in terms of the set of joint angles 9_, 
segment lengths /, and the global translation Uooi 95 follows.
(B.2)
b
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The deformation of a vertex is now defined in terms of the rigid body transformation 
of a local coordinate frame centred at each bone, T 'b. This transformation can be 
expressed as a concatenation of the local transformations at each joint in the skeleton 
in terms of the joint rotations, bone lengths and the global translation. The default 
joint locations are expressed as ob. The length of a bone is expressed as lb and the unit 
direction defining the offset of a joint from a parent joint in the hierarchy is expressed 
as n b. The rotation of the bth joint for a bone in the hierarchy is expressed in an 
axis-angle representation using an exponential map as exp(qjb) [71].
There are three widely used parameterisations of rotations: Euler Angles, the Unit 
Quaternion, and the Exponential Map [18]. The exponential map is chosen to avoid the 
singularity inherent in Euler Angles within the expected range of human motion, and to 
avoid the non-linear unit constraint required for quaternions [71]. The exponential map 
represents a rotation by an axis and an angle. The rotation is defined by a 3 vector w 
giving the unit length axis of rotation © and the angle of rotation |jo/||. A 1,2 or 3DOF 
axis-angle rotation can be defined by decomposing the vector into an orthonormal set 
of basis vectors Vg, with corresponding rotation parameters 6g. The Euclidean rotation 
matrix R  is then given by the matrix exponential of a skew-symmetric matrix of a/, 
R  =  exp {a/} as follows.
D O F
W =  E (B.4)
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)
(1 -  ew (M )) 
+coa(|o»|)
(B.5)
The generic humanoid model is registered with multiple views of a person by deriving 
the model parameters that match a model to a set of manually defined feature points 
in the images. A set of target feature points are predefined by a user. A user interface 
is then used to define the corresponding image locations in the captured images. The 
3D feature locations are then reconstructed from the multiple views. The user interface 
that has been developed in this work is shown in Figure B.2. This interface is used 
to define the 3D location of the skeletal joints for the generic model and the surface 
feature points defining the shape of the model face.
The model parameters are derived to register the generic humanoid model with the ob­
served feature constraints oc. The parameters (9 , l , t root), are optimised to minimise the 
mean-squared error from the model to the feature points using the following criterion.
m in  X  |j2c Qc (~) -> i-root ) IP (B.6)
C
A close initialisation is important in optimisation to improve convergence in the highly 
non-linear space of human poses. An analytical solution for the body pose is used as an 
initialisation. The trunk of the body is assumed to be rigid, with no joint rotations at 
the vertebrae and clavicles. The positions of the shoulder joints and hip joints can then 
be used to define the 6DOF position and orientation of the trunk in space. Each limb
exp(o>) =
]Spr (1 “  cos(M )) 
+coa(|w|)
(1 -  cos(M )) 
- f f is in ( \u j \ )
^ ( l - c o s ( H ) )  ^ ( l - c a s ( M ) )
+lSps*n(M ) +cos(M )
( !  -  « w (M ) )  (1 ~  c o s (M ))
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Figure B.2: The user interface for model registration.
segment is then treated as having only 4DOF rotation, 3DOF at the base joint such as 
the shoulder and 1DOF at the intermediate joint such as the elbow. The orientation of 
the limb segments are then completely defined by the manually defined joint positions. 
This provides an analytical solution for the body pose. The model parameters are 
then refined using an iterative solution to the least-squares problem. In this work the 
bound-constrained BFGS solver [185] is used, providing the potential for the inclusion 
of constraints such as rotation and limb length limits on the model.
Appendix B. Registration o f a humanoid model to match m ultiple views
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