Abstract. One of the main reasons behind the success of the Web is that many "regular users" are able to create Web pages that, using hyperlinks, incrementally extend both the size and the complexity of the Web itself. The development of agents in the Web infrastructure should ideally be driven by the same paradigm: users being able to write simple or advanced agents. These agents will then provide capabilities using a set of resources, such as standard Web pages, Web services and, of course, other agents. However, agents providing advanced services will never be developed in the same way as Web pages have been created in the past. In fact programming agents is a complex task that needs adequate skills and tools in order to be carried out successfully. As a consequence, only few people are currently able to contribute to their development. The question that arises is whether this gap could be possibly reduced in the future. In this paper we address this question presenting NOWHERE, an open agent communication infrastructure which facilitates the programming task in open distributed multi-agent systems.
Introduction
Agent platforms usually provide a programming environment and common services to applications developed as agents. These environments can include highlevel programming tools for the development of intelligent agents capable of reasoning, planning, and acting in a changing environment, together with communication mechanisms supporting agent interaction. This paper focuses just on communication facilities, which have a fundamental role to increase the power of agents in open distributed Multi-Agent Systems (MAS). Agent platforms embed specific tools to support inter-agent communication. Many of them are based on the speech act theory, which is also the approach followed by the current standard, the FIPA ACL [6] . Jade [1] , for instance, is one of the most used agent platforms both in academia and in industry, and uses FIPA ACL to provide communication facilities. While FIPA ACL includes human like high-level primitives, it does not have specific features for geographically distributed MAS where agents may crash or simply become unreachable for a while. In fact, if we aim to develop robust implementations of agents in these systems, we have to consider agent failures, and a number of extra speech act primitives should be added to the agent code. Additionally, several low-level issues should be considered, such as detecting failures, establishing correct timeouts, establishing correct actions to handle failures and so on. As a result of having to deal with these issues the programming task is more difficult and the high-level programming style of the speech act based approach is partially lost.
In This paper is organized as follows. In Section 2 we give a sketch of the NOWHERE platform architecture and we present how the FT-ACL primitives have been embedded in a real programming language (Java). Then we compare our approach with a state-of-the-art agent architecture, presenting some details of the FIPA contract-net specification implemented using Jade and NOWHERE. We conclude the paper with a few remarks.
The NOWHERE Platform
In the NOWHERE platform each agent consists of two main components: a Dispatcher, that provides the Knowledge Level layer, and a Facilitator, a separate component that deals with low-level aspects, such as sending and retrieving messages providing fault tolerance. These two components communicate together by means of the TCP protocol, using a simple Connector interface. While the Dispatcher is a relatively simple component that mainly provides ACL primitives to a specific programming language, the Facilitator hides the whole complexity of the platform, as shown in Figure 1 .
NOWHERE differs from other agent architectures in the way it manages faults. The Facilitator component contains a failure handler mechanism that is able to discover crashes of agents. It is based on a set of transparent timeouts that are automatically managed by the architecture.
In order to physically send messages, the Facilitator uses a pluggable Network Layer. Using different Network Layers as plugins, NOWHERE can be adapted to very different scenarios. Currently NOWHERE features a Jabber Network Layer and a JXTA Network Layer. Using the Jabber Network Layer it is possible to exploit the Jabber protocol (or the Google Talk protocol) to send and receive messages. Due to the fact that the Jabber network follows a client/server model, the resulting architecture will be very fast, providing support for agents with
