In pattern recognition, morphology, and cellular system design one is interested in objects routinely represented by a polygon P. Distance properties among the vertices of P are one of the fundamental descriptors useful in shape analysis and clustering. In order to capture perceptually relevant features of P one associates a variety of proximity graphs with the polygon P. Typically such a proximity graph G(P) has the same vertices as P: two vertices of P are adjacent in G(P) if they satisfy an application-speci c predicate.
1 Introduction application domains that bene t from this simple and intuitive architecture growing by the day. Its regular and intuitive topology makes the mesh eminently suitable for VLSI implementation, with several models built over the years. Examples include the ILLIAC IV, the STARAN, the MPP, and the MasPar, among many others 4, 5, 11, 32] . Yet, the mesh is not for everyone: its large computational diameter makes the mesh architecture less attractive in contexts where the computation involves data items spread over processing elements far apart.
To address this shortcoming, the mesh has been enhanced by the addition of various types of bus systems 3, 12, 13, 20, 24, 25, 32] . Early solutions involving the addition of one or more global buses shared by all the processors in the mesh, have been implemented on a number of massively parallel machines 4, 12, 18, 32] . Yet another popular way of enhancing the mesh architecture involves endowing every row with its own bus. The resulting architecture is referred to as mesh with row buses and has received a good deal of attention in the literature. Recently, a more powerful architecture has been obtained by adding one bus to every row and to every column in the mesh, as illustrated in Figure 1 . In 20] an abstraction of such a system is referred to as mesh with multiple broadcasting. The mesh with multiple broadcasting has been implemented in VLSI and is commercially available in the DAP family of multicomputers 20, 31, 34] . In turn, due to its commercial availability, the mesh with multiple broadcasting has attracted a great deal of attention. Applications ranging from image processing 21, 31, 34] , to visibility and robotics 9, 30] , to digital geometry and pattern recognition 7, 9, 20, 23, 30] , to optimization 14] , to other basic problems 3, 6, 8, 13] have been reported on this platform and some of its variants 23]. 4 4 In essence, a mesh with multiple broadcasting of size p n p n, hereafter also referred to as a mesh if no confusion is possible, consists of n identical SIMD processors positioned on a square array, with the processors in the rst column also serving as I/O ports. The processor located in row i and column j, (1 i; j n), is referred to as P (i; j). As customary, we assume that processors know their coordinates within the mesh and have a constant number of registers of size O(log n). In unit time, each processor performs an arithmetic or boolean operation, communicates with one of its neighbors using a local connection, broadcasts a value on a bus or reads a value from a speci ed bus. Each of these operations involves handling at most O(log n) bits of information.
I/O ports
For practical reasons, only one processor is allowed to broadcast on a given bus at any one time. By contrast, all the processors on the bus can simultaneously read the value being broadcast. In accord with other researchers 3, 20, 25, 31], we assume that communications along buses take O(1) time. Although inexact, recent experiments with the DAP, the PPA, and the YUPPIE multiprocessor array systems seem to indicate that this is a reasonable working hypothesis 24, 31, 34] .
A PRAM 19] consists of synchronous processors, all having unit-time access to a shared memory. At each step, every processor performs the same instruction, with a number of processors masked out. In the CREW-PRAM, a memory location can be simultaneously accessed in reading but not in writing. A mesh with multiple broadcasting can be perceived as a restricted version of the CREW-PRAM: the buses are nothing more than oblivious concurrent read, exclusive write registers with the access restricted to certain sets of processors. Indeed, a square mesh with multiple broadcasting using p 2 processors can be viewed as a CREW-PRAM with p 2 processors where groups of p of these have concurrent read access to a register whose value is available for one time unit, after which it is lost. Given that the mesh with multiple broadcasting is, in this sense, weaker than the CREW-PRAM, it is very often quite a challenge to design algorithms in this model that match the performance of their CREW-PRAM counterparts. Typically, for the same running time, the mesh with multiple broadcasting uses more processors. This phenomenon will appear in our algorithms.
In pattern recognition and classi cation the shape of an object is routinely represented by a polygon obtained from an image processing device 2, 17, 38] . A class of fundamental features that contribute to a morphological description useful in shape analysis are the (Euclidian) distance properties among vertices of the polygon. Nearest and furthest-neighbor computations are central to pattern recognition classi cation techniques, image processing, computer graphics, and computational geometry 16, 17, 33, 37] . In image processing, for example, proximity is a simple and important metric for potential similarities of objects in the image space. In pattern recognition, the same concept appears in clustering, and computing similarities between sets 17]. In computational geometry, closeness is often a valuable tool in devising e cient algorithms for a number of seemingly unrelated problems 33] .
A classic problem in this domain involves computing for every point in a given set S, a point that is closest to it: this problem is known as the All-Nearest Neighbor problem and has been well studied in the literature 16, 17, 30, 33, 37] . A class of related problems involves associating a certain graph with the set S. This graph is, of course, application-speci c. For example, in pattern recognition one is interested in the Euclidian Minimum Spanning Tree (EMST) of S, the All-Nearest Neighbor Graph (ANNG), the Relative Neighborhood Graph (RNG) of S, the Symmetric Furthest Neighbor Graph (SFNG) of S, the Gabriel Graph (GG) of S, and the Delaunay Graph (DG) of S, to name a few 16, 33, 35, 36, 37, 38] .
The main contribution of this work is to provide time-optimal algorithms to construct the EMST, the ANNG, the RNG, and the SFNG of an n-vertex unimodal polygon. We begin by establishing a (log n) time lower bound for the task of computing the EMST of an n-vertex unimodal polygon. This time lower bound holds for both the CREW-PRAM and for the mesh with multiple broadcasting, even if an in nite number of processors are available. Next, we show that the bound is tight by exhibiting an EMST algorithm running in (log n) time on a mesh with multiple broadcasting of size n n. We also show that the ANNG, the RNG, and the SFNG of an n-vertex unimodal polygon can be computed in O(1) time on a mesh with multiple broadcasting of size n n.
The remainder of the work is organized as follows: Section 2 discusses basic terminology and algorithms that are key ingredients of our subsequent sections; Section 3 presents our time lower bound arguments; Section 4 gives the details of the proposed time-optimal algorithms for the ANNG, RNG, EMST, and SFNG problems; nally, Section 5 o ers concluding remarks and poses a number of open questions.
Background and Terminology
Specifying an n-vertex polygon P in the plane amounts to enumerating its vertices in clockwise order as p 1 ; p 2 ; : : : ; p n , (n 3), in such a way that p i p i+1 , (1 i n ?1), and p n p 1 de ne the edges of P . This representation is known as vertex representation of P . The vertex representation of a polygon can be easily converted into an edge representation where P is represented by a sequence e 1 ; e 2 ; : : : ; e n of edges, speci ed in clockwise order, with e i , (1 i n ? 1), having p i and p i+1 as its endpoints, and e n having p n and p 1 as its endpoints. A polygon P is termed convex if all its diagonals lie entirely within P .
For de niteness, we now discuss a number of important representational issues for the objects we manipulate. Speci cally, a polygon P is represented by a linked list stored in some order in an array P 1::n]. Occasionally, we shall nd it convenient to perceive the polygon P as a graph, also denoted by P , whose vertices are the vertices of P and whose edges are precisely the edges of P . Since a number of di erent graphs will be considered in this paper, it is appropriate to clarify how these graphs are speci ed. As customary 19], a graph G will be speci ed by a linked list of edges i.e. unordered pairs of vertices stored in some order in an array G. This representation facilitates a number of cardinality queries about the graph as well as the assignment of processors to the edges of G. Traditionally, convexity has played a central role in analyzing relevant features of the shape of a set of points 2, 17, 33]. Recently, Toussaint 37] pointed out that the notions of convexity and unimodality are quite di erent: convex polygons need not be unimodal, and unimodal polygons need not be convex. Furthermore, in 37] it is argued convincingly that the key factor for obtaining very e cient algorithms for a large number of problems in pattern recognition and morphology is not convexity, but rather unimodality. It is not surprising, therefore, that unimodality and multimodality have received considerable attention in the literature 1, 26, 27, 28, 36, 37, 38] . The Euclidian Minimum Spanning Tree (EMST) of a set S of points in the plane is a minimum spanning tree of the complete graph whose vertices are the points in S and whose edges are weighted by the Euclidian distance between the corresponding points. The All-Nearest Neighbor Graph (ANNG) of a set S of points has the points in S as vertices. Vertices p and q are joined by an edge in ANNG if p (resp. q) is the nearest neighbor of q (resp. p) in S. We note that the nearest neighbor relation is not symmetric. It is quite possible that q is the nearest neighbor of p but not conversely.
The Relative Neighborhood Graph (RNG) of a set S of points in the plane was introduced by Toussaint 37] in an e ort to capture many perceptually relevant features of the set S. Speci cally, given a set S of points in the plane, RNG(S) has for vertices the points of S together with an edge between p and q if d(p; q) max s2S fd(p; s),d(q; s)g. An equivalent de nition states that two vertices p, q are joined by an edge in RNG(S) if no point s of S lies inside LUNE(p; q), the \lune of in uence" of p, q de ned as the intersection of two open disks each of radius d(p; q) centered at p, q respectively, as illustrated in Figure 3 .
Given a set S a points in the plane, the points p and q of S are a symmetric furthest neighbor pair if both p and q are furthest from each other among the points of S, i.e. all other points lie inside LUNE(p; q). Put di erently, The pre x computation problem has turned out to one of the basic techniques in parallel processing, being a key ingredient in many algorithms. The problem is stated as follows: given an associative binary operation and a sequence a 1 , a 2 , : : :, a n of items, compute all the sums of the form a 1 , a 1 a 2 , a 1 a 2 a 3 , : : :, a 1 a 2 : : : a n . Proposition 2.1. 20, 29] The pre x sums (also maxima or minima) of a sequence of n real numbers stored in one row of a mesh with multiple broadcasting of size n n can be computed in (log n) time. Furthermore, this is time-optimal. The convex hull of a set of points in the plane is de ned as the smallest convex set that contains the original set 33]. Our arguments rely, in part, on the following result proved in 29]. Proposition 2.2. 29] The convex hull of planar set of n points stored in the rst row of a mesh with multiple broadcasting of size n n can be computed in (log n) time. Furthermore, this is time-optimal.
Vertices p i and p j of a convex polygon P are termed antipodal if P admits parallel supporting lines through p i and p j . The diameter of a convex polygon 33] is the largest Euclidian distance between any pair of its vertices. A classic result 33] asserts that the diameter of a convex polygon is the largest distance between antipodal pairs. Recently, 8] showed that all the antipodal pairs of a convex polygon as well as any semigroup computations involving these antipodal pairs can be determined e ciently. More precisely, the following result was proved in 8].
Proposition 2.3. 8] Let P be an n-vertex convex polygon stored one vertex per processor in one row of a mesh with multiple broadcasting of size n n. Any semigroup computation involving the antipodal pairs of P can be performed in (log n) time. Furthermore, this is time-optimal.
The Lower Bound
The purpose of this section is to establish a time lower bound for the following proximity graph problems.
EMST: given an n-vertex unimodal polygon compute its Euclidian Minimum Spanning Tree.
Our lower bound arguments will be stated rst in the CREW-PRAM. This approach is motivated by a recent result of Lin et al. 22 ] that allows us to extend many lower bound results from the CREW-PRAM to meshes with multiple broadcasting.
For Proposition 3.2. Any computation that takes O(t(n)) steps on an n-processor mesh with multiple broadcasting can be performed in O(t(n)) steps on an n-processor CREW-PRAM.
It is important to note that Proposition 3.2 guarantees that if T M (n) is the execution time of
an algorithm for solving a given problem on an n-processor mesh with multiple broadcasting, then there exists a CREW-PRAM algorithm to solve the same problem in T P (n) = T M (n) time using n processors. In other words, \too fast" an algorithm on the mesh with multiple broadcasting implies \too fast" an algorithm for the CREW-PRAM. This observation is exploited in 22] to transfer known computational lower bounds for the PRAM to the mesh with multiple broadcasting. We show that the time lower bound for EMST is (log n) on the CREW-PRAM, by reducing the OR problem to EMST. . It is easy to see that P is unimodal. Figure  5 illustrates this construction for n = 6 and the input sequence 0, 0, 1, 0, 0, 0. If c 1 = 1 then the answer to OR is 1 and we are done. Otherwise, consider any algorithm that correctly returns the EMST of the polygon P . Clearly, EMST has 2n ? 1 edges. In O(1) time n processors can identify the unique edge of P that does not belong to the EMST. Now the answer to OR is 1 if and only if the length of this edge is larger than 1. Since the construction of P takes O(1) time using n processors on the CREW-PRAM, Proposition 3.1 implies the following result.
Theorem 3.3. The task of computing the Euclidian Minimum Spanning Tree of an n-vertex unimodal polygon has a time lower bound of (log n) on the CREW-PRAM, regardless of the number of processors and memory cells available.
It is important to note that the polygon P used in the reduction above is always convex, in addition to being unimodal. Therefore, we have the following result which is of an independent interest. Theorem 3.5. The task of constructing the EMST of an n-vertex unimodal polygon has a time lower bound of (log n) on a mesh with multiple broadcasting of size n n.
The Algorithms
The purpose of this section is to design time-optimal algorithms to compute the ANNG, the RNG, the EMST, and the SFNG of an n-vertex unimodal polygon P = p 1 ; p 2 ; : : : ; p n stored in the rst row of a mesh with multiple broadcasting of size n n. We let ANNG(P ), RNG(P ), EMST(P ), and SFNG(P ) stand for the proximity graphs we wish to compute. Quite recently, a rather complicated algorithm for computing the ANNG of an arbitrary set of points in the plane was proposed in 30]. To solve the ANNG problem for unimodal polygons we rely on the following simple fact whose proof follows directly from de nition. Lemma 4.0. Let P be a unimodal polygon. Every edge is adjacent to its nearest neighbor in P .
Note that Lemma 4.0 suggests an obvious O(1) time algorithm for constructing the ANNG(P ) of P . This algorithm only involves communications between adjacent processors. As a result, if the unimodal polygon is available in a linear array of n processors, the corresponding instance of the ANNG problem can be solved in O(1) time.
Recently, Olariu 26] developed simple linear-time sequential algorithms to compute the EMST and RNG of a unimodal polygon. To make this work self-contained we now recall a number of relevant properties of unimodal polygons established in 26]. Proposition 4.1. If a diagonal of P is an edge of RNG(P ) then its endpoints belong to the two longest edges of P .
Call an edge e of RNG(P ) P-critical if e 6 2 P . It is worth noting that Proposition 4.1 asserts that if p i p j is P-critical, then p i and p j must be endpoints of the two longest edges in P . A natural question to ask is: \How many P-critical edges can RNG(P ) contain?" The answer to this question is given by the following result. Proposition 4.2. If P is a unimodal polygon, then RNG(P ) contains at most one P-critical edge.
An important consequence of Proposition 4.2 is the following. Corollary 4.3. If P is an n-vertex unimodal polygon, then EMST(P ) shares at least n ? 2 edges with P .
The following result makes Corollary 4.3 more precise, by characterizing the diagonals of P that can belong to EMST(P ). Proposition 4.4. 26] A diagonal of P is an edge in EMST(P ) if and only if it is a P-critical edge in RNG(P ). Figure 6 features a unimodal polygon P = x; u; w; v. As easily seen, LUNE(u; v) is empty and so, uv is an edge in RNG(P ). By Proposition 4.4, uv is also an edge in EMST(P ). We begin by showing that given an n-vertex unimodal polygon P = p 1 ; p 2 ; : : : ; p n , stored one vertex per processor in the rst row of a mesh with multiple broadcasting of size n n, the task of detecting the edges of P that do not belong to RN G(P ) can be performed in O(1) time. For de niteness, assume that for every i, 1 i n, processor P (1; i) stores the vertex p i . Using the vertical buses we replicate the contents of the rst row in all the rows of the platform. Next, for every i, 1 i n ? 1, processor P (i; i) broadcasts the edge p i p i+1 to all the processors in row i. Similarly, processor P (n; n) broadcasts the edge p n p 1 throughout row n. Every processor in row i that detects that the point it stores in inside LU N E(p i ; p i+1 ) sets a local register to 1. All other processors set the register to 0. The following technical result is key for our O(1) time algorithm for computing the RN G(P ). By virtue of Lemma 4.5, the leftmost processor in row i that stores a vertex that lies inside LU N E(p i ; p i+1 ) can be detected in O(1) time. In turn, this processor informs P (i; i) that the edge p i p i+1 cannot belong to RN G(P ). To summarize our ndings we state the following result.
Lemma 4.6. The task of detecting the edges of P that do not belong to RN G(P ) can be performed in O(1) time.
We are now in a position to spell out the details of the algorithm to compute the RNG of a unimodal polygon P .
Algorithm Compute-RNG(P );
Step 1. Determine the edges of P that do not belong to RNG(P ). If no such edge exists then return(P );
Step 2. Let p i p i+1 and p j p j+1 be the two edges of P that do not belong to RNG(P ); let p r p s be the critical edge of the polygon determined by p i ; p i+1 ; p j ; p j+1 . Return(P fp r p s gnfp i p i+1 ; p j p j+1 g). On the other hand, if
Step 2 is executed then by Proposition 4.2 we know that RNG(P ) has exactly one critical edge. Moreover, this edge is determined by the endpoints of the two edges of P that do not belong to RNG(P ). This is precisely what Step 2 is computing. Finally, the task of compacting the edges of RNG(P ) into the leftmost positions in the rst row of the mesh is done in the obvious way: p i p i+1 is replaced with p r p s . All the edges to the left of p j p j+1 are move one position to the left. Clearly, the compaction phase of Step 2 can be performed in O (1) time. This completes the proof of the theorem.
Next, we present an algorithm to compute the EMST(P ) of an n-vertex unimodal polygon P = p 1 ; p 2 ; : : : ; p n .
Algorithm Compute-EMST(P );
Step 1. Determine the longest and second-longest edges of P and let them be p i p i+1 and p j p j+1 ;
Step 2. Let p r p s be any critical edge of the polygon determined by p i ; p i+1 ; p j ; p j+1 . If such a critical edge exists then return(P fp r p s g n fp i p i+1 ; p j p j+1 g).
Step 3. On the other hand, if such a critical edge does not exist, then EMST(P ) is obtained from P by removing the edge p i p i+1 . Return(P n fp i p i+1 g).
Theorem 4.8. Algorithm Compute-EMST returns EMST(P ) of an n-vertex unimodal polygon in (log n) time on a mesh with multiple broadcasting of size n n. Furthermore, this is time optimal on this architecture.
Proof. The correctness of this simple algorithm is guaranteed by a result in 26]. By Proposition 2.1, computing the longest and the second longest edges of P takes O(log n) time. The task of testing whether or not LUNE(p i ; p i+1 ) is empty takes O(1) time. Thus, the running time is bounded by O(log n) which is time-optimal by Theorem 3.5.
Let us outline the idea of our algorithm to compute the SFNG of an n-vertex unimodal polygon P pretiled one vertex per processor in the rst row of a mesh with multiple broadcasting of size n n such that for every i, (1 i n), processor P (1; i) stores1 stores vertex p i . By using the vertical buses, the polygon P is replicated in all the rows of the platform. In every row i, (1 i n), processor P (i; i) broadcasts p i horizontally. Every processor P (i; j) in row i computes the Euclidian distance between p i and p j . Since the polygon is unimodal exactly one processor, say P (i; k), detects that it stores the vertex p k which is furthest away from p i . Next, P (i; k) broadcasts k to all the processors in row i. This is tantamount to informing every processor in this row that p k is the furthest neighbor of p i . Further, P (i; i) broadcasts k to P (k; i). Clearly, p i and p k are a symmetric furthest neighbor pair only if P (k; i) stores both p i and p k as a result of the previous broadcasts. The details follow.
Algorithm Compute-SFNG(P );
Step 1. Using vertical buses, every processor P (1; i), (1 i n), broadcasts the vertex p i to the entire column i;
Step 2. Every processor P (i; i), (1 i n), broadcasts p i to the entire row i;
Step 3. Every processor P (i; j), (1 i 6 = j n), computes the Euclidian distance d(p i ; p j ); in every row i, (1 i n), exactly one processor, say, P (i; k) detects that p k is the furthest neighbor of p i ;
Step 4. For every i, (1 i n), the processor P (i; k) that stores the furthest neighbor of p i broadcasts k to the entire row i. Every processor in row i stores k in a local register R 1 ;
Step 5. Every processor P (i; i), (1 i n), broadcasts k, the index of the furthest neighbor of p i , vertically to processor P (k; i) who stores the value received in a local register R 2 ;
Step 6. Every processor P (k; i), (1 i 6 = k n), for which the contents of its registers R 1 and R 2 are i and k, respectively identi es (p i ; p k ) as a symmetric furthest neighbor pair and broadcasts this information to processor P (k; 1) in the rst row of the mesh.
Theorem 4.9. The task of computing the SFNG of an n-vertex unimodal polygon can be performed in O(1) time on a mesh with multiple broadcasting of size n n. Furthermore, this is optimal in the sense that (n 2 ) processors are necessary to guarantee a constant-time performance.
Proof. The correctness of the algorithm being easy to see, we turn to the complexity. Clearly, all the steps in the algorithm involve simple broadcasting and arithmetic/logic operations and run in O(1) time.
To argue for the processor-optimality, let n be even and consider a regular n-gon stored in the rst row of the platform such that for every i, (1 i n), processor P (1; i) stores vertex p i . Clearly, the symmetric furthest neighbor of every vertex p i , (1 i n), is the vertex p n 2 +i . However, information about this vertex must cross from the right half of the mesh into the left half. Since (n) pieces of information must cross this \boundary", an O(1) time performance requires a platform with (n 2 ) processors, as claimed.
Conclusions and Open Problems
In this work we have addressed the problems of computing the ANNG, the RNG, the EMST, and the SFNG of an n-vertex unimodal polygon. We have shown a time-lower bound of (log n) for the task of computing the EMST of an n-vertex unimodal polygons. This lower bound holds for the CREW-PRAM as well as the mesh with multiple broadcasting. We have shown that this time lower bound is tight by exhibiting a matching EMST algorithm. In addition, the task of computing the ANNG, the RNG, and the SFNG of a unimodal polygon can be computed in O(1) time.
It is well known that EMST RNG GG DT 33] . We can prove (log n) time lower bounds for the problem of constructing the GG and DT of an n-vertex unimodal polygon on a mesh with multiple broadcasting of size n n. Are these bounds tight?
Our time lower bound result shows that the above problems cannot be solved faster in the computational model that we adopted. We have shown that the O(1) time resolution of the SFNG problem requires (n 2 ) processors and that the ANNC can be solved in O(1) time with (n) processors. It would be interesting to know whether the remaining problems can be solved with fewer than n 2 processors. We pose this as an open problem.
Recently, several authors have shown that rectangular meshes sometimes yield faster algorithms than square meshes. It would be interesting to see whether this is also the case for nearest and furthest neighbor computations.
