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Abstract
We consider stochastic bandit problems with K arms, each associated with a
bounded distribution supported on the range [m,M ]. We do not assume that the
range [m,M ] is known and show that there is a cost for learning this range. Indeed,
a new trade-off between distribution-dependent and distribution-free regret bounds
arises, which, for instance, prevents from simultaneously achieving the typical lnT
and
√
T bounds. For instance, a
√
T distribution-free regret bound may only be
achieved if the distribution-dependent regret bounds are at least of order
√
T . We
exhibit a strategy achieving the rates for regret indicated by the new trade-off.
1 Introduction
Virtually all articles on stochasticK–armed bandits either assume that distributions of the arms belong
to some parametric family (often, one-dimensional exponential families) or to the non-parametric
family of distributions supported on a known range [m,M ]. Notable exceptions are discussed below.
We consider the second, non-parametric, framework (see Section 2) and show that the knowledge of
the range [m,M ] is a crucial information. We do so by studying what may be achieved and what
cannot be achieved anymore when this range is unknown and the strategies need to learn it. We call
this problem scale-free regret minimization. Our main result (in Section 3) is a trade-off between the
scale-free distribution-dependent and distribution-free regret bounds that may be achieved; it is, for
instance, impossible to simultaneously achieve scale-free distribution-dependent regret bounds of
order lnT and scale-free distribution-free regret bounds of order
√
T , as simple strategies like UCB
strategies (by Auer et al. [5]) do in the case of a known range. Our general trade-off indicates, for
instance, that if one wants to keep the same
√
T order of magnitude for the scale-free distribution-free
regret bounds, then the best scale-free distribution-dependent rate that may be achieved is
√
T . We
also provide (in Section 4) a strategy, based on exponential weights, that obtains optimal scale-free
distribution-dependent and distribution-free regret bounds as indicated by the trade-off.
Short literature review. Optimal scale-free regret minimization under full monitoring is offered by
the AdaHedge strategy by De Rooij et al. [16], which we will use as a building block in in Section 4.
The main difficulty in adaptation to the range is the adaptation to the upper endM (see Section 5); this
is why Honda and Takemura [24] could provide optimal lnT distribution-dependent regret bounds
for payoffs lying in ranges of the form (−∞,M ], with a known M . Lattimore [29] considers models
of distributions with a known bound on their kurtosis (a scale-free measure of the skewness of the
distributions) and provides a scale-free algorithm based on the median-of-means estimators, with
lnT distribution-dependent regret bounds. However, bounded bandits can have an arbitrarily high
kurtosis, so our settings are not directly comparable (and we think that bounded distributions with an
unknown range is a more natural assumption). Cowan and Katehakis [14] study adaptation to the
range but in the restricted case of uniform distributions; see also similar results by Cowan et al. [15]
for Gaussian distributions with unknown means and variances. Additional important references are
discussed in Appendix A of the supplementary material.
Preprint. Under review.
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2 Settings: stochastic bandits and bandits for oblivious individual sequences
We describe the bandit settings considered: stochastic bandits, the setting of main interest, and bandits
for oblivious individual (adversarial) sequences, a setting leading to stronger regret upper bounds.
2.1 Stochastic bandits with bounded and possibly signed rewards
K > 2 arms are available. We denote by [K] the set {1, . . . ,K} of arms. With each of the arm a is
associated a probability distribution νa lying in some known model D; a model is a set of probability
distributions over R with a first moment. The models of interest in this article are discussed below. A
bandit problem overD is aK–vector of probability distributions inD: we denote it by ν = (νa)a∈[K].
The player knows D but not ν. As is standard in this setting, we denote by µa = E(νa) the mean
payoff provided by an arm a. An optimal arm and the optimal mean payoff are respectively given by
a? ∈ argmaxa∈[K] µa and µ? = maxa∈[K] µa. Finally, ∆a = µ? − µa denotes the gap of an arm a.
The online learning game goes as follows: at round t > 1, the player picks an arm At ∈ [K],
possibly at random according to a probability distribution pt = (pt,a)a∈[K] based on an auxiliary
randomization Ut−1, and then receives and observes a reward Zt drawn independently at random
according to the distribution νAt , given At. More formally, a strategy of the player is a sequence
of mappings from the observations to the action set, (U0, Z1, U1, . . . , Zt−1, Ut−1) 7→ At, where
U0, U1, . . . are i.i.d. random variables independent from all other random variables and distributed
according to a uniform distribution over [0, 1]. At each given time T > 1, we measure the performance
of a strategy through its expected regret:
RT (ν) = Tµ
? − E
[
T∑
t=1
Zt
]
= Tµ? − E
[
T∑
t=1
µAt
]
=
T∑
t=1
∆a E
[
Na(T )
]
, (1)
where we used the tower rule for the first equality and defined Na(T ) as the number of times arm a
was pulled between time rounds 1 and T .
Doob’s optional skipping (see Doob [17, Chapter III, Theorem 5.2, p. 145] for the original reference,
see also Chow and Teicher [13, Section 5.3] for a more recent reference) indicates that we may
assume that i.i.d. sequences of rewards (Yt,a)t>1 are drawn beforehand, independently at random,
for each arm a and that the obtained payoff at round t > 1 given the choice At equals Zt = Yt,At .
We will use this second formulation in the rest of the paper as it is the closest to the one of oblivious
individual sequences described in Section 2.2.
Models: bounded rewards with unknown range. For a given range [m,M ], where m < M
are two real numbers (not necessarily nonnegative), we denote by Dm,M the set of probability
distributions supported on [m,M ]. Then, the model corresponding to distributions with a bounded
but unknown range is the union of all such Dm,M : D−,+ =
⋃
m,M∈R:m<M
Dm,M
2.2 Oblivious individual sequences (oblivious adversarial bandits)
In the setting of (fully) oblivious individual sequences (see Cesa-Bianchi and Lugosi [10], Audibert
and Bubeck [2]), a range [m,M ] is set by the environment, where m,M are real numbers (not
necessarily nonnegative), and the environment picks beforehand a sequence y1, y2, . . . of reward
vectors in [m,M ]K . We denote by yt = (yt,a)a∈[K] the components of these vectors. The online
learning game starts only then: at each round t > 1, the player picks an arm At ∈ [K], possibly at
random according to a probability distribution pt = (pt,a)a∈[K] based on an auxiliary randomization
Ut−1, and then receives and observes yt,At . More formally, a strategy of the player is a sequence
of mappings from the observations to the action set, (U0, y1,A1 , U1, . . . , yt−1,At−1 , Ut−1) 7→ At,
where U0, U1, . . . are i.i.d. random variables independent from all other random variables and
distributed according to a uniform distribution over [0, 1]. At each given time T > 1, denoting
y1:T = (y1, . . . , yT ), we measure the performance of a strategy through its expected regret:
RT (y1:T ) = max
a∈[K]
T∑
t=1
yt,a − E
[
T∑
t=1
yt,At
]
, (2)
where all randomness lies in the choice of the arms At only (as rewards are fixed beforehand).
2
Conversion of upper/lower bounds from one setting to the other. Note that (by the tower rule
for the right-most equality) for all m < M and for all ν in Dm,M ,
RT (ν) = max
a∈[K]
E
[
T∑
t=1
Yt,a
]
− E
[
T∑
t=1
Yt,At
]
6 E
[
max
a∈[K]
T∑
t=1
Yt,a −
T∑
t=1
Yt,At
]
= E
[
RT (Y1:T )
]
6 sup
y1:T in[m,M ]K
RT (y1:T ) .
In particular, lower bounds on the regret for stochastic bandits are also lower bounds on the regret
for oblivious adversarial bandits, and strategies designed for oblivious adversarial bandits obtain the
same regret bounds for stochastic bandits when the individual payoffs yt,At in their definition are
replaced with the stochastic payoffs Yt,At .
2.3 Scale-free regret bounds: rates for adaptation to the unknown range
Regret scales with the range length M −m, thus regret bounds involve a multiplicative factor M −m.
We therefore consider such bounds divided by the scale factor M −m and call them scale-free regret
bounds. We denote by N the set of natural integers; (rates on) regret bounds will be given by functions
Φ : N→ [0,+∞).
Definition 1 (Distribution-free bounds). A strategy for stochastic bandits, respectively, for oblivious
individual sequences, is adaptive to the unknown range of payoffs with a scale-free distribution-free
regret bound Φ : N → [0,+∞) if for all real numbers m < M , the strategy ensures, without the
knowledge of m and M :
∀ν in Dm,M , ∀T > 1, RT (ν) 6 (M −m) Φ(T ) ,
respectively, ∀y1, y2, . . . in [m,M ]K , ∀T > 1, RT (y1:T ) 6 (M −m) Φ(T ) .
The notion of distribution-dependent regret bounds for adaptation to the range can obviously only be
defined for stochastic bandits. It does not add much to the classical notion of distribution-dependent
rates on regret bounds, as the scale factor M −m does not appear in the definition; it merely ensures
that the strategy is not informed of the range.
Definition 2 (Distribution-dependent bounds). A strategy for stochastic bandits is adaptive to the
unknown range of payoffs with a distribution-dependent rate Φ : N→ [0,+∞) if for all real numbers
m < M , the strategy ensures, without the knowledge of m and M :
∀ν in Dm,M , lim sup
T→+∞
RT (ν)
Φ(T )
< +∞ .
Put differently, the strategy ensures that lim supRT (ν)/Φ(T ) < +∞ for all ν ∈ D−,+.
3 Regret lower bounds for adaptation to the range
Any scale-free distribution-free regret bound Φfree(T ) is larger than the optimal distribution-free
regret bound on a known range. [6] provided a lower bound (1/20) min
{√
KT, T
}
on the regret
of any strategy against individual sequences in [0, 1]K , thus for bandit problems in D0,1. Therefore,
we also have Φfree(T ) > (1/20) min
{√
KT, T
}
. We show in Section 4 a scale-free distribution-free
regret bound of order
√
KT lnK, which thus matches the lower bound up to a
√
lnK factor.
The situation is different for distribution-dependent bounds, where the typical lnT order of magnitude
cannot be achieved when the range is unknown: all uniformly fast convergent strategies on D−,+ are
such that, for all bandit problems ν in D−,+ with at least one suboptimal arm,
lim inf
T→+∞
RT (ν)
lnT
= +∞ . (3)
(A strategy is said to be uniformly fast convergent on a model D if for all bandit problems ν in D, it
achieves a subpolynomial regret bound, that is, RT (ν)/Tα → 0 for all α ∈ (0, 1]; this is a minimal
requirement when studying lower bounds.) However, any rate ϕ(T ) lnT may be achieved thanks
to a simple upper-confidence bound [UCB] strategy. Further details, including proofs of the two
claims above, may be found in Appendix C of the supplementary material.
We now show that under an adaptivity assumption that is stronger than uniform fast convergence and
takes finite-time guarantees into account, the distribution-dependent regret becomes polynomial in T .
3
3.1 Simultaneous scale-free distribution-free and distribution-dependent lower bounds
When the range [m,M ] of the payoffs is known, it is possible to simultaneously achieve optimal
distribution-free bounds (of order
√
KT ) and optimal distribution-dependent bounds (of order lnT
with the optimal constant given by infima of Kullback-Leibler divergences); see the KL-UCB-switch
strategy by Garivier et al. [20]. Put differently, when the range of payoffs is known, one can achieve
optimal (asymptotic) distribution-dependent regret bounds while not sacrificing finite-time guarantees.
Simpler strategies like UCB strategies (see Auer et al. [5]) also simultaneously achieve regret bounds
of similar lnT and
√
T orders of magnitude but with suboptimal constants and/or dependencies
on K.
This is not possible anymore when the range of payoffs is unknown.
To show this, we consider in this section algorithms enjoying distribution-free scale-free regret
bounds and show that they suffer up to a Ω(
√
T ) distribution-dependent rate for adaptation to the
range. Actually, the theorem below shows that there is a trade-off between the finite-time guarantees
(the distribution-free scale-free regret bounds) and the asymptotic problem-dependent rates (the
distribution-dependent rates for adaptation) that can be achieved. We recall that these concepts
were defined in Section 2.3. The proof actually provides a finite-time (but messy) lower bound on
RT (ν)
/(
T/Φfree(T )
)
.
Theorem 1. Any strategy with a Φfree distribution-free scale-free regret bound satisfying Φfree  T
may only achieve distribution-dependent rates Φdep for adaptation satisfying Φdep(T ) > T/Φfree(T ).
More precisely, the regret of such a strategy is lower bounded as: for all ν in D−,+,
lim inf
T→∞
RT (ν)
T/Φfree(T )
> 1
4
K∑
a=1
∆a .
The optimal distribution-free scale-free regret bounds Φfree(T ) are of order
√
T (as follows from the
lower bound indicated at the beginning of Section 3 and from the upper bound of Section 4). The
distribution-dependent rates Φdep(T ) of strategies achieving this optimal distribution-free scale-free
rate are therefore larger than
√
T . More generally, there is a trade-off between the two rates: to
force faster distribution-dependent rates for adaptation, one must suffer worsened distribution-free
scale-free rates for adaptation. (The latter range between the optimal
√
KT rate and the trivial T
rate.)
3.2 Proof of Theorem 1
We follow a standard proof technique introduced by Lai and Robbins [28] and Burnetas and Katehakis
[8] and recently revisited by Garivier et al. [21]. We fix some bandit problem ν inD−,+ and construct
an alternative bandit problem ν′ inD−,+ by modifying the distribution of a single suboptimal arm a to
make it optimal (which is always possible, as there is no bound on the upper end on the ranges of the
payoffs in the model). We apply a fundamental inequality that links the expectations of the numbers
of times Na(T ) that a is pulled under ν and ν′. We then substitute inequalities stemming from the
definition of distribution-free scale-free regret bounds Φdep, and the result follows by rearranging all
inequalities.
Step 1: Alternative bandit problem. The lower bound is trivial (it equals 0) when all arms of ν are
optimal. We therefore assume that at least one arm is suboptimal and fix such an arm a. For some
ε ∈ [0, 1] to be defined later by the analysis, we introduce the alternative problem ν′ = (ν′k)k∈[K]
with ν′k = νk for j 6= a and ν′a = (1− ε)νa + εδµa+2∆a/ε. This distribution ν′a has a bounded range,
so that ν′ lies indeed in D−,+. The expectation of ν′a equals µ′a = µa + 2∆a = µ? + ∆a > µ?.
Thus, a is the only optimal arm in ν′. Finally, for ε small enough, µa + 2∆a/ε lies outside of the
bounded support of νa. In that case, the density of νa with respect to ν′ε is given by 1/(1− ε) on the
support of νa (and 0 elsewhere), so that KL(νa, ν′a) = ln
(
1/(1− ε)).
Step 2: Application of a fundamental inequality. We denote by kl(p, q) the Kullback-Leibler diver-
gence between Bernoulli distributions with parameters p and q. We also index expectations in the rest
of the proof by the bandit problem they are relative to: for instance, Eν denotes the expectation of a
random variable when the ambiant randomness is given by the bandit problem ν. The fundamental
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inequality for lower bounds on the regret of stochastic bandits (Garivier et al. [21], Section 2, Equa-
tion 6), which is based on the chain rule for Kullback-Leibler divergence and on a data-processing
inequality for expectations of [0, 1]–valued random variables, reads:
kl
(
Eν
[
Na(T )
]
T
,
Eν′
[
Na(T )
]
T
)
6 Eν
[
Na(T )
]
KL(νa, ν
′
a) = Eν
[
Na(T )
]
ln
(
1/(1− ε)) .
Now, since u ∈ (−∞, 1) 7→ −u−1 ln(1− u) is increasing, we have ln(1/(1− ε)) 6 ε(ln 2)/2 for
ε 6 1/2. For all (p, q) ∈ [0, 1]2 and with the usual measure-theoretic conventions,
kl(p, q) = p ln p+ q ln q︸ ︷︷ ︸
>− ln 2
+ p ln
1
q︸ ︷︷ ︸
>0
+(1− p) ln 1
1− q > (1− p) ln
1
1− q − ln 2 ,
so that, putting all inequalities together, we have proved(
1− Eν
[
Na(T )
]
T
)
ln
(
1
1− Eν′
[
Na(T )
]
/T
)
− ln 2 6 ln 2
2
εEν
[
Na(T )
]
. (4)
So far, we only imposed the constraint ε ∈ [0, 1/2].
Step 3: Inequalities stemming from the definition of distribution-free scale-free regret bounds. We
denote by [m,M ] a range containing the supports of all distributions of ν. By definition of Φfree,
given that a is a suboptimal arm (i.e., ∆a > 0):
∆a Eν [Na(T )] 6 RT (ν) 6 (M −m) Φfree(T ) .
Because of ν′a, the distributions of ν
′ have supports within the range [m,Mε], where we denoted
Mε = max{M, µa + 2∆a/ε}. For ν′, by definition of Φfree, and given that all gaps ∆′k are larger
than the gap ∆′a = µ
′
a − µ? = ∆a between the unique optimal a and the second best arms (which
were the optimal arms of ν),
∆a
(
T − Eν′ [Na(T )]
)
= ∆′a
(
T − Eν′ [Na(T )]
)
6
∑
j 6=a
∆′j Eν′ [Nk(T )]
= RT (ν
′) 6 (Mε −m) Φfree(T ) .
By rearranging the two inequalities above, we get
1− Eν
[
Na(T )
]
T
> 1− (M −m) Φfree(T )
T∆a
and 1− Eν′
[
Na(T )
]
T
6 (Mε −m) Φfree(T )
T∆a
,
thus, after substitution into (4),(
1− (M −m) Φfree(T )
T∆a
)
ln
(
T∆a
(Mε −m) Φfree(T )
)
− ln 2 6 ln 2
2
εEν
[
Na(T )
]
. (5)
Step 4: Final calculations. We take ε = εT = α−1 Φfree(T )/T for some constant α > 0; we will pick
α = 1/8. By the assumption Φfree(T ) T , we have εT 6 1/2 as needed for T large enough, as well
as MεT = µa + 2∆a/εT = µa + 2α∆aT/Φfree(T ). Substituting these values into (5), a finite-time
lower bound on the quantity of interest is finally given by
Eν
[
Na(T )
]
T/Φfree(T )
> 2α
ln 2
(
− ln 2 +
(
1− (M −m) Φfree(T )
T∆a︸ ︷︷ ︸
→0
)
ln
(
T∆a
2α∆aT + (µa −m)Φfree(T )︸ ︷︷ ︸
→1/(2α)
))
.
It entails the asymptotic lower bound
lim inf
T→+∞
Eν
[
Na(T )
]
T/Φfree(T )
> 2α
ln 2
(
ln(1/α)− 2 ln 2) = 1
4
for the choice α = 1/8. The claimed result follows by adding these lower bounds for each suboptimal
arm a, with a factor ∆a, following the rewriting (1) of the regret.
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Algorithm 1 AdaHedge for K–armed bandits, with extra-exploration
1: Input: a sequence (γt)t>1 in [0, 1] of extra-exploration rates; a payoff estimation scheme
2: for rounds t = 1, . . . ,K do
3: Draw arm At = t
4: Get and observe the payoff yt,t
5: end for
6: AdaHedge initialization: ηK+1 = +∞ and qK+1 = (1/K, . . . , 1/K) def= 1/K
7: for rounds t = K + 1, . . . do
8: Define pt by mixing qt with the uniform distribution according to pt = (1− γt)qt + γt1/K
9: Draw an arm At ∼ pt (independently at random according to the distribution pt)
10: Get and observe the payoff yt,At
11: Compute estimates ŷt,a of all payoffs with the payoff estimation scheme considered
12: Compute the mixability gap δt > 0 based on the distribution qt and on these estimates:
δt = −
K∑
a=1
qt,a ŷt,a+
1
ηt
ln
(
K∑
a=1
qt,ae
ηtŷt,a
)
, with δt =
K∑
a=1
qt,a ŷt,a + max
a∈[K]
ŷt,a︸ ︷︷ ︸
when ηt = +∞
13: Compute the learning rate ηt+1 =
(
t∑
s=K+1
δs
)−1
lnK
14: Define qt+1 component-wise as
qt+1,a = exp
(
ηt+1
t∑
s=K+1
ŷa,s
)/
K∑
k=1
exp
(
ηt+1
t∑
s=K+1
ŷk,s
)
15: end for
4 Quasi-optimal regret bounds for range adaptation based on AdaHedge
When the range of payoffs is known, Auer et al. [6] use exponential weights (Hedge) on estimated
payoffs and with extra-exploration (mixing with the uniform distribution) to achieve a regret bound of
order
√
KT lnK. Actually, it is folklore knowledge that the extra-exploration is unnecessary when
regret bounds are considered only in expectation, as is the case in the present article.
When the range of payoffs is unknown, we consider a self-tuned version called AdaHedge (De Rooij
et al. [16], see also earlier work by Cesa-Bianchi et al. [12]) and do add extra-exploration. The latter
is not detrimental, given the trade-off between the distribution-free and distribution-dependent bounds
discussed in the previous section; we actually achieve that trade-off. Algorithm 1 is stated in the case
of adversarial oblivious learning, but to use it with stochastic payoffs, if suffices to replace yt,At with
Yt,At . It relies on a payoff estimation scheme, which we discuss now.
In Algorithm 1, some initial exploration lasting K rounds is used to get a rough idea of the location
of the payoffs and to center the estimates used at an appropriate location. Following by Auer et al.
[6]), we consider, for all rounds t > K + 1 and arms a ∈ [K],
ŷt,a =
yt,At − C
pt,a
1{At=a} + C where C
def
=
1
K
K∑
s=1
ys,s . (6)
Note that all pt,a > 0 for Algorithm 1 due to the use of exponential weights. As proved by Auer et al.
[6], these estimates are (conditionally) unbiased. Indeed, the distributions qt and pt (as well as the
constant C) are measurable functions of the information Ht−1 = (U0, y1,A1 , U1, . . . , yt−1,At−1)
available at the beginning of round t > K + 1, and the arm At is drawn independently at random
according to pt based on an auxiliary randomization denoted by Ut−1. Therefore, given that the
payoffs are oblivious, the conditional expectation of ŷt,a with respect to Ht−1 amounts to integrating
over the randomness given by the random draw At ∼ pt: for t > K + 1,
E
[
ŷt,a
∣∣Ht−1] = yt,a − C
pt,a
P
(
At = a
∣∣Ht−1)+ C = yt,a − C
pt,a
pt,a + C = yt,a . (7)
6
These estimators are bounded: assuming that all yt,a, thus also C, belong to the range [m,M ], and
given that the distributions pt were obtained by a mixing with the uniform distribution, with weight
γt, we have pt,a > γt/K, and therefore,
∀t > K + 1, ∀a ∈ [K], ∣∣ŷt,a − C∣∣ 6 |yt,a − C|
pt,a
6 M −m
γt/K
. (8)
Remark. Algorithm 1 is invariant by affine changes (translations and/or multiplications by positive
factors) of the payoffs, as AdaHedge (see De Rooij et al. [16, Theorem 16]) and the payoff estimation
scheme (6) so are. This is key for adaptation to the range.
4.1 Distribution-free scale-free regret analysis
Theorem 2. AdaHedge for K–armed bandits (Algorithm 1) with a non-increasing extra-exploration
(γt) smaller than 1/2 and the estimation scheme given by (6) ensures that for all bounded ranges
[m,M ], for all oblivious individual sequences y1, y2, . . . in [m,M ]K , for all T > 1,
RT (y1:T ) 6 3(M −m)
√
KT lnK + 5(M −m)K lnK
γT
+ (M −m)
T∑
t=K+1
γt .
Proof sketch. We provide only a sketch of proof and refer the reader to Appendix D of the supplemen-
tary material for a complete, detailed and commented proof. A direct application of the AdaHedge
regret bound (Lemma 3 and Theorem 6 of De Rooij et al. [16]), bounding the variance terms of the
form E
[
(X − E[X])2] by E[(X − C)2], ensures that
max
k∈[K]
T∑
t=K+1
ŷt,k −
T∑
t>K+1
a∈[K]
qt,a ŷt,a 6 2
√√√√ ∑
t>K+1
a∈[K]
qt,a
(
ŷt,a − C
)2
lnK +
M −m
γT /K
(
2 +
4
3
lnK
)
.
We take expectations, use the definition of the pt in terms of the qt in the left-hand side, and apply
Jensen’s inequality in the right-hand side to get
E
[
max
k∈[K]
T∑
t=K+1
ŷt,k −
T∑
t=K+1
=yt,At︷ ︸︸ ︷
K∑
a=1
pt,a ŷt,a +
T∑
t=K+1
γt
E[...]∈[m−M,M−m]︷ ︸︸ ︷
K∑
a=1
(1/K − qt,a) ŷt,a
]
6 2
√√√√ T∑
t=K+1
K∑
a=1
E
[
qt,a
(
ŷt,a − C
)2]
lnK +
M −m
γT /K
(
2 +
4
3
lnK
)
.
Since pt,a > (1− γt)qt,a with γt 6 1/2 by assumption on the extra-exploration rate, we have the
bound qt,a 6 2pt,a. Together with standard calculations similar to (7), we have
E
[
qt,a
(
ŷt,a−C
)2] 6 2E[pt,a(ŷt,a−C)2 ∣∣∣Ht−1] = 2E[ (yt,At − C)2
pt,a
1{At=a}
]
= 2 (yt,a − C)2︸ ︷︷ ︸
6(M−m)2
.
The proof is concluded by collecting all bounds and by taking care of the first K rounds.
Straightforward calculations (detailed in Appendix D of the supplementary material) then lead to the
following consequence of Theorem 2.
Corollary 1. Fix a parameter α ∈ (0, 1). AdaHedge for K–armed bandits (Algorithm 1) with the
extra-exploration
γt = min
{
1/2,
√
5(1− α)K lnK/tα}
and the estimation scheme given by (6) ensures that for all bounded ranges [m,M ], for all oblivious
individual sequences y1, y2, . . . in [m,M ]K , for all T > 1,
RT (y1:T ) 6
(
3 +
5√
1− α
)
(M −m)
√
K lnK Tmax{α,1−α} + 10(M −m)K lnK .
In particular, for α = 1/2, the bound 7(M −m)√TK lnK + 10(M −m)K lnK holds.
This value α = 1/2 is the best one to consider if one is only interested in a distribution-free bound
(i.e., one is not interested in the distribution-dependent rates for the regret).
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4.2 Distribution-dependent regret analysis, and discussion of the trade-off
For α ∈ [1/2, 1), Algorithm 1 tuned as in Corollary 1 is adaptive to the unknown range of payoffs
with a distribution-free scale-free regret bound
ΦAHfree(T ) =
(
3 +
5√
1− α
)√
K lnK Tα + 10K lnK (9)
for oblivious individual sequences thus also for stochastic bandits, with the same regret bound. (The
superscript AH in ΦAHfree stands for AdaHedge.) The trade-off stated in Theorem 1 indicates that
the best possible distribution-dependent rate for adaptation to the unknown range is determined by
T/ΦAHfree(T ), which is of order T
1−α. It indicates, more precisely, that for all ν in D−,+,
lim inf
T→∞
RT (ν)
T/ΦAHfree(T )
> 1
4
K∑
a=1
∆a .
The following theorem shows that this best possible distribution-dependent rate is indeed achieved
and quantifies the gap between the distribution-dependent constants at hand: they differ by two
multiplicative factors, a numerical factor of 4× 12/(1− α) and a lnK factor.
Theorem 3. Consider Algorithm 1 tuned as in Corollary 1, for α ∈ [1/2, 1). For all distributions
ν1, . . . , νK in D−,+,
lim sup
T→∞
RT (ν)
T/ΦAHfree(T )
6 12 lnK
1− α
K∑
a=1
∆a . (10)
The proof is provided in Appendix D of the supplementary material. It follows quite closely that
of Theorem 3 in Seldin and Lugosi [35], where the authors study a variant of the Exp3 algorithm
of Auer et al. [6] for stochastic rewards. It consists, in our setting, in showing that the number of
times the algorithm chooses suboptimal arms is almost only determined by the extra-exploration. Our
proof is simpler as we aim for cruder bounds. The main technical difference and issue to solve lies in
controlling the learning rates ηt, which heavily depend on data in our case.
5 Extensions present in the supplementary material
Numerical experiments. They illustrate how the strategies introduced in this paper indeed adapt
to the unknown range of payoffs.
One known end on the payoff range. It is folklore knowledge that there is a difference in nature
between dealing with nonnegative payoffs (gains) or dealing with nonpositive payoffs (losses) for
regret minimization under bandit monitoring; see Cesa-Bianchi and Lugosi [10, Remark 6.5, page
164] for an early reference and Kwon and Perchet [27] for a more complete literature review. Actually,
0 plays no special role, the issue is rather whether one end of the payoff range is known. What follows
is detailed in Appendix E of the supplementary material.
Known lower end m on the payoff range. In that case we deal (up to a translation) with gains. This
knowledge does not provide any advantage. Indeed, the impossibility results of Section 3 still hold,
namely, no lnT rate may be achieved for scale-free distribution-dependent regret bounds, as in (3),
and a trade-off exists between scale-free distribution-free and distribution-dependent regret bounds
(Theorem 1 holds).
Known upper end M on the payoff range. In that case we deal (up to a translation) with losses, also
known as semi-bounded rewards. The results of Section 3 do not hold anymore. The DMED strategy
of Honda and Takemura [24] achieves the optimal asymptotic distribution-dependent regret bound, of
order lnT . We also recover some classical results: the INF strategy of Audibert and Bubeck [2] may
be extended to provide a scale-free distribution-free regret bound of order
√
KT , and the AdaHedge
strategy does not need any mixing with the uniform distribution to achieve the bound of Theorem 2.
Linear bandits. The techniques developed for adaptation to the range in Section 4 may be general-
ized to deal with (oblivious) adversarial linear bandits, see details in Appendix G of the supplementary
material.
8
6 Broader impact
Not applicable
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Supplementary Material for
“Adaptation to the Range inK–Armed Bandits”
We provide the following additions and extensions to the core results described in the main body of
the article.
Appendix A offers an extended literature review on adaptation (to the range and other properties) in
stochastic and adversarial K–armed bandits.
Appendix B provides numerical experiments illustrating how the strategies introduced in this paper
indeed adapt to the unknown range of payoffs (and how earlier strategies do not).
Appendix C expands on the two claims stated in the introduction of Section 3, relative to distribution-
dependent bounds for adaptation to the range (impossibility of a lnT rate and possibility thanks to a
simple upper-confidence bound [UCB] strategy to achieve any rate ϕ(T ) lnT ).
Appendix D provides the complete proofs of the results of Section 4, namely, the ones of Theorem 2,
Corollary 1, and Theorem 3.
Appendix E studies whether the adaptation results described in the main body of the article in the
case of an unknown payoff range [m,M ] still hold when only one end of this range is unknown.
It turns out that when m is known but M is unknown, achieving a distribution-dependent bound
for adaptation to the range of order lnT is still impossible, and the trade-off between scale-free
distribution-free and distribution-dependent regret bounds still holds (Theorem 1 holds). The picture
is completely different whenM is known butm is unknown, and improved scale-free distribution-free
regret bounds can be provided.
Appendix F provides the statements and proofs of some technical results alluded in earlier appendices:
the full-information regret bound for AdaHedge, needed in the complete proof of Theorem 2 in
Appendix D, as well as the improved scale-free distribution-free regret bounds in the case the
upper end M of the payoff range is known. All these results rely on a self-tuned version of a
follow-the-regularized-leader (FTRL) strategy called AdaFTRL.
Appendix G deals with adaptation to the range for (oblivious) adversarial linear bandits.
A Extended literature review
We offer an extended literature review on adaptation (to the range and other properties) for stochastic
and adversarial K–armed bandits.
Adaptation to the effective range in adversarial bandits. Gerchinovitz and Lattimore [22] show
that it is impossible to adapt to the so-called effective range in adversarial bandits. A sequence of
rewards has effective range smaller than b if for all rounds t, rewards yt,a at this round all lie in an
interval of the form [mt,Mt] with Mt −mt 6 b. The lower bound they exhibit relies on a sequence
of changing intervals of fixed size. This problem is thus different from our setting. See also positive
results (upper bounds) by Cesa-Bianchi and Shamir [11] for adaptation to the effective range.
Adaptation to the variance. Audibert et al. [3] consider a variant of UCB called UCB-V, which
adapts to the unknown variance. Its analysis assumes that rewards lie in a known range [0,M ].
The results crucially use Bernstein’s inequality (see, for instance, Reminder 3 in Appendix D.3
for a statement of the latter); as Bernstein’s inequality holds for random variables with supports in
[−∞,M ], the analysis of UCB-V might perhaps be extended to this case as well. Deviation bounds
in Bernstein’s inequality contain two terms, a main term scaling with the standard deviation, and a
remainder term, scaling with M . This remainder term, which seems harmless, is a true issue when
M is not known, as indicated by the results of the present article.
Other criteria. Wei and Luo [36], Zimmert and Seldin [37], Bubeck et al. [7], and many more,
provide strategies for adversarial bandits with rewards in a known range, say [0, 1], and adapting to
additional regularity in the data, like small variations or stochasticity of the data.
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B Numerical experiments
We describe some numerical experiments on synthetic data to illustrate the performance of the new
algorithms introduced compared to earlier approaches; we focus on how algorithms adapt to the scale
of payoffs.
Five (families of) algorithms are considered. The first algorithm compared is vanilla UCB (with
a 2 lnT exploration factor, as in the original reference by Auer et al. [5]) and only adapt it to take the
range [m,M ] of payoffs into account, by adding a M −m factor in front of the upper confidence
bound (see details below). We also compare AdaHedge for bandits and another strategy, alluded
at in Section 5 and to be described in details in Appendices E.2.2 and F.4, called AdaFTRL with
1/2–Tsallis entropy, a generalization of the INF strategy of Audibert and Bubeck [2]. As the latter
was introduced to handle losses (nonpositive payoffs), we will consider such nonpositive payoffs
in our setting. It turns out that AdaHedge for bandits can be slightly improved in this case (see
Appendices E.2.2 and F.3), by centering estimates at C = 0. Finally, we also add a simple follow-the-
leader strategy (referred to as FTL; i.e., a strategy picking at each round the arm with best payoff
estimate so far) and the random strategy (i.e., picking at each round an arm uniformly at random).
FTL and the random strategies will exhibit undesirable performance similar to the ones of incorrectly
tuned instances of UCB (respectively, with too small and too large a parameter σ).
Stochastic setting: bandit problems considered. We consider stochastic bandit problems ν(α)
indexed by a scale parameter α ∈ {0.01, 0.1, 10, 100}. More precisely, ν(α) = (ν(α)a )a∈[K] with
K = 30 arms, each associated with a uniform distribution defined by
ν(α)a =
{
Unif
(
[−α, 0]) if a = 1,
Unif
(
[−1.2α, −0.2α]) if a 6= 1,
so that all distributions are commonly supported on [m,M ] = [−1.2α, 0], with arm 1 being the
unique optimal arm. Given the scale values M −m = 1.2α obtained for the ranges [m,M ] as α
varies, we consider four instances of UCB, with respective upper confidence bounds
µ̂a(t) + 1.2σ
√
2 lnT
Na(t)
, for σ ∈ {0.01, 0.1, 10, 100} ,
where Na(t) is the number of times arm a was pulled up to round t and µ̂a(t) denotes the empirical
average of payoffs obtained for arm a when it was played.
Experimental setting. Each algorithm is run N = 300 times, on a time horizon T = 100 000.
We plot estimates of the rescaled regret RT (ν(α))/α to have a meaningful comparison between the
bandit problems.
These estimates are constructed as follows. We denote by
µ(α)a =
{ −α/2 if a = 1
−0.7α if a 6= 1
the mean of arm a in ν(α). We index the arms picked in the n–th run by an additional subscript n, so
that AT,n refers to the arm picked by some strategy at time t in the n–th run. The expected regret of
a given strategy can be rewritten as
RT (ν
α) = T max
a∈[K]
µ(α)a − E
[
T∑
t=1
µ
(α)
At
]
= −Tα/2− E
[
T∑
t=1
µ
(α)
At
]
and is estimated by
R̂T (α) =
1
N
N∑
n=1
R̂T (α, n) where R̂T (α, n) = −Tα/2−
T∑
t=1
µ
(α)
At,n
.
On Figure 1 we therefore plot the estimates R̂T (α)/α of the rescaled regret as solid lines. The shaded
areas correspond to ±2 standard errors of the sequences (R̂T (α, n)/α)n∈[N ].
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Table 1: Average runtimes of the (families of) algorithms considered, measured in seconds per run; as a reminder,
we performed N = 300 runs for each algorithm.
Random play FTL UCB family Bandit AdaHedge Tsallis–AdaFTRL
X = 1.51 s /run 1.7X 1.7X 7.9X 32.4X
α = 0.01 α = 0.1 α = 10 α = 100 
α = 0.01 α = 0.1 α = 10 α = 100 
Figure 1: Comparison of the rescaled regrets of various strategies over bandit problems να, where α ranges in
{0.01, 0.1, 10, 100}. Each algorithm was run N = 300 times on every problem for T = 100 000 time steps.
Solid lines report the values of the estimated rescaled regrets, while shaded areas correspond to ±2 standard
errors of the estimates.
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Complexity. The time complexity of FTL and of the instances of UCB lies only in the update of
the payoff estimate of the selected arm and in the choice of the next arm. AdaHedge for bandits has a
higher runtime due to the additional cost of computing the distributions qt and pt over the arms and
the mixability gaps. AdaFTRL for bandits with 1/2–Tsallis entropy is the most time consuming of
our algorithms, as it requires twice solving an optimization problem: once for the computation of the
distributions over the arms and once for the mixability gaps; see Section F.4 for specific details on the
said optimization problem and hints on an efficient solution thereof.
The memory complexity of all algorithms considered here is constant and scales linearly with K.
The algorithms only need to keep in memory a vector of (cumulative or average) payoffs estimates
and (for some) the cumulative mixability gaps.
All experiments were designed in Python, using the NumPy and joblib libraries, and were run on a
standard laptop computer (with an Intel Core i5 processor). The code and setup for these experiments
were only moderately optimized for computational efficiency. We display the average runtimes of
all algorithms in Table 1; they are provided only for illustration and could certainly be significantly
improved .
Discussion of the results. A first observation is that, as expected, our algorithms (see the third
lines of Figure 1) are unaffected by the scale of the problems (up to a minor numerical stability issue
discussed below). They yield favorable results (note that the range of the y–axis for the third line is
smaller than the ranges in the first two lines), with AdaFTRL with 1/2–Tsallis entropy exhibiting a
better performance than AdaHedge for bandits (our theoretical bounds reflect this, see Appendices E
and F).
UCB tuned with the correct scale obtains the best results overall, which is consistent with the folklore
knowledge that UCB performs well in practice. However, and this is our major second observation,
the performance of UCB worsens dramatically when the scale is misspecified. When UCB is run
with a scale parameter σ that is too small, it behaves similarly to FTL, incurring linear regret with
extreme variance. When the scale parameter σ is too large, UCB is essentially playing at random and
incurs linear regret too.
We conclude this section by discussing a minor issue of numerical stability: the error bars of for the
expected regret of AdaFTRL with 1/2–Tsallis entropy seem to increase slightly with the scale α
(while in theory they are independent of α). This is probably due to larger numerical errors associated
with the approximate solutions of the optimization problems discussed in Section F.4.
A final note: UCB with estimated range. For the sake of completeness, we indicate that a version
of UCB estimating the range, i.e., considering indices of the form
µ̂a(t) + rˆt
√
2 lnT
Na(t)
,
where rˆt estimates the range M −m as
rˆt = max
s6t
YAs,s −min
s6t
YAs,s ,
obtained an excellent performance on our simulations (the same as the optimally tuned version of
UCB). We were however unable to provide theoretical guarantees that match our lower bounds. This
is why we do not discuss this natural algorithm in the present article.
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C Distribution-dependent lower bounds for adaptation to the range
In this section, we expand on the two claims stated in the introduction of Section 3, that are relative
to distribution-dependent lower bounds for adaptation to the range: first, that all reasonable strategies
(in the sens of Definition 3 below) ensure that for all bandit problems ν in D−,+ with at least one
suboptimal arm,
lim inf
T→+∞
RT (ν)
lnT
= +∞ ,
while, second, any rate ϕ(T ) lnT may be achieved thanks to a simple upper-confidence bound
[UCB] strategy. Before we do so, we remind the reader of the “classical” results, for an abstract model
D and then, for the model Dm,M corresponding to payoff distributions with a known range [m,M ].
Definition 3. A strategy is uniformly fast convergent on a model D if for all bandit problems ν in D,
it achieves a subpolynomial regret bound, that is, RT (ν)/Tα → 0 for all (α, 1].
A lower bound on the distribution-dependent rates that such a strategy may achieve is provided by
a general result of Lai and Robbins [28] and Burnetas and Katehakis [8] (see also its rederivation
by Garivier et al. [21]). It involves a quantity defined as an infimum of Kullback-Leibler divergences:
we recall that for two probability distributions ν, ν′ defined on the same probability space (Ω,F),
KL(ν, ν′) =

∫
Ω
ln
(
dν
dν′
)
dν if ν  ν′,
+∞ otherwise,
where ν  ν′ means that ν is absolutely continuous with respect to ν′ and dν/dν′ then denotes the
Radon-Nikodym derivative. Now, for any probability distribution ν, any real number x, and any
model D, we define
Kinf(ν, x,D) = inf
{
KL(ν, ν′) : ν′ ∈ D and E(ν′) > x} ,
where by convention, the infimum of an empty set equals +∞ and where we denoted by E(ν′)
the expectation of ν′. The quantity Kinf(ν, x,D) can be null. With the usual measure-theoretic
conventions, in particular, 0/0 = 0, we then have the following lower bound.
Reminder 1. For all models D, for all uniformly fast convergent strategies on D, for all bandit
problems ν in D,
lim inf
T→+∞
RT (ν)
lnT
>
∑
a∈[K]
∆a
Kinf(νa, µ?,D) .
When the range [m,M ] of payoffs is known, i.e., when the model is Dm,M , there exist strategies
achieving the lower bound of Reminder 1, like the DMED strategy of Honda and Takemura [23, 24]
or the KL–UCB strategy of Cappé et al. [9] and Garivier et al. [20]. (This can even be extended to
the case of semi-bounded only rewards with a known upper bound on the payoffs, as is discussed in
details in Appendix E.2.1.)
No logarithmic regret distribution-dependent regret bound under adaptation to the range.
Now, the lower bound in Reminder 1 cannot be achieved any more when the range is not known,
that is, when we consider the model D−,+ of bounded distributions with unknown range. Actually,
the proof reveals that the important fact is that the upper end of the payoff range is unknown. The
impossibility result also holds for models Dm,+ of bounded distributions with unknown upper end
on the range and known lower end m on the range, for some fixed m ∈ R:
Dm,+ =
⋃
M∈R,
m<M
Dm,M . (11)
Theorem 4. All uniformly fast convergent strategies on D−,+ are such that, for all bandit problems
ν in D−,+ with at least one suboptimal arm,
lim inf
T→+∞
RT (ν)
lnT
= +∞ .
The same result holds for all models Dm,+, where m ∈ R.
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Strategies that are adaptive to the range thus cannot get rates Φ for distribution-dependent regret
bounds on the regret of the order of lnT in Definition 2. A similar phenomenon was discussed by
Lattimore [29] in the case of stochastic bandits with sub-Gaussian distributions. It turns out that any
rate Φ such that Φ(T ) lnT may be achieved, through a simple upper-confidence bound [UCB]
strategy, as also discussed by Lattimore [29]; see further details after the proof.
Proof. We fix m ∈ R and provide the proof for Dm,+. Given Reminder 1 and since we assumed that
at least one arm a is suboptimal, i.e., is associated with a gap ∆a = µ? − µa > 0, it is necessary and
sufficient to show that Kinf(νa, µ?,Dm,+) = 0, where νa ∈ Dm,+.
We have in particular µa > m. We use the same construction as in the proof of Theorem 1. Let
ν′ε = (1− ε)νa + εδµa+2∆a/ε for ε ∈ (0, 1): it is a bounded probability distribution, with lower end
of support larger than m, that is, ν′ε ∈ Dm,+. For ε small enough, µa + 2∆a/ε lies outside of the
bounded support of νa. In that case, the density of νa with respect to ν′ε is given by 1/(1− ε) on the
support of νa (and 0 elsewhere), so that
KL
(
νa, ν
′
ε
)
= ln
(
1
1− ε
)
.
Moreover, E
(
ν′ε
)
= (1 − ε)µa + ε
(
µa + 2∆a/ε
)
= µa + 2∆a = µ
? + ∆a > µ
?. Therefore, by
definition of Kinf as an infimum,
Kinf(νa, µ?,Dm,+) 6 KL
(
νa, ν
′
ε
)
= ln
(
1
1− ε
)
.
This upper bound holds for all ε > 0 small enough and thus shows that we actually have
Kinf(νa, µ?,Dm,+) = 0.
The exact same construction and proof can be performed in the case of D−,+, without the need of
indicating that the lower end of the support of ν′ε is larger than m.
UCB with an increased exploration rate adapts to the range The lower bound of Theorem 4
does not prevent distribution-dependent rates for adaptation that are arbitrarily larger than a logarithm.
Consider UCB with indexes of the form
µ̂a(t) +
√
ϕ(t)
Na(t)
where
ϕ(t)
ln t
→ +∞
and where µ̂a(t) denotes the empirical average of payoffs obtained till round t when playing arm a.
Following the analysis of Lattimore [29] in the case of Gaussian bandits with unknown variances,
it can be shown that such a UCB is adaptive to the unknown range of payoffs with a distribution-
dependent rate ϕ. However the trick used here is purely asymptotic and gives up on finite-time
guarantees.
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D Complete proofs of the results of Section 4
We provide here complete proofs for Corollary 1, Theorem 2, and Theorem 3, in this order.
D.1 Proof of Corollary 1
Proof of Corollary 1. We have, first,
T∑
t=K+1
γt 6
√
5(1− α)K lnK
T∑
t=K+1
t−α 6
√
5(1− α)K lnK
∫ T
0
1
tα
dt =
√
5K lnK
1− α T
1−α ,
second, using the definition of γT as a minimum,
K lnK
γT
6 K lnK
1/2
+
TαK lnK√
5(1− α)K lnK = 2K lnK +
√
K lnK
5(1− α) T
α ,
and third,
√
T 6 Tmax{α,1−α}, so that the regret bound of Theorem 2 may be further bounded by
RT (y1:T ) 6 (M −m)
√
K lnK
(
3 + 2
√
5
1− α
)
Tmax{α,1−α} + 10(M −m)K lnK .
The claimed bound is obtained by bounding 2
√
5 by 5.
D.2 Proof of Theorem 2
In Algorithm 1, for time steps t > K + 1, the weights qt are obtained by using the AdaHedge
algorithm of De Rooij et al. [16] on the payoff estimates ŷt,a. AdaHedge is designed for the case of a
full monitoring (not a bandit monitoring), but the use of these estimates emulates a full monitoring.
Section 2.2 of De Rooij et al. [16] (see also an earlier analysis by Cesa-Bianchi et al. [12]) ensures
the bound stated next in Reminder 2. For the sake of completeness, we rederive this bound in
Appendix F.2. We call pre-regret the quantity at hand in Reminder 2: it corresponds to some regret
defined in terms of the payoff estimates.
Reminder 2 (Application of Lemma 3 and Theorem 6 of De Rooij et al. [16]). For all sequences of
payoff estimates ŷt,a lying in some bounded real-valued interval, denoted by [b, B], for all T > K+1,
the pre-regret of AdaHedge satisfies
max
k∈[K]
T∑
t=K+1
ŷt,k −
T∑
t=K+1
K∑
a=1
qt,a ŷt,a 6 2
T∑
t=K+1
δt
where
T∑
t=K+1
δt 6
√√√√√ T∑
t=K+1
K∑
a=1
qt,a
ŷt,a − ∑
k∈[K]
qt,k ŷt,k
2 lnK
︸ ︷︷ ︸
6
√
T∑
t=K+1
K∑
a=1
qt,a(ŷt,a−c)2 lnK for any c∈R
+(B−b)
(
1 +
2
3
lnK
)
and AdaHedge does not require the knowledge of [b, B] to achieve this bound.
The bound of Reminder 2 will prove itself particularly handy for three reasons: first, it is valid for
signed payoffs (payoffs in R); second, it is adaptive to the range of payoffs; third, the right-hand side
looks at first sight not intrinsic enough a bound (as it also depends on the weights qt) but we will see
later that this dependency is particularly useful.
We recall that we start the summation in Reminder 2 at t = K+1 because the AdaHedge algorithm is
only started at this time, after the initial exploration. The bound holding “for any c ∈ R” is obtained
by a classical bound on the variance.
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Proof of Theorem 2. We deal with the contribution of the initial exploration by using the inequality
max(u+ v) 6 maxu+ max v, together with the fact that yt,a − yt,AT 6M −m for any a ∈ [K]:
RT (y1:T ) 6 max
a∈[K]
K∑
t=1
yt,a − E
[
K∑
t=1
yt,At
]
︸ ︷︷ ︸
6K(M−m)
+ max
a∈[K]
T∑
t=K+1
yt,a − E
[
T∑
t=K+1
yt,At
]
. (12)
We now transform the pre-regret bound of Reminder 2, which is stated with the distributions qt, into a
pre-regret bound with the distributions pt; we do so while substituting the bounds B = C +KM/γT
and b = C + Km/γT implied by (8) and the fact that (γt) is non-increasing, and by using the
definition qt,a = pt,a − γt(1/K − qt,a) for all a ∈ [K]:
max
k∈[K]
T∑
t=K+1
ŷt,k −
T∑
t=K+1
K∑
a=1
pt,a ŷt,a +
T∑
t=K+1
γt
K∑
a=1
(1/K − qt,a) ŷt,a 6 2
T∑
t=K+1
δt
where
T∑
t=K+1
δt 6
√√√√ T∑
t=K+1
K∑
a=1
qt,a(ŷt,a − C)2 lnK + (M −m)K
γT
(
1 +
2
3
lnK
)
.
(13)
As noted by Auer et al. [6], by the very definition (6) of the estimates,
K∑
a=1
pt,a ŷt,a = yt,At .
By (7), the tower rule and the fact that qt is Ht−1–measurable, on the one hand, and the fact that
the expectation of a maximum is larger than the maximum of expectations, on the other hand, the
left-hand side of the first inequality in (13) thus satisfies
E
[
max
k∈[K]
T∑
t=K+1
ŷt,k −
T∑
t=K+1
K∑
a=1
pt,a ŷt,a +
T∑
t=K+1
γt
K∑
a=1
(1/K − qt,a) ŷt,a
]
> max
k∈[K]
T∑
t=K+1
yt,k − E
[
T∑
t=K+1
yt,At
]
+
T∑
t=K+1
γt
(
K∑
a=1
yt,a/K︸ ︷︷ ︸
∈[m,M ]
−
K∑
a=1
E
[
qt,a
]
yt,a︸ ︷︷ ︸
∈[m,M ]
)
> max
k∈[K]
T∑
t=K+1
yt,k − E
[
T∑
t=K+1
yt,At
]
− (M −m)
T∑
t=1
γt .
As for the right-hand side of the second inequality in (13), we first note that by definition (see line 4
in Algorithm 1), pt,a > (1− γt)qt,a with γt 6 1/2 by assumption on the extra-exploration rate, so
that qt,a 6 2pt,a; therefore, by substituting first this inequality and then by using Jensen’s inequality,
E

√√√√ T∑
t=K+1
K∑
a=1
qt,a(ŷt,a − C)2 lnK
 6 √2 E

√√√√ T∑
t=K+1
K∑
a=1
pt,a(ŷt,a − C)2 lnK

6
√
2
√√√√ T∑
t=K+1
K∑
a=1
E
[
pt,a(ŷt,a − C)2
]
lnK .
(14)
Standard calculations (see Auer et al. [6] again) show, similarly to (7), that for all a ∈ [K],
E
[
pt,a(ŷt,a − C)2
∣∣∣Ht−1] = E[ (yt,At − C)2
pt,a
1{At=a}
]
= (yt,a − C)2 6 (M −m)2 ,
where the last inequality comes from (8). By the tower rule, the same upper bound holds for the
(unconditional) expectation. Therefore, taking the expectation of both sides of (13) and collecting all
bounds together, we proved so far
RT (y1:T ) 6 2
√
2︸︷︷︸
63
(M −m)
√
KT lnK + (M −m)K lnK
γT
(
2 + γT
lnK
+
4
3
)
︸ ︷︷ ︸
65
+(M −m)
T∑
t=K+1
γt ,
where we used γT 6 1/2 and lnK > ln 2 as K > 2.
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D.3 Proof of Theorem 3
Proof of Theorem 3. Given the decomposition (1) of the regret, it is necessary and sufficient to upper
bound the expected number of times E[Na(t)] any suboptimal arm a is drawn, where by definition of
Algorithm 1,
E[Na(t)] = 1 + E
[
T∑
t=K+1
(
(1− γt)qt,a + γt
K
)]
6 1 +
T∑
t=K+1
E[qt,a] +
1
K
T∑
t=K+1
γt .
We show below (and this is the main part of the proof) that
T∑
t=K+1
E[qt,a] = O(lnT ) . (15)
The proof of Corollary 1] shows in particular that
1
K
T∑
t=K+1
γt 6
√
5 lnK
(1− α)K T
1−α .
Substituting the value (9) of ΦAHfree(T ) and using the decomposition (1) of RT (ν) into
∑
∆a E[Na(t)]
then yield
RT (ν)
T/ΦAHfree(T )
6
∑
a∈[K]
∆a
√
5 lnK
(1− α)K
(
3 +
5√
1− α
)√
K lnK
(
1 + o(1)
)
+O
(
lnT
T 1−α
)
,
from which the stated bound follows, via the crude inequality 3
√
5
√
1− α+ 5 6 12.
Structure of the proof of (15). Let a? denote an optimal arm. By definition of qt,a and by lower
bounding a sum of exponential terms by any of the summands, we get
qt,a =
exp
(
ηt
t−1∑
s=K+1
ŷt,a
)
K∑
k=1
exp
(
ηt
t−1∑
s=K+1
ŷt,k
) 6 exp(ηt t−1∑
t=K+1
(ŷt,a − ŷt,a?)
)
.
Then, by separating cases, depending on whether
∑t−1
t=K+1(ŷt,a − ŷt,a?) is smaller or larger than
−(t− 1−K)∆a/2, and by remembering that the probability qt,a is always smaller than 1, we get
T∑
t=K+1
E[qt,a] 6
T∑
t=K+1
E
[
exp
(
− ηt (t− 1−K)∆a
2
)]
(16)
+
T∑
t=K+1
P
[
t−1∑
s=K+1
(ŷs,a − ŷs,a?) > − (t− 1−K)∆a
2
]
.
We show that the sums in the right-hand side of (16) are respectively O(1) and O(lnT ).
First sum in the right-hand side of (16). Given the definition of the learning rates (see the statement
of Algorithm 1), namely,
ηt = lnK
/
t−1∑
s=K+1
δs , (17)
we are interested in upper bounds on the sum of the δs. Such upper bounds were already derived in
the proof of Theorem 2; the second inequality in (13) together with the bound qt,a 6 2pt,a stated in
the middle of the proof immediately yield
t−1∑
s=K+1
δs 6
√√√√ t∑
s=K+1
K∑
a=1
qs,a
(
ŷs,a − C
)2
lnK +
(M −m)K
γt
(
1 +
2
3
lnK
)
6
√
2
√√√√ t∑
s=K+1
K∑
a=1
ps,a
(
ŷs,a − C
)2
lnK +
(M −m)K
γt
(
1 +
2
3
lnK
)
.
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Unlike what we did to complete the proof of Theorem 2, we do not take expectations and rather
proceed with deterministic bounds. By the definition (6) of the estimated payoffs for the equality
below, by (8) for the first inequality below, and by the fact that the exploration rates are non-increasing
for the second inequality below, we have, for all s > K + 1,
K∑
a=1
ps,a
(
ŷs,a − C
)2
=
(
ys,As − C
)2
ps,As
6 (M −m)
2
γs/K
6 (M −m)
2
γt/K
. (18)
Therefore,
t−1∑
s=K+1
δs 6
√
2(M −m)
√
tK lnK
γt
+
(M −m)K
γt
(
1 +
2
3
lnK
)
def
= Dt = Θ
(√
t/γt + 1/γt
)
.
For the sake of concision, we denoted by Dt the obtained bound. Via the definition (17) of ηt, the
sum of interest is in turn bounded by
T∑
t=K+1
exp
(
−ηt
(
t− 1−K)∆a
2
)
6
T∑
t=K+1
exp
(
−∆a lnK
2
t− 1−K
Dt
)
= O(1) ,
where the equality to O(1), i.e., the fact that the considered series is bounded, follows from the fact
that
−(t− 1−K)/Dt = Θ
(√
tγt + tγt
)
= Θ
(
t(1−α)/2 + t1−α
)
.
Second sum in the right-hand side of (16). We will use Bernstein’s inequality for martingales, and
more specifically, the formulation of the inequality by Freedman [18, Thm. 1.6] (see also Massart
[31, Section 2.2]), as stated next.
Reminder 3. Let (Xn)n>1 be a martingale difference sequence with respect to a filtration (Fn)n>0,
and let N > 1 be a summation horizon. Assume that there exist real numbers b and vN such that,
almost surely,
∀n 6 N, Xn 6 b and
N∑
n=1
E
[
X2n
∣∣Fn−1] 6 vN .
Then for all δ ∈ (0, 1),
P
[
N∑
n=1
Xn >
√
2vN ln
1
δ
+
b
3
ln
1
δ
]
6 δ .
For s > K + 1, we consider the increments Xs = ∆a − ŷs,a? + ŷs,a, which are adapted to the
filtration Fs = σ(A1, Z1, . . . , As, Zs), where we recall that Z1, . . . , Zs denote the payoffs obtained
in rounds 1, . . . , s. Also, as ps is measurable with respect to past information Fs−1 and since payoffs
are drawn independently from everything else (see Section 2), we have, by the definition (6) of the
estimated payoffs (where we rather denote by Ys,a the payoffs drawn at random according to νa, to
be in line with the notation of Section 2 for stochastic bandits): for all a ∈ [K],
E
[
ŷs,a
∣∣Fs−1] = E[Ys,a | Fs−1]− C
ps,a
1{As=a} + C =
µa − C
ps,a
1{As=a} + C = µa .
As a consequence, E[Xs | Fs−1] = E
[
∆a − ŷs,a? + ŷs,a | Fs−1
]
= 0. Put differently, (Xs)s>K+1 is
indeed a martingale difference sequence with respect to the filtration (Fs)s>K .
We now check that the additional assumptions of Reminder are satisfied. Manipulations and arguments
similar to the ones used in (8) and (18) show that for all s > K + 1,
∆a − ŷs,a? + ŷs,a 6 ∆a − Ys,a
? − C
ps,a
1{As=a?} +
Ys,a − C
ps,a
1{As=a}
6 (M −m)(1 +K/γs) 6 b def= (M −m)(1 +K/γt) .
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For the variance bound, we first note that for all s 6 t − 1, we have (ŷs,a − C)(ŷs,a? − C) = 0
because of the indicator functions, and therefore,
E
[(
∆a − ŷs,a? + ŷs,a
)2 ∣∣∣Fs−1] 6 E[(ŷs,a? + ŷs,a)2 ∣∣∣Fs−1]
6 E
[(
ŷs,a? − C
)2 ∣∣∣Fs−1]+ E[(ŷs,a − C)2 ∣∣∣Fs−1] ;
in addition, for all a ∈ [K] (including a?),
E
[(
ŷs,a − C
)2 ∣∣∣Fs−1] = E[ (Ys,As − C)2
p2s,a
1{As=a}
∣∣∣∣Fs−1] 6 (M −m)2ps,a 6 (M −m)
2K
γt
.
Therefore
t−1∑
s=K+1
E
[(
∆a − ŷs,a? + ŷs,a
)2 ∣∣∣Fs−1] 6 2K(M −m)2(t− 1−K)
γt
6 vt def=
2(M −m)2tK
γt
.
Bernstein’s inequality (Reminder 3) may thus be applied; the choice δ = 1/t therein leads to
P
[
t−1∑
s=K+1
(
∆a − (ŷs,a? − ŷs,a)
)
> 2(M −m)
√
tK
γt
ln t+
M −m
3
(
1 +
K
γt
)
ln t︸ ︷︷ ︸
def
=D′t
]
6 1
t
.
As
√
t/γt = O(t(1+α)/2) and 1/γt = O(tα) as t → ∞, where α < 1, and as ∆a > 0 (given that
we are considering a suboptimal arm a), there exists t0 ∈ N such that for all t > t0,
D′t 6
(t− 1−K)∆a
2
thus
P
[
t−1∑
s=K+1
(ŷs,a − ŷs,a?) > − (t− 1−K)∆a
2
]
= P
[
t−1∑
s=K+1
(
∆a − (ŷs,a? − ŷs,a)
)
> (t− 1−K)∆a
2
]
6 P
[
t−1∑
s=K+1
(
∆a − (ŷs,a? − ŷs,a)
)
> D′t
]
6 1
t
.
Therefore, as T →∞
T∑
t=1
P
[
t−1∑
t=K+1
(ŷt,a − ŷt,a?) > − (t− 1−K)∆a
2
]
= O(lnT ) ,
as claimed. This concludes the proof.
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E The case of one known end of the payoff range
(bandits with gains or with losses)
In this section, we only discuss distribution-free and distribution-dependent upper bounds on the regret,
as well as distribution-dependent lower bounds on the regret. This is because the (M −m)√KT
distribution-free regret lower bound of Auer et al. [6] holds even in the case when both ends m and
M of the range are known.
We identified two difficulties in this paper when the range of bounded payoffs is unknown. First, no
lnT rate for distribution-dependent bounds may be achieved, see (3) and Theorem 4. Second, there
exists a trade-off between distribution-free and distribution-dependent rates for range adaptation, see
Theorem 1. It turns out that when the upper end M on the payoff range is known, these difficulties
(should) disappear. On the contrary, they remain when only the lower end m on the payoff range is
known. These statements are detailed and proved below. We therefore contribute to enlightening
the difference in nature between bandits with gains and bandits with losses, a topic that was already
discussed by Cesa-Bianchi and Lugosi [10, Remark 6.5, page 164] and Kwon and Perchet [27].
E.1 Known lower end m but unknown upper end M on the payoff range
This case corresponds to considering the model Dm,+ defined in (11) as
Dm,+ =
⋃
M∈R,
m<M
Dm,M .
What is discussed below actually also holds for the larger model Dm,+∞ consisting of probability
distributions with a first moment supported [m,+∞). Note that we have the strict inclusion Dm,+ ⊂
Dm,+∞ as distributions in Dm,+∞ are not bounded in general.
Definitions 1 and 2 handle the case of D−,+ but can be adapted in an obvious way to Dm,+ by
fixing m, by having the strategy know m, and require the bounds to hold for all M ∈ [m,+∞)
and all bandit problems in Dm,M . We then refer to scale-free distribution-free regret bounds and
distribution-dependent rates for adaptation to the upper end of the range.
We already explained that the construction used to prove Theorem 4 not only works for D−,+ but
also for Dm,+. It turns out that the exact same construction was considered in Theorem 1: defining
ν′a = (1− ε)νa + εδµa+2∆a/ε from a distribution νa. When νa ∈ Dm,+, we also have that ν′a is a
bounded distribution, with support lower bounded by m, that is ν′a ∈ Dm,+. The proof and thus the
result of Theorem 1 thus also holds for the case of Dm,+.
E.2 Known upper end M but unknown lower end m on the payoff range
When the upper end M of the payoff range is known, lnT distribution-dependent regret rates are pos-
sible and there exists an algorithm achieving the optimal problem-dependent constant (Section E.2.1).
Also,
√
KT scale-free distribution-free regret upper bounds may be achieved (Section E.2.2), which
exactly match the distribution-free lower bound. We could not exhibit a strategy that would simulta-
neously achieve both optimal distribution-dependent and distribution-free regret bounds, unlike what
is known in the case of a known payoff range (the KL-UCB-switch strategy by Garivier et al. [20]).
We however conjecture that this should be possible and that, at least, no trade-off exists between the
two bounds (unlike the one imposed by Theorem 1).
The case considered in this subsection corresponds to the models D−,M , for M ∈ R, defined as
D−,M =
⋃
m∈R,
m<M
Dm,M .
Some of the results actually also hold more generally for semi-bounded payoffs, which correspond to
the models D−∞,M , for M ∈ R, defined as the sets of probability distributions with a first moment
supported on (−∞,M ]. Note that we have the strict inclusion D−,M ⊂ D−∞,M as distributions in
D−∞,M are not bounded in general.
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E.2.1 Known M but unknown m, part 1: distribution-dependent bounds
We may again adapt Definitions 1 and 2 to define the concepts of distribution-free and distribution-
dependent rates for adaptation to the lower end of the range, by considering the models D−,M or
D−∞,M therein. The DMED strategy of Honda and Takemura [24] does achieve a lnT distribution-
dependent rate for adaptation to the lower end of the range and is even competitive against all
bandit problems in D−∞,M . The achieved upper bound is asymptotically optimal as indicated by
Reminder 1.
Reminder 4 (Honda and Takemura [24], main theorem). The regret of the DMED strategy is bounded,
for all bandit problems ν in D−∞,M , as
lim sup
T→∞
RT (ν)
lnT
6
K∑
a=1
∆a
Kinf(νa, µ?,D−∞,M ) .
The nice and deep result of Reminder 4 implies that from the distribution-dependent point of view,
adaptation to the lower end m of the range is automatic (if such a lower end exists: result holds also
when there is no lower bound on the payoffs). Our intuition and understanding for this situation is the
following. When the model is Dm,M for known ends m and M , the optimal constant for the lnT
regret is given (see again Reminder 1) for all bandit problems ν in Dm,M by
C(ν,m,M) =
K∑
a=1
∆a
Kinf(νa, µ?,Dm,M ) .
But it actually turns out, as indicated by Proposition 1 below, that C(ν,m,M) is independent of m
and equals C(ν,−∞,M).
Proposition 1. Fix M ∈ R. For all m 6M , for all ν ∈ Dm,M and all µ > E(ν),
Kinf
(
ν, µ,Dm,M
)
= Kinf
(
ν, µ,D−∞,M
)
.
Proof. The inequality > is immediate, as the right-hand side of the equality is an infimum over the
larger set D−∞,M . For the inequality 6, we may assume with no loss of generality that µ < M , as
otherwise, there is no distribution ν′ neither in Dm,M nor in D−∞,M with E(ν′) > µ >M , so that
both Kinf quantities equal +∞.
We fixM ,m, ν and µ as in the statement of the proposition. It suffices to show that in the case µ < M ,
for all ν′ ∈ D−∞,M with E(ν′) > µ and ν  ν′, there exists ν′′ ∈ Dm,M with E(ν′′) > µ and
KL(ν, ν′′) 6 KL(ν, ν′). (If ν is not absolutely continuous with respect to ν′, then KL(ν, ν′) = +∞
and taking ν′′ as the Dirac mass δM at M is a suitable choice.) To do so, given such a distribution ν′,
we first note that ν  ν′ and ν ∈ Dm,M , i.e., ν([m,M ]) = 1, entail that ν′([m,M ]) > 0, so that we
may define the restriction ν′′ = ν′[m,M ] of ν
′ to [m,M ]; its density with respect to ν′ is given by
dν′′
dν′
(x) = ν′
(
[m,M ]
)−1
1{x∈[m,M ]} ν′–a.s. for all x ∈ R.
We have the absolute-continuity chain ν  ν′′  ν′, and the Radon-Nykodym derivatives thus
defined satisfy
dν
dν′
(x) =
dν
dν′′
(x)
dν′′
dν′
(x) = ν′
(
[m,M ]
)−1 dν
dν′′
(x)1{x∈[m,M ]} ν′–a.s. for all x ∈ R. (19)
Moreover E(ν′′) > E(ν′), and thus E(ν′′) > µ, as
E(ν′) =
∫
(−∞,m)
x dν′(x) +
∫
[m,M ]
x dν′(x)
6
(
1− ν′([m,M ]))m+ ν′([m,M ]) E(ν′′) 6 E(ν′′) .
Finally, by (19), which also holds ν–almost surely, and the definition of Kullback-Leibler divergences,
KL(ν, ν′) =
∫
(−∞,M ]
ln
(
dν
dν′
)
dν = − ln ν′([m,M ])+ ∫
[m,M ]
ln
(
dν
dν′′
)
dν
= − ln ν′([m,M ])+ KL(ν, ν′′) > KL(ν, ν′′) .
This concludes the proof.
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E.2.2 Known M but unknown m, part 2: distribution-free bounds
A first observation is that (as in the case of a fully known payoff range) AdaHedge does not require any
extra-exploration (i.e., any mixing with the uniform distribution) to achieve a scale-free distribution-
free regret bound of order (M −m)√KT lnK. This is formally detailed in Appendix F.3. Both this
result and the one described next rely on the AdaFTRL methodology of Orabona and Pál [33], which
we recall in Appendix F.1.
The INF strategy of Audibert and Bubeck [2] can be seen as an instance of FTRL with 1/2–Tsallis
entropy, as essentially noted by Audibert et al. [4]. The INF strategy provides a distribution-free
regret bound of order
√
KT in case of a known payoff range. Up to some technical issues, which
we could solve, it may be extended to provide a similar scale-free distribution regret bound, which
is optimal as it does not contain any superfluous
√
lnK factor. The exact statement to be proved in
Appendix F.4 is the following: AdaFTRL with 1/2–Tsallis entropy relying on an upper bound M on
the payoffs ensures that for all m ∈ R with m 6M , for all oblivious individual sequences y1, y2, . . .
in [m,M ]K , for all T > 1,
RT (y1:T ) 6 4(M −m)
√
KT + 2(M −m) .
We conclude this section by providing a high-level idea of the technical issues that were solved to
obtain the latter bound. We consider estimates ŷt,a obtained from (6) by replacing the constant C
therein by the known upper end M . We however could not simply derive the regret bound from some
generic full-information regret guarantee for AdaFTRL with 1/2–Tsallis entropy, as to the best of
our knowledge, there are no meaningful full-information regret bounds for Tsallis entropy in the first
place, and as these would anyway scale with the effective range of the estimates. We instead provide
a more careful analysis exploiting special properties of the estimates: ŷt,a = M for all a 6= At and
ŷt,At 6M .
Open problem 1. We however were unable so far to provide a non-trivial scale-free distribution-
dependent regret bound for our strategy AdaFTRL with 1/2–Tsallis entropy. Note that there exist
O(lnT ) bounds for FTRL with 1/2–Tsallis entropy, i.e., with a different tuning of the learning
rates (namely, ηt of order 1/
√
t, but then, the range adaptive distribution-free guarantees are lost);
see Zimmert and Seldin [37]. We would have liked to prove such a O(lnT ) scale-free distribution-
dependent regret bound for AdaFTRL with 1/2–Tsallis entropy (or even achieve a more modest aim
like a poly-logarithmic bound), as this seems possible and would have shown with certainty that
the trade-off imposed by Theorem 1 does not hold anymore when the upper end M on the payoff
range is known. The techniques of Seldin and Lugosi [35], which consist in a precise tuning of
the extra-exploration in their variant of the Exp3 algorithm of Auer et al. [6] together with a gap
estimation scheme, or the ones of Zimmert and Seldin [37] might be helpful to that end. We leave
this problem for future research.
Open problem 2. For the sake of completeness, we underline here that either getting rid of the√
lnK factor in the scale-free distribution-free regret bound of AdaHedge for K–armed bandits in
the general case of an unknown upper end M on the payoff range, or, alternatively, exhibiting a larger
lower bound of order
√
KT lnK for this scale-free distribution-free regret, is also a problem that we
could not solve yet.
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F Known results on AdaFTRL and AdaHedge in full information
and applications thereof in the bandit setting
The aim of this section is two-fold: first, we provide, for the sake of self-completeness, a proof of the
full-information bound for AdaHedge (Reminder 2 in Appendix D); second, we state and prove the
improved bandit regret bounds alluded at in Appendix E.2.2, in the case of a known upper end M
but unknown lower end m of the payoff range. We do respectively so in Appendices F.2 (for the
full-information bound for AdaHedge) and in Appendices F.3 and F.4 (for the improved bandit regret
bounds).
All these bounds can be put under the umbrella of the AdaFTRL methodology of Orabona and Pál
[33] (AdaFTRL stands for adaptive follow-the-regularized-leader), which we recall, again for the
sake of self-completeness, in Section F.1. This AdaFTRL methodology was partially built on and
inspired the analysis for AdaHedge, which is a special case of AdaFTRL with entropic regularizer (see
De Rooij et al. [16] for AdaHedge, as well as the earlier analysis by Cesa-Bianchi et al. [12]). Koolen
[26] actually proposes an alternative analysis of AdaFTRL, closer to the AdaHedge formulation,
namely, using directly some mixability gaps instead of upper bounds thereon; this is the analysis we
recall below in Section F.1.
F.1 AdaFTRL for full information (reminder of known results)
To avoid confusion with the notation used in the main body of the paper, we first describe the
considered setting of prediction of oblivious individual sequences with full information.
Full-information setting. The game between the player and the environment is actually the same
as the one described in Section 2.2, except that the player observes at each step the entire payoff
vector, not just the obtained payoff. More formally (and with a different piece of notation z instead
of y, to better distinguish the two settings), the environment first picks a sequence of payoff vectors
zt ∈ RK , for all t > 1. Then, in a sequential manner, at every time step t, the player picks an action
At, distributed according to a probability pt over the action set [K], obtains the payoff zt,At , and
observes the entire vector zt (i.e., also the payoffs zt,a corresponding to the actions a 6= At).
In the sequel, we denote by S the simplex of probability distributions over [K] and we use the
short-hand notation, for p ∈ S and z ∈ RK ,
〈p, z〉 =
∑
a∈[K]
paza .
FTRL (follow-the-regularized-leader). The FTRL method consists in choosing pt according to
pt ∈ argmin
p∈S:F (p)<+∞
{
F (p)
ηt
−
t−1∑
s=1
〈p, zs〉
}
,
where F : RK → R ∪ {+∞} is a convex function, called the regularizer, and ηt is a non-negative
learning rate in (0,+∞], which may depend on past observations. The condition F (p) < +∞ will
always be satisfied for some p ∈ S by the considered regularizers (see below) and is only meant to
avoid the undefined +∞/ +∞ in the case ηt = +∞. For the sake of concision we will however
omit it in the sequel.
Let us give a succint account of the convex analysis results we use here, following the exposition of
Lattimore and Szepesvári [30, Chapter 26]. Using their terminology, the domain DomL of a convex
function L : RK → R ∪ {+∞} is the set {x ∈ RK : L(x) < +∞} of those points where it takes
finite values. A convex function L : RK → R ∪ {+∞} is said to be Legendre if the interior of its
domain Int(DomL) is non-empty, if L is strictly convex and differentiable on Int(DomL), and if
its gradient∇L blows up on the boundary of DomL. The minimizers of Legendre functions may be
seen to satisfy the following properties.
Proposition 2 (Special case of Lattimore and Szepesvári [30, Proposition 26.14]). Let L be a
Legendre function and A ⊆ Rd be a convex set that intersects Int(DomL). Then L possesses a
unique minimizer x? overA, which belongs to Int(DomL), therefore ensuring that L is differentiable
at x?. Furthermore,
∀x ∈ A ∩DomL, 〈∇L(x?), x− x?〉 > 0 .
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Finally, for x, y ∈ Rd, if F : RK → R ∪ {+∞} is differentiable at y, we define the Bregman
divergence between x and y as
BF (x, y) = F (x)− F (y)− 〈∇F (y), x− y〉 ; (20)
when F is convex, we have BF (x, y) > 0 for all x ∈ Rd.
We are now ready to state our first reminder, which is a classical regret bound for FTRL (see, e.g.,
Lattimore and Szepesvári [30, Chapter 28, Exercise 28.12] for references, and McMahan [32] for
more general versions). It involves the diameter DF of the action set (the K–dimensional simplex S
in our case):
DF = max
p,q∈S
{
F (p)− F (q)} .
Reminder 5 (Generic full-information FTRL bound over the simplex). The FTRL method with a
Legendre regularizer F (of finite diameter DF ) and with any rule for picking the learning rates
so that they form a non-increasing sequence satisfies the following guarantee: for all sequences
z1, z2, . . . of vector payoffs in RK , the regret is bounded by
max
a∈[K]
T∑
t=1
zt,a −
T∑
t=1
〈pt, zt〉 6 DF
ηT
+
T−1∑
t=1
(
〈pt − pt+1, −zt〉 − BF (pt+1, pt)
ηt
)
+
(
〈pT − p?, −zT 〉 − BF (p
?, pT )
ηT
)
, (21)
where p? ∈ argmax
p∈S
T∑
t=1
〈p, zt〉
and where the regret bound is well defined, thanks to the following observations and conventions: for
rounds t > 1 where ηt < +∞, the function F is indeed differentiable at pt so that BF (pt+1, pt) is
well defined; for rounds t > 1 where ηt = +∞, we set BF (pt+1, pt)/ηt = 0 irrespectively of the
fact whether F is differentiable at pt.
Proof of Reminder 5. Denote by St the cumulative vector payoff up to time t > 1. Fix T > 1. For
the sake of concision of the equations, we define pT+1 = p?, which is a Dirac mass at some arm (that
is, pT+1 is not given by FTRL). The regret can therefore be rewritten as
max
a∈[K]
T∑
t=1
zt,a −
T∑
t=1
〈pt, zt〉 = max
p∈S
T∑
t=1
〈p, zt〉 −
T∑
t=1
〈pt, zt〉
=
T∑
t=1
〈pT+1, zt〉 −
T∑
t=1
〈pt, zt〉 =
T∑
t=1
〈pt − pT+1, −zt〉 .
By summation by parts,
T∑
t=1
〈pt − pT+1, −zt〉
=
T∑
t=1
T∑
s=t
〈ps − ps+1, −zt〉 =
T∑
s=1
s∑
t=1
〈ps − ps+1, −zt〉 =
T∑
s=1
〈ps − ps+1, −Ss〉
=
T∑
t=1
〈pt − pt+1, −zt〉+
T∑
t=1
〈pt − pt+1, −St−1〉 . (22)
If ηt < +∞, then by the optimality condition from Proposition 2 applied to the Legendre function
L : x 7→ η−1t F (x)− 〈St−1, x〉, we know that L thus F are differentiable at pt and that
〈η−1t ∇F (pt)− St−1, pt+1 − pt〉 > 0 ,
that is, 〈pt − pt+1, −St−1〉 6 〈η−1t ∇F (pt), pt+1 − pt〉 .
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If ηt = +∞, the previous inequality holds too, as by definition of pt, we have 〈pt−pt+1, −St−1〉 6 0
and as we set by convention η−1t ∇F (pt) = 0 regardless of whether F is differentiable at pt or not.
Substituting in (22), we proved so far
T∑
t=1
〈pt − pT+1, −zt〉 6
T∑
t=1
〈pt − pt+1, −zt〉+ 〈η−1t ∇F (pt), pt+1 − pt〉 . (23)
This inequality can be rewritten in terms of Bregman divergences:
T∑
t=1
〈pt − p?, −zt〉 6
T∑
t=1
(
〈pt − pt+1, −zt〉 − BF (pt+1, pt)
ηt
)
+
T∑
t=1
F (pt+1)− F (pt)
ηt
We now upper bound the second sum in the right-hand side: again by summation by parts, with the
convention η0 = +∞ and 1/η0 = 0:
T∑
t=1
F (pt+1)− F (pt)
ηt
=
T∑
t=1
(
F (pt+1)− F (pt)
) t∑
s=1
(
1
ηs
− 1
ηs−1
)
=
T∑
s=1
T∑
t=s
(
F (pt+1)− F (pt)
)( 1
ηs
− 1
ηs−1
)
=
T∑
s=1
(
F (pT+1)− F (ps)︸ ︷︷ ︸
6DF
)( 1
ηs
− 1
ηs−1︸ ︷︷ ︸
>0
)
6 DF
ηT
,
where the final equality is obtained by a telescoping sum, using that the sequence of learning rates is
non-increasing.
AdaFTRL, an adaptive version of FTRL. The AdaFTRL approach consists in tuning the learning
rate in a way that scales with the observed data. More precisely, it relies on a quantity called the
(generalized) mixability gap, which naturally appears as an upper bound on the summands in the
FTRL bound of Reminder 5:
δFt
def
= max
p∈S
{
〈pt − p, −zt〉 − BF (p, pt)
ηt
}
> 0 . (24)
That mixability gaps are always nonnegative can be seen by taking p = pt in the definition. We may
further upper bound (21) when it holds by using this mixability gap:
max
a∈[K]
T∑
t=1
zt,a −
T∑
t=1
〈pt, zt〉 6 DF
ηT
+
T∑
t=1
δFT . (25)
The AdaFTRL learning rate balances the two terms in the above regret bound by taking
ηt = DF
/
t−1∑
s=1
δFs ∈ (0,+∞] (26)
Note that this rule for picking learning rates indeed leads to non-increasing sequences thereof, as the
mixability gaps are non-negative. We summarize the discussion above in the theorem stated next,
from which subsequent (closed-from) regret bounds will be derived by using the specific properties
of the regularizer F at hand to upper bound the mixability gaps.
Theorem 5 (AdaFTRL tool box). Under the assumptions of Reminder 5 and with its conventions,
the regret of the FTRL method based on the learning rates (26) satisfies
max
a∈[K]
T∑
t=1
zt,a −
T∑
t=1
〈pt, zt〉 6 2
T∑
t=1
δFt (27)
where, moreover, (
T∑
t=1
δFt
)2
= 2DF
T∑
t=1
δFt
ηt
+
T∑
t=1
(
δFt
)2
. (28)
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Proof. Inequality (27) follows from (25) and (26). The equality (28) is obtained by expanding the
squared sum,(
T∑
t=1
δFt
)2
=
T∑
t=1
(
δFt
)2
+ 2
T∑
t=1
t−1∑
s=1
δFt δ
F
s =
T∑
t=1
(δFt )
2 + 2
T∑
t=1
δFt
DF
ηt
where the final equality is obtained by substituting the definition (26) of ηt.
F.2 AdaHedge for full information (reminder of known results)
The content of this section is extracted from various sources, out of which the most important
is Koolen [26]. We claim no novelty. This section recalls how the bound for AdaHedge (Reminder 2,
for which a direct proof was provided by De Rooij et al. [16]) can also be seen as a special case of
the results of Section F.1.
It is well-known (see Freund et al. [19], Kivinen and Warmuth [25], Audibert [1]) and can be found
again by a simple optimization under a linear constraint that the Hedge weight update corresponds to
FTRL with the negentropy as a regularizer:
Hneg(p) =
K∑
a=1
pa ln pa ,
with value +∞ whenever pa = 0 for some a ∈ [K]. That is,
argmin
p∈S
{
Hneg(p)
ηt
−
t−1∑
s=1
〈p, zs〉
}
= {pt}
with pt,a = exp
(
ηt
t−1∑
s=1
za,s
)/
K∑
k=1
exp
(
ηt
t−1∑
s=1
zk,s
)
. (29)
Straightforward calculation show that the regularizer Hneg is indeed Legendre (see Lattimore and
Szepesvári [30], Example 26.11) and the Hneg–diameter of the simplex equals DHneg = lnK.
Reminder 5 and Theorem 5 can therefore be applied.
AdaHedge is exactly AdaFTRL with Hneg as a regularizer. Indeed, the mixability gap (24) can be
computed in closed form (as noted by Reid et al. [34, Lemma 5]) and reads in this case:
δnegt =

− 〈pt, zt〉+ η−1t ln
(
K∑
a=1
pt,ae
ηtzt,a
)
if ηt < +∞,
− 〈pt, zt〉+ max
a∈[K]
zt,a if ηt = +∞.
(30)
Proof of the rewriting (30). When ηt = +∞, the mixability gap equals, by definition,
δFt = max
p∈S
{〈pt − p, −zt〉} = −〈pt, zt〉+ max
p∈S
〈p, zt〉 = −〈pt, zt〉+ max
a∈[K]
zt,a .
For the case ηt < +∞, the following formula, which is at the heart of the closed-form formula for
the Hedge updates (29), will be useful: for any S ∈ Rd,
min
p∈S
{
Hneg(p)− 〈p, S〉
}
=
K∑
i=1
eSi∑K
j=1 e
Sj
(
ln
(
eSi∑K
j=1 e
Sj
)
− Si
)
= − ln
(
K∑
i=1
eSi
)
. (31)
When ηt < +∞, Equation (29) shows that pt lies in the interior Int(S) of S . The Bregman divergence
at hand in the definition (24) of the mixability gaps may be simplified into
BF (p, pt) = Hneg(p)−Hneg(pt)− 〈∇Hneg(pt), p− pt〉 = Hneg(p)− 〈∇Hneg(pt), p〉+ 1 ,
where the second inequality holds by taking into account the fact that Hneg is twice differentiable at
any p ∈ Int(S), with
∇Hneg(p) =
(
1 + ln pi
)
i∈[K] so that 〈∇Hneg(p), p〉 = 1 +
K∑
i=1
pi ln pi = 1 +Hneg(p) .
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The mixability gaps can therefore be rewritten
δFt = max
p∈S
{
〈pt − p, −zt〉 − BF (p, pt)
ηt
}
= −〈pt, zt〉 − 1
ηt
+
1
ηt
max
p∈S
{
ηt〈p, zt〉 −Hneg(p) + 〈∇Hneg(pt), p〉
}
= −〈pt, zt〉 − 1
ηt
− 1
ηt
min
p∈S
{
Hneg(p)−
〈
p, ηtzt +∇Hneg(pt)
〉}
Now by (31), specialized with S = ηtzt +∇Hneg(pt), we can compute the value of the minimum:
min
p∈S
{
Hneg(p)−
〈
p, ηtzt +∇Hneg(pt)
〉}
= − ln
(
K∑
i=1
eηtzi+1+ln pi
)
= −1− ln
(
K∑
i=1
pie
ηtzi
)
.
Collecting all equalities together concludes the proof.
Reminder 2 is thus a special case of the following bound.
Theorem 6 (See Lemma 3 and Theorem 6 of De Rooij et al. [16]). For all sequences of payoffs
zt,a lying in some bounded real-valued interval, denoted by [b, B], for all T > 1, the regret of the
AdaHedge algorithm with full information, as defined by (29) and (30), satisfies
max
k∈[K]
T∑
t=1
zt,k −
T∑
t=1
K∑
a=1
pt,a zt,a 6 2
T∑
t=1
δnegt
where
T∑
t=1
δnegt 6
√√√√√ T∑
t=1
K∑
a=1
pt,a
zt,a − ∑
k∈[K]
qt,k zt,k
2 lnK + (B − b)(1 + 2
3
lnK
)
,
and AdaHedge does not require the knowledge of [b, B] to achieve this bound.
The quantities
vt
def
=
K∑
a=1
pt,a
zt,a − ∑
k∈[K]
qt,k zt,k
2
in the bound correspond to the variance of the random variables taking values zt,a with probability
pt,a; the variational formula for variances indicates that
K∑
a=1
pt,a
zt,a − ∑
k∈[K]
qt,k zt,k
2 = min
c∈R
K∑
a=1
pt,a
(
zt,a − c
)2
,
which entails the final bound given as a note in the statement of Reminder 2.
The following formulation of Bernstein’s inequality will be useful in the proof of Theorem 6.
Lemma 1 (Bernstein’s inequality tailored to our needs). Let X be a random variable in [0, 1], with
variance denoting by Var(X). Then for all η > 0,
ln
(
E
[
eη(X−E[X])
])
η2
6 1
2
Var(X) +
1
3
ln
(
E
[
eη(X−E[X])
])
η
.
Proof. Denote by ψX(η) = ln
(
E
[
eη(X−E[X])
]
the log-moment generating function of X . A version
of Bernstein’s inequality with an appropriate control of the moments (as stated by Massart [31,
Section 2.2.3] and applied to X with c = 1/3) indicates that for all η ∈ (0, 3),(
1− η
3
)
ψX(η) 6
η2
2
Var(X) .
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Actually, this inequality also holds for η > 3 as its left-hand side is non-positive while its right-hand
side is nonnegative. The claimed result is derived by rearraging the terms
ψX(η) 6
η2
2
Var(X) +
η
3
ψX(η)
and by dividing both sides by η2.
Proof of Theorem 6. We apply Theorem 5. To that end, we first bound the mixability gaps. The
rewriting (30) (and Jensen’s inequality) directly shows that 0 6 δnegt 6 B − b. We may also prove the
bound
δnegt
ηt
6 vt
2
+
1
3
(B − b)δnegt . (32)
It suffices to do so for ηt < +∞. Consider the random variable X taking values (zt,a − b)/(B − b)
with probability pt,a, for a ∈ {1, . . . ,K}. The mixability gap can be rewritten as
δnegt =
1
ηt
ψX
(
ηt(B − b)
)
with the notation of the proof of Lemma 1. The variance of X equals vt/(B − b)2. Lemma 1 with
η = ηt(B − b) yields
δnegt
ηt(B − b)2 6
vt
2(B − b)2 +
δnegt
3(B − b) .
from which we obtain (32) by rearranging.
From (28) and (32), we deduce, together with the bound (δnegt )
2 6 (B − b)δnegt , that(
T∑
t=1
δnegt
)2
6 (lnK)
T∑
t=1
vt + (B − b)
(
2
3
lnK + 1
) T∑
t=1
δnegt .
Therefore, using the fact that x2 6 a+ bx implies x 6 √a+ b for all a, b, x > 0,
T∑
t=1
δnegt 6
√√√√lnK T∑
t=1
vt + (B − b)
(
2
3
lnK + 1
)
,
which thanks to (27) concludes the proof of Theorem 6.
F.3 AdaHedge with known upper bound M on the payoffs (application of Section F.2)
We show how to obtain a scale-free distribution-free regret bound of order (M −m)√KT lnK with
no extra-exploration (including no initial exploration) when an upper bound M on the payoffs is
given to the player. We consider Algorithm 2, where no mixing takes place (unlike in Algorithm 1)
and where the probability distributions pt are directly computed via an AdaHedge update (no need
for intermediate probabilities qt). Note also that we use the estimates (6) with the choice Ct = M ,
that is,
ŷt,a =
yt,a −M
pt,a
1{At=a} +M . (33)
The following observation is key in the analysis below: ŷt,a = M for all a 6= At and ŷt,At 6M . We
will also use, as in the proof of Theorem 2,
K∑
a=1
pt,a ŷt,a = yt,At .
The performance bound for this simpler algorithm is stated next.
Theorem 7. AdaHedge for K–armed bandits relying on an upper bound M on the payoffs (Algo-
rithm 2) ensures that for all m ∈ R with m 6M , for all oblivious individual sequences y1, y2, . . . in
[m,M ]K , for all T > 1,
RT (y1:T ) 6 2(M −m)
√
KT lnK + 2(M −m) .
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Algorithm 2 AdaHedge for K–armed bandits, when an upper bound on the payoffs is given
1: Input: an upper bound M on the payoffs
2: AdaHedge initialization: η1 = +∞ and p1 = (1/K, . . . , 1/K)
3: for rounds t = 1, 2, . . . do
4: Draw an arm At ∼ pt (independently at random according to the distribution pt)
5: Get and observe the payoff yt,At
6: Compute the estimates of all payoffs
ŷt,a =
yt,a −M
pt,a
1{At=a} +M
7: Compute the mixability gap δt based on the distribution pt and on these estimates:
δt =

−
K∑
a=1
pt,a ŷt,a +
1
ηt
ln
(
K∑
a=1
pt,ae
ηtŷt,a
)
if ηt < +∞
−
K∑
a=1
pt,a ŷt,a + max
a∈[K]
ŷt,a if ηt = +∞
8: Compute the learning rate ηt+1 =
(
t∑
s=1
δs
)−1
lnK
9: Define pt+1 component-wise as
pt+1,a = exp
(
ηt+1
t∑
s=1
ŷa,s
)/
K∑
k=1
exp
(
ηt+1
t∑
s=1
ŷk,s
)
10: end for
The main technical difference with respect to the analysis of Algorithm 1 is that the mixability gaps
are directly bounded by the range M −m. We no longer need to artificially control the size of the
estimates (which we did via extra-exploration) to get, in turn, a control of the mixability gaps.
Lemma 2 (Improved mixability gap bound). The mixability gaps of AdaHedge for K–armed bandits
relying on an upper bound M on the payoffs (Algorithm 2) are bounded, for all m ∈ R with m 6M ,
for all oblivious individual sequences y1, y2, . . . in [m,M ]K , for all t > 1, by
0 6 δt 6M −m and δt
ηt
6 1
2
p−1t,At(M − yt,At)2.
Proof. The fact that δt > 0 holds by definition of the gaps and Jensen’s inequality. For δt 6M −m,
the observations after (33) indicate that when ηt = +∞,
δt = −
K∑
a=1
pt,a ŷt,a + max
a∈[K]
ŷt,a = M − ŷt,At ,
while for ηt < +∞,
δt = −yt,At +
1
ηt
ln
(
(1− pt,At)eηtM + pt,AteηtMeηt(yt,At−M)/pt,At
)
6M − yt,At +
1
ηt
ln
(
(1− pt,At) + pt,At eηt(yt,At−M)/pt,At︸ ︷︷ ︸
61
)
,
which entails δt 6M − yt,At 6M −m.
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Furthermore, in the case ηt < +∞, using the inequality e−x 6 1 − x + x2/2 valid for x > 0,
followed by the inequality ln(1 + u) 6 u, valid for all u > −1, we get
δt 6M − ŷt,At +
1
ηt
ln
(
1− pAt,t, + pAt,t︸ ︷︷ ︸
=1
−ηt(M − yt,At) + η2t
(M − yt,At)2
2pAt,t︸ ︷︷ ︸
=u
)
6 ηt
(M − yt,At)2
2pt,At
.
The second inequality is trivial in case ηt = +∞, as δt/ηt = 0.
We are now ready to prove Theorem 7.
Proof of Theorem 7. As indicated in Section F.2, AdaHedge is a special case of AdaFTRL and the
bound of Theorem 5 is applicable.
Equation (28) and Lemma 2, which entails in particular that δ2t 6 (M −m)δt, yield( T∑
t=1
δt
)2
= 2(lnK)
T∑
t=1
δt
ηt
+
T∑
t=1
(δt)
2 6 (lnK)
T∑
t=1
p−1t,At(M − yt,At)2 + (M −m)
T∑
t=1
δt ,
which, through the fact that x2 6 a+ bx implies x 6 √a+ b for all a, b, x > 0, leads in turn to
T∑
t=1
δt 6
√√√√ T∑
t=1
p−1t,At(M − ŷt,At)
2
lnK + (M −m) .
Therefore, Equation (27) guarantees that
max
k∈[K]
T∑
t=1
ŷt,k −
T∑
t=1
K∑
a=1
pt,a ŷt,a︸ ︷︷ ︸
=yt,At
6 2
√√√√ T∑
t=1
p−1t,At(M − ŷt,At)
2
lnK + 2(M −m) . (34)
We conclude the proof by integrating the inequality above and using Jensen’s inequality, exactly as in
the proof of Theorem 2. Indeed, Equation (12) therein indicates that
RT (y1:T ) = max
k∈[K]
T∑
t=1
yt,k − E
[
T∑
t=1
yt,At
]
6 E
[
max
k∈[K]
T∑
t=1
ŷt,k −
T∑
t=1
yt,At
]
and, by the same manipulations as in (14) and in the equation that follows it,
E

√√√√ T∑
t=1
p−1t,At(M − ŷt,At)
2
lnK
 6
√√√√E[ T∑
t=1
p−1t,At(M − yt,At)
2
lnK
]
=
√√√√E[ T∑
t=1
K∑
a=1
(M − yt,a)2 lnK
]
6 (M −m)
√
KT lnK
The claimed result is obtained by collecting all bounds together.
F.4 AdaFTRL with Tsallis entropy in the case of a known upper bound M on the payoffs
In this section we describe how the AdaHedge learning rate scheme can be used in the FTRL
framework with a different regularizer, namely Tsallis entropy, to improve the scale-free distribution-
free regret bound into a bound of optimal order (M −m)√KT , i.e., without any superfluous√lnK
factor.
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Tsallis entropy. We focus on the (rescaled) 1/2–Tsallis entropy, which is defined by
H1/2(p) = −
K∑
a=1
2
√
pa .
This regularizer is Legendre over the domain [0,+∞)K (see Lattimore and Szepesvári [30, Exam-
ple 26.10]). Its diameter equals
DH1/2 = max
p∈S
H1/2(p)−min
q∈S
H1/2(q) = −2−
(−2√K) = 2(√K − 1) , (35)
as for all p ∈ S, we have (by concavity of the square root for the right-most inequality)
1 6
K∑
a=1
pa 6
K∑
a=1
√
pa 6
√
K ,
where 1 is achieved with p = (1, 0, . . . , 0) and
√
K with the uniform distribution.
The function H1/2 is differentiable at all q ∈ (0,+∞)K , with∇H1/2(q) =
(− 1/√qa)a∈[K] . The
Bregman divergence associated with H1/2 equals, for p, q ∈ S such that qa > 0 for all a:
BH1/2(p, q) = −2
K∑
a=1
√
pa + 2
K∑
a=1
√
qa +
K∑
a=1
1√
qa
(pa − qa)
= −2
K∑
a=1
√
pa −√qa
2
√
qa
(
2
√
qa − (
√
pa +
√
qa)
)
=
K∑
a=1
(
√
pa −√qa)2√
qa
.
AdaFTRL with 1/2–Tsallis entropy. We consider FTRL with the 1/2–Tsallis entropy on the
estimated losses (33):
pt ∈ argmin
p∈S
{
H1/2(p)
ηt
−
t−1∑
s=1
〈p, ŷs〉
}
= argmin
p∈S
{
− 1
ηt
K∑
a=1
2
√
pa −
K∑
a=1
pa
t−1∑
s=1
ŷs,a
}
.
FTRL with the 1/2–Tsallis entropy was essentially introduced by Audibert and Bubeck [2] to get
rid of a
√
lnK factor in the distribution-free regret bound of K–armed adversarial bandits (with
known payoff range). It was later noted by Audibert et al. [4] that it actually is an instance of mirror
descent with Tsallis entropy as a regularizer. More recently, Zimmert and Seldin [37] showed that
this regularizer can obtain quasi-optimal regret bounds for both stochastic and adversarial rewards.
We more precisely consider AdaFTRL with the 1/2–Tsallis, that is, we compute the learning rates ηt
based on the mixability gaps (24); see Algorithm 3. We denote by δTst the mixability gaps (24).
On the implementation. For Tsallis entropy, the optimization problems involved in the computa-
tion of the updates pt and of the mixability gaps δTst admit a (semi-)explicit formula. Indeed, pt can
be computed thanks to the formula, for all z ∈ RK ,
argmin
p∈S
{
H1/2(p)− 〈p, z〉
}
= argmax
p∈S
{
〈p, z〉+
K∑
a=1
2
√
pa
}
=
(
1(
c(z)− za
)2
)
a∈K
, (36)
where c(z) is an implicit normalization constant, such that the vector lies in the simplex S and
c(z) > za for all a ∈ [K]. This constant c(z) is in fact the Lagrange multiplier associated with the
constraint p1 + . . .+ pK = 1. See Zimmert and Seldin [37] for more details on how to compute c(z)
efficiently, see also Audibert et al. [4]. To compute the mixabity gap, rewrite
δTst = max
p∈S
{
〈pt − p, −ŷt〉 −
H1/2(p)−H1/2(pt)− 〈∇H1/2(pt), p− pt〉
ηt
}
= 〈pt, −ŷt〉+
H1/2(pt)
ηt
− 〈∇H1/2(pt), pt〉
ηt
+
1
ηt
max
p∈S
{
〈p, ∇H1/2(pt) + ηtŷt〉 −H1/2(p)
}
,
(37)
where the maximum in the left-most side of these equalities can be computed efficiently, thanks
to (36).
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Algorithm 3 AdaFTRL with Tsallis entropy for K–armed bandits, when an upper bound on the
payoffs is given
1: Input: an upper bound M on the payoffs
2: Initialization: η1 = +∞ and p1 = (1/K, . . . , 1/K)
3: for rounds t = 1, 2, . . . do
4: Draw an arm At ∼ pt (independently at random according to the distribution pt)
5: Get and observe the payoff yt,At
6: Compute the estimates of all payoffs
ŷt,a =
yt,a −M
pt,a
1{At=a} +M
7: Compute the mixability gap δTst based on the distribution pt and on these estimates, e.g., using
the efficient implementation stated around (37):
δTst = max
p∈S
{
〈pt − p, −ŷt〉 −
BH1/2(p, pt)
ηt
}
8: Compute the learning rate ηt+1 = 2
(
t∑
s=1
δTss
)−1(√
K − 1)
9: Define pt+1 as
pt+1 ∈ argmin
p∈S
{
−
K∑
a=1
pa
t∑
s=1
ŷs,a − 1
ηt+1
K∑
a=1
2
√
pa
}
,
where an efficient implementation is provided by, e.g., (36)
10: end for
Analysis of the algorithm. We provide the following performance bound.
Theorem 8. AdaFTRL with 1/2–Tsallis entropy for K–armed bandits relying on an upper bound
M on the payoffs (Algorithm 3) ensures that for all m ∈ R with m 6M , for all oblivious individual
sequences y1, y2, . . . in [m,M ]K , for all T > 1,
RT (y1:T ) 6 4(M −m)
√
KT + 2(M −m) .
As in Section F.3, the proof scheme is a combination of the AdaFTRL bound of Theorem 5 (which is
indeed applicable), together with an improved bound on the mixability gap that exploits the specific
shape of the estimates. This bound is stated in the next lemma, which is much similar to Lemma 2.
Lemma 3. The mixability gaps of AdaFTRL with Tsallis entropy for K–armed bandits relying on
an upper bound M on the payoffs (Algorithm 3) are bounded, for all m ∈ R with m 6 M , for all
oblivious individual sequences y1, y2, . . . in [m,M ]K , for all t > 1, by
0 6 δTst 6M −m and
δTst
ηt
6 p−1/2t,At (M − yt,At)2 .
The proof of Lemma 3 is postponed to the end of this section and we now proceed with the proof of
Theorem 8.
Proof of Theorem 8. The structure of the proof is much similar to the one of Theorem 7, which
is why we only sketch our arguments. The bound of Theorem 5 is applicable. We use Lemma 3
with (28) to see that( T∑
t=1
δTst
)2
6 2DH1/2
T∑
t=1
p
−1/2
t,At
(M − yt,At)2 + (M −m)
T∑
t=1
δTst . (38)
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Again, using the fact that for all a, b, x > 0, the inequality x2 6 a+ bx implies x 6 √a+ b :
T∑
t=1
δTst 6
√√√√2DH1/2 T∑
t=1
p
−1/2
t,At
(M − yt,At)2 + (M −m) (39)
By (27), by taking expectations, and by Jensen’s inequality:
RT (y1:T ) 6 2E
[ T∑
t=1
δTst
]
6 2
√√√√2DH1/2 T∑
t=1
E
[
p
−1/2
t,At
(M − yt,At)2
]
+ 2(M −m) . (40)
We conclude by observing that for all t, by definition of the payoff estimates,
E
[
p
−1/2
t,At
(
M − yt,At
)2]
= E
[
K∑
a=1
pt,a p
−1/2
t,a
(
M − yt,a
)2] 6 (M −m)2 E[ K∑
a=1
√
pa,t
]
6 (M −m)2
√
K ,
where the last inequality follows from the concavity of the square root. The final claim is obtained by
bounding the diameter DH1/2 by 2
√
K.
We conclude this section by providing a proof of Lemma 3.
Proof of Lemma 3. The fact that δTst > 0 holds actually for all regularizers and can be seen from the
definition (24) with p = pt. For the inequality δTst 6M −m, we start with elementary manipulations
of the definition of the mixability gap (24). Denoting by ~M the vector with coordinates (M, . . . ,M)
and noting that 〈pt − q, ~M〉 = 0 for all q ∈ S, we have
δTst = max
q∈S
{
〈pt − q, −ŷt〉 −
BH1/2(q, pt)
ηt
}
= max
q∈S
{
〈pt − q, ~M − ŷt〉 −
BH1/2(q, pt)
ηt
}
.
(41)
Since all the coordinates of ~M− ŷt are non-negative and by non-negativity of the Bregman divergence,
this implies that
δTst 6 〈pt, ~M − ŷt〉 = M − yAt,t 6M −m.
We now prove the second inequality; we may assume that ηt < +∞, as the bound holds trivially
otherwise. By Proposition 2 (and by calculations similar to the ones performed in the proof of
Reminder 5) the maximum in the rewriting (41) of δTst is achieved on the interior of the domain of
H1/2, which equals (0,+∞)K , thus in the interior of S. We therefore only need to prove that
∀q ∈ Int(S), 〈pt − q, ~M − ŷt〉 −
BH1/2(q, pt)
ηt
6 ηt p−1/2t,At (M − yt,At)2 . (42)
We fix such a q ∈ Int(S), i.e., such that qa > 0 for all a. We consider two cases. First, if qAt > pt,At ,
then, given the observations made after (33),
〈pt − q, ~M − ŷt〉 −
BH1/2(q, pt)
ηt
=
(
M − yt,At
pt,At
)
︸ ︷︷ ︸
>0
(
pt,At − qAt
)︸ ︷︷ ︸
60
−BH1/2(q, pt)
ηt
6 0 .
Otherwise, when qAt < pt,At , a standard way of bounding the mixability gap, detailed below,
indicates that
〈pt − q, M − ŷt〉 −
BH1/2(q, pt)
ηt
6 ηt
2
〈
~M − ŷt, ∇2H1/2(z)−1
(
~M − ŷt
)〉
, (43)
where z is some probability distribution of the open segment Seg(q, pt) between q and pt, and
where ∇2H1/2(z)−1 denotes the inverse of the positive definite Hessian of H1/2 at z. Since at
w ∈ (0,+∞)K , the function H1/2 is indeed twice differentiable, with
∇H1/2(w) =
(−w−1/2a )a∈[K] and ∇2H1/2(w) = Diag(w−3/2a /2)a∈[K] ,
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we have ∇2H1/2(z)−1 = Diag
(
2z
3/2
a
)
a∈[K]. We substitute this value into (43) and recall that the
vector ~M − ŷt has null coordinates except for its At–th coordinate:
ηt
2
〈
~M − ŷt, ∇2H1/2(z)−1
(
~M − ŷt
)〉
= ηt z
3/2
At
(
M − ŷt,At
)2
.
Finally, remember that z lies in the open segment Seg(q, pt) and that we assumed qAt < pt,At ; we
thus also have zAt < pt,At . As a consequence, using the very definition of ŷt,At ,
ηt z
3/2
At
(
M − ŷt,At
)2 6 ηt p3/2t,At(M − ŷt,At)2 = ηt p−1/2t,At (M − yt,At)2 .
Therefore, in all cases, that is, whether qAt > pt,At or qAt < pt,At , the bound (42) is obtained. It
only remains to prove the standard inequality (43).
This inequality is essentially stated as Therorem 26.13 in Lattimore and Szepesvári [30] but we
provide a proof for the sake of completeness. As we assumed that ηt < +∞, we have (as above, by
Proposition 2) that pt lies in the interior of S. In particular, as both pt and q are in the interior of
S, the function H1/2 is C2 over the closed segment Seg(q, pt) between q and pt. Therefore, by the
mean-value theorem, there exists z in the open segment Seg(q, pt) such that
H1/2(q)−H1/2(pt)− 〈∇H1/2(pt), q − pt〉︸ ︷︷ ︸
=BH1/2 (q,pt)
=
1
2
〈
q − pt, ∇2H1/2(z) (q − pt)
〉
.
It is useful to introduce the standard notation from convex analysis for the local norm (which is
indeed a norm because the Hessian is positive definite):
‖q − pt‖2∇2H1/2(z)
def
=
〈
q − pt, ∇2H1/2(z) (q − pt)
〉
.
We therefore have so far the rewriting:
−BH1/2(q, pt)
ηt
= − 1
2ηt
〈
q − pt, ∇2H1/2(z) (q − pt)
〉
.
Now, by the Cauchy-Schwarz inequality,
〈pt − q, ~M − ŷt〉 =
〈
∇2H1/2(z)1/2 (pt − q), ∇2H1/2(z)−1/2
(
~M − ŷt
)〉
6 ‖pt − q‖∇2H1/2(z) ‖ ~M − ŷt‖∇2H1/2(z)−1 .
Combining the rewriting and the bound above, we get
〈pt − q, M − ŷt〉 −
BH1/2(q, pt)
ηt
6 ‖pt − q‖∇2H1/2(z)‖ ~M − ŷt‖∇2H1/2(z)−1 −
1
2ηt
‖q − pt‖2∇2H1/2(z)
6 ηt
2
‖ ~M − ŷt‖2∇2H1/2(z)−1 ,
where we used ab− b2/2 6 a2/2 to get the second inequality. This is exactly (43).
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G Adaptation to the range for linear bandits
To illustrate the generality of the techniques discussed in this paper, we quickly describe how these
can be used to obtain range adaptive algorithms for linear bandits. This section is meant for illustration
and not for completeness. In particular, we focus on the case of (oblivious) adversarial linear bandits,
for which we refer the reader to Lattimore and Szepesvári [30, Chapter 27], which we follow closely,
for a more thorough description of the setting; we do not describe the application of our techniques to
stochastic linear bandits.
Learning protocol. A finite action set A ⊂ Rd, of cardinality K, is given. (The setting of vanilla
K–armed bandits considered in the rest of the article corresponds to A formed by the vertices of the
probability simplex of RK .) The environment selects beforehand a sequence (yt)t>1 of vectors in
Rd satisfying a boundedness assumption: there exists an interval [m,M ] such that
∀t > 1, ∀x ∈ A, x>yt ∈ [m,M ] . (44)
We assume that the player does not know in advance m nor M . To simplify the exposition, we also
assume that m 6 0 6M .
At every time step, the player chooses an action Xt ∈ A and receives and only observes the payoff
X>t yt. It does not observe yt nor the payoffs x
>yt associated with choices x 6= Xt. The action Xt is
chosen independently at random according to a distribution over A denoted by pt =
(
pt(a)
)
a∈A.
The expected regret is defined as
RT (y1:T ) = max
x∈A
T∑
t=1
x>yt − E
[
T∑
t=1
X>t yt
]
.
Estimating the unobserved payoffs. As in the case of vanilla K–armed bandits, the key is to
estimate unobserved payoffs. We may actually build an estimate ŷt of the vectors yt, from which we
form the estimates x>ŷt. This estimate takes advantage of the linear structure of the problem.
Fix a distribution pi such that the non-negative symmetric matrix
M(pi)
def
=
∑
x∈A
pi(x)xx>
is invertible: such a distribution exists whenever A spans Rd, which we may assume with no loss
of generality; see Lemma 4 below. This distribution pi will be used to explore the arms; it is in
general not uniform over the arms. For all distributions q over A and all γ ∈ (0, 1], the distribution
p = (1− γ)q+ γpi is such that the non-negative symmetric matrix M(p) is invertible as well (as it is
larger than γM(pi), in the sense of the partial inequality < over non-negative symmetric matrices).
We then define
ŷt = M(pt)
−1XtX>t yt (45)
and note that
E
[
ŷt
∣∣ pt] = M(pt)−1(∑
x∈A
pt(x)xx
>
︸ ︷︷ ︸
=M(pt)
yt
)
= yt ; (46)
indeed, conditioning to pt amounts to integrating over the random choice of Xt according to pt.
An algorithm adaptive to the unknown range. When the range is given, a well-known strategy
is to use plain exponential weights over actions inA with the estimates x>ŷt to obtain distributions qt
that are then mixed with pi to form the final distributions pt. When the range is unknown, we suggest
to simply replace plain exponential weights with AdaHedge (the difference lies in the tuning of the
rates ηt), which leads to Algorithm 4. In this algorithm, we refer to rates γt as exploration rates (and
not as extra-exploration rates as in Algorithm 1) and similarly, to pi as the exploration distribution.
This is because for adversarial linear bandits, exploration was always required even to get expected
results (unlike for K–armed bandits, see the introduction of Section 4).
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Algorithm 4 AdaHedge for adversarial linear bandits
1: Input: an exploration distribution pi over A and exploration rates (γt)t>1 in [0, 1]
2: Initialization: η1 = +∞ and q1 is the uniform distribution over A
3: for rounds t = 1, . . . do
4: Define pt by mixing qt with pi according to
pt = (1− γt)qt + γtpi
5: Draw an arm Xt ∼ pt (independently at random according to the distribution pt)
6: Get and observe the payoff X>t yt
7: Compute estimates x>ŷt of all payoffs according to (45)
8: Compute the mixability gap δt based on the distribution qt and on these estimates:
δt =

−
∑
x∈A
qt(x)x
>ŷt +
1
ηt
ln
(∑
x∈A
qt(x)e
ηtx
>ŷt
)
if ηt < +∞
−
∑
x∈A
qt(x)x
>ŷt + max
x∈A
x>ŷt if ηt = +∞
9: Compute the learning rate ηt+1 =
(
t∑
s=1
δs
)−1
lnK
10: Define qt+1 component-wise as
qt+1(a) = exp
(
ηt+1
t∑
s=1
a>ŷs
)/∑
x∈A
exp
(
ηt+1
t∑
s=1
x>ŷs
)
11: end for
The analysis of this algorithm relies on the same ingredients as the ones already encountered in
Section 4.1, with the addition of the following lemma, that quantifies the quality of the exploration.
This lemma requires that A spans Rd, which we may assume with no loss of generality (otherwise,
we just replace Rd by the vector space generated by A).
Lemma 4 (Lattimore and Szepesvári [30, Theorem 21.1]). There exists a distribution pi over A such
that
M(pi) =
∑
x∈A
pi(x)xx> is invertible and max
x∈A
x>M(pi)−1x = d .
We are now ready to state the main result of this section. It is the counterpart of Corollary 1; for the
sake of simplicity, we only state it for the value α = 1/2.
Theorem 9. AdaHedge for adversarial linear bandits (Algorithm 4) with the extra-exploration
γt = min
{
1/2,
√
2.5 d(lnK)t−1/2
}
ensures that for all bounded ranges [m,M ], for all oblivious individual sequences y1, y2, . . . satisfy-
ing the boundedness condition (44),
RT (y1:T ) 6 12(M −m)
√
dT lnK + 18(M −m)d lnK .
The proof starts by following closely the ones of Theorem 2 and Corollary 1; the differences are
underlined and dealt with in the second part of the proof.
Proof. By Reminder 2, since the player plays the AdaHedge strategy over the payoff estimates x>ŷt,
the pre-regret satisfies
max
x∈A
T∑
t=1
x>ŷt −
T∑
t=1
∑
a∈A
qt(a) a
>ŷt 6 2
√
VT lnK +MT
(
2 +
4
3
lnK
)
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with VT =
T∑
t=1
∑
x∈A
qt(x)
(
x>ŷt
)2
and
MT = max
{
x>ŷt : t 6 T and x ∈ A
}−min{x>ŷt : t 6 T and x ∈ A} .
As in Theorem 2, since γt 6 1/2, we have qt(x) 6 2 pt(x) for all x ∈ A. We therefore define
V ′T =
T∑
t=1
∑
x∈A
pt(x)
(
x>ŷt
)2
and have Vt 6 2V ′T . By the tower rule, based on the equality (46), and given that the expectation
of a maximum is larger than the maximum of the expectations (for the first inequality), and by the
definition of the pt (for the second inequality), we have proved so far that
RT (y1:T ) 6 E
[
max
x∈A
T∑
t=1
x>ŷt −
T∑
t=1
∑
a∈A
pt(a) a
>ŷt
]
6 E
[
max
x∈A
T∑
t=1
x>ŷt −
T∑
t=1
∑
a∈A
qt(a) a
>ŷt
]
+ E
[
T∑
t=1
γt
∑
a∈A
(
pi(a)− qt(a)
)
a>ŷt
]
6 E
[
2
√
2V ′T lnK +MT
(
2 +
4
3
lnK
)]
+
T∑
t=1
γt
∑
a∈A
(
pi(a)− qt(a)
)
a>yt︸ ︷︷ ︸
6(M−m)
.
Hence by Jensen’s inequality and by the bounds E[V ′T ] 6 (M −m)2dT and MT 6 2(M −m)d/γT
proved below, we finally get
RT (y1:t) 6 2
√
2E[V ′T ] lnK + E[MT ]
(
2 +
4
3
lnK
)
+ (M −m)
T∑
t=1
γt
6 2
√
2(M −m)
√
dT lnK +
(
2 +
4
3
lnK
)
2(M −m)d
γT
+ (M −m)
T∑
t=1
γt
6 3(M −m)
√
dT lnK + 9(M −m)d lnK
γT
+ (M −m)
T∑
t=1
γt .
Replacing the γt by their values and using the same bounds as in Corollary 1 yields the claimed
result; the factor 12 in the bound comes from
3 +
√
10 + 9
√
2
5
6 12 .
We only need to prove the two claimed bounds to complete the proof; they can be extracted from the
proof of Theorem 27.1 by Lattimore and Szepesvári [30] but we provide derivations for the sake of
completeness.
Proof of MT 6 2(M −m)d/γT . We fix x ∈ A and t 6 T . We recall that M(pt) and thus M(pt)−1
are positive definite symmetric matrices. By the Cauchy-Schwarz inequality applied with the norm
induced by the positive M(pt)−1,∣∣x>M(pt)−1Xt∣∣ 6√x>M(pt)−1x √X>t M(pt)−1Xt 6 max
x∈A
{
x>M(pt)−1x
}
.
As indicated right before (45), we have M(pt) < γtM(pi) and therefore M(pt)−1 2M(pi)−1/γt.
This entails ∣∣x>M(pt)−1Xt∣∣ 6 1
γt
max
x∈A
{
x>M(pi)−1x
}
=
d
γt
6 d
γT
,
where the equality follows from Lemma 4 and where we used γT 6 γt for the second inequality.
Finally, keeping in mind that we assumed m 6 0 6M ,
x>ŷt = x>M(pt)−1Xt︸ ︷︷ ︸
∈[−d/γt,d/γt]
X>t yt︸ ︷︷ ︸
∈[m,M ]
∈
[
−dmax{−m,M}
γT
,
dmax{−m,M}
γT
]
,
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from which the bound
Mt = 2
dmax{−m,M}
γT
6 2d(M −m)
γT
follows, as desired.
Proof of E[V ′T ] 6 (M −m)2dT . Since
∣∣X>t yt∣∣ 6 max{−m,M} 6 M −m, the definition (45)
leads to (
x>ŷt
)2
=
(
x>M(pt)−1XtX>t yt
)2
6 (M −m)2
(
x>M(pt)−1Xt
)2
= (M −m)2X>t M(pt)−1xx>M(pt)−1Xt .
Therefore, summing over x ∈ A and using the very definition of M(pt), we get∑
x∈A
pt(x)
(
x>ŷt
)2 6 (M −m)2X>t M(pt)−1
(∑
x∈A
pt(x)xx
>
)
M(pt)
−1Xt
= (M −m)2X>t M(pt)−1Xt = (M −m)2 Tr
(
M(pt)
−1XtX>t
)
.
Now, by the linearity of the trace,
E
[
Tr
(
M(pt)
−1XtX>t
)]
= E
[∑
x∈A
pt(x) Tr
(
M(pt)
−1xx>
)]
= E
[
Tr(Id)
]
= d ,
where Id is the d–dimensional identity matrix. Collecting all bounds together and summing over t
yields the claimed inequality E[V ′T ] 6 (M −m)2dT .
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