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Abstract
Two decades ago, Chauve, Dulucq and Guibert showed that the number of
rooted trees on the vertex set [n+1] in which exactly k children of the root are
lower-numbered than the root is
(
n
k
)
nn−k. Here I give a simpler proof of this
result.
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It is well known that the set Tn+1 of rooted trees on the vertex set [n + 1]
def
=
{1, . . . , n + 1} has cardinality (n + 1)n; and from the binomial theorem we have the
obvious identity
(n+ 1)n =
n∑
k=0
(
n
k
)
nn−k . (1)
So it is natural to seek a combinatorial explanation of this identity: Can we find a
partition of Tn+1 into subsets Tn+1,k (0 ≤ k ≤ n) such that |Tn+1,k| =
(
n
k
)
nn−k?
A solution to this problem was found two decades ago by Chauve, Dulucq and
Guibert [4, 5]: they showed that the number of rooted trees on the vertex set [n+ 1]
in which exactly k children of the root are lower-numbered than the root is
(
n
k
)
nn−k
[16, A071207]. Their proof was bijective but rather complicated.1 Here I would like
to give a simpler proof.
Let T (n; i, k, ℓ,m) be the number of rooted trees on the vertex set [n+1] in which
the root is i, the root has k children < i and ℓ children > i, and the forest whose roots
are the children < i (resp. the children > i) has m (resp. n − m) vertices. We can
obtain an explicit formula for T (n; i, k, ℓ,m) as follows: Given i ∈ [n + 1], we choose
the k children < i in
(
i−1
k
)
ways, and the ℓ children > i in
(
n+1−i
ℓ
)
ways. Then we
choose m − k additional vertices for the first forest from the remaining n − k − ℓ
vertices, in
(
n−k−ℓ
m−k
)
ways. This also fixes the n − m − ℓ additional vertices for the
second forest. And finally, we recall [23, Proposition 5.3.2] that the number of forests
on m total vertices with k fixed roots is
φm,k =

1 if m = k = 0
kmm−k−1 if m ≥ 1 and 0 ≤ k ≤ m
0 if k > m
(2)
[16, A232006]. In the same way, the number of forests on n−m total vertices with ℓ
fixed roots is φn−m,ℓ. It follows that
T (n; i, k, ℓ,m) =
(
i− 1
k
)(
n+ 1− i
ℓ
)(
n− k − ℓ
m− k
)
φm,k φn−m,ℓ . (3)
This is defined for n ≥ 0, 1 ≤ i ≤ n+1, 0 ≤ k ≤ n, 0 ≤ ℓ ≤ n−k and k ≤ m ≤ n− ℓ.
For n = 0 the only combinatorially feasible parameters are i = 1 and k = ℓ = m = 0,
and in this case we have T (0; 1, 0, 0, 0) = 1; so we can assume henceforth that n ≥ 1.
We now proceed to sum (3) over i and m. Note that i appears only in the first two
factors on the right-hand side of (3), while m appears only in the final three factors.
So we can perform these two sums separately.
Sum over i. We claim that for any integers n, k, ℓ ≥ 0, we have
n+1∑
i=1
(
i− 1
k
)(
n+ 1− i
ℓ
)
=
(
n+ 1
k + ℓ+ 1
)
. (4)
1 In [4, Section 3], the same authors also gave a simple algebraic proof of the special case k = 0,
based on exponential generating functions and the Lagrange inversion formula.
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This identity has a simple combinatorial proof: the right-hand side is the number of
ways of choosing k+ ℓ+1 elements from the set [n+1]; if we arrange these elements
in increasing order and call the (k+1)st of them i, then the two binomial coefficients
on the left-hand side give the number of ways of choosing the first k elements and
the last ℓ elements, respectively. The identity (4) can also be derived algebraically as
a corollary of the Chu–Vandermonde identity; we discuss this in Appendix A.1.
From the right-hand side, we see in particular that (4) depends on k and ℓ only
via their sum.
Sum over m. We claim that for any integers n, k, ℓ ≥ 0 with k+ ℓ ≤ n, we have
n−ℓ∑
m=k
(
n− k − ℓ
m− k
)
φm,k φn−m,ℓ = φn,k+ℓ . (5)
This identity too has a simple combinatorial proof: the right-hand side counts the
forests on the vertex set [n] with k+ ℓ fixed roots, while the left-hand side partitions
this count according to the number m of vertices that belong to the subforest asso-
ciated to the first k roots. The identity (5) can also be derived algebraically as a
corollary of an Abel identity; we discuss this in Appendix A.2.
From the right-hand side, we see in particular that (5) depends on k and ℓ only
via their sum.
Combining the two sums. Combining (3) with (4) and (5), we have for n ≥ 1
n+1∑
i=1
T (n; i, k, ℓ,m) =
(
n+ 1
k + ℓ+ 1
)(
n− k − ℓ
m− k
)
φm,k φn−m,ℓ (6)
n−ℓ∑
m=k
T (n; i, k, ℓ,m) =
(
i− 1
k
)(
n + 1− i
ℓ
)
(k + ℓ)nn−k−ℓ−1 (7)
n+1∑
i=1
n−ℓ∑
m=k
T (n; i, k, ℓ,m) =
(
n+ 1
k + ℓ+ 1
)
(k + ℓ)nn−k−ℓ−1 (8)
The right-hand side of (8) depends on k and ℓ only via their sum; we denote this
quantity by gn(k + ℓ), i.e. we define
gn(K)
def
=
(
n + 1
K + 1
)
K nn−K−1 for n ≥ 1 and 0 ≤ K ≤ n . (9)
Sum over ℓ. The final step is to sum (8) over ℓ at fixed k, i.e. to compute
Gn(k)
def
=
n−k∑
ℓ=0
gn(k + ℓ) =
n∑
K=k
gn(K) . (10)
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We prove that Gn(k) =
(
n
k
)
nn−k, as follows: From (10), Gn(k) manifestly satisfies the
backward recurrence
Gn(k) = Gn(k + 1) +
(
n + 1
k + 1
)
k nn−k−1 (11)
with initial condition Gn(n) = 1. A simple calculation shows that Ĝn(k) =
(
n
k
)
nn−k
satisfies the same recurrence and the same initial condition. Hence Gn(k) = Ĝn(k).
QED
Xi Chen (private communication) has found an alternate proof ofGn(k) =
(
n
k
)
nn−k
that derives it (rather than simply pulling it out of a hat, as the foregoing proof does);
this proof is presented in Appendix A.3.
Three final remarks.
1. The special case k = 0 of (8) was found by Chauve et al. [5, Proposition 2].
2. By summing (7) over ℓ, we can compute the number of rooted trees in Tn+1,k
that have a specified element i as the root. This sum is easily performed using the
binomial theorem and its derivative, and gives
n+1−i∑
ℓ=0
n−ℓ∑
m=k
T (n; i, k, ℓ,m) =
(
i− 1
k
)[
(k + 1)(n+ 1)− i
]
ni−k−2 (n + 1)n−i . (12)
For the special case k = 0, this result was obtained bijectively by Chauve et al. [5,
proof of Proposition 1].
3. We can also compute the number of rooted trees on n + 1 labeled vertices
in which the root has exactly K children: it suffices to sum (8) over k, ℓ ≥ 0 with
k + ℓ = K, yielding
(K + 1)
(
n + 1
K + 1
)
K nn−K−1 = (n + 1)
(
n
K
)
K nn−K−1 . (13)
Here n + 1 counts the number of choices for the root, and the remaining factor
fn,k =
(
n
K
)
K nn−K−1 =
(
n
K
)
φn,K counts the number of K-component forests of rooted
trees on n labeled vertices. This latter result is essentially equivalent to (2), and is
well known.2
Note Added: After my posting of the preprint version of this manuscript, Jiang
Zeng kindly showed me the following quick and elegant proof of (8):
We can construct rooted trees on the vertex set [n + 1] with k (resp. ℓ) children
smaller (resp. larger) than the root, as follows: Choose a subset S ⊆ [n + 1] of
cardinality k + ℓ + 1 — let us call its elements a1 < . . . < ak+ℓ+1 — and then
construct a tree with ak+1 as the root and the k+ ℓ elements of S \{ak+1} as children
of the root. By (2) there are(
n+ 1
k + ℓ+ 1
)
φn,k+ℓ =
(
n + 1
k + ℓ+ 1
)
(k + ℓ)nn−k−ℓ−1 (14)
2 See e.g. [6], [14, pp. 26–27], [7, p. 70], [23, pp. 25–28] or [2]. See also [12,19,22,24] and [1, pp. 235–
240] for related information.
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such trees; this is (8).
The longer proof given in the body of this paper may nevertheless still be of some
interest, as it yields the more refined enumerations (6) and (7).
Appendix: Algebraic proofs
A.1 A corollary of the Chu–Vandermonde identity
The identity (4) is a special case of a slightly more general binomial identity,
namely
n−ℓ∑
j=k−m
(
m+ j
k
)(
n− j
ℓ
)
=
(
m+ n+ 1
k + ℓ+ 1
)
, (A.1)
valid for integers k, ℓ,m, n with k, ℓ ≥ 0 and m + n ≥ −1. Although this identity
can be found in several places in the literature3, I have been unable to find any place
where it is stated clearly with its optimal conditions of validity. I will therefore give
here a detailed derivation, keeping careful track of the conditions of validity for each
step.
The binomial coefficients are defined as usual by [11, p. 154]
(
r
k
)
=

r(r − 1) · · · (r − k + 1)
k!
for integer k ≥ 0
0 for integer k < 0
undefined if k is not an integer
(A.2)
Here r can be any element of any commutative ring containing the rationals; in
particular, it can be an indeterminate in a ring of polynomials over the rationals.
The binomial coefficients satisfy(
r
k
)
= (−1)k
(
−(r − k + 1)
k
)
for integer k (A.3)
(“upper negation”) and(
n
k
)
=
(
n
n− k
)
for integer n ≥ 0 and integer k (A.4)
(“symmetry”). Finally, they satisfy the Chu–Vandermonde identity
N∑
j=0
(
x
j
)(
y
N − j
)
=
(
x+ y
N
)
for integer N , (A.5)
3 See e.g. [10, p. 22, eq. (3.3)] and [11, p. 169, eq. (5.26) and pp. 243, 527, Exercise 5.14].
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where x and y can be indeterminates. Applying (A.3) to all three binomial coefficients
in the Chu–Vandermonde identity and then replacing x → −x, y → −y, we obtain
the dual Chu–Vandermonde identity
N∑
j=0
(
x+ j − 1
j
)(
y +N − j − 1
N − j
)
=
(
x+ y +N − 1
N
)
for integer N . (A.6)
Now suppose that x, y are integers ≥ 1 and that x+y+N ≥ 1; then we can apply
the symmetry (A.4) to the three binomial coefficients in (A.6). Writing x = k + 1
and y = ℓ+ 1 with integers k, ℓ ≥ 0, we have
N∑
j=0
(
k + j
k
)(
N + ℓ− j
ℓ
)
=
(
k + ℓ+N + 1
k + ℓ+ 1
)
for integers k, ℓ, N with k, ℓ ≥ 0 and k + ℓ+N ≥ −1 . (A.7)
Now change variables j = j′ +m− k and N = m+ n− k − ℓ:
n−ℓ∑
j′=k−m
(
m+ j′
k
)(
n− j′
ℓ
)
=
(
m+ n+ 1
k + ℓ+ 1
)
for integers k, ℓ,m, n with k, ℓ ≥ 0 and m+ n ≥ −1 . (A.8)
Dropping primes, this is (A.1).
A.2 Abel identity
The identity (5) can also be derived algebraically, as follows: We begin from the
well-known Abel identity [20, p. 73]
N∑
M=0
(
N
M
)
x(x+M)M−1 y(y +N −M)N−M−1 = (x+ y) (x+ y +N)N−1 (A.9)
(see also [18, p. 20, eq. (20)] multiplied by xy).4 Since all the terms in this identity
(even the ones with M = 0 and M = N) are polynomials in x and y, the variables
x and y can be specialized without restriction. (Note, however, that in applying this
identity, we must first fix N andM and then specialize x and y.) Setting N = n−k−ℓ
and changing variables by M = m− k yields
n−ℓ∑
m=k
(
n− k − ℓ
m− k
)
x(x+m− k)m−k−1 y(y + n−m− ℓ)n−m−ℓ−1
= (x+ y) (x+ y + n− k − ℓ)n−k−ℓ−1 . (A.10)
4 The identity (A.9) asserts that the polynomials PN (x) = x(x+N)
N−1, which are a specialization
of the celebrated Abel polynomials An(x; a) = x(x− an)
n−1 [8,15,20,21] to a = −1, form a sequence
of binomial type [9, 15, 20]. See also [13] [3, Section 3.1] for a purely combinatorial approach to
sequences of binomial type, employing the theory of species.
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Specializing now to x = k and y = ℓ, we see that x(x+m− k)m−k−1
∣∣
x=k
= φm,k even
when m = k = 0, and likewise y(y + n−m− ℓ)n−m−ℓ−1
∣∣
y=ℓ
= φn−m,ℓ even when
n−m = ℓ = 0. It follows that
n−ℓ∑
m=k
(
n− k − ℓ
m− k
)
φm,k φn−m,ℓ = (k + ℓ)n
n−k−ℓ−1 = φn,k+ℓ , (A.11)
valid for n ≥ 1 and k, ℓ ≥ 0 with k + ℓ ≤ n.
We remark, finally, that many Abel identities, including (A.9), can be proven
combinatorially: see e.g. [8, 17, 21].
A.3 Alternate proof of Gn(k) =
(
n
k
)
nn−k (due to Xi Chen)
We compute the row-generating polynomials Gn(x)
def
=
n∑
k=0
Gn(k) x
k, as follows:
Gn(x) =
n∑
k=0
n∑
K=k
(
n + 1
K + 1
)
K nn−K−1 xk (A.12a)
= nn−1
n∑
K=0
(
n+ 1
K + 1
)
K n−K
K∑
k=0
xk (A.12b)
= nn−1
n∑
K=0
(
n+ 1
K + 1
)
K n−K
1− xK+1
1− x
(A.12c)
=
nn−1
1− x
[
n∑
K=0
(
n + 1
K + 1
)
K
1
nK
− x
n∑
K=0
(
n+ 1
K + 1
)
K
xK
nK
]
(A.12d)
=
nn−1
1− x
[
Fn(1/n) − xFn(x/n)
]
(A.12e)
where
Fn(x)
def
=
n∑
K=0
(
n+ 1
K + 1
)
K xK . (A.13)
A simple computation, using the derivative of the binomial theorem, shows that
Fn(x) = (n + 1)(x+ 1)
n −
(x+ 1)n+1 − 1
x
. (A.14)
Therefore
Fn(1/n) = n and xFn(x/n) =
1
nn−1
(x− 1)(x+ n)n + n , (A.15)
and inserting these into (A.12) gives
Gn(x) = (x+ n)
n . (A.16)
Taking the coefficient of xk in Gn(x), we conclude that Gn(k) =
(
n
k
)
nn−k.
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