Abstract. We present an elementary description of sofic equivalence relations, as well as some permanence properties for soficity. We answer a question by Conley, Kechris and Tucker-Drob about determining soficity in terms of its full group.
Introduction
The notion of soficity for groups was introduced by Gromov [7] in his work of symbolic dynamics. In 2010, Elek and Lippner [4] introduced the notion of soficity for equivalence relations in the same spirit as Gromov's original definition, i.e., an equivalence relation R, induced by some action of the free group F ∞ , is sofic if the Schreier graph of the F ∞ -space X can be approximated, in a suitable sense, by Schreier graphs of finite F ∞ -spaces.
Alternative definitions by Ozawa and Pǎunescu describe soficity at the level of the so-called full semigroup of R, or in terms of the action of the full group on the measure algebra. We describe general elementary techniques to deal with (abstract) sofic relations, in particular showing that these definitions are equivalent, and use them to prove that soficity is well-behaved with respect to countable decompositions of the space, finite-index extensions and products, as well as to some operations on the measure, namely direct integrals and substituting the measure by an equivalent one (so soficity can be seen as a property of a measure-class, instead of a specific measure)
Definitions and notation
A countable Borel equivalence relation on a standard Borel space X is an equivalence relation R on X which is Borel as a subset of the product space X × X, and for each x ∈ X, the R-class R(x) = {y ∈ X : (x, y) ∈ R} is countable. The Borel full semigroup of R is the set [[R]] B of partial Borel isomorphisms g : dom g → ran g, where dom g and ran g are Borel subsets of X, for which (x, gx) ∈ R for all x ∈ dom g. [[R]] B is an inverse monoid 1 with the usual composition of partial functions, i.e., for g, h ∈ [[R]] B , (i) dom(hg) = g −1 (ran g ∩ dom h), ran(hg) = h(dom h ∩ ran g) (ii) (hg)(x) = h(g(x)) for all x ∈ dom(hg). Now let X be a standard Borel space and µ a Borel probability measure on X, in which case we call (X, µ) a standard probability space. Let R be a countable Borel equivalence relation on X. We say that µ is R-invariant, or that R is measure(µ)-preserving if µ(g(A)) = µ(A) for all g ∈ [[R]] B and A ⊆ dom(g).
If G is a countable group acting by measure-preserving Borel automorphisms on a standard probability space (X, µ), then the orbit equivalence relation R G = {(x, gx) : x ∈ X, g ∈ G} is countable,
The Borel full group [R] B of a countable Borel equivalence relation R on X is the set of those
If µ is an R-invariant probability measure, the image of
The measure algebra of a standard probability space (X, µ) is the set MAlg(X, µ) of Borel subsets of X modulo µ-null sets, i.e., we identify Borel subsets A, B ⊆ X when µ(A B) = 0, and this is also an inverse monoid under intersection. Given a µ-preserving relation R, we can identify MAlg(X, µ) as the set of idempotent of [[R]], by sending (the class of) each A ⊆ X to (the class of) the identity
Given n ∈ N, denote [n] = {0, . . . , n − 1} a set with n elements, and consider the normalized counting measure µ #,n (A) = #A/n on [n]. When no confusion arises, we simply write µ # . By considering the full equivalence relation R n = [n] 2 on [n], its full semigroup is the set [[n]] of all partial bijections of [n], and the full group is simply the permutation group S n . The metric associated with µ # is denoted d # , and called the normalized Hamming distance, and the measure algebra (which consists of subsets of [n]) is denoted MAlg(n).
The language of metric ultraproducts is useful for soficity, and we'll describe them briefly here. We refer to [12] and [1] for the details. Let (M k , d k ) be a sequence of metric spaces of diameter ≤ 1, and U a free ultrafilter on N. The metric ultraproduct of (M k , d k ) along U is the metric quotient of
, and we denote it U M k . We denote the class of a sequence (
We will be interested in ultraproducts of the semigroups [[n]], MAlg(n) and S n . We also extend the notion of domain, range, etc... to these ultraproducts, i.e., we consider maps dom :
and similarly for ran, supp, Fix : 
Moreover, by 1.
is an inverse monoid with respect to the canonical product, namely
] coincide on the intersection of their domains, or equivalently f −1 g, f g −1 are idempotents, we denote by f ∨g ∈ [[R]] the map with dom(f ∨g) = dom(f )∪dom(g), and which restricts to f and g on their respective domains. The same can also be defined in ultraproducts.
For a given n, we can identify S n with the group P n of permutation matrices, or more generally [[n] ] with the semigroup Q n of matrices formed by 0's and 1 s, with at most one 1 in each row and each column. These semigroups are respected by tensors and direct sums, i.e., if A ∈ Q n and B ∈ Q m , then A ⊗ B ∈ Q n×m and A ⊕ B ∈ Q n+m . We translate these operations to
) for all i, j for which this makes sense, and
One can avoid talking about ultraproducts as follows: Let [[n]] be endowed with the supremum metric and define an equivalence relation ∼ on
is an inverse monoid with the obvious operations. 
In particular, the choice of free ultrafilter U or of sequence (n k ) does not matter for the existence of an embedding into
Sofic equivalence relations
We use a description of soficity by Ozawa. 
It is standard procedure to write this in terms of ultraproducts. In fact, condition (i) above is unnecessary.
Theorem 2.2. R is sofic if and only if [[R]] embeds isometrically in
] containing 1 X is isometric if and only if it preserves the trace.
Sketch of proof. The second assertion follows if we write the distance in terms of the trace and vice versa. First one verifies that if Φ is isometric then Φ(1 X ) = 1, and then that
Conversely,
and analogous formulas hold in
For the first part, the definition of soficity allows us to isometrically embed a dense countable inverse semigroup of Next, we describe soficity in terms of the natural action of [R] on MAlg(X, µ). If G and H are groups acting on sets X and Y , respectively, θ : G → H is a homomorphism and φ : X → Y is a function, we say that the pair (θ, φ) is covariant if it respects the respective group actions, i.e., if φ(g(x)) = θ(g)(φ(x)) for all g ∈ G and x ∈ X.
If tr(g) = tr(σ) then we have equality.
Proof. Let A ∈ MAlg(X, µ). Given > 0, we can take a finite partition
or equivalently tr(σ1 φ(A) ) < tr(g1 A ) + . Letting → 0 gives us the desired inequality.
For the last assertion, apply the first part to A and X \ A.
If G is a countable group acting on (X, µ) and inducing a relation R, we identify each element of G with its image in [R] . The trace of an element g ∈ G is then tr(g) = µ {x ∈ X : gx = x}. Proposition 2.4. Let R be a countable, Borel, probability measure-preserving equivalence relation on the standard probability space (X, µ). Let G be a countable group acting on X and inducing R. The following are equivalent:
(1) R is sofic; (2) There exist isometric embeddings θ : [R] → U S n k and φ : MAlg(X, µ) → U MAlg(n k ) which form a covariant pair. (3) There exist a trace-preserving homomorphism θ : G → U S n k and an isometric embedding φ : MAlg(X, µ) → U MAlg(n k ) which form a covariant pair. Moreover, if G acts freely (µ-a.e.) on X, then θ in item 3. does not need to be trace-preserving in principle.
Proof. The last assertion follows from 2.3. Given an inverse semigroup S, denote by E(S) the set of idempotents of S.
(1)⇒(2): If R is sofic, consider an isometric embedding Φ :
, which we restrict to obtain isometric embeddings
The actions of full groups on measure algebras are given by conjugation in full semigroups, from which follows that (θ, φ) is covariant.
(2)⇒(3) is clear, by composing θ with the natural homomorphism from
can be decomposed as a finite disjoint union g = N n=1 g n 1 An , where g n ∈ G and the A n form a partition of dom(g). We define
We show that Φ(g) does not depend on the decomposition g = n g n 1 An . Indeed, suppose n g n 1 An = m h m 1 Bm . Then n,m g n 1 An∩Bm = n,m h m 1 An∩Bm . For a fixed n, it is clear that θ(g)1 φ(An) = θ(g) m 1 φ(An)∩φ(Bm) = m θ(g)1 φ(An)∩φ(Bm) , and similarly for h and a fixed m.
Since g n 1 An∩Bm = h m 1 An∩Bm , in fact it suffices to prove that, for a given g ∈ G and A ∈ MAlg(X, µ), g| A = 1 A implies θ(g)1 φ(A) = 1 φ(A) . Indeed, in this situation θ(g)1 φ(A) has domain φ(A), and tr(θ(g)1 φ(A) ) = tr(g1 A ) = µ(A) = µ # (φ(A)) by Lemma 2.3, and this yields the result.
Moreover, the previous Lemma also readily implies that Φ is trace-preserving. It is easy enough to see that Φ preserves products, so Φ is a trace-preserving, hence isometric, morphism on the semigroup of those g ∈
Remark. The description of soficity above is equivalent to the existence of a sofic embedding of the von Neumann algebra vN (R) of R, as defined in [11] , in which it is proven that this coincides with the original definition of soficity by Elek and Lippner.
Permanence properties
In this section we will be concerned with permanence properties of the class of sofic equivalence relations. When we need to specify the measure space (X, µ) for which an equivalence relation R is sofic in the previously described sense, we will instead say that the system (X, µ, R) is sofic.
Theorem 3.1. Let (X, µ) be a standard probability space with a measure-preserving countable Borel equivalence relation R. Suppose µ has a disintegration of the form µ = X p x dν(x), where ν-a.e. p x are R-invariant probability measures for which (X, p x , R) is sofic. Then (X, µ, R) is also sofic.
In particular, if a.e. ergodic component of R is sofic, so is (X, µ, R).
Proof. of X for which | tr x (g) − tr y (g)| < for all g ∈ K whenever x and y belong to the same A j . Now consider positive integers M, p 1 , . . . , p N such that
Fix elements y j ∈ A j with (X, p y j , R) sofic, so we can take (K, )-almost morphisms θ j :
, we can assume that all n j are equal to a unique n.
Then for all g ∈ K,
p j tr #,n (θ j (g)), and
and for all g, h ∈ K,
Given a non-null Borel subset A of X, we denote by µ A the normalized measure on A, i.e., 
and these numbers are as close as necessary if is small enough. The distances are dealt with similarly, so θ A approximately preserves products. (b) Use the previous theorem with ν = µ and p x (B) = µ A j (B ∩ A j ), where A j is the only element of the partition with x ∈ A j . Now we will deal with finite-index subrelations, as defined in [5] . Let R and S be countable Borel probability measure-preserving equivalence relations on (X, µ) with R ⊆ S. Then each S-class can be decomposed in (at most) countably many R-classes. For x ∈ X, we denote by J(x) the number of R-classes contained in S(x), and note that J : X → {1, 2, . . . , ∞} is measurable and S-invariant. Let Y be an S-invariant subset of X on which J is constant, say J(x) = n a.e. on Y . Then there exist measurable maps ψ 1 , . . . , ψ n : Y → Y such that for µ-a.e. x ∈ Y , {R(ψ i (x)) : 1 ≤ i ≤ n} is a partition of S(x). The maps ψ 1 , . . . , ψ n are called choice functions for R ⊆ S (inside Y ). Define a map σ : S| Y → S n k by setting σ(y, x)(i) = j if ψ i (x)Rψ j (y). Then σ is a 1-cocycle (i.e., a groupoid morphism).
We will say that R ⊆ S admits invertible choice functions in Y if there exists choice functions ψ 1 , . . . , ψ n for R ⊆ S in Y which are automorphisms. This is the case, for example, when R| Y is ergodic ( [5] , Lemma 1.3). Moreover, in this case we have ψ i ∈ [S].
Finally, we will say that R ⊆ S admits invertible choice functions if it admits invertible choice functions in each set Y n = {x ∈ X : J(x) = n}. Theorem 3.4. Suppose R ⊆ S is of finite index and admits invertible choice functions (e.g. R is ergodic). If R is sofic, so is S.
Proof. The sets {x ∈ X : J(x) = n} are S-invariant and partition X, so 3.2 allows us to restrict to the case when the index is constant. Suppose that ψ 1 , . . . , ψ N are invertible choice functions for R ⊆ S with associated cocycle σ :
First let's show that Ξ is well-defined, i.e., that the terms in the right-hand side have disjoint domains and images:
second term above is zero. If i = k but j = l, the domain of the map on which we are applying Φ becomes
This proves that the domains of the maps in the definition of Ξ(f ) are disjoint. The images are dealt with similarly, and so Ξ is well-defined. Now we need to show that Ξ is a morphism.
Let x in the left-hand side, and let y = ψ −1 k (x), so for some i, σ(gy, y)(k) = i and σ(f gy, gy)(i) = j, so σ(f gy, y)(k) = σ(f gy, gy)σ(gy, y)(k) = σ(f gy, gy)(i) = j, thus y ∈ A gy;j,k , and x = ψ k (y) ∈ ψ k (A f g;j,k .
For the converse inclusion, simply take y = ψ −1
k (x) again and i = σ(gy, y)(k). Thus we've proved Ξ is a morphism.
Finally, we need to show that Ξ is trace-preserving. Note that
so we are done if we prove that tr(ψ i f ψ
Let x in the left-hand side, and let y = ψ
Conversely, suppose y ∈ dom f with f y = y, and let x = ψ i (y). f y = y implies ψ i f y = ψ i y, i.e., y ∈ A f ;i,i , and also implies ψ i f ψ −1 i (x) = x, so x is in the left-hand-side. Finally, since ψ i ∈ [S] and S is measure-preserving, we are done.
Recall that R is periodic if a.e. class of R is finite, and aperiodic is a.e. class of R is infinite.
Corollary 3.5. Each hyperfinite (amenable) equivalence relation R is sofic.
Proof. If R is periodic, the equality relation I = {(x, x) : x ∈ X} is sofic, has finite index in R, and it is easy to show that it admits invertible choice functions. For general hyperfinite relations, apply the previous case and the remark above Lemma 2.3. Proof. Let G and H be countable groups acting in a pmp way on X and Y , respectively, and inducing the respective equivalence relations. Then G × H acts on X × Y , via (g, h)(x, y) = (gx, hy), and this action induces R × S.
Take covariant sofic pairs
We define κ :
, which extends uniquely to a semigroup embedding. Then (κ, ψ) is tracial and covariant for R × S.
For the converse, simply note that there is a canonical tracial embedding T : 
Soficity and full groups
A well-known theorem of Dye [3] states that when R is aperiodic the full group [R] completely determines R. With this in mind, we prove that R is sofic if and only if [R] embeds isometrically into U S n k in "almost all cases", namely when R does not have singleton classes. This solves a question posed by Conley-Kechris-Tucker-Drob [2] in this case.
and this means that Fix(θ(h)) is the complement of Fix(θ(g)), i.e., supp(θ(g)).
Theorem 4.2. An aperiodic, countable measure-preserving equivalence relation R is sofic if and only if the full group [R] embeds isometrically into an ultraproduct U S n k .
Proof. Let θ : [R] → U S n k be an isometric embedding. We need to construct an embedding φ : MAlg(X, µ) → U MAlg(n k ) for which the pair (φ, θ) is covariant. Given A ∈ MAlg(X, µ), choose g ∈ [R] with supp(g) = A ([9], Lemma 4.10). Consider a representative θ(g) = (g k ) U , and define φ(A) = supp(θ(g)) = (supp(g k )) U . We will show that (θ, φ) satisfies the conditions of Proposition 2.4. We do this in steps, namely:
(1) φ is well-defined, i.e., it does not depend on the choice of g with supp(g) = A; (2) φ preserves disjointness; (3) φ preserves intersections; (4) φ is covariant; (5) φ is isometric.
(1) Suppose g, h ∈ [R] with supp g = supp h = A. Consider any r ∈ [R] with supp r = X \ A. By the Lemma above, supp(θ(g)) = Fix(θ(r)) = supp(θ(h)).
By the previous Lemma again, we can approximate, for U-a.e. k,
up to a set of measure ∼ 0, and similarly
Taking the limit over U, we have For each f ∈ [R| Aper ], let f = f ∨ 1 P be the natural extension of f to X. By the previous Lemma, supp θ( f ) ∩ supp(θ(α)) for all f ∈ [R| Aper ], so we can find a representative θ( f ) = (θ k (f )) U such that supp θ k (f ) ∩ A k = ∅ for all n, that is, supp
It is easy enough to see that this map is multiplicative, so it remains only to check that it is tracial. Given f ∈ [R| Aper ], one readily checks that tr f = (tr f − µ(P ))µ(Aper),
and similarly,
Now tr θ k (f ) converges (along U) to tr f , and #A k /n k converges to µ(supp α) = µ(P ) = 1−µ(Aper). Therefore η is tracial.
