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Introduction
0.1. Soit F un corps de nombres totalement re´el de degre´ d, d’anneau des entiers o
et de diffe´rente d. On note F˜ la cloˆture galoisienne de F dans Q et JF l’ensemble des
plongements de F dans Q.
On fixe un ide´al n ⊂ o et on pose ∆ = NF/Q(n d). Pour un poids arithme´tique k =∑
τ∈JF kτ τ ∈ Z[JF ] (cf De´f.I.2.1), on pose k0 = max{kτ |τ ∈ JF }. Enfin, pour tout caracte`re
de Hecke ψ de F de conducteur divisant n et de type k0 − 2 a` l’infini, on note Sk(n, ψ)
l’espace de formes modulaires de Hilbert correspondant (cf De´f.I.4.1).
Soit f ∈ Sk(n, ψ) une forme modulaire de Hilbert nouvelle (propre, normalise´e et
primitive pour l’alge`bre de Hecke). Pour tout ide´al a ⊂ o on note c(f, a) la valeur propre
de l’ope´rateur de Hecke standard Ta sur f .
Soit p ≥ 5 un nombre premier et soit E un corps p-adique assez grand, d’anneau des
entiers O, d’ide´al maximal P et de corps re´siduel κ.
0.2. Re´sultats galoisiens. Le groupe de Galois absolu d’un corps L est note´ GL. Par
les travaux de Taylor [65] et Blasuis-Rogawski [2] on sait associer a` f une repre´sentation
galoisienne p-adique ρ : GF → GL2(E) qui est absolument irre´ductible, totalement impaire,
non-ramifie´e en dehors de n p et telle que pour tout premier v de o, ne divisant pas n p :
Tr(ρ(Frobv)) = c(f, v), Det(ρ(Frobv)) = ψ(v)NF/Q(v),
ou` Frobv de´signe un Frobenius ge´ome´trique en v.
En prenant unO-re´seau de E2, stable par GF , on de´finit ρ = ρ mod P : GF → GL2(κ),
dont la semi-simplification est inde´pendante du choix du re´seau.
La proposition suivante e´tend au cas des formes modulaires de Hilbert des re´sultats de
Serre [61] et Ribet [59] sur les formes modulaires elliptiques (cf Prop.IV.2.1, Prop.IV.5.2
et Prop.IV.7.3).
Proposition 0.1. (i) Pour tout premier P en dehors d’un ensemble fini, on a
(Irrρ) ρ = ρf,P est absolument irre´ductible.
(ii) Si f n’est pas une se´rie theˆta, alors pour tout premier P en dehors d’un ensemble
fini, on a
(LIρ) il existe une puissance q de p telle que SL2(Fq)⊂ Im(ρ)⊂κ×GL2(Fq).
(iii) Supposons que f n’est e´gale a` aucune de ses d conjugue´es internes tordues par un
caracte`re quadratique, ni a` une se´rie theˆta. Alors, pour tout premier P en dehors d’un
ensemble fini, il existe une puissance q de p, une partition JF =
∐
i∈I J
i
F et des e´le´ments
σi,τ ∈Gal(Fq /Fp), τ ∈J iF , tels que (τ 6= τ ′ ⇒ σi,τ 6= σi,τ ′) et tels que la condition suivante
soit satisfaite :
(LIIndρ) Ind
Q
F ρ : G bF ′′ → SL2(Fq)JF se factorise par une surjection G bF ′′  SL2(Fq)I
suivie par l’application (Mi)i∈I 7→ (Mσi,τi )i∈I,τ∈JiF , ou` F̂
′′ est le compositum de F˜ et du
corps fixe de (IndQF ρ)
−1(SL2(Fq)JF ).
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0.3. Re´sultats cohomologiques. Soit Y/Z[ 1
∆
] la varie´te´ modulaire de Hilbert de
niveauK1(n) (cf II.3.1). On s’inte´resse au groupe de cohomologie p-adique H
•(YQ,Vn(Qp)),
ou` Vn(Qp) de´signe le syste`me local de poids n =
∑
τ∈JF (kτ − 2)τ ∈ N[JF ] (cf II.9).
Par un re´sultat de Brylinski-Labesse [4] le sous-espace Wf :=
⋂
a⊂o
ker(Ta − c(f, a)) de
Hd(YQ,Vn(Qp)) est isomorphe, comme G eF -module et apre`s semi-simplification, a` l’induite
tensorielle ⊗ IndQF ρ. Supposons que :
(I) p ne divise pas ∆ = ∆F N(n),
Alors Y posse`de des compactifications toro¨ıdales lisses sur Zp. Pour tout J ⊂ JF , on
pose |p(J)| = ∑τ∈J(k0−mτ−1) +∑τ∈JF \J mτ , ou` mτ = (k0 − kτ )/2 ∈ N. En appliquant
la me´thode de Faltings-Chai [21], on obtient
The´ore`me 0.2. (i) (Thm.III.5.1) La repre´sentation galoisienne Hj(YQ,Vn(Qp)) est
cristalline en p, de poids de Hodge-Tate appartenant a` l’ensemble {|p(J)|, J⊂JF |J | ≤ j}.
(ii) (Cor.III.7.4) Les poids de Hodge-Tate de Wf sont les entiers |p(J)|, J ⊂ JF , compte´s
avec multiplicite´.
Afin de pouvoir e´tablir une variante modulo p de ce the´ore`me, on a besoin de l’hypothe`se
supple´mentaire suivante :
(II) p−1 >∑τ∈JF (kτ−1).
L’entier
∑
τ∈JF (kτ−1) est e´gal a` la diffe´rence |p(JF )| − |p(∅)| entre les deux poids de
Hodge-Tate extreˆmes de la varie´te´ modulaire de Hilbert. On utilise (I) et (II) pour
appliquer la the´orie de Fontaine-Laffaille [23], ainsi que le The´ore`me de Comparaison de
Faltings modulo p [20]. En adaptant au cas modulaire de Hilbert l’approche de´veloppe´e par
Mokrane-Polo-Tilouine [51, 56] dans le cas modulaire de Siegel, notamment la construc-
tion d’un complexe de Bernstein-Gelfand-Gelfand entier, on calcule les poids de Fontaine-
Laffaille des groupes de cohomologie e´tale modulo p, H•(YQ,Vn(κ)).
0.4. Re´sultats arithme´tiques. On de´finit le O-module de cohomologie inte´rieure
Hd! (Y,Vn(O))′, comme l’image de Hdc(Y,Vn(O)) dans Hd(Y,Vn(E)) et on note T = O[Ta, a⊂
o] l’alge`bre de Hecke agissant dessus. Soit m l’ide´al maximal de T correspondant a` f et p.
The´ore`me 0.3. Supposons (I) et (II).
(i) (Thm.VI.1.3) Si on a (Irrρ), d(p−1) > 5
∑
τ∈JF (kτ−1) et
(PM) le poids me´dian |p(JF )|+|p(∅)|2 =
d(k0−1)
2 n’appartient pas a` {|p(J)|, J⊂JF },
alors la composante locale de la cohomologie du bord H•∂(Y,Vn(O))m s’annule et l’accouplement
de Poincare´ Hd! (Y,Vn(O))′m ×Hd! (Y,Vn(O))′m → O est une dualite´ parfaite.
(ii) (Thm.VI.2.6) Si on a (LIInd ρ), alors H
•(Y,Vn(O))m = Hd(Y,Vn(O))m est un O-
module libre de rang fini et son dual de Pontryagin est isomorphe a` Hd(Y,Vn(E/O))m.
La de´monstration s’appuie sur un argument galoisien de type “global-local”. Pour le
(i), on utilise le lemme VI.1.1(ii) et un the´ore`me de Pink [55] sur la cohomologie e´tale d’un
syste`me local restreint au bord de Y . Pour le (ii), on utilise le lemme VI.2.5 et le calcul
des poids de Fontaine-Laffaille de la cohomologie.
Soit Λ∗(Ad0(f), s) la fonction L adjointe imprimitive de f , comple´te´e par ses facteurs
d’Euler a` l’infini et soit W (f) la constante complexe intervenant dans l’e´quation fonction-
nelle de la fonction L standard de f . On note Ω±f ∈ C×/O× les pe´riodes de´finies par
l’isomorphisme d’Eichler-Shimura-Harder (cf VI.1.2).
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The´ore`me A (Thm.VI.1.10) Supposons (I), p− 1 > max(1, 5d)
∑
τ∈JF (kτ − 1), (Irrρ)
et (PM). Si P divise W (f)Λ∗(Ad0(f),1)
Ω+f Ω
−
f
, alors il existe une autre forme propre et normalise´e
g ∈ Sk(n, χ) telle que f ≡ g (mod P), i.e. c(f, a) ≡ c(g, a) (mod P), pour tout ide´al a⊂o.
Si n = o et k = (2, .., 2) ou si F est quadratique, k est paralle`le et f est ordinaire en p,
alors Ghate [27] a obtenu des re´sultats analogues a` ceux du the´ore`me pre´ce´dent.
La preuve suit de pre`s celle donne´e par H. Hida [31] dans le cas elliptique (F = Q), et
utilise Thm.0.3(i), ainsi qu’une formule de Shimura [63] reliant Λ∗(Ad0(f), 1) au produit
de Petersson de f (cf (VI.5)).
The´ore`me B (Thm.VI.2.7) Supposons (I), (II) et (LIInd ρ). Alors
(i) H•(Y,Vn(κ))[m] = Hd(Y,Vn(κ))[m] est un k-espace vectoriel de dimension 2d.
(ii) H•(Y,Vn(O))m = Hd(Y,Vn(O))m est libre de rang 2d sur Tm.
(iii) Tm est Gorenstein.
Par [48] il suffit de de´montrer le (i), dont la preuve repose sur le Thm.0.3(ii) et le
Principe du q-de´veloppement (cf II.7.3).
Ce the´ore`me, sous des hypothe`ses plus faibles, est duˆ a` Mazur [48], pour F = Q et
k = 2, et a` Faltings-Jordan [22], pour F = Q. La proprie´te´ de Gorenstein a e´te´ de´montre´e
par Diamond [18] pour F quadratique et k = (2, 2), sous les hypothe`ses (I), (II) et (Irrρ ).
L’approche de Diamond via la cohomologie d’intersection devrait pouvoir se ge´ne´raliser
afin de de´montrer que Tm est Gorenstein, sous les hypothe`ses (I), (II) et (LIρ) (cf Lemme
VI.1.1(i) et Rque VI.1.2).
0.5. Re´sultats explicites. Par un re´sultat classique de Dickson, l’image dans PGL2(κ)
d’un sous-groupe irre´ductible de GL2(κ) qui ne satisfait pas (LIρ), est die´drale, te´trae´drale,
octae´drale ou icosae´drale. Dans la proposition suivante nous e´tudions ces cas exceptionnels
pour l’image de ρ dans PGL2(κ).
Soit o×+ (resp. o
×
n,1) le groupe des unite´s de o qui sont totalement positives (resp.
congrues a` 1 modulo n).
Proposition 0.4. Supposons que p - ∆ et p > k0.
(i) Si k est non-paralle`le, et si pour tout J⊂JF , il existe une unite´  ∈ o×+ ∩ o×n,1, telle
que p ne divise pas N eF/Q
(∏
τ∈J
τ()k0−mτ−1 − ∏
τ∈JF\J
τ()mτ
)
6= 0, alors on a (Irrρ).
(ii) Si d(p−1) > 5 ∑
τ∈JF
(kτ −1), alors l’image de ρ dans PGL2(κ) n’est pas die´drale,
te´trae´drale, octae´drale, ni icosae´drale.
(iii) Supposons que :
(non-CM) pour toute une extension quadratique CM K/F , de discriminant ∆K/F divisant
n et dans laquelle tous les premiers p de F au-dessus de p se de´composent, il n’existe pas de
caracte`re de Hecke ϕ de K de conducteur divisant n∆−1K/F et de type (mτ , k0−1−mτ )τ∈JF
a` l’infini, et tel que ρ ≡ IndFK ϕ (mod P).
Alors l’image de ρ dans PGL2(κ) n’est pas die´drale.
(iv) Si on a (LIρ), et si k n’est pas induit d’un poids d’un sous-corps strict de F , alors
on a (LIInd ρ).
De cette proposition, on obtient le corollaire suivant des the´ore`mes A et B :
10 INTRODUCTION
Corollaire 0.5. Soit  un e´le´ment de o×+ ∩ o×n,1.
(i) Supposons que d=2 et k=(k0, k0−2m1), avec m1 6= 0.
Si p - ∆NF/Q((
m1−1)(k0−m1−1−1)) et p−1 > 4(k0−m1−1), alors on a le the´ore`me A.
Si de plus on a la condition (non-CM), alors on a aussi le the´ore`me B.
(ii) Supposons que d=3, id 6=τ ∈ JF et k=(k0, k0−2m1, k0−2m2), ou` 0 ≤ m1 ≤ m2 6=
0. Si p - ∆N eF/Q((τ()
m1 − −m2)(τ()m1 − m2+1−k0)(τ()m1+1−k0 − m2)(τ()k0−m1−1 −
m2+1−k0)) et p− 1 > 53(3k0 − 2m1 − 2m2 − 3), alors on a le the´ore`me A. Si de plus on a
la condition (non-CM), alors on a aussi le the´ore`me B.
0.6. Syste`mes de Taylor-Wiles, modularite´ et formule “a` la Bloch-Kato”.
Dans le cas ou` ρ est de niveau minimal on sait de´finir un anneau universel de de´formations
minimalesR de ρ, ainsi qu’un groupe de Selmer Sel(F,Ad0(ρ)⊗E/O). On a une surjection
canonique R Tm.
En construisant un syste`me de Taylor-Wiles suivant le formalisme de´veloppe´ par Fuji-
wara [25], on obtient :
The´ore`me C (Thm.VII.6.2) Supposons (I), (II), (LIInd ρ) et que ρ est de niveau
minimal. Alors R ' Tm et(
W (f)Λ∗(Ad0(ρ), 1)
Ω+f Ω
−
f
)
= FittO
(
Sel(F,Ad0(ρ)⊗E/O)) .
0.7. Organisation du texte.
Dans le chapitre I on de´finit diffe´rents objets analytiques dont on voudrait e´tudier les
proprie´te´s arithme´tiques.
Dans le chapitre II on donne des de´tails sur les compactifications arithme´tiques toro¨ıdales
des varie´te´s de Kuga-Sato au-dessus de la varie´te´ modulaire de Hilbert en niveau Γ1(c, n).
Ceci permet de prolonger certains fibre´s automorphes aux compactifications toro¨ıdales de
la varie´te´ modulaire de Hilbert.
Les constructions du chapitre II, nous permettent d’appliquer dans le chapitre III la
me´thode de Faltings-Chai, pour donner la de´composition de Hodge-Tate de la cohomologie
e´tale p-adique de la varie´te´ modulaire de Hilbert. On de´termine e´galement les poids de
Hodge-Tate de la repre´sentation galoisienne associe´e a` une forme modulaire de Hilbert.
Le chapitre IV est consacre´ a` l’e´tude de l’image de la repre´sentation galoisienne re´siduelle
associe´e a` une forme modulaire de Hilbert, ainsi que son induite tensorielle.
Dans le chapitre V, on reprend la construction du chapitre III, afin de calculer suivant
Mokrane-Polo-Tilouine les poids de Fontaine-Laffaille de la cohomologie e´tale modulo p de
la varie´te´ modulaire de Hilbert.
Enfin, les chapitres VI et VII contiennent les de´monstrations des principaux re´sultats
arithme´tiques.
CHAPITRE I
Varie´te´s et formes modulaires de Hilbert analytiques
Re´fe´rences : [24][34][35][68]
1. Sous-groupes de congruence et varie´te´s modulaires de Hilbert.
Soit F un corps de nombres totalement re´el de degre´ d = dF , d’anneau des entiers o, de
diffe´rente d et de discriminant ∆F = NF/Q(d). On note JF = HomQ−alg.(F,C) l’ensemble
de ses plongements (re´els).
On se donne un groupe alge´brique D/Q, interme´diaire entre Gm/Q et Res
F
Q Gm, connexe
Gm ↪→ D ↪→ ResFQ Gm .
On de´finit le groupe alge´brique G = GD/Q (resp. G
∗
/Q) comme le produit fibre´ de D
(resp. Gm) et de Res
F
Q GL2 au dessus de Res
F
Q Gm. On a le diagramme carte´sien suivant :
ResFQ SL2

  // G∗

  // GD

  // ResFQ GL2
ν
1
  // Gm
  // D
  // ResFQ Gm,
ou` les fle`ches verticales sont donne´es par la norme re´duite ν : ResFQ GL2 → ResFQ Gm.
Le sous-groupe de Borel standard de G, son radical unipotent et son tore maximal
standard sont note´s B, U et T , respectivement. On pose T1 = T ∩ ker(ν) et on identifie
T1 × D et T par (u, ) 7→
(
u 0
0 u−1
)
. Pour toute Q-alge`bre R et pour tout groupe
alge´brique H sur Q, on note HR le groupe de ses R-points.
Remarque 1.1. Dans toutes les applications le groupe GD sera soit G∗, soit ResFQ GL2.
Nous avons pre´fe´re´ de ne pas fixer GD de`s le de´part, car G∗ intervient dans l’e´tude
ge´ome´trique des formes modulaires de Hilbert (le proble`me de modules de varie´te´s abe´liennes
de Hilbert associe´ a` G∗ est repre´sentable : voir la partie 3), alors que ResFQ GL2 intervient
dans l’e´tude arithme´tique des formes modulaires de Hilbert (les varie´te´s de Shimura as-
socie´es a` ResFQ GL2 ne sont en ge´ne´ral que des espaces de modules grossiers, mais on connaˆıt
l’existence de repre´sentations galoisiennes associe´es aux formes modulaires de Hilbert pro-
pres pour ResFQ GL2). Cette pre´sentation a` e´te´ inspire´e par le paragraphe 3.1 de [4] (cf
[45] §.1.1 et §.4.1 pour une discussion sur les avantages et inconve´nients de travailler avec
G∗ ou ResFQ GL2).
1.1. Le domaine syme´trique hermitien HF . Soit (F ⊗ R)+ (resp. G+R ) la com-
posante neutre de (F ⊗ R)× (resp. de GR). Le groupe G+R agit par homographies sur
l’espace HF = {z ∈ F ⊗ C | Im(z) ∈ (F ⊗ R)+} ∼= HJF , ou` H = {z ∈ C | Im(z) > 0}
de´signe le demi-plan de Poincare´ (l’isomorphisme e´tant donne´ par ξ ⊗ z 7→ (τ(ξ)z)τ∈JF ,
11
12 I. VARIE´TE´S ET FORMES MODULAIRES DE HILBERT ANALYTIQUES
pour ξ ∈ F , z ∈ C). Cette action s’e´tend en une unique action du groupe GR sur HF telle
que, composante par composante, l’e´le´ment
(−1 0
0 1
)
agit par zτ 7→ −zτ .
Posons i = (
√−1, ...,√−1) ∈ HF , K+∞ = StabG+R (i) et K∞ = StabGR(i). Alors
G+R/K
+∞ ∼= HF , par g 7→ g(i) d’inverse x+ iy 7→
(
y1/2 xy−1/2
0 y−1/2
)
K+∞.
Via l’inclusion HF ↪→ P1(F ⊗ C), z 7→
[
z
1
]
, l’action de G+R sur HF est compatible avec
l’action naturelle de GC sur P
1(F ⊗ C).
Les points rationnels P1(F ) du bord P1(F ⊗ R) de HF sont appele´s les pointes. On
pose ∞ =
[
1
0
]
. Le groupe GQ agit transitivement sur l’ensemble des pointes. On a
BQ = StabGQ(∞) et P1(F ) ∼= GQ/BQ.
On munit l’espace H∗F = HF t P1(F ) de la topologie de Satake, donne´e par :
− la topologie usuelle sur HF ,
− pour toute pointe C ∈ P1(F ), s’e´crivant C = γ∞ avec γ ∈ GQ, un syste`me fonda-
mental de voisinages ouverts de C est donne´ par les {γWH}H∈R∗+ , ou`
WH = {z ∈ HF |
∏
τ
Im(zτ ) > H}.
H∗F est se´pare´ (mais pas localement compact!) pour cette topologie (cf [24] I.2.9).
1.2. Action de G+Q sur les o-re´seaux. Le groupe GQ agit a` gauche sur F
2, par
γ · (ξ, ζ) = (ξ, ζ)γ−1, ou` γ ∈ GQ et ξ, ζ ∈ F . Soit G+Q le sous-groupe de GQ forme´ des
e´le´ments dont le de´terminant appartient au sous-groupe des e´le´ments totalement positifs
F×+ de F×. On note o× le groupe des unite´s de o, et on pose o
×
+ := F
×
+ ∩ o×.
Pour tout ide´al fractionnaire f de F on pose f∗ = f−1 d−1. On a un accouplement parfait
TrF/Q : f× f∗ → Z.
Nous allons de´finir des sous-groupes inte´ressants de G+Q en conside´rant son action sur
les o-re´seau de F 2.
Soit L un o-re´seau de F 2; c’est un o-module projectif de rang deux, donc il s’e´crit,
quitte a` changer la base de F 2, comme L = e⊕ f∗, avec e et f des ide´aux fractionnaires de
F . Le stabilisateur du re´seau e⊕ f∗ dans G+Q est e´gal a` :
G+(e⊕ f∗) := {γ ∈ G+Q |det(γ) ∈ o×+} ∩
(
o (ef)∗
efd o
)
Lorsque G = G∗ (resp. G = ResFQ GL2), on e´crit SL(e ⊕ f∗) (resp. GL+(e ⊕ f∗)), a` la
place de G+(e ⊕ f∗). Notons que o×+ ∩Q = {1}, et donc SL(e ⊕ f∗) est forme´ d’e´le´ments
dont le de´terminant vaut 1.
Lemme 1.2. Dans la SL2(F )-orbite de tout o-re´seau L de F
2, il existe un o-re´seau de
la forme o⊕ c∗, avec c un ide´al fractionnaire de F .
De´monstration : Il est clair que la SL2(F )-orbite de L contient au moins un re´seau de la
forme e⊕ f∗. Prenons a ∈ e et c ∈ fd satisfaisant a o+cef∗ = e. Par le the´ore`me de Bezout,
il existe alors une matrice unimodulaire
(
a b
c d
)
∈ SL2(F )∩
(
e f∗
fd e−1
)
et l’image de e⊕ f∗
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par cette matrice vaut o⊕ c∗, avec c∗ = ef∗. L’ide´al c∗ vaut ∧2oL et donc ne de´pend pas de
la matrice de passage unimodulaire particulie`re choisie. 
En vertu de ce lemme, nous ne conside´rerons par la suite que des o-re´seau de la forme
o⊕ c∗, avec c un ide´al fractionnaire de F .
Remarque 1.3. Conside´rons le cas ou` G = ResFQ GL2. Alors l’application L 7→
∧2oL induit un isomorphisme entre les G+Q-orbites de o-re´seaux L de F 2 et le groupe de
classes strictes d’ide´aux Cl+F . Afin de pre´server la syme´trie du proble`me nous devons con-
side´rer tous les groupes GL+(o⊕ c∗), lorsque c de´crit un ensemble de repre´sentants de Cl+F .
L’approche ade´lique permet de faire ceci tout naturellement (cf §.4.1).
Notons que deux groupes GL+(o⊕ c∗) et GL+(o⊕c′∗) sont conjugue´s dans G+Q, si et
seulement, si les ide´aux c et c′ appartiennent au meˆme genre (i.e. c′ = ξe2 c, avec ξ ∈ F×+
et e ide´al de F ).
1.3. Sous-groupes de congruence de G+Q. On fixe dans la suite un ide´al fraction-
naire c et on conside`re le re´seau L0 = o⊕ c∗.
On se donne aussi un ide´al n ( o. Le o / n-module n−1 L0/L0 est libre de rang 2.
Prenons x0 ∈ F , avec o = n+x0cd. La multiplication par x0 induit alors les isomorphismes
o / n
∼−→ c∗ / c∗ n et cd/cdn ∼−→ o / n ce qui nous permet d’identifier l’image de SL(o⊕ c∗)
dans Aut(n−1 L0/L0) et SL2(o / n) par l’application
(
a bx0
c d
)
7→
(
a b
cx0 d
)
, ou` a, b, d ∈
o / n et c ∈ cd/cdn. Faisons l’hypothe`se :
(NT) n est premier a` NF/Q(cd) et n ne divise ni 2, ni 3.
Soit Γ10(c, n) = SL2(F ) ∩
(
o c∗
cdn o
)
, Γ1(c, n) = ker(SL(o⊕ c∗)→ Aut(n−1 L0/L0)) et
Γ11(c, n) =
{
γ =
(
a b
c d
)
∈ Γ10(c, n)
∣∣∣ d ≡ 1 (mod n)}.
La re´duction modulo n induit un diagramme carte´sien :
Γ1(c, n)

  // Γ11(c, n)

  // Γ10(c, n)

  // SL(o⊕ c∗)
(1 0
0 1
)
  //
(∗ ∗
0 1
)
  //
(∗ ∗
0 ∗
)
  // SL2(o / n)
De´finition 1.4. Un sous-groupe Γ de G+Q est appele´ sous-groupe de congruence si, et
seulement si, Γ = GQ ∩KG+∞ avec K sous-groupe compact ouvert de Gf (cf §.2.4 pour la
de´finition de Gf , ainsi que la fin de §.2.5).
Les groupes Γ1(c, n) ⊂ Γ11(c, n) ⊂ Γ10(c, n) ⊂ SL(o⊕ c∗) sont des sous-groupes de congru-
ence de G∗Q (en fait ce sont des sous-groupes de SL2(F )). De meˆme on de´finit les groupes
les sous-groupes de congruence suivants
Γ(c, n) ⊂ Γ1(c, n) ⊂ Γ0(c, n) ⊂ GL+(o⊕ c∗) ⊂ GL+2 (F ),
ΓD(c, n) ⊂ ΓD1 (c, n) ⊂ ΓD0 (c, n) ⊂ G+(o⊕ c∗) ⊂ G+Q,
en remplac¸ant la condition d’unimodularite´, avec celle d’avoir son de´terminant appartenant
a` o×+ (resp. a` o
×
D+ := DQ ∩ o×+).
Lemme 1.5. Sous l’hypothe`se (NT) le groupe Γ1(c, n) est sans torsion.
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De´monstration : Par l’absurde. Supposons qu’il existe un e´le´ment de Γ1(c, n) d’ordre
premier p. Le de´terminant de cet e´le´ment est une racine de l’unite´ totalement positive,
donc e´gale a` 1. Cet e´le´ment admet comme valeur propre une racine p-ie`me de l’unite´ ζp 6= 1,
ainsi que son inverse ζ−1p . En prenant sa trace on trouve que ζp est quadratique sur F , i.e.
[F (ζp) : F ] ≤ 2. Par ailleurs, ζp+ζ−1p −2 ∈ n, donc NF/Q(n) est une puissance de p. D’apre`s
(NT) on a alors que F et Q(ζp) sont line´airement disjoints, d’ou` [F (ζp) : F ] = p−1. Donc
p = 2 ou p = 3, ce qui implique, par un calcul facile, que n divise 2 ou 3. 
Remarque 1.6. La condition (NT) est optimale pour que Γ1(c, n) soit sans torsion.
En effet, comme les matrices
(−1 0
0 −1
)
∈ Γ11(d−1, (2)) et
(−2 1
−3 1
)
∈ Γ11(d−1, (3)) sont
d’ordre fini, n ne peut pas diviser ni 2 ni 3. Par ailleurs, la condition que n soit premier
a` NF/Q(d) est aussi ne´cessaire, comme le montre la matrice d’ordre fini
(
1 1√
5−5
2
√
5−3
2
)
de Γ11(d
−1, (
√
5)) (ici F = Q(
√
5)). Enfin, la condition que n soit premier a` NF/Q(c) est
be´nigne, car par le the´ore`me d’approximation faible, chaque classe de Cl+F contient des
ide´aux c premiers a` NF/Q(n) (cf §.4.1).
Dans toute la suite du texte on suppose que l’hypothe`se (NT) est satisfaite,
de sorte que Γ1(c, n) soit sans torsion.
1.4. Pointes pour les sous-groupes de congruence. Soit Γ un sous-groupe de
congruence. Comme F×Γ/F× est commensurable avec PSL2(o), l’ensemble de ses pointes
est aussi P1(F ) et l’ensembles Γ\P1(F ) est fini.
Les deux lemmes suivants de´crivent les classes d’isomorphisme de Γ•0(c, n)-pointes (• =
∅, D,+). Ceci sera utilise´ dans le paragraphe 3.3, ou` nous e´tudions les Γ•1(c, n)-pointes,
ainsi que dans la partie II.2. Notons que ΓD0 (c, n) = G
+(o⊕ c∗) ∩G+(o⊕(cn)∗).
Lemme 1.7. Soient
(
a
c
)
,
(
a′
c′
)
∈ F 2 − {0} et soit f un ide´al fractionnaire de F .
Si a o +cf∗ = a′ o+c′f∗, alors il existe γ ∈ SL(o⊕f∗) tel que
(
a′
c′
)
= γ
(
a
c
)
.
De´monstration : Posons b = a o +cf∗. Il existent γ, γ ′ ∈ SL2(F ) ∩
(
b (bf)∗
bfd b−1
)
tels que(
a
c
)
= γ∞ et
(
a′
c′
)
= γ′∞. Comme γ ′γ−1 ∈ SL2(o⊕f∗) on a le lemme. 
Soit IF l’ensemble des ide´aux fractionnaires et ClF le groupe des classes de F .
Lemme 1.8. On a deux bijections :
G+(o⊕ c∗)\(F 2 − {0}) ∼−→ IF , (ac) 7→ b = a o+c c∗, et
G+(o⊕(cn)∗)\(F 2 − {0}) ∼−→ IF , (ac) 7→ b′ = a o +c(cn)∗,
qui induisent deux bijections d’ensembles finis :
G+(o⊕ c∗)\P1(F ) ∼−→ ClF , et G+(o⊕(cn)∗)\P1(F ) ∼−→ ClF .
De´monstration : Les fle`ches sont bien de´finies (voir l’action de G+Q sur F
2 de´finie au
de´but de §.1.2). Le lemme pre´ce´dent donne l’injectivite´. La surjectivite´ de´coule du fait
que tout ide´al dans un corps de nombres peut eˆtre engendre´ par deux de ses e´le´ments. 
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1.5. Varie´te´s modulaires de Hilbert analytiques. E´tant donne´ un sous-groupe
de congruence Γ on de´finit la varie´te´ modulaire de Hilbert analytique M an = Γ\HF . La
varie´te´ M an est lisse, si et seulement, si Γ est sans torsion. En revanche M an n’est jamais
compacte.
Les varie´te´s modulaires de Hilbert, dont nous e´tudierons en de´tail la ge´ome´trie, sont
celles correspondant aux sous-groupes de congruence ΓD1 (c, n).
1.6. Compactification de Satake. L’espace quotient M an ∗ = Γ\H∗F est compact
pour la topologie de Satake de´finie dans §.1.1. Il est l’union de M an et d’un nombre fini de
points (cf [24] Chap.I). Il est muni d’une structure de varie´te´ analytique complexe normale
pour laquelle les pointes sont des points singuliers si dF > 1 (cf [24] II.4).
Remarque 1.9. Le reveˆtement SL(o⊕ c∗)\HF → GL+(o⊕ c∗)\HF est fini e´tale de
groupe o×+ / o×2. C’est un 2-groupe qui est non-trivial en ge´ne´ral. Par conse´quent, le
morphisme SL(o⊕ c∗)\H∗F → GL+(o⊕ c∗)\H∗F n’est pas e´tale en ge´ne´ral, car son degre´ est
e´gal a` 1 au-dessus des pointes (cf Lemme 1.7).
2. Formes automorphes de Hilbert et ope´rateurs de Hecke.
2.1. Facteurs automorphes. Pour tout z ∈ HF et γ =
(
a b
c d
)
∈ G+R on pose
j(γ, z) = c · z + d ∈ (F ⊗ C)×. D’apre`s l’identite´ j(γγ ′, z) = j(γ, γ ′(z))j(γ′, z) on a un
1-cocycle holomorphe G+R −→ (o⊗OHF )×, γ 7→ (z 7→ j(γ, z))). Plus ge´ne´ralement pour
tout J ⊂ JF on pose jJ(γ, z) = c · zJ + d ∈ (F ⊗ C)×, ou` zJτ =
{
zτ , si τ ∈ J,
zτ , si τ ∈ JF \J.
2.2. Poids. Rappelons que Z[JF ] s’identifie au groupe des caracte`res du tore Res
F
Q Gm
par k =
∑
τ∈JF kτ τ 7→ (x 7→
∏
τ(x)kτ ). Les e´le´ments de Z[JF ] sont appele´s des poids.
Dans la suite, l’on ne conside`re que des poids ve´rifiant la condition d’alge´bricite´ de Clozel
suivante ([7] Sect.1.2.3):
De´finition 2.1. Un poids k ∈ Z[JF ] est dit arithme´rique si ses coordonne´es kτ sont
supe´rieures ou e´gales a` 2 et sont de meˆme parite´. On pose alors k0 = max{kτ |τ ∈ JF },
mτ =
k0−kτ
2 ∈ N, t =
∑
τ∈JF τ , nτ = kτ−2 ≥ 0 et n0 = k0−2. (n = k−2t et k+2m = k0t).
Pour µ =
∑
τ∈JF
µττ ∈ Z[JF ] et z = (zτ )τ∈JF ∈ CJF on e´crira zµ a` la place de
∏
τ∈JF
zµττ .
2.3. Formes automorphes pour G. Soit Γ un sous-groupe de congruence de G+Q et
soit k un poids. Pour toute fonction g : HF → C, pour tout γ ∈ G+Q et pour toute partie
J de JF , on pose
(g|k,Jγ)(z) = ν(γ)k+m−tjJ (γ, z)−kg(γz).
De´finition 2.2. L’espace Gk,J(Γ; C) des formes automorphes classiques de Hilbert, de
poids k, niveau Γ et type a` l’infini J ⊂ JF , est le C-espace vectoriel forme´ des fonctions
g : HF → C ve´rifiant les deux conditions suivantes :
(m1) pour tout γ ∈ Γ on a g|k,Jγ = g,
(m2) la fonction z 7→ g(zJ ) est holomorphe sur H∗F .
Remarque 2.3. D’apre`s le principe de Koecher, la condition d’holomorphie aux pointes
est toujours satisfaite, si F est diffe´rent de Q (cf [24] Prop.4.9 et son corollaire). Une
de´finition pre´cise de la notion d’holomorphie aux pointes, ainsi qu’une preuve du principe
de Koecher sont donne´es dans la partie 3.4, lorsque Γ = ΓD1 (c, n).
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On de´finit l’espace Sk,J(Γ; C) des formes automorphes de Hilbert cuspidales classiques,
comme le sous espace de Gk,J(Γ; C) forme´ des fonctions f qui s’annulent en toutes les
pointes.
Afin de faciliter l’introduction des ope´rateurs de Hecke, nous donnerons une autre
de´finition (ade´lique) des formes automorphes de Hilbert.
2.4. Formes automorphes ade´liques pour G. Soit A l’anneau des ade`les de Q et
soit GA = GfGR la de´composition en le produit des places finies et des places infinies.
Tout e´le´ment x de GA se de´compose en conse´quence en produit de xf ∈ Gf et x∞ ∈ GR.
Soit K un sous-groupe compact ouvert de Gf .
De´finition 2.4. L’espace Gk,J(K; C) des formes automorphes ade´liques de poids k,
niveau K et type a` l’infini J ⊂ JF , est le C-espace vectoriel forme´ des fonctions g : GA → C
ve´rifiant les trois proprie´te´s suivantes :
(M1) g(axy) = g(x) pour tout a ∈ GQ, y ∈ K et x ∈ GA.
(M2) g(xγ) = ν(γ)k+m−tjJ (γ, i)−kg(x) pour tout γ ∈ K+∞ et x ∈ GA.
Soit pour tout x ∈ Gf la fonction gx : HF → C, donne´e par z 7→ ν(γ)t−k−mjJ (γ, i)kg(xγ),
ou` γ ∈ G+∞ est choisi de manie`re que z = γ · i. En vertu de (M2) cette fonction ne de´pend
pas du choix particulier de γ.
(M3) La fonction gx est holomorphe en zτ , pour τ ∈ J , et anti-holomorphe en zτ , pour
τ ∈ JF \J (lorsque F = Q il faut rajouter la condition d’holomorphie aux pointes).
L’espace Sk,J(K; C) des formes automorphes ade´liques cuspidales est le sous-espace de
Gk,J(K; C) contenant les fonctions ve´rifiant la condition supple´mentaire suivante :
(M4)
∫
U(Q)\U(A) g(ux)du = 0, pour tout x ∈ GA et toute mesure de Haar additive du.
Le paragraphe suivant compare les espaces de formes automorphes cuspidales ade´liques
et classiques.
2.5. Lien entre les formes ade´liques et classiques.
Lemme 2.5. La fle`che
ν : GQ\GA/KG+∞ → DQ\DA/ν(K)D+∞,
donne´e par la norme re´duite, est un isomorphisme.
De´monstration : La fle`che est bien de´finie et surjective. On note G1 := ResFQ SL2. Pour
l’injectivite´, supposons que l’on ait x, x′ ∈ GA tels que ν(x′) ∈ DQν(x)ν(K)D+∞. Comme
ν(GQ) = DQ et ν(G
+∞) = D+∞, on peut supposer que ν(x′) = ν(x), i.e. x′ ∈ G1Ax. D’apre`s
le the´ore`me d’approximation forte pour le groupe alge´brique semi-simple G1 et son sous-
groupe ouvert compact xfK
1x−1f (ou` K
1 := K ∩ G1f ), on a G1A = G1QxfK1x−1f G1∞ =
G1QxfK
1x−1f x∞G
1∞x−1∞ = G1QxK
1G1∞x−1. D’ou` x′ ∈ G1Ax = G1QxK1G1∞ ⊂ GQxKG+∞. 
Soient ηi ∈ DA, 1 ≤ i ≤ h des repre´sentants du groupe DA/DQν(K)D+∞. Par le
the´ore`me d’approximation faible on peut supposer que ηi ∈ Df . Posons ti =
(
ηi 0
0 1
)
et
de´finissons le sous-groupe de congruence Γi(K) = GQ ∩ tiKt−1i G+∞ de G+Q. Alors il est
facile de voir que l’isomorphisme HF ∼= G+R/K+∞ induit un home´omorphisme :
(I.1)
h∐
i=1
Γi(K)\HF → GQ\GA/KK+∞.
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Proposition 2.6. En gardant les notations de ce paragraphe les applications
(I.2) Gk,J(K; C)
∼→
h⊕
i=1
Gk,J(Γ
i(K); C) , Sk,J(K; C)
∼→
h⊕
i=1
Sk,J(Γ
i(K); C),
donne´es par f 7→ (fti)1≤i≤h sont des isomorphismes d’espaces vectoriels.
On note Ẑ =
∏
l Zl le comple´te´ profini de Z et on conside`re les sous-groupes compacts
ouverts de Gf suivants :
KD0 (n) =
{(
a b
c d
)
∈ G(Ẑ)|c ∈ n
}
,
KD1 (n) =
{(
a b
c d
)
∈ K0(n)|d− 1 ∈ n
}
,
KD(n) =
{(
a b
c d
)
∈ K1(n)|a− 1, b ∈ n
}
.
Soit c un ide´al de F , η l’ide`le correspondant a` c∗ et posons t =
(
η 0
0 1
)
. Alors ΓD? (c, n) =
GQ ∩ tKD? (n)t−1G+∞ et donc les sous-groupes de GQ de´finis dans le paragraphe 1.3 sont
bien des sous-groupes de congruence (? = 0, 1,∅).
2.6. Ope´rateurs de Hecke. Conside´rons le groupe abe´lien libre Z[K\Gf/K] qui a
comme base les doubles classes de K dans Gf . Il est muni d’une structure d’alge`bre, ou` le
produit de deux e´le´ments de la base est donne´ par
[KxK] · [KyK] =
∑
i
[KxiyK],
ou` [KxK] =
∐
i
Kxi est la de´composition de la classe double en classes a` droite. On appelle
cette alge`bre, l’alge`bre de Hecke abstraite. En ge´ne´ral, elle n’est pas commutative. Elle
agit sur Gk,J(K; C), en pre´servant Sk,J(K; C), de la manie`re suivante (g ∈ Gk,J(K; C)) :
(g|[KxK])(·) =
∑
i
g(·xi).
2.7. Produit de Petersson. Soit la mesure sur HF donne´e par dµ(z) =
∏
τ∈JF
y−2τ dxτdyτ .
Pour deux formes f et g de Sk,J(Γ; C) on de´finit leur produit de Petersson normalise´
〈f, g〉 = µ(Γ\HF )−1(f, g)Γ, avec (f, g)Γ =
∫
Γ\HF
f(z)g(z)ykdµ(z).
On en de´duit le produit de Petersson sur Sk,J(K,C), via l’isomorphisme (I.2).
3. Varie´te´s abe´liennes de Hilbert-Blumenthal et formes de Hilbert.
Dans la suite de ce travail, Γ (resp. Γ1) de´signe le sous-groupe de congruence ΓD1 (c, n)
(resp. Γ11(c, n)) et on pose M
an = ΓD1 (c, n)\HF (resp. M 1,an = Γ11(c, n)\HF ).
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3.1. Varie´te´s abe´liennes de Hilbert-Blumenthal.
De´finition 3.1. Une varie´te´ abe´lienne a` multiplication re´elle par o sur un sche´ma S
est la donne´e d’un sche´ma abe´lien pi : A → S de dimension relative dF et d’une injection
ι : o ↪→ End(A/S).
Soit c un ide´al fractionnaire. Pour chaque varie´te´ abe´lienne a` multiplication re´elle
A/S, on de´finit un faisceau en o-modules sur le gros site e´tale de S en associant a` un S-
sche´ma Y le o-module A(Y )⊗o c. Ce foncteur est repre´sentable par une varie´te´ abe´lienne
a` multiplication re´elle sur S, note´e A⊗o c (cf [14]); elle est caracte´rise´e par :
A⊗o c =
{
A/A[c−1], si c−1 entier.
(At ⊗ c−1)t, si c entier.
La premie`re formule s’obtient en tensorisant par A sur o la suite exacte courte 0 →
o→ c→ c / o→ 0. La seconde en re´sulte par dualite´.
A` partir de ι : o ↪→ End(A/S) on obtient c ↪→ Homo(A,A⊗o c). Soit c+ = c∩(F ⊗R)+.
Soit Symo(A,A
t) le o-module des homomorphismes syme´triques de A vers At et P(A) ⊂
Symo(A,A
t) le coˆne des polarisations.
De´finition 3.2. Une varie´te´ abe´lienne A de Hilbert-Blumenthal (abre´ge´e en VAHB)
sur un sche´ma S est une varie´te´ abe´lienne a` multiplication re´elle par o, ve´rifiant la condition
de Deligne-Pappas [14] suivante:
(DP) il existe un isomorphisme o-e´quivariant λ : A ⊗ c ∼−→ At tel que via λ on a
(c, c+) ∼= (Symo(A,At),P(A)).
Un tel isomorphisme λ est appele´ une c-polarisation.
Le groupe o×+ agit sur l’ensemble des c-polarisations d’une VAHB A/S.
De´finition 3.3. On appelle une classe de c-polarisation, une orbite λ de c-polarisations
sous o×D+ = o
×
+ ∩DQ.
Remarque 3.4. Si ∆F est inversible dans S, alors la condition (DP) est e´quivalente
a` la condition suivante de Rapoport (cf [57] [41])
(R) le faisceau ω = pi∗Ω1A/S est localement libre de rang 1 sur o⊗OS (pour la topologie
de Zariski).
Pour la de´monstration cf [14] Cor.2.9, ainsi que [28] Chap.3.5.
De´finition 3.5. Une µn-structure de niveau sur une VAHB A/S est la donne´e d’un
morphisme o-line´aire injectif de S-sche´mas en groupes finis α : (o / n)(1) ↪→ A[n], ou`
(o / n)(1) = (Gm⊗ d−1)[n] de´signe le dual de Cartier du S-sche´ma constant o / n.
Remarque 3.6. La c-polarisation λ, combine´e avec l’accouplement de Weil A[n] ×
A[n]t → (Gm⊗ d−1)[n], donnent un accouplement o-e´quivariant parfait A[n] × A[n] →
(Gm⊗ c∗)[n]. E´tant donne´ une µn-structure de niveau α : (o / n)(1) ↪→ A[n], a` l’aide de
ce-dernier, on lui associe de manie`re canonique un morphisme o-line´aire surjectif de S-
sche´mas en groupes finis α∗ : A[n] → c−1 /nc−1, appele´ le λ-dual de Cartier de α. On a
une suite exacte courte :
0→ (o / n)(1) α−→ A[n] α∗−→ c−1 /nc−1 → 0
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3.2. Construction analytique de la VAHB universelle sur M 1,an. On pose
Aan = Γ1\(HF × (F ⊗ C))/ o⊕ c∗,
ou` le groupe produit semi-direct (o⊕ c∗) o Γ1 (pour γ · (m,n) = (m,n)γ−1) agit a` gauche
sur HF × (F ⊗ C) par :
(I.3)
{
γ(z, v) = (γ(z), j(γ, z)−1v)
(z, v)(m,n) = (z, v +m · z + n) .
La fibre du point Γ1z ∈ M1,an est la varie´te´ abe´lienne Aanz := (F ⊗ C)/Lz, ou` Lz =
(o z ⊕ c∗). La fle`che ι(ξ) : (z, v) 7→ (z, ξv) induit une action de ξ ∈ o sur Aan, d’ou` une
injection ι : o ↪→ End(Aan /M1,an).
Pour tout fibre´ vectoriel E sur M 1,an, soit E∨ le fibre´ dual. Il est facile de voir que
Lie(Aan /M1,an) = Γ1\(HF × (F ⊗C)) et ωA /M = Lie(Aan /M1,an)∨ sont localement libres
de rang 1 sur o⊗OM1,an .
Pour tout o-module L on a un isomorphisme entre Homo(L, d
−1) et L∗ = HomZ(L,Z),
obtenu en composant avec TrF/Q.
On a un isomorphisme o-line´aire ∧2oLz ∼= c∗, venant de l’accouplement parfait λz :
Lz × Lz → F (u, v) 7→ uvc−ucv2i Im(z) . L’application TrF/Q ◦λz nous fournit un isomorphisme
Lz ⊗o c ∼= L∗z, d’ou` une c-polarisation Az ⊗ c ∼= Atz.
Si o = n+y0 c, la fle`che M
1,an × n−1 d−1 / d−1 → (Aan)n, (z, v) 7→ (z, y0v) munit Aan
d’une µn-structure de niveau.
Proposition 3.7. (Aan, ι, λ, α)/M 1,an est une VAHB c-polarise´e analytique, munie
d’une µn-structure de niveau.
La fle`che Aan → M1,an est universelle, i.e. pour toute VAHB analytique A/S munie
d’une µn-structure de niveau et d’une classe de c-polarisation, il existe une unique fle`che
ϕ : S → M1,an et un unique isomorphisme de VAHB munie de µn-structure de niveau et
de classe de c-polarisation A ∼= Aan×M1,anS. En particulier, si A est une VAHB complexe
munie d’une µn-structure de niveau et d’une classe de c-polarisation, il existe un unique
point z ∈M 1,an et un unique isomorphisme A ∼= Aanz .
Ide´e de la de´monstration : Il est clair que toute VAHB complexe est isomorphe a` une
VAHB de la forme Aanz et que les deux VAHB analytiques Aanz et Aanz′ sont isomorphes
comme VAHB munies de leurs µn-structures de niveau et c-polarisations si et seulement si
z′ ∈ Γ1z.
Soit A/S comme dans l’e´nonce´. Par ce qui pre´ce`de, il existe une unique fle`che ensem-
bliste ϕ : S → M 1,an telle que A ∼= Aan×M1,anS. L’analyticite´ de ϕ se ve´rifie localement,
car ϕ(s) =
∫
γ1
ω(s)/
∫
γ2
ω(s), ou` (γ1, γ2) est une o-base locale convenable de l’homologie
de A/S et ω est une F ⊗OS-base locale de ω. 
Remarque 3.8. 1) Notons qu’en ge´ne´ral pour G 6= G∗ la varie´te´ M an = Γ\HF n’est
qu’un espace de modules grossier pour le proble`me de modules de classes d’isomorphismes
de VAHB munies d’une classe de c-polarisation (cf De´f.3.3) et d’une µn-structure de niveau.
Comme Γ1 est un sous-groupe distingue´ de Γ, le quotient o×D+ agit sur M
1,an. Sur les
S-points  ∈ o×D+ envoie (A, ι, λ, α)/S sur (A, ι, λ, α)/S. On a M an = o×D+\M1,an.
En fait, le sous-groupe o×D+ ∩ o×2n,1 agit trivialement, car la multiplication par  ∈ o×
induit un isomorphisme (A, ι, λ, α) ∼= (A, ι, 2λ, α). Donc M 1,an est un reveˆtement fini
e´tale de M an de groupe o×D+ / o
×
D+ ∩ o×2n,1.
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Pour toute VAHB A/S munie d’une classe de c-polarisation et d’une µn-structure de
niveau on a des fle`ches S → M 1,an dont les compose´es avec la projection M 1,an → Man
co¨ıncident et telles que A/S avec sa classe de c-polarisation soit le pull-back de Aan/M1,an
munie de la classe de sa c-polarisation universelle.
2) Lorsque G = ResFQ GL2, Hida, dans son livre [30] IV.4.1.2, a donne´ une autre
description de M an comme espace de modules grossier des VAHB avec classes de F ×+ -
polarisation. Dans sa description,
Man = Man1 (c, n) = F
×
+ \
∐
c′
M11 (c
′, n)an,
ou` c′ de´crit les ide´aux de F qui appartiennent a` la meˆme classe stricte que c.
3.3. VAHB analytique de Tate. Soit C = γ∞ une Γ-pointe (γ ∈ G∗Q). On com-
mence par e´tudier la forme d’un voisinage de C dans M an, puis on va de´crire celle de Aan,
au-dessus d’un tel voisinage dans M 1,an.
1 cas C =∞. StabΓ(∞) =
{(
u b
0 u−1
) ∣∣∣ u ∈ o×n,1,  ∈ o×D+ b ∈ c∗} = c∗o(o×n,1× o×D+),
ou` o×D+ = o
×
+ ∩DQ et pour tout ide´al f de F , o×f,1 de´signe le groupe des unite´s de o congrues
a` 1 modulo f.
Soit φ l’inclusion naturelle F → F ⊗ C, x 7→ x⊗ 1. On a une suite exacte courte :
(I.4) 0→ c∗ φ−→ F ⊗ C q−→ Gm⊗ c∗ → 1,
obtenue par produit tensoriel par c∗ de 0→ Z→ C e2ipi·−→ C∗ → 1.
Pour m ∈ F et z ∈ F ⊗ C, on pose qmz = q(φ(m)z) (= q(φ(m)z + φ(ξ∗)) pour tout
ξ∗ ∈ c∗). On voit facilement:
Fait : Pour H > 0 assez grand, on a StabΓ(WH) = BΓ := Γ ∩BQ.
Le groupe o×∞ := o
×
n,1× o×D+ agit sur le quotient DH = c∗\WH par (u, ) · (z + c∗) =
u2z + c∗ (voir l’action de´finie par (I.3)), et on a le diagramme suivant :
HF

WH?
_oo

Man BΓ\WH? _oo DH = c∗\WH   //mod o
×
∞oo F ⊗ C /φ(c∗)
q
∼ // Gm⊗ c∗ =: S∞
On a Man ⊃ BΓ\WH ∼= o×∞\DH ↪→ o×∞\S∞, ou` o×∞ agit sur S∞ par (u, ) · qz = qu
2
z .
Le diagramme suivant de´crit la structure de la VAHB universelle Aan sur le voisinage
BΓ1\WH de la pointe ∞ dans M 1,an :
BΓ1\(WH × F ⊗ C)/ o⊕ c∗

c∗\(WH × F ⊗ C)/ o⊕ c∗oo

  // (Gm⊗ c∗×Gm⊗ c∗)/qoz

BΓ1\WH DH 
 //
mod o×n,1oo Gm⊗ c∗ =: S∞
Commentaire : 1) La notation qoz exprime que m ∈ o agit sur Gm⊗ c∗×Gm⊗ c∗ par la
formule (qz, qv) ·m = (qz, qvqmz ).
2) Le groupe o×n,1 agit sur S∞ ×Gm⊗ c∗ par u · (qz, qv) = (qu
2
z , q
u
v ).
De´finition 3.9. La VAHB c-polarise´e au dessus de S∞ ainsi obtenue s’appelle la VAHB
analytique de Tate, note´e Tatec,o(qz). Sa fibre au point qz ∈ S∞ est e´gale a` Gm⊗ c∗ /qoz .
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2 cas C =
[
a
c
]
= γ∞, γ =
(
a b
c d
)
∈ G∗Q. StabΓ(C) = BΓ,C := Γ∩γBQγ−1. Un syste`me
fondamental de voisinages de la pointe C est donne´ par les BΓ,C\γWH . Par le diagramme
HF // M
an = Γ\HF ∼ // γ−1Γγ\HF
γWH //
?
OO
BΓ,C\γWH ∼ //
?
OO
γ−1Γγ ∩BQ\WH
?
OO
γ−1Γγ ∩ UQ\WH ,
pr(γ−1Γγ∩BQ)oo
on se rame`ne au cas de la pointe ∞, mais pour le groupe γ−1Γγ. Notons que pour tout
sous-groupe Γ′ de GQ on a la suite exacte suivante :
1→ Γ′ ∩ UQ → Γ′ ∩BQ → pr(Γ′ ∩BQ)→ 1,
ou` pr : BQ → TQ est la projection canonique. En appliquant ceci a` Γ′ = γ−1Γγ on trouve
la suite exacte
1→ X∗ → γ−1Γγ ∩GQ → o×C → 1,
avec X∗ = γ−1Γγ ∩UQ et o×C := pr(γ−1Γγ ∩BQ). Il est important de calculer ces derniers
pour pouvoir construire une compactification partielle de la pointe C.
• Calcul de X∗.
(
1 ξ∗
0 1
)
∈ γ−1Γγ ⇐⇒
(
1 + acξ∗ a2ξ∗
−c2ξ∗ 1− acξ∗
)
∈ Γ ⇐⇒
⇐⇒ ξ∗ ∈ a−2 c∗ ∩(ac)−1 n∩c−2 c∗−1 n = (a2 c∗−1 +ac n−1 +c2(cn)∗)−1 =
= c∗(a2 o +ac(cn)∗ + c2 c∗2 n−1)−1 = c∗(a o +c c∗)−1(a o +c(cn)∗)−1.
Donc X∗ = γ−1Γγ ∩ UQ = (cbb′)∗, avec b = a o +c c∗ et b′ = a o +c(cn)∗.
D’apre`s le lemme 1.8, la classe de X = cbb′ est bien de´finie.
• Calcul de o×C . Posons o×C,1 := o×C ∩T1. Alors on a une suite exacte courte
1→ o×C,1 → o×C
ν→ ν(o×C )→ 1,
venant de la suite exacte 1→ T1 → T → D → 1. En prenant γ =
(
a 0
c a−1
)
, on trouve
o×C = {(u, ) ∈ F× × o×D+ |∃ξ∗ ∈ a−2 c∗, u−1 − 1 + acξ∗ ∈ n, u− u−1 − acξ∗ ∈
a
c
c∗−1 n}.
Le groupe o×C ne de´pend que de la classe de γ dans Γ\GQ/BQ. Un calcul de´montre que
l’on a o× ⊃ o×C,1 ⊃ o×n,1. Si l’ide´al n est sans facteurs carre´s, alors o×C,1 = o×n,1. Le calcul
explicite du groupe o×C dans le cas ge´ne´ral, est un corollaire d’une autre description des
Γ-pointes qui sera donne´e dans la partie II.2.
Le type de la pointe C est de´termine´ par :

l’ideal X∗,
le groupe o×C ,
l’action de o×C sur X
∗\WH .
Remarque 3.10. 1) Le fait de remplacer γ par γ
(
a′ c′
0 a′−1
)
, multiplie X∗ par a′−2 et
conjugue l’action de o×C surX
∗\WH , par l’isomorphismeWH →WNF/Q(a′)2H , z 7→ a′2z+a′c′.
2) En ge´ne´ral l’inclusion γ−1Γγ ∩ T1,Q ⊂ o×C,1 est stricte, bien que ce soit une e´galite´
pour la pointe ∞. Ne´anmoins le groupe γ−1Γγ ∩ T1,Q est d’indice fini dans o×.
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Pour e´tudier la VAHB universelle au voisinage de la pointe C, trouvons quel re´seau est
stable par γ−1 SL(o⊕ c∗)γ. Par le the´ore`me de Bezout on peut prendre
γ =
(
a b
c d
)
∈ SL2(F ) ∩
(
b (bc)∗
bcd b−1
)
, ou` b = a o +c c∗ et a = bc.
Comme γ−1 transforme L0 = o⊕ c∗ en L = b⊕ a∗, on a
γ−1 SL(o⊕ c∗)γ = SL(b⊕ a∗) = SL2(F ) ∩
(
o b−2 c∗
b2 c∗−1 o
)
et
Aan

BΓ1,C\(γWH × F ⊗ C)/ o⊕ c∗? _oo

∼ // γ−1Γ1γ ∩BQ\(WH × F ⊗ C)/b⊕ a∗.

M1,an BΓ1,C\γWH? _oo ∼ // γ−1Γ1γ ∩BQ\WH
A` partir de la`, en posant Aanγ,H = γ
−1Γ1γ∩BQ\(WH×(F⊗C))/b⊕a∗, on a la description
de la varie´te´ universelle au voisinage de la pointe C :
Aanγ,H

X∗\(WH × (F ⊗ C))/b⊕ a∗oo

  // (Gm⊗X∗ ×Gm⊗a∗)/qbz

γ−1Γ1γ ∩BQ\WH X∗\WH
mod o×
C,1oo   // Gm⊗X∗ =: SC .
Le groupe b agit sur le tore Gm⊗X∗ ×Gm⊗a∗ par (qz, qv) · β = (qz, qvqβz ). Le groupe
o×C,1 agit sur SC×Gm⊗a∗ par u · (qz, qv) = (qu
2
z q
u
ξ∗u
, quv ), ou` ξ
∗
u est un e´le´ment de (b
2 c)∗, bien
de´fini modulo X∗, et tel que
(
u ξ∗u
0 u−1
)
∈ γ−1Γ1γ. On rappelle que, par de´finition, pour
tout m ∈ F , z ∈ F ⊗ C on pose qmz = q(φ(m)z) (= q(φ(m)z + φ(ξ∗)) pour tout ξ∗ ∈ X∗),
ou` 0→ X∗ φ−→ F ⊗ C q−→ Gm⊗ c∗ → 1.
De´finition 3.11. La VAHB c-polarise´e au dessus de SC ainsi obtenue, s’appelle la
VAHB analytique de Tate, note´e Tatea,b(qz). Sa fibre au point qz ∈ SC est e´gale a`
Gm⊗a∗/qbz .
3.4. Formes modulaires de Hilbert de niveau Γ = ΓD1 (c, n). Rappelons que Z[JF ]
s’identifie au groupe des caracte`res du tore T1 = Res
F
Q Gm en envoyant k =
∑
τ∈JF kτ τ sur
le caracte`re x 7→ xk = ∏τ∈JF τ(x)kτ . Dans la suite on utilise la notation additive pour la
loi du groupe des caracte`res de T1.
On suppose de´sormais F 6= Q. Pour tout poids k = ∑τ∈JF kτ τ , on aurait pu de´finir
l’espace des formes automorphes de Hilbert holomorphes de poids k et niveau Γ comme
l’espace des fonctions holomorphes f : HF → C telles que pour tout γ ∈ Γ, on a :
f(γ(z)) = ν(γ)k/2j(γ, z)−kf(γz).
Ce sont les sections du fibre´ inversible analytique ωk sur Man donne´ par le cocycle
Γ→ O×HF , γ 7→ ν(γ)−k/2j(γ, z)k .
Cependant, on ne s’inte´resse dans la suite de ce texte qu’aux formes qui peuvent in-
tervenir dans la cohomologie de la varie´te´ de Hilbert a` coefficients dans un syste`me local
alge´brique (c’est-a`-dire donne´ par une repre´sentation alge´brique de G). Ces repre´sentations
sont de la forme ⊗
τ∈JF
(Symnτ ⊗Detmτ ).
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Une telle repre´sentation ne de´finit un syste`me local sur M an que si le centre de Γ
agit trivialement. Cette condition e´quivaut a` la condition d’alge´bricite´ sur le poids k (cf
De´f.2.1).
Conside´rons l’espace Gk(c, n)
an = Gk,JF (Γ,C) des formes modulaires holomorphes
de poids k et groupe de niveau Γ, de´fini dans la partie 2. Il est isomorphe a` l’espace
des sections globales du fibre´ analytique ωk ⊗ ν−n0t/2 sur Man associe´ au cocycle γ 7→
ν(γ)−(k+m−t)j(γ, z)k (notons que (ad)−(k+m−t)dk = (ad)−k/2dk(ad)−n0t/2).
Remarque 3.12. La torsion par ν−n0t/2 induit un isomorphisme d’espaces vectoriels
complexes H0(Man, ωk) ∼= H0(Man, ωk ⊗ ν−n0t/2).
Pour chaque f ∈ Gk(c, n)an on se propose d’expliciter la notion d’holomorphie en une
pointe C = γ∞ ∈ P1(F ). La fonction fC := f |kγ est invariante par le groupe γ−1Γγ et
donc par son sous-groupe de translations γ−1Γγ ∩ UQ ∼= X∗ (pour le calcul de ce dernier
voir le paragraphe pre´ce´dent). Par conse´quent, elle admet un de´veloppement en se´rie de
Fourier :
(I.5) fC(z) =
∑
ξ∈X
aξe
2ipiTrF/Q(ξz).
La condition d’holomorphie en la pointe C se lit alors :
(I.6) aξ 6= 0⇒ (ξ ∈ X+ ou ξ = 0).
Pour tout (u, ) ∈ o×C , il existe ξ∗u, ∈ (b2 c)∗, de´fini a` X∗ pre`s, tel que
(
u ξ∗u,
0 u−1
)
∈
γ−1Γγ. L’invariance de fC par le groupe γ−1Γγ ∩ BQ nous donne pour tout ξ ∈ X la
relation :
(I.7) au2ξ = 
k+m−tuke2ipiTrF/Q(ξuξ
∗
u,)aξ.
Principe du q-de´veloppement : Si pour tout ξ on a aξ = 0, alors f = 0.
Principe de Koecher : Si F 6= Q, alors la condition (I.6) est toujours satisfaite. Si k
n’est pas paralle`le, alors a0 = 0 (pas de se´ries d’Eisenstein).
D’apre`s (I.7), pour tout u ∈ γ−1Γγ ∩ T1 et ξ ∈ X, on a au2ξ = ukaξ, en particulier
a0 = u
ka0, d’ou` la deuxie`me proprie´te´.
Ve´rifions (I.6) par l’absurde : soient ξ ∈ X et ξ∗ ∈ X∗+ tels que aξ 6= 0 et 〈ξ, ξ∗〉 < 0.
Alors, on peut choisir u ∈ γ−1Γγ∩T1 de fac¸on que la quantite´ 〈u2ξ, ξ∗〉 soit arbitrairement
proche de −∞, ce qui contredit l’holomorphie de f au point iξ∗ ∈ HF .
4. Formes modulaires de Hilbert pour GL2.
Dans cette partie nous e´tudions l’espace des formes modulaires de Hilbert pour G =
ResFQ GL2 et K = K1(n), ainsi que les ope´rateurs de Hecke agissant dessus. C’est le cadre
dans lequel nous nous placerons plus tard quand il s’agira de question arithme´tiques et
galoisiennes.
4.1. Varie´te´s et formes modulaires de Hilbert en niveau K1(n). Soit ô = Ẑ⊗
o =
∏
v ov, ou` v de´crit les places finies de F. On conside`re les sous-groupes ouverts compacts
de Gf suivants :
K0 = K0(o) = GL2(ô) , K0(n) =
{(
a b
c d
)
∈ K0|c ∈ n
}
,
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K1(n) =
{(
a b
c d
)
∈ K0(n)|d − 1 ∈ n
}
.
La varie´te´ modulaire de Hilbert ade´lique de niveau K1(n) est de´finie comme :
Y an = Y1(n)
an = G(Q)\G(A)/K1(n)K+∞.
Par (I.1) les composantes connexes de Y an sont indexe´es par le groupe de classes strictes
Cl+F ' A×F /F×ô×F×∞+ de F . Alors on a
Y1(n)
an '
h+∐
i=1
M1(ci, n)
an,
ou` M1(c, n)
an = Γ1(c, n)\HF et ou` les ide´aux ci, 1 ≤ i ≤ h+, forment un ensemble de
repre´sentants de Cl+F .
L’espace des formes modulaires de Hilbert Sk,J(K1(n); C) se de´compose, suivant l’action
du groupe K0(n)/K1(n) ' (o / n)×,
(I.8) Sk,J(K1(n); C) =
⊕
ψ0
Sk,J(n, ψ0),
ou` ψ0 de´crit les caracte`res du groupe (o / n)
×.
Par ailleurs, nous avons vu dans le paragraphe 2.5 une autre de´composition de l’espace
Sk,J(K1(n); C) : soient ηi des repre´sentants du groupe de classes A
×
F /F
×ô×F×∞+ ' Cl+F ,
ou` ô× =
∏
v o
×
v = ν(K1(n)). Alors
(I.9) Sk,J(K1(n); C) '
⊕
i
Sk,J(Γ1(ci, n); C),
ou` c∗i est l’ide´al de F correspondant a` l’ide`le ηi.
La construction suivante permet de mettre ensemble les de´compositions (I.8) et (I.9),
en introduisant un caracte`re de Hecke ψ de F (le caracte`re central de f). Fixons un
caracte`re ψ0 de (o / n)
×. Soit ψ un caracte`re de Hecke de F , de type a` l’infini e´gal a` −n0t
et dont la restriction a` ô× est e´gale a` ψ0. On voit alors a` partir des axiomes (M1) et
(M2) que si f ∈ Sk,J(n, ψ0), alors pour tout x ∈ GA et pour tout z ∈ F×ô×F×∞, on a
f(zx) = ψ(z)−1f(x).
De´finition 4.1. Soit ψ un caracte`re de Hecke de F de conducteur divisant n et de type
a` l’infini e´gal a` −n0t. L’espace Sk,J(n, ψ) est de´fini comme le sous-espace de Sk,J(K1(n); C)
forme´ des f satisfaisant f(zx) = ψ(z)−1f(x), pour tout x ∈ GA et pour tout z ∈ A×F .
Lorsque J = JF cet espace sera note´ Sk(n, ψ).
Comme les caracte`res du groupe abe´lien A×F /F
×ô×F×∞ ' ClF forment une base des
fonctions sur cet ensemble, on a :
(I.10) Sk,J(K1(n); C) =
⊕
ψ
Sk,J(n, ψ),
ou` ψ de´crit les caracte`res de Hecke de F de conducteur divisant n et de type −n0t a` l’infini.
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4.2. Alge`bres de Hecke en niveau K0(n) et K1(n). Lorsque K = K0(n) ou K1(n),
on va de´finir une sous-alge`bre commutative de l’alge`bre de Hecke abstraite introduite dans
le paragraphe 2.6. Soit le semi-groupe :
∆(n) =
{(
a b
c d
)
∈ Gf ∩
∏
v
M2(ov)|dv ∈ o×v , cv ∈ nv , pour tout v | n
}
.
Pour a ⊂ o on de´finit l’ope´rateur de Hecke abstrait Ta comme la somme finie des classes
doubles [KxK] contenues dans l’ensemble {x ∈ ∆(n)|ν(x) o = a}. De meˆme, pour un ide´al
a ⊂ o premier a` n, on de´finit l’ope´rateur de Hecke Sa par la classe double pour K contenant
l’ide`le correspondant a` l’ide´al a (vu comme matrice scalaire).
Pour une place finie v, on a Sv = K
(
$v 0
0 $v
)
K si v - n, et Tv = K
(
$v 0
0 1
)
K.
Alors, l’alge`bre de Hecke abstraite engendre´e par les Ta, pour a ide´al de o et les Sa,
pour a ide´al de o premier a` n, est isomorphe a` l’alge`bre des polynoˆmes a` coefficients dans
Z en les variables Tv, pour v premier et les variables Sv, pour v premier ne divisant pas n.
D’apre`s le paragraphe 2.6 on peut faire agir Ta et Sa sur Sk(K1(n); C) et il est facile
de voir que cette action pre´serve la de´composition (I.10).
Lorsque v divise n on note parfois aussi Uv, a` la place de Tv.
Soit TC = Tk(n, ψ; C), la sous-alge`bre de EndC(Sk,J(n, ψ)) engendre´e par les ope´rateurs
Sv pour v - n et Tv pour tout v (nous verrons plus tard dans le paragraphe 4.5 que TC ne
de´pend pas de J). L’alge`bre TC est commutative, mais elle n’est pas semi-simple en ge´ne´ral.
Cependant, si v - n, les ope´rateurs Sv et Tv sont des endomorphismes normaux pour le
produit scalaire de Petersson, de´fini dans le paragraphe 2.7. La sous-alge`bre T0C ⊂ TC
engendre´e par ces-derniers est donc semi-simple, en d’autres termes Sk(n, ψ) admet une
base forme´e de vecteurs propres pour T0C.
Une forme f ∈ Sk(n, ψ) est dite propre, si elle est vecteur propre pour TC. On note
alors θf : TC → C le caracte`re associe´, de fac¸on qu’on ait Taf = θf (Ta)f . Une forme propre
f est dite normalise´e si θf (To) = 1. Le The´ore`me de Multiplicite´ Un Faible dit que deux
formes propres et normalise´es de Sk(n, ψ) qui ont les meˆmes valeurs propres co¨ıncident. Il
re´sulte du principe de q-de´veloppement et des relations entre coefficients et valeurs propres
(cf le lemme ci-dessous).
Soit f ∈ Sk(K1(n); C). D’apre`s (I.9) on peut associer a` f une famille de formes fi ∈
Sk(Γ1(ci, n); C), ou` les ci sont des repre´sentants du groupe de classes strictes Cl
+
F de F .
Chaque forme fi est de´termine´e par son q-de´veloppement en la pointe∞ de M1(ci, n)an.
Pour tout ide´al fractionnaire a on pose c(f, a) = ξmaξ(fi), ou` a = ci ξ, avec ξ ∈ F×+ . D’apre`s
le (I.7), pour tout  ∈ o×+, on a aξ = k+m−taξ et donc la de´finition de c(f, a) ne de´pend
pas du choix particulier de ξ (ni du choix particulier des ide´aux ci; voir [30] IV.4.2.9.).
Lemme 4.2. ([34] Prop.4.1, [30] (4.64)) Si f ∈ Sk(n, ψ) est propre et normalise´e, alors
ses valeurs propres θf (Ta) sont e´gales a` ses coefficients de Fourier c(f, a).
4.3. Formes modulaires ordinaires. Lorsque le poids k n’est pas paralle`le, il faut
modifier le´ge`rement la de´finition des ope´rateurs de Hecke. On pose T0,v = $
−m
v Tv et
S0,v = $
−2m
v Tv (cf [34] Sect.3 ; nous nous placerons toujours sur un anneau p-adiques
assez grand O qui satisfait les hypothe`ses mentionne´es dans cette re´fe´rence).
L’inte´reˆt des ope´rateurs T0,v et S0,v apparaˆıtra quand nous e´tudierons l’alge`bre de Hecke
a` coefficients dans O, parce qu’ils pre´servent de manie`re optimale les structures entie`res
sur les formes modulaires de Hilbert et sur la cohomologie.
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De´finition 4.3. Une forme modulaire de Hilbert propre et normalise´e f est dite or-
dinaire en p si ses valeurs propres pour les ope´rateurs T0,p sont des unite´s p-adiques, pour
tout p divisant p,.
4.4. Formes modulaires primitives. Pour tout n1 divisant n et divisible par le
conducteur de ψ, et pour tout n2 divisant nn
−1
1 on conside`re l’application line´aire
Sk(n1, ψ)→ Sk(n, ψ), g 7→ g| n2,
ou` g| n2 est de´termine´e par la relation c(g| n2, a) = c(g, a n−12 ).
On de´finit le sous-espace Soldk (n, ψ) de Sk(n, ψ) comme le sous-espace vectoriel engendre´
par les images de toutes ces applications line´aires. Cet espace est stable par les ope´rateurs
de Hecke en dehors de n. L’espace Snewk (n, ψ) des formes nouvelles ou primitive est de´fini
comme l’orthogonal pour le produit de Petersson de Soldk (n, ψ) dans Sk(n, ψ). Puisque
les ope´rateurs de Hecke en dehors de n sont normaux pour le produit de Petersson, la
de´composition en somme directe Sk(n, ψ) = S
new
k (n, ψ) ⊕ Soldk (n, ψ) est stable par T0C. Le
The´ore`me de Multiplicite´ Un Fort, duˆ a` Miyake pour les formes de Hilbert, dit que si une
forme f ∈ Snewk (n, ψ) est propre pour T0C, alors elle est propre pour TC.
On sait par [34] Thm.5.2 que l’accouplement TC×Sk(n, ψ)→ C, (T, g) 7→ c(g|T, o) est
une dualite´ parfaite.
4.5. Groupe de Weyl. Puisque G = ResFQ GL2, on a K∞ = (F ⊗ R)×O2(F ⊗ R) et
K+∞ = (F ⊗R)× SO2(F ⊗R). On identifie {±1}JF et le groupe de Weyl K∞/K+∞ de G, en
envoyant pour toute partie J de JF l’e´le´ment J = (−1J , 1JF \J) sur cJK+∞, ou` pour tout
τ ∈ JF , Det(cJ,τ ) < 0 si et seulement si τ ∈ J . Notons que card(J) = long(J ).
Le groupe de Weyl agit sur l’espace des formes modulaires de Hilbert. En effet,
pour toute partie J de JF la double classe [KcJK] envoie bijectivement Sk(K; C) sur
Sk,JF\J(K; C). Cette action commute a` l’action des ope´rateurs de Hecke.
On pose fJ = JF \J · f .
5. Isomorphisme d’Eichler-Shimura-Harder.
Dans toute cette partie G = ResFQ GL2. L’isomorphisme d’Eichler-Shimura-Harder per-
met de relier l’action des ope´rateurs de Hecke sur l’espace des formes de Hilbert cuspidales
avec celle sur la cohomologie cuspidale de la varie´te´ de Hilbert.
On rappelle que O de´signe un anneau p-adique assez grand. Pour toute O-alge`bre R,
Vn(R) de´signe le R-module des polynoˆmes en les variables (Xτ , Yτ )τ∈JF qui sont homoge`nes
de degre´ nτ en chaque couple de variables (Xτ , Yτ ). On a un accouplement (parfait si n0!
est inversible dans R) :
(I.11) 〈 , 〉 : Vn(R)× Vn(R)→ R, de´fini par〈 ∑
0≤j≤n
ajX
n−jY j ,
∑
0≤j≤n
bjX
n−jY j
〉
=
∑
0≤j≤n
(−1)jajbn−j
(
n
j
)
,ou`
(
n
j
)
=
∏
τ∈JF
(
nτ
jτ
)
.
La matrice Θn de cet accouplement dans la base canonique de Vn(R) est caracte´rise´e
par la proprie´te´ suivante :([
xτ
yτ
]nτ)t
Θn
([
zτ
tτ
]nτ)
=
∏
τ
∣∣∣∣xτ zτyτ tτ
∣∣∣∣nτ
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On munit le R-module Vn(R) d’une action de (M2(O) ∩GL2(E))JF donne´e par
γ · P ((Xτ , Yτ )τ∈JF ) = ν(γ)mP ((det(γ)γ−1)t(Xτ , Yτ )τ∈JF ).
Le R-module Vn(R) re´alise la repre´sentation Vn =
⊗
τ (Sym
nτ ⊗Detmτ ) du groupe
alge´brique G. Comme le poids n+ 2m = n0t est paralle`le, le groupe o
×
+ agit trivialement.
On note Vann (R) le faisceau des sections continues (donc localement constantes) de
G(Q)\(G(A)× Vn(R))/K1(n)K+∞ → G(Q)\G(A)/K1(n)K+∞ = Y an.
Remarque 5.1. Conside´rons le reveˆtement universel HF → Man. Il est bien connu,
que l’on a une e´quivalence de cate´gories entre les repre´sentations V de Γ sur des L-vectoriels
de dimension finie, qui sont triviales sur le centre, et les syste`mes locaux en L-vectoriels
Van sur Man, qui a un tel K-vectoriel de dimension finie V associe le faisceau des sections
continues de Γ\(HF × V )→Man (V e´tant muni de la topologie discre`te).
Pour tout y ∈ ∆(n) l’application [y] : G(A)×Vn(R)→ G(A)×Vn(R), (x, v) 7→ (xy, yp·v)
induit une action de l’ope´rateur de Hecke [K1(n)yK1(n)] sur la cohomologie H
•(Y an,Vn(R))
qui pre´serve la cohomologie cuspidale H•cusp(Y an,Vn(R)).
Par les travaux de Harder [29], on sait qu’en degre´ me´dian la cohomologie cuspidale
Hdcusp(Y
an,Vn(R)) co¨ıncide avec la cohomologie parabolique H
d
! (Y
an,Vn(R)), de`s que n 6=0.
L’accouplement (I.11) donne un accouplement de Poincare´
〈 , 〉 : Hd(Y an,Vn(R))×Hdc(Y an,Vn(R))→ R.
Soit η l’ide`le correspondant a` l’ide´al n et notons ι =
(
0 1
−η 0
)
l’involution d’Atkin-
Lehner. On tord l’accouplement de Poincare´ en posant [x, y] = 〈x, ιy〉 et on obtient ainsi
un accouplement
(I.12) [ , ] : Hd! (Y
an,Vn(R))×Hd! (Y an,Vn(R))→ R,
qui est Hecke e´quivariant, c’est a` dire pour tout ope´rateur T de Hecke on a [Tx, y] = [x, Ty].
Pour J ⊂ JF on pose dzJ =
∧
τ∈J dzτ ∧
∧
τ∈JF \J dzτ et
ηJn(z) =
∏
τ∈J
ηnτ (zτ )
∏
τ∈JF \J
ηnτ (zτ ) , ou` ηnτ (zτ ) =
nτ∑
j=0
(−zτ )jXnτ−jY j .
Pour g ∈ Sk,J(n, ψ), on pose δ(g) = g(z)ηJn (z)dzJ .
The´ore`me 5.2. (Hida, [35]) Si n 6= 0, l’application δ induit un isomorphisme Hecke
e´quivariant :
(I.13) δ :
⊕
ψ
⊕
J⊂JF
Sk,J(n, ψ) ∼= Hd! (Y an,Vn(R)),
ou` ψ de´crit tous les caracte`res de Hecke de conducteur divisant n et de type −n0t a` l’infini.
Notons que GL2(F ⊗ R)/(F ⊗ R)× · O2(F ⊗ R) ∼= HF . Par cette identification on a(
1 0
0 −1
)
· z = −z. Le groupe de Weyl {±1}JF (cf §.4.5) agit donc sur (M an,Van) de la
manie`re suivante : si J ⊂ JF et z = (zJ , zJF\J) ∈ HF , alors J · (z, v) = ((−zJ , zJF\J), v).
Cette action induit une action du groupe de Weyl sur la cohomologie.
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Pour tout J ⊂ JF notons ̂J : {±1}JF → {±1} l’unique caracte`re qui envoie τ =
(−1τ , 1τ ) sur 1, si τ ∈ J , et sur −1 si τ ∈ JF \J . La projection de Sk,J(n, ψ), via
l’isomorphisme (I.14), sur la (ψ, ̂J )-partie de la cohomologie induit un isomorphisme
(I.14) δJ : Sk,J(n, ψ) ∼= Hd! (Y an,Vn(R))[ψ, ̂J ].
Nous donnons ici aussi une version sur R, analogue a` l’isomorphisme d’Eichler-Shimura
classique (cf [31]). Il ne sera pas utilise´ dans la suite. Fixons une place infinie τ0 de F.
Corollaire 5.3. Si n 6= 0, l’application Re(δ) induit un isomorphisme Hecke e´quivariant:
Re(δ) :
⊕
ψ
⊕
τ0∈J⊂JF
Sk,J(n, ψ) ∼= Hd! (Y an,Vn(R)),
ou` ψ de´crit tous les caracte`res de Hecke de conducteur divisant n et de type −n0t a` l’infini.
De´monstration : Tout e´le´ment de ⊕
J⊂JF
Sk,J(n, ψ) peut s’e´crire sous la forme f +
g avec f, g ∈ ⊕
τ0∈J⊂JF
Sk,J(n, ψ). Or pour tout f ∈ ⊕
J⊂JF
Sk,J(n, ψ) on a Re(δ(f )) =
Re(δ(f)) = Re(δ(f)) et donc l’application Re(δ) est surjective par le the´ore`me pre´ce´dent.
D’ou` l’isomorphisme par comparaison de dimensions. 
6. Compactifications toro¨ıdales analytiques.
Re´fe´rences : [1][44].
On a vu qu’en ajoutant a` M an un nombre fini de points (les Γ-pointes) on obtient un
espace analytique M an ∗, compact pour la topologie de Satake. L’espace M an ∗ est aussi
appele´ compactification minimale et il n’est jamais lisse lorsque dF > 1, comme le montre
un argument de topologie (cf [24]).
Un voisinage typique de la pointe ∞ dans M an est de la forme o×∞\q(DH) ⊂ o×∞\C×d.
On aurait pu tenter de compactifier cette pointe en conside´rant l’adhe´rence de o×∞\q(DH)
dans o×∞\Cd. Le proble`me est que si dF > 1 le quotient de Cd par un groupe abe´lien, ayant
des points fixes isole´s, n’est jamais lisse (cf [24] p.30).
Il est important de disposer de compactifications lisses de M an avec diviseurs a` croise-
ments normaux a` l’infini (i.e. au-dessus des pointes). Par exemple, pour pouvoir donner
une de´composition de Hodge de la cohomologie singulie`re de M an, on doit introduire des
faisceaux cohe´rents a` singularite´s logarithmiques a` l’infini. Pour obtenir une compactifica-
tion lisse de M an, on utilise la the´orie des immersions toro¨ıdales, s’inspirant du fait qu’au
voisinage d’une pointe, M an ressemble au quotient d’un tore par l’action d’un groupe.
6.1. Immersions toriques. Dans ce paragraphe on adopte les notations suivantes :
k corps alge´briquement clos.
S ∼= Gdm tore alge´brique sur k.
X = Hom(S,Gm) ∼= Zd groupe des caracte`res de S. Pour ξ ∈ X on notera qξ le
caracte`re correspondant.
X∗ = Hom(Gm, S) ∼= Zd groupe des cocaracte`res de S. Pour ξ∗ ∈ X∗ on notera λξ∗ le
cocaracte`re correspondant.
On a un accouplement parfait 〈 , 〉 : X ×X∗ → Z.
Pour tout anneau commutatif R et tout mono¨ıde Q, on notera R[qξ; ξ ∈ Q] la R-alge`bre
du mono¨ıde.
On a S = Spec
(
k[qξ; ξ ∈ X]) et S = Gm⊗X∗.
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Remarque 6.1. Si k = C on peut identifier C /Z et Gm par l’application e
2ipi· et on a
(i) X∗ ∼= pitop1 (S).
(ii) X∗C = X
∗ ⊗ C reveˆtement universel de S.
(iii) S ∼= X∗C/X∗ = Sc × iX∗R, ou` Sc ∼= X∗R/X∗ est le sous-groupe compact maximal de
S. On appelle ord : S → X∗R l’application de´duite de la projection sur iX ∗R.
De´finition 6.2. Une immersion torique normale (affine) de S, est une immersion
ouverte de S dans une varie´te´ (=sche´ma inte`gre de type fini, se´pare´ sur k) normale (affine)
munie d’une action de S qui e´tend l’action de S sur lui-meˆme.
Dans la suite, on ne conside´rera que des coˆnes polye´draux rationnels convexes de X ∗R,
ouverts dans l’espace vectoriel qu’ils engendrent et stricts (i.e. qui ne contiennent pas de
droite); on abre´gera ces proprie´te´s en parlant de coˆnes p.r.c.o.s. Un tel coˆne σ est dit lisse,
si σ ∩X∗ est engendre´ par une partie d’une base de X∗.
The´ore`me 6.3. ([44] Chap.I, The´ore`me 1’) La correspondance :
σ 7→ Sσ := Spec k[qξ ; ξ ∈ X ∩ σˇ]
donne une bijection entre l’ensemble des coˆnes p.r.c.o.s. de X ∗R et l’ensemble des immer-
sions toriques normales affines de S. De plus Sσ est lisse, si et seulement si, le coˆne σ est
lisse.
Exemple 6.4. Voici trois exemples d’immersions torique pour S = Gm
2 :
• σ1 = (1, 0) R+ +(0, 1) R+, donne Gm2 ↪→ Spec(k[Z1, Z2]) ∼= A2.
• σ2 = (1, 0) R+, donne Gm2 ↪→ Spec(k[Z1, Z2, Z−12 ]) ∼= A1×Gm.
• σ3 = (1, 1) R+ +(1,−1) R+, donne
Gm
2 ↪→ Spec(k[Z1Z2, Z1, Z1Z−12 ]) ∼= Spec(k[Z1, Z2, Z3]/(Z1Z3 − Z22 )).
Proposition 6.5. ([44] Chap.I, The´ore`me 3) Soient Sσ1 et Sσ2 deux immersions
toriques normales affines de S. Alors, il existe un morphisme S-e´quivariant Sσ1 → Sσ2, si
et seulement si σ1 ⊂ σ2.
On veut maintenant de´crire le bord de Sσ : il est stratifie´ en orbites sous S de points a`
l’infini obtenus comme des limites “limt→0 λξ∗(t)”, pour ξ∗ ∈ X∗∩σ. De manie`re rigoureuse,
pour tout ξ∗ ∈ σ ∩X∗, on de´finit le point λξ∗(0) ∈ Sσ, par :
∀ξ ∈ X ∩ σˇ, qξ(λξ∗(0)) =
{
1, si 〈ξ, ξ∗〉 = 0
0, si 〈ξ, ξ∗〉 > 0 .
The´ore`me 6.6. ([44] Chap.I, The´ore`me 2)
(a) Soient ξ∗1 , ξ
∗
2 ∈ σ∩X∗. Alors λξ∗1 (0) = λξ∗2 (0), si et seulement si ξ∗1 et ξ∗2 appartiennent
a` l’inte´rieur d’une meˆme face de σ.
(b) Chaque S-orbite de Sσ contient un unique point du type λξ∗(0), ξ
∗ ∈ σ ∩X∗.
(c) On a une bijection entre les faces de σ et les S-orbites de Sσ, τ 7→ o(τ).
(d) τ1 ⊂ τ2 si et seulement si o(τ2) ⊂ o(τ1).
(e) dim(τ) + dim(o(τ)) = d.
Soit une face τ de σ. On a o(τ) = Spec
(
k[qξ; ξ ∈ X ∩ τ⊥]
)
et o(τ) =
∐
τ⊂τ ′ o(τ
′). La
strate o(τ) est ferme´e dans Sτ (donne´e par l’ide´al engendre´ par les q
ξ tels que 〈ξ, ξ∗〉 > 0
pour tout ξ∗ a` l’inte´rieur de τ) et Sτ est ouverte dans Sσ. De plus les strates de Sσ
contenues dans Sτ sont les strates de Sτ .
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De´finition 6.7. Un e´ventail dans X∗R (= de´composition rationnelle partielle en coˆnes
polye´draux fortement convexes), est la donne´e d’un ensemble Σ de coˆnes p.r.c.o.s. de X ∗R
deux a` deux disjoints, tel que pour tout σ ∈ Σ et pour toute face τ de σ, τ ∈ Σ. L’e´ventail
est dit lisse si tout les coˆnes qu’il contient sont lisses.
Tout e´ventail peut eˆtre raffine´ en un e´ventail lisse, par subdivision des coˆnes. D’apre`s
la proposition 6.5, e´tant donne´ un e´ventail Σ, on peut recoller les Sσi , i = 1, 2, le long des
Sτ , τ de´signant l’inte´rieur de σ1 ∩ σ2, et ainsi obtenir un sche´ma se´pare´, normal, inte`gre,
localement de type fini sur k, note´ SΣ ou S{σ}. Si Σ est fini, SΣ est une varie´te´.
The´ore`me 6.8. ([44] Chap.I, The´ore`me 6)
(a) L’application Σ 7→ SΣ donne une bijection entre les e´ventails de X∗R et les immersions
toriques normales de S.
(b) L’application σ 7→ Sσ donne une bijection entre les faces σ et les ouverts affines S-
invariants de SΣ.
(c) L’application σ 7→ Oσ:= l’unique orbite ferme´e de Sσ, est une bijection entre les faces
σ et les S-orbites de SΣ. De plus τ ⊂ σ, si et seulement si, Oσ ⊂ Oτ .
Proposition 6.9. ([44] Chap.I, The´ore`mes 7 et 8) Soient SΣ et SΣ′ deux immersions
toriques normales de S. Alors, il existe un morphisme S-e´quivariant SΣ → SΣ′ , si et
seulement si, Σ ⊂ Σ′. De plus la fle`che SΣ → SΣ′ est propre, si et seulement si,
⋃
σ∈Σ σ =⋃
σ∈Σ′ σ.
Remarque 6.10. Si k est un anneau (en particulier si k = Z) la construction qui a` Σ
associe SΣ reste inchange´e. En revanche, on n’obtient pas toutes les immersions toriques
de cette manie`re-la`.
6.2. Carte locale pour une pointe de M an. Soit une Γ-pointe C = γ∞. On a vu
dans le paragraphe 3.3 qu’un syste`me de voisinages de C dans M an est donne´, pour H > 0,
par les BΓ,C\γWH ∼= o×C \Dγ,H , ou` Dγ,H = γ−1Γγ ∩ UR\WH = X∗\WH et ou` l’action de
o×C sur Dγ,H est donne´e par (u, ) · z = φ(u2)z + φ(uξ∗u,) (cf §.3.3).
Notons qu’avec les notations de la remarque 6.1, on a X ∗R = F ⊗R, SC
∼←
q
φ(X∗)\F ⊗C,
SC,c
∼←
q
F ⊗R /φ(X∗) et ord : φ(X∗)\F ⊗C→ F ⊗R est l’application “partie imaginaire”.
On a aussi X∗\HF = ord−1((F ⊗R)+) et X∗\WH = ord−1{y ∈ (F ⊗ R)+ |
∏
τ yτ > H}.
L’exponentielle donne une injection q : Dγ,H ↪→ SC et l’action de o×C s’e´tend en une
action sur le tore complexe SC = Gm⊗X∗ par (u, ) · qz = qu2z quξ∗u, .
L’action de o×C sur SC tout entier, n’est pas libre (l’e´le´ment unite´ de SC reste fixe). Un
autre proble`me est pose´ par le sous-groupe o×C,Z = {(u, ) ∈ o×C | = u−2} de o×C .
Lemme 6.11. (i) Le groupe o×C,Z agit trivialement sur SC.
(ii) Sous l’hypothe`se (NT) o×C / o
×
C,Z agit librement et discontinuement sur q(Dγ,H).
De´monstration : Un calcul direct montre que si  = u−2, alors ξ∗u, ∈ X∗, d’ou` le (i). Le
(ii) de´coule du fait que sous l’hypothe`se (NT) on a −1 /∈ o×C . 
On veut ajouter a` SC une frontie`re analytique E de fac¸on que l’action de o×C / o×C,Z sur
SC se prolonge en une action libre et discontinue sur E . Le quotient par o×C de l’adhe´rence
q(Dγ,H) de q(Dγ,H) dans SC ∪ E sera la carte locale pour la compactification de la pointe
C.
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Pour ce faire on conside`re un e´ventail ΣC de X∗R + = {0} ∪ (F ⊗ R)+ qui est complet
(i.e. tel que
⋃
σ∈Σ σ = X
∗
R +), stable pour l’action de o
× et qui contient un nombre fini
d’e´le´ments modulo cette action. L’existence d’une telle de´composition de´coule du the´ore`me
des unite´s de Dirichlet (o×2 ∼= Zd−1). En effet, il suffit de de´composer en cellules
φ(X∗) ∩ {y ∈ X∗R + |
∏
τ
yτ = min
ξ∗∈X∗\{0}
NF/Q(ξ
∗)} ∼←−
exp
Zd−1
et prendre chaque cellule comme base d’un coˆne. Quitte a` raffiner notre de´composition (en
subdivisant un coˆne et subdivisant les autres coˆnes de manie`re o×- e´quivariante) on peut
supposer ΣC lisse.
Soit SC ↪→ SΣC l’immersion torique correspondante, avec action e´quivariante de o×.
Soit E = SΣC\SC . Soit q(Dγ,H) l’adhe´rence de q(Dγ,H) dans SΣC . On voit aise´ment
Proposition 6.12. (i) On a q(Dγ,H) = q(Dγ,H) ∪ E.
(ii) Le groupe o×C,Z agit trivialement sur q(Dγ,H). Le groupe o
×
C / o
×
C,Z agit librement et
discontinument sur q(Dγ,H).
L’espace analytique o×C \q(Dγ,H) est la carte de la pointe C. Pour compactifier la pointe
C on recolle M an et o×C \q(Dγ,H) le long de o×C \Dγ,H .
6.3. Recollement et compactification analytique. Soit M an = ManΣ la varie´te´
analytique complexe obtenue, par la construction du paragraphe pre´ce´dent, en recollant a`
Man les cartes locales pour toutes les Γ-pointes. Dans la suite nous e´crirons juste M an,
bien que tout de´pend des e´ventails Σ = (ΣC)C .
Proposition 6.13. M an est une varie´te´ analytique complexe propre et lisse, contenant
Man comme sous-varie´te´ ouverte dense. On a un morphisme de varie´te´s analytiques pi :
Man →Man ∗ qui est un isomorphisme au dessus de M an.
De´monstration : Pour de´montrer la proprete´ de M an on utilise le crite`re de compacite´
se´quentielle. Soit une suite de points zj ∈Man. Comme M an est ouvert dense dans M an,
il suffit de conside´rer le cas ou` zj ∈ Man (argument d’extraction diagonale). Puisque l’on
sait de´ja` que M an ∗ est compact, on peut supposer que la suite pi(zj) converge vers une
pointe C de M an ∗. Dans ce cas, pour j assez grand, zj appartient a` Dγ,H . Comme ΣC
posse`de un nombre fini de coˆnes modulo l’action de o×C , on peut supposer qu’il existe un
coˆne σ ∈ ΣC , tel que pour tout j, q(zj) appartient a` SC,σ.
Montrons alors qu’il existe une suite extraite de la suite q(zj) qui converge vers un point
de SC,σ. Conside´rons la suite yj = ord(q(zj)) ∈ σ. On a yj,τ > 0 et limj→∞
∏
τ yj,τ =∞. Si
l’on de´compose les yj dans une base de σ, on trouve aise´ment qu’au moins une coordonne´e
tend vers +∞. D’apre`s la description de la topologie de SC,σ, donne´e dans [1], il est clair
que l’on peut extraire de q(zj) une sous-suite convergente dans SC,σ. 
CHAPITRE II
Compactifications arithme´tiques des varie´te´s de Hilbert
pour Γ1(c, n)
On garde les notations du de´but du chapitre I. Posons ∆ = N(dn). Sous l’hypothe`se
(NT) de I.1.3, le groupe de congruences Γ = ΓD1 (c, n) est sans torsion et le proble`me de
modules correspondant admet un espace grossier M = MD1 (c, n) qui est un Z[
1
N(n) ]-sche´ma
lisse en dehors de ∆. En outre, lorsque D = Gm le proble`me est repre´sentable par un
Z[ 1N(n) ]-sche´ma M
1 = M11 (c, n), lisse en dehors de ∆, et une VAHB universelle pi : A →M 1
(cf §.3.1 pour la de´finition pre´cise des espaces de modules).
Nous de´crivons dans ce chapitre les compactifications arithme´tiques toro¨ıdales et min-
imale de la varie´te´ modulaire de Hilbert M , ainsi que les compactifications toro¨ıdales des
varie´te´s de Kuga-Sato As (=produit fibre´ s-fois de A au-dessus de M 1).
Les principales re´fe´rences pour les compactifications de M sont les articles [57] de
M. Rapoport et [6] de C.-L. Chai, ou` les compactifications toro¨ıdales et minimale sont
construites en niveau Γ1(c, n), dans le cas ou` n est un entier naturel. Par ailleurs, M.
Rapoport explique comment on peut obtenir une compactification partielle de M 11 (c, n)
aux pointes non-ramifie´es. La contribution principale de ce chapitre est qu’il fournit les
cartes locales servant a` compactifier les pointes ramifie´es. Une application imme´diate est
le “principe du q-de´veloppement” en ces pointes ramifie´es.
Contrairement au cas analytique, la construction de la compactification minimale
arithme´tique utilise les compactifications toro¨ıdales arithme´tiques. Afin de construire ces
dernie`res nous aurons a` faire (en suivant [57]) plusieurs e´tapes pre´paratoires :
− rappel de la construction ge´ne´rale de varie´te´s semi-abe´liennes, donne´e par D. Mum-
ford dans le cas totalement de´ge´ne´re´ [53],
− e´tude de la notion de (R, n)-pointe, qui est l’analogue alge´brique de la Γ-pointe,
− construction des cartes locales pour les compactifications toro¨ıdales arithme´tiques,
− e´nonce´ d’un re´sultat d’alge´brisation de Rapoport et du the´ore`me d’uniformisation
des varie´te´s abe´liennes de Raynaud.
La re´fe´rence pour les compactifications des varie´te´s de Kuga-Sato est le livre de Faltings
et Chai [21]. Les compactifications des varie´te´s de Kuga-Sato au-dessus des compactifi-
cations toro¨ıdales de la varie´te´ modulaire de Hilbert nous permettront d’e´tendre certains
fibre´s automorphes de M 1 a` M1. Les fibre´s ainsi construits descendent a` M et M . Dans le
chapitre III nous verrons une application concernant la de´composition de Hodge-Tate de
la cohomologie de ces fibre´s.
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1. Construction de VAHB de´ge´ne´rantes.
1.1. La construction de Mumford. Soit R un anneau excellent, inte´gralement clos,
noethe´rien, complet pour la topologie I-adique, pour un ide´al radiciel I =
√
I. Soit K le
corps des fractions de R. Soit S = Spec(R), η son point ge´ne´rique et S0 = Spec(R/I) le
sous-sche´ma ferme´ de´fini par I.
De´finition 1.1. Un S-sche´ma en groupes commutatif, lisse et de type fini G est dit
semi-abe´lien, si ses fibres ge´ome´triques sont des extensions d’une varie´te´ abe´lienne par un
tore.
Conside´rons le tore de´ploye´ G˜ = Grm×S de rang r sur S. Soit b un sous-groupe discret
polarisable de G˜(K). L’objet de cette section est d’esquisser la construction d’un sche´ma
semi-abe´lien G/S, comme “quotient” de G˜ par b. La strate´gie est la suivante :
(i) Construire une “compactification” G˜ ↪→ P˜ telle que l’action de b s’e´tende a` P˜ et
que b agisse librement et discontinument sur P˜ ×
S
S0 (pour la topologie de Zariski).
(ii) Suivre les fle`ches du diagramme : G˜
  ouvert // P˜ P˜.
comple´tionoo
quotient formel par b

G 
 ouvert // P P
alge´brisation
oo
(iii) Enfin, montrer que G est semi-abe´lien sur S, inde´pendant du choix de P˜ , que Gη
est abe´lien, et que G0 = G˜0 = G
r
m × S0.
Pe´riodes et polarisation. Soit a = Zr le groupe des caracte`res de G˜. Pour α ∈ a, notons
Xα ∈ Γ(G˜,O eG) le caracte`re associe´. Alors de manie`re canonique :
G˜ = Spec(R[Xα;α ∈ a])
De´finition 1.2. Un ensemble de pe´riodes est un sous-groupe b ⊂ G˜(K) isomorphe a`
Zr.
De´finition 1.3. Une polarisation pour b est un homomorphisme φ : b→ a tel que :
(i) Xφ(β)(β′) = Xφ(β
′)(β), pour tout β, β ′ ∈ b,
(ii) Xφ(β)(β) ∈ I, pour tout β ∈ b\{0}.
Lemme 1.4. Pour tout α ∈ a, il existe n ≥ 1 avec Xnφ(β)+α(β) ∈ R pour tout β ∈ b.
Mode`les relativement complets. E´tant donne´ un ensemble de pe´riodes b ⊂ G˜(K) muni
d’une polarisation φ, Mumford donne la
De´finition 1.5. Un mode`le relativement complet de G˜, par rapport a` (b, φ), est la
donne´ des e´le´ments suivants :
(a) Un sche´ma inte`gre P˜ , localement de type fini sur R,
(b) Une immersion ouverte i : G˜ ↪→ P˜ ,
(c) Un faisceau inversible L˜ sur P˜ ,
(d) Une action du tore G˜ sur P˜ et L˜, note´e Sg : P˜ → P˜ et S∗g : L˜ → L˜, pour tout point
fonctoriel g de G˜,
(e) Une action de b sur P˜ et L˜, note´e Tβ : P˜ → P˜ et T ∗β : L˜ → L˜, pour tout β ∈ b,
satisfaisant aux conditions suivantes :
(i) Il existe un ouvert G˜-invariant U ⊂ P˜ de type fini sur S et tel que P˜ = ∪β∈bTβ(U).
1. CONSTRUCTION DE VAHB DE´GE´NE´RANTES. 35
(ii) Pour toute valuation v sur le corps des fonctions rationnelles sur G˜ qui est positive
surR, on a : v a du centre sur P˜ ⇐⇒ pour tout α ∈ a, il existe β ∈ b avec v(Xα(β)Xα) ≥ 0.
(iii) Les actions de G˜ et b sur P˜ prolongent leurs actions par translation sur G˜η.
(iv) Les actions de G˜ et b sur L˜ ve´rifient la condition de compatibilite´ suivante :
S∗gT ∗β = X
φ(β)(g)T ∗βS
∗
g , pour tout β ∈ b et tout point fonctoriel g de G˜.
(v) L˜ est ample sur P˜ , au sens que les comple´ments des lieux des ze´ros des sections
globales Γ(P˜ , L˜⊗n), n ≥ 1, forment une base de la topologie de Zariski de P˜ .
De´finition 1.6. Une e´toile Σ est un sous-ensemble fini de a tel que 0 ∈ Σ, Σ = −Σ et
Σ contient une base de a.
Soit l’anneau gradue´ : R = ∑∞k=0K[Xα;α ∈ a] · θk.
On de´finit une action du groupe b sur R par :

T ∗β (c) = c, pour c ∈ K,
T ∗β (X
α) = Xα(β)Xα, pour α ∈ a,
T ∗β (θ) = X
φ(β)(β)X2φ(β)θ.
De´finition 1.7. Soit Σ une e´toile de a; on note Rφ,Σ le sous anneau de R engendre´
sur R par les e´le´ments T ∗β (X
αθ) pour β ∈ b et α ∈ Σ, i.e. :
Rφ,Σ = R[X
φ(β)+α(β)X2φ(β)+αθ]β∈b,α∈Σ.
D’apre`s le lemme 1.4 on peut supposer, quitte a` remplacer φ par nφ, que Rφ,Σ ⊂
R[Xαθ]α∈a.
On montre alors que Proj(Rφ,Σ) est un mode`le relativement complet pour G˜. Comme
Rφ,Σ est un anneau gradue´ engendre´ par ses e´le´ments de degre´ 1, Proj(Rφ,Σ) est muni d’un
faisceau tre`s ample inversible canonique, qui est le O(1).
On obtient ainsi le :
The´ore`me 1.8. (Mumford [53]) Soit G˜ un tore de´ploye´ sur S, b ⊂ G˜(K) un groupe de
pe´riodes et φ : b→ a une polarisation. Alors, pour toute e´toile Σ de a, quitte a` remplacer
φ par nφ (n ∈ Z, n  0), P˜ = Proj(Rφ,Σ), muni de son faisceau canonique O(1), est un
mode`le relativement complet pour G˜ sur S, par rapport a` (b, 2φ).
On remarque que G˜η = P˜η .
La construction du quotient proce`de en deux temps : Mumford forme d’abord le quo-
tient P du comple´te´ formel de P˜ le long du bord, par b. Ce quotient est un sche´ma formel
propre et de type fini, donc s’alge´brise en un sche´ma propre de type fini note´ P .
Conside´rons l’ouvert
⋃
β∈b Tβ(G˜) ⊂ P˜ . Soit B˜ = P˜ −
⋃
β∈b Tβ(G˜) le sous-sche´ma
re´duit, et b le quotient par b de son comple´te´ formel. C’est la comple´tion formelle d’un
sous-sche´ma re´duit B ⊂ P . Posons G = P\B. Par construction les comple´tions I-adiques
de G et G˜ sont canoniquement isomorphes.
The´ore`me 1.9. (Mumford [53])Le sche´ma G/S est semi-abe´lien, Gη est une varie´te´
abe´lienne et G0 est un tore de´ploye´ de rang r. Le sche´ma G/S ne de´pend que du tore G˜ et
du groupe de pe´riodes b, et il est inde´pendant de la fonction de polarisation φ et du mode`le
relativement complet P˜ . La construction de G/S est fonctorielle en G˜/S et en b.
1.2. Construction de VAHB de´ge´ne´rantes. On applique la construction de Mum-
ford pour construire des varie´te´s abe´liennes de Hilbert-Blumenthal de´ge´ne´rantes (cf I.3.1).
Soit X un ide´al fractionnaire de F , muni de sa positivite´ X+ = X ∩ (F ⊗ R)+.
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L’anneau de base Sσ. Soit R = Z[q
ξ; ξ ∈ X].
Soit S = Spec(R) = Gm ⊗X∗ le tore sur Z de groupe de caracte`res X.
Soit Σ un e´ventail lisse complet de X∗R + et soit S ↪→ SΣ, l’immersion torique associe´e.
On rappelle qu’elle est obtenue en recollant, pour σ ∈ Σ, les immersions toriques affines
S ↪→ Sσ = SpecRσ, ou` Rσ = Z[qξ; ξ ∈ X ∩ σˇ]. Soit S∧σ le comple´te´ de Sσ le long de
S∞σ := Sσ\S et S∧Σ le comple´te´ de SΣ le long de S∞Σ := SΣ\S.
Pour e´crire les choses plus explicitement, donnons nous une base ξ∗1 ,..,ξ
∗
r de σ que l’on
comple`te en une base ξ∗1 ,..,ξ
∗
d de X
∗. Soit ξ1,..,ξd la base duale de X et posons Zi = qξi .
Alors Rσ = Z[Z1, .., Zr, Z
±
r+1Z
±
d ] et S
∞
σ est le diviseur a` croisements normaux de Sσ de´fini
par l’e´quation Z1...Zr = 0.
On a S∧σ = Spf(R∧σ ), ou` R∧σ est le comple´te´ de Rσ en l’ide´al principal radiciel (Z1 ·...·Zr).
Pour de´crire ce comple´te´, on de´compose tout n = (n1, .., nd) ∈ Zd en (n′, n′′) ∈
Zr×Zd−r. Disons qu’une se´rie de Laurent formelle ∑n∈Zd cnZn11 ...Zndd a` coefficients cn ∈ Z
est (Z1 · . . . · Zr)-entie`re si
(i) pour tout n′′, cn′,n′′ = 0, si n′ 6∈ Nr,
(ii) pour tout H ≥ 1 on a cn′,n′′ = 0, pour presque tout (n′, n′′) /∈ [H,∞[r × Zd−r.
Le comple´te´ R∧σ s’identifie alors a` l’ensemble des se´ries
∑
n∈Zd cnZ
n1
1 ...Z
nd
d qui sont
(Z1 · . . . · Zr)-entie`res. C’est un anneau normal.
On voit ainsi que R∧σ est aussi le comple´te´ de Rσ par rapport a` la topologie suivante
(II.1) qξi → 0 ⇐⇒ TrF/Q(ξiξ∗)→ +∞, ∀ξ∗ ∈ σ.
L’anneau de base sur lequel nous effectuons la construction de Mumford est ici R∧σ .
Soit Sσ = Spec(R
∧
σ ) et posons S
0
σ = S ×
Sσ
Sσ = Spec(R
∧
σ ⊗Rσ R). C’est l’ouvert de Sσ
obtenu en rendant inversible qξ pour tout e´le´ment ξ de X ∩ σˇ0 (ou` σˇ0 de´signe l’inte´rieur
du coˆne σˇ). Soit Sσ0 := Sσ\S0σ muni de la structure re´duite. Si σ′ ⊂ σ, on a une fle`che
Sσ′ → Sσ.
Le tore G˜. Soit a (=P ∗ dans les notations de Rapoport [57]) un ide´al de notre corps de
nombres totalement re´el F et soit G˜ := (Gm⊗a∗)×Sσ le Sσ-tore de groupe des caracte`res
a. Explicitement : G˜ = Spec (R∧σ [Xα;α ∈ a]).
L’ensemble des pe´riodes b. Soit b (=N dans les notations de Rapoport [57]) un ide´al
fractionnaire de F , tel que
ab−1 = c et ab ⊂ X
Pour chaque β ∈ b on de´finit un S0σ-point de G˜, par le morphisme
R∧σ [X
α;α ∈ a]→ R∧σ ⊗Rσ R, Xα 7→ qαβ.
Ceci de´finit un homomorphisme o-e´quivariant de S0σ-sche´mas en groupes
q : b→ Gm ⊗ a∗ = G˜, (ou` b de´signe le sche´ma en groupes constant).
La polarisation φ. Se donner une polarisation o-line´aire φ : b→ a (cf De´f.1.3) revient a`
se donner un e´le´ment [φ] ∈ c+ = c∩(F ⊗ R)+.
La construction de Mumford donne alors un sche´ma semi-abe´lien Gσ sur Sσ.
Proprie´te´s du sche´ma semi-abe´lien Gσ.
− La restriction de Gσ a` S0σ est une VAHB, note´e G0σ.
− Tout e´le´ment [φ] ∈ c donne une fle`che naturelle Gm⊗a∗ → Gm⊗b∗, d’ou`, par fonctorialite´
de la construction, une fle`che φ de la varie´te´ abe´lienne G0σ = (Gm ⊗ a∗)/q(b) vers sa duale
(G0σ)
t = (Gm ⊗ b∗)/q(a). Si [φ] ∈ c+ c’est une polarisation.
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− Par le lemme du serpent, applique´ a` la multiplication par n dans Gm⊗ a∗, on trouve
la n-torsion de G0σ (qui est le sous-sche´ma en groupes re´duit, intersection des noyaux des
multiplications par les e´le´ments de n) au milieu de la suite exacte :
(II.2) 1→ (a /na)(1)→ (G0σ)[n]→ n−1 b / b→ 0
− La restriction de Gσ a` Sσ0 est e´gale au tore (Gm⊗ a∗)× Sσ0.
− La construction est fonctorielle en les σ ∈ Σ et compatible avec l’action de o×, i.e. pour
tout σ′ ⊂ σ et pour tout u ∈ o× on a des diagrammes carte´siens :
Gσ′

// Gσ

Sσ′
// Sσ
Gσ

∼ // Gu2σ

Sσ
∼ // Su2σ
2. R-pointes et (R, n)-pointes.
Cette partie e´tudie la combinatoire des pointes d’une varie´te´ modulaire de Hilbert-
Blumenthal en niveau ΓD1 (c, n) et servira a` la construction de cartes locales pour des com-
pactifications toro¨ıdales. Cette e´tude a e´te´ de´ja` effectue´e par Rapoport en niveau Γ1(c, n)
et en niveau Γ11(c, n) pour une pointe non-ramifie´e, lorsque n est un entier naturel (cf [57]).
Par ailleurs, lorsque F = Q, l’e´tude est faite par Deligne et Rapoport [15], en niveau Γ(n),
et par Katz et Mazur [42] en ge´ne´ral.
Fixons un ide´al fractionnaire c, muni de sa positivite´ naturelle c+ = c∩(F ⊗ R)+ .
Les objets combinatoires conside´re´s dans cette partie sont inspire´s par les structures
de niveau des VAHB : une VAHB c-polarise´e complexe admet une uniformisation de la
forme F ⊗ C /L, ou` L est un o-re´seau de F 2 tel que ∧2oL = c∗. Or, un tel re´seau s’e´crit
L = b⊕ a∗, avec a et b deux ide´aux fractionnaires de F tels que a∗ b = c∗. La µn-structure
de niveau sur une telle VAHB est donne´e alors par un homomorphisme injectif de o-modules
α : n−1 d−1 / d−1 ↪→ n−1 L/L. Or tout o-module projectif de rang 2 est isomorphe a` un
o-re´seau de F 2. La de´finition suivante est une variante de celle donne´e par Rapoport dans
le cas D = Gm :
De´finition 2.1. Une R-pointe C (resp. une classe d’isomorphisme de R-pointes) est
une classe d’e´quivalence de sextuplets (a, b, L, i, j, λ), ou`
(i) a et b sont deux ide´aux fractionnaires de F tels que a∗ b = c∗,
(ii) L est un o-re´seau de F 2 tel que l’on a une suite exacte o-modules
0→ a∗ i→ L j→ b→ 0,
(iii) λ : ∧2oL→ c∗ est un isomorphisme o-line´aire (polarisation),
pour la relation d’e´quivalence suivante : (a, b, L, i, j, λ) et (a′, b′, L′, i′, j′, λ′) sont e´quivalents,
si a = a′, b = b′ (resp. a = ξa′ et b = ξb′ avec ξ ∈ F ) et s’il existe un diagramme commu-
tatif de o-modules :
0 // a∗
i //

L
j //

b //

0,
0 // a′∗
i′ // L′
j′ // b′ // 0
ou` les fle`ches verticales sont des isomorphismes et tel que l’isomorphisme ∧2oL ∼= ∧2oL′
(de´duit de L ∼= L′) induise, via λ et λ′, un automorphisme de c∗, donne´ par un e´le´ment de
o×D+ = o
×
+ ∩DQ.
L’application qui a` une R-pointe C = (a, b, L, i, j, λ) associe l’ide´al b est une bijection
entre l’ensemble des R-pointes et l’ensemble IF des ide´aux fractionnaires de F . En effet,
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par (i) la donne´e de b de´termine a = bc, et deux suites exactes courtes (ii), correspondant
au meˆme ide´al b, sont e´quivalentes, car toutes les deux sont scinde´es (il est facile de voir
que l’on peut choisir un isomorphisme de o-re´seaux qui respecte la polarisation).
La notion d’isomorphisme de R-pointes correspond alors a` celle d’homothe´tie des
ide´aux. On obtient par passage au quotient un isomorphisme entre les classes d’isomorphisme
de R-pointes et le groupe ClF des classes d’ide´aux de F .
Une R-pointe est de´termine´e par son o-re´seau L ⊂ F 2 (en effet, la donne´e d’un tel
re´seau de´termine les ide´aux a∗ := L ∩ ({0} × F ) et b = ca−1, et donc la suite exacte (ii),
a` e´quivalence pre`s). Le groupe GoQ := {γ ∈ GQ|ν(γ) ∈ o×} agit transitivement sur ces
re´seaux. Le stabilisateur du re´seau o⊕c∗ dans GoQ est e´gal a` G+(o⊕ c∗). De plus, deux
re´seaux L et L′ donnent la meˆme R-pointe C, si et seulement s’ils sont dans la meˆme TZUQ-
orbite. Le diagramme commutatif suivant, traduit la correspondance entre les R-pointes
et les pointes classiques dans P1(F )
IF ∼ //

R−pointes ∼ //

TZUQ\GoQ/G+(o⊕ c∗) ∼ //

G+(o⊕ c∗)\F 2 − {0}/ o×

ClF
∼ // R−pointes/isom. ∼ // BQ\GQ/G+(o⊕ c∗) ∼ // G+(o⊕ c∗)\P1(F ),
ou` pour tout γ =
(
a b
c d
)
∈ GoQ la double classe BQγ−1G+(o⊕ c∗) s’envoie d’une part sur
G+(o⊕ c∗)γ∞ et d’autre part sur l’ide´al b = a o +c c∗ (cf le lemme I.1.8).
De´finition 2.2. (i) Une (R, n)-pointe C (resp. une classe d’isomorphisme de (R, n)-
pointes) est la donne´e d’une classe d’e´quivalence de paires forme´es d’un sextuplet (a, b, L, i, j, λ)
(comme dans la de´finition 2.1) et d’un morphisme injectif de o-modules
α : n−1 d−1 / d−1 ↪→ n−1 L/L,
pour la relation d’e´quivalence suivante :
C est e´quivalent a` C ′, s’il existe un isomorphisme de o-modules L ∼= L′ induisant une
e´galite´ (resp. un isomorphisme) des R-pointes sous-jacentes et dont la re´duction modulo n
rend le diagramme suivant commutatif :
n−1 L/L ∼ // n−1 L′/L′.
n−1 d−1 / d−1
6 Vα
iiSSSSSSSS ' 
α′
55jjjjjjjj
On associe a` C l’ide´al fractionnaire b′ ⊃ b tel que b′ / b = j(Im(α)).
(ii) Une (R, n)-pointe est dite non-ramifie´e lorsque la fle`che α : n−1 d−1 / d−1 ↪→
n−1 L/L se factorise par la fle`che naturelle n−1 a∗ / a∗ ↪→ n−1 L/L (ou si de manie`re
e´quivalente b′ = b).
(iii) Soit une (R, n)-pointe C et soit n l’exposant du groupe b′/ b. Une (R, n)-pointe
C′ est dite appartenir a` la meˆme (R, n)-composante que C (resp. a` une (R, n)-composante
isomorphe), s’il existe a ∈ (Z /n)× et un isomorphisme de o-modules L ∼= L′ induisant une
e´galite´ (resp. un isomorphisme) des R-pointes sous-jacentes et dont la re´duction ψ modulo
n fait commuter le diagramme suivant :
n−1 L/L ∼ϕ // n
−1 L/L ∼
ψ
// n−1 L′/L′,
n−1 d−1 / d−1
6 Vα
iiSSSSSSSS ' 
α′
55jjjjjjjj
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ou` la fle`che ϕ est un automorphisme o-line´aire de n−1 L/L, induisant l’identite´ sur n−1 a∗ / a∗
et la multiplication par a sur n−1 b / b.
Soit y0 tel que o = n+y0 c. On munit la R-pointe L0 = o⊕c∗ de la structure de niveau
α0 : n
−1 d−1 / d−1 ·y0−→ n−1 c∗ / c∗ ↪→ n−1 L0/L0. Le groupe GoQ agit transitivement sur
ces re´seaux munis de structures de niveau et le stabilisateur de (L0, α0) est Γ. De plus,
deux re´seaux L et L′ donnent la meˆme R-pointe C, si et seulement s’ils sont dans la meˆme
TZUQ-orbite. D’ou` le diagramme suivant :
(R, n)−pointes ∼ //

TZUQ\GoQ/Γ.

(R, n)−pointes/isom. ∼ // BQ\GQ/Γ
Proposition 2.3. Soit une (R, n)-pointe C, donne´e par TZUQγ−1Γ, γ =
(
a b
c d
)
∈ GoQ.
Alors,
(i) L’ide´al b, correspondant a` la R-pointe sous-jacente a` C est donne´ par a o +c c∗ et sa
classe ne de´pend que de la classe d’isomorphisme de la pointe C.
Quitte a` changer γ, en le multipliant par un e´le´ment de UQ, ce qui ne change pas sa
classe double, on suppose que γ ∈ GoQ ∩
(
b (bc)∗
bcd b−1
)
. Sous cette hypothe`se, l’on a
(ii) La structure de niveau de C est donne´e par α : n−1 d−1 / d−1 (y0c,y0d)−→ n−1 L/L, ou`
L = b⊕ a∗ , avec a = bc.
(iii) L’ide´al b′ de la de´finition 2.2(i) est contenu dans n−1 b et sa classe ne de´pend que
de la classe d’isomorphisme de la pointe C. De plus b′ = a o+c(cn)∗. La pointe C est
non-ramifie´e, si et seulement si, c ∈ nbcd.
(iv) Le groupe d’automorphismes de la (R, n)-pointe C est e´gal a` γ−1Γγ ∩ BQ. La suite
exacte 1→ U → B → T → 1, donne une suite exacte :
0→ X∗ → γ−1Γγ ∩BQ → o×C → 1,
ou` X = cbb′ et o×C = {(u, ) ∈ o×× o×D+ | u − 1 ∈ nb′b−1, u − 1 ∈ bb′−1}. En
particulier, on a o×C,1 = o
×
C ∩T1 = o×bb′−1∩nb′b−1 = {u ∈ o× |u ∈ (1 + bb′
−1) ∩ (1 + nb′b−1)}.
(v) L’ensemble des (R, n)-pointes est fibre´ au-dessus de IF . La fibre de l’ide´al b est iso-
morphe a` (G+(b⊕ a∗) ∩ TZUQ)\G+(b⊕ a∗)/γ−1Γγ, ou` a = bc, L = b⊕ a∗. Elle s’identifie
avec l’ensemble :
(n−1 L/L)prim
/{(
u−1−1 ξ∗
0 u
) ∣∣∣u ∈ o×,  ∈ o×D+, ξ∗ ∈ (cb2)∗},
ou` (n−1 L/L)prim de´signe l’ensemble des vecteurs primitifs du o / n-module n−1 L/L, et son
cardinal est e´gal a`
∑
n−1 b⊃b′⊃b
#(o /bb′−1)×#(o /nb′b−1)×/[(o×× o×D+) : o×C ].
(vi) L’ensemble des (R, n)-composantes est fibre´ au-dessus de IF . La fibre de l’ide´al b
s’identifie avec l’ensemble :
(n−1 L/L)prim
/{(
au−1−1 ξ∗
0 u
) ∣∣∣u ∈ o×,  ∈ o×D+, a ∈ (Z /n)×, ξ∗ ∈ (cb2)∗}
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et son cardinal est e´gal a`
∑
n−1 b⊃b′⊃b
#(o /bb′−1)×#(o /nb′b−1)×/#(Z /n)×[(o×× o×D+) : o×C ],
ou` n est e´gal a` l’exposant du groupe b′/ b et
o×C = {(u, ) ∈ o
×× o×D+ | u− 1 ∈ nb′b−1, u ∈ (Z /n)× + bb′−1},
o×C,1 = {u ∈ o
× | u ∈ (1 + nb′b−1) ∩ ((Z /n)× + bb′−1)}.
De´monstration : (i) La R-pointe sous-jacente a` C correspond a` la classe double
TZUQγ
−1G+(o⊕ c∗) et donc a` la G+(o⊕ c∗)-pointe γ∞ =
[a
c
]
. Par le diagramme qui
pre´ce`de la de´finition 2.2 la R-pointe C correspond a` l’ide´al b = a o +c c∗.
(ii)(iii) La structure de niveau α de L est obtenue en faisant agir γ−1 sur la structure
de niveau α0 de L0. Or, par le choix que nous avons fait de γ, on a L0γ = b⊕ a∗ = L
et donc α : n−1 d−1 / d−1
(cy0,dy0)−→ b′ / b⊕ n−1 a∗ / a∗ ↪→ n−1 L/L. La pointe est donc non-
ramifie´e si, et seulement, si cy0 n
−1 d−1 ⊂ b, i.e. c ∈ nbcd. Enfin b′ = b+cy0 d−1 n−1 =
a o+c c∗+c c∗ n−1 = a o+c(cn)∗. L’inde´pendance des classes de b et b′ de´coule du lemme
I.1.8.
(iv) Pour le calcul du groupe d’automorphismes γ−1Γγ ∩ BQ de la (R, n)-pointe C, on
remarque qu’il est forme´ de matrices
(
u ξ∗u,
0 u−1
)
, avec u ∈ o×,  ∈ o×D+, ξ∗ ∈ (cb2)∗ (c’est
la forme ge´ne´rale d’un automorphisme de la R-pointe sous-jacente) qui respecte en plus la
structure de niveau α. Ceci e´quivaut au syste`me :
(II.3)
{
(u−1−1 − 1)c ∈ nbcd
(u−1 − 1)d − −1ξ∗u,c ∈ ncda∗ = nb−1
.
En posant u =  = 1, l’on retrouve que X∗ est forme´ des ξ∗ ∈ c−1nb−1 ∩ (cb2)∗ =
(cb)∗((c(cn∗)−1 ∩ b−1) = (cbb′)∗, i.e. X = cbb′.
Pour le calcul de o×C , l’on remarque que la premie`re condition de (II.3) e´quivaut a`
u−1 ∈ c−1nbcd∩o = b(c(cn)∗−1∩b−1) = bb′−1. La deuxie`me condition e´quivaut a` u−1 ∈
d−1(nb−1 + c(cb2)∗) = (d b)−1nb′b−1. Par ailleurs u−1 ∈ o ⊂ c−1nb′cd = (c(bc)∗)−1nb′b−1.
Comme (d b)−1 ∩ (c(bc)∗)−1 = (d b +c(bc)∗)−1 = o, par le choix de γ, on en de´duit que la
deuxie`me condition de (II.3) e´quivaut a` u− 1 ∈ nb′b−1.
Notons que pour tout u ∈ o×C , l’e´le´ment ξ∗u, appartient a`
c−1(nb−1 +d(bb′−1∩nb′b−1)) ⊂ (cbb′)∗+d b((cb2)∗∩ (ncb′2)∗) ⊂ (cbb′)∗+(cb2)∗∩ (ncb′2)∗,
et ce dernier est un ide´al inclus (parfois strictement!) dans (cb2)∗. Voir le paragraphe 7.5
pour une application de ce calcul.
(v)(vi) Comme γ transforme o⊕ c∗ en b⊕ a∗ et γ−1G+(o⊕ c∗)γ = G+(b⊕ a∗), la
fibre de l’ide´al b est isomorphe a` (G+(b⊕ a∗) ∩ TZUQ)\G+(b⊕ a∗)/γ−1Γγ, L’ensemble
G+(b⊕ a∗)/γ−1Γγ s’identifie avec celui des vecteurs primitifs du o / n-module n−1 L/L. Le
calcul du cardinal de la fibre se fait en analysant la condition sous laquelle deux vecteurs
primitifs correspondent a` la meˆme (R,n)-pointe. La de´monstration du (vi) est tout a fait
analogue.
Comme par de´finition n o ⊂ bb′−1 ⊂ o, l’ensemble (Z /n)×+bb′−1 est bien une re´union
de classes de o, modulo l’ide´al entier bb′−1. Notons que [o×C : o
×
C ] divise #(Z /n)
× est le
quotient repre´sente le nombre de (R,n)-pointes dans la (R,n)-composante C. 
On rappelle que pour tout ide´al f ⊂ o on note o×f,1 le sous-groupe de o× forme´ des unite´s
congrues a` 1 modulo f.
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Exemple 2.4. On pose c = o (polarisation principale) et G = G∗. Alors o×D+ = {1}.
(i) Si F = Q, n = pZ, avec p un nombre premier, on a p − 1 (R, n)-pointes, au dessus de
la R-pointe ∞ (b = Z), dont
− ϕ(p)/2 non-ramifie´es, avec b′ = Z et o×C = o
×
C = {1}. Chacune de ces pointes est seul
dans sa (R, n)-composante.
− ϕ(p)/2 ramifie´es, avec b′ = p−1 Z et o×C = {±1} ⊃ o
×
C = {1}, contenus dans une seule
(R, n)-composante.
(ii) Si n = p2, avec p un ide´al premier de o de degre´ re´siduel 1 (N(p) = p, avec p un nombre
premier), on a 3 types de (R, n)-pointes, au dessus de la R-pointe ∞ (b = o) :
− si b′ = o, on a n = 1, o×C = o
×
C = o
×
p2,1
, et donc on a ϕ(p2)/[o× : o×
p2,1
] pointes non-
ramifie´es, chacune seule dans sa (R, n)-composante.
− si b′ = p−1, on a n = p, o×C = o
×
C = o
×
p,1, et donc on a ϕ(p)
2/[o× : o×p,1] pointes peu
ramifie´es, partage´es par groupes de ϕ(p), en ϕ(p)/[o× : o×p,1] (R, n)-composantes.
− si b′ = p−2, on a n = p2, o×C = o×, o
×
C = o
×
p2,1
, et donc on a ϕ(p2)/[o× : o×
p2,1
] pointes
tre`s ramifie´es, contenus dans une seule (R, n)-composante.
(iii) Si n = p, avec p un ide´al premier de o de degre´ re´siduel 2 (N(p) = p2, avec p un nombre
premier), on a 2 types de (R, n)-pointes, au dessus de la R-pointe ∞ (b = o) :
− si b′ = o, on a n = 1, o×C = o
×
C = o
×
p,1, et donc on a (p
2 − 1)/[o× : o×p,1] pointes
non-ramifie´es, chacune seule dans sa (R, n)-composante.
− si b′ = p−1, on a n = p, o×C = o×p,1 o×C = {u ∈ o× |up − u ∈ p}, et on a (p2 − 1)/[o× : o
×
p,1]
pointes peu ramifie´es, partage´es par groupes de ϕ(p)/[o×C : o
×
p,1], en (p + 1)/[o
× : o×C ]
(R, n)-composantes.
3. Cartes locales pour les varie´te´s modulaires de Hilbert arithme´tiques.
3.1. Varie´te´s modulaires de Hilbert arithme´tiques. Soit c un ide´al de F , muni
de sa positivite´ naturelle c+ = c∩(F ⊗ R)+. Posons ∆ = N(dn) = ∆F N(n).
Avec les notations du paragraphe I.3.1 on a un foncteur contravariant M1 (resp. M)
de la cate´gorie des Z[ 1N(n) ]-sche´mas vers celle des ensembles, qui a` un sche´ma S associe
l’ensemble des quadruplets (A, ι, λ, α)/S (resp. (A, ι, λ, α)/S) modulo isomorphisme, ou`
(A, ι) est une VAHB de dimension relative d, λ est une c-polarisation (resp. λ est un classe
de c-polarisations; voir De´f. I.3.3) sur A et α : (o / n)(1) ↪→ A[n] est une µn-structure de
niveau.
The´ore`me 3.1. [54] Le foncteur M1 est repre´sentable par un sche´ma quasi-projectif
M1 = M11 (c, n) sur Z[
1
N(n) ] muni d’un quadruplet universel (A, ι, λ, α). Le sche´ma M 1
est lisse au-dessus de Z[ 1∆ ]. De plus M
1(C) ∼= M1,an et donc M 1 est ge´ome´triquement
connexe.
Soit pi : A → M 1 la projection canonique. On pose ω = ωA /M1 = pi∗Ω1A /M1 et
H1dR = H1dR(A /M1) = R1pi∗Ω•A /M1 . Au-dessus de Z[ 1∆ ] on a localement pour la topologie
de Zariski ω ∼= o⊗OM1 et H1dR ∼= L0 ⊗OM1 , ou` L0 = o⊕ c∗.
Corollaire 3.2. Le foncteur M admet un sche´ma de modules grossier M = M1(c, n)
sur Z[ 1N(n) ] quasi-projectif et lisse au-dessus de Z[
1
∆ ]. Le sche´ma M est le quotient de M
1
par le groupe fini o×D+ /(o
×
D+ ∩ o×2n,1) qui agit proprement et librement par
[] : (A, ι, λ, α)/S 7→ (A, ι, λ, α)/S.
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Il est important de noter pour la suite que les automorphismes [] de M 1 de´finis dans le
corollaire se prolongent en une action du groupe o×D+ /(o
×
D+ ∩ o×2n,1) sur les fibre´s ω et H1dR.
L’action sur ω est donne´e par la formule s 7→ −1/2[]∗s, ou` s est une section de ω. L’action
sur H1dR vient de celle sur le complexe Rpi∗Ω•A /M1 . Ces action sont de´finis sur l’anneau des
entiers o′ du corps de nombres F ′ = Q(
√
,  ∈ o×D+).
Par quotient, on peut de´finir des fibre´s encore note´s ω et H1dR sur M × Spec(o′[ 1N(n) ]).
Posons M ′ = M × Spec(o′[ 1∆ ]). On a encore localement pour la topologie de Zariski
ω ∼= o⊗OM ′ et H1dR ∼= L0 ⊗OM ′ , ou` L0 = o⊗ c∗.
Pour chaque µ ∈ c+, on note Lµ le faisceau inversible ample sur A obtenu comme image
inverse du fibre´ de Poincare´ sur A×At par le morphisme (idA, λ ◦ (idA ⊗ µ)).
On pose Y = Y1(n) =
∐h+
i=1M1(ci, n) et Y
1 = Y 11 (n) =
∐h+
i=1M
1
1 (ci, n), ou` les ide´aux
ci, 1 ≤ i ≤ h+ forment un ensemble de repre´sentants de Cl+F .
3.2. Construction des cartes locales. Le but de ce paragraphe est de munir les
VAHB construites dans le paragraphe 1.2 de diffe´rentes µn-structures de niveau, et ainsi
fournir les cartes locales servant a` compactifier la varie´te´ modulaire de Hilbert M .
A chaque (R, n)-composante C, on peut associer par la De´f.2.2 et la Prop.2.3 des ide´aux
b, b′ et X = cbb′, un entier n e´gal a` l’exposant du groupe b′ / b, des groupes d’unite´s o×C ,
o×C , o
×
C,1, o
×
C,1 et des sous-groupe HC = o
×
C / o
×
C , HC,1 = o
×
C,1 / o
×
C,1 du groupe (Z /nZ)
×
(ces objets sont a priori associe´s a` une (R, n)-pointe, mais sont constants au sein d’une
(R, n)-composante).
Soit une (R, n)-composante C et conside´rons le tore S = SC = Gm⊗X∗. Soit ΣC un
e´ventail complet de X∗R +. Soit σ ∈ ΣC . La construction de la partie pre´ce´dente, applique´e
a` (X, a, b), nous donne alors un sche´ma semi-abe´lien Gσ/Sσ, muni d’une action de o et
dont la restriction a` G0σ/S
0
σ est une VAHB c-polarise´e.
En appliquant une deuxie`me fois la construction de la partie pre´ce´dente, cette fois a`
(X, a, b′), on obtient un sche´ma semi-abe´lien G′σ/Sσ, muni d’une action de o et dont la
restriction G′σ
0/S0σ est une VAHB c
′ = ab′−1-polarise´e. Par fonctorialite´ on a une fle`che
Gσ → G′σ , dont la restriction G0σ → G′σ0 est une isoge´nie, on de´duit la suite exacte :
(II.4) 0→ b′ / b q→ G0σ [n]→ G′0σ [n]→ 1.
Conside´rons d’abord le cas ou` C est non-ramifie´e. On a alors b = b′ et donc X = ab.
La varie´te´ abe´lienne G0σ associe´e a` une (R, n)-composante non-ramifie´e est naturellement
munie d’une µn-structure de niveau (o / n)(1) ∼= (a /na)(1) ↪→ (G0σ)[n], ou` la premie`re fle`che
vient de l’isomorphisme α : n−1 d−1 / d−1 ∼= n−1 a∗ / a∗ et la deuxie`me du (II.2).
Passons maintenant au cas ou` C est ramifie´e. Afin de munir G0σ d’une µn-structure de
niveau, on doit :
− choisir un rele`vement de b′/ b dans Im(α) (appele´ uniformisation de C),
− se placer dans ce cas au-dessus de Spec(Z[ 1N(n) , ζC ]), ou` ζC de´signe une racine de l’unite´
d’ordre e´gal a` l’exposant n du groupe abe´lien b′/ b.
Sur Spec(Z[ 1N(n) , ζC ]) on a un isomorphisme canonique b
∗ /b′∗ ∼= (b′/ b)(1), d’ou` une
µn-structure de niveau sur G
0
σ :
(o / n)(1) ↪→ (a /na)(1) × (b∗ /b′∗)(1) ∼= (a /na)(1) × b′/ b (II.2)(II.4)↪→ (G0σ)[n],
ou` la premie`re inclusion vient de la fle`che α : n−1 d−1 / d−1 ↪→ n−1 a∗ / a∗×b′/ b.
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Proposition 3.3. (i) Pour toute (R, n)-composante uniformise´e C et pour tout coˆne
σ ∈ ΣC la construction ci-dessus donne un carre´ carte´sien :
G0σ × Spec(Z[ 1N(n) , ζC ]) → A
↓ ↓
S0σ × Spec(Z[ 1N(n) , ζC ]) → M1 →M
.
(ii) Changer l’uniformisation de la pointe C revient a` se donner un x ∈ (ab)∗/(ab′)∗ =
Hom(b′/ b, n−1 a∗ / a∗) et correspond a` l’automorphisme de S0σ×Spec(Z[ 1N(n) , ζC ]) qui envoie
qξ sur ζ
nTrF/Q(ξx)
C q
ξ (ξ ∈ ab′).
(iii) Soient C1, C2 deux (R, n)-composantes uniformise´es et soient deux coˆnes σi ⊂ X∗i,R,
i = 1, 2. Supposons qu’il existe
− un isomorphisme de (R, n)-composantes C1 ∼= C2 (d’ou` ξ ∈ F× tel que a∗2 = ξ a∗1,
b2 = ξ
−1 b1 et X∗2 = ξ
2X∗1 ) induisant sur c
∗ (via les polarisations λ et λ′), la multiplication
par un e´le´ment  ∈ o×D+,
− des e´le´ments (u, ) ∈ o×C1 = o×C2 et un e´le´ment h ∈ HC, tels que σ2 = u2ξ2σ1 et
ζC2 = ζhC1 .
Alors, on a un isomorphisme S0σ1 × Spec(Z[ 1N(n) , ζC1 ]) ∼= S0σ2 × Spec(Z[ 1N(n) , ζC2 ]) qui
comple`te les deux fle`ches S
0
σi × Spec(Z[ 1N(n) , ζCi ]) → M (i = 1, 2) du (i) en un triangle
commutatif.
Le (i) et (ii) de´coulent de ce qui pre´ce`de. Le (iii) utilise la fonctorialite´ de la construction
de G0σ en σ et sa compatibilite´ avec l’action de o
×
C (cf §.1.2 et Prop.2.3(iv)).
Avant de de´crire la construction des compactifications toro¨ıdales arithme´tiques, on doit
la pre´parer. C’est l’objet des deux parties suivantes.
4. Un the´ore`me de descente formelle de Rapoport.
La construction d’une compactification toro¨ıdale peut eˆtre vue comme l’ajout d’un
bord a` M . On a un sche´ma formel de type fini candidat pour ce bord, a` savoir l’analogue
alge´brique de :
Xan =
∐
pointes C/∼
(
C×⊗(cbb′)∗
)∧
ΣC
/
o×
C
Le but de cette partie est de donner un crite`re abstrait, trouve´ par Rapoport [57], pour
re´soudre le proble`me de “Descente Formelle”, en l’occurrence, le proble`me d’existence et
unicite´ du sche´ma recollement Y d’un ouvert Y 0 et d’un sche´ma formel X : Y 0 ↪→ Y ← X.
Il repose en partie sur un crite`re d’immersion ouverte de Rapoport dont on rappellera
l’e´nonce´.
Le proble`me de Descente Formelle sera en fait d’abord pose´ dans la cate´gorie des
espaces alge´briques. On verra dans la partie 6 que les conditions d’application du crite`re
sont satisfaites dans notre cas.
Dans cette partie V de´signera un anneau de valuation discre`te complet, de corps des
fractions K et de corps re´siduel k. S de´signe un V -sche´ma.
Soit Aff /S la cate´gorie des S-sche´mas affines, munie de la topologie e´tale. Un faisceau
d’ensembles sur Aff /S s’appelle un S-espace. Pour tout S-sche´ma X, on noteX le S-espace
associe´.
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De´finition 4.1. Une relation d’e´quivalence e´tale sur un S-sche´ma U1 est donne´e
par une immersion ferme´e quasi-compacte U2 → U1 ×S U1 de S-sche´mas dont les deux
projections sont e´tales et qui de´finit une relation d’e´quivalence : pour tout Y ∈ Aff /S,
U2(Y )→ U1(Y )×S(Y ) U1(Y ) est une relation d’e´quivalence.
Un S-espace alge´brique est un S-espace qui est quotient d’un sche´ma U1, appele´ un
atlas e´tale, par une relation d’e´quivalence e´tale.
L’ensemble Alg /S des S-espaces alge´briques muni des fle`ches de S-espaces forme une
cate´gorie.
On de´finit de meˆme pour un sche´ma formel S∧ la cate´gorie des S∧-espaces alge´briques
formels, note´e Form /S∧.
De´finition 4.2. Soit f : X′ → X un morphisme dans Form /S∧. On dit que f est un
e´clatement admissible de X si f est un e´clatement X′ → X dans Form /S∧, par rapport a`
un ide´al qui contient une puissance de l’ide´al de de´finition de X.
La cate´gorie des espaces rigides Rig /S est la cate´gorie localise´e de Form /S, par rapport
aux e´clatements admissibles.
De´finition 4.3. Un e´paississement de (K,V ) est un couple (R,R(0)) tel que :
− R est un anneau local artinien de corps re´siduel K. On note RV l’image re´ciproque
de V dans R.
− R(0) ⊂ RV ⊂ R est un sous-anneau noethe´rien tel que le morphisme R(0) → V soit
surjectif et la localisation de R(0) au point ge´ne´rique de V soit e´gale a` R (c’est a` dire R
est le localise´ de R(0) en J = ker(R(0) → V )).
Soit pi un e´le´ment de R(0) qui se projette sur une uniformisante de V . Pour tout i ≥ 1
on pose R(i) = R(0)
[
J
epii
]
. Alors R(0) ⊂ R(1) ⊂ ... ⊂ RV et ∪iR(i) = RV .
On a Sprig(K) = Spf(V )rig et Sprig(R) := Spf(R
(0))rig (= Spf(R
(i))rig), car Spf(R
(i))
est obtenu par e´clatement (admissible) de Spf(R(0)), par rapport a` l’ide´al (pii) + J (car J
est nilpotent).
Exemple 4.4. Soit l’anneau local artinien R = K[t]/(t2). Le sous-anneau RV =
V + K · t n’est pas noethe´rien. Conside´rons le sous-anneau noethe´rien R(0) = V [t]/(t2).
Alors (R,R(0)) est un e´paississement de (K,V ). On a R(i) = V +V · t
pii
et donc ∪iR(i) = RV .
A toute fle`che frig : Xrig → Yrig on peut associer un mode`le formel f : X→ Y, de´fini a`
e´clatement admissible pre`s.
De´finition 4.5. frig est une immersion ouverte, s’il existe un mode`le formel f qui est
une immersion ouverte.
M. Rapoport a de´montre´ le crite`re d’immersion ouverte suivant, qui est utilise´ pour
de´montrer le re´sultat de recollement abstrait qu’on a en vue.
The´ore`me 4.6. (The´ore`me 3.15 dans [57]) frig est une immersion ouverte, si et seule-
ment si, les deux conditions suivantes sont satisfaites :
(i)rig Pour tout corps K, discre`tement value´, l’application suivante est injective
Hom(Sprig(K),Xrig)
frig ∗−→ Hom(Sprig(K),Yrig).
(ii)rig Pour tout e´paississement (R,R
(0)) de (K,V ) on peut comple´ter de fac¸on unique
le diagramme commutatif suivant : Sprig(K)

// Xrig

Sprig(R) //
88p
p
p
p
Yrig
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Remarque 4.7. L’anneau V e´tant principal, il n’admet pas d’e´clatements admissibles.
La condition (i)rig peut s’e´crire donc Hom(Spf(V ),X) ↪→ Hom(Spf(V ),Y), alors que le
diagramme dans la condition (ii)rig devient (pour i assez grand) :
Spf(V )

// X

Spf(R(0)) Spf(R(i))oo //
88r
r
r
r
Y
Soit S un sche´ma affine, de type fini sur le spectre d’un corps ou d’un anneau de
Dedekind excellent (pour les applications aux compactifications toro¨ıdales, il suffit de pren-
dre S de type fini sur Z).
Soit A un anneau noethe´rien complet pour la topologie I-adique, de´finie par un ide´al
I ⊂ A. Soit U = Spf(A) le sche´ma formel affine correspondant. Posons U = Spec(A),
U0 = Spec(A/I)=l’aˆme de U et U
0 = U\U0.
Lemme 4.8. (EGA III.5) Soit Y un espace alge´brique de type fini sur S et Y0 ⊂ Y
un sous-espace ferme´. On suppose que U = Spec(A) est un S-sche´ma et on se donne un
S-morphisme formel adique f : U→ Y |Y0 .
Alors, il existe un unique morphisme f : U → Y dont le comple´te´ formel est f.
De´finition 4.9. Un morphisme g0 : Spec(K) → U 0 sera dit permis, s’il vient (via le
lemme 4.8) d’un morphisme formel de type fini g : Spf(V )→ U.
Plus ge´ne´ralement (si U est un S-sche´ma), un morphisme f 0 : U0 → Y 0 dans un espace
alge´brique de type fini sur S sera dit permis, s’il existe une immersion ouverte de Y 0 dans
un S-espace alge´brique propre Y , telle que : pour tout morphisme permis Spec(K)→ U 0,
l’unique extension a` Spec(V ) du morphisme compose´ Spec(K)→ Y , envoie le point spe´cial
dans Y \Y 0.
Un morphisme f 0, provenant par restriction d’un morphisme f : U → Y , est permis,
s’il existe un morphisme formel f : U→ Y = Y |Y0 qui fait commuter le diagramme suivant
U

f // Y

U

f // Y

U0
f0 // Y 0
En d’autres termes, un morphisme est permis s’il “envoie le bord sur le bord”.
De´finition 4.10. Soit X un S-espace alge´brique formel, se´pare´ et de type fini. Un
de´coupage de X est la donne´e de :
− Un atlas affine U2 = Spf(A2) ⇒ U1 = Spf(A1)→ X.
− Un espace alge´brique Y 0 de type fini sur S, tel que les deux compose´s suivants soient
e´gaux : U 02 ⇒ U
0
1
f0→ Y 0, ou` U1 = Spec(A1) et U2 = Spec(A2) et les fle`ches U 2 ⇒ U1
viennent, via le lemme 4.8, des fle`ches U2 ⇒ U1.
Le de´coupage est dit effectif, s’il existe un S-espace alge´brique de type fini Y , une
immersion ouverte j : Y 0 ↪→ Y et un isomorphisme ϕ : X ∼→ Y, ou` Y est le comple´te´
formel de Y le long de Y \Y 0, tels que le morphisme f : U 1 → Y , venant (via le lemme 4.8)
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du morphisme f : U1 → X ∼→ Y, induise f 0 : U01 → Y 0 sur U01 ⊂ U1.
U2
// //

U1
f //

X ∼= Y

U2
// // U1
f // Y
U02
//?

OO
// U01
f0 //
?
OO
Y 0
?
OO
The´ore`me 4.11. (The´ore`me 3.5 de [57]) Soit un de´coupage. On suppose :
− U01 est sche´matiquement dense dans U 1 (i.e. OU1 ↪→ OU01).
− Y 0 est compactifiable (i.e. il existe une S-immersion ouverte Y 0 ↪→ Y ∗ avec Y ∗
propre sur S).
− Le morphisme f 0 : U01 → Y 0 est permis.
− Pour tout anneau de valuation discre`te complet V , de corps des fractions K :
(i′)rig la suite U 02(K)permis ⇒ U
0
1(K)permis → Y 0(K)permis est exacte.
(ii′)rig pour tout e´paississement (R,R(0)) de (K,V ) on peut comple´ter de fac¸on unique
le diagramme commutatif suivant : Spec(K)

permis // U01

Spec(R)
permis //
88q
q
q
q
Y 0
.
Alors le de´coupage est effectif.
5. The´ore`me d’uniformisation de Raynaud pour les VAHB.
Pour pouvoir ve´rifier les conditions (i′)rig et (ii′)rig ci-dessus dans la situation ou` l’ouvert
Y 0 est l’espace de modules M 1 et le sche´ma formel X est celui donne´ par les cartes locales
de la proposition 3.3, on a besoin de la construction suivante (donne´e par Raynaud dans
[58] et reprise par Rapoport dans le cas d’une VAHB [57]). Il est a` noter qu’on a besoin de
cette construction non seulement sur un corps mais aussi sur un e´paississement artinien,
auquel cas l’argument donne´ par Raynaud reste valable.
Soit V un anneau de valuation discre`te complet de corps des fractions K, et soit
(R,R(0)) un e´paississement de (K,V ).
De´finition 5.1. Une varie´te´ abe´lienne A sur R (resp. sur K) est dite a` re´duction
semi-stable (de´ploye´e) s’il existe un sche´ma en groupes lisse sur R(i), pour un certain i ≥ 0,
(resp. sur V ), prolongeant A et dont la fibre spe´ciale est une extension d’une varie´te´
abe´lienne par un tore (de´ploye´).
Pour des raisons de dimension, si une VAHB sur R (ou sur K) est a` mauvaise re´duction
semi-stable de´ploye´e, alors la fibre spe´ciale est un tore de´ploye´. Dans ce cas la description
rigide-analytique de Raynaud devient :
The´ore`me 5.2. (Raynaud) Soit A une VAHB sur R (ou sur K) a` mauvaise re´duction
semi-stable de´ploye´e. Alors :
Arig = (Gm⊗ a∗)rig/ brig,
ou` a et b sont des ide´aux de F . De plus :
− On a une suite exacte 0→ (a /na)(1)→ A[n]→ n−1 b / b→ 0
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− La forme biline´aire (, ) : a× b→ Val(K) ∼= Z (α, β) 7→ val(Xα(β)) ve´rifie (aα, β) =
(α, aβ) pour tout a ∈ o, et donc de´fini un unique e´le´ment ξ∗ ∈ (ab)∗, a` Q∗+ pre`s et a`
l’action de o×2 pre`s.
− Le coˆne positif des polarisations sur A, P(A)+ ⊂ P(A) = ab−1 est obtenu comme
produit de l’unique positivite´ sur ab pour laquelle ξ∗ > 0 et de la positivite´ naturelle sur
b−2.
6. Compactifications toro¨ıdales arithme´tiques.
6.1. Construction des compactifications toro¨ıdales.
De´finition 6.1. Un e´ventail Γ-admissible Σ = (ΣC)C est la donne´e pour chaque (R, n)-
composante C d’un e´ventail complet ΣC de X∗R +, stable par o×C et contenant un nombre
fini d’e´le´ments modulo cette action, de sorte que les donne´es soient compatibles aux iso-
morphismes de (R, n)-composantes C ∼= C′.
Voici l’analogue du re´sultat principal de l’article [57] dans le cas de groupe de niveau
Γ = ΓD1 (c, n) (on rappelle que Γ est sans torsion d’apre`s le lemme I.1.5).
The´ore`me 6.2. Soit Σ = {ΣC}C un e´ventail Γ-admissible.
(i) Il existe une immersion ouverte j : M 1 ↪→ M1Σ de Spec(Z[ 1N(n) ])-sche´mas et un
isomorphisme de sche´mas formels
ϕ :
∐
(R,n)−composantes/∼
(
S∧
ΣC
/ o×C,1
)
× Spec(Z[ 1N(n) , ζC ]HC,1)
∼−→M1∧Σ ,
(ou` M1∧Σ est le comple´te´ formel de M
1
Σ le long de sa partie a` l’infini), tels que pour toute
(R, n)-composante C et pour tout σ ∈ ΣC on a la proprie´te´ suivante: l’image re´ciproque
de la VAHB universelle sur M 1 par le morphisme Sσ × Spec(Z[ 1N(n) , ζC ]) → M1Σ (de´duit
par le lemme 4.8 du morphisme formel S∧σ × Spec(Z[ 1N(n) , ζC ]) → M1∧Σ construit a` l’aide
de ϕ), soit la VAHB c-polarise´e avec µn-structure de niveau G
0
σ × Spec(Z[ 1N(n) , ζC ]) sur
S0σ × Spec(Z[ 1N(n) , ζC ]) construite dans la proposition 3.3(i). Le couple (j, ϕ) est unique, a`
unique isomorphisme pre`s.
(ii) Il existe une immersion ouverte j : M ↪→ MΣ de Spec(Z[ 1N(n) ])-sche´mas et un
isomorphisme de sche´mas formels
ϕ :
∐
(R,n)−composantes/∼
(
S∧
ΣC
/ o×C
)× Spec(Z[ 1N(n) , ζC ]HC) ∼−→M∧Σ .
De´monstration : (i) Il y a un nombre fini de (R, n)-composantes C modulo isomorphisme.
Soit {σCi } un ensemble fini de repre´sentants des coˆnes de l’e´ventail ΣC , modulo l’action
de o×C,1. Conside´rons le sche´ma formel affine U1 :=
∐
C/∼
∐
i
S∧
σCi
× Spec(Z[ζC ][ 1N(n) ]). Il est de
type fini sur Z et muni d’un morphisme e´tale (“immersions toro¨ıdales” et quotient e´tale
par le groupe HC,1) dans X :=
∐
C/∼
(
S∧
ΣC
/ o×C,1
)
× Spec(Z[ζC ][ 1N(n) ]HC,1).
Posons U 1 =
∐
C/∼
∐
i
SσCi
× Spec(Z[ζC ][ 1N(n) ]).
D’apre`s la proposition 3.3(i) on a un morphisme f 0 : U01 → M1, qui est permis,
car toute varie´te´ abe´lienne obtenue comme image re´ciproque, par un morphisme permis
Spec(K) → S0σCi × Spec(Z[ζC ][
1
N(n) ]), de la varie´te´ abe´lienne G
0
σ × Spec(Z[ 1N(n) , ζC ]) est a`
mauvaise re´duction d’apre`s la partie 1.2.
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Posons U2 := U1 ×X U1 = Spf(A2) et U2 = Spec(A2). Les deux fle`ches compose´es
U02 ⇒ U
0
1 → M1 sont e´gales par compatibilite´ de la construction de Mumford avec les
inclusions σ′ ⊂ σ, avec l’action de o×C,1 et avec l’action de HC,1 (appliquer la proposition
3.3(iii) dans le cas D = Gm).
Ve´rifions la condition (i′)rig du the´ore`me 4.11 :
Soient g01 , g
0
2 : Spec(K)→ U 01 deux morphismes permis avec f 0 ◦ g01 = f0 ◦ g02 .
Chaque morphisme g0j se factorise par un certain S
0
σj×Spec(Z[ 1N(n) , ζCj ]), ou` σj de´signe
un des σ
Cj
i et de´termine ainsi :
−une (R, n)-composante Cj (a` laquelle sont attache´s des objets aj, bj, b′j, Xj, αj),
−une racine de l’unite´ ζ (j)C ∈ K, d’ordre l’exposant nj du groupe b′j/ bj ,
−un coˆne σj de ΣCj et un morphisme ψj : R∧σj → V , d’ou` un e´le´ment ξ∗j ∈ σj ∩ X∗j ,
de´termine´ par la proprie´te´ suivante : pour tout ξ ∈ σˇj ∩Xj on a val(ψj(qξ)) = TrF/Q(ξξ∗j ).
Le morphisme permis f 0 ◦ g0j fournit une VAHB A sur K munie d’une c-polarisation et
µn-structure de niveau, a` mauvaise re´duction semi-stable de´ploye´e.
L’uniformisation de Raynaud-Tate pour la VAHB A, de´crite dans la partie 5 nous
donne alors :
− deux ide´aux a et b avec c = P(A) = ab−1 et tels que Arig = (Gm⊗ a∗)rig/ brig (ceci
nous donne une R-pointe C, bien de´finie modulo isomorphisme). Comme la construction
de Mumford et celle de Raynaud sont inverses l’une a` l’autre (i.e. le 1-motif associe´ par
Raynaud a` la VAHB sur K construite par Mumford est le 1-motif du de´part), les R-pointes
sous-jacentes de C1 et C2 sont isomorphes a` C.
− une suite exacte : 0 → (a /na)(1) → A[n] → n−1 b / b → 0. Ainsi, la µn-structure de
niveau sur A de´termine-t-elle bien une une (R, n)-composante C au-dessus de la R-pointe
C et une racine de l’unite´ ζC . De nouveau par compatibilite´ de la construction de Mumford
et celle de Raynaud on de´duit que ζC1 et ζC2 sont conjugue´es sous HC,1 et que les (R, n)-
composantes C1 et C2 sont isomorphes, et donc e´gales, car elles vivent dans une classe de
repre´sentants modulo isomorphisme.
− un e´le´ment ξ∗ ∈ (ab)∗+ bien de´fini modulo o×C,1. Un dernie`re fois par compatibilite´ des
constructions de Mumford et de Raynaud, on trouve que ξ∗1 ∈ σ1 et ξ∗2 ∈ σ2 sont dans la
meˆme o×C,1-orbite. Par conse´quent ξ
∗
1 = ξ
∗
2 et, par exemple σ1 ⊂ σ2.
On en de´duit qu’il existe un morphisme permis h0 : Spec(K)→ U 02 tel que g01 = p01 ◦h0
et g02 = p
0
2 ◦ h0, ce qui termine la ve´rification du (i′)rig.
Ve´rifions la condition (ii′)rig du the´ore`me 4.11 :
Les morphismes permis Spec(K) → U 01 et Spec(R) → M 1 nous donnent deux VAHB
A/K et A′/R a` mauvaise re´duction, avec A ∼= A′×RK. De plus, comme dans la ve´rification
de (i′)rig, A/K est obtenue par image re´ciproque de la VAHB associe´ par Mumford a` des
donne´s combinatoires C = (a, b, X, α), ζC , ξ∗ ∈ X∗.
Par la the´orie de Raynaud-Tate A et A′ admettent des uniformisation rigides analy-
tiques Arig = (Gm⊗ a∗)rig/ brig (compatibilite´ entre la construction de Mumford et celle de
Raynaud) et A′rig = (Gm⊗a′∗)rig/ b′rig. Comme Arig = A′rig ×RK, on en de´duit qu’on peut
prendre a = a′, b = b′, ζC = ζC′ et ξ∗ = ξ′
∗, d’ou` le (ii′)rig.
Nous sommes maintenant en mesure d’appliquer le the´ore`me 4.11 qui nous donne le
couple cherche´ (j, ϕ), dont on admet l’unicite´.
6. COMPACTIFICATIONS TOROI¨DALES ARITHME´TIQUES. 49
(ii) Comme ΣC est stable par o×C (et non-seulement par o
×
C,1), le groupe fini o
×
D+ /(o
×
D+ ∩ o×2n,1)
du reveˆtement galoisien e´tale M 1 → M agit proprement et librement sur M 1Σ et la con-
struction du (i) passe au quotient. La fle`che M 1Σ →MΣ est encore e´tale. 
Remarque 6.3. Soit Σ = (Σb)b∈IF , ou` pour tout ide´al b, Σ
b est un e´ventail o×-
admissible de (cb2)∗+. On aurait pu tenter de de´finir MΣ comme la normalisation de la
compactification de Rapoport de l’espace de modules M(c)Σ dans M . Le proble`me est
que le sche´ma MΣ ainsi de´fini n’est jamais lisse. En effet, pour compactifier chaque (R, n)-
pointe C qui est au-dessus de la R-pointe correspondant a` b on utilise le meˆme e´ventail Σb.
Or, si bb′−1 6= n o (n ∈ Z), Σb ne peut pas eˆtre un e´ventail lisse pour (cb2)∗+ et (cbb′)∗+
simultane´ment.
6.2. Proprie´te´s des compactifications toro¨ıdales. Dans la suite, pour alle´ger les
notations, nous e´crirons M a` la place de MΣ, en gardant en teˆte la de´pendance du syste`me
d’e´ventails Σ.
Corollaire 6.4. Localement pour la topologie e´tale sur Spec(Z[ 1N(n) ]), j est isomorphe
a` SC ↪→ Sσ pour un certain couple C, σ ∈ ΣC.
En particulier, pour tout coˆne σ ∈ ΣC\{0}, et tout corps alge´briquement clos k de car-
acte´ristique p ne divisant pas N(n), l’ensemble des k-points de la strate M(σ) de M
s’identifie a` celui des k-points de la strate ferme´e S(σ) de l’immersion torique affine
S ↪→ Sσ.
Ceci re´sulte du fait que o×C ope`re librement sur l’ensemble des strates non-ouvertes de
SC ↪→ SΣC , et donc localement pour la topologie e´tale S∧ΣC/ o×C (et donc M
∧
) est isomorphe
a` S∧σ , pour un certain σ ∈ ΣC .
Corollaire 6.5. Quitte a` raffiner l’e´ventail Σ on obtient un sche´ma M lisse sur Z[ 1∆ ].
Proposition 6.6. Il existe un unique sche´ma en groupes semi-abe´lien pi : G→M 1 qui
prolonge la VAHB universelle pi : A → M 1. Ce sche´ma en groupes est muni d’une action
de o et c’est un tore au-dessus de M 1\M1.
De´monstration : L’unicite´ est montre´e dans un cadre beaucoup plus ge´ne´ral dans le
chapitre I du livre de Chai et Faltings [21]. Pour l’existence on conside`re le diagramme
suivant :
A //_________

G





G0σ[
1
N(n) , ζC ]
88pppppp
//

Gσ[
1
N(n) , ζC ]

88p
p
p
M1 // M1 M1
∧oo
S0σ[
1
N(n) , ζC ] //
88qqqqq
Sσ[
1
N(n) , ζC ]
88qqqqq
S∧σ [
1
N(n) , ζC ]
88qqqqq
oo
The´ore`me 6.7. Le sche´ma M est propre sur Spec(Z[ 1N(n) ]).
De´monstration : Il suffit de ve´rifier la proprete´ de M 1. L’ide´e, comme dans [57], est
d’appliquer le crite`re valuatif de proprete´ tel qu’il est e´nonce´ dans [13] (cf Thm.4.19 et le
commentaire qui suit).
Soit V un anneau de valuation discre`te de corps de fractions K. Comme M 1 est
ouvert et dense dans M 1, il suffit de ve´rifier que tout morphisme g0 : Spec(K) → M 1,
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s’e´tend en un morphisme g : Spec(V ) → M 1. Supposons que g0 ne s’e´tend pas de´ja` en
un morphisme g : Spec(V ) → M 1. La VAHB A/K donne´e par f 0 est donc a` mauvaise
re´duction (cf Deligne-Pappas [14]). Quitte a` remplacer K par une extension finie et V par
sa normalisation, on peut supposer que A/K est a` mauvaise re´duction semi-stable. Nous
sommes alors en mesure d’appliquer a` A/K la the´orie de ge´ome´trie rigide de Raynaud, qui
nous fournit (cf §.5) :
− deux ide´aux a et b, avec c = P(A) = ab−1 et tels que Arig = (Gm⊗ a∗)rig/ brig (ceci
de´finit une R-pointe).
− une suite exacte 0 → (a /na)(1) → A[n] → n−1 b / b → 0. La µn-structure de niveau
(o / n)(1) ↪→ A[n] de´finit alors une (R, n)-composante C au-dessus de la R-pointe de´finie
pre´ce´demment (a` laquelle on peut associer un ide´al b′ ⊃ b) et une racine de l’unite´ ζC
d’ordre l’exposant du groupe b′ / b.
− un e´le´ment ξ∗ ∈ (ab)∗+ (bien de´fini modulo l’action de o×C ), venant de la forme biline´aire
o-e´quivariante (, ) : a× b→ Val(K) ∼= Z (α, β) 7→ val(Xα(β)).
Un translate´ de ξ∗ par le groupe o×C,1 appartient a` un certain coˆne σ
C
i ∈ ΣC, parmi
les coˆnes choisis dans la de´monstration du the´ore`me. Le morphisme g0 se factorise alors
par la carte locale S
0
σCi
× Spec(Z[ 1N(n) , ζC ]) → M1. Le morphisme compose´ g : Spec(V ) →
SσCi
× Spec(Z[ 1N(n) , ζC ])→M1 e´tend le morphisme g0. 
6.3. Irre´ductibilite´ du sche´ma M ⊗ Fp (p 6 |∆).
The´ore`me 6.8. Le sche´ma M est ge´ome´triquement irre´ductible sur Z[ 1∆ ].
De´monstration : On suit [21] IV.5.10 : la fibre ge´ne´rique de M est ge´ome´triquement
connexe par la description transcendante de M an et le principe GAGA; il en est de meˆme
pour la fibre ge´ne´rique d’une compactification toro¨ıdale M . Soit φ : M → S = Spec(Z[ 1∆ ])
le morphisme structural. Ce morphisme est lisse donc plat. Il est propre donc φ∗OM est
un Z[ 1∆ ]-module de type fini. Par platitude, ce module est libre de rang r. En passant
a` la fibre ge´ne´rique, on voit que r = 1 parce que cette fibre est connexe (et propre). Le
The´ore`me de Connexite´ de Zariski montre que la condition φ∗OM = Z[ 1∆ ] entraˆıne la
connexite´ des fibres M ⊗ Fp (p 6 |∆). La lissite´ de M ⊗ Fp entraˆıne alors l’irre´ductibilite´
ge´ome´trique de M ⊗ Fp. 
7. Formes de Hilbert et compactification minimale arithme´tiques.
On suppose dans cette partie que d = dF > 1 (F 6= Q). Nous savons qu’une forme
modulaire de Hilbert classique (sur C) est uniquement de´termine´e par son q-de´veloppement
en une pointe C, que la condition d’holomorphie a` l’infini est automatiquement satisfaite
(Principe de Koecher) et qu’il n’y a pas de se´ries d’Eisenstein en poids non-paralle`le.
Le but de cette partie est de de´crire, en suivant [57], les proprie´te´s du q-de´veloppement
d’une forme de Hilbert arithme´tique. C’est le point de de´part dans [6] pour la construction
de la compactification minimale arithme´tique de M .
A partir de maintenant on se place au-dessus de Spec(Z[ 1∆ ]).
7.1. Formes modulaires de Hilbert arithme´tiques. Le sche´ma T1/Q = Res
F
Q Gm
admet un mode`le sur Z, a` savoir T1 = Res
o
Z Gm. Notons que T1 n’est un tore que sur Z[
1
∆F
]
comme le sugge`re l’exemple suivant
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Exemple 7.1. Soit F = Q(
√
D), avec D ≡ 3 (mod 4) sans facteurs carre´s. Alors
T1 = Spec(Z[X,Y ][
1
X2−DY 2 ]) et pour p > 2 premier on a : T1(Fp) = F
×
p ×F×p , si
(
D
p
)
= 1;
T1(Fp) = F
×
p2
, si
(
D
p
)
= −1; T1(Fp) = F×p ×Fp, si
(
D
p
)
= 0.
Pour tout Z[ 1∆ ]-sche´ma Y , on pose Y
′ = Y × Spec(o′[ 1∆ ]), ou` o′ de´signe l’anneau des
entiers de F ′ = Q(
√
,  ∈ o×D+). On a introduit dans le paragraphe 3.1 le o-fibre´ inversible
ω sur M ′. Conside´rons le faisceau M′ = Isomo⊗OM′ (o⊗OM ′ , ω). C’est un T ′1-torseur
Zariski sur M ′.
Comme T ′1 est affine sur M
′, le faisceau M′ est repre´sentable par un sche´ma pi ′ : M′ →
M ′ (cf [50] III.4 The´ore`me 4.3). En particulier on a un isomorphisme
T ′1 ×
M ′
M′ ∼= M′ ×
M ′
M′ , (t, x) 7→ (tx, x).
Le T ′1-torseur M
′ est ge´ome´triquement irre´ductible sur M ′.
Remarque 7.2. Sur le sche´ma de modules fin M 1, le sche´ma correspondant M1
repre´sente le foncteur M1 : Z[ 1∆ ]-Sch→ Ens, qui a` un Z[ 1∆ ]-sche´ma S associe l’ensemble des
quintuplets (A, ι, λ, α, ω) modulo isomorphisme, ou` (A, ι, λ, α) est une VAHB, comme dans
le paragraphe 3.1, et ou` ω est un isomorphisme de o-fibre´s inversibles ω : o⊗OS ∼= ωA/S .
Pour la de´finition de l’espace des formes modulaires de Hilbert, nous suivons de pre`s
le paragraphe 6.8 de [57], re´dige´ par P. Deligne.
Soit k ∈ Z[JF ] = X(T1) un poids (cf I.2.2) et soit F ′ de´sormais un corps de nombres,
contenant Q(
√
,  ∈ o×D+) ainsi que les valeurs du caracte`re k : F× → C×.
On peut prendre, par exemple, F ′ = Q(
√
,  ∈ o×D+) et k = k0t (poids paralle`le), ou
bien F ′ = F˜ (
√
,  ∈ o×D+) et k ∈ Z[JF ] poids quelconque.
Soit o′ l’anneau des entiers de F ′. Le morphisme de groupes alge´briques k : ResFQ Gm →
ResF
′
Q Gm, se prolonge en un morphisme Res
o
Z Gm → Reso
′
Z Gm, qui e´quivaut (par la for-
mule d’adjonction) a` un morphisme de groupes alge´briques sur o′, ResoZ Gm×Spec(o′) →
Gm×Spec(o′), note´ encore k.
Le tore de´ploye´ T ′1 agit sur pi
′∗OM′ . La composante (−k)-isotypique (pi ′∗OM′)[−k] est
un faisceau inversible sur M ′, note´ ωk.
De´finition 7.3. 1) Soit R une Z[ 1∆ ,
√
;  ∈ o×D+]-alge`bre. On de´finit l’espace des
formes modulaire de Hilbert de niveau Γ et a` coefficients dans R comme
G(c, n;R)geom = H0(M×Spec(Z[ 1
∆
]) Spec(R),OM).
2) Soit R une o′[ 1∆ ]-alge`bre. Une forme modulaire de Hilbert arithme´tique de poids k,
de niveau Γ et a` coefficients dans R, est une section globale de ωk surM×Spec(Z[ 1
∆
])Spec(R).
On note Gk(c, n;R)
geom := H0(M ×Spec(Z[ 1
∆
]) Spec(R), ω
k) l’espace de ces formes modulaire
de Hilbert.
Remarque 7.4. 1) Le faisceau ωt (t =
∑
τ∈JF τ) n’est autre que le faisceau ∧dω =
det(ω) sur M , et ωkt - sa puissance k-ie`me. Les formes modulaires de Hilbert de poids
paralle`le k ≥ 1, s’e´crivent donc Gkt(c, n)geom = H0(M, (∧dω)⊗k).
2) Le torseur M n’est pas trivial, car sinon pour tout k ≥ 1 (∧dω)⊗k serait le fibre´
trivial sur M , et a` fortiori sur M an. Or, par le principe de Koecher H0(Man,OMan) =
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H0(Man,OMan) = C, ce qui contredirait l’existence de formes modulaires de Hilbert cusp-
idales non-nulles en poids kt.
3) Si F ′ ⊃ F gal, on a T ′1 := T1 × Spec(o′[ 1∆ ]) ∼= GJFm × Spec(o′[ 1∆ ]) et par le the´ore`me de
diagonalisabilite´ des tores [39], on a :
pi′∗OM′ =
⊕
k∈Z[JF ]
ωk , H0(M′,OM′) =
⊕
k∈Z[JF ]
H0(M ′, ωk).
L’action de o× sur le fibre´ inversible ωk se fait par −k.
Par ailleurs, l’action de o permet de de´composer ω ′ = Lie(A′ /M ′)∨ ∼= o⊗OM ′ en
somme directe de fibre´s inversibles ωτ sur M ′, indexe´s par les diffe´rents plongements τ de
o dans o′. On a ωk = ⊗τ (ωτ )⊗kτ .
4) Si R est une o′[ 1∆ ]-alge`bre, avec F
′ ⊃ F gal, on a :
G(c, n;R)geom =
⊕
k∈Z[JF ]
Gk(c, n;R)
geom.
7.2. Principe de Koecher. Soit pi : G → M 1 le sche´ma semi-abe´lien au-dessus
d’une compactification toro¨ıdale M 1 de M1, comme dans la partie pre´ce´dente. Le faisceau
ω
G/M1
:= e∗Ω
G/M1
, ou` e : M 1 → G de´signe la section unite´, prolonge le faisceau ωA /M1 .
En outre ω
G/M1
co¨ıncide avec le faisceau (pi∗ΩG/M1)
G des G-invariants de pi∗ΩG/M1 . En
passant aux cartes formelles, on voit comme dans [57], qu’au-dessus de Z[ 1∆ ], le faisceau
ω
G/M1
est un o-fibre´ inversible. De plus, d’apre`s le paragraphe 3.1, il descend en un o-fibre´
inversible sur M
′
, note´ ω.
Pour tout k ∈ Z[JF ], on peut ainsi prolonger le fibre´ inversible ωk sur M ′. D’apre`s
le paragraphe 1.2 pour toute (R, n)-composante uniformise´e C, tout coˆne σ ∈ ΣC et pour
toute o′[ 1∆ , ζC ]-alge`bre R on a ω|S∧σ×Spec(R) = a⊗OS∧σ×Spec(R), d’ou` :
(II.5) ωk|S∧
ΣC
×Spec(R) = (a⊗OS∧
ΣC
⊗R)−k = (a⊗ o′[ 1∆ ])−k ⊗o′[ 1∆ ] (o⊗OS∧ΣC ⊗R)
−k
Par conse´quent H0(S∧
ΣC
×Spec(R)/ o×C , ωk) = a(k)⊗o′[ 1
∆
]R
(k)
C (R), ou` a
(k) = (a⊗ o′[ 1∆ ])−k
est un o′[ 1∆ ]-module inversible et
R
(k)
C (R) :=
 ∑
ξ∈X+∪{0}
aξq
ξ
∣∣∣aξ ∈ R, au2ξ = k/2ukζnTrF/ Q(ξuξ∗u,)C aξ, ∀(u, ) ∈ o×C
 .
Notons que ξuξ∗u ∈ b′b−1 d−1 est bien de´fini modulo d−1, et donc nTrF/Q(ξuξ∗u) ∈
Z /nZ (on rappelle que nZ = Z∩bb′−1 et n est l’ordre de ζC).
On a R
(k)
C (R) = H
0
(
S∧
ΣC
× Spec(R), (o⊗OS∧
ΣC
⊗R)−k)o×C .
Le diagramme suivant montre comment l’anneau R
(k)
C (R) se situe par rapport aux
diffe´rents anneaux de´ja` conside´re´s dans le paragraphe 1.2 :
R[qξ]ξ∈X+∪{0}
  //
 _

Rσ ⊗R = R[qξ]ξ∈X∩σˇ _

R
(k)
C (R)
  // R[[qξ]]ξ∈X+∪{0}
  // R∧σ ⊗R
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The´ore`me 7.5. (Principe de Koecher [57] 4.9) Soit R une o′[ 1∆ ]-alge`bre et soit M une
compactification toro¨ıdale de M (on rappelle que d > 1). Alors
H0
(
M × Spec(R), ωk) = H0 (M × Spec(R), ωk)
De´monstration : Le proble`me est local et il suffit de le ve´rifier apre`s comple´tion, le long
d’une (R, n)-composante C. D’apre`s la trivialisation (II.5) du fibre´ inversible ωk, il s’agit de
voir que les sections globales me´romorphes o×C -e´quivariantes du faisceau (o⊗OS∧
ΣC
⊗R)−k
sur S∧
ΣC
× Spec(R) appartiennent a` R(k)C (R). Soit f =
∑
ξ∈X aξq
ξ une telle section.
Supposons que aξ0 6= 0 avec ξ0 non totalement positif. Il existe donc ξ∗0 ∈ X∗R + avec
TrF/Q(ξ0ξ
∗
0) strictement ne´gatif. Comme F 6= Q, on peut choisir des unite´s u ∈ o×C,1 de
manie`re a` rendre la quantite´ TrF/Q(u
2ξ0ξ
∗
0) arbitrairement proche de −∞. Soit σ un coˆne
polye´dral de ΣC contenant ξ∗0 . Par de´finition de S
∧
σ , on voit que f n’est pas me´romorphe
sur S∧σ , ce qui est absurde. Donc f ∈ R(k)C (R). 
7.3. q-de´veloppement. Le paragraphe pre´ce´dent montre que l’on peut associer a` une
(R, n)-composante uniformise´e C et a` une forme modulaire de Hilbert f de poids k, niveau
Γ, et a` coefficients dans une o′[ 1∆ , ζC ]-alge`bre R, un e´le´ment :
fC ∈ a(k)⊗o′[ 1
∆
]R
(k)
C (R).
De´finition 7.6. L’e´le´ment fC est appele´ le q-de´veloppement de la forme f en la (R, n)-
composante uniformise´e C. On note evC,k l’application f 7→ fC .
Le principe du q-de´veloppement s’e´nonce alors :
Proposition 7.7. Soient k un poids, C une (R, n)-composante uniformise´e et R une
o′[ 1∆ , ζC ]-alge`bre (contenant les valeurs de k). Alors
(i) l’application evC,k est injective,
(ii) pour toute o′[ 1∆ , ζC ]-alge`bre R
′ ⊃ R et pour tout f ∈ Gk(c, n;R′) on a
evC,k(f) ∈ a(k)⊗o′[ 1
∆
]R
(k)
C (R) =⇒ f ∈ Gk(c, n;R),
(iii) s’il existe f ∈ Gk(c, n;R) tel que le terme constant a0 de evC,k(f) ne soit pas nul,
alors k/2uk − 1 est un diviseur de ze´ro dans R, pour tout e´le´ment (u, ) ∈ o×C .
De´monstration : Comme dans le cas analytique, le (iii) de´coule du fait que pour tout
(u, ) ∈ o×C on a a0 = k/2uka0.
L’e´nonce´ (ii) dans le cas de l’anneau nul R = 0 redonne (i). Les deux e´nonce´s re´sultent
du suivant: soit R un groupe abe´lien; l’application f 7→ fC :
H0(M
′
, ωk ⊗R)→ a(k)⊗R[[qξ; ξ ∈ X+ ∪ {0}]]
est injective (on utilise le principe de Koecher pour passer a` M
′
).
Par commutation des deux membres aux limites inductives, on se rame`ne aise´ment au
cas R = Z ou R = Z /rZ. Par l’irre´ductibilite´ ge´ome´trique de M1 sur Z[ 1∆ ], une section
globale s de ωk sur M1 ⊗ Z /rZ est nulle, si et seulement si son pull-back a` la comple´tion
de M1 ⊗ Z /r Z le long d’un diviseur est nul. Il suffit donc de voir que le pull-back de s a`
S∧
ΣC
/ o×C soit nul c’est-a`-dire que evC,k(s) soit nul. 
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Remarque 7.8. 1) L’application evC somme des evC,k
G(c, n;R) =
⊕
k∈Z[JF ]
Gk(c, n;R)→ R⊗ Z[[qξ; ξ ∈ X+ ∪ {0}]]
n’est pas injective en ge´ne´ral comme le montre l’exemple de F = Q, R = Fp, Γ = SL2(Z):
le noyau de evC ⊗ idFp ⊕
k∈Z
Gk(c, n; Fp)→ Fp[[q]]
est l’ide´al engendre´ par Ep−1 − 1.
2) Pour F totalement re´el quelconque, le noyau de la fle`che evC ⊗Fp a` e´te´ calcule´e par
Goren (cf [28] Chap.5, Cor.4.5).
3) En fait, si R est une Z-alge`bre sans torsion, evC est injective graˆce au the´ore`me de
Dedekind d’inde´pendance line´aire des caracte`res distincts.
7.4. Compactification minimale.
La compactification minimale est la contrepartie arithme´tique de la compactification
de Satake sur C. Contrairement au cas complexe, dans le cas arithme´tique, la construction
de la compactification minimale utilise les compactifications toro¨ıdales. Voici l’analogue en
niveau Γ de l’e´nonce´ donne´ par C.-L. Chai dans [6].
The´ore`me 7.9.
(i) Il existe k0 ∈ N∗ tel que le faisceau ωk0tA/M1 , soit engendre´ par ses sections globales
sur M1.
(ii) Le morphisme canonique pi : M 1 →M1∗ := ProjZ[ 1
N(n)
]
(
⊕k≥0H0(M1, ωktA/M1)
)
, est
surjectif. Le Z[ 1N(n) ]-sche´ma M
1∗ est inde´pendant du choix de Σ (on rappelle que M 1 =
M1Σ).
(iii) L’anneau gradue´ ⊕k≥0H0(M1, ωktA/M1) est de type fini sur Z[ 1N(n) ] et M1∗ est un
Z[ 1N(n) ]-sche´ma projectif, normal, de type fini. Le groupe o
×
D+/(o
×
D+ ∩ o×2n ) du reveˆtement
fini e´tale M 1 →M agit sur M 1∗ et le quotient est un Z[ 1N(n) ]-sche´ma projectif, normal, de
type fini M ∗, muni d’un morphisme surjectif pi : M →M ∗.
(iv) pi|M induit un isomorphisme sur un ouvert dense de M ∗, note´ encore M . M ∗\M
est fini et e´tale sur Z[ 1N(n) ] et en fait isomorphe a` :∐
(R,n)−composantes/∼
Spec(Z[ 1N(n) , ζC ]
HC).
Les composantes connexes de M ∗\M sont appele´es les pointes de M . Cependant celles-ci
ne sont des points ferme´s que pour les (R, n)-composantes non-ramifie´es.
(v) L’image re´ciproque pi−1(C) de chaque pointe C de M , est une composante connexe
de M\M . La comple´tion formelle de M le long de l’image re´ciproque d’une composante
pi−1(C), est canoniquement isomorphe a` (S∧
ΣC
/o×C ) × Spec(Z[ 1N(n) , ζC ]HC ). En particulier,
la comple´tion formelle de M le long de l’image re´ciproque pi−1(C) d’une (R, n)-composante
non-ramifie´e C, est canoniquement isomorphe a`
(S∧ΣC/(o
×
n × o×D+))× Spec(Z[ 1N(n) ]).
(vi) Pour tout κ ∈ Z[JF ] le faisceau ωκ s’e´tend en un faisceau inversible sur M ∗ si et
seulement si κ est paralle`le.
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De´monstration : Nous suivons la me´thode de C.-L. Chai [6]. D’apre`s [52] Chap.IX
Thm.2.1 (cf aussi [21] Chap.V Prop.2.1), il existe k0 ≥ 1 tel que le faisceau inversible
ωk0tA/M1 soit engendre´ par ses sections globales sur M
1. Ceci nous fournit un morphisme
M1 → ProjZ[ 1
N(n)
]
(
Sym•H0(M1, ωk0tA/M1)
)
.
Soit B• la normalisation de Sym•H0(M1, ωkk0tA/M1) dans ⊕
k≥0
H0(M1, ωkk0tA/M1). Le mor-
phisme associe´ pi : M 1 → ProjZ[ 1
N(n)
](B
•) est birationnel, surjectif et satisfait pi∗O(1) =
ωk0tA/M1 . Le The´ore`me de Connexite´ de Zariski implique alors que les fibres de pi sont con-
nexes. D’apre`s [21] Chap.V Prop.2.2, la partie abe´lienne est constante dans chaque fibre
ge´ome´trique de pi, et par conse´quent les fibres ge´ome´triques de pi sont
− soit des points ge´ome´triques de M 1,
− soit des composantes ge´ome´triques connexes de M 1\M1.
Comme pour tout k ≥ 1, pi∗O(k) = ωk0ktA/M1 et ωk0tA/M1 est engendre´ par ses sections
globales sur M 1, on obtient H0(M1, ωkk0tA/M1) = H
0(Proj(B•),O(k)). Par conse´quent B• =
⊕
k≥0
H0(M1, ωkk0tA/M1) et c’est une Z[
1
N(n) ]-alge`bre de type fini. Or, l’alge`bre ⊕
k≥0
H0(M1, ωktA/M1)
est entie`re sur ⊕
k≥0
H0(M1, ωkk0tA/M1), engendre´e par les e´le´ments de degre´ plus petit que
k0. Il en re´sulte que ⊕
k≥0
H0(M1, ωktA/M1) est de type fini sur Z[
1
N(n) ], et que M
1∗ :=
Proj( ⊕
k≥0
H0(M1, ωktA/M1)) = Proj(B
•). Par le principe de Koecher, le sche´ma M 1∗ est
inde´pendant du choix particulier de la compactification toro¨ıdale M 1 de M1. Le groupe
o×D+/(o
×
D+ ∩ o×2n ) agit sur M 1∗ et on de´finit M ∗ comme le quotient. Notons qu’en ge´ne´ral
M1∗ →M∗ n’est pas e´tale, car les pointes peuvent avoir des stabilisateurs non-triviaux.
On a donc (i),(ii),(iii) et la premie`re partie de (iv). Le calcul de la comple´tion formelle
de M , le long de l’image re´ciproque d’une composante connexe de M ∗\M de´coule du
The´ore`me des Fonctions Formelles de Grothendieck.
Enfin, examinons a` quelle condition ωκ
G/M1
descend en un fibre´ inversible sur M 1∗.
Comme (pi∗ωκ
G/M1
)|M1 = ωκA/M1 et codim(M 1∗\M1) ≥ 2, le faisceau pi∗ωκG/M1 est cohe´rent.
Il est inversible si et seulement si ωκ
G/M1
peut eˆtre trivialise´ sur S∧
ΣC
/o×C,1×Spec(R). D’apre`s
(II.5) le pull-back de ωκ
G/M1
a` S∧
ΣC
× Spec(R) est canoniquement trivial et o×C,1 agit sur ce
pull-back a` travers κ, d’ou` (vi). 
7.5. Exemples de q-de´veloppements en une pointe ramifie´e. Nous nous pro-
posons de de´crire explicitement dans le cas particulier de l’exemple 2.4(ii)(iii) les anneaux
R
(κ)
C (R) contenant les q-de´veloppements des formes modulaires de Hilbert de poids κ et
niveau Γ. Rappelons que o′ de´signe les entiers d’un corps de nombres contenant les valeurs
du caracte`re κ. On suppose que ClF = {1}.
Plac¸ons nous dans le cas (ii). Le bord M 1∗\M1 s’e´crit alors∐
(R,n)−comp.
non-ramifie´s/∼
Spec
(
Z
[
1
N(n)
]) ∐
(R,n)−comp.
peu ramifie´s/∼
Spec
(
Z
[
1
N(n) , ζp
]) ∐
(R,n)−comp.
tre`s ramifie´s/∼
Spec
(
Z
[
1
N(n) , ζp2
]o×/o×
p2
)
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− Si la pointe C est non-ramifie´e, pour toute o′[ 1∆ ]-alge`bre R, on a
R
(κ)
C (R) =
∑
ξ∈o+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p2
 .
− Si la pointe C est peu ramifie´e, pour toute o′[ 1∆ , ζp]-alge`bre R, on a
R
(κ)
C (R) =

∑
ξ∈p−1+
aξq
ξ|aξ ∈ R, au2ξ = uκζpTrF/Q(ξuξ
∗
u)
p aξ, ∀u ∈ o×p
 .
− Si la pointe C est tre`s ramifie´e, pour toute o′[ 1∆ , ζp2 ]-alge`bre R, on a
R
(κ)
C (R) =

∑
ξ∈p−2+
aξq
ξ|aξ ∈ R, au2ξ = uκζp
2 TrF/Q(ξuξ
∗
u)
p2
aξ, ∀u ∈ o×p2
 .
En fait, d’apre`s la de´monstration de la Prop.2.3(iv), on a ξ∗u ∈ p2d−1 et donc TrF/Q(ξuξ∗u) ∈
Z (alors qu’a` priori il appartient juste a` p−2 Z!). On en de´duit que
R
(κ)
C (R) =

∑
ξ∈p−2+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p2
 ,
ce qui est compatible avec le fait que ζp2 n’appartient pas au corps de de´finition de la pointe
C, qui est Q(ζp2)o
×/o×
p2 (notons que −1 ∈ o×/o×
p2
).
Plac¸ons nous dans le cas (iii). Le bord M 1∗\M1 s’e´crit alors∐
(R,n)−comp.
non-ramifie´s/∼
Spec
(
Z
[
1
N(n)
]) ∐
(R,n)−comp.
ramifie´s/∼
Spec
(
Z
[
1
N(n) , ζp
]o×
C
/o×p
)
.
− Si la pointe C est non-ramifie´e, pour toute o′[ 1∆ ]-alge`bre R, on a
R
(κ)
C (R) =
∑
ξ∈o+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p
 .
− Si la pointe C est ramifie´e, pour toute o′[ 1∆ , ζp]-alge`bre R, on a
R
(κ)
C (R) =

∑
ξ∈p−1+
aξq
ξ|aξ ∈ R, au2ξ = uκζpTrF/Q(ξuξ
∗
u)
p aξ, ∀u ∈ o×p
 .
En fait, d’apre`s la de´monstration de la Prop.2.3(iv), on a ξ∗u ∈ pd−1 et donc TrF/Q(ξuξ∗u) ∈
Z (alors qu’a` priori il appartient juste a` p−1 Z!). On en de´duit que
R
(κ)
C (R) =

∑
ξ∈p−1+
aξq
ξ|aξ ∈ R, au2ξ = uκaξ, ∀u ∈ o×p
 ,
ce qui est compatible avec ζp /∈ Q(ζp)o
×
C
/o×p = corps de de´finition C (on a −1 ∈ o×C /o
×
p ).
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8. Compactifications toro¨ıdales des varie´te´s de Kuga-Sato.
Dans toute cette partie, on se limite au cas du groupe de niveau Γ1 = Γ11(c, n), (D =
Gm), de sorte qu’il y a une VAHB analytique universelle Aan →M1,an.
8.1. Compactifications toro¨ıdales des varie´te´s analytiques de Kuga-Sato. La
varie´te´ analytique de Kuga-Sato Aan,s est de´finie comme le produit fibre´ s-fois de Aan au-
dessus de M 1,an. Soit M 1,an une compactification toro¨ıdale de M 1,an, comme dans la partie
I.6. On note de meˆme Gs le produit fibre´ s-fois de G par lui-meˆme au-dessus de M 1,an. On
veut compactifier Aan,s en une varie´te´ analytique lisse Aan,s, qui est projective au-dessus
de M1,an, et telle que l’action par translation de Aan,s sur elle-meˆme se prolonge en une
action de Gs sur Aan,s. Le caracte`re naturel de ce prolongement sera de´taille´ dans l’e´nonce´
du the´ore`me 8.4 plus bas.
Nous proce´derons en effectuant des compactifications partielles de chaque pointe a` l’aide
d’immersions toro¨ıdales, puis en recollant ces dernie`res on obtiendra la compactification
cherche´e.
Si on pose Aan,sγ,H = γ−1Γ1γ ∩BR\(WH × (F ⊗C)s)/(b⊕ a∗)s, la description de la VAHB
au voisinage de la pointe C = γ∞, faite dans le paragraphe I.3.3, donne :
Aan,sγ,H

X∗\(WH × (F ⊗ C)s)/(b⊕ a∗)soo

  // (Gm⊗X∗ × (Gm⊗ a∗)s)/ bs

γ−1Γ1γ ∩BR\WH X∗\WH = Dγ,H 
 //
mod o×
C,1oo Gm⊗X∗ =: SC
,
ou` on rappelle que a = bc et X = cbb′.
Le groupe bs o o×C,1 (produit semi-direct donne´ par (β1, .., βs;u) · (β′1, .., β′s;u′) =
(β1 + β
′
1u
−1, .., βs + β′su−1;uu′)) agit a` gauche sur X∗+ × (a∗)s, ainsi que sur (F ⊗ R)+ ×
(F ⊗ R)s, par :
(β1, .., βs;u) · (q; l1, ..., ls) = (u2q, ul1 + u2qβ1, ..., uls + u2qβs)
Notons que cette action est bien de´finie, car X ∗ b ⊂ a∗.
On aimerait ajouter a` Gm⊗X∗ × (Gm⊗ a∗)s une frontie`re analytique F au dessus de
la frontie`re analytique E de SC et sur laquelle bs o o×C,1 agit discontinument et de manie`re
compatible avec l’action de o×C,1 sur E . Le quotient par bs o o×C,1 de l’adhe´rence de q(Dγ,H)×
(Gm⊗ a∗)s dans Gm⊗X∗ × (Gm⊗ a∗)s ∪ F serait alors la compactification partielle de la
pointe C (cf I.6).
Le proble`me se traduit en le proble`me combinatoire suivant :
Soit un e´ventail complet Σ de X∗R + = {0} ∪ R∗JF+ , stable pour l’action de o×+ et qui
contient un nombre fini d’e´le´ments modulo cette action. Trouver un e´ventail complet Σ˜ de
X∗R + × (a∗R)s stable pour l’action de bs o o×+, contenant un nombre fini d’e´le´ments modulo
cette action et tel que la projection de chaque σ˜ ∈ Σ˜ sur X∗R + soit un des σ ∈ Σ.
Soit ξ∗0 un e´le´ment de X
∗
+ de norme minimale. Soit ε1, .., εd−1 une base de o×2
et posons Π = {∏i∈I εi | I ⊂ {1, .., d − 1}}. Alors l’ensemble Σ des inte´rieures des⋂
u∈U R+ Convε∈Π(uεξ
∗
0), avec U de´crivant les sous-ensembles finis de o
×2, est un e´ventail
complet de X∗R +, stable pour l’action de o
×
+ et contenant un nombre fini d’e´le´ments modulo
cette action.
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Soit e(1), .., e(d) une base de b et posons Π′ = {∑i∈I e(i) | I ⊂ {1, .., d}}. Conside´rons
l’ensemble Σ˜′′ des coˆnes ferme´s suivants :
R+ Convε∈Π;e1,..,es∈Π′
(
(u2ε2ξ∗0 ; (β1 + e1)uε
2, .., (βs + es)uε
2)
)
,
avec β = (u;β1, .., βs) de´crivant (o
× /{±1}) × bs.
Il ne suffit pas de prendre les inte´rieurs des intersections finies de tels coˆnes pour obtenir
l’e´ventail cherche´ Σ˜, car l’intersection de deux coˆnes de Σ˜′′ n’est pas force´ment une face de
chacun. Cependant, on n’en est pas loin, car une face donne´e d’un coˆne de Σ˜′′ ne rencontre
qu’un nombre fini parmi les autres coˆnes. De ce fait :
1) si on de´coupe un des coˆnes de Σ˜′′ (en prenant par exemple un point rationnel a`
l’inte´rieur, bien que cela ne soit pas force´ment ne´cessaire) de fac¸on que les autres coˆnes
intersectent les nouveaux coˆnes ainsi obtenus en des faces de ces derniers, et
2) si on de´coupe les autres coˆnes en conse´quence, en translatant le de´coupage 1) par le
groupe bs o o×,
alors on obtiendra un nouvel ensemble de coˆnes ferme´s Σ˜′ qui sera plus fin que Σ˜′′ et
dans lequel l’intersection de deux coˆnes sera une face de chacun.
L’ensemble Σ˜ des inte´rieurs des intersections finies de coˆnes de Σ˜′ sera alors un e´ventail
complet deX∗R +×(a∗R)s stable pour l’action de bs o o×, contenant un nombre fini d’e´le´ments
modulo cette action et tel que la projection de chaque σ˜ ∈ Σ˜ sur (F ⊗ R)+ soit un des
σ ∈ Σ. Quitte a` raffiner Σ˜, on pourra le supposer lisse.
Par meˆme me´thode que dans la partie I.6 on obtient alors la compactification lisse
cherche´e de Aan,s. L’e´nonce´ pre´cis sera donne´ plus tard dans cette partie, dans le cas
arithme´tique (le cas analytique en de´coule par les arguments habituels).
8.2. Compactifications arithme´tiques des varie´te´s de Kuga-Sato. On rappelle
que dans cette partie, on se limite au cas du sche´ma de modules fin M 1, de sorte qu’il existe
une VAHB universelle A→M 1.
Soit Σ un e´ventail Γ-admissible et M 1 ↪→ M1 = M1Σ ←↩ M1\M1 la compactification
toro¨ıdale construite dans la partie 6, avec M 1\M1 diviseur a` croisements normaux.
Pour chaque entier s ≥ 1 on de´finit la varie´te´ de Kuga-Sato As = A ×
M1
... ×
M1
A (s-fois),
qui est munie d’un morphisme projectif lisse pis : As → M1. Le but est de construire
(en s’inspirant de [21]) des compactifications toro¨ıdales As ↪→ As = As
eΣ
←↩ As\As, avec
As\As diviseur a` croisements normaux relatif, au dessus de la compactification toro¨ıdale
M1 de M1. En d’autres termes on veut obtenir un diagramme :
As   //
pis

As
pis

As\As? _oo

M1
  //
''OO
OO
OO
OO
O M1

M1\M1? _oo
vvmmm
mmm
mm
Spec(Z[ 1N(n) ])
,
avec pis semi-stable et projectif.
L’importance de l’existence d’une varie´te´ As → M1 pour chaque valeur de l’entier s
apparaˆıtra clairement dans le chapitre III. Pour de´montrer le the´ore`me de de´ge´ne´rescence
de la suite spectrale BGG duale vers de Rham, on doit en effet recourir, suivant [21],
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VI.5.5, au the´ore`me de Deligne de de´ge´ne´rescence de la suite spectrale de Hodge vers de
Rham pour pis : As →M1.
L’e´ventail conside´re´ dans la partie pre´ce´dente pour la compactification analytique ne
peut pas eˆtre re´utilise´ ici, car la me´thode de [21] utilise des e´ventails munis d’une fonction
de polarisation. On utilise la de´composition de Voronoi-Delaunay, qui est naturellement
munie d’une fonction de polarisation (cf aussi [47]).
8.3. Donne´es de de´ge´ne´rescence.
De´finition 8.1. Soient a et b deux ide´aux de o tels que ab−1 = c. Des donne´es de
de´ge´ne´rescence, pour la varie´te´ de Kuga-Sato consistent en :
− (polarisation) des morphismes o-line´aires φi : b→ a, 1 ≤ i ≤ s.
− (fle`che tautologique) une forme biline´aire b : b× a→ Z telle que pour tout m ∈ o, α ∈ a
et β ∈ b on ait b(mβ,α) = b(β,mα) et telle pour tout 1 ≤ i ≤ s l’application b(·, φi(·)) soit
une forme biline´aire de´finie positive sur b.
Soit une (R, n)-pointe C, donne´e par un o-re´seau de F 2, une suite exacte de o-modules
projectifs 0→ a∗ → L→ b→ 0 et d’une application o-line´aire injective α : n−1 d−1 / d−1 ↪→
n−1 L/L. On associe a` C l’ide´al X = ab′ ⊃ ab (cf Prop.2.3). A` chaque ξ∗ ∈ X∗+ et µi ∈ c+,
1 ≤ i ≤ s, on peut associer des donne´es de de´ge´ne´rescence φi = φµi et b = bξ∗ de´finies par :
pour tout α ∈ a, β ∈ b et 1 ≤ i ≤ s φi(β) = µiβ et b(β, α) = TrF/Q(ξ∗αβ).
On pose C+ = X
∗
+ et C˜+ = C+ × (a∗)s.
Le groupe bs o o×C,1 agit a` gauche sur C˜+ (de meˆme que dans (3.2) le groupe (o⊕ c∗)oΓ1
agit sur HF × (F ⊗ C)) par{
u · (q; l1, .., ls) = (u2q;ul1, .., uls)
(β1, .., βs) · (q; l1, .., ls) = (q; l1 + β1q, .., ls + βsq)
.
8.4. Fonctions de polarisation. Le but est de construire :
• Un e´ventail ΣC de CR + qui est o×-admissible.
• Un e´ventail Σ˜C de C˜R + qui est bs o o×-admissible et tel que pour tout σ˜ ∈ Σ˜C , il
existe σ ∈ ΣC tel que pr1(σ˜) ⊂ σ. Si de plus cette inclusion est une e´galite´ l’e´ventail sera
dit e´quidimensionnel.
• Une fonction de support sur Σ˜C , i.e. une fonction ϕ : C˜Q + → Q qui est continue,
convexe, entie`re sur X∗ × (a∗)s line´aire sur chaque σ˜ ∈ Σ˜C (donc line´aire par morceaux),
bs o o×-invariante et telle que pour tout λ ≥ 0 ϕ(λ·) = λϕ(·).
Si de plus ϕ est strictement convexe au-dessus de chaque σ ∈ ΣC (i.e. pour tout σ˜ ∈ Σ˜C,
il existe σ ∈ ΣC, n ∈ N et l˜∗ ∈ X × as tels que σ˜ = {l˜ = (q, l) ∈ C˜+|q ∈ σ, nϕ(l˜) = 〈l˜∗, l˜〉},
alors ϕ est appele´e une fonction de polarisation.
8.5. De´composition de Voronoi-Delaunay. Fixons une (R, n)-pointe C, ainsi que
des µi ∈ c+, 1 ≤ i ≤ s. On a ainsi des polarisations φi = φµi , 1 ≤ i ≤ s.
Pour tout choix de β = (βi)1≤i≤s ∈ bs, on de´finit une fonction :
χβ : C˜Q + → Q , (q, l1, .., ls) 7→
∑
1≤i≤s
bq(βi, φi(βi)) + 2li(φi(βi)).
L’application χβ est la compose´e de
(q, l1, .., ls) 7→
∑
1≤i≤s
qµiβ
2
i + 2liµiβi
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avec l’application trace TrF/Q : F → Q.
Pour tout l˜ = (q, l = (l1, .., ls)) ∈ C˜Q + on pose
ϕ(l˜) = min
β∈bs
χβ(l˜),
L’application ϕ est 1-tordue, au sens de [21], car pour tout β ∈ bs on a
ϕ(β · (q, l)) = min
β′∈bs
χβ′(q, l + qβ) = min
β′∈bs
χβ+β′(q, l)− χβ(q, l) = ϕ(l˜)− χβ(l˜)
Pour σ ∈ Σ fixe´ et b ⊂ bs un sous-ensemble fini on de´finit :
σ˜σ,b = {l˜ = (q, l) ∈ C˜+|q ∈ σ, ∀β ∈ b χβ(l˜) = ϕ(l˜)}.
Proposition 8.2. L’e´ventail Σ˜ = {σ˜σ,b} est un e´ventail complet bs o o×− admissi-
ble, e´quidimensionnel de C˜+ et ϕ est une fonction de polarisation 1-tordue. Il existe une
subdivision lisse de Σ˜, muni d’une polarisation k-tordue, pour un certain k ≥ 1.
On se propose de calculer l’action de bso o× sur l’e´ventail Σ˜.
Pour β ∈ bs on a χβ(q, l) = ϕ(q, l), si et seulement si pour tout , e ∈ bs on a χβ+e(q, l)−
χβ(q, l) = TrF/Q(e(2l + q(2β + e))µ) ≥ 0. On en de´duit
σ˜σ,b = {(q, l) ∈ C˜+|q ∈ σ, ∀β ∈ b, ∀e ∈ bs TrF/Q(e(2l + q(2β + e))µ) ≥ 0}.
Pour tout u ∈ o× on a u · σ˜σ,b =
= {(u2q, ul) ∈ C˜+|q ∈ σ,∀β ∈ b,∀e ∈ bs TrF/Q(e(2l + q(2β + e))µ) ≥ 0} =
{(u2q, ul) ∈ C˜+|u2q ∈ u2σ,∀β,∀eTrF/Q(u−1e(2ul + u2q(2u−1β + u−1e))µ) ≥ 0}
= σ˜u2σ,u−1 b.
Si y ∈ bs on a y · σ˜σ,b =
= {(q, l + qy) ∈ C˜+|q ∈ σ,∀β ∈ b,∀e ∈ bs TrF/Q(e(2l + q(2β + e))µ) ≥ 0}
= {(q, l − 2qy) ∈ C˜+|q ∈ σ,∀β,∀e TrF/Q(e(2(l + qy) + q(2(β − y) + e))µ) ≥ 0}
= σ˜σ,b−y.
Le diagramme suivant de´crit l’action de bs o o× sur l’e´ventail Σ˜.
σ˜σ,b
·u //
·y

σ˜u2σ,u−1 b
·yu−1=u·y
σ˜σ,b−y
·u // σ˜u2σ,u−1 b−u−1y
8.6. Mode`les relativement complets faibles. On introduit la notion de mode`les
relativement complets faibles polarise´s dans le cas totalement de´ge´ne´re´ qui nous inte´resse
(cf [21] VI.1.7, ainsi que la partie 1.1).
Soit R un anneau excellent, inte´gralement clos, noethe´rien, complet pour la topologie I-
adique, pour un ide´al radiciel I =
√
I. SoitK le corps des fractions de R. Soit S = Spec(R),
η son point ge´ne´rique et S0 = Spec(R/I) le sous-sche´ma ferme´ de´fini par I.
Conside´rons le tore de´ploye´ G˜ = (Gm ⊗ a∗)s × S = Spec(R[Xα;α ∈ as]) sur S. Un
ensemble de pe´riodes bs ⊂ G˜(K) e´quivaut a` la donne´e d’une application biline´aire non-
de´ge´ne´re´e bs× as → K×, (β, α) 7→ Xα(β). Une polarisation φ sur l’ensemble des pe´riodes
bs est la donne´e d’un homomorphisme o-line´aire φ : bs → as, tel que :
(i) Xφ(β)(β′) = Xφ(β′)(β), pour tout β, β ′ ∈ bs,
(ii) Xφ(β)(β) ∈ I, pour tout β ∈ bs\{0}.
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De´finition 8.3. Un mode`le relativement complet faible polarise´ de G˜, par rapport a`
(bs, φ), est la donne´e des e´le´ments suivants :
(a) Un sche´ma inte`gre P˜ , localement de type fini sur R, dont la fibre ge´ne´rique est
isomorphe a` G˜η ,
(b) Un faisceau inversible L˜ sur P˜ ,
(c) Une action du tore G˜ sur (P˜ , L˜), e´tendant l’action par translation sur la fibre
ge´ne´rique et son faisceau structural. On note cette action Sg : P˜ → P˜ , S∗g : L˜ → L˜, pour
tout point fonctoriel g de G˜,
(d) Une action de bs sur (P˜ , L˜), note´e Tβ : P˜ → P˜ et T ∗β : L˜ → L˜, e´tendant l’action de
bs sur G˜η par translation (via b
s ⊂ G˜(K)).
satisfaisant aux conditions suivantes :
(i) Il existe un ouvert G˜-invariant U ⊂ P˜ de type fini sur S et tel que P˜ = ∪β∈bsTβ(U).
(ii) L˜ est ample sur P˜ , au sens que les comple´ments des lieux des ze´ros des sections
globales H0(P˜ , L˜⊗n), n ≥ 1, forment une base de la topologie de Zariski de P˜ .
(iii) Pour toute valuation v sur le corps des fonctions rationnelles sur G˜, qui est positive
sur R, on a :
v a du centre sur P˜ ⇐⇒ pour tout α ∈ as, il existe β ∈ bs avec v(Xα(β)Xα) ≥ 0.
L’inte´reˆt des mode`les relativement complets faibles polarise´s (P˜ , L˜) est qu’en suivant
les fle`ches du diagramme : P˜ P˜
comple´tionoo
quotient formel par bs

P P
alge´brisation
oo
l’on peut construire “le quotient” (P,L) de (P˜ , L˜) par le groupe des pe´riodes bs. Nous
allons utiliser cette construction dans le the´ore`me suivant.
8.7. E´nonce´ et de´monstration du the´ore`me. Soient µi ∈ c+, 1 ≤ i ≤ s. Soit
As = A×M1 . . . ×M1 A. Soit Σ = (ΣC)C un e´ventail complet et lisse de CR + qui est o×-
admissible et soit Σ˜ = (Σ˜C)C e´ventail complet et lisse de C˜R + qui est bso o×-admissible,
e´quidimensionnel au-dessus de Σ et muni d’une fonction de polarisation k-tordue ϕ.
The´ore`me 8.4. Il existe un Z[ 1N(n) ]-sche´ma As = AseΣ propre (et meˆme projectif) sur
M1 = M1Σ, muni d’un faisceau inversible ample L tel que:
(i) As|M1 = As est la varie´te´ de Kuga-Sato universelle au dessus de M 1 et L|As
s’identifie avec la puissance tensorielle k-ie`me du faisceau inversible ample ⊗i pr∗i Lµi , ou`
pour 1 ≤ i ≤ s, pri : As → A de´signe la i-ie`me projection et Lµi de´signe le faisceau ample
inversible canonique sur A, obtenu par pull-back du faisceau de Poincare´ par le morphisme
(idA, λ ◦ (idA ⊗ µi)).
(ii) As posse`de une stratification naturelle parame´tre´e par Σ˜/(bs o o×).
(iii) Le sche´ma As est lisse sur Z[ 1∆ ] et As\As est un diviseur a` croisements normaux
relatif sur M 1. Le morphisme pis : As →M1 est semi-stable.
Supposons que pour tout σ ∈ Σ, il existe σ˜ ∈ Σ˜ tel que σ × {0} = σ˜. Alors :
(iv) Le sche´ma semi-abe´lien Gs est contenu comme ouvert dense dans As et la restric-
tion de L a` Gs co¨ıncide, comme dans le (i) avec la puissance tensorielle k-ie`me du faisceau
inversible ample canonique ⊗ipr∗iLµi . De plus Gs →M1 agit sur As en prolongeant l’action
de As sur lui-meˆme par translation.
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(v) Le faisceau Ω1As/M1(dlog∞) est isomorphe a` pis
∗(ω⊕s
G/M1
).
(vi) Pour tout couple d’entiers a, b ≥ 0, on a des isomorphismes canoniques
Rapis∗
(
b∧
Ω1As/M1(dlog∞)
)
∼=
a∧
(ω∨
G/M1
⊗o cd−1)⊕s ⊗
b∧
ω
G/M1
⊕s
Remarque 8.5. La canonicite´ des isomorphismes de (vi) montre en particulier que les
faisceaux Rapis∗
∧b Ω1As/M1(dlog∞) sont :
(i) inde´pendants du choix de la compactification toro¨ıdale de As choisie,
(ii) munis d’une action naturelle de Gs et de o,
(iii) libres sur O
M1
⊗ o.
De´monstration : On construit P = As en suivant les e´tapes de [21] VI.1 :
Pour chaque (R, n)-pointe C la projection de Σ˜C sur ΣC nous donne un morphisme
d’immersions toro¨ıdales (cf I.6.1) : S˜C
  //

S˜eΣC

SC
  // SΣC ,
ou` SC (resp. S˜C) de´signe le tore de´ploye´ de groupe des caracte`res X (resp. X × as). Le
morphisme S˜eΣC → SΣC est e´quivariant pour l’action des tores S˜C → SC et pour l’action des
groupes bs o o× → o×.
Il est crucial de noter alors que :
− la fonction de polarisation ϕ : C˜+ → Z induit un faisceau inversible relativement
ample L sur SeΣC (cf [44]).− le fait que ϕ est k-tordue nous donne, pour tout β ∈ bs et tout point fonctoriel g de
G˜s = (Gm⊗ a∗)s la relation
S∗gT
∗
β = X
φ(β)(a)2kT ∗βS
∗
g ,
qui est similaire a` celle qui est impose´e en plus pour les mode`les relativement complets
de´finis dans la partie 1.1.
− pour tout σ ∈ ΣC le pull-back de (S˜eΣC ,L) par le morphisme SC,σ → SΣC est un mode`le
relativement complet faible polarise´ du tore G˜s × SC,σ, relativement a` (bs, (φµi)1≤i≤s).
Ainsi, par le re´sultat principal sur ces mode`les [21] VI.1.10, on obtient un sche´ma propre
Pσ sur SC,σ[ 1∆ , ζC ], prolongeant le pull-back Asσ de la varie´te´ de Kuga-Sato universelle a`
S
0
C,σ[
1
∆ , ζC ], et un faisceau inversible ample Lσ sur Pσ , prolongeant le faisceau inversible
ample canonique ⊗i pr∗i Lµi de Asσ.
Par compatibilite´ des immersions toriques, comme dans [21] IV.3 p.104, on obtient un
sche´ma propre
gC : PΣC → S∧ΣC [
1
∆
, ζC ],
appele´ le “bon mode`le formel compact” en la pointe C, et un faisceau inversible ample LΣC
sur PΣC . Le couple (PΣC ,LΣC) descend a` S∧ΣC/ o×C ×Spec(Z[ 1∆ , ζC ]HC ).
On peut alors alge´briser et recoller ces sche´mas, ainsi que les faisceaux inversibles
amples, pour obtenir un morphisme pi : P →M 1 et un faisceau inversible ample L sur P ,
de sorte que :
1) pi est projectif sur M 1,
2) on a canoniquement P |M1 ∼= As,
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3) le sche´ma semi-abe´lien Gs agit sur P en prolongeant l’action par translation de As
sur lui-meˆme au-dessus de M 1,
4) si pour tout C, Σ˜C contient les σ × {0} pour tout σ ∈ ΣC, le sche´ma Gs est muni
d’une immersion ouverte j : Gs ↪→ P d’image dense dans P , et le faisceau j∗L co¨ıncide avec
le faisceau ample canonique sur Gs associe´ a` (µ1, . . . , µs), via la c-polarisation canonique
sur le sche´ma semi-abe´lien Gs prolongeant celle de As.
5) Pour tout coˆne σ˜ ∈ Σ˜C et σ ∈ ΣC , avec pr1(σ˜) = σ, la comple´tion formelle de
P → M1 le long de la σ˜-strate (au-dessus de la σ-strate de M 1) s’identifie, localement
pour la topologie e´tale, au morphisme d’immersion toriques
S˜C,eσ → SC,σ.
Remarque 8.6. 1) Le qualificatif “faible” fait re´fe´rence au fait que la construction
de P a` partir de G˜, bien que du type de celle de Mumford (comple´tion, quotient par les
pe´riodes, puis alge´brisation), ne suppose pas que le sche´ma P˜ associe´ au tore de´ploye´ G˜
contienne ce tore, (on a encore cependant G˜η = P˜η).
2) j : Gs ↪→ P n’est pas une immersion toro¨ıdale au-dessus de M 1.
On pose As = P . Il reste a` ve´rifier les e´nonce´s (v) et (vi) du the´ore`me. A partir de
j : Gs ↪→ As, on obtient j∗ : Ω1As/M1(dlog∞)→ Ω
1
Gs/M1
qui induit un isomorphisme sur
pis
∗e∗Ω1
Gs/M1
= pis
∗(ω
G/M1
⊕s), d’ou` le (v).
Le (vi) se de´duit a` partir du (v) et du cup-produit, on a
a∧
R1pis∗
(OAs)→ Rapis∗(OAs).
Pour montrer que cette fle`che est un isomorphisme on se rame`ne d’abord par comple´tion
aux bons mode`les formels compacts (cf [21] VI.1.11), qui permettent de remplacer le mor-
phisme pis : As →M1 par les morphismes d’immersions toriques
g : S˜C,eσ → SC,σ.
On exploite alors l’action de G˜ sur Rag∗(O eSC,eσ) qui permet de calculer la cohomologie
des immersions toriques comme au bas de la page 208 de [21]. 
Les points (v) et (vi) du the´ore`me pre´ce´dent sont en partie conse´quence du fait plus
ge´ne´ral suivant que le complexe Rpi∗Ω•A/M1(dlog ∞) ne de´pend pas du choix de la com-
pactification toro¨ıdale A (voir le lemme VI.3.4 de [21] qui se transpose sans changement
a` notre cas). On en de´duit en particulier que le fibre´ H1dR ne de´pend pas du choix de la
compactification toro¨ıdale A au-dessus de M 1 et qu’il est muni d’une action de o. En fait,
si on pose jM : M
1 ↪→ M1, alors H1dR s’identifie au sous-faisceau de jM∗H1dR(A /M1) des
sections G-invariantes de H1dR(G/M1).
La suite spectrale de Hodge vers de Rham logarithmique fournit une suite exacte courte
0→ pi∗ΩA/M1(dlog ∞)→ H
1
dR → R1pi∗OA → 0
qui est, elle-aussi, inde´pendante deA. La filtration de Hodge surH1dR est donc inde´pendante
de A. On a la premie`re partie de la
Proposition 8.7. E´tant donne´ un Γ-e´ventail complet Σ de C+, le fibre´ H1dR ne de´pend
pas du choix de la compactification toro¨ıdale A au-dessus de M 1; il en est de meˆme pour sa
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filtration de Hodge et pour sa connexion logarithmique prolongeant la connexion de Gauss-
Manin. Il est muni d’une action naturelle de G et de o. La connexion de Gauss-Manin
logarithmique est compatible avec la fle`che de Kodaira-Spencer
ω
G/M1
→ (ω∨
G/M1
⊗o cd−1)⊗ ΩM1(dlog ∞).
De´monstration : On de´montre que la connexion de Gauss-Manin posse`de un prolonge-
ment inde´pendant de A et que ce prolongement est unique. Pour une compactification
donne´e A, on peut de´finir la connexion de Gauss-Manin logarithmique (cf [40], ainsi que
la section 2 de [43] dans le cas non-logarithmique) comme suit.
Posons FiliΩ•A(dlog ∞) = Im(pi∗ΩiM1(dlog ∞)⊗Ω
•−i
A (dlog ∞)→ Ω•A(dlog ∞)) et con-
side´rons la suite exacte de complexes
(II.6) 0→ Fil1 /Fil2 → Fil0 /Fil2 → Fil0 /Fil1 → 0
La connexion de Gauss-Manin s’identifie alors au morphisme connectant
R1pi∗ gr0 → R2pi∗ gr1 .
Si l’on pose FiliG = Fil
iΩ•G(dlog ∞) = Im(pi∗ΩiM1(dlog ∞)⊗Ω
•−i
G (dlog ∞)→ Ω•G(dlog ∞)),
ou` le dlog ∞ n’est relatif qu’aux poˆles le long du diviseur vertical pi∗∞ de G, on peut iden-
tifier (II.6) a` la sous-suite (exacte) des G-invariants de
0→ Fil1G /Fil2G → Fil0G /Fil2G → Fil0G /Fil1G → 0,
qui ne de´pend pas deA. Encore une fois, ceci re´sulte de ce que la connexion de Gauss-Manin
sur A est A-invariante; elle se prolonge donc localement de fac¸on unique via l’identification
H1dR = H1dR(G/M1)G. 
9. Construction de fibre´s automorphes sur la varie´te´ modulaire de Hilbert.
Les formes modulaires de Hilbert classiques peuvent eˆtre vues comme des sections
globales de certains fibre´s de formes diffe´rentielles holomorphes sur M an. Dans cette partie
nous donnons des constructions de fibre´s automorphes sur M . Ces derniers peuvent servir
pour rede´finir et e´tudier les formes modulaires de Hilbert arithme´tiques, que nous avons
de´ja` introduit dans le paragraphe 7.1.
Soit un poids alge´brique k et n,m ∈ Z[JF ] comme dans la de´finition 2.1. On notera Vn
la repre´sentation alge´brique de G donne´e par
(II.7) Vn =
⊗
τ∈JF
Symnτ ⊗Detmτ .
Dans le cadre arithme´tique le reveˆtement universel HF → Man est remplace´ par le
torseur M′
T ′1→M ′ du paragraphe 7.1. On a un foncteur de la cate´gorie des repre´sentations
alge´briques du o′[ 1∆ ]-sche´ma en groupes T
′
1, vers celle des fibre´s de´composables en fibre´s
inversibles sur M ′, qui a` W1 associe le produit contracte´ M′
T ′1× W1 =:W1, de´fini comme le
quotient par la relation d’e´quivalence (mt,w) ∼ (m, tw) pour m ∈M′, t ∈ T ′1 et w ∈W1.
Remarque 9.1. Pour chaque k ∈ Z[JF ] = X(T1), notons W1,k la o′[ 1∆ ]-repre´sentation
de T ′1 associe´e a` k. On a W1,k = ω−k. On peut ainsi rede´finir Gk(c, n)geom comme
H0(M ′,W1−k).
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• On suppose que D a un mode`le entier sur Z (c’est le cas pour D = Gm ou ResFQ Gm).
Rappelons que le o-fibre´ projectif de rang deux H1dR = R1pi∗Ω•A′ /M ′ est muni d’un accou-
plement parfait symplectique o-line´aire associe´ au choix d’un repre´sentant λ de la classe
de c-polarisations universelle λ = o×D+ ·λ. On de´finit alors le D′-torseur
M′D′ = Isom
D′
o⊗OM′ (o⊗OM ′ ,∧
2
o⊗OM′ H
1
dR)
au-dessus de M ′, dont les S-points sont ceux de Isomo⊗OM′ (o⊗OM ′ ,∧2o⊗OM′ H
1
dR) in-
duisant via λ un e´le´ment de D′(OS) dans (o⊗OS)×.
• On choisit pour mode`le entier du tore maximal standard T de B le sche´ma en groupes
T = T1 ×D. On en de´duit un mode`le entier de B dont T est tore maximal standard via
(u, ) ∈ T 7→
(
u ·  0
0 u−1
)
. On va de´finir un B ′-torseur M′B′
B′→ M ′ a` l’aide du o-fibre´
H1dR muni de la filtration de Hodge
0→ ω →H1dR → ω ⊗o cd−1 → 0.
Soit L0 = o⊕ c∗. On munit L0 ⊗OM ′ de la filtration canonique a` deux crans associe´e
a` B′ : 0 ⊂ c∗⊗OM ′ ⊂ L0 ⊗ OM ′ . On de´finit alors M′B′ comme le produit fibre´ de
Isomfilo⊗OM′ (L0 ⊗OM ′ ,H
1
dR) et Isom
D′
o⊗OM′ (o⊗OM ′ ,∧2o⊗OM′ H
1
dR) au-dessus de
Isomo⊗OM′ (o⊗OM ′ ,∧2o⊗OM′ H
1
dR). C’est un B
′-torseur sur M ′.
Il de´finit un foncteur cf B′ de la cate´gorie des repre´sentations alge´briques du o
′[ 1∆ ]-
sche´ma en groupes B ′ vers celle des fibre´s sur M ′ qui sont des extensions successives de
fibre´s inversibles. Il est donne´ par le produit contracte´ : V 7→ V := M′B′
B′× V ,
(c’est-a`-dire le quotient par la relation (m˜b, v) ∼ (m˜, bv), pour m˜ ∈M′B′ , b ∈ B′ et v ∈ V ).
De´finition 9.2. On note Vn le fibre´ filtre´ sur M ′ image de Vn par cf B′ .
• Si W est une o′[ 1∆ ]-repre´sentation du tore T ′ (sur un o′[ 1∆ ]-module libre de type fini)
on peut la voir comme une repre´sentation de B ′, en faisant agir le radical unipotent U ′
trivialement. Le foncteur cf B′ associe a` W un fibre´ W de´composable en somme directe de
fibre´s inversibles.
On pourrait e´galement construire W a` l’aide du T ′-torseur M′ ×M ′ M′D′ .
De´finition 9.3. Soient n,m ∈ Z[JF ] et c ∈ Z tels que n + 2m = ct. Soit Wn,c la
repre´sentation irre´ductible de T ′, donne´e par le caracte`re
(u, ) ∈ T ′1 ×D′ 7→ unm.
On note Wn,c le fibre´ inversible sur M ′ image de Wn,c par le foncteur cf B′ .
• Conside´rons le mode`le entier de G sur Z donne´ par ResoZ GL2×ResoZ GmD.
On introduit pour finir un G′-torseur M′G′
G′→M ′ a` l’aide de H1dR = R1pi∗Ω•A′ /M ′ muni
de sa connexion de Gauss-Manin qui est inte´grable. Plus pre´cise´ment, on munit L0⊗OM ′
de la connexion plate Id⊗ d et on pose
M′G′ = Isom
D′
o⊗OM′ (L0 ⊗OM ′ ,H
1
dR).
Il de´finit un foncteur cf G′ de la cate´gorie des repre´sentations alge´briques du o
′[ 1∆ ]-
sche´ma en groupes G′ vers celle des fibre´s sur M ′ munis d’une connexion inte´grable. Il est
donne´ par le produit contracte´ : V 7→ V∇ := M′G
G′× V , (c’est-a`-dire le quotient par la
relation (m˜g, v) ∼ (m˜, gv), pour m˜ ∈M′G, g ∈ G′ et v ∈ V ).
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De´finition 9.4. On note V∇n le fibre´ a` connexion sur M ′ image de Vn par cf G′ .
• Enfin, on peut construire de faisceaux a` l’aide de la tour promodulaire M˜Q → MQ,
ou` M˜Q = limproj
r≥1
M(c, n r)Q. On a une suite exacte
1→ pigeom1 (MQ, x)mod → pi1(MQ, x)mod = Gal(M˜Q/MQ)→ Gal(Qab /Q)→ 1.
De plus, le groupe pi1(MQ, x)
mod est un sous-groupe ouvert de GL2(ô); la projection sur la
p-composante fournit un morphisme continu canonique
pi1(MQ, x)
mod → GL2(o⊗Zp).
On a donc un foncteur de la cate´gorie des repre´sentations alge´briques de G, vers celle
des faisceaux lisses sur MQ. Ce foncteur associe a` la repre´sentation V le faisceau V des
sections continues du “reveˆtement” pi1(MQ, x)
mod\(M˜Q × V )→MQ.
De´finition 9.5. On note Vn le faisceau lisse sur MQ associe´ a` Vn.
Pour une o′[ 1∆ ]-repre´sentation alge´brique V de G, on peut comparer V
an (cf Rque.I.5.1),
V, V et V∇ comme suit
Proposition 9.6. 1) Sur M ′, on a V = V∇ et
2) Sur M an, on a V ⊗OMOMan ∼= Van⊗OMan et Van⊗Zp ∼= (V)an.
Pour la de´monstration de ce re´sultat, voir [51] Sect.5.2.2, lemme 9.
10. Prolongements des fibre´s automorphes aux compactifications toro¨ıdales.
Dans cette partie nous verrons l’une des grandes qualite´s des compactifications toro¨ıdales,
qui est que les fibre´s automorphes, conside´re´s dans la partie pre´ce´dente, se prolongent a`
celles-ci. On rappelle que dans cette partie tous les sche´mas sont au-dessus de Spec(Z[ 1∆ ]).
10.1. Prolongement du fibre´ ω. Fixons un e´ventail Γ-admissible Σ et une compact-
ification toro¨ıdale M 1 = M1Σ, comme dans la partie 6. Rappelons que l’on a un sche´ma
semi-abe´lien pi : G→M 1 et un o-fibre´ inversible ω
G/M1
= e∗Ω
G/M1
surM1, ou` e : M 1 → G
de´signe la section unite´. De plus le fibre´ ω
G/M1
descend en un o-fibre´ inversible sur M
′
,
prolongeant le o-fibre´ inversible ω sur M ′, et que l’on note encore ω (cf §.7.2). On a ainsi
un T ′1-torseur de Zariski sur M
′
, prolongeant le T ′1-torseur M
′ sur M ′ :
M
′
= Isom
M
′(O
M
′ ⊗ o, ω).
A` l’aide du torseur M
′
on obtient un foncteur allant de la cate´gorie des repre´sentations
alge´briques du o′[ 1∆ ]-sche´ma en groupes T
′
1 vers celle des fibre´s de´composables en fibre´s
inversibles sur M
′
, qui a` W1 associe le produit contracte´ M
′ T ′1× W1 =: W1. Le fibre´ W1
prolonge a` M
′
le fibre´ W1 de la partie pre´ce´dente.
Si Wst est la repre´sentation standard de T
′
1 (c’est-a`-dire o⊗ o′[ 1∆ ] avec action de o×),
on a Wst = ω∨. Pour tout caracte`re k, vu comme o′-repre´sentation de T ′1, on obtient
le prolongement canonique de ωk = W1,−k a` M , comme M′
T ′1× o′(−k). Pour alle´ger les
notations, on note encore ωk le prolongement canonique de ωk a` M .
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10.2. Prolongement du fibre´ H1dR. Fixons un e´ventail admissible principalement
polarise´ (Σ˜, φ˜) pour A au-dessus de l’e´ventail admissible Σ pour M 1. Par le the´ore`me 8.4
on a un morphisme de compactifications toro¨ıdales pi : A →M 1 prolongeant pi : A →M 1.
Dans ce qui suit, on posera pour abre´ger Ω•A/M1(dlog∞) = Ω
•
A/M1(dlog∞A/M1) et
H1dR = R1pi∗Ω•A/M1(dlog ∞). Ce dernier faisceau est localement libre de rang 2 sur
o⊗O
M1
. En outre, il est muni d’une filtration a` deux crans donne´e par la suite spec-
trale de Hodge vers de Rham :
0→ pi∗ΩA/M1(dlog∞)→H
1
dR → R1pi∗OA → 0
Par le the´ore`me 8.4(vi), on a des isomorphismes canoniques de faisceaux
pi∗ΩA/M1(dlog∞) ∼= ωG/M1 , et R1pi∗OA ∼= ω∨G/M1 ⊗o cd
−1.
La filtration de H1dR se re´e´crit donc
Fil0 H1dR = H1dR , Fil1 H1dR = ωG/M1 et gr0 H
1
dR = ω
∨
G/M1
⊗ cd−1.
Comme dans le paragraphe 3.1 le fibre´ H1dR descend en un fibre´ sur M ′ jouissant aux
meˆmes proprie´te´s et que l’on note de la meˆme manie`re.
On de´finit le D′-torseur
MD′ = Isom
D′
o⊗O
M
′
(o⊗O
M
′ ,∧2o⊗O
M
′
H1dR)
au-dessus de M
′
, dont les S-points sont ceux de Isomo⊗O
M
′
(o⊗O
M
′ ,∧2o⊗O
M
′
H1dR) in-
duisant via λ un e´le´ment de D′(OS) dans (o⊗OS)×.
On de´finit le B ′-torseur MB′
B′→M ′ comme le produit fibre´ de Isomfilo⊗O
M
′
((o⊗O
M
′)2,H1dR)
et de MD′ au-dessus de Isomo⊗O
M
′
(o⊗O
M
′ ,∧2o⊗O
M
′
H1dR).
Il de´finit un foncteur FB′ de la cate´gorie des repre´sentations alge´briques du o′[ 1∆ ]-
sche´ma en groupes B ′ vers celle des fibre´s sur M ′ qui sont des extensions successives de
fibre´s inversibles. Le foncteur est donne´ par V 7→ V := MB′
B′× V .
Si Vst = o
′[ 1∆ ]
2 est la repre´sentation standard de B ′, on a Vst = H1dR.
De´finition 10.1. Pour tout poids alge´brique k et n,m ∈ Z[JF ] comme dans la
de´finition 2.1, on note Vn et Wn,c les prolongements a` M construits a` l’aide de FB′ des
fibre´s Vn et Wn,c des de´finitions 9.2 et 9.3.
Remarque 10.2. 1) Pour toute o′[ 1∆ ]-repre´sentation alge´brique V de B
′, le fibre´ V
est le prolongement de Mumford de V , c’est-a`-dire que son pull-back a` toute carte locale
donne´e par une immersion torique SC
j
↪→ SC,σCα est engendre´ par les sections SC-invariantes
de j∗ V. En effet, c’est vrai pour H1dR par la proposition 8.7 et donc pour tout les fibre´s
obtenus par ple´thysme a` partir de H1dR. Ceci implique par exemple, que pour tout un poids
alge´brique k et m,n ∈ Z[JF ], comme dans la de´finitions 2.1, le foncteur FB′ fournit sur C
(sur Q ou sur Qp) le prolongement de Mumford de Sym
nH1dR⊗(∧2H1dR)⊗m et de ωk.
2) Rappelons que sur une cloˆture galoisienne F˜ de F , on a en posant
H1
dR,τ, eF
= H1dR⊗F,τ F˜ , ωτ = ω ⊗F,τ F˜ ,
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SymnH1
dR, eF
=
⊗
τ
Symnτ H1
dR,τ, eF
, et ωk =
⊗
τ
Symkτ
eF
ωτ
3) Soit p premier ne divisant pas ∆. Le foncteur FB′ ne donne le prolongement de
Mumford des faisceaux Rspi∗Ω•A /M1 sur M
1 ⊗ Zp que lorsque s < p. En effet, pour tout
s < p, Illusie [37] a de´montre´ que RspiΩ•A/M1(dlog ∞) est libre sur (o⊗OM1). Il en re´sulte
que le foncteur FB′ fournit le prolongement de Mumford de M ′⊗Zp a` M ′⊗Zp des faisceaux
SymnH1dR⊗(∧2H1dR)⊗m lorsque p− 1 >
∑
τ (nτ + 1) .
10.3. Prolongement des fibre´s a` connexions. En utilisant la connexion de Gauss-
Manin sur H1dR, on de´finit un G′-torseur de Zariski :
MG′ = Isomo⊗O
M
′
(L0 ⊗OM ′ ,H
1
dR)
On de´finit ainsi un foncteur de la cate´gorie des repre´sentations alge´briques de G sur
o′[ 1∆ ] vers celle des fibre´s sur M
′
munis d’une connexion a` singularite´s logarithmique
inte´grable et dont la re´duction modulo p est quasi-nilpotente en chaque p - ∆ (cf [51]
Sect.5.2).
De´finition 10.3. Pour tout poids alge´brique k et n,m ∈ Z[JF ] comme dans la
de´finition 2.1, on note V∇n le prolongement a` M ′ du fibre´ V∇n de la de´finition 9.4.
Remarque 10.4. L’utilisation du torseur M∇ de´fini ici aurait simplifie´ substantielle-
ment la pre´sentation de la partie 5.2 de [51] en rendant la partie 5.2.3 inutile. Voici la
me´thode alternative :
Harris a construit des fibre´s sur MQp compatibles avec celles que nous venons de
construire sur MZp , au dessus de MQp . Le fibre´ VO se prolonge en un fibre´ V˜O sur
M˜Zp := MZp ×MQp MQp . Le comple´mentaire de l’image de l’inclusion j : M˜Zp ↪→ MZp
est de codimension au moins deux, et par conse´quent VO := j∗V˜O est un faisceau cohe´rent.
Les faisceau V (resp. W) ainsi construits sont localement libres, car la construction est
fonctorielle, et pour la repre´sentation standard trouve H1dR (resp. Lie(G/M )) qui le sont.
CHAPITRE III
Cohomologie p-adique des varie´te´s modulaires de Hilbert
Le but de ce chapitre est le calcul des poids de Hodge-Tate de la cohomologie p-adique
de la varie´te´ modulaire de Hilbert H•(MQp ,Vn(Qp)), ainsi que ceux des repre´sentations
galoisiennes associe´es aux formes modulaire de Hilbert. Partout dans ce chapitre nous
faisons l’hypothe`se suivante sur le premier p :
(I) p ne divise pas ∆ = ∆F N(n).
Sous cette hypothe`se la varie´te´ modulaire de Hilbert a bonne re´duction en p, posse`de
des compactifications lisses sur Zp, et les repre´sentations galoisiennes p-adiques que nous
conside´rons sont cristallines.
1. Cohomologie l-adique et de Betti des varie´te´s modulaires de Hilbert.
On a le re´sultat de purete´ suivant sur la cohomologie l-adique des varie´te´s modulaires
de Hilbert. Posons s =
∑
τ (nτ + 2mτ ) = dn0.
Proposition 1.1. Soit Wf =
⋂
a⊂o
ker(Ta − c(f, a)) le sous-espace de Hd(YQ,Vn(Ql)),
associe´ a` une forme modulaire de Hilbert propre f ∈ Sk(n, ψ). Alors Wf est pur de poids
d+ s, c’est-a`-dire pour tout premier p ne divisant pas l∆ les valeurs propres du Frobenius
ge´ome´trique Frobp sont des nombres de Weil de valeur absolue p
d+s
2 .
De´monstration : Comme f est cuspidale Wf ⊂ Hd! (YQ,Vn(Ql)). On rappelle que YQ est
union disjointe de composantes connexes MQ = M1(ci, n)Q, ou` les ci forment un ensemble
de repre´sentants de Cl+F . Posons M
1 = M11 (ci, n). Pour ∗ = ∅, c on a
H0(o×+/o
×2
n ,H
d
∗(M
1
Q
,Vn(Ql))) = H
d
∗(MQ,Vn(Ql)),
et donc il suffit de de´montrer que Hd! (M
1
Q
,Vn(Ql)) est pur de poids d(k0 − 1). Nous
utilisons la me´thode de Deligne [9]. Soit pi : A → M 1 la VAHB universelle. Le faisceau
Vn(Ql) correspond a` la repre´sentation ⊗τ∈JF Symnτ ⊗Detmτ du groupe G∗ et peut donc
eˆtre de´coupe´ a` l’inte´rieur de (R1pi∗Ql)⊗s. Soit pis : As →M1 la varie´te´ de Kuga-Sato. Par
la formule de Kunneth, on a
Hd! (M
1
Q
, (R1pi∗Ql)⊗s) ⊂ Hd! (M1Q, Rspis∗Ql) ⊂ Hd+s! (AsQ,Ql) ⊂ Hd+s(AsQ,Ql),
ou` l’inclusion du milieu vient de la de´ge´ne´rescence des deux suites spectrales de Leray
Ei,j2∗ = H
i
∗(M1Q, R
jpis∗Ql) ⇒ Hi+j∗ (AsQ,Ql) pour ∗ = ∅, c (cf [9]). La proposition de´coule
alors des conjectures de Weil sur les valeurs propres des endomorphismes de Frobenius,
de´montre´es par De´ligne [11]. 
Nous allons de´crire maintenant un phe´nome`ne transcendant, dont on cherche a` e´tablir
une version p-adique :
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Soit V une Q-repre´sentation de G, de syste`me local surM an associe´ Van (cf Rque.I.5.1).
On peut prendre, par exemple, V = Vn.
La cohomologie de Betti en degre´ me´dian Hd(Man,V(C)) admet l’action du groupe de
Weyl (cf I.5), ainsi que celle de la conjugaison complexe c sur les coefficients. On a une
de´composition en espaces propres :
Hd(Man,V(C)) =
⊕
J⊂JF
HJ(Man,V(C)),
ou`, en notant χJ la fonction caracte´ristique du sous-ensemble J de JF , on a
HJ(Man,V(C)) = {x | (τ ⊗ c)(x) = −(−1)χJ (τ)x}
Cette de´composition est plus fine que la de´composition donne´e par la filtration beˆte,
car pour tout entier i, 0 ≤ i ≤ d, on a
gribeˆte H
d(Man,V(C))) =
⊕
J⊂JF ,|J |=i
HJ(Man,Van).
Exemple 1.2. Si F = Q et V = Q, la de´composition de Hodge de H1(Man,C) en
HJQ(Man,C) = H1,0 ∼= H0(Man ∗,ΩMan(dlog ∞)) et H∅(Man ∗,C) = H0,1 ∼= H1(Man,OanM ),
ou` Man ∗ de´signe la compactification toro¨ıdale, qui co¨ıncide ici avec la compactification
minimale. On voit facilement par l’isomorphisme d’Eichler-Shimura que la partie Eisenstein
du H1 est concentre´e dans le H1,0.
2. Repre´sentations p-adiques et poids de Hodge-Tate.
Soit K un corps local de caracte´ristique 0 de corps re´siduel parfait k de caracte´ristique
p 6= 0. Soit W (k) l’anneau des vecteurs de Witt de k et K0 le corps des fractions de W (k).
Soit K une cloˆture alge´brique de K et notons GK le groupe de Galois Gal(K/K). On note
σ le Frobenius sur k, W (k) et K0. Soit E une extension finie de Qp (corps des coefficients).
2.1. Repre´sentations p-adiques.
De´finition 2.1. Une repre´sentation p-adique de GK est la donne´e d’un Qp-espace
vectoriel de dimension finie, muni d’une action line´aire et continue de GK . On note Rep(GK)
la cate´gorie abe´lienne des repre´sentations p-adique de GK .
On note RepE(GK) la sous-cate´gorie de Rep(GK) forme´e des E-espace vectoriel de
dimension finie, muni d’une action E-line´aire et continue de GK .
On dispose de plusieurs sous-cate´gories inte´ressantes de Rep(GK), comme celle des
repre´sentations cristallines Repcris(GK), des repre´sentations semi-stables Repst(GK), des
repre´sentations de de Rham RepdR(GK) et des repre´sentations de Hodge-Tate RepHT(GK),
Rep(GK) ⊃ RepHT(GK) ⊃ RepdR(GK) ⊃ Repst(GK) ⊃ Repcris(GK).
2.2. Poids de Hodge-Tate. Soit C le comple´te´ p-adique de la cloˆture alge´brique
K de K. L’action de GK sur K se prolonge par continuite´ de manie`re unique a` C. Soit
BHT = ⊕iC(i), ou` l’action de GK sur C(i) est tordue par la puissance i-ie`me du caracte`re
cyclotomique.
De´finition 2.2. Soit V ∈ Rep(GK). Alors, V ∈ RepHT(GK), si et seulement, si
dimK(V ⊗Qp BHT)GK = dimQp V . Dans ce cas, on dit que i est poids de Hodge-Tate de V ,
si Vi = (V ⊗Qp C(i))GK 6= 0 et on appelle hi = dimK Vi sa multiplicite´.
On a une e´galite´ de GK-modules V ⊗Qp C = ⊕iVi ⊗K C(−i).
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Si V ∈ RepE(GK), alors pour tout i ∈ Z, Vi = (V ⊗QpC(i))GK est muni d’une structure
naturelle de E⊗QpK-module. En ge´ne´ral il n’est pas libre. On a une e´galite´ de Qp-alge`bres
E ⊗Qp K =
∏
j Lj , ou` les Lj sont des corps munis d’injections σ : E ↪→ Lj, τ : K ↪→ Lj.
On a (V ⊗Qp C(i))GK ⊗
E⊗K
Lj = (V ⊗E C(i))GLj .
Il y a une autre manie`re d’inde´xer les poids de Hodge-Tate qui semble plus adapte´e
au cas modulaire. Fixons un plongement de E dans Qp. Soit V une repre´sentation de
Hodge-Tate de GK qui est a` coefficients dans E. En posant VQp = V ⊗E Qp on dispose
ainsi d’une repre´sentation GK → GL(VQp).
De´finition 2.3. Pour tout τ : K ↪→ Qp on pose hτ,i = dimQp(VQp ⊗τ,K C(i))GK .
L’entier hτ,i est appele´ la multiplicite´ de i comme poids de Hodge-Tate de V . Pour tout
τ , on a
∑
i∈Z hτ,i = dimE V .
Exemple 2.4. Supposons que E = Qp. Alors Vi = (V ⊗Qp C(i))GK est un K-espace
vectoriel. De´finissons le i-ie`me nombre de Hodge-Tate comme hi = dimK(Vi), i ∈ Z.
Si l’on change l’action de GK sur C par un automorphisme g 7→ τ−1gτ , avec τ ∈ GQp ,
alors l’on envoie Vi sur V
τ
i par v ⊗ a 7→ v ⊗ τ(a), ce qui ne change pas hi (car le caracte`re
cyclotomique est invariant par g 7→ τ−1gτ).
2.3. Modules filtre´s. Nous sommes plus particulie`rement inte´resse´s aux repre´sentations
p-adiques cristallines, qui sont l’analogue p-adique des repre´sentations l-adiques non-ramifie´es.
La the´orie de Fontaine e´tablit une e´quivalence de cate´gorie entre Repcris(GK) et une cer-
taine sous-cate´gorie MFaK , de la cate´gorie MFK de´finie ci-dessous.
De´finition 2.5. (i) Un φ-module filtre´ sur K est la donne´ d’un K0-espace vectoriel D
de dimension finie, muni d’une application bijective φ : D → D additive σ-line´aire et d’une
filtration FiliD de DK = D ⊗K0 K qui est de´croissante (FiliD ⊃ Fili+1D), exhaustive
(∪FiliD = DK) et se´pare´e (∩FiliD = 0). On note MFK la cate´gorie additive des modules
de Dieudonne´ filtre´s sur K.
(ii)Un φ-module filtre´ D est dit faiblement admissible, s’il posse`de un W -re´seau M
telle que
∑
p−iφ(FiliD ∩M) = M . Un tel re´seau M est appele´ re´seau fortement divisible
(ou adapte´) de D. Les modules de Dieudonne´ filtre´s faiblement admissibles forment une
sous-cate´gorie pleine de MFK , note´ MF
f
K .
A un objet D ∈ MFK on peut associer des polygones de Hodge et de Newton et la
notion de faible admissibilite´ s’exprime en une ine´galite´ entre ceux-ci.
Il e´tait connu que admissible implique faiblement admissible et re´cemment Colmez et
Fontaine ont de´montre´ la re´ciproque (leur re´sultat est dans un cadre plus ge´ne´ral que le
notre, car il traite aussi le cas semi-stable).
LorsqueK est une extension finie non-ramifie´e de Qp et lorsque les poids de la repre´sentation
p-adique sont entre 0 et p− 1, l’e´quivalence entre admissible et faiblement admissible a e´te´
de´ja` de´montre´e par Fontaine et Laffaille [23] :
The´ore`me 2.6. [23] Supposons que K = K0. Soit D ∈ MFfK tel qu’il existe un entier
j avec DjK = DK et D
j+p
K = 0. Alors D ∈ MFaK.
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3. Le complexe de Berstein-Gelfand-Gelfand sur Q.
L’objectif de cette partie est de pre´parer le calcul des poids de Hodge-Tate de la
repre´sentation cristalline H•(MQp ,Vn(Qp)) (cf Thm.5.1). L’existance d’une structure ra-
tionnelle sous-jacente, via des plongements Qp ←↩ Q ↪→ C, va nous permettre de relier
la de´composition de Hodge-Tate de Hd(MQp ,Vn(Qp)), a` la de´composition de nature tran-
scendante de´crite dans la partie 1. Nous suivons l’article [19] de Faltings et le livre de
Faltings-Chai [21] qui traite le cas modulaire de Siegel.
Soient g, b, t et u les alge`bres de Lie de G, B, T et U , respectivement. On a une
de´composition canonique g = b⊕ u−, ou` u− est l’alge`bres de Lie de l’unipotent infe´rieur.
Soient U(g), U(b) les alge`bres de Lie enveloppantes de g et b.
Dans cette partie tous les objets sont sur un corps de caracte´ristique 0, qui de´ploie G
(comme F˜ , E, Q, Qp ou C).
Le but est d’e´crire une re´solution de Vn par des modules du type:
0← Vn ← U(g)⊗U(b) K•n,
ou` lesK in sont des b-modules semi-simples de dimension finie, avec des composantes simples
explicites.
On commence par le cas n = 0. Si on pose K i0 = ∧i(g/ b) on obtient la bar-re´solution de
V0. Notons que ∧i(g/ b) est un b-module sur lequel u agit trivialement, doncK i0 = ⊕Wµ, ou`
les poids µ qui interviennent sont ceux qui s’e´crivent comme somme de i racines ne´gatives
distinctes. En tensorisant cette re´solution avec Vn on obtient le complexe de Koszul :
(III.1) 0← Vn ← U(g)⊗U(b)
(∧i(g/ b)⊗ Vn|b) ,
qui est une re´solution de Vn, mais donne´e par des b-modules ∧i(g/ b) ⊗ Vn|b qui ne sont
pas semi-simples en ge´ne´ral.
On va de´finir le complexe BGG comme un sous-complexe facteur direct du complexe
de Koszul, de´coupe´ a` l’aide de l’action du centre U(g)G de U(g).
Soit χµ le caracte`re de U(g)
G correspondant au poids µ. Il est bien connu que
Lemme 3.1. On a χµ = χn, si et seulement s’il existe J ⊂ JF tel que µ = J(n+ t)− t.
On en de´duit que la χ0-partie de la bar-re´solution de V0 est e´gale a` :
0← V0 ← U(g)⊗U(b) C• , avec C i =
⊕
J⊂JF ,|J |=i
WJ(t)−t,
qui est encore une re´solution de V0, puisqu’elle est facteur direct d’une re´solution.
Remarque 3.2. On a C i = Ki0, i.e. K
i
0 co¨ıncide avec sa χ0 partie (ceci est particulier
a` notre groupe G).
En prenant la χn-partie de la bar re´solution (III.1) de Vn on obtient le complexe :
(III.2) 0← Vn ← U(g)⊗U(b) K•n, avec K in =
⊕
J⊂JF ,|J |=i
WJ(n+t)−t,
qui est encore une re´solution de Vn, comme facteur direct d’une re´solution. C’est la
re´solution cherche´e. On l’appelle le complexe BGG.
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4. Cohomologie de De Rham logarithmique.
4.1. Connexions et cohomologie de De Rham. Soit φ : X → S un morphisme
lisse de sche´mas et soit V un faisceau quasi-cohe´rent sur X.
Une connexion est un morphisme de OS-modules ∇ : V → V ⊗Ω1X/S tel que pour toute
section g de OX et pour toute section v de V , on a ∇(gv) = v ⊗ dg + g∇(v).
On en obtient pour tout i ≥ 0 des morphismes de faisceaux ∇i : V ⊗ΩiX/S → V ⊗Ωi+1X/S
et on a la proprie´te´
∇i+1 ◦ ∇i(v ⊗ w) = w ∧∇1 ◦ ∇0(v).
La connexion ∇ est dite inte´grable si ∇1 ◦ ∇0 = 0. Alors, on dispose du complexe de
De Rham
0→ V → V ⊗OX Ω•X/S .
Les faisceaux de cohomologie de De Rham de X sont de´finis comme
HjdR(X/S,V) = Rjφ∗(V ⊗Ω•X/S).
Si S = Spec(C), on a une e´quivalence de cate´gories entre celle des fibre´s sur X a`
connexion inte´grable, et celle des syste`mes locaux sur X. Elle est re´alise´e par (V ,∇) 7→
ker(∇), d’inverse V 7→ (OX ⊗C V,∇) (ou` la connexion est donne´e par ∇(g ⊗ v) = dg ⊗ v).
4.2. Cohomologie de De Rham logarithmique. Soit φ : X → S un morphisme
propre et lisse et soit X ⊂ X un ouvert dense, dont le comple´mentaire D := X\X est un
diviseur de Cartier sur S a` croisements normaux, et a` composantes irre´ductibles lisses.
Soit V un faisceau quasi-cohe´rent sur X. On suppose qu’il est muni d’une connexion
inte´grable ∇, a` poˆles logarithmiques le long de D, c’est-a`-dire d’un morphisme ∇ : V →
V ⊗OX Ω1X/S(dlog(D))
Les faisceaux de cohomologie de De Rham logarithmique sont de´finis comme
HjdR-log(X/S,V) = Rjφ∗(V ⊗OX Ω•X/S(dlog(D))).
On pose ΩX/S(−dlog(D)) = ΩX/S(dlog(D)) ⊗OX I(D), ou` I(D) le faisceau d’ide´aux
de´finissantD. On de´finit les faisceaux de cohomologie de De Rham logarithmique a` support
compact comme
HjdR-log,c(X/S,V) = Rjφ∗(V ⊗OX Ω•X/S(−dlog(D))).
4.3. Connexion de Gauss-Manin. Soit pi : Y → X un morphisme propre et lisse de
S-sche´mas. Alors, d’apre`s Katz et Oda [43] le faisceau cohe´rent H1dR(Y/X) := Ripi∗Ω•Y/X
est muni d’une connexion inte´grable, celle de Gauss-Manin.
On dispose aussi d’une version logarithmique de ce re´sultat : Soit X un S-sche´ma lisse,
X ⊂ X une S-immersion ouverte et D = X\X un diviseur a` croisements normaux. Soit Y
un S-sche´ma lisse et pi : Y → X un morphisme propre de S-sche´mas qui est lisse au-dessus
de X et tel que E := Y ×X D est un diviseur relatif a` croisements normaux. Alors le
complexe de De Rham relatif a` poˆles logarithmiques est de´fini comme
Ω•
Y /X
(dlog(E/D)) = Ω•
Y /S
(dlog(E))/pi∗Ω•
X/S
(dlog(D)).
Le le faisceau cohe´rent H1dR-log(Y /X) := Ripi∗Ω•Y /X(dlog(E/D)) est encore muni d’une
connexion inte´grable de Gauss-Manin.
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5. De´composition de Hodge-Tate de H•(MQp ,Vn(Qp)).
Dans cette partie, nous ne conside´rons que la filtration de Hodge et son gradue´ associe´.
C’est a` dire que la filtration par le poids dont les gradue´s sont purs est ici ignore´e : les
gradue´s que nous faisons apparaˆıtre sont encore munis d’une filtration par le poids.
Soit p un nombre premier et Vn la Qp-repre´sentation alge´brique de G de´finie dans (II.7).
D’apre`s les parties II.9 et II.10 on peut lui associer un faisceau lisse Vn sur M
1 ⊗ Q et
des fibre´s Vn (resp. V∇n ) sur M1 ⊗ Qp qui sont filtre´s (resp. a` connexion a` singularite´s
logarithmiques inte´grable et quasi-nilpotente).
La de´monstration de la de´ge´ne´rescence des suites spectrales des Th.5.5 et 6.2 du
Chapitre VI de [21] dont les termes E1 sont donne´s en termes du complexe de Bernstein-
Gelfand-Gelfand (dualise´ et faisceautise´) s’adapte au cas de la varie´te´ de Hilbert. Il est
important de noter que c’est la de´monstration de ce the´ore`me qui requiert l’utilisation des
compactifications toro¨ıdales de toutes les puissances de la varie´te´ de Kuga-Sato et non
seulement de la puissance premie`re. En effet, par un the´ore`me de Deligne [10] Sect. 3.2,
la suite spectrale de Hodge vers de Rham
Ei,j1 = H
j(As,ΩiAs(dlog ∞))⇒H
i+j
dR-log(As)
de´ge´ne`re en E1. On en de´duit comme dans [21] p.234 la de´ge´ne´rescence en E1 de la suite
spectrale
Ei,j1 = H
i+j(M1, gri(Rspis∗Ω•As/M1(dlog ∞)⊗ Ω
•
M1
(dlog ∞)))⇒
⇒ Hi+jdR-log(M1, Rspis∗Ω•As/M1),
ou` la filtration est obtenue en faisant le produit tensoriel des deux filtrations de Hodge sur
le complexe Rspis∗Ω•As/M1(dlog ∞) ⊗ Ω
•
M1
(dlog ∞). En prenant s = n0d, le fibre´ Vn est
par ple´thysme (cf [51] Appendice II) un facteur direct de (R1pi∗Ω•A/M1(dlog ∞))
⊗s qui,
par la formule de Ku¨nneth, est lui-meˆme un facteur direct de Rspis∗Ω•As/M1(dlog ∞). On
en de´duit la de´ge´ne´rescence en E1 de la suite spectrale de Hodge vers de Rham
Ei,j1 = H
i+j(M1, gri(Vn ⊗ Ω•M1(dlog ∞)))⇒H
i+j
dR-log(M
1,Vn).
Par le The´ore`me de Comparaison de Faltings [20], la GQp-repre´sentation H•(M1Qp ,Vn(Qp))
est de de Rham et pour toute compactification toro¨ıdale pi : A → M 1 de pi : A → M 1, on
a un isomorphisme canonique
H•(M1
Qp
,Vn(Qp))⊗BdR ∼= H•dR-log(M1Qp ,Vn)⊗BdR.
Alternativement, on aurait pu utiliser le The´ore`me de Comparaison de Tsuji pour la co-
homologie e´tale p-adique de la varie´te´ de Kuga-Sato As a` coefficients constants.
Les poids de Hodge-Tate de H•(M1
Qp
,Vn(Qp)) sont donc donne´s par les sauts de la
filtration de Hodge sur H•(M1Qp ,Vn⊗Ω•M1(dlog ∞)) venant de la suite spectrale ci-dessus.
Nous allons calculer ces derniers comme dans [21] Th.5.5 ou [51] a` l’aide d’un sous-complexe
facteur direct de Vn ⊗ Ω•
M1
(dlog ∞), appele´ le complexe BGG dual. Avant d’e´nonce´ le
the´ore`me nous allons introduire quelques notations.
Pour tout J ⊂ JF on pose p(J) =
∑
τ∈J(k0−mτ−1)τ +
∑
τ∈JF \J mτ τ et pour tout
a =
∑
τ∈JF aτ τ ∈ Z[JF ], on pose |a| =
∑
τ∈JF aτ ∈ Z.
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Le complexe BGG dual pour les fibre´s est de´fini comme :
Kin =
⊕
J⊂JF ,|J |=i
WJ(n+t)−t,n0 .
Notons que d’apre`s [21] Prop.VI.5.1, on a un isomorphisme
(III.3) HomU(g)(U(g)⊗U(b) W∨1 ), U(g)⊗U(b) W∨2 )→ Op.Diff.(W2,W1),
ce qui munit K•n d’une structure de complexe, d’apre`s (III.2).
Soit H =
((
0 0
0 −1
)
τ
)
τ∈JF
∈ (gl2)JF . On a −(J(n + t) − t, n0)(H) = |p(J)| ;
en effet le caracte`re de T correspondant a` (n;n0) est donne´ par la formule
(
a 0
0 d
)
7→
a(n0t+n)/2d(n0t−n)/2. Ainsi pour tout τ ∈ JF on a
−(τ (nτ + 1)− 1;n0)(H) =
{
n0−nτ
2 = mτ , si τ = 1(⇐⇒ τ ∈ JF\J),
n0+nτ+2
2 = k0 −mτ − 1, si τ = −1(⇐⇒ τ ∈ J).
La filtration sur K•n est donne´e par FiliK•n =
⊕
J⊂JF ,|p(J)|≥iWJ(n+t)−t,n0 .
Comme l’image du complexe de Koszul (III.1) par le foncteur contravariant W 7→ W∨
est e´gale au complexe de de Rham, et comme le complexe BGG est un facteur direct (filtre´)
du complexe de Koszul, on obtient le :
The´ore`me 5.1. (i) On a un quasi-isomorphisme de complexes filtre´s
K•n ↪→ Vn ⊗Ω•M1(dlog ∞).
(ii) La suite spectrale donne´e par la filtration de Hodge
Ei,j1 =
⊕
J⊂JF ,|p(J)|=i
Hi+j−|J |(M1Qp ,WJ(n+t)−t,n0)⇒H
i+j
dR-log(M
1
Qp
,Vn)
de´ge´ne`re en E1.
(iii) Pour tout entier j, 0 ≤ j ≤ d, les poids de Hodge-Tate de la repre´sentation p-adique
Hj(M1
Qp
,Vn(Qp)) appartiennent a` l’ensemble {|p(J)| , |J | ≤ j}.
6. Action des ope´rateurs de Hecke sur la cohomologie.
Nous allons re´aliser les ope´rateurs de Hecke standards Ta comme des correspondances
sur la varie´te´ modulaire de Hilbert Y 1. Nous remercions M. Kisin de nous avoir montre´
que la de´finition usuelle des ope´rateurs de Hecke sur Y s’e´tend a` Y 1 (cf [46]§1.9-1.11).
Notons que l’action des ope´rateurs de Hecke sur les formes automorphes pour G∗ n’est pas
facile a` e´crire comme dans le paragraphe I.2.6, car la double classe de l’ope´rateur de Hecke
Ta n’appartient pas a` G
∗(Af ) en ge´ne´ral.
Rappelons que Y 11 (n) =
∐h+
i=1M
1
1 (ci, n), ou` c1,..,ch+ sont des repre´sentants de Cl
+
F .
Supposons que ci a et cj ont la meˆme classe dans Cl
+
F . Conside´rons le foncteur con-
travariant M1a de la cate´gorie des Z[ 1∆ ]-sche´mas vers la cate´gorie des ensembles, qui a`
un sche´ma S associe l’ensemble des classes d’isomorphisme de quintuplets (A, λ, α,C, β)
ou` (A, λ, α)/S est une VAHB ci-polarise´e avec µn-structure de niveau, ou` C est une
sous-sche´ma ferme´ de A[a] stable par o, disjoint de α(Gm⊗d−1) et localement isomor-
phe au S-sche´ma en groupes constant o / a, et ou` β est une o×2n,1-orbite d’isomorphismes
(ci a, (ci a)+)
∼−→ (cj, cj+).
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Nous avons une projection M1a → M1, (A, λ, α,C, β) 7→ (A, λ, α) qui est relati-
ment repre´sentable par pi1 : M
1
a (ci, n) → M11 (ci, n). Nous avons aussi une projection
pi2 : M
1
a (ci, n)→M11 (cj , n), venant de (A, λ, α,C, β) 7→ (A/C, λ′, α′), ou` α′ est la compose´e
de α et de A→ A/C, et ou` λ′ est une cj-polarisation sur A/C (de´finie via λ et β).
Posons Y 1a =
∐h+
i=1M
1
a (ci, n). Comme ci 7→ cj ' ci a de´finit une permutation de Cl+F ,
on obtient deux projections finies pi1, pi2 : Y
1
a → Y 1.
A
pi

Aa
pia

//oo A
pi

Y 1 Y 1a
pi2 //pi1oo Y 1
D’ici on obtient pi∗2H1dR → pi∗1H1dR. Par conse´quent, pour toute repre´sentation alge´brique
V de G, on a pi∗2 V∇ → pi∗1 V∇. En composant ce morphisme par pi1∗ et en prenant la trace,
on obtient V∇ → pi1∗pi∗2 V∇ → pi1∗pi∗1 V∇ → V∇, d’ou` une action de Ta sur H•(Y 1,V∇).
De meˆme, on obtient pi∗2ω → pi∗1ω and pi∗2ν → pi∗1ν. Par conse´quent, pour toute
repre´sentation alge´brique W de T , on a pi∗2W → pi∗1W . Pour que l’action de Ta sur
les formes modulaires de Hilbert soit celle de´finie dans la partie I.4.1, nous devons mod-
ifier le´ge`rement la dernie`re fle`che : on de´compose W comme (W ω−2t)ω2t et on de´finit
pi2∗(W ω−2t)→ pi1∗(W ω−2t) comme ci-dessus et pi2∗ω2t → pi1∗ω2t en utilisant l’isomorphisme
de Kodaira-Spencer Ω1Y 1 ' ω2 ⊗o d c−1(cf [46]§1.11). Ainsi, obtient-on W → pi1∗pi∗2W →
pi1∗pi∗1W →W , et une action de Ta sur H•(Y 1,W).
En particulier, on obtient une action de Ta sur l’espace des formes modulaires de Hilbert
ge´ome´triques pour G∗, H0(Y 1, ωk ⊗ ν−(k+m−t)). Comme il a e´te´ observe´ dans [46]1.11.8,
cette action est donne´e par la projection
1
[o×+:o
×
n,1]
∑
[]∈o×+ / o×n,1 []· : H
0(Y 1, ωk ⊗ ν−(k+m−t))→ H0(Y, ωk ⊗ ν−(k+m−t)),
suivie par l’ope´rateur de Hecke usuel sur l’espace des formes modulaires de Hilbert pour
GL2 (cf I.2.6 et I.4.2).
7. Poids de Hodge-Tate de ⊗ IndQF ρ dans le cas cristallin.
Nous allons d’abord introduire la notion d’induite tensorielle. Soit L un corps et V0 un
L-espace vectoriel de dimension finie. Soit ρ0 : GF → GL(V0) une repre´sentation. L’induite
(additive) IndQF ρ0 de F a` Q de ρ est le L-espace vectoriel
HomGF (GQ, V0) := {φ0 : GQ → V0 | ∀h ∈ GF , g ∈ GQ φ0(gh) = ρ(h−1)(φ0(g))},
avec action a` gauche de GQ donne´e par : pour tout g ∈ GQ, φ0 ∈ HomGF (GQ, V0) et x ∈ GQ,
g · φ0(x) = φ0(g−1x).
Si on se donne une de´composition GQ =
∐
τ∈JF
τ˜ GF , l’espace HomGF (GQ, V0) s’identifie
a` ⊕
τ
Vτ (ou` Vτ est isomorphe a` V0), par l’isomorphisme ϕ 7→ ⊕
τ
ϕ(τ˜). Alors l’action de GQ
sur ⊕
τ
Vτ est donne´e par :
(IndQF ρ0)(g)((vτ )τ ) = (ρ0(τ˜
−1gτ˜g)(vτg ))τ ,
ou` g−1τ˜ ∈ τ˜g GF . En effet (φ0(τ˜))τ g7→ (φ0(g−1τ˜))τ = (ρ0(τ˜−1gτ˜g)(φ(τ˜g)))τ .
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Avec les meˆmes notations on de´finit e´galement, en suivant Yoshida [73], l’induite ten-
sorielle ⊗ IndQF ρ : GQ → GL(⊗τ Vτ ) par :
(⊗ IndQF ρ)(g)(⊗
τ
vτ ) = ⊗
τ
ρ(τ˜−1gτ˜g)(vτg ).
Remarque 7.1. Pour tout g ∈ GQ l’application τ 7→ τg est une permutation de JF qui
est triviale si et seulement si g ∈ G eF . Donc, pour g ∈ G eF , on a (⊗ IndQF ρ)(g) = ⊗τ ρ(τ˜
−1gτ˜ ).
De plus pour tout g, g′ ∈ GQ on a (τg)g′ = τgg′ .
De´finition 7.2. Soit τ ∈ JF et g ∈ Sk,J(n, χ)/F une forme modulaire de Hilbert. Le
conjugue´ interne gτ de g par τ ∈ JF , est l’unique e´le´ment gτ ∈ Skτ ,Jτ (τ(n), ψτ )/τ(F ) tel
que c(gτ , a)=c(g, τ(a)), pour tout ide´al a de o, ou` k
τ =
∑
τ ′ kττ ′τ
′ et ψτ (a)=ψ(τ(a)).
Soit f ∈ Sk(n, ψ) une forme de Hilbert cuspidale pour GL2 propre pour tous les
ope´rateurs de Hecke. Soit ρ la repre´sentation de GF associe´e a` f et a` un plongement
de Q dans Qp.
D’apre`s la remarque pre´ce´dente, pour tout g ∈ G eF , on a (⊗ IndQF ρ)(g) = ⊗τ ρfτ (g).
La notion d’induite tensorielle apparaˆıt naturellement dans le travail de Brylinski
et Labesse [4] qui e´tudient la repre´sentation l’action de GQ sur le sous-espace Wf =⋂
a⊂o
ker(Ta − c(f, a)) de Hd(YQ,Vn(Qp)).
The´ore`me 7.3. (Brylinski-Labesse) Les restriction a` G eF des deux GQ-repre´sentations
Wf et ⊗ IndQF ρ ont le meˆme polynoˆme caracte´ristique.
Cette formulation du the´ore`me de Brylinski et Labesse se trouve dans Taylor [65].
Pour s’y ramener, on note que par Cˇebotarev l’ensemble de Frobλ, avec λ ide´al premier
totalement de´compose´ de F , est dense dans G eF , et que pour un tel ide´al λ on a
(⊗ IndQF ρ)(Frobλ) = ⊗
τ
ρ(Frobλeτ ) = ⊗
τ
ρ(FrobN eF/F (λeτ )
),
Or, quand τ de´crit JF , τ˜ de´crit GQ /GF et donc N eF/F (λeτ ) de´crit les ide´aux premiers de F
au-dessus de NF/Q(λ). 
Le the´ore`me 5.1 admet le corollaire suivant.
Corollaire 7.4. (i) La suite spectrale donne´e par la filtration de Hodge
Ei,j1 =
⊕
J⊂JF ,|p(J)|=i
Hi+j−|J |(M,WJ(n+t)−t,n0)⇒Hi+jdR-log(M,Vn)
est Hecke e´quivariante et de´ge´ne`re en E1.
(ii) Les poids de Hodge-Tate de Wf sont les entiers |p(J)|, J ⊂ JF , compte´s avec
multiplicite´.
De´monstration : (i) En prenant les invariants de la filtration de Hodge de V n ⊗
Ω•
M1
(dlog ∞) par le groupe de Galois du reveˆtement e´tale M 1 → M , on obtient une
filtration sur le complexe Vn⊗Ω•M(dlog ∞) sur M , appele´e encore filtration de Hodge. De
meˆme, on de´finit le complexe BGG sur M en prenant les invariants du complexe BGG sur
M1. La suite spectrale associe´e est donne´e par invariants de la suite spectrale du The´ore`me
5.1(ii) et on obtient ainsi sa de´ge´ne´rescence en E1.
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Afin de voir la Hecke e´quivariance, on proce`de comme suit. L’ope´rateur de Hecke Ta
s’e´tend a` Y 1. Une fac¸on de le faire est de prendre la cloˆture sche´matique de Ta ⊂ Y 1 × Y 1
dans Y 1 × Y 1. Une autre manie`re, plus fonctorielle est de conside´rer une compactification
toro¨ıdale Y 1a de Y
1
a au-dessus de la compactification toro¨ıdale Y
1 de Y 1. Dans les deux
cas on obtient une action de Ta sur H
•(Y 1,W) et sur H•(Y 1,V∇). Il n’est pas vrai en
ge´ne´ral que les ope´rateurs de Hecke ainsi de´finis commutent. Ne´anmoins, ils commutent
sur la partie droite de Thm.5.1(ii) qui est inde´pendant de la compactification toro¨ıdale
particulie`re, en vertu du The´ore`me de Comparaison de Faltings. Puisque la suite spectrale
de Thm.5.1(ii) de´ge´ne`re en E1, ils commutent aussi sur la partie gauche.
(ii) On a WJ(n+t)−t,n0 = ω−J(n+t)+t ⊗ νp(J).
Il re´sulte du the´ore`me 5.1 (comme dans [21] Th.5.5 et [51] Sect.2.3) que les sauts de
la filtration de Hodge figurent parmi les |p(J)|, J ⊂ JF . De plus,
gr|p(J)|HddR-log(M,Vn) = Hd−|J |(M,ω−J (n+t)+t ⊗ νp(J)).
Il suffit de voir que le Qp-espace vectoriel (H
d−|J |(M,ω−J(n+t)+t ⊗ νp(J))⊗Qp)[f ] est
de dimension 1, pour tout J ⊂ JF .
Graˆce a` l’existence d’une structure Q-rationnelle du complexe BGG sous-jacent aux
complexes BGG sur Qp et sur C, en prenant un plongement de Qp dans C, on a un
isomorphisme Hecke-e´quivariant
Hd−|J |(MQp , ω
−J(n+t)+t ⊗ νp(J))⊗Qp C = H
J(Man,Vn(C)).
Or, par l’isomorphisme d’Eichler-Shimura-Harder la f -partie HJ(Man,Vn(C))[f ] est de
dimension 1 sur C, pour tout J ⊂ JF (cf (I.14)). 
Remarque 7.5. 1) Le motif Wf est pur de poids dn0. L’ensemble de ses poids
de Hodge-Tate est stable par la syme´trie h 7→ dn0 − h, correspondant au passage au
comple´mentaire |p(J)| 7→ |p(JF\J)|. Cette syme´trie est induite par la dualite´ de Poincare´
Wf ×Wf → Q(−dn0).
2) Si F est un corps quadratique et f une forme de Hilbert cuspidale propre de poids
k sur F . En notant τ le plongement non-trivial de F , on voit que les sauts de la filtration
de Hodge de Wf sont mτ , k0 −mτ − 1, k0 +mτ − 1, 2k0 −mτ − 2.
8. Poids de Hodge-Tate de ρ dans le cas cristallin.
8.1. Repre´sentations galoisiennes associe´es aux formes modulaires de Hilbert.
Soit f ∈ Sk(n, ψ) une forme modulaire de Hilbert nouvelle (propre, normalise´e et primitive)
de niveau n, poids k et caracte`re central ψ (cf I.4.1).
Les re´sultats de Taylor [65] et Blasius-Rogawski [2], base´s sur les travaux de Shimura,
Eichler, Deligne, Ohta, Rogawski et Tunnell, ont permis d’associer a` f un syste`me compat-
ible de repre´sentations galoisiennes P-adiques. Plus pre´cise´ment, pour tout plongement de
Q dans Qp, correspondant a` un premier P , il existe une repre´sentation galoisienne continue
ρ = ρf,P : GF → GL2(Qp) qui est non-ramifie´e en dehors de pn et telle que pour tout ide´al
premier v de F ne divisant pas pn :
(III.4) Tr(ρ(Frobv)) = c(f, v), Det(ρ(Frobv)) = ψ(v)N(v)
1−k0 ,
ou` Frobv de´signe un Frobenius ge´ome´trique, qui est l’inverse d’un Frobenius arithme´tique.
La raison de prendre cette convention est qu’ainsi les poids de Hodge-Tate de ρ seront des
entiers positifs.
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La repre´sentation ρ est absolument irre´ductible (cf [66] Prop.3.1) et donc elle est
de´termine´e par (III.4). Elle est impaire, c’est-a`-dire que les images des d classes de conju-
gaisons complexes de GF posse`dent chacune les deux valeurs propres 1 et −1.
Les travaux de Langlands, Deligne, Carayol, Wiles et Taylor ont e´tabli la compatibilite´
de la correspondance globale et de la correspondance locale de Langlands pour ρ en les
premiers v de F ne divisant pas p. La restriction de ρ aux groupes de de´composition Dv
est donc de´termine´e, a` Frobv-semi-simplification pre`s, par la repre´sentation du groupe de
Weil WFv attache´e (par la correspondance de Langlands locale) a` la composante locale pif,v
de la repre´sentation automorphe pif associe´e a` f .
Nous nous sommes inte´resse´s a` la restriction de ρ aux groupes de de´composition Dp,
en les premiers p divisant p (ces repre´sentations galoisiennes locales devraient fournir des
informations tre`s riches sur la repre´sentation galoisienne globale ρ, d’apre`s la conjecture
de Fontaine et Mazur). On s’attend a` ce que la repre´sentation galoisienne locale ρf |Dp
soit de de Rham et, lorsque p ne divise pas n, qu’elle soit meˆme cristalline. La difficulte´
pour de´montrer ceci et que l’on ne connaˆıt pas une construction ge´ome´trique naturelle de
ces repre´sentations galoisiennes dans le cas ge´ne´ral (ce qui nous permettrait d’appliquer
le The´ore`me de comparaison de Faltings [20] ou Tsuji). Lorsque d est impair, ou lorsque
d est pair, mais qu’il existe au moins une place finie de F en laquelle la repre´sentations
automorphe pif associe´e a` f est spe´ciale ou supercuspidale, la correspondance de Jacquet-
Langlands [38] pour GL2 fournit une telle construction ge´ome´trique via une courbe de
Shimura quaternionique [5]. Dans les autres cas, Breuil [3] a de´montre´ que si p > k0
et p ne divise pas ∆, alors la repre´sentation galoisienne construite par Taylor a` l’aide de
congruences est cristalline en p, avec des poids de Hodge-Tate compris entre 0 et k0 − 1.
Enfin, lorsque n 6= 0 Blasius et Rogawski [2] ont construit le motif associe´ a` une forme
modulaire de Hilbert (sur des extensions quadratiques de F ) et ainsi de´montre´ que ρf |Dp
est de De Rham pour tout p, et cristalline pour p assez grand. Taylor a traite´ le cas
manquant k = 2t [66].
8.2. Poids de Hodge-Tate de ρ dans le cas ordinaire. Notre but est de de´crire
la restriction ρ au groupe de de´composition Dp , lorsque p divise p. Dans ce paragraphe
nous de´crivons un re´sultat de Wiles [70] et Hida [33] sur la restriction de ρ aux groupes
de de´composition en p dans le cas ordinaire. Fixons quelques notations qui seront aussi
utilise´es dans la suite :
On rappelle que p ≥ 5 est non-ramifie´ dans F . Pour chaque ide´al premier p de F
divisant p notons fp = [Fp : Qp] le degre´ re´siduel correspondant. Notons que p est aussi
non-ramifie´ dans la cloˆture galoisienne F˜ de F dans Q.
Fixons un plongement ι de Q dans Qp. Ceci revient au choix d’un syste`me compatible
de places au-dessus de p dans chaque corps de nombres. A` un tel choix de places on associe
la partition JF =
∐
p
JF,p donne´e par :
τ ∈ JF,p ⇐⇒ τ(p) est la place choisie de τ(F )
⇐⇒ ι ◦ τ est continu pour la topologie p -adique sur F.
Le plongement ι nous permet d’identifier JF avec HomQ−alg.(F,Qp). On voit que JF,p
est constitue´ par les τ : F ↪→ Qp qui se factorisent par le plongement canonique de F
dans Fp. Ceci nous permet d’identifier JF,p avec HomQp−alg.(Fp,Qp) et par consequent
JF,p posse`de fp e´le´ments.
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Remarque 8.1. Si F est galoisien et si p1 est la place de F fixe´e via ι, alors JF,p1 est
le sous-groupe de de´composition de G(F/Q) en p1 et JF,p = {τ ∈ G(F/Q) | τ(p) = p1}.
D’apre`s un the´ore`me de Wiles [70] si k est paralle`le, et de Hida [33] en ge´ne´ral, si
f est (quasi)-ordinaire en p (au sens automorphe : voir la de´finition I.4.3), alors ρf est
(quasi)-ordinaire au sens de la :
De´finition 8.2. On dit que la forme f est (quasi)-ordinaire en p, au sens galoisien, si
elle satisfait la condition (ORD) suivante :
ρf |Ipi ∼
(
εi ∗
0 δi
)
,
ou` δi la compose´e de la fle`che de la the´orie de corps de classes local Ipi → O×Fpi et de la
fle`che O×Fpi → Q
×
p x 7→
∏
τ∈JF,i
τ(x)−mτ , et ou` εi est obtenu de la meˆme manie`re que δi en
remplac¸ant mτ par k0 −mτ − 1.
8.3. Poids de Hodge-Tate de ρ dans le cas cristallin.
Proposition 8.3. Supposons que p > k0 et que p ne divise pas ∆. Alors ρ = ρf,P est
cristalline en tout p divisant p, de poids de Hodge-Tate (mτ , k0 −mτ − 1)τ∈JF,p.
De´monstration : Supposons d’abord que n 6= 0. Soit K une extension quadratique CM
de F dans laquelle tout premier p de F (divisant p) se de´compose p = PPc. Blasius et
Rogawski [2] ont construit un motif pur sur K de poids de Hodge (mτ , k0 −mτ − 1)τ∈JF
et dont la re´alisation P-adique est isomorphe a` la restriction de ρ a` GM . Ceci de´montre
que ρDp est de De Rham, et meˆme cristalline pour p assez grand (en dehors de places de
mauvaise re´duction du motif). Par ailleurs, par Breuil [3]on sait que ρDp est cristalline
pour p > k0 et p ne divisant pas ∆.
Par le The´ore`me de Comparaison de Faltings, les poids de Hodge de ce motif, corre-
sponderaient naturellement (via un plongement de Q dans Qp) a` ses p-poids de Hodge-Tate,
qui ne sont d’autres que les p-poids de Hodge-Tate de ρ.
Reste a` traiter le cas ou` n = 0. La me´thode qui suit s’applique plus ge´ne´ralement en
tout poids paralle`le k. Par le corollaire 7.4 les poids de Hodge-Tate de IndQF ρ sont donne´s
par les 2d nombres suivants :
|p(J)| =
∑
τ∈J
(k0 −mτ − 1) +
∑
τ∈JF \J
mτ , J ⊂ JF .
Ceci nous donne les poids de Hodge-Tate de ρ a` permutation pre`s (et sans ambigu¨ıte´ lorsque
k est paralle`le), en vertu du lemme qui suit
Lemme 8.4. Soient a et b deux entiers naturels et soient (aτ )τ∈JF (resp. (bτ )τ∈JF ) des
entiers naturels satisfaisant 2aτ < a (resp. 2bτ < b), pour tout τ ∈ JF . Supposons que l’on
a une e´galite´ d’ensembles ponde´re´s∑
τ∈J
aτ +
∑
τ∈JF \J
(a− aτ ) , J ⊂ JF
 =
∑
τ∈J
bτ +
∑
τ∈JF \J
(b− bτ ) , J ⊂ JF

Alors a = b et on a une e´galite´ d’ensembles ponde´re´s {aτ , τ ∈ JF } = {bτ , τ ∈ JF }.
CHAPITRE IV
Repre´sentations galoisiennes re´siduelles
Dans tout ce chapitre on suppose que p > k0 et p ne divise pas ∆. On note pr la
projection canonique de GL2(κ) sur PGL2(κ).
Soit f ∈ Sk(n, ψ) une forme modulaire de Hilbert nouvelle (propre, normalise´e et
primitive) de niveau n, poids k et caracte`re central ψ (cf I.4.1). Il lui est associe´ un
syste`me strictement compatible de repre´sentations P-adiques ρ = ρf,P : GF → GL2(E), ou`
E de´signe le comple´te´ P-adique d’un corps de nombres assez grand. Comme le groupe de
Galois GF est compact et ρ est continue, il existe un O-re´seau de E2, qui est stable par
ρ. La repre´sentation galoisienne re´siduelle ρ : GF → GL2(κ) est alors obtenue en re´duisant
ρ modulo P . Lorsque ρ est absolument irre´ductible, le lemme de Schur implique que le
re´seau stable ci-dessus est unique a` homothe´tie pre`s et donc la repre´sentation ρ est bien
de´finie. En ge´ne´ral seule la semi-simplifie´e de ρ est bien de´finie.
Le but de ce chapitre est l’e´tude des images des repre´sentations galoisiennes ρ et IndQF ρ.
Nous utilisons les meˆmes me´thodes que Serre [61] et Ribet [59], mais nous employons des
outils diffe´rents. Notamment, nous utilisons de manie`re essentielle l’action des groupes
d’inertie en les premiers p divisant p. Cette action est controˆle´e en de´terminant les poids
de Fontaine-Laffaille de ρ (cf Prop.1.5). Nous nous attacheons a` traˆıter le cas cristallin (i.e.
p ne divise pas ∆). La meˆme approche reste valable dans le cas ordinaire, non-cristallin,
bien que ceci ne´cessite une e´tude plus minitueuse lorsque p est ramifie´ dans F . En effet,
dans le cas ordinaire, la restriction de ρ aux groupes de de´composition en p est re´ductible,
et on connaˆıt l’action de l’inertie sur le gradue´ associe´.
Si le poids k est non-paralle`le (k 6= k0t), nous ve´rifions (Irrρ) sous l’hypothe`se que p
ne divise pas un entier qui explicite ne de´pendant que des unite´s de o. De plus, lorsque f
n’est pas une se´rie theˆta, nous donnons des conditions suffisantes explicites pour (LIρ ).
Enfin, si k est non-induit, nous de´montrons que (LIρ) entraˆıne (LIInd ρ). Notons que
cette dernie`re condition interdit que f soit congrue a` une de ses conjugue´es internes tordue
par un caracte`re quadratique, et en particulier, f ne peut pas provenir par changement de
base d’un sous-corps de F .
1. Poids de Fontaine-Laffaille de ρ.
1.1. Repre´sentations cristallines modulo p. SoitK un corps local de caracte´ristique
0 de corps re´siduel parfait k de caracte´ristique p 6= 0. Soit W (k) l’anneau des vecteurs de
Witt de k et K0 le corps des fractions de W (k). Soit K une cloˆture alge´brique de K et
notons GK le groupe de Galois Gal(K/K). On note σ le Frobenius sur k, W (k) et K0.
Soit E une extension finie de Qp (corps des coefficients). Nous nous inte´ressons a` des
repre´sentations cristallines entie`res et mod p. Fontaine et Laffaille [23] ont introduit
De´finition 1.1. (i) Un F -module filtre´ sur W (k) est la donne´e
• d’un W (k)-module M ,
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• d’une d’une filtration par des sous-W (k)-modules FiliM qui est de´croissante, exhaus-
tive et se´pare´e,
• des applications σ-line´aires ϕi : FiliM →M ve´rifiant ϕi|Fili+1M = pϕi+1.
On note MFW la cate´gorie Zp-line´aire additive des F -modules filtre´s sur W (k).
(ii) On de´finit deux sous-cate´gories abe´liennes pleines MFW,lf ⊂ MFW,tf ⊂ MFW , telles
que pour M ∈ MFW , on a
M ∈ MFW,tf ⇐⇒

M est de type fini sur W (k),
FiliM sont des facteurs directes dans M,∑
ϕi(Fil
iM) = M.
,
M ∈ MFW,lf ⇐⇒
{
M est de longueur finie sur W (k),∑
ϕi(Fil
iM) = M.
.
Remarque 1.2. SoitM un re´seau fortement divisible pourD ∈ MFfK . Alors, en posant
FiliM = FiliD ∩M et ϕi = φ/pi, on a M ∈ MFW,tf . De plus M est un W (k)-module
libre de type fini et pour tout n ∈ N on a M/prM ∈ MFW,lf .
1.2. L’inertie mode´re´e. Pour la de´finition des caracte`res fondamentaux de niveau
de l’inertie mode´re´e nous nous re´fe´rons a` l’article [61] de Serre. Cependant, afin d’avoir de
poids de Hodge-Tate positifs, nous adoptons le convention ge´ometrique qui est l’oppose´e
de celle adopte´e par Serre.
Toute repre´sentation mod p de GK qui est semi-simple est mode´re´ment ramifie´e. Sa
restriction a` l’inertie devient (apre`s extension des scalaires) somme de caracte`res mode´re´s.
1.3. The´orie de Fontaine-Laffaille et un the´ore`me de Wintenberger. La the´orie
de Fontaine-Laffaille [23] permet de construire des repre´sentations cristallines a` partir de
F -modules filtre´s de longueur finie sur W (k). Plus pre´cise´ment l’on a un foncteur con-
travariant
Vcris : MFW,tf −→ RepZp(GK),
qui jouit aux proprie´te´s suivantes :
• la restriction a` MF[0,p−1[W,lf est exacte et pleinement fide`le,
• si M ∈MF[0,p−1[W,lf , alors longWM = longZpVcris(M)
• siM ∈ MF[0,p−1[W,tf etM est libre surW (k), alors Vcris(M) est libre sur Zp et rangWM =
rangZpVcris(M).
Soit X le groupe abe´lien des application pe´riodiques ξ : Z→ Z
Le re´sultat de [72] de Wintenberger permet de de´composer tout F -module filtre´ M de
type fini sur W (k) en somme de composantes isotypiques indexe´es par X, M =
⊕
ξ∈XMξ.
1.4. Poids de Hodge-Tate et poids mode´re´s. Le but de ce paragraphe est d’expliquer
le lien entre les poids de Hodge-Tate d’une repre´sentation cristalline et les caracte`res par
lesquels agit l’inertie mode´re´e sur la semi-simplification de sa re´duction mod p. Nous
avons trouve´ cette formulation dans [72], ou` est note´ que dans notre cas (e = 1 et poids de
Hodge-Tate compris entre 0 et p− 1), le re´sultat cherche´ est un corollaire de la the´orie de
Fontaine-Laffaille. Comme ce re´sultat est important pour notre travail, nous avons de´cide´
d’en refaire la de´monstration.
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Soit V une repre´sentation p-adique cristalline de poids de Hodge-Tate compris entre 0
et p − 1 (V ∈ Rep[0,p−1[cris,Qp (GK)). On lui associe D = Dcris(V ) ∈ MF
f
K . La multiplicite´ de
i ∈ Z comme poids de Hodge-Tate de V est e´gale a` hi = dimK(FiliD)− dimK(Fili+1D).
Soit M ∈ MF[0,p−1[W,tf correspondant a` un W (k)-re´seau adapte´ de D. Par le the´ore`me de
Wintenberger on a deux graduations sur M :
M =
⊕
i∈Z
Mi, M =
⊕
ξ∈X
Mξ.
En posant Di = Mi ⊗W K0 et Dξ = Mξ ⊗W K0, on a hi = dimDi et
Di =
⊕
ξ∈X,ξ(0)=i
Dξ.
Pour tout r ∈ N, on a M/prM ∈ MF[0,p−1[W,lf . Posons Ln = Vcris(M/prM) et L = lim← Ln.
Alors L est un re´seau de V et L/pL = L1 par construction.
On a M/pM = ⊕ξ∈XMξ/pMξ. Or Mξ/pMξ est un multiple d’un objet simple de
MF
[0,p−1[
W,lf et Vcris(Mξ/pMξ) est e´gal au meˆme multiple du caracte`re mode´re´ θ(ξ). On en
de´duit que les caracte`res mode´re´s intervenant dans L/pL correspondent exactement aux ξ
intervenant dans M . Par Brauer-Nesbitt la semi-simplification de L/pL ne de´pend pas du
re´seau stable particulier choisi.
Proposition 1.3. Soit V ∈ Rep[0,p−1[cris,Qp (GK) de poids de Hodge-Tate i1, ..., ir (compte´s
avec multiplicite´s). Soit L un re´seau stable de V et conside´rons l’action de l’inertie mode´re´e
sur (L/pL)ss = ⊕Lj. L’action de l’inertie mode´re´e sur Lj est donne´ par un certain car-
acte`re mode´re´ de niveau hj = dimFp Lj, et on note i
j
1, .., i
j
hj
ces coordonne´s dans la base
forme´e par les caracte`res fondamentaux de niveau hj (r =
∑
hj). Alors les ensembles
ponde´re´s {i1, ..., ir} et {ijk | 1 ≤ k ≤ hj} co¨ıncident.
Le re´sultat reste valable pour V ∈ Rep[0,p−1[cris,E (GK), avec E extension finie de Qp (cf
De´f.III.2.3).
1.5. Poids mode´re´s de ρ. Comme corollaire des paragraphes pre´ce´dents et du calcul
des poids de Hodge-Tate de ρ dans la partie III.8.3, on obtient
Corollaire 1.4. Supposons que p > k0 et p ne divise pas ∆. Alors, la repre´sentation
ρ est cristalline(=Fontaine-Laffaille) en tout p divisant p avec poids donne´s par les 2fp
entiers (mτ , k0 −mτ − 1)τ∈JF,p.
De´monstration : On conside`re les re´seaux stables P 2 ⊂ O2 dans la repre´sentation
cristalline ρ. La semi-simplifie´e de ρ est e´gale au quotient de ces deux re´seaux, c’est
donc une repre´sentation cristalline modulo p (comme sous-quotient d’une repre´sentation
cristalline p-adique).
Ses poids de Hodge-Tate sont de´termine´s par le module filtre´ de Fontaine-Laffaille,
qui est quotient des modules filtre´s de Fontaine-Laffaille associe´s aux deux re´seaux (par
exactitude du foncteur de Fontaine-Laffaille). Or ces deux derniers sont inclus l’un dans
l’autre et les filtrations sont compatibles. Les gradue´s du quotient ont la bonne dimension,
d’apre`s l’hypothe`se p > k0. 
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Corollaire 1.5. Soit p un premiers de F au-dessus de p et soit un plongement ι :
Q ↪→ Qp Alors, on a
ρf |Ip ∼
(
εp ∗
0 δp
)
,
ou` εp, δp : Ip → F×p sont deux caracte`res mode´re´s de niveau #JF,p, dont le produit est e´gal a`
la puissance (1−k0)-ie`me du caracte`re cyclotomique modulo p et dont l’union des ensemble
ponde´re´ des poids de Fontaine-Laffaille est donne´ par (mτ , k0 −mτ − 1)τ∈JF,p.
2. Rele`vement de caracte`res et crite`re d’irre´ductibilite´ pour ρ.
Proposition 2.1. (i) Pour tout premier P en dehors d’un ensemble fini, on a (Irrρ),
i.e. ρ = ρf,P est absolument irre´ductible.
(ii) Supposons que k est non-paralle`le. Si pour tout J⊂JF , il existe  ∈ o×+, − 1 ∈ n,
tel que p ne divise pas l’entier non-nul NF/Q(
p(J)−1), alors on a (Irrρ).
Remarque 2.2. Dans le cas ou` k est paralle`le, on pourrait essayer de ge´ne´raliser
l’approche de Faltings-Jordan [22], afin de de´montrer (Irrρ) sous l’hypothe`se que p ne
divise pas les termes constants des se´ries d’Eisenstein de poids k, i.e. la valeur en 1 − k0
des fonctions L de certains caracte`res de Hecke de F .
Proof : Comme ρ est impaire, si elle est irre´ductible, alors elle est absolument
irre´ductible. Supposons que ρ est re´ductible :
ρs.s. = ϕgal ⊕ ϕ′gal.
Les caracte`res ϕgal, ϕ
′
gal : GF → κ× sont non-ramifie´s en dehors de n p et leur produit vaut
le caracte`re central ψω de ρ (ψ est un Hecke caracte`re de Hecke de type −n0t a` l’infini).
Notons ô×n,1 le sous-groupe de ô
× des e´le´ments ≡ 1 (mod n). Alors ô×n,1 est le produit de
sa p-partie
∏
p|p o
×
p et de sa hors-de-p-partie, note´e ô
×(p)
n,1 .
Par la the´orie de corps de classe globale, le groupe de Galois de l’extension abe´lienne,
n-ramifie´e (resp. n p∞-ramifie´e) maximale de F est isomorphe a` Cl+F,n = A
×
F /F
×ô×n,1D(R)+
(resp. Cl+F,n p∞ := lim← Cl
+
F,n pr = A
×
F /F
×ô×(p)n,1 D(R)+). Nous adoptons la convention dans
laquelle le Frobenius ge´ome´trique est envoye´ sur une uniformisante. On a la suite exacte
suivante
(IV.1) 1→ (
∏
p|p
o×p )/{ ∈ o×+ |− 1 ∈ n} → Cl+F,n p∞ → Cl+F,n → 1.
Par Cor.1.5, pour tout p | p, ϕgal⊕ϕ′gal est cristalline en p de poids (mτ , k0−mτ−1)τ∈JF,p .
Par (IV.1) pour tout  ∈ o×+, − 1 ∈ n, nous avons l’e´galite´ suivante dans κ :
1 = ϕgal() =
∏
p|p
ϕgal,p() =
∏
p|p
∏
τ∈JF,p
τ()mτ or (k0−mτ−1) = p(J),
pour un certain J ⊂ JF . Par l’hypothe`se p > k0, si k est non-paralle`le, alors pour tout
J ⊂ JF on a p(J) 6=1. On a de´ja de´montre´ (ii), ainsi que (i) losrque k est non-paralle`le.
Supposons maintenant que k = k0t est paralle`le. Les meˆmes arguments de the´orie de
corps de classe, donnent alors que la restriction a`
∏
p|p o
×
p du caracte`re ϕgal (resp. ϕ
′
gal)
: Cl+F,n p∞ → κ× est triviale (resp. donne´e par la puissance (1− k0)-e`me de la norme). Par
le lemme suivant, il existe un caracte`re unique ϕ˜gal (resp. ϕ˜
′
gal) : Cl
+
F,n p∞ → O× relevant
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ϕgal (resp. ϕ
′
gal) et dont la restriction a`
∏
p|p o
×
p est triviale (resp. donne´e par la puissance
(1− k0)-e`me de la norme).
Lemme 2.3. Soit P un groupe abe´lien et soit Q un sous-groupe tel que le groupe quotient
P/Q soit fini. Soit ϕP : P → κ× et ϕ˜Q : Q → O× deux caracte`res tels que ϕ˜Q mod p =
ϕP |Q. Alors, il existe un unique caracte`re ϕ˜P : P → O×, dont la restriction a` Q vaut ϕ˜Q
et tel que ϕ˜P mod p = ϕP .
On fixe des plongements de Q dans Qp et dans C. Pour x ∈ A×F , on pose ϕ(x) := ϕ˜gal(x)
et ϕ′(x) := ϕ˜′gal(x)x
−k
p x
k∞. Alors ϕ (resp. ϕ′) est un caracte`re de Hecke de F , de conducteur
divisant n et de type 0(resp. (1− k0)t) a` l’infini. Notons qu’il n’existent qu’un nombre fini
de tels ϕ et ϕ′.
Supposons maintenant, que pour une infinite´ de premiers P, ρ est re´ductible. Alors,
il existe des caracte`res de Hecke ϕ et ϕ′, comme ci-dessus, tels que pour une infinite´ de
premiers P, on a ρ s.s. = ϕ⊕ϕ′ (mod P). On en de´duit que pour tout premier v de F , ne
divisant pas n, on a la congruence c(f, v) ≡ ϕ($v) + ϕ′($v) (mod P) modulo une infinite´
de premiers P . Par conse´quent c(f, v) = ϕ($v) + ϕ′($v). Par le The´ore`me de Densite´
de Cebotarev, on obtient ρs.s. = ϕ ⊕ ϕ′, ce qui contredit l’irre´ductibilite´ absolue de ρ (cf
Taylor [66]). 
3. Le cas exceptionnel.
Le but de cette partie est d’identifier les premiers p pour lesquels l’image de la compose´e
ρ : GF → GL2(κ) pr→ PGL2(κ) est isomorphe a` A4, S4 ou A5. Nous proposerons deux
me´thodes qui exploitent toutes les deux le fait que tout e´le´ment de pr(ρ(GF )) est d’ordre
au plus 5.
La premie`re me´thode est celle de [59]. Pour tout ide´al premier v de F ne divisant pas
pn, qui est au-dessus d’un nombre premier totalement de´compose´ dans F on pose
Af (v) := a(f, v)
2[a(f, v)2 − ψ(v)N(v)k0−1][a(f, v)2 − 2ψ(v)N(v)k0−1]·
·[a(f, v)2 − 4ψ(v)N(v)k0−1][a(f, v)4 − 3a(f, v)2ψ(v)N(v)k0−1 + ψ(v)N(v)2k0−2].
Si l’image de pr ◦ρf,P est isomorphe a` A4, S4 ou A5, alors Af (v) ∈ P . Cette me´thode n’est
pas effective, car on ne peut pas produire en ge´ne´ral un v tel que Af (v) 6= 0. Ne´anmoins
elle est assez facile a` mettre en marche sur des exemples.
La deuxie`me me´thode utilise le comportement de ρ en p. Par le Cor.1.5, pour tout
τ ∈ JF , il existe des τ ∈ {±1}, tels que pour tout p | p et pour tout ge´ne´rateur x de F×pfp
l’e´le´ment ∏
τ∈G(F
pfp
/Fp)
τ(x)τ (kτ−1) ∈ F×
pfp
appartient a` pr(ρ(Ip)) et il est donc d’ordre au plus 5 (dans le cas (ORD) on peut meˆme
supposer τ = 1, pour tout τ ∈ JF ). Si JF,p = {τ1, ..., τfp}, alors on trouve que l’e´le´ment
τ1(kτ1 − 1) + τ2p(kτ2 − 1) + ...+ τfppfp−1(kτfp − 1)
est d’ordre au plus 5 dans Z /(pfp − 1), et donc
5((kτ1 − 1) + p(kτ2 − 1) + ...+ pfp−1(kτfp − 1)) ≥ pfp − 1.
Si on replace le ge´ne´rateur x successivement par xp, xp
2
, ..., xp
fp−1
et on somme les
ine´galite´ ainsi obtenues, on trouve : 5(1 + p+ ...+ pfp−1)(
∑
τ∈JF,p
(kτ − 1)) ≥ fp(pfp − 1).
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Pour tout p | p on a donc 5( ∑
τ∈JF,p
(kτ−1)) ≥ fp(p−1) et donc 5(
∑
τ∈JF
(kτ−1)) ≥ d(p−1).
On en de´duit que pr(ρ(GF )) ne peut pas eˆtre isomorphe a` A4, S4 ou A5, si
d(p− 1) > 5(
∑
τ∈JF
(kτ − 1)).
Notons que cette hypothe`se de´coule de (II) de`s que d ≥ 5. De plus, si d = 2 et
k = (2, 4) l’hypothe`se (II) est satisfaite pour p ≥ 7, et si d = 3 et k = (2, 2, 4) l’hypothe`se
(II) est satisfaite pour p ≥ 11.
4. Le cas die´dral.
On e´tudie dans cette partie le cas ou` l’image de la compose´e ρ : GF → GL2(κ) pr→
PGL2(κ) isomorphe au groupe die´dral D2n, pour un certain entier n ≥ 3, qui est premier
a` p. Soit Cn le sous-groupe cyclique d’ordre n de D2n. Comme pr
−1(Cn) est commutatif,
forme´ d’e´le´ments semi-simples (p ne divise pas n), il est contenu dans un tore de GL2(κ)
et on peut donc le diagonaliser. Alors pr−1(D2n\Cn) est contenu dans le normalisateur de
ce tore et, par conse´quent, il est repre´sente´ par des matrices anti-diagonales.
Soit ε : D2n → {±1} la signature et soit K le corps fixe de ker(ε ◦ pr ◦ρ). Le corps K
est une extension quadratique de F , qui non-ramifie´e hors de n. Comme restriction de ρ a`
GK est abe´lienne nous allons pouvoir appliquer la the´orie du corps de classes.
Soit c l’e´le´ment non-trivial du groupe de Galois G(K/F ). Comme ρ est absolument
irre´ductible, mais ρf | GK ne l’est pas, il existe un caracte`re ϕgal : GK → Fp diffe´rent de son
conjugue´ ϕcgal et tel que ρf | GK = ϕgal ⊕ ϕcgal.
Lemme 4.1. Soit p un premier de F divisant p. Supposons que p 6= 2kτ − 1, pour tout
τ ∈ JF,p. Alors
(i) le corps K est non-ramifie´ en p,
(ii) le premier p de F se de´compose dans K comme p pc, et les poids de Fontaine-
Laffaille de ϕgal en p (resp. p
c) sont donne´s par (pτ )τ∈JF,p (resp. (qτ )τ∈JF,p), ou` {pτ , qτ} =
{mτ , k0 −mτ − 1} tout τ ∈ JF,p.
De´monstration : (i) Si K/F e´tait ramifie´e en p, alors ρ(Ip) contiendrait au moins
une matrice anti-diagonale et les vecteurs de la base ne seront donc pas propres pour
tout le groupe ρ(Ip). Or, le groupe ρ(Ip) est trigonalisable et admet dont au moins un
vecteur propre commun. Par conse´quent, les e´le´ments de pr ◦ρ(Ip) seraient d’ordre ≤ 2.
En utilisant le calcul de §3 et le fait que p > k0, on de´duit que pour tout τ ∈ JF,p on a
2(kτ − 1) = p− 1. Contradiction.
(ii) Par Cor.1.5 ϕgal⊕ϕcgal est cristalline en P de poids (mτ , k0−mτ−1)τ∈JF,p. Comme
(ϕgalϕ
c
gal)|IP = ω
1−k0
|IP , l’action de c e´change les poids mτ et k0 − mτ − 1, et donc p se
de´compose dans l’extension quadratique. 
Soit O l’anneau des entiers de K, et soit Ô sa comple´tion profinie. Notons Ô
×
n,1 le
sous-groupe de Ô
×
forme´ des e´le´ments ≡ 1 (mod n). Alors Ô×n,1 est le produit de p-partie∏
P|pO
×
P et sa hors-de-p-partie, note´e par Ô
×(p)
n,1 .
Par la the´orie de corps de classes global, le groupe de Galois de l’extension abe´lienne
maximale n-ramifie´e (resp. n p∞-ramifie´e) de K est isomorphe a` ClK,n := A×K /K
×Ô
×
n,1K
×∞
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(resp. ClK,n p∞ := A
×
K /K
×Ô
×(p)
n,1 K
×∞). On a une suite exacte :
(IV.2) 1→ (
∏
P|p
O×P)/{ ∈ O× |− 1 ∈ n} → ClK,n p∞ → ClK,n → 1
Proposition 4.2. (i) Supposons que pour tout τ ∈ JF , p 6= 2kτ − 1 et que pr(ρ(GF ))
est dihe´dral. Alors, il existe
−une extension quadratique CM K/F , de discriminant ∆K/F divisant n et dans laquelle
tous les premiers p de F au-dessus de p se de´composent, et
−un caracte`re de Hecke ϕ de K de conducteur divisant n∆−1K/F et de type (mτ , k0−1−
mτ )τ∈JF a` l’infini, et tel que
ρ ≡ IndFK ϕ (mod P).
(ii) Supposons que f n’est pas une se´rie theˆta. Alors pour tout premier P en dehors
d’un ensemble fini, le groupe pr(ρ(GF )) n’est pas dihe´dral.
Remarque 4.3. Les premiers p pour lesquels la congruence ρ ≡ IndFK ϕ (mod P)
puisse apparaˆıtre devraient eˆtre controˆle´s par la valeur spe´ciale de la fonction L du caracte`re
de Hecke ϕ/ϕc (dans le cas elliptique ceci a e´te´ de´montre´ par Hida [31] et Ribet [60]; voir
aussi Thms A et B).
Proof : (i) Par (IV.2) et le lemme ci-dessus, on a ϕgal : ClK,n p∞ → κ× dont la
restriction a`
∏
P|pO
×
P est donne´e par le caracte`re alge´brique de poids (mτ , k0−mτ−1)τ∈JF .
Notons que ce caracte`re est trivial sur O×.
Par le lemme 2.3, il existe un rele`vement ϕ˜gal : ClK,n p∞ → O×, dont la restriction a`∏
P|pO
×
P est encore donne´e le caracte`re alge´brique de poids k˜ = (mτ , k0−mτ − 1)τ∈JF (et
qui est donc triviale sur O×).
On fixe des plongements de Q dans Qp et dans C, et on pose ϕ(x) := ϕ˜gal(x)x
−ek
p x
ek∞.
Alors ϕ est le caracte`re de Hecke de K cherche´.
(ii) Il existe un nombre fini de caracte`res de Hecke ϕ comme ci-dessus. Par conse´quent,
si pr(ρ(GF )) est dihe´drale pour une infinite´s de premiers P , alors on pourrait trouver ϕ
comme ci-dessus et tel que la congruence ρ ≡ IndFK ϕ (mod P) arrive pour une infinite´s de
premiers P . Donc, ceci serait une e´galite´ et f serait e´gale a` la se´rie theˆta associe´e a` ϕ. 
5. E´tude de l’image de ρ.
The´ore`me 5.1. (Dickson) (i) Tout sous-groupe irre´ductible de PSL2(κ) d’ordre multi-
ple de p est conjugue´ dans PGL2(κ) a` PSL2(Fq) ou PGL2(Fq), ou` q est une puissance de
p.
(ii) Tout sous-groupe irre´ductible de PSL2(κ) d’ordre premier a` p est soit dihe´dral, soit
isomorphe a` A4, S4 ou A5.
Comme application de ce the´ore`me, et de Prop.2.1, Prop.4.2 et §3, on obtient
Proposition 5.2. Soit f ∈ Sk(n, ψ) une forme nouvelle, qui n’est pas une se´rie theˆta.
Alors, pour tout premier P en dehors d’un ensemble fini, l’image de la repre´sentation
P-adique ρ associe´e a` f est grosse, c’est-a`-dire que l’on a la condition suivante
(LIρ) il existe une puissance q de p telle que SL2(Fq)⊂ Im(ρ)⊂κ×GL2(Fq).
Cette proposition ge´ne´ralise au cas des formes modulaires de Hilbert, des re´sultats de
Serre [61] et Ribet [59] concernant respectivement le cas d’une courbe elliptique et celui
d’une forme modulaire classique.
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Soit F̂ le compositum de F˜ est du sous-corps de Q fixe´ par le groupe de Galois ker(ψω).
Notons que si le caracte`re central ψ de f est trivial ou quadratique, on a F̂ = F˜ .
L’extension F̂ /F est galoisienne et non-ramifie´e en p, car le caracte`re central ψ de f
est de conducteur premier a` p. En d’autres termes G bF est un sous-groupe distingue´ de GF
contenant le sous-groupe d’inertie Ip.
On pose D = Det(ρ(G bF ))(F×p )1−k0 .
Proposition 5.3. Supposons (LIρ). Alors, il existe une puissance q de p telle que
ou bien ρ(G bF ) = GL2(Fq)D := {γ ∈ GL2(Fq) | Det(γ) ∈ D}
ou bien ρ(G bF ) = (F×q2 GL2(Fq))D := {γ ∈ F×q2 GL2(Fq) | Det(γ) ∈ D}
De´monstration : On montre d’abord que pr(ρ(G bF )) est irre´ductible d’ordre multiple de
p. D’apre`s (LIρ), le groupe pr(Im(ρ)) est isomorphe a` PSL2(Fq) ou PGL2(Fq). Le groupe
ρ(G bF ) est un sous-groupe distingue´ non-trivial de pr(Im(ρ)) (puisqu’il contient pr(ρ(Ip))
et p>k0; voir Cor.1.5). Comme PSL2(Fq) est un groupe simple d’indice 2 dans PGL2(Fq),
on de´duit
PSL2(Fq) ⊂ pr(ρ(G bF )) ⊂ pr(Im(ρ)) ⊂ PGL2(Fq).
Lemme 5.4. Soit H un groupe de centre Z et soit pr : H → H/Z la projection canon-
ique. Soient P et Q deux sous-groupes de H tels que pr(P ) ⊃ pr(Q). Si de plus Q n’a pas
de quotients abe´liens non-triviaux (C = Cder), alors P ⊃ Q.
(on a BZ ⊃ CZ et donc B ⊃ Bder = (BZ)der ⊃ (CZ)der = Cder = C.)
Il de´coule de ce lemme que ρ(G bF ) ⊃ SL2(Fq), et donc
(κ×GL2(Fq))D ⊃ ρ(G bF ) ⊃ (GL2(Fq))D.
Puisque [(κ×GL2(Fq))D : (GL2(Fq))D] ≤ 2 on a la proposition. 
Soit y ∈ Fq2 \Fq tel que y2 ∈ Fq. Alors (F×q2 GL2(Fq))D = GL2(Fq)D q (yGL2(Fq))D
et donc Tr((F×
q2
GL2(Fq))
D) = Fq ∪y Fq. Par conse´quent, la Fp-alge`bre engendre´e par les
traces des e´le´ments de (F×
q2
GL2(Fq))
D est e´gale a` Fq2 , alors que pr((F
×
q2
GL2(Fq))
D) ⊂
PGL2(Fq).
6. E´tude de l’image de IndQF ρ.
Dans toute cette partie on suppose (LIρ).
6.1. La condition (LIIndρ). D’apre`s de la proposition 5.2, il existe alors une puis-
sance q de p, telle que pr(ρ(G bF )) = PSL2(Fq) ou PGL2(Fq). Conside´rons la repre´sentation
pr(IndQF ρ) : G bF → PGL2(Fq)JF .
Tout automorphisme de PSL2(Fq) (resp. PGL2(Fq)) est la compose´e de la conjugaison
par un e´le´ment de PGL2(Fq) et d’un automorphisme de Galois de Fq. Par un lemme de
[59] duˆ a Serre, il existe une partition JF =
∐
i∈I J
i
F , et pour tout i ∈ I et τ ∈ J iF il existe
un e´le´ment σi,τ ∈ Gal(Fq/Fp) tel que
pr(φ(SL2(Fq)
I)) ⊂ pr(IndQF ρ(G bF )) ⊂ pr(φ(GL2(Fq)I)),
ou` φ = (φi)i∈I : GL2(Fq)I ↪→ GL2(Fq)JF est donne´ par φi(Mi) = (Mσi,τi )τ∈JiF .
En gardant ces notations, on introduit la condition suivante sur l’image de IndQF ρ :
(LIIndρ) On a (LIρ) et ∀ i ∈ I, ∀ τ, τ ′ ∈ J iF (τ 6= τ ′ ⇒ σi,τ 6= σi,τ ′).
Nous avons maintenant besoin d’introduire une hypothe`se de ge´ne´ricite´ sur le poids k.
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6.2. La notion de poids non-induit.
De´finition 6.1. On dit que le poids k ∈ Z[JF ] est non-induit, s’il n’existe pas de
sous-corps strict F ′ de F et de poids k′ ∈ Z[JF ′ ] tel que pour tout τ ∈ JF , kτ = k′τ |F ′ .
Posons k˜ =
∑
eτ∈J eF keτ τ˜ ∈ Z[J eF ], ou` pour tout τ˜ ∈ J eF on pose keτ = keτ |F .
On peut aussi de´finir k˜ ainsi : J eF s’identifie au groupe G(F˜ /Q), alors que JF s’identifie a`
l’ensemble des classes a` gauche G(F˜ /Q)/G(F˜ /F ). Via ces deux identifications l’application
k˜ : J eF → Z est la compose´e de la projection canonique J eF → JF , suivie de k : JF → Z.
Le groupe GQ agit sur Z[J eF ] par k˜ =
∑
eτ∈J eF keτ τ˜ 7→ k˜
eτ ′ =
∑
eτ∈J eF keτeτ ′ τ˜ . On a
Lemme 6.2. k∈Z[JF ] est non-induit, si et seulement si, GF ={τ˜ ′∈GQ | k˜= k˜eτ ′}.
Remarque 6.3. (i) Un e´le´ment τ ′ ∈ GQ agit a` gauche sur JF (resp. sur Z[JF ]) par
τ 7→ τ ′τ (resp. par k = ∑τ kτ 7→ τ ′k = ∑τ kτ ′−1τ τ). Shimura de´finit le sous-corps Φk de
F˜ comme le sous-corps de Q fixe´ par le groupe de Galois {τ ′ ∈ GQ |τ ′k = k}. Il est clair
que pour τ˜ ∈ G(F˜ /Q), on a τ˜ ∈ G(F˜ /Φk) ⇐⇒ ∀τ˜ ′ ∈ G(F˜ /Q) keτ ′ = keτeτ ′ .
Il semble que le fait que k soit non-induit, ne puisse pas s’exprimer en ge´ne´ral en termes
de Φk. Par exemple, lorsque F est galoisien (F = F˜ ) :
− k est non-induit si et seulement si k n’est pas trivial sur les classes a` droite de
G(F/Q) modulo un sous-groupe non-trivial, alors que
− la condition Φk = F revient a` dire que k n’est pas trivial sur les classes a` gauche de
G(F/Q) modulo un sous-groupe non-trivial.
(ii) Si k est non-induit, alors il est en particulier non-paralle`le. Si le degre´ d du corps
F est un nombre premier, ces deux conditions sont e´quivalentes.
Proposition 6.4. Supposons que k est non-induit et que pour tout τ 6= τ ′ ∈ JF on a
p 6= kτ + kτ ′ − 1. Alors (LIρ) implique (LIIndρ).
De´monstration : Soient τ˜1, τ˜2 ∈ GQ tels que pour tout g ∈ G bF on a pr(ρ(τ˜−11 gτ˜1)) =
pr(ρ(τ˜−12 gτ˜2)). Il s’agit alors de prouver que τ˜
−1
1 τ˜2 ∈ GF . On pose ρi(g) = ρ(τ˜−1i gτ˜i)
(i = 1, 2).
Soit P un ide´al premier de F̂ au-desus d’un ide´al premier p de F divisant p. On note
h′i (resp. hi) le degre´ re´sidue de P
eτi (resp. pτi), i = 1, 2. Par Cor.1.5 on a ρi| s.s.IP = εi⊕ δi,
ou` εi (resp. δi) IP → IPeτi → F×ph′i → F
×
phi
→ κ× est la compose´e de la conjugaison par
τ˜i, de la projection sur l’inertie modere´e, de la norme, et du caracte`re x 7→
∏
τ∈JF,pτi
τ(x)pτ
(resp. x 7→ ∏
τ∈JF,pτi
τ(x)qτ ), ou` {pτ , qτ} = {mτ , k0 − 1 −mτ}. Dans le cas (ORD) on peut
meˆme supposer que pour tout τ ∈ JF , on a pτ = mτ et qτ = k0 − 1−mτ .
Notons que ε1δ1 = ε2δ2 = ω
1−k0 . Puisque IP ⊂ G bF et pr ◦ρ1 = pr ◦ρ2 sur G bF , on peut
supposer que ε1/δ1 = ε2/δ2. En variant P on en de´duit que pour tout τ˜ ∈ J eF , k˜eτ = k˜eτeτ−11 eτ2
(on utilise ici que p > k0 ainsi que p 6= kτ + kτ ′ − 1). Comme k est non-induit, on de´duit
de le lemme 6.2 que τ˜−11 τ˜2 ∈ GF . 
6.3. L’image de IndQF ρ est grosse. Les re´sultats de ce paragraphe joueront un roˆle
important dans le chapitre VI. Posons
H(Fq) =
(∏
i∈I
GL2(Fq)
)D
:=
{
(Mi)i∈I ∈
∏
i∈I
GL2(Fq)
∣∣∣ ∃δ ∈ D, ∀i, Det(Mi) = δ
}
.
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Lemme 6.5. Soit δ : F×
ph
→ F×
ph
le morphisme de groupes donne´ par x 7→ ∏
τ∈G(F
ph
/Fp)
τ(x)aτ .
On suppose que pour tout τ ∈ G(Fph /Fp), 2aτ < p − 1 et Im(δ2) ⊂ F×q (q = pl). Alors
Im(δ) ⊂ F×q .
De´monstration : Puisque Fpl ∩Fph = Fp(l,h) on peut supposer que h est multiple de l,
disons h = rl. Il s’agit alors de prouver l’assertion suivante :
Si a =
f−1∑
i=0
aip
i, avec 0 ≤ ai < p− 1
2
, alors (qr − 1|2a(q − 1)⇒ qr − 1|a(q − 1)).
Supposons que 1 + pl + ... + p(r−1)l divise 2a =
∑rl−1
i=0 2aip
i. Comme 0 ≤ ai < p−12 , ceci
implique que le quotient vaut le nombre pair
∑l−1
i=0 2aip
i, d’ou` le lemme. 
Lemme 6.6. Supposons que p>2k0. Alors,
(i) pour tout p divisant p, ρ(Ip) est contenu dans un sous-groupe de Borel de GL2(Fq),
ou bien dans un tore non-deploye´ de GL2(Fq), le second cas ne pouvant pas se produire si
f est ordinaire en p,
(ii) IndQF ρ(Ip) ⊂ φ(H(Fq)),
(iii) φ(H(Fq)) ⊂ IndQF ρ(G bF ).
De´monstration : (i) Posons h := |JF,p|. Par Cor.1.5 on a ρ| s.s.Ip = εp ⊕ δp, ou` εp
(resp. δp) Ip → κ× est la compose´e de la projection sur l’inertie mode´re´e de niveau
h, Ip → F×ph et du caracte`re ε : x 7→
∏
τ∈JF,p
τ(x)pτ (resp. δ : x 7→ ∏
τ∈JF,p
τ(x)qτ ), avec
{pτ , qτ} = {mτ , k0 − 1−mτ}.
Soit xh un ge´ne´rateur de F
×
ph
. Comme les traces des e´le´ments de ρ(G bF ) appartiennent
a` Fq
∐
y Fq, on a (ε(xh) + δ(xh))
2 ∈ Fq et donc ε(xh)2 + δ(xh)2 ∈ Fq.
Si ε(xh)
2, δ(xh)
2 ∈ F×q et p > 2k0, il de´coule du lemme 6.5 que ε(xh), δ(xh) ∈ F×q . Par
conse´quent Ip fixe une droite Fq-rationnelle, et ρ(Ip) donc contenu dans un sous-groupe de
Borel de GL2(Fq).
Sinon ε(xh)
2 et δ(xh)
2 sont conjugue´s par l’e´le´ment non-trivial de Gal(Fq2 /Fq), et
donc ε(xh)
2 = δ(xh)
2q. Puisque p>2k0, on a ε(xh) = δ(xh)
q et donc ε(xh) + δ(xh)
q ∈ F×q .
Par conse´quent Tr(ρ(Ip)) ⊂ Fq, et donc ρ(Ip)⊂GL2(Fq). Dans ce cas ρ(Ip) est contenu is
contained dans un tore non-deploye´ de GL2(Fq).
Si f est ordinaire en p, alors pour tout τ , pτ = mτ < k0 − mτ − 1 = qτ et donc
ε(xh)
2 6= δ(xh)2q.
(ii) La condition du de´terminant D e´tant satisfaite, nous devons juste ve´rifier que :
pour tout i ∈ I et τ, τ ′ ∈ J iF le caracte`re
Ip → {±1} , g 7→ (ρ(σ˜−1i,τ gσ˜i,τ ))−1(ρ(σ˜−1i,τ ′gσ˜i,τ ′))
est trivial. Ceci de´coule de p>2k0, comme dans la preuve de Prop.6.4.
(iii) On a vu au de´but de cette partie que pr(φ(SL2(Fq)
I)) ⊂ pr(IndQF ρ(G bF )). Par le
lemme 5.4, on en de´duit que φ(PSL2(Fq)
I) ⊂ IndQF ρ(G bF ).
Comme φ(H(Fq)) = φ(SL2(Fq)
I) IndQF ρ(Ip), on a l’assertion. 
7. CONGRUENCES ENTRE CONJUGUE´S INTERNES. 91
7. Congruences entre conjugue´s internes.
Les re´sultats de cette partie ne seront pas utilise´s dans la suite.
La proposition suivante ge´ne´ralise un re´sultat de Ribet [59] sur les familles de formes
modulaires classiques, au cas de la famille de conjugue´s internes d’une forme modulaire de
Hilbert.
Proposition 7.1. Supposons (LIρ) et que k est non-induit. Supposons de plus que
p > 2k0 est totalement de´compose´ dans F . Alors,
(GL2(Fq)
JF )D ⊂ IndQF ρ(G bF ) ⊂ (ρ(G bF )JF )D , ou` D = F×2p .
Remarque 7.2. L’hypothe`se que k est non-induit exclut le cas ou` f proviendrait
par changement de base d’un sous-corps strict de F . L’hypothe`se que p est totalement
de´compose´ dans F exclut le cas, ou` un conjugue´ interne de f soit congru a` un conjugue´
externe de f . Ces deux hypothe`ses supple´mentaires visent donc a` exclure des phe´nome`nes
qui ne se produisent pas dans le cas classique (F = Q).
Proposition 7.3. Supposons que f n’est pas une se´rie theˆta, et que la condition
(LIIndρ) n’est pas satisfaite pour une infinite´ de premiers P. Alors il existe τ ∈ JF , τ 6= id
et un caracte`re de Hecke d’ordre fini ε de F˜ de conducteur divisant NF/Q(n), tels que pour
tout premier v - NF/Q(n) de F totalement de´compose´ dans F˜ , on a c(fτ , v) = ε(v)c(f, v).
De´monstration : Comme f n’est pas une se´rie theˆta, la condition (LIρ) est ve´rifie´e pour
tout premier P , en dehors d’un ensemble fini (cf Prop.5.2). Prenons un tel P et supposons
que (LIIndρ) n’est pas ve´rifie´e. Alors, il existe τ˜1, τ˜2 ∈ GQ tels que τ := τ˜−12 τ˜1|F 6= id et pour
tout g ∈ G bF , on a pr ρ(τ˜−12 gτ˜1) = prρ(τ˜−12 gτ˜2). Comme (LIρ) est ve´rifie´e et G bF est un sous-
groupe distingue´ de G eF , la relation ci-dessus reste vraie pour tout g ∈ G eF . par conse´quent,
il existe un caracte`re εgal : G eF → κ×, tel que pour tout g ∈ G eF , ρfτ (g) = εgal(g)ρf (g).
Supposons que p > 2k0. Alors le meˆme argument que dans la de´monstration de Prop.6.4
prouve que εgal est non-ramifie´ en les premiers divisant p. Par le lemme 2.3 εgal peut eˆtre
releve´ en un caracte`re de Hecke d’ordre fini ε de F˜ de conducteur divisant NF/Q(n). En
prenant le de´terminant, on trouve ψτ = ε
2
galψ, et il y a donc un nombre fini de tels ε.
Pour tout premier v - n p de F totalement de´compose´ dans F˜ , on a c(fτ , v) ≡ ε(v)c(f, v)
(mod P). Si (LIIndρ) n’est pas ve´rifie´e pour une infinite´ de premiers P, alors la dernie`re
congruence se transformerait en e´galite´. 
Corollaire 7.4. Supposons que F est galoisien de degre´ impair, et que le caracte`re
central ψ de f est trivial (F = F̂ ). Supposons de plus que f n’est pas une se´rie theˆta et que
pour une infinite´ de premiers P (LIIndρ) n’est pas ve´rifie´e. Alors, il existe un sous-corps
F ′ ( F et une forme modulaire de Hilbert f ′ sur F ′, dont est le changement de base a` F
tordu par un caracte`re quadratique de conducteur divisant NF/Q(n) soit e´gal a` f .
De´monstration : Comme dans la preuve de Prop.7.3 il existe un caracte`re quadratique
ε de F de conducteur divisant NF/Q(n) et id 6= τ ∈ Gal(F/Q) tel que ρfτ = εgalρ. Soit
F ′ ⊂ F (resp. Fi ⊃ F ) le corps fixe de τ (resp. de ker(ετ i)). Par hypothe`se F/F ′ est une
extension cyclique de degre´ impair h. Soit F ′′ =
∏h
i=1 Fi. Alors
Gal(F ′′/F ′) = {(u1, .., uh) ∈ {±1}h |
h∏
i=1
ui = 1}o {τ i | 0 ≤ i ≤ h− 1},
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ou` τ agit sur (u1, .., uh) par permutation circulaire. Si h = 3 le groupe Gal(F
′′/F ′) est
isomorphe a` A4.
La repre´sentation ρ|GF ′′ est invariante par Gal(F ′′/F ′), mais le The´ore`me de Descente
Cyclique de Langlangs ne s’applique pas directement, car Gal(F ′′/F ′) est d’ordre pair.
Conside´rons le caracte`re quadratique δ = ε · ετ2 · .. · ετh−1 . Alors la GF -repre´sentation δgalρ
est invariante par Gal(F/F ′) et donc s’e´tend en une repre´sentation de GF ′ . En appliquant
le The´ore`me de Descente Cyclique de Langlangs a` δ ⊗ f on obtient f ′ comme voulu. 
CHAPITRE V
Cohomologie modulo p des varie´te´s modulaires de Hilbert
Le but de ce chapitre est de d’e´tablir une version modulo p des re´sultats du chapitre
III sous les deux hypothe`ses suivantes : (I) p ne divise pas ∆ = ∆F N(n),
(II) p−1 >∑τ∈JF (kτ−1) = |n|+ d (le poids est p-petit).
Sous l’hypothe`se (I) la varie´te´ modulaire de Hilbert a bonne re´duction en p et posse`de
des compactifications lisses sur Zp, et les repre´sentations galoisiennes p-adiques que nous
conside´rons sont cristallines.
L’entier |n|+ d est e´gal a` la longueur de la filtration de Hodge-Tate sur la cohomologie
de la varie´te´ modulaire de Hilbert. L’hypothe`se (II) est donc ne´cessaire pour appliquer la
the´orie de Fontaine-Laffaille [23], ainsi que le The´ore`me de Comparaison de Faltings[20].
1. Le complexe BGG sur O.
Le but de cette partie est de donner une version entie`re sur O des re´sultats du chapitre
III, notamment du the´ore`me III.5.1.
Tous les objets conside´re´s sont sur O. Ainsi pour alle´ger les notations on e´crira G resp.
g, a` la place de GO = GL2(O)JF resp. gO = gl2(O)JF , etc.
1.1. Le complexe de Koszul. Le complexe de Koszul du G-module trivial O est le
complexe
...→ UO(g)⊗ ∧2Og→ UO(g)⊗ g→ UO(g)→ O → 0
Comme g = b⊕u−, g/ b est un O[b]-facteur direct dans g, on a un morphisme de
B-modules UO(g)⊗ ∧•Og→ UO(g)⊗UO(b) ∧•O(g/ b). On en de´duit un autre complexe
UO(g)⊗UO(b) ∧•O(g/ b)→ O → 0,
note´ S•O(g, b).
Plus ge´ne´ralement pour tout O-module libre V muni d’une action de UO(g), on con-
side`re le complexe S•O(g, b) ⊗ V , muni de l’action diagonale de UO(g). Or, pour tout
UO(b)-module W , qui est aussi un O-module libre, on a un isomorphisme canonique de
UO(g)-modules (
UO(g)⊗UO(b) W
)⊗ V ∼= UO(g)⊗UO(b) (W ⊗ V |b) ,
d’ou` un autre complexe
UO(g)⊗UO(b) (∧•O(g/ b)⊗ V |b)→ V → 0,
note´ S•O(g, b, V ). Dans le cas ou` V = Vn on le note S
•
O(g, b, n).
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1.2. Modules de Verma. Pour tout poids µ ∈ Z[JF ], on de´finit un UO(g)-module
VO(µ) := UO(g)⊗UO(b) Wµ. On l’appelle le module de Verma de poids µ.
Lemme 1.1. Soit W un B-module, libre de rang fini sur O de poids plus petits de
(p− 1)t. Alors, il existe filtration par des B-modules 0 = W0 ⊂ W1 ⊂ ... ⊂ Wr = W telle
que pour tout i, Wi/Wi+1 ∼= Wµi , avec µi ∈ Z[JF ]. De plus, les Wµi ,1 ≤ i ≤ r sont les
facteurs irre´ductibles du T -module W .
En particulier, si U agit trivialement sur W , alors W ∼= ⊕ri=1Wµi .
De´monstration : Soit µ1 le poids maximal de W (pour la relation d’ordre partielle
donne´e par les racines positives de G) et soit v ∈ W un vecteur O-primitif de poids µ1.
Soit W ′ le UO(b)-module engendre´ par v. Alors W ′ ∼= Wµ1 et W ′⊗Fq est irre´ductible, car
µ1 < (p− 1)t et N est libre de rang 1. Comme W est libre sur O on a une suite exacte de
B-modules
0→ TorO1 (W/W ′,Fq)→ W ′ ⊗ Fq
φ→ W ⊗ Fq .
Comme W ′ ⊗ Fq est irre´ductible et v est primitif, la fle`che φ est injective. On en de´duit
que TorO1 (W/W ′,Fq) = 0, donc W/W ′ est libre sur O, ce qui nous donne le lemme par
re´currence. 
Lemme 1.2. Le module SiO(g, b, n) admet une filtration finie par des UO(g)-modules de
quotient successifs de la forme VO(µ), µ ∈ Ωi(n), ou` Ωi(n) de´signe l’ensemble des poids du
t-module ∧iO(g/ b)⊗ Vn|b.
De´monstration : Les poids de ∧•O(g/ b)⊗Vn|b sont plus petits que (p−1)t. Par le lemme
pre´ce´dent, il existe une filtration 0 = F0 ⊂ F1 ⊂ ... ⊂ Fr = ∧iO(g/ b) ⊗ Vn|b de quotients
successifs Wµij
, avec µij de´crivant l’ensemble Ω
i(n) des poids de ∧iE(g/ b)⊗Vn(E)|b. Comme
de plus UO(g) est un UO(b)-module libre, le foncteur UO(g) ⊗UO(b) • est exact, d’ou` le
lemme. 
1.3. Caracte`res centraux. Soit δ : UO(g) → UO(t) la projection venant de la
de´composition de Poincare´-Birkoff-Witt UO(g) = UO(t) ⊕ (u−UO(g) + UO(g)u). On en
de´duit par restriction aux invariants pour l’action adjointe la fle`che θ : UO(g)G → UO(t).
Notons que UFp(t) s’identifie avec l’alge`bre des fonctions re´gulie`res sur HomO(t,Fp)
∼=
Fp[JF ], qui est une alge`bre de polynoˆmes de Laurent et le groupe de Weyl de G agit dessus
par (J · P )(µ) = P (J(µ + t) − t). Le re´sultat suivant est un analogue du the´ore`me de
Harish-Chandra:
The´ore`me 1.3. (Jantzen [39]) θFp induit un isomorphisme UFp(g)
G → UFp(t){±}
JF .
Pour µ ∈ Z[JF ] et tout O-alge`bre R, on note dµR : tR → R le caracte`re correspondant
et χµ,R = dµR ◦ θR la compose´e UR(g)G → UR(t) → R. Cette de´finition est compatible
aux morphismes de O-alge`bres.
Si V est un UR(g)-module engendre´ par un vecteur v de poids µ, qui est annule´ par u,
alors UR(g)
G agit sur V par χµ,R.
Posons χµ,p = χµ,O et χµ,p = χµ,Fp .
Corollaire 1.4. Pour tout µ ∈ Z[JF ], si χn,p = χµ,p, alors il existe J ⊂ JF tel que
µ− (J(n+ t)− t) ∈ pZ[JF ]. En particulier, si en plus µ est plus petit que (p− 1)t, alors
µ = J(n+ t)− t.
Proposition 1.5. Soit µ ∈ Ωi(n) (cf le lemme 1.2). Alors χn,p = χµ,p, si et seulement
s’il existe J ⊂ JF contenant i e´le´ments et tel que µ = J(n+ t)− t.
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De´monstration : D’apre`s le corollaire, il ne reste qu’a` ve´rifier pour J ⊂ JF on a
J(n + t) − t ∈ Ωi(n), si et seulement si, J contient i e´le´ments. D’apre`s le lemme 1.2, il
s’agit de prouver que WJ(n+t)−t(E) apparaˆıt (avec multiplicite´ un) dans ∧iE(g/ b)⊗Vn(E)|t
si et seulement si J contient i e´le´ments. Les poids de ∧iE(g/ b) ⊗ Vn(E)|t sont de la
forme J ′(t) − t + ν, ou` J ′ ⊂ JF contient i e´le´ments et ν est un poids de Vn(E). Si
J(n+ t)− t = J ′(t)− t+ν on aurait n = J(ν)+ J (J ′(t))− t. Or, n est le poids maximal
de Vn(E), donc n domine ν, et par conse´quent J = J
′. 
1.4. De´composition par rapport aux caracte`res centraux. D’apre`s le lemme
1.2 SiO(g, b, n) admet une filtration finie par des UO(g)-modules de quotient successifs
de la forme VO(µ), µ ∈ Ωi(n). Donc S•O(g, b, n) est annule´ par une puissance de l’ide´al
I :=
∏
µ∈Ω•(n) ker(χµ,p) de l’anneau commutatif UO(g)
G. Nous verrons comme conse´quence
de la proposition 1.5, qu’en fait I lui-meˆme annule S•O(g, b, n).
Lemme 1.6. Soit P1, .., Pr des ide´aux d’un anneau commutatif R. On suppose que
P1..Pr = 0 et que pour tout i 6= j Pi+Pj = R. Alors tout R-module W s’e´crit W = ⊕iWPi,
avec WPi = {m ∈W |Pim = 0}.
Les pR + ker(χµ,p) = ker(χµ,p), µ ∈ Ω•(n), sont les ide´aux maximaux de R. Soient
χ1 = χn,p, χ2,...,χr des repre´sentants des caracte`res χµ,p, µ ∈ Ω•(n). Posons Pi =∏
χµ,p=χi
ker(χµ,p). En appliquant ce lemme on obtient une de´composition du complexe
S•O(g, b, n) = ⊕ri=1S•O(g, b, n)Pi
en somme de facteurs directes, car les diffe´rentielles sont UO(g)-e´quivariantes.
Notons par ailleurs que VO(µ)χn,p = VO(µ), si χµ,p = χn,p, et VO(µ)χn,p = 0, sinon.
D’ici et de la proposition 1.5 on obtient le :
The´ore`me 1.7. Le complexe S•O(g, b, n)χn,p est un facteur direct dans S
•
O(g, b, n) et
S0O(g, b, n)χn,p = Vn. Pour tout i ≥ 1, SiO(g, b, n)χn,p admet une filtration dont les quotients
successifs sont les VO(µ), avec µ ∈ Ωi(n), χµ,p = χn,p. Pre´cise´ment les quotients successifs
de la filtration sont donne´es par les VO(J(n + t) − t), ou` J de´crit les sous-ensembles a` i
e´le´ments de JF (avec multiplicite´ un).
1.5. Le complexe BGG pour les alge`bres des distributions. Soit UO(G) la O-
alge`bre des distributions sur G. Pour tout G-module V , libre sur O, on de´finit le complexe
0← V ← UO(G)⊗UO(B) (∧•O(g/ b)⊗ V |b) ,
note´ S•O(G,B, V ). Dans le cas ou` V = Vn on note ce complexe S•O(G,B, n).
Remarque 1.8. Le complexe S•O(G,B, V ) n’est pas exact. Il le deviendra apre`s appli-
cation du foncteur de line´arisation de Grothendieck au fibre´ associe´.
Comme dans la partie pre´ce´dente on de´finit pour tout µ ∈ Z[JF ] le module de Verma
V(µ) = UO(G) ⊗UO(B) Wµ. On rappelle que Ωi(n) est l’ensemble des µ ∈ Z[JF ] tels que
Wµ est un sous-quotient irre´ductible de ∧iO(g/ b)⊗ Vn|b. Le lemme 1.2 devient :
Lemme 1.9. Le module S•O(G,B, n) admet une filtration finie par des UO(G)-modules
de quotients successifs VO(µ), avec µ ∈ Ωi(n).
Comme UO(g) ⊂ UO(G) ⊂ UE(g), le centre UO(g)G de UO(g) est contenu dans le centre
de UO(G).
Dans la partie pre´ce´dente on a de´fini les caracte`res centraux χµ,p = χµ,O et χµ,p = χµ,Fp .
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Si W est un UO(G)-module engendre´ par un vecteur v de poids µ, annule´ par u, alors
UO(g)G agit sur W par le caracte`re χµ,p. Posons I =
∏
µ∈Ω•(n) ker(χµ,p). D’apre`s le lemme
pre´ce´dent le O-module fini S•O(G,B, n) est aussi un module sur R := UO(g)G/I. Soient
χ1 = χn,p, χ2, ...χr les diffe´rents homomorphismes d’alge`bres de R dans Fp. Posons pour
1 ≤ j ≤ r :
S•O(G,B, n)χj =
x ∈ S•O(G,B, n)|
 ∏
µ∈Ω•(n),χµ,p=χj
ker(χµ,p)
x = 0
 .
De la meˆme manie`re que dans 1.4 on obtient la de´composition
(V.1) S•O(G,B, n) = ⊕rj=1S•O(G,B, n)χj .
Le the´ore`me principal que l’on veut prouver est le :
The´ore`me 1.10. On a S iO(G,B, n)χn,p ∼=
⊕
J⊂JF ,|J |=i
VO(J(n+ t)− t).
De´monstration : Traitons d’abord le cas n = 0.
Comme u est abe´lien, U agit trivialement sur ∧iO(g/ b) et donc d’apre`s le lemme 1.2
∧iO(g/ b) ∼=
⊕
J⊂JF ,|J |=i
WJ(t)−t.
Comme UO(G) est libre sur UO(B) on obtient :
SiO(G,B, 0) = S iO(G,B, 0)χ0,p ∼=
⊕
J⊂JF ,|J |=i
VO(J(t)− t).
Passons maintenant au cas ge´ne´ral. On de´duit du cas pre´ce´dent la de´composition
SiO(G,B, n) ∼=
⊕
J⊂JF ,|J |=i
UO(G)⊗UO(B)
(
WJ(t)−t ⊗ Vn
)
.
En vertu du (V.1) le the´ore`me de´coule du lemme suivant, qui lui-meˆme est une conse´quence
directe de la preuve de la proposition 1.5.
Lemme 1.11. On a
(UO(G)⊗UO(B) (WJ (t)−t ⊗ Vn))χn,p ∼= VO(J(n+ t)− t).
2. Complexe BGG pour les cristaux.
2.1. Cohomologie cristalline logarithmique et foncteur de line´arisation. Notre
re´fe´rence est [51]Sect.4.
Pour tout r ∈ N on pose Sr = Spec((O /pr+1)), et pour tout Z[ 1∆ ]-sche´ma X, on pose
Xr = X × Sr.
On a une e´quivalence de cate´gories entre la cate´gorie des cristaux sur (X 0/Sr)
cris
log et la
cate´gorie des OXr ⊗o-modules M qui sont localement libres et munis d’une connexion a`
poˆles logarithmiques, inte´grable, quasi-unipotente ∇ :M→M⊗OXr ΩXr/Sr(dlog(D))).
On a un foncteur L, dit de line´arisation, de la cate´gorie des faisceaux en OXr -modules
vers la cate´gorie des cristaux sur (X 0/Sr)
cris
log .
Le lemme de Poincare´ log-cristallin, dit que le complexe
(V.2) 0→ Vr → L(Vr ⊗OXr Ω
•
Xr/Sr
(dlog∞))
est une re´solution.
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2.2. Complexe BGG dual pour les fibre´s. Soient W1 et W2 deux B-modules de
poids plus petits que (p− 1)t. Posons W i = FB(Wi), i = 1, 2 (cf §5). Par [51]§5.2.4 on a
un morphisme
(V.3) HomUO(G)(UO(G) ⊗UO(B) W1),UO(G)⊗UO(B) W2)→ Op.Diff.(W2,r,W1,r),
qui devient un isomorphisme apre`s tensorisant avec E (cf (III.3)).
On applique la construction du paragraphe pre´ce´dent a` la compactification toro¨ıdale
de la varie´te´ modulaire de Hilbert M ′ et le fibre´ vectoriel Vn. Pour tout r ∈ N on a un
homomorphisme injectif de complexes de fibre´s vectoriels sur M
′
r
(V.4) K•n := ⊕
J⊂JF
W(J(n+ t)− t)r ↪→ Vn ⊗O
M
′
r
Ω•
M
′
r/Sr
(dlog∞).
Proposition 2.1. (V.4) est un homomorphisme injectif strict de complexes filtre´s.
Il de´coule de cette proposition que L(K•n) est un facteur direct de L(Vn⊗OM′r Ω
•
M
′
r/Sr
(dlog∞)).
Ce-dernier est exacte par le lemme de Poincare´ cristallin. Par conse´quent L(K•n) est
e´galement exacte. Comme le foncteur L est exact, on en de´duit des isomorphismes filtre´s
HjdR-log(M
′
r,Vn) ∼= Hj(M ′r,K•n).
The´ore`me 2.2. La suite spectrale de Hodge vers de Rham
Ei,j1 =
⊕
J⊂JF ,|p(J)|=i
Hi+j−|J |(M ′r,WJ (n+t)−t,n0)⇒Hi+jdR-log(M
′
r,Vn)
de´ge´ne`re en E1 :
(V.5) griHrdR-log(M ′r,Vn) =
⊕
J⊂JF ,|J |≤r,|p(J)|=i
Hr−|J |(M ′r,WJ (n+t)−t).
De´monstration : On proce`de comme dans la de´monstration du Thm.5.1(ii), une fois que
l’on a Prop.2.1. Comme dans [51]II.4, pour la de´ge´ne´rescence en E1 on utilise un the´ore`me
d’Illusie [37], a` la place du the´ore`me de Deligne sur C utilise´ dans la de´monstration du
Thm.5.1(ii). 
Remarque 2.3. (i) Par les arguments de Cor.III.7.4(i) il est facile de voir que la
de´composition (V.5) est Hecke e´quivariante, sauf pour les ope´rateurs Tp, avec p divisant p.
Lorsque p est totalement de´compose´ dans F , on pourrait utilise´ un re´sultat de Wedhorn
[69] (ge´ne´ralisant les relations de congruence d’Eichler-Shimura), afin d’e´crire Tp comme
somme de correspondances auxquelles la me´thode de [22] s’applique. Malheureusement
cette approche n’est pas disponible lorsque p n’est pas totalement de´compose´ dans F .
Dans la preuve du Thm.VI.2.7, nous allons de´montrer la Tp-e´quivariance par une autre
me´thode, apre`s localisation partielle (en dehors de p).
(ii) La commutativite´ des ope´rateurs de Hecke agissant sur (V.5) se de´montre comme
dans Cor.III.7.4(i). Le dernier morceau de la filtration de Hodge-Tate H0(Y ,WJF (n+t)−t,n0)
est inde´pendant de la compactification toro¨ıdale d’apre`s le Principe de Koecher (7.2), ce
qui nous donne une deuxie`me preuve de la commutativite´ des ope´rateurs de Hecke sur
celui-ci.
CHAPITRE VI
Applications arithme´tiques
Comme application de l’e´tude galoisienne du Chap.IV et du calcul des poids de Fontaine-
Laffaille de la cohomologie de la varie´te´ modulaire de Hilbert du Chap.V, nous obtenons
• la nullite´ de certaines composantes locales de la cohomologie du bord a` coefficients
entiers p-adiques et comme corollaire le The´ore`me A.
• la nullite´ de certaines composantes locales de la cohomologie non-me´diane a` coeffi-
cients entiers p-adiques.
• la liberte´ (de rang = 2d) de la cohomologie me´diane a` coefficients entiers p-adiques
sur certaines composantes locales de l’alge`bre de Hecke et la proprie´te´ d’eˆtre Gorenstein
de ces dernie`res (The´ore`me B).
1. Cohomologie du bord localise´e et crite`re de congruences.
Soit f ∈ Sk(n, χ) une forme modulaire de Hilbert, propre, normalise´e et primitive pour
les ope´rateurs de Hecke (cf I.4.1 et I.6).
Soit P une place de Q au-dessus d’un nombre premier p. Soit E la comple´tion en P
d’un corps de nombres assez grand, et soit O son anneau des entiers (assez grand veut dire
qu’il contient les coefficients de Fourier des formes propres et normalise´es de Sk(n, χ)).
Une forme g ∈ Sk(n, χ), propre et normalise´e pour les ope´rateurs de Hecke, est dite
congrue a` f modulo P, si leurs valeurs propres respectives pour les ope´rateurs de Hecke (ou,
de manie`re e´quivalente, si leurs coefficients de Fourier respectifs) sont congrues modulo P.
Un premier P ⊂ Q est dit premier de congruence pour f s’il existe une forme g ∈
Sk(n, χ), distincte de f , propre et normalise´e pour les ope´rateurs de Hecke, et qui est
congrue a` f modulo P.
On s’attend a` ce que, comme dans le cas des formes modulaires elliptiques (d = 1)
traite´ par Hida [31, 32] et Ribet [60], ces premiers de congruence soient controˆle´s par la
valeur en 1 de la fonction L adjointe de f , divise´e par une certaine pe´riode provenant de
l’isomorphisme d’Eichler-Shimura. De tels re´sultats ont e´te´ obtenus par E. Ghate [27] en
niveau 1, lorsque k = 2t, ou bien lorsque k paralle`le, F quadratique et f ordinaire en p.
En suivant [31], [27] et en utilisant notre re´sultat d’annulation de certaines composantes
locales de la cohomologie du bord nous obtenons un nouveau re´sultat dans cette direction
(cf The´ore`me A).
1.1. Annulation de certaines composantes locales de la cohomologie du
bord. On introduit la condition suivante :
(PM) le poids me´dian |p(JF )|+|p(∅)|2 =
d(k0−1)
2 n’appartient pas a` {|p(J)|, J⊂JF }.
Notons que (PM) est toujours satisfaite si le poids motivique d(k0 − 1) est impair, ou
si d = 2 et k est non-paralle`le.
Lemme 1.1. Soit ρ0 une repre´sentation continue de G eF sur un κ-espace vectoriel de
dimension finie W . Supposons que pour tout g ∈ G eF , le polynoˆme caracte´ristique de
(⊗ IndQF ρ)(g) annule ρ0(g). Alors
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(i) sous (I), (II) et (LIρ), pour tout h ∈ Z, les poids h et d(k0 − 1)− h (pour l’action
de l’inertie mode´re´e en p) interviennent avec la meˆme multiplicite´ dans tout sous-quotient
G eF -irre´ductible de ρ0.
(ii) sous (I), (Irrρ), (PM) et p − 1 > max(1, 5d )
∑
τ∈JF (kτ − 1), tout sous-quotientG eF -irre´ductible de ρ0 contient au moins deux poids diffe´rents (pour l’action de l’inertie
mode´re´e en p).
De´monstration : On peut supposer que ρ0 est irre´ductible.
(i) D’apre`s le lemme IV.6.6, on a IndQF ρ(Ip) ⊂ φ(H(Fq)) ⊂ IndQF ρ(G bF ). Soit T ′ le
tore de H(Fq) contenant l’image de l’inertie mode´re´e en p, et soit N
′ le normalisateur de
T ′ dans H(Fq). L’image par φ de N ′/T ′ ∼= {±1}I est le sous-groupe du groupe de Weyl
N/T = {±1}JF de G, forme´ des e´le´ments qui sont constants sur la partition JF =
∐
i∈I J
i
F .
En particulier l’e´le´ment de longueur maximale JF appartient toujours a` φ(N
′/T ′).
Soit x ∈ W un vecteur propre pour l’action de T ′. Par la condition d’annulation, il
existe Jx ⊂ JF tel que l’inertie mode´re´e en p agit sur x par le poids |p(Jx)|.
Soit gJF ∈ G eF tel que IndQF ρ(gJF ) = JF mod T ′. Alors ρ0(gJF )(x) est de poids|p(Jx∆JF )| = d(k0 − 1) − |p(Jx)|. Par conse´quent pour tout h ∈ Z, ρ0(gJF ) e´tablit une
bijection entre les espaces propres pour l’inertie mode´re´e en p correspondant aux poids h
et d(k0 − 1)− h.
(ii) Sous (LIρ) l’assertion est une conse´quence de (i) et de (PM). Sinon par la Prop.IV.5.2
le groupe pr(ρ(GF )) est die´dral. Puisque F˜ est totalement re´el, pr(ρ(G eF )) est aussi die´dral
(cf §IV.4).
Soit N le normalisateur du tore standard T de G. Posons N ′ = IndQF ρ(G eF ) ⊂ N(κ) et
T ′ = N ′ ∩ T (κ). Alors N ′/T ′ est un sous-groupe du groupe de Weyl {±1}JF = N/T de G.
D’apre`s IV.§4, la repre´sentation IndQF ρ est mode´re´ment ramifie´e en p et l’image de Ip
est contenue dans T ′.
Soit x ∈ W un vecteur propre pour l’action de T ′. Par la condition d’annulation, il
existe Jx ⊂ JF tel que l’inertie mode´re´e en p agit sur x par le poids |p(Jx)|.
Pour tout e´le´ment J ∈ N ′/T ′, (J ⊂ JF ), soit gJ ∈ G eF tel que IndQF ρ(gJ ) = J
mod T ′. On voit alors comme dans (i) que ρ0(gJ)(x) est de poids |p(Jx∆J)|. Il reste a`
de´montrer que les |p(Jx∆J)| ne sont pas tous e´gaux lorsque J de´crit les e´le´ments de N ′/T ′.
Observons que pour tout τ ∈ JF , la projection N ′/T ′ → {±1} sur la τ -ie`me composante
est un homomorphisme surjectif. Ceci de´coule du fait que le groupe pr(ρfτ (G eF )) est aussi
die´dral. Par conse´quent, on a :∑
J∈N ′/T ′
|p(Jx∆J)| = |N ′/T ′|d(k0 − 1)
2
.
D’ici et de l’hypothe`se (PM), on obtient l’assertion voulue. 
Remarque 1.2. Le (i) du lemme pre´ce´dent ge´ne´ralise le lemme cle´ de [18], de d = 2 a`
d quelconque. Ce lemme est faux si d ≥ 3 sous les seules hypothe`ses (I), (II) et (Irrρ). En
effet, conside´rons l’exemple suivant pour d = 3 : soit L une extension galoisienne de Q de
groupe A4 et dont le sous-corps cubique F fixe´ par le groupe de Klein est totalement re´el;
soit K une extension quadratique de F dans L et soit f une se´rie theˆta de poids (2, 2, 2)
associe´e a` un caracte`re de Hecke de K; alors l’induite tensorielle ⊗ IndQF ρ posse`de deux
sous-quotients irre´ductibles de dimension 4 et poids de Hodge-Tate (0, 2, 2, 2) et (1, 1, 1, 3).
Soit T′ ⊂ T la sous-alge`bre engendre´e sur O par les ope´rateurs de Hecke en dehors d’un
ensemble fini de places contenant n p. On pose m′ = m∩T′.
1. COHOMOLOGIE DU BORD LOCALISE´E ET CRITE`RE DE CONGRUENCES. 101
The´ore`me 1.3. Supposons (I), (Irrρ), (PM) et p− 1>max(1, 5d)
∑
τ∈JF
(kτ−1). Alors
(i) la m′-torsion de la cohomologie du bord H•∂(Y,Vn)(κ)[m
′] s’annule,
(ii) L’accouplement de Poincare´ Hd! (Y,Vn(O))′m′×Hd! (Y,Vn(O))′m′ → O est une dualite´
parfaite de O-modules libres de rang fini (la notation ()′ signifie que l’on a quotiente´ par
la torsion),
(iii) H•(Y,Vn(O))m′ = H•c(Y,Vn(O))m′ = H•! (Y,Vn(O))m′ .
De´monstration : (i) Conside´rons la compactification minimale YQ
j
↪→ Y ∗
Q
i←↩ ∂Y ∗
Q
.
Les correspondances de Hecke s’e´tendent a` Y ∗
Q
. Par le the´ore`me de comparaison entre la
cohomologie de Betti et la cohomologie e´tale on a un isomorphisme Hecke e´quivariant de
suites longues :
... // Hrc(Y,Vn(κ)) // H
r(Y,Vn(κ)) // H
r
∂(Y,Vn(κ))
// ...
... // Hr(Y ∗
Q
, j! Vn(κ)) // H
r(Y ∗
Q
, j∗ Vn(κ)) // Hr(∂Y ∗Q , i
∗Rj∗ Vn(κ)) // ...
Conside´rons le GQ-module W r∂ = Hr(∂Y ∗Q , i∗Rj∗ Vn(κ)). Il s’agit de de´montrer que
W r∂ [m
′] = 0.
Par le lemme 1.1 on a que tout sous-quotient G bF -irre´ductible de W r∂ [m′] posse`de au
moins deux poids diffe´rents pour l’action de l’inertie mode´re´e en p (la condition d’annulation
de´coule des relations de congruence [69] et du the´ore`me de densite´ de Cebotarev : en effet
les Frobenius d’un ensemble cofini de premiers totalement de´compose´s dans F engendre
G bF ).
Pour avoir le (i), il suffit donc de de´montrer que tout sous-quotient GQ-irre´ductible de
W r∂ est pur (=contient un seul poids pour l’action de l’inertie mode´re´e en p). Puisque
∂M∗
Q
est dimension ze´ro, la suite spectrale H•(∂Y ∗
Q
, i∗R•j∗ Vn(κ))⇒ H•(∂Y ∗Q , i∗Rj∗Vn(κ))
donne W r∂ = H
0(∂Y ∗
Q
, i∗Rrj∗ Vn(κ)).
Comme H0(∂Y ∗
Q
, i∗Rrj∗ Vn(κ)) est un sous-quotient de H0(∂Y
1,∗
Q
, i∗Rrj∗ Vn(κ)) il suffit
de de´montrer que tout sous-quotient GQ-irre´ductible de ce-dernier est pur.
Ce sera fait, a` l’aide d’un the´ore`me de Pink et d’une variante modulo p d’un re´sultat
de Kostant. Nous avons duˆ passer de Y a` Y 1, car le the´ore`me de Pink ne s’applique pas
au groupe G, alors qu’il s’applique au groupe G∗.
Conside´rons la de´composition T = Dl ×Dh,
(
u 0
0 u−1
)
=
(
u 0
0 u−1
)(
 0
0 1
)
.
Par [55] Thm.5.3.1, la restriction du faisceau e´tale i∗Rrj∗ Vn(Fp) a` la pointe C = γ∞ de
Y 1,∗
Q
, est obtenu comme image re´ciproque par le foncteur de Pink du γ−1Γ1γ∩B/γ−1Γ1γ∩
DlU -module
⊕
a+b=r
Ha(γ−1Γ1γ ∩Dl,Hb(γ−1Γ1γ ∩ U,Vn(Fp))).
Sous l’hypothe`se (II), une variante modulo p d’un the´ore`me de Kostant (cf [56]) donne
un isomorphisme de T -modules Hb(γ−1Γ1γ∩U,Vn(Fp)) = ⊕
|J |=b
WJ(n+t)−t. En de´composant
WJ(n+t)−t = WJ(n+t)−t,l ⊗WJ(n+t)−t,h suivant T = Dl ×Dh, on obtient
Ha(γ−1Γ1γ∩Dl,Hb(γ−1Γ1γ∩U,Vn(Fp))) = ⊕
|J |=b
Ha(γ−1Γ1γ∩Dl,WJ (n+t)−t,l)⊗WJ(n+t)−t,h,
ou` l’action galoisienne se fait uniquement sur le second facteur.
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H0(∂M∗
Q
, i∗Rrj∗ Vn(Fp)) est une somme directe des sous-espaces H0(C,WJ (n+t)−t,h(Fp)),
|J | ≤ r, chacun d’eux ne contenant qu’un seul poids, a` savoir |p(J)|.
(ii) Comme la dualite´ de Poincare´ est parfaite sur E, il s’agit de de´montrer que la
fle`che naturelle Hd(O)/Hd! (O)→ Hd(E)/Hd! (E) devient injective apre`s localisation en m′.
Pour cela, il suffit de voir que Hd∂(O)m′ := Hd(∂M,Vn(O))m′ est sans torsion, ou encore
que Hd−1∂ (E/O)m′ = 0. Par (i) et le lemme de Nakayama on a Hd−1∂ (κ)m′ = 0. Le
re´sultat voulu de´coule alors de la surjectivite´ de Hd−1∂ (κ)m  H
d−1
∂ (E/O)m[$], ou` $ est
une uniformisante de O.
(iii) Il s’agit de de´montrer que l’on a H•∂(O)m′ = 0, ce qui de´coule de H•∂(κ)m′ = 0. 
1.2. De´finition des pe´riodes Ω±f . Rappelons que pour tout J ⊂ JF on pose fJ :=
JF \J · f ∈ Sk,J(n, ψ) et que f et fJ ont les meˆmes valeurs propres pour les ope´rateurs de
Hecke.
En prenant le sous-espace
⋂
a⊂o
ker(Ta − c(f, a)) de (I.14) on obtient
δJ : C fJ
∼−→ Hd! (Y an,Vn(C))[̂J , f ].
Fixons un plongement de O ↪→ C. Alors Hd! (Y an,Vn(O))′ s’identifie avec l’image de
l’application Hdc(Y
an,Vn(O)) → Hd(Y an,Vn(C)). Comme O est principal, le O-module
sans torsion Lf,J := H
d
! (Y
an,Vn(O))′[̂J , f ] est libre de rang 1. Fixons en une base η(f, J).
De´finition 1.4. Pour tout J ⊂ JF on de´finit la pe´riode Ω(f, J) = δJ (fJ )η(f,J) ∈ C× /O× .
On fixe J0⊂JF et on pose Ω+f = Ω(f, J0) et Ω−f = Ω(f, JF\J0).
Remarque 1.5. Les pe´riodes Ω±f diffe´rent de celles initialement introduits par Hida
dans [31]. Les pe´riodes de Hida mettent ensemble tous les conjugue´es (externes!) de
f . Cette de´finition le´ge`rement diffe´rente est motive´e par le crite`re de congruences que
nous voulons de´montrer (The´ore`me A). Nous n’avons su de´montrer l’autodualite´ (sous
l’accouplement de Poincare´ tordu) que pour certaines composantes locales de la cohomolo-
gie entie`re en degre´ me´dian Hd! (Y
an,Vn(O))′. Comme, en ge´ne´ral, f et ses conjugue´es
externes n’appartiennent pas a` la meˆme composante locale, nous sommes oblige´s de les
se´parer pour la de´finition de la pe´riode.
1.3. Calcul d’un discriminant. Le but de ce paragraphe est le calcul du discrimi-
nant disc(Lf ) duO-re´seau Lf := Hd! (Y an,Vn(O))′[f ] = ⊕J⊂JFLf,J , par rapport a` l’accouplement
de Poincare´ tordu [ , ].
On a disc(Lf ) = Det(([η(f, J), η(f, J
′)])J,J ′⊂JF ).
Par [27] (41), pour tout τ ∈ JF et x, y ∈ Hd! (Y an,Vn(C)) on a [τ · x, y] = −[x, τ · y].
Le plongement O ↪→ C que nous avons fixe´ auparavant de´termine un plongement
τ0 : F ↪→ C. On a
disc(Lf ) =
∏
τ0∈J⊂JF
∣∣∣∣ 0 [η(f, J), η(f, JF \J)][η(f, JF \J), η(f, J)] 0
∣∣∣∣ = ∏
τ0∈J⊂JF
−
(
[δJ(f), δJF \J(f)]
Ω(f, J)Ω(f, JF\J)
)2
On a [δJ (f), δJF \J(f)] = 2
d〈JF δ(f), ι·δ(f)〉 = 2dW (f)〈JF δ(f), δ(f c)〉 = 2dW (f)(f, f)n,
ou` f c de´signe le conjugue´ complexe (externe) de f , ι est l’involution d’Atkin-Lehner et
W (f) est la constante complexe de l’e´quation fonctionnelle de la fonction L standard de
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f . D’ou` l’e´galite´ suivante dans E×/O× (E de´signe le corps des fractions de O) :
(VI.1) disc(Lf,JF ⊕ Lf,∅) =
(
W (f)(f, f)n
Ω+f Ω
−
f
)2
.
1.4. Formule de Shimura pour L(Ad0(f), 1). Soit f ∈ Sk(n, ψ) propre, normalise´e
et primitive pour les ope´rateurs de Hecke. Pour v ide´al premier de F on de´finit αv et βv
par (on rappelle que ψ est un caracte`re de Hecke de type n0t a` l’infini)
αv + βv = c(f, v), αvβv =
{
ψ(v)NF/Q(v) , si v - n,
0 , si v | n .
On de´finit la fonction L adjointe na¨ıve de f par le produit eule´rien :
(VI.2)
L0(Ad0(f), s) =
∏
v-n
[
(1−αvβ−1v NF/Q(v)−s)(1−NF/Q(v)−s)(1−βvα−1v NF/Q(v)−s)
]−1
.
On obtient L0(Ad0(f), s) = L0(Sym2(f)⊗ ψ, s+ k0−1), avec L0(Sym2(f), ψ, s) =
=
∏
v-n
[(
1−αv2ψ(v) NF/Q(v)−s
)(
1−αvβvψ(v) NF/Q(v)−s
)(
1−βv2ψ(v) NF/Q(v)−s
)]−1
de´signe la fonction L na¨ıve associe´e au carre´ syme´trique de a` f tordu par le caracte`re ψ.
On note f c la conjugue´e complexe de f . On introduit une version tordue de la fonction
L associe´e au produit tensoriel de f et f c (cf [62]) :
D(f, f c, s) = L(f ⊗ f c, s)
∏
v
(
1−αvβvαvβv NF/Q(v)−2s
)
, ou` L(f ⊗ f c, s) =
=
∏
v
[(
1−αvαv NF/Q(v)−s
) (
1−αvβv NF/Q(v)−s
) (
1−βvαv NF/Q(v)−s
) (
1−βvβv NF/Q(v)−s
)]−1
ainsi que sa variante na¨ıve D0(f, f c, s) obtenue en enlevant les facteurs pour v| n.
En utilisant que pour tout v - n, c(f, v) = ψ(v)c(f, v) on obtient
(VI.3) ζ0F (2s)D
0(f, f c, s+k0−1) = ζ0F (s)L0(Sym2(f)⊗ψ, s+k0−1) = ζ0F (s)L0(Ad0(f), s).
L’inte´reˆt de passer par D(f, f c, s) pour e´tudier L0(Ad0(f), s) est que nous disposons
de la formule suivante, de´montre´e par Shimura (le fait que la fonction D(f, f c, s) de´finie
par le produit eule´rien ci-dessus co¨ıncide avec la se´rie
∑
a c(f, a)c(f
c, a)NF/Q(a)
−s e´tudie´e
par Shimura dans [63], est ve´rifie´ dans [36] lemme 7.2) :
The´ore`me 1.6. (Shimura [63] Prop. 4.13) Soit f ∈ Sk(n, ψ) propre, normalise´e et
primitive pour les ope´rateurs de Hecke. Alors
Ress=1D(f, f
c, s+ k0−1) = 2d−1(4pi)|k|
∏
τ∈JF
Γ(kτ )
−1RF [o×+ : o
×2]〈f, f〉.
Rappelons que 〈f, f〉 = µ(Γ1(c, n)\HF )−1(f, f)n et que d’apre`s [63] (2.31) on a
µ(Γ1(c, n)\HF ) = 2pi−d NF/Q(d)3/2ζF (2)[o×+ : o×2]−1 NF/Q(n)
∏
v|n
(1 + NF/Q(v)
−1).
On en de´duit la formule :
(VI.4) ζ0F (2)Ress=1D(f, f
c, s+ k0−1) = (4pi)
|k|pid Ress=1 ζ0F (s)
2∆hF
∏
τ∈JF Γ(kτ )
(f, f)n.
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On de´finit la fonction L adjointe imprimitive L∗(Ad0(f), s) en comple´tant la fonction
L adjointe na¨ıve L0(Ad0(f), s), de´finie dans (VI.2), de fac¸on a` avoir la relation
L∗(Ad0(f), s)D0(f, f c, s+ k0−1) = L0(Ad0(f), s)D(f, f c, s+ k0−1).
Un calcul explicite de [36] (7.7) donne L∗(Ad0(f), s) = L0(Ad0(f), s)
∏
v| n L
∗
v(Ad
0(f), s),
ou` pour v| n
L∗v(Ad
0(f), s) =

1−NF/Q(v)−s , si f est se´rie principale et minimale en v,
1−NF/Q(v)−s−1 , si f est spe´ciale et minimale en v,
1 , sinon.
En suivant Deligne [12] on associe a` L∗(Ad0(f), s) le facteur d’Euler suivant
Γ(Ad0(f), s) =
∏
τ∈JF
pi−(s+1)/2Γ((s+ 1)/2)(2pi)s+kτ−1Γ(s+ kτ − 1) et on pose
Λ∗(Ad0(f), s) = Γ(Ad0(f), s)L∗(Ad0(f), s)
A` partir de (VI.3) et (VI.4) on trouve alors
(VI.5) Λ∗(Ad0(f), 1) =
2|k|−1
∆hF
(f, f)n.
Remarque 1.7. Nous avons vu dans le chapitre III que l’on peut associer a` f une
repre´sentation ρ du groupe de Galois absolu GF de F , a` valeurs dans GL2. On peut alors
conside´rer la repre´sentation adjointe Ad0(ρ) de GF sur les matrices 2×2 de trace nulle (donc
a` valeurs dans GL3) et lui associer sa fonction L, note´e L(Ad
0(ρ), s). Par la compatibilite´
entre la correspondance de Langlands locale et globale, e´tablie dans notre cas par Carayol,
L(Ad0(ρ), s) co¨ıncide avec la fonction L adjointe de la repre´sentation automorphe associe´e
de f . Ne´anmoins elle peut diffe´rer de L∗(Ad0(f), s) en les places v divisant n (cf [36]
(7.3c))
1.5. Construction de congruences.
Lemme 1.8. Soient V1 et V2 deux E-espaces vectoriels de dimension finie et soit L un
O-re´seau de V = V1 ⊕ V2. Pour j = 1, 2, posons Lj = L ∩ Vj et notons Lj l’image de la
projection de L sur Vj. Alors :
(i) Lj ⊂ Lj sont des re´seaux de Vj et Lj est un facteur direct dans L,
(ii) On a des isomorphismes canoniques de O-modules finis :
(VI.6) L1/L1
∼← L/L1 ⊕ L2 ∼→ L2/L2
Ce O-module, note´ C0(L;V1, V2), est appele´ module de congruence.
La proposition suivante se trouve dans Deligne-Serre [16] Lemme 6.11 et nous servira
pour la construction de congruences :
Proposition 1.9. Gardons les notations du lemme 1.8. Soit T une alge`bre commuta-
tive d’endomorphismes de V , pre´servant le re´seau L, ainsi que la de´composition en somme
directe V1 ⊕ V2. Notons T j l’image de T dans End(Vj), j = 1, 2.
Supposons que le module de congruence C0(L;V1, V2) n’est pas nul, ce qui revient a` dire
que {P} = Ass(C0(L;V1, V2)) = Supp(C0(L;V1, V2)).
Soit m1 un ide´al maximal de T 1, de corps re´siduel κ1, tel que L1/L1 ⊗T 1 κ1 6= 0 et
notons θ1 : T 1 → κ1 le caracte`re correspondant.
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Alors il existe un anneau de valuation discre`te O ′ d’ide´al maximal P ′ (avec P ′∩O = P),
de corps re´siduel κ′ ⊃ κ1 et de corps des fractions E ′ (extension finie de E) et un caracte`re
θ2 : T 2 → O′ tel que pour tout T ∈ T on a θ1(T ) ≡ θ2(T ) (mod P ′).
De´monstration : Notons pij la projection de T sur T j , j = 1, 2. Alors m = pi−11 (m1) est
un ide´al maximal de T de corps re´siduel κ1. Posons m2 = p2(m).
Puisque l’isomorphisme (VI.6) du lemme 1.8 est T -e´quivariant, on obtient
(L1/L1)⊗T 1 (T 1 /m1) ∼= (L/(L1 ⊕ L2))⊗T (T /m) ∼= (L2/L2)⊗T 2 (T 2 /m2)
Par hypothe`se (L1/L1) ⊗T 1 (T 1 /m1) 6= 0. Donc m2 est un ide´al maximal de T 2 de
corps re´siduel κ1 et le caracte`re correspondant θ2 : T 2 → κ1 fait commuter le diagramme
suivant
T 1 θ1
((PP
PPP
P
T
''PP
PPP
P
77nnnnnn κ1
T 2 θ2
66nnnnnn
Comme T 2 est une O-alge`bre finie et plate, il existe un ide´al premier P 2, contenu dans
m2 et tel que P2 ∩O = 0. La re´duction modulo P2 donne le caracte`re voulu θ2 de T 2. 
The´ore`me 1.10. (The´ore`me A) Soient f et p ve´rifiant (I), (Irrρ), (PM) et p− 1 >
max(1, 5d)
∑
τ∈JF (kτ − 1).
Si P divise W (f)Λ∗(Ad0(f),1)
Ω+f Ω
−
f
, alors P est un premier de congruence pour f , en d’autres
termes il existe une autre forme propre et normalise´e g ∈ Sk(n, χ) telle que f ≡ g (mod P).
De´monstration : L’ide´e est de re´aliser P comme ide´al premier associe´ a` un O-module
de congruence non-nul, afin de pouvoir appliquer la Prop.1.9.
On pose L = Hd! (Y
an,Vn(O))′m[±̂J0 , ψ]⊂V = Hd! (Y an,Vn(E))m[±̂J0 , ψ].
Soit V1 = H
d
! (Y
an,Vn(E))[±̂J0 , f ] (avec les notations de §1.2 on a L1 = L ∩ V1 =
Lf,J0 ⊕ Lf,JF\J0).
Par la formule (VI.1) la forme biline´aire [ , ] est non-de´ge´ne´re´e sur V1. Soit V2
l’orthogonal de V1 dans V .
Par (VI.5) et (VI.1) et par l’hypothe`se faite sur P , on a 0 6= disc(L1) ∈ P . Par
Thm.1.3(ii) le O-re´seau L est autodual pour l’accouplement tordu de Poincare´ et donc
disc(L1) = [L
1 : L1]. Le module de congruence C0(L;V1, V2) est donc non-nul et P appar-
tient a` son support. Par la Prop.1.9 et la dualite´ entre T(C) et Sk(n, ψ), on obtient une
autre forme propre et normalise´e g ∈ Sk(n, χ) telle que f ≡ g (mod P). Donc P est un
premier de congruence pour f . 
2. La cohomologie sur certaines composantes locales de l’alge`bre de Hecke.
2.1. La the´orie des repre´sentations modulaires de SL2. Les repre´sentations
alge´briques irre´ductibles de SL2(C) sont donne´es par les puissances syme´triques de la
repre´sentation standard. D’autre part, le groupe SL2(Fq) admet q + 4 repre´sentations
irre´ductibles sur un C-espace vectoriel de dimension finie. Dans ces deux cas on a e´galement
le the´ore`me de comple`te re´ductibilite´ (cf [26]).
On conside`re dans ce chapitre les repre´sentations de SL2(Fq) sur un Fq-espace vectoriel
de dimension finie (repre´sentations dites modulaires). Nous n’avons plus de the´ore`me de
comple`te re´ductibilite´ dans ce cas : en effet, l’action naturelle de SL2(Fp) sur les polynoˆmes
homoge`nes de degre´ p de Fp[X,Y ], laisse stable le sous-espace FpX
p⊕Fp Y p, mais ne laisse
stable aucun de ses supple´mentaires.
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Ne´anmoins, on peut encore classifier les repre´sentations irre´ductibles. Soit q = pr une
puissance du premier p et G(Fq /Fp) = {θ1, .., θr} le groupe de Galois de Fq.
The´ore`me 2.1. (Brauer-Nesbitt, Steinberg [64]) Le groupe SL2(Fq) admet q repre´sentations
irre´ductibles sur un Fq-espace vectoriel de dimension finie, a` savoir les ⊗rj=1(Symaj )θj , ou`
0 ≤ aj ≤ p− 1.
Corollaire 2.2. Pour tout ensemble fini I le groupe
∏
i∈I SL2(Fq) admet q
|I| repre´sentations
irre´ductibles sur un Fq-espace vectoriel de dimension finie, a` savoir les ⊗i∈I
(
⊗rj=1(Symai,j )θj
)
,
ou` 0 ≤ ai,j ≤ p− 1.
On trouve le lemme suivant dans l’article [49] de Mazur :
Lemme 2.3. Soit Φ un groupe et soit ρ0 une repre´sentation de Φ sur un Fq-espace
vectoriel de dimension finie W . Soit ρ : Φ → GL2(Fq) une repre´sentation absolument
irre´ductible tel que pour tout g ∈ Φ le polynoˆme caracte´ristique de ρ(g) annule ρ0(g).
Alors, on a ρs.s.0 = ρ⊕ ..⊕ ρ et en particulier ρbρ0.
L´e´nonce´ correspondant pour un autre groupe que GL2 est faux en ge´ne´ral. Voici un
contre-exemple pour GL3 : ρ = Sym
2 : GL2(Fq) → GL3(Fq) et ρ0 = Det : GL2(Fq) →
GL1(Fq). Ne´anmoins, nous avons une ge´ne´ralisation pour le groupe particulier
H(Fq) =
(∏
i∈I
GL2(Fq)
)D
:=
{
(Mi)i∈I ∈
∏
i∈I
GL2(Fq)
∣∣∣ ∃δ ∈ D, ∀i, Det(Mi) = δ
}
,
et sa repre´sentation
ρ1 =
⊗
i∈I,τ∈JiF
St
σi,τ
i : H(Fq)→ GL2d(Fq) , (Mi)i∈I 7→
⊗
i∈I,τ∈JiF
M
σi,τ
i ,
ou` (J iF )i∈I est une partition de JF telle que pour tout i ∈ I, les e´le´ments (σi,τ )τ∈JiF sont
deux a` deux distincts de Gal(Fq /Fp) ( St = Sym
1 de´signe la repre´sentation standard de
degre´ 2 de SL2).
Lemme 2.4. Soit ρ0 une repre´sentation de H(Fq) sur un Fq-espace vectoriel de dimen-
sion finie W , telle que pour tout g ∈ H(Fq) le polynoˆme caracte´ristique de ρ1(g) annule
ρ0(g). Alors ρ
s.s.
0 = ρ1 ⊕ .. ⊕ ρ1 (i.e. tout sous-quotient irre´ductible de ρ0 est isomorphe a`
ρ1).
De´monstration : On peut supposer que ρ0 est absolument irre´ductible. Conside´rons la
suite exacte
1→H1(Fq) =
∏
i∈I
SL2(Fq)→H(Fq) ν→D→1.
Par le Cor.2.2, tout sous-quotient irre´ductible de ρ0|H1(Fq) est de la forme
⊗i∈I
(⊗rj=1(Symai,ji )σj) , avec 0 ≤ ai,j ≤ p− 1.
Le sous-espace des vecteurs de plus haut poids de la repre´sentation ρ0|H1(Fq) est stable
par le tore standard de H(Fq), et donc contient un vecteur propre x pour l’action de ce
tore. Puisque ρ0 est irre´ductible, elle est engendre´e par x, et donc ρ0 est isomorphe a`
⊗i∈I
(
⊗rj=1(Symai,ji )σj
)
tordu par une certaine puissance du caracte`re ν (en particulier on
trouve que ρ0|H1(Fq) est aussi irre´ductible).
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Comme le polynoˆme caracte´ristique de ρ1 annule ρ0, l’ensemble des poids de ρ0 est un
sous-ensemble des poids de ρ1. On en de´duit facilement que ρ0 = ρ1. 
D’apre`s IV.§6.6, l’hypothe`se (LIInd ρ) implique que IndQF ρ(G bF ) contient l’image de φ =
(φi)i∈I : H(Fq) ↪→ GL2(Fq)JF .
Soit F̂ ′ le sous-corps de Q fixe par ρ−1(φ(H(Fq))).
Lemme 2.5. (Lemme cle´) Soit ρ0 une repre´sentation continue de G bF ′ sur un κ-espace
vectoriel de dimension finie W . Supposons (LIInd ρ) et que pour tout g ∈ G bF ′ le polynoˆme
caracte´ristique de (⊗ IndQF ρ)(g) annule ρ0(g). Alors tout sous-quotient G bF ′-irre´ductible de
ρ0 est isomorphe a` ⊗ IndQF ρ.
De´monstration : Il suffit de traiter le cas ou` ρ0 est irre´ductible. L’ide´e est de de´montrer
que l’action de G bF ′ sur W se fait a` travers le groupe H(Fq) et d’appliquer le lemme 2.4.
Posons ρ′ = (IndQF ρ)| G bF ′ . Par l’hypothe`se d’annulation, le groupe ρ0(ker(ρ
′)) est un
p-groupe unipotent et donc W ker(ρ
′) 6= 0. De plus, W ker(ρ′) est stable par G bF ′ .
Comme W est irre´ductible, on obtient W ker(ρ
′) = W et donc l’action de G bF ′ sur W
se fait a` travers H(Fq). On obtient ainsi un homomorphisme ρ
′
0 faisant commuter le
diagramme suivant :
GQ
⊗ IndQF ρ // GL2d(κ)
G eF
 ?
OO
IndQF ρ // GL2(κ)
JF
⊗
OO
G bF ′
ρ0

 ?
OO
φ−1◦ρ′ // // H(Fq)
 ?
φ
OO
ρ′0
vvm m
m m
m m
m
 ?
OO
ρ1
cc
GL(W )
Le polynoˆme caracte´ristique de ρ1 annule la repre´sentation ρ
′
0. Par le lemme 2.4 tout
sous-quotient H(Fq)-irre´ductible de W est isomorphe a` ρ1, c’est-a`-dire W
s.s. ' ⊕ρ1 comme
H(Fq)-modules. Comme l’action de G bF ′ sur les deux coˆte´s se fait a` travers H(Fq), on a
gagne´. 
2.2. Cohomologie localise´e de la varie´te´ de Hilbert. Soit T′ ⊂ T la sous-alge`bre
engendre´e sur O par les ope´rateurs de Hecke en dehors d’un ensemble fini de places con-
tenant n p. On pose m′ = m∩T′.
The´ore`me 2.6. Supposons que f and p ve´rifient (I), (II) et (LIInd ρ). Alors
(i) H•(Y,Vn(κ))m′ = Hd(Y,Vn(κ))m′ ,
(ii) H•(Y,Vn(O)m′ = Hd(Y,Vn(O))m′ est un O-module libre de rang fini et H•(Y,Vn(E/O))m′
= Hd(Y,Vn(E/O))m′ est un O-module divisible de corang fini.
(iii) L’accouplement Hd(Y,Vn(O))m′ ×Hd(Y,Vn(E/O))m′ → O est une dualite´ parfaite de
Pontryagin.
De´monstration :
(i) Par Thm.V.2.2(i) l’entier |p(J)| n’est pas un poids de Hr(κ), si r < d. Wedhorn [69]
a ge´ne´ralise´ les relations d’Eichler-Shimura au cas modulaire de Hilbert pour les premiers
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totalement de´compose´s dans F . Par le the´ore`me de densite´ de Cebotarev, les hypothe`ses du
lemme cle´ 2.5 sont alors satisfaites. On en de´duit que Hr(κ)[m′] = 0, et donc Hr(κ)m′ = 0
par le lemme de Nakayama. Le cas r > d s’en de´duit en utilisant la dualite´ Poincare´.
(ii)(iii) Par la suite exacte longue de cohomologie
...→ Hr−1(κ) −→ Hr(O) $−→ Hr(O) −→ Hr(κ)→ ...,
et par la nullite´ de Hr(κ)m′ , lorsque r 6= d, on de´duit que la multiplication par $ est un
endomorphisme surjectif de Hr(O)m′ , d’ou` la nullite´ de ce dernier pour r 6= d.
De meˆme, par la suite exacte longue
...→ Hr($−1O /O) −→ Hr(E/O) $−→ Hr(E/O) −→ Hr+1($−1O /O)→ ...,
on de´duit une surjection Hr(κ)m′ → Hr(E/O)m′ [$] pour tout r 6= d. Comme Hr(E/O)m′
est un O-module de torsion, il est nul (pour n 6= d).
La localisation en m′ de la suite exacte longue de O-modules :
...→ Hr−1(E/O) −→ Hr(O) −→ Hr(E) −→ Hr(E/O)→ ...,
est concentre´e en les trois termes correspondants a` r = d, d’ou` l’assertion sur la liberte´. 
2.3. Sur la proprie´te´ de Gorenstein de l’alge`bre de Hecke.
The´ore`me 2.7. (The´ore`me B) Soient f et p ve´rifiant (I), (II) et (LIInd ρ). Alors
(i) H•(Y,Vn(κ))[m] = Hd(Y,Vn(κ))[m] est un k-espace vectoriel de dimension 2d.
(ii) H•(Y,Vn(O))m = Hd(Y,Vn(O))m est libre de rang 2d sur Tm.
(iii) Tm est Gorenstein.
De´monstration : Dans cette de´monstration on pose W = Hd(YQ,Vn(κ))m. En utilisant
un niveau auxiliaire comme dans [18], on peut supposer que la condition (NT) de I.§.1.3
est satisfaite.
(i) D’apre`s le Lemme cle´ 2.5 et les relations d’Eichler-Shimura (de´montre´es pour notre
groupe ResFQ GL2 en les premiers p qui sont totalement de´compose´s dans F ; voir [69]) on
a un isomorphisme de G bF ′-modules
W [m]s.s. = (⊗ρ)⊕r.
Il est important de noter que Ip ⊂ G bF ′ . Par le Thm.III.7.3 on a r ≥ 1. Afin de de´montrer
que r = 1 on conside`re la restriction de ces repre´sentations a` Ip. La multiplicite´ du poids
maximal |p(JF )| dans la partie droite vaut r, d’apre`s le Thm.III.7.3, le Cor.III.7.4(ii) et la
the´orie de Fontaine-Laffaille.
D’autre part, par le Thm.V.2.2, la multiplicite´ de |p(JF )| dans la partie gauche est
e´gale a` la dimension du κ-espace vectoriel H0(Y ⊗ κ,WJF (n+t)−t,n0)[m] : en effet, par
la remarque V.2.3 il suffit de ve´rifier la Tp-e´quivariance de la m
′-localisation de la limite
projective sur r de (V.5); or, par le Thm.2.6(ii) il s’agit de ve´rifier la Tp-e´quivariance d’un
isomorphisme de O-modules libres; il suffit donc de le ve´rifier apre`s extension des scalaires
a` C, auquel cas c’est une conse´quence du The´ore`me de Multiplicite´ Un Fort (p est premier
au niveau n). Nous avons emprunte´ cette astuce a` Diamond ([18] preuve de Prop.1).
Il nous reste de ve´rifier que dimk H
0(Y⊗κ,WJF (n+t)−t,n0)[m] = 1. On aW JF (n+t)−t,n0 =
ωk ⊗ νn0/2. Il s’agit de voir que deux formes modulaires de Hilbert normalise´e de poids k,
niveau K1(n) et a` coefficients dans κ = Tm /m qui ont les meˆmes valeurs propres pour tout
les ope´rateurs de Hecke sont e´gales. On doit prendre soin d’observer que les ope´rateurs
de Hecke permutent les composantes connexes M1(c, n) la varie´te´ de Shimura Y = Y1(n)
(l’ide´al c de´crit un ensemble de repre´sentants de Cl+F ). On conclut, en utilisant les relations
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de Hecke entre coefficients de Fourier et valeurs propres pour les ope´rateurs de Hecke et le
principe du q-de´veloppement (cf II.7.3) en la pointe a` l’∞ de chaque composante connexe
M1(c, n).
Notons que meˆme si l’on ne dispose pas de la de´ge´ne´rescence en E1 de la suite spectrale
de Hodge vers de Rham, on obtient par les meˆmes arguments que r ≤ 1 (au lieu de
r = 1), car on a toujours H0(Y ⊗ κ,WJF (n+t)−t,n0)[m] ⊃ gr
|p(JF )|HddR-log(Y ⊗ κ,Vn)[m].
Or H•(Y,Vn(O))m est non-nul puisque H•(Y,Vn(O))m ⊗Q est libre de rang 2d sur T ⊗Q,
et donc r = 1.
(ii)(iii) L’argument donne´ par Mazur dans le cas des formes modulaires elliptiques reste
inchange´.
Par le Thm.A l’accouplement de Poincare´ tordu W ×W → κ nous donne un isomor-
phisme W ∼= HomTm(W,κ), et donc W ⊗Tm κ = W/mW ∼= Hom(W [m], κ). D’ici et du (i),
on trouve
dimκ(W ⊗Tm k) = dimκ(W [m]) = 2d.
Le (ii) de´coule alors du lemme suivant
Lemme 2.8. Soit T une O-alge`bre locale sans torsion (i.e. T ↪→ T ⊗OE) d’ide´al
maximal m et de corps re´siduel κ.
Soit M un T -module de type fini tel que M⊗OE soit libre de rang r sur T ⊗OE.
Supposons de plus queM⊗T κ est un κ-espace vectoriel de dimension r. AlorsM est libre
de rang r sur T .
De´monstration : Puisque M⊗T κ est de dimension r, par le lemme de Nakayama il
existe un homomorphisme surjectif de T -modules T r M. Son noyau I est un O-module
sans torsion et on a une suite exacte de O-modules :
0→ I → T r →M→ 0.
En tensorisant cette suite exacte avec ⊗OE (ou, ce qui revient au meˆme, avec ⊗T (T ⊗OE))
on obtient la suite exacte
0→ I⊗OE → (T ⊗OE)r →M⊗OE → 0.
En comparant les dimension sur E on obtient I ⊗OE = 0 et donc I = 0, comme ce
dernier est sans torsion.
Enfin, le (iii) de´coule du (ii) et du fait que par le Thm.A, l’accouplement de Poincare´
tordu (I.12) identifie le Tm-module H
d(Y,Vn(O))m = Hdc(Y,Vn(O))m avec son O-dual. 
CHAPITRE VII
Modularite´ des de´formations minimales de ρ.
1. Introduction et strate´gie de la preuve.
On rappelle que p ≥ 5 est un nombre premier et E est un corps p-adique assez grand,
d’anneau des entiers O, d’uniformisante $, d’ide´al maximal P, et de corps re´siduel κ. On
conside`re la repre´sentation galoisienne re´siduelle ρ : GF → GL2(κ) associe´e a` une forme
modulaire nouvelle de Hilbert f .
Le but de ce chapitre est de de´montrer que sous un certain nombre d’hypothe`ses toute
de´formation minimale de ρ est aussi modulaire.
La me´thode suivie est celle des syste`mes de Taylor-Wiles. Plus pre´cise´ment on conside`re
certains ensembles finis Q de places de F de sorte que pour tout q ∈ Q on a :
• N(q) ≡ 1 (mod p),
• ρ est non-ramifie´ en q et ρ(Frobq) admet deux valeurs propres distincts dans κ.
On pose ∆Q =
∏
q∈Q ∆q, ou` ∆q de´signe le p-Sylow de (o/ q)
× et IQ = (δq − 1; q ∈ Q)
est l’ide´al d’augmentation de O[∆Q] (ici δq de´signe un ge´ne´rateur de ∆q).
Pour chaque ensemble finiQ comme ci-dessus, on introduit un proble`me de de´formation
FQ de ρ, qui est pro-repre´sentable par une O[∆Q]-alge`bre locale noethe´rienne comple`te RQ
munie d’un isomorphisme canonique RQ /IQRQ ∼−→ R := R∅.
Par ailleurs, du coˆte´ ge´ome´trique, pour chaque Q on conside`re un O-module MQ,
muni d’une action fide`le d’une alge`bre de Hecke locale T Q. Le moduleMQ est obtenu en
localisant la cohomologie me´diane a` coefficients dans O d’une varie´te´ modulaire de Hilbert,
en l’ide´al maximal de T Q. Le bon choix des conditions locales du proble`me de de´formation
FQ, le fait qu’on peut associer des repre´sentation galoisiennes aux formes modulaires de
Hilbert (qui satisfont ces proprie´te´s locales) et la me´thode des pseudo-repre´sentations donne
une fle`che surjective : RQ  T Q.
Par ailleurs, le moduleMQ posse`de naturellement une action de ∆Q, via les ope´rateurs
diamants, et cette action est aussi celle venant de la compose´e RQ  T Q ↪→ EndO(MQ)
et de la structure de O[∆Q]-alge`bre sur RQ.
Les techniques d’alge`bre commutative, invente´es par Wiles [71] et Taylor-Wiles[67]
(sous la forme axiomatise´e par Fujiwara [25] et Diamond [17]), nous permettent alors
d’affirmer que R ∼−→ T , ce qui de´montre la modularite´ des de´formations minimales de ρ.
Le crite`re nume´rique de Wiles devrait permettre alors de monter le niveau et de´montrer
que RΣ ∼−→ T Σ, pour tout Σ. C’est essentiellement connu pour les formes modulaires de
Hilbert provenant d’une alge`bre de quaternions, par un re´sultat de Fujiwara [25].
2. De´formation de repre´sentations galoisiennes.
2.1. Quelques notations. Pour une place finie v de F on note Gv le groupe de Galois
local GFv , Iv son sous-groupe d’inertie et Frobv un e´le´ment de Frobenius.
Soit G un groupe de Galois (pour les applications G sera le groupe de Galois (Σ-ramifie´)
d’un corps de nombres, d’un corps p-adique ou d’un corps fini).
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E´tant donne´s deux G-modules N1 et N2 on conside`re le G-module Hom(N1, N2), ou`
g ∈ G agit sur h ∈ Hom(N1, N2) par : g · h(x) = g(h(g−1(x)). En particulier, e´tant donne´
un G-module fini N , on de´finit son dual de Cartier N ∗ = HomG(N,µn(Q)), ou` n de´signe
l’exposant du groupe abe´lien N .
Enfin, si N est un vectoriel muni d’une action line´aire de G, ρ0 : Γ → GL(N), alors
on note Ad(ρ0) (resp. Ad
0(ρ0)) la repre´sentation de G sur End(N) (resp. sur l’espace des
matrices de trace nulle End0(N1)).
2.2. Classification des de´formations locales. Soit une place finie v de F , ne di-
visant pas p. On se propose a` faire une classification des repre´sentation ρv : Gv → GL2(κ).
Cas 0 : ρv est absolument irre´ductible. La classification de Dickson des sous-groupes
de GL2(κ) et le fait que le groupe Gv est re´soluble, impliquent que l’image de ρv dans
PGL2(κ) est isomorphe a` un certain groupe die´dral D2n (sauf peut-eˆtre dans le cas ou` v
divise 2, auquel cas cette image peut eˆtre aussi isomorphe a` A4 ou S4). Dans le cas die´dral,
on a ρv = Ind
Gv
GF ′ ϕ, ou` F
′ est une extension quadratique de Fv et ϕ : GF ′ → κ× est un
caracte`re qui ne se prolonge pas a` Gv. En particulier, aucun des twists de ρv n’admet de
partie non-triviale fixe´e par Iv. On distinguera (suivant Fujiwara [25]) deux sous-cas :
Cas 0E , si on est dans le cas die´dral et F
′ est l’extension quadratique non-
ramifie´e de Fv. Alors ρv(Iv) est abe´lienne et comme de plus Iv est un sous-groupe distingue´
de Gv, l’image Iv dans PGL2(κ) est isomorphe au groupe cyclique Cn. De´composons
Cn = Cnv × Cnv en produit de sa v-partie et sa partie premie`re a` v. Alors l’image de
l’inertie sauvage tombe dans Cnv , alors que la relation de conjugaison du Frobenius sur
l’inertie mode´re´e nous donne la congruence N(v) ≡ −1 (mod nv).
Cas 0NE , sinon.
Cas 1&2 : ρv est absolument re´ductible. Il existe, quitte a` e´tendre κ, un caracte`re
µ : Gv → κ×, tel que (ρv ⊗ µ−1)Iv 6= 0. On distinguera les trois sous-cas suivants (la
terminologie vient de la classification des repre´sentations admissibles de Langlands) :
Cas 1PR : ρv = µ⊕ µ′ avec µ/µ′ ramifie´ (principale),
Cas 1SP : dim(ρv ⊗ µ−1)Iv = 1 et ρssv = µ⊕ µ (spe´ciale),
Cas 2PR : ρv ⊗ µ−1 est non-ramifie´.
Soit ϕ : Gv → O× un rele`vement de det(ρv) : Gv → κ×. Soit A une O-alge`bre locale
noethe´rienne comple`te de corps re´siduel κ. On ne conside`re que des de´formations de ρv
dont le de´terminant vaut ψ.
De´finition 2.1. Supposons que p est inversible dans ov. Une de´formation ρ˜ : Gv →
GL2(A) de ρv est dite finie, si :
• dans le cas 0E , on a ρ˜|Iv = ϕ⊕ϕ′, ou` ϕ de´signe le rele`vement de Teichmu¨ller de ϕ et
ϕ′ son twist de Frobenius,
• dans les cas 1PR et 1SP , on a dim(ρ˜⊗ µ−1)Iv = 1,
• dans le cas 2PR, on a ρ˜⊗ µ−1 est non-ramifie´,
ou` µ de´signe le rele`vement de Teichmu¨ller de µ.
On note Fρv ,f (resp. Fρv) le foncteur des de´formations de ρv qui sont finies (resp.
quelconques).
Lorsque la place v divise p, on re´fe`re a` [25] 2.6 pour la notion de de´formation finie (ou
cristalline) de ρv.
2. DE´FORMATION DE REPRE´SENTATIONS GALOISIENNES. 113
2.3. Cohomologie galoisienne locales. Nous commenc¸ons par quelques ge´ne´ralite´s
The´ore`me 2.2. (Dualite´ locale de Tate)
Soit v une place finie de F et soit N un Gv-module fini. Alors :
(a) Les groupes de cohomologie Hi(Fv , N) sont finis pour tout i et nuls pour i > 2.
(b) Pour i = 0, 1, 2 le cup produit, donne un accouplement parfait de groupes finis
(dualite´ de Pontryagin) :
Hi(Fv , N)×H2−i(Fv , N∗)→ H2(Fv , µ(Q)) ↪→ Q /Z,
Lorsque i = 1, les sous-groupes H1f (Fv , N) et H
1
f (Fv , N
∗) sont des annulateurs respectifs
pour cet accouplement.
(c) (formule de caracte´ristique d’Euler locale)
#H1(Fv, N)
#H0(Fv, N)#H
2(Fv, N)
= N(v)valv(#N).
Remarque 2.3. Le (b) du the´ore`me reste valable lorsque v|∞, a` condition de remplacer
H0(Fv , N), par Ĥ
0
(Fv, N) = H
0(Fv , N)/(1 + cv)N .
De´finition 2.4. Pour tout Gv-module fini N on pose H1f (Fv , N) := H1(Gv /Iv, N Iv)
(classes finies).
On a la suite exacte d’inflation-restriction
0→ H1f (Fv , N)→ H1(Fv, N)→ H1(Iv, N)Gv/Iv → 0.
La suite exacte 0→ H0(Fv , N)→ N Iv Frv −1−→ N Iv → H1f (Fv, N)→ 0, donne le :
Lemme 2.5. #H1f (Fv, N) = #H
0(Fv , N)
La proposition suivante nous permet d’employer des techniques de cohomologie galoisi-
enne dans l’e´tude des foncteurs de de´formations.
Proposition 2.6. (Fujiwara [25]) L’espace tangent Fρv (κ[ε]) (resp. Fρv ,f (κ[ε])) est
canoniquement isomorphe a` H1(Fv,Ad
0 ρv) (resp. H
1
f (Fv ,Ad
0 ρv)).
Lemme 2.7. Supposons que v ne divise pas 2p. Alors :
- dans le cas 0NE, on a H
1(Fv ,Ad
0 ρv) = 0, et
- dans le cas 0E, on a H
1
f (Fv,Ad
0 ρv) = 0 et dimH
1(Fv ,Ad
0 ρv) = 1.
De´monstration : D’apre`s le lemme pre´ce´dent on a #H1f (Fv,Ad
0 ρv) = #H
0(Fv ,Ad
0 ρv).
Montrons que si ρv absolument irre´ductible, alors #H
0(Fv ,Ad
0 ρv) = 0. En effet, un
e´le´ment de Ad0 ρv qui reste fixe par Gv est un scalaire d’apre`s le lemme de Schur, et comme
sa trace est nulle, il est lui-meˆme nul.
D’apre`s le the´ore`me 2.2,
dimH1(Fv ,Ad
0 ρv) = dimH
0(Fv,Ad
0 ρv) + dimH
2(Fv,Ad
0 ρv) = dimH
0(Fv,Ad
0 ρv(1)).
Il reste a` voir que dimH0(Fv,Ad
0 ρv(1)) vaut 0 (resp. 1) dans le cas 0NE (resp. 0E).
Supposons qu’il existe un e´le´ment non-nul de Ad0 ρv sur lequel Gv agit par le caracte`re
cyclotomique modulo p, note´ ω. Le lemme de Schur implique que ρv|GFv(ζp) est re´ductible.
Par ailleurs, on avait ρv = Ind
Gv
GF ′v
ϕv, ou` F
′
v est une extension quadratique de Fv et ϕv :
GF ′v → κ× est un caracte`re qui ne se prolonge pas a` Gv. Donc F ′v est l’extension quadratique
non-ramifie´e de Fv (car v - p) et donc le degre´ de Fv(ζp) sur Fv est pair. Notons ϕ
′
v le twist
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de Frobenius de ϕv (par hypothe`se ϕ
′
v 6= ϕv). En prenant une base ou` ρv est die´dral et la
base correspondante e1, e2, e3 de Ad
0 ρv, on a
Ad0 ρv|GF ′v =
ϕv/ϕ′v ϕ′v/ϕv
1
 , Ad0 ρv|Gv\GF ′v =
 ϕv(σ·)/ϕ′v(σ·)ϕ′v(σ·)/ϕv(σ·)
−1

ou` σ est l’e´le´ment non-trivial de G(F ′v/Fv).
Montrons que la seule droite de Ad0 ρv sur laquelle Gv puisse agir par ω est ke3.
S’il existaient d’autres droites fixes, on aurait ϕ′v/ϕv = ϕv/ϕ′v, d’ou` un caracte`re non-
trivial ε : GF ′v → {±1} tel que pour chaque g ∈ GF ′v , ϕv(g) = ε(g)ϕv(σgσ−1). Dans ce cas
Ad0 ρv est comple`tement re´ductible, somme de trois caracte`res quadratiques distincts ϕ1,
ϕ2 et ϕ3. Par conse´quence seul le troisie`me est non-ramifie´ et peut donc eˆtre le caracte`re
cyclotomique.
Au total, si on suppose que dimH0(Fv ,Ad
0 ρv(1)) ≥ 1, alors on trouve que F ′v = Fv(ζp)
est l’extension quadratique non-ramifie´e de Fv et que dimH
0(Fv ,Ad
0 ρv(1)) = 1. Nous
sommes donc dans le cas 0E (de plus, dans ce cas on a force´ment N(v) ≡ −1 (mod p)). 
Lemme 2.8. (Fujiwara [25]2.7.14) Si v | p, alors dimH1f (Fv ,Ad0 ρv) ≤ [Fv : Qp] +
dimH0(Fv ,Mf ).
2.4. De´formations globales. Soit Σ un ensemble de places finies de F et soit ρ :
GΣ → GL2(κ) une repre´sentation absolument irre´ductible qui est quasi-ordinaire et plate
en les places v divisant p.
De´finition 2.9. Des donne´es de de´formation D consistent en la donne´e :
− pour chaque place v divisant p, de la condition d’eˆtre finie en v,
− pour chaque place v, ne divisant pas p, d’une condition parmi “finie” ou “quelconque”
en v, de manie`re que la condition “quelconque” n’apparaisse qu’un nombre fini de fois.
Si la condition “quelconque” n’apparaˆıt pas du tout alors les donne´es de de´formation
D sont dites minimales.
On conside`re le foncteur Fρ,D des de´formations de ρ a` de´terminant fixe´ ψ et de type D.
On note ρunivD : GΣD → GL2(RunivD ) la de´formation universelle associe´e, ou` ΣD est l’union
de Σ et des places ou` la condition de de´formation est “quelconque”.
3. Construction des anneaux RQ.
3.1. Hypothe`ses. Nous nous plac¸ons sous les hypothe`ses du the´ore`me VI.2.7. On
suppose en plus la condition de minimalite´ suivante :
(Minρ) ρ = ρf,P est une de´formation minimale de ρ.
Soit Q un ensemble fini de places finies de F , tel que pour tout q ∈ Q les deux conditions
suivantes soient satisfaites :
• N(q) ≡ 1 (mod p),
• ρ est non-ramifie´ en q et ρ(Frobq) admet deux valeurs propres distincts αq 6= βq
appartenant a` κ.
3.2. Un foncteur de de´formation “spe´cial”. Soit ALO la cate´gorie des O-alge`bres
artiniennes locales corps re´siduel κ. Conside´rons le foncteur FQ : ALO → ENS, qui a`
une O-alge`bre artinienne locale A associe les classes d’e´quivalence stricte de rele`vements
ρ˜ : GF → GL2(A) de ρ qui sont non-ramifie´s en dehors de p nQ, cristallins en p de meˆme
poids de Hodge-Tate que ρ, finis hors de Q et de de´terminant e´gal a` ψ = Det(ρ).
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Le fait de prendre des classes de rele`vements modulo e´quivalence stricte nous assure
que FQ(κ) est un singleton, ce qui est une des hypothe`ses du crite`re de pro-repre´sentabilite´
de Grothendieck. En utilisant le crite`re de Schlessinger, on obtient la pro-repre´sentabilite´
de FQ par un anneau local noethe´rien complet RQ et un rele`vement universel ρunivQ : GF →
GL2(RQ). L’anneau RQ est appele´ l’anneau de de´formation universel pour ce proble`me de
de´formation.
Lorsque l’ensemble Q est vide, on note R et ρuniv l’anneau universel et la de´formation
associe´s. On a une fle`che canonique surjective RQ  R.
3.3. Structure de O[∆Q]-alge`bre sur RQ. Notons ∆Q =
∏
q∈Q ∆q, ou` ∆q de´signe
le p-Sylow de (o/ q)×, et IQ = (δq − 1; q ∈ Q) l’ide´al d’augmentation de O[∆Q], ou` δq
de´signe un ge´ne´rateur de ∆q.
Le but est de de´montrer que sous les hypothe`ses faites sur Q, l’anneau RQ est une
O[∆Q]-alge`bre et RQ /IQRQ ∼−→ R.
Soit q ∈ Q et conside´rons la restriction au groupe de de´composition en q, d’une
de´formation de type Q, ρ˜ : GF → GL2(A) de ρ. D’apre`s les hypothe`ses faites sur Q
on a ρ(Frobq) ∼
(
αq 0
0 βq
)
. Un calcul direct de´montre alors qu’il existe deux caracte`res
φq, φ
′
q : Dq → A×, dont les restrictions a` l’inertie sont inverses l’un de l’autre et tels que
ρ˜|Dq ∼
(
φq 0
0 φ′q
)
. Par la the´orie de corps de classe locale, le caracte`re φq : Iq → A× se
factorise par o×q , et donc par son plus grand pro-p-quotient qui est ∆q (car φq est trivial
sur Iq et donc son image tombe dans 1+mA qui est un pro-p-groupe). Ainsi, obtient-on un
morphisme de groupes ∆Q → R×Q qui nous donne un morphisme de O-alge`bres canonique
O[∆Q]→RQ. On a canoniquement RQ /IQRQ ∼−→ R car une de´formation de type Q est
de type ∅, si et seulement si, elle est non-ramifie´e en tout q ∈ Q.
Le nombre de ge´ne´rateurs de RQ comme O-alge`bre locale noethe´rienne comple`te est
donne´ la dimension sur κ de l’espace tangent du foncteur FQ :
FQ(κ[ε]) ∼= Homk(MRQ /M2RQ , κ)
Afin de pouvoir controˆler ce nombre a` l’aide de calculs de cohomologie galoisienne, nous
allons introduire des groupes de Selmer.
3.4. Groupes de Selmer et calculs de cohomologie galoisienne.
De´finition 3.1. Soit M un GF -module fini discret. Une famille de conditions locales
L = {Lv}v est la donne´e pour chaque place v de F d’un sous-groupe Lv de H1(Fv ,M) tel
que pour presque tout v on a Lv = H
1
f (Fv ,M). On associe a` L le groupe de Selmer
H1L(F,M) := {x ∈ H1(F,M) | ∀v resv(x) ∈ Lv}.
Proposition 3.2. (Fujiwara [25]) Soit D des donne´es de de´formation et soit le fonc-
teur Fρ,D des de´formations de ρ a` de´terminant fixe´ ψ et de type D. L’espace tangent
Fρ,D(κ[ε]) = Homk(MRuniv
D
/(M2Runiv
D
,P), κ) est canoniquement isomorphe a`
H1D(F,Ad
0 ρ) = ker
(
H1(F,Ad0 ρ) −→
⊕
v
H1(Fv ,Ad
0 ρ)/Lv
)
,
ou` Lv = Fρv ,Dv(κ[ε]) est l’espace tangent du foncteur des de´formations de type Dv de
ρv := ρ|Gv .
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D’apre`s la proposition 3.2 l’espace tangent du foncteur FQ est canoniquement isomor-
phe au groupe de Selmer H1Q(F,Ad
0 ρ), correspondant aux conditions locales L = LQ
suivantes :
− quelconque en les places q ∈ Q,
− finie aux autres places.
Ainsi, a-t-on relie´ le nombre de ge´ne´rateurs topologiques de RQ sur O au cardinal au
groupe de Selmer H1Q(F,Ad
0 ρ).
Le the´ore`me suivant permet de controˆler la taille d’un groupe de Selmer :
The´ore`me 3.3. (Wiles [71]) Soit M un GF -module fini et L = {Lv}v une famille de
conditions locales pour M . Alors L∗ = {L⊥v }v est une famille de conditions locales pour
M∗, les groupes de Selmer #H1L(F,M) et #H
1
L∗(F,M
∗) sont finis et on a la formule :
#H1L(F,M)
#H1L∗(F,M∗)
=
#H0(F,M)
#H0(F,M∗)
∏
v
#Lv
#H0(Fv ,M)
.
De´monstration : Le fait que L∗ est une famille de conditions locales pour M ∗ de´coule
du the´ore`me 2.2(b).
Soit Σ un ensemble de places contenant les places a` l’infini, les places divisant l’exposant
de M et les places ou` M ou L est ramifie´. La suite exacte :
0→ H1L(F,M)→ H1(GF,Σ,M)→ ⊕v∈Σ H1(Fv ,M)/Lv ,
donne la finitude du groupe de Selmer (puisque H1(GF,Σ,M) est fini). En passant au dual de
Pontryagin et en utilisant la dualite´ de Tate locale pour identifier Lv et
(
H1(Fv ,M
∗)/L⊥v
)∨
:
⊕v∈ΣLv → H1(GF,Σ,M∗)∨ → H1L∗(F,M∗)∨ → 0
On a la suite exacte de Poitou-Tate :
0→ H0(GF,Σ,M)→ P 0(GF,Σ,M)→ H2(GF,Σ,M)∨ →
→ H1(GF,Σ,M)→ P 1(GF,Σ,M)→ H1(GF,Σ,M∗)∨ →
→ H2(GF,Σ,M)→ P 2(GF,Σ,M)→ H0(GF,Σ,M∗)∨ → 0,
ou` P i(GF,Σ,M) ⊂
∏
v H
i(Fv ,M) est le produit restreint aux classes non-ramifie´es hors de
Σ, avec la convention de prendre le Ĥ
0
pour les places archime´diennes. On en de´duit la
suite exacte :
0→ H0(GF,Σ,M)→
∏
v∈Σ
H0(Fv,M)→ H2(GF,Σ,M)∨ →
→ H1L(F,M)→ ⊕v∈ΣLv → H1(GF,Σ,M∗)∨ → H1L∗(F,M∗)∨ → 0.
Le the´ore`me de´coule alors de la formule de caracte´ristique d’Euler-Poincare´ globale :
#H1(GF,Σ,M)
#H0(GF,Σ,M)#H2(GF,Σ,M)
=
∏
v|∞
#(1 + cv)M
∗. 
Avant de nous pencher sur le controˆle du nombre de ge´ne´rateurs dans notre proble`me
de de´formation spe´cial, expliquons brie`vement l’ide´e ge´ne´rale. E´tant donne´es deux familles
3. CONSTRUCTION DES ANNEAUX RQ. 117
de conditions locales L1 = {L1,v}v et L2 = {L2,v}v, avec L1 ≤ L2 (i.e. pour tout v,
L1,v ⊂ L2,v), on a deux suites exactes :
0→ H1L1(F,M)→ H1L2(F,M)→ ⊕v∈ΣL2,v/L1,v , et
0→ H1L∗2(F,M
∗)→ H1L∗1(F,M
∗)→ ⊕v∈ΣL⊥1,v/L⊥2,v.
Afin d’e´tudier H1L1(F,M) on fixe L1 et commence a` faire grossir L2, pas a` pas. D’apre`s
la deuxie`me suite exacte, a` chaque pas H1L∗2(F,M
∗) diminue et finit par s’annuler. Ceci
nous permet de controˆler dimH1L∗1(F,M
∗). Par ailleurs, si on a bien choisi les conditions
locales L1, le the´ore`me de Wiles nous permet de controˆler la diffe´rence dimH1L1(F,M) −
dimH1L∗1(F,M
∗), d’ou` le controˆle voulu de H1L1(F,M).
3.5. Controˆle du nombre de ge´ne´rateurs de RQ. On applique ce qui pre´ce`de
lorsque L1 = L∅ et L2 = LQ et M = Ad0 ρ. Notons que l’application trace donne un
isomorphisme canonique Ad0 ρ∗ ∼= Ad0 ρ(1).
Lemme 3.4. On a
(a) H0(F,Ad0 ρ) = H0(F,Ad0 ρ(1)) = 0,
(b) dimH1∅(F,Ad
0 ρ) ≤ H1∅∗(F,Ad0 ρ(1)).
(c) dimH1Q(F,Ad
0 ρ) ≤ H1Q∗(F,Ad0 ρ(1)) + #Q.
De´monstration : (a) Sinon, il y aurait un vecteur non-nul x ∈ Ad0 ρ sur lequel GF
agit par 1 ou par ω. Comme x est de trace nulle et ρ|GF (ζp) est absolument irre´ductible, le
lemme de Schur implique que x n’est pas un scalaire.
(b) Par le the´ore`me 3.3 on a dimH1∅(F,Ad
0 ρ)−H1∅∗(F,Ad0 ρ(1)) =
=
∑
v∈Σf
(dimLv − dimH0(Fv,Ad0 ρ))−
∑
v∈JF
dimH0(Fv ,Ad
0 ρ) =
=
∑
v|p
(dimH1f (Fv ,Ad
0 ρ)− dimH0(Fv ,Ad0 ρ))− d,
car pour v non-archime´dienne et ne divisant pas p, la condition de de´formation est “finie”
et pour v archime´dienne ρv est impaire.
D’apre`s le lemme 2.8 dimH1f (Fv ,Ad
0 ρ)− dimH0(Fv ,Ad0 ρ) = [Fv : Qp], d’ou` le (b).
(c) Toujours d’apre`s le the´ore`me 3.3 on a dimH1Q(F,Ad
0 ρ) − H1Q∗(F,Ad0 ρ(1)) =
dimH1∅(F,Ad
0 ρ)−H1∅∗(F,Ad0 ρ(1))+
∑
q∈Q dimH
1(Gq,Ad0 ρ)−dimH0(Gq,Ad0 ρ). Comme
dimH1(Gq,Ad0 ρ) − dimH0(Gq,Ad0 ρ) = dimH0(Gq,Ad0 ρ(1)) il suffit de montrer que
dimH0(Gq,Ad0 ρ(1)) = 1, ce qui est clair car les valeurs propres du Frobenius sur Ad0 ρ(1)
sont donne´es par N(q), N(q)αqβ
−1
q , N(q)βqα
−1
q et N(q) ≡ 1 (mod p), alors que αq 6= βq. 
Enfin, il nous reste a` de´montrer qu’on peut trouver un entier r ≥ 1, tel que pour tout
entier m ≥ 1, il existe un ensemble Q = Qm, forme´ de r places finies de F congrues a` 1
modulo pm, et tel que dimH1Q(F,Ad
0 ρ) ≤ r.
L’entier r := dimH0∅∗(F,Ad
0 ρ(1)) convient d’apre`s le lemme suivant :
Lemme 3.5. Soit un entier m ≥ 1. Pour chaque e´le´ment non-nul [x] de H0∅∗(F,Ad0 ρ(1)),
il existe une place q satisfaisant :
• N(q) ≡ 1 (mod pm),
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• ρ est non-ramifie´ en q et ρ(Frobq) admet deux valeurs propres distincts αq 6= βq
appartenant a` κ.
• resq([x]) est un e´le´ment non-nul de H1f (Fq,Ad0 ρ(1)).
En effet, si q1,..,qr sont les places associe´es a` une base [x1],..,[xr] de H
1
∅∗(F,Ad
0 ρ(1)),
et si on pose Qm = {q1, .., qr}, alors on aura H1Q∗(F,Ad0 ρ(1)) ∼−→ ⊕q∈Q H1f (Fq,Ad0 ρ(1)),
d’ou` H1Q∗(F,Ad
0 ρ(1)) = 0 et donc dimH1Q(F,Ad
0 ρ) ≤ #Q, d’apre`s le lemme 3.4.
De´monstration du lemme : D’apre`s le the´ore`me de densite´ de Cebotarev, il suffit de
trouver un e´le´ment σ ∈ GF tel que
(1) σ|F (ζpm ) = 1,
(2) Ad0(ρ)(σ) admet une valeur propre diffe´rente de 1,
(3) x(σ) /∈ (σ − 1)Ad0 ρ(1).
Soit K/F (ζpm) l’extension qui trivialise Ad
0(ρ). De´montrons que le cocycle x|GK n’est
pas trivial. Comme x n’est pas trivial, il suffit de voir que H1(G(K/F ),Ad0 ρ(1)) = 0. La
suite d’inflation-restriction donne :
0→ H1(G(F (ζpm)/F ),Ad0 ρ(1))G(K/F (ζpm)) → H1(G(K/F ),Ad0 ρ(1))→
→ H1(G(K/F (ζpm)),Ad0 ρ(1))G(F (ζpm )/F ) → 0.
Puisque ρ|GF (ζpm ) est absolument irre´ductible, on a Ad
0 ρ(1)G(K/F (ζpm) = 0.
On a aussi H1(G(K/F (ζpm)),Ad0 ρ(1))G(F (ζpm )/F ) = 0 (on traite d’abord le cas m = 1).
Soit σ0 ∈ G(K/F (ζpm)) satisfaisant (2) (et (1)). Comme x|GK n’est pas trivial, on peut
choisir un rele`vement σ de σ0 qui ve´rifie (3), ce qui prouve le lemme. 
4. Modules de cohomologie localise´e.
Prenons un ensemble Q de places de F , comme dans l’introduction et soit (o/ q)× =
∆q × (o/ q)×(p) sa de´composition en p-partie et hors-de-p-partie.
Posons K = K1(n), K0,Q = K ∩K0(Q) et
KQ =
{
γ ∈ K0,Q| pour ∀q ∈ Q , ∃u ∈ (o/q)×(p) γ ≡
(∗ ∗
0 u
)
(mod q)
}
.
On note Y (resp. Y0,Q et YQ) les mode`les entiers des varie´te´s de Shimura de niveau
K (resp. K0,Q et KQ), dont les composantes connexes sont les M1(c, n) (resp. M0(c, nQ)
et M(ΓQ)), c de´crivant un ensemble de repre´sentants de Cl
+
F . Alors YQ est un reveˆtement
e´tale galoisien de Y0,Q de groupe ∆Q.
Soit m′ := ($,Tv − c(f, v); v - n) l’ide´al maximal de l’alge`bre de Hecke semi-simple
T′ = O[Tv ; v - p n] ⊂ EndO(Hd(Y,Vn(E))[, ψ]), correspondant a` la forme nouvelle f , et
posons T = T′m′ . Comme m′ = T′ ∩m, on en de´duit une fle`che T → Tm.
Posons M := Hd(Y,Vn(O))[, ψ]m′ . Par le Thm VI.2.6, M est libre sur O.
Remarque 4.1. Par le the´ore`me VI.2.7, on sait de´ja` que Hd(Y,Vn(O))[, ψ]m est libre
de rang 1 sur Tm. Nous allons de´montrer par une autre me´thode (qui utilise l’hypothe`se
supple´mentaire (Minρ)) queM est libre de rang 1 sur T . Comme corollaire on obtiendra
la liberte´ deM sur Tm, ainsi que l’e´galite´ de T et Tm.
Soit l’ide´al maximal m′0,Q := ($,Tv − c(f, v), Uq − αq; v - nQ, q ∈ Q) de T′0,Q =
O[Tv , Uq; v - nQ, q ∈ Q] ⊂ EndO(Hd(Y0,Q,Vn(E))[, ψ]) et posons T 0,Q := (T′0,Q)m′0,Q .
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Alors M0,Q := Hd(Y0,Q,Vn(O))[, ψ]m′0,Q est un T 0,Q-module, libre sur O.
Lemme 4.2. La fle`che T 0,Q → T qui envoie Tv sur Tv, pour v - nQp, et Uq sur
l’unique racine α˜qdu binoˆme X
2 − TqX + Sq N(q)k0−1 au dessus de αq, pour q ∈ Q est un
isomorphisme de O-alge`bres locales comple`tes. En particulier, m′0,Q est un ide´al maximal
de T′0,Q.
De plus, M0,Q et M sont isomorphes comme T -modules.
De´monstration : On proce`de par re´currence sur #Q et on peut ainsi supposer que
Q = {q} est un singleton.
CommeM (resp. M0,q) est libre sur O, l’alge`bre T (resp. T 0,q) est aussi la O-alge`bre
engendre´e par les ope´rateurs de Hecke, e´nume´re´s ci-dessus, agissant surM⊗C ∼= Sk(K)m
(resp. surM0,q⊗C ∼= Sk(K0,q)m′0,q).
Une forme propre intervenant dans Sk(K0,q)m′0,q est force´ment q-ancienne, car
− elle ne peut pas eˆtre une se´rie principale ramifie´e en q, ayant un q-Nebentypus trivial,
− elle ne peut pas eˆtre spe´ciale en q, car αq 6= βq (mod $) et N(q) ≡ 1 (mod $).
Par conse´quent, l’inclusion Sk(K)
2 ⊂ Sk(K0,q), (g1, g2) 7→ g1 + g2|k
(
$q 0
0 1
)
induit un
isomorphisme Hecke e´quivariant
(Sk(K)
2)m′0,q ' Sk(K0,q)m′0,q .
L’action de Uq sur Sk(K)
2 est donne´e par la matrice
(
Tq N(q)
−Sq N(q)k0−2 0
)
qui a deux
valeurs propres distinctes dans T . Ainsi, on a un isomorphisme Hecke e´quivariant
Sk(K)m ' (Sk(K)2)m′0,q ,
ou` l’action de Uq sur la partie droite correspond a` l’action de l’unique α˜q ∈ T rele`vant αq,
sur la partie gauche. On a donc un isomorphisme T (C) ∼= T 0,q(C)-e´quivariant :
φ⊗ C :M⊗C = Sk(K)m ∼−→ Sk(K0,q)m′0,q =M0,q⊗C,
ou` φ : M → M0,q est donne´ par φ(x) = x − (βq · x)|
(
$q 0
0 1
)
et βq de´signe l’unique
e´le´ment de T au-dessus de βq.
On en de´duit que la fle`che de T 0,q dans T , qui envoie Tv sur Tv pour v - nQp et Uq sur
l’unique racine α˜q du binoˆme X
2−TqX+Sq N(q)k0−1 au dessus de αq, est un isomorphisme
de O-alge`bres locales comple`tes.
Reste a` voir que φ est un isomorphisme de O-modules. Pour ce faire, notons que
• la fle`che j :M→ (M⊕2)m′0,q , x 7→ x|(Uq − β˜q) := Uq(x, 0) − (β˜qx, 0) est un isomor-
phisme de T -modules. Ceci de´coule du fait que le polynoˆme caracte´ristique de Uq agissant
sur le T -module T ⊕2 est donne´ par X2 − TqX + Sq N(q)k0−1 = (X − α˜q)(X − β˜q) avec
α˜q, β˜q ∈ T et α˜q − β˜q ∈ T ×. Par conse´quent le T -module M⊕2 se de´compose, suivant
l’action de Uq, en somme directe de deux T -modules (la α˜q-partie et la β˜q-partie) et le
premier est bien donne´ par j(M) = (M⊕2)m′0,q .
• la fle`che h :M⊕2 →M0,q, (x1, x2) 7→ x1 +x2|k
(
piq 0
0 1
)
est injective, a` conoyau libre
sur O. En effet, comme dans Fujiwara [25], la matrice de la compose´e de h avec son dual de
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Poincare´ (par VI.1.3 M et M0,q sont autoduaux) est donne´e par
(
1 + N(q) S−1q Tq
Tq 1 + N(q)
)
.
Comme T 2q − (1 + N(q))2Sq est inversible dans T , on a l’assertion. 
Soit m′Q := ($,Tv − c(f, v), Uq − αq, δq − 1; v - nQ, q ∈ Q) ⊂ T′Q = O[Tv, Uq, δq; v -
nQ, q ∈ Q] ⊂ EndO(Hd(YQ,Vn(E))[, ψ]) et posons T Q = (T′Q)m′Q .
AlorsMQ := Hd(YQ,Vn(O))[, ψ]m′Q est un T Q-module, libre surO, d’apre`s le The´ore`me
de la partie pre´ce´dente.
Proposition 4.3. (a) T Q est une O[∆Q]-alge`bre et T Q /IQ T Q ∼= T 0,Q ∼= T .
(b) MQ est un module libre sur O[∆Q] de rang fini α inde´pendant de Q. De plus,
MQ /IQMQ ∼=M0,Q ∼=M, comme T 0,Q ∼= T -modules.
De´monstration : (a) Comme M0,Q et MQ sont libres sur O l’inclusion M0,Q⊗C ⊂
MQ⊗C donne un morphisme surjectif T Q → T 0,Q qui envoie δq 7→ 1 pour q ∈ Q. On a
donc une surjection T Q /IQ T Q  T 0,Q. Comme c’est un isomorphisme sur C, on de´duit
que c’est un isomorphisme.
(b) Supposons que O soit assez grand pour contenir les valeurs de tous les caracte`res de
∆Q. On a queMQ est libre surO[∆Q], si et seulement si pour tout caracte`re φ : ∆Q → O×,
le O-moduleMQ /IQ,φMQ est libre, ou` IQ,φ = (δq − φ(q), q ∈ Q) ⊂ O[∆Q]. Par le lemme
2.8 qui est une application du lemme de Nakayama, il suffit de voir que MQ⊗C est libre
sur C[∆Q] et MQ /IQMQ est libre sur O. Par le Thm.VI.2.6, le dual de Pontryagin de
MQ /IQMQ est donne´ par Hd(YQ, Vn(E/O))[, ψ]∆QmQ .
La suite spectrale de Hochschild-Serre :
Ei,j2 = H
i(∆Q,H
j(YQ, Vn(E/O))[, ψ]) ⇒ Hi+j(Y0,Q, Vn(E/O))[, ψ],
localise´e en m′0,Q, de´ge´ne`re en E2, car elle est concentre´e en j = d (cf Thm.VI.2.6). Donc
Hd(YQ, Vn(E/O))[, ψ]∆QmQ = Hd(Y0,Q, Vn(E/O))[, ψ]m′0,Q = H
d(Y, Vn(E/O))[, ψ]m.
Comme ce dernier est divisible, on de´duit que MQ /IQMQ est libre sur O.
Reste a` voir queMQ⊗C est libre sur C[∆Q]. 
Proposition 4.4. On a une surjection canonique fQ : RQ → T Q. L’action de ∆Q sur
T Q obtenue via fQ est celle des ope´rateurs diamant.
De´monstration : On a une inclusion T Q ⊂
∏Og, ou` g parcours l’ensemble des formes
propres normalise´es de Sk(KQ) congrues a` f (hors de n pQ). La me´thode des pseudo-
repre´sentations de Wiles permet alors de construire, par recollement, une repre´sentation
galoisienne ρmodQ : GF → GL2(T Q). Il s’agit de ve´rifier que ρmodQ est un point de FQ(T Q).
Il est clair que ρmodQ est non-ramifie´e hors de n pQ, de de´terminant e´gal a` celui de ρ
(e´ventuelement apre`s torsion par un caracte`re d’ordre fini; on utilise que p impair, pour
extraire une racine du de´terminant) et qu’elle est cristalline en p des meˆmes poids de
Hodge-Tate que f (et ordinaire si f l’est).
Reste a` voir que pour chaque place v divisant n, ρmodQ est une de´formation finie de
ρv. C’est toujours vrai dans le cas 0NE . Dans les autres cas, c’est un corollaire de la
correspondance de Langlands locale, de´montre´e par Carayol pour les formes modulaires de
Hilbert.
Enfin l’action de ∆Q sur T Q obtenue via fQ est celle des ope´rateurs diamant, d’apre`s
Carayol (cas d’une se´rie principale peu-ramifie´e). 
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5. Syste`mes de Taylor-Wiles, d’apre`s Fujiwara.
De´finition 5.1. Soit Q une famille d’ensembles finis de de places de F . Un syste`me
de Taylor-Wiles pour Q est la donne´ de {R, (RQ,MQ)Q∈Q} tels que :
(STW1) pour tout q ∈ Q N(q) ≡ 1 (mod p) et RQ est une O[∆Q]-alge`bre locale
comple`te, ou` ∆Q =
∏
q∈Q ∆q et ∆q de´signe le p-Sylow de (o / q)
×.
Notons IQ = (δq − 1; q ∈ Q) l’ide´al d’augmentation de O[∆Q], ou` δq de´signe un
ge´ne´rateur de ∆q.
(STW2)R est uneO-alge`bre locale comple`te etRQ /IQRQ ∼= R en tant queO-alge`bres
locales comple`tes.
(STW3) MQ est un RQ-module, qui est libre de rang α sur O[∆Q] (α ≥ 1 est fixe´ et
inde´pendant de m).
Dans la suite nous utiliserons exclusivement des familles Q = {Qm | m ∈ N} et nous
noterons Rm,Mm, ... a` la place de RQm ,MQm , ... pour alle´ger les notations.
The´ore`me 5.2. Soit un syste`me de Taylor-Wiles {R, (Rm,Mm)m∈N}. Supposons que
(TW1) pour tout q ∈ Qm N(q) ≡ 1 (mod pm),
(TW2) pour tout m, on a r = #Qm,
(TW3) Rm est engendre´ par ≤ r e´le´ments comme O-alge`bre locale comple`te.
(TW4) le noyau de la fle`che compose´e fm : R ∼= Rm /ImRm → EndO(Mm /ImMm)
est inde´pendant de m. On note T l’image de fm.
Alors R est plat sur O et il est une intersection comple`te relative de dimension 0. En
particulier, R est libre de rang fini sur O. De plus, pour tout m, la surjection fm : R T
est un isomorphisme.
Si on a de plus la condition suivante :
(TW5) pour tout m, Mm /ImMm est isomorphe au meˆme R-module M,
alors M est libre sur R.
De´monstration : Fixons pour tout m un isomorphisme αm : {1, .., r} ∼−→ Qm. Posons :
In,m = {pn, δpnq − 1 | q ∈ Qm} ⊂ O[∆m], pour m ≥ n.
D’apre`s (TW1), δq est d’ordre exactement p
n dans O[∆m]/In,m, d’ou`
O[∆m]/In,m ∼−→ O[S1, .., Sr]/(pn, (1 +S1)pn − 1, .., (1 +Sr)pn − 1) =: Sn δαm(i) 7→ 1 +Si.
Fixons un isomorphisme de O[∆m]-modules βm :Mm ∼−→ (O[∆m])α et une surjection
de O-alge`bres locales comple`tes γm : O[[T1, .., Tr ]] −→ Rm. Soit
Rn,m = Im
(Rm /In,mRm −→ EndO[∆m]/In,m(Mm /In,mMm)) .
D’apre`s (STW3)Mm /In,mMm est un O[∆m]/In,m-module libre de rang α et de plus
Rm /In,mRm est une O[∆m]/In,m-alge`bre, donc O[∆m]/In,m ↪→Rn,m.
Pour chaque m ≥ n on dispose ainsi de triplets forme´s de :
(1) Un anneau fini Rn,m, avec ι : Sn ↪→Rn,m ↪→ EndSn Sαn ∼−→ Sα
2
n ,
(2) r ge´ne´rateurs f1,..,fr (fi = γm(Ti)) de Rn,m, appartenant a` l’ide´al maximal de la
O-alge`bre,
(3) un quotient R˜n,m = Rn,m /(ι(Si), 1 ≤ i ≤ r).
A n fixe´, il y a un nombre fini de tels triplets, modulo isomorphisme. Par un proce´de´
d’extraction diagonale on peut donc trouver une suite strictement croissante d’entiers
m(n) ≥ n tels que : pour tout n le triplet pour (n − 1,m(n)) soit isomorphe a` celui
122 VII. MODULARITE´ DES DE´FORMATIONS MINIMALES DE ρ.
pour (n− 1,m(n− 1)). Ainsi, obtient-on un syste`me projectif (Rn,m; f1, .., fr; R˜n,m), alors
qu’a` priori il n’y avait aucun lien entre les diffe´rents ensembles Qm. La fle`che de transition
est donne´e par la fle`che naturelle mod pn−1 Rn,m(n) → Rn−1,m(n), suivie de la fle`che
d’isomorphisme Rn−1,m(n) → Rn−1,m(n−1), venant de l’argument des tiroires.
Posons Jn := ker(Rm(n) → Rn,m(n)) ⊃ In,m(n), P := lim← Rn,m(n) = lim← Rm(n) /Jn et
R˜ := lim← R˜n,m(n).
Par (2) on a une surjection O[[T1, .., Tr]] → P (car les ge´ne´rateurs fi forment un
syste`me projectif). D’apre`s (1) on a lim← Sn = O[[S1, .., Sr]] ↪→ P ↪→ O[[S1, .., Sr]]
α2 . et
donc P est un O[[S1, .., Sr]]-module fini. Sa dimension de Krull est donc r + 1 et la fle`che
O[[T1, .., Tr ]] ∼→ P est donc un isomorphisme.
Le diagramme suivant met ensemble les diffe´rents anneaux pre´sents de´ja` (ici m=m(n))
Rm //

Rm /In,m //

Rn,m = Rm /Jn

Rm /ImRm ∼ // R // R˜n,m = R /J˜nR .
D’apre`s (3) on a une suite exacte (Rn,m(n))r → (Rn,m(n)) → R˜n,m (0, .., 1, .., 0) 7→
δαm(i) − 1 = ι(Si) 7→ 0 et en passant a` la limite on obtient une suite exacte P r → P → R˜
et donc R˜ ∼= O[[T1, .., Tr]]/ι(S1, .., Sr).
Montrons que R˜ est une intersection comple`te sur O. Puisque P est re´gulier, P est plat
sur S∞ = O[[S1, .., Sr]], donc R˜ = P/ι(S1, .., Sr) est fini et plat sur O, et donc dim(R˜) ≤ 1.
Par ailleurs, I = ker(P → R˜) est engendre´ par r e´le´ments, donc ht(I) ≤ r. Puisque P est
cate´naire, on de´duit que dim(R˜) = 1. Donc r est le nombre minimal de ge´ne´rateurs de I
est R˜ est une intersection comple`te sur O admettant la pre´sentation 0→ I → P → R˜ → 0.
On e´tablit alors que (cf [25]) la fle`che R→ T se factorise par R˜, puis que R ∼−→ R˜ ∼−→
T , et enfin que sous (TW5) le moduleM est libre sur R. 
6. De´monstration du the´ore`me C.
6.1. Une divisibilite´ du type “crite`re de Kummer”. Supposons que ρ est de
niveau minimal ou que n est sans facteurs carre´s.
On peut alors de´finir l’anneau de de´formations universel R de ρ, ainsi que le groupe de
Selmer Sel(F,Ad0(ρ)⊗E/O). Le The´ore`me A du chapitre VI admet le corollaire suivant
Corollaire 6.1. Supposons (I), (II), (Irrρ) et (PM). Alors
(∗)
(
W (f)Λ∗(Ad0(f), 1)
Ω+f Ω
−
f
)
⊃ FittO
(
Sel(F,Ad0(ρ)⊗E/O)) .
De´monstration : On utilise le formalisme des modules de congruence de [8] Chap.4.
On note Ccoh0 le O-module de congruence associe´ au re´seau Hd! (Y1(n),Vn(O))′[±̂∅, ψ]m
(voir la de´monstration du the´ore`me A). Par le the´ore`me des diviseurs e´le´mentaires, il existe
deux ide´aux η1 ⊂ η2 ⊂ O tels que Ccoh0 ∼= O /η1 ×O /η2. Par la formule de Shimura on a(
W (f)Λ∗(Ad0(f), 1)
Ω+f Ω
−
f
)2
⊃ η1η2.
6. DE´MONSTRATION DU THE´ORE`ME C. 123
Par ailleurs, conside´rons le O-module de congruence C arith0 , associe´ a` la composante
locale T de l’alge`bre de Hecke et le morphisme θf : T → O. On a Carith0 ∼= O /η, ou`
η ⊂ O est l’image par θf du noyau la deuxie`me projection de T → T ′. En fait, on a aussi
Carith0
∼= O⊗T T ′ et donc Carith0 annule Ccoh0 . Donc η ⊂ η1 ⊂ η2 et en particulier
η1η2 ⊃ η2.
Enfin, la fle`che surjective R → T donne
#(O /η) ≤ #(MR /M2R) = #(Sel(F,Ad0(ρ)⊗E/O)).

6.2. R = T et finitude du groupe de Selmer, dans le cas minimal. Les re´sultats
de ce chapitre nous permettent de de´montrer la re´ciproque de (∗) dans le cas minimal.
The´ore`me 6.2. (The´ore`me C) Supposons (I), (II), (LIInd ρ) et que ρ est de niveau
minimal (Minρ). Alors on a un isomorphisme R ∼= T d’alge`bres qui sont intersections
comple`tes sur O et(
W (f)Λ∗(Ad0(f), 1)
Ω+f Ω
−
f
)
= FittO
(
Sel(F,Ad0(ρ)⊗E/O)) .
De´monstration : L’isomorphisme R = T de´coule du the´ore`me de Fujiwara sur les
syste`mes de Taylor-Wiles de la partie pre´ce´dente, au vu des re´sultats de ce chapitre.
D’apre`s le the´ore`me B (ou bien encore d’apre`s le the´ore`me de Fujiwara), on a que
Hd! (Y1(n),Vn(O))[±̂∅, ψ]m est libre de rang 2 sur T . Donc, avec les notations du corollaire
6.1, on a η = η1 = η2. Enfin, comme R = T est une intersection comple`te sur O, on a
#(O /η) = #(MR /M2R) (cf [8] Cor.4.15), d’ou` l’assertion. 
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Re´sume´. Le but de cette the`se est de ge´ne´raliser un certain nombre de re´sultats arithme´-
tiques connus pour les formes modulaires elliptiques au cas des formes modulaires de
Hilbert. Parmi ces re´sultats citons le controˆle de l’image de la repre´sentation galoisi-
enne re´siduelle [Serre, Ribet], le crite`re de congruence de Hida, ainsi que la liberte´ de la
cohomologie entie`re de la varie´te´ modulaire de Hilbert sur certaines composantes locales
de l’alge`bre de Hecke et la proprie´te´ de Gorenstein de celles-ci [Mazur, Faltings-Jordan].
Dans le cas de niveau minimal ceci permet de relier la p-partie “alge´brique” de la valeur
en 1 de la fonction L adjointe d’une forme modulaire de Hilbert nouvelle au cardinal du
groupe de Selmer correspondant.
L’approche des proprie´te´s arithme´tiques des formes modulaires de Hilbert se fait a`
travers leurs repre´sentations galoisiennes modulo p et l’outil principal est l’action de l’inertie
en p. Cette action est controˆle´e par le calcul des poids de Hodge-Tate (resp. de Fontaine-
Laffaille) de la cohomologie p-adique (resp. modulo p) de la varie´te´ modulaire de Hilbert.
La partie cohomologique de ce travail repose sur la construction des compactifications
toro¨ıdales arithme´tiques de la varie´te´ abe´lienne de Hilbert-Blumenthal universelle (et de
ses produits fibre´s), au-dessus des compactifications toro¨ıdales arithme´tiques de la varie´te´
modulaire de Hilbert en niveau Γ1(c, n).
Mots cle´s : Formes modulaires de Hilbert; Congruences; Repre´sentations galoisiennes;
Poids de Hodge-Tate; Cohomologie entie`re des varie´te´s modulaires de Hilbert; Fonction L
adjointe; Compactifications toro¨ıdales.
Abstract. The aim of this thesis is to extend some arithmetic results on elliptic
modular forms to the case of Hilbert modular forms. Among these results let us mention the
control of the image of the Galois representation modulo p [Serre, Ribet], Hida’s congruence
criterion, and the freeness of the integral cohomology of the Hilbert modular variety over
certain local components of the Hecke algebra and the Gorenstein property of these local
algebras [Mazur, Faltings-Jordan]. As an application we relate, in the minimal level case,
the “algebraic” p-part of the adjoint L function of a Hilbert modular newform evaluated
at 1 to the cardinality of the corresponding Selmer group.
We study the arithmetic of the Hilbert modular forms by studying their modulo p
Galois representations and our main tool is the action of the inertia groups at p. In order to
control this action, we compute the Hodge-Tate (resp. Fontaine-Laffaille) weights of the p-
adic (resp. modulo p) e´tale cohomology of the Hilbert modular variety. The cohomological
part of our paper builds upon the construction of the arithmetic toroidal compactifications
of the universal Hilbert-Blumenthal abelian variety (and of its fiber products) over the
arithmetic toroidal compactifications of the Hilbert modular variety of level Γ1(c, n).
Keywords : Hilbert modular forms; Congruences; Galois representations; Hodge-Tate
weights; Integral cohomology of Hilbert modular varieties; Adjoint L function; Toroidal
compactifications.
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