Abstract. The existence of Aubry-Mather sets and infinitely many subharmonic solutions to the following p-Laplacian like nonlinear equation
Introduction
In this paper, we consider the existence of Aubry-Mather sets and quasi-periodic solutions to the following p-Laplacian like nonlinear differential equation
where φ p (u) = |u| p−2 u, p > 1 is a constant, x ± = max{±x, 0}, α, β are positive constants satisfying
h is piece-wise two times differentiable and 2π p -periodic, g ∈ C 1 (R) is bounded and π p = 2π p sin(π/p)
. If p = 2, then π 2 = π and (1) reduces to second order differential equation
The existence of Aubry-Mather sets and quasi-periodic solutions of (3) was discussed recently in [3] if g ∈ C 2 and the limits lim x→+∞ g(x) = g(+∞), lim x→−∞ g(x) = g(−∞) exist and g satisfies some further approximate properties at infinity. Capietto and Liu [3] , by applying a version of Aubry-Mather theory due to Pei [11] , proved the existence of quasi-periodic solutions in generalized sense and multiplicity of subharmonic solutions to equation (3) under the so-called "resonance" situation, i.e., (2) holds for p = 2 and some n ∈ N.
Let C be the solution of the initial value problem
x + αx + − βx − = 0, x(0) = 1, x (0) = 0.
Assume α = β and
, m, n ∈ N. Alonso and Ortega [2] proved that if the function
has only simple zeros, then any solution x of the linear equation
with large initial values, that is, if |x(t 0 )| + |x (t 0 )| 1 for some t 0 ∈ R, goes to infinity in the future or in the past. Moreover, they showed the existence of h such that unbounded solutions and 2π-periodic solutions of (4) can coexist.
Fabry and Fonda [4] and Fabry and Mawhin [5] obtained, by degree methods, sufficient conditions for the existence of 2π-periodic solutions and of unbounded solutions as well as subharmonic solutions for (5) below, respectively. More precisely, in [5] the following equation is considered:
and it is proved that if the function
has zeros and all of them are simple, then all solutions of (5) with large initial values are unbounded if the following resonance condition is satisfied: f (s)ds = 0. Later, the author of this paper [12] discussed the more general equation (1) and considered the following function:
where
(1 − t) r−1 t s−1 dt for r > 0, s > 0, and C p (t) is the 2πpm n -periodic solution of the following initial value problem:
if α and β satisfy α
It was shown in [12] that if the function φ(θ) has no zero for all θ ∈ R, then all solutions of (1) are bounded. For more recent results on boundedness and existence 2π-periodic solutions of (1) and (3), we refer [1] , [6] - [9] , [11] - [15] and the references therein.
In the rest of this paper, we denote by S the unique solution of the initial value problem
(A) A solution of (x ω (t), x ω (t)) of (1) is called of Mather type with rotation number ω if ω = k m is rational, the solutions (x ω (t + 2iπ), x ω (t + 2iπ)), 1 ≤ i ≤ m − 1, are mutually unlinked periodic solutions of periodic 2mπ and, in this case,
(B) If ω is irrational, the solution (x ω (t), x ω (t)) is either a usual quasi-periodic solution or a generalized one, that is, the closed set
is a Denjoy's minimal set.
The main results of this paper are formulated in the following theorems:
is 2π p -periodic and g ∈ C 1 (R) is bounded and satisfies the following conditions: the limits lim x→+∞ g(x) = g(+∞) and lim x→−∞ g(x) = g(−∞) exist and g satisfies
for |x| 1, where σ ∈ (0,
) is a constant and c ± are constants satisfying
Define a 2π p -periodic function λ 1 as
is the conjugate exponent of p. Let one of the following conditions be satisfied:
Then there exists an ε 0 > 0 such that for any ω ∈ (n, n + ε 0 ), equation (1) has a solution (x ω (t), x ω (t)) of Mather type with rotation number ω.
Theorem 2. Assume g(x)
≡ 0, h is piece-wise two times differentiable and 2π p -periodic. Assume
Then the conclusions of Theorem 1 are true, if one of the following conditions holds:
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Generalized polar coordinates transformation
If we introduce a new variable y = φ p (x ), then (1) is equivalent to the planar system
where q = p p−1 is the conjugate exponent of p. Let u = sin p t be the solution of the initial value problem
] can be expressed implicitly by
Then it follows from [10] that u = sin p t can be extended to R as a 2π p -periodic odd C 2 -function which satisfies sin p t : [0,
Let the function S be the unique solution of problem (6), then it is not difficult to verify that S ∈ C 2 (R) is 2πp n -periodic and can be expressed as
from which it is easy to verify that the following equality holds:
For ρ > 0, θ(mod 2π p ), we define the generalized polar coordinates transformation (ρ, θ) → (x, y) as
Under this transformation and by using (9) , (7) is changed into the planar system
If we define r = ρ 1 q , then (10) can be further simplified as
where x = r Let (r(t; r 0 , θ 0 ), θ(t; r 0 , θ 0 )) be the solution of (11) with initial value (r 0 , θ 0 ). Then for large initial value, i.e., r 0 1, by the boundedness of h, g, S, S and for t in any bounded interval I ⊂ [0, 2nπ p ], we get r(t) = r 0 + O(1) which yields r −1 (t) = r
0 ). Going back to (11), we get for t ∈ I, θ (t) ≥ 1 2
> 0. As in [3] , we can write (11) in the following equivalent form:
Now let (r(θ; r 0 , t 0 ), t(θ; r 0 , t 0 )) be the solution of (12) with initial value (r 0 , t 0 ) where t 0 ∈ I and θ ∈ [0, 2nπ p ]. Then for r 0 1, we obtain r(θ) ≥ r 0 /2 1 and (12) can be written as
Lemmas
For the proof of theorems, we need the following lemmas: Lemma 1. Assume the conditions of Theorem 1 hold, then we have
where r 1 = r(2nπ p ; r 0 , t 0 ), t 1 = t(2nπ p ; r 0 , t 0 ) and
where τ = 1 − (p − 1)σ ∈ (0, 1). Moreover, we have µ 0 (t) = −(p − 1)λ 1 (t).
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Proof. It follows from (13) and for t 0 ∈ R and θ ∈ [0, 2nπ p ], we have
For r 0 1, substituting (15) into (13), then integrating over [0, 2nπ p ] and letting r 1 = r(2nπ p ), t 1 = t(2nπ p ), we obtain
and ) < 0}. By using the similar method used in [12] , we can show that
From above equalities, we obtain the expressions of µ 1 (t) and λ 1 (t). Next, we calculate the value λ 1+σ . From (16) and the expression of S in (8), we obtain 
which yields the expression of λ 1+σ . Now the integration by parts yields µ 0 (t) = −(p − 1)λ 1 (t).
Lemma 2. Assume the conditions of Theorem 2 hold, then we have
Proof. Substituting (15) into (13) and integrating over [0, θ] ⊂ [0, 2π p ] we, obtain
Substituting (18)- (19) into (13) and integrating over [0, 2nπ p ], we get
and
From above equalities we obtain after some elementary calculation
which implies that, for λ 1 (t) ≡ 0, we have (p − 2)µ 1 (t) = (p − 1)λ 2 (t).
Lemma 3. Assume that the conditions of Theorem 2 hold, and p = 2. Then
and λ 3 (t) is given as in Theorem 2.
Proof. Substituting (15) into (13) 
Substituting (21)- (23) into (13) again and integrating over [0, 2nπ], we obtain
where λ k (t) = λ k (t, 2nπ), k = 1, 2, µ i (t) = µ i (t, 2nπ), i = 0, 1, and
Sh λ 2 dθ.
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Now, substituting the expressions of µ 0 , µ 1 , λ 1 and λ 2 into (24) and using λ 1 (t) ≡ 0, we obtain from Lemma 2 that λ 2 (t) ≡ 0 and µ 0 (t) = −λ 1 (t) ≡ 0. After some elementary calculation, we obtain the expression of λ 3 (t) given in Theorem 2.
Proof of the theorems
Now, we are ready to prove the main results of this paper.
Proof of Theorem 1. Assume the conditions of Theorem 1 hold. If (I) is satisfied, then the Poincaré map P : (t 0 , r 0 ) → (t 1 , r 1 ) of the solutions of (13) has the following form: Let t 1 = t 0 + εR(t 0 , u 0 , ε), u 1 = u 0 + εW (t 0 , u 0 , ε), then R(t, u, ε) = λ 1 (t)u + O(ε), W (t, u, ε) = −µ 0 (t)u 
