Flexible manufacturing systems (FMSs) offer opportunities for the manufacturers to improve their technology, competitiveness and profitability through a highly efficient and focused approach to manufacturing effectiveness. Justification, evaluation and selection of FMSs have now been receiving significant attention in the manufacturing environment. Evaluating alternative FMSs in the presence of multiple conflicting criteria and performance measures is often a difficult task for the decision maker. Preference ranking tools are special types of multicriteria decision-making methods in which the decision maker's preferences on criteria are aggregated together to arrive at the final evaluation and selection of the alternatives. This paper deals with the application of six most potential preference ranking methods for selecting the best FMS for a given manufacturing organization. It is observed that although the performances of these six methods are almost similar, ORESTE (Organization, Rangement Et Synthese De Donnes Relationnelles) method slightly outperforms the others. These methods use some preference function or utility value or Besson ranking of criteria and alternatives, to indicate how much an alternative is preferred to the others. Most of these methods need quantification of criteria weights or different preference parameters, but ORESTE method, being an ordinal outranking approach, only requires ordinal data and attribute rankings according to their importance. Therefore, it is particularly applicable to those situations where the decision maker is unable to provide crisp evaluation data and attribute weights.
Introduction
In today's global competitive environment, manufacturing organizations need to be more flexible, adaptive and responsive to changes to produce a variety of products in a short time at the minimum cost. High competition, technological advancements and continuous change in customers' demands have made the manufacturing organizations realize the importance of manufacturing flexibility, which can only be achieved through the adoption and augmentation of flexible manufacturing systems (FMSs) The past researchers have already successfully applied different mathematical techniques, like analytic hierarchy process (Wabalackis, 1988; Chan et al., 2000; Bayazit, 2005) , digraph and matrix approach (Rao, 2006; Rao and Parnichkun, 2009) , compromise ranking method (Rao, 2009) , artificial neural network (Bhattacharya et al., 2007) , data envelopment analysis (Shang & Sueyoshi, 1995; Sarkis, 1997; Talluri et al., 2000; Karsak, 2008; Liu, 2008) , technique for order preference by similarity to ideal solution (TOPSIS) (Karsak, 2002; Rao, 2008) , Euclidean distance-based integrated approach (Rao & Singh, 2011) , axiomatic design method (Kulak & Kahraman, 2005) , multi-objective programming method (Lotfi, 1995; Karsak & Kuzgunkaya, 2002) , fuzzy decision algorithm (Karsak, 2002; Karsak & Tolga, 2001; Mehrabad & Anvari, 2010) , multi-attribute value function (Borenstein, 1998) etc. to solve the FMS selection problems. However, there is still a need to search for some more efficient and accurate methods that can give more precise ranking of FMS alternatives. Preference ranking-based methods are observed to have immense potential to deal with complex decision-making problems in conflicting situations. This paper mainly focuses on the applications of six preference ranking methods for effectively solving the FMS selection problems. The ranking performance of these six methods is also compared. Section 2 of this paper deals with the detailed mathematical formulations of the six considered preference ranking methods. In Section 3, a real time FMS selection problem is solved using these preference ranking methods. A comparative performance study between these methods is shown in Section 4. The results and discussions are presented in Section 5. The applicability of these methods is provided in Section 6 and Section 7 concludes the paper.
Preference ranking methods
Preference ranking methods are special types of MCDM approaches in which the decision maker's preferences and preferences on criteria are aggregated together to reach the final evaluation and decision about the alternatives considering all the selection attributes. These methods require information on the preferences among the instances of an attribute and the preferences across the existing attributes. The decision maker may express or define a ranking for the attributes as importance/weights. In classical preference ranking methods, the decision maker judges two alternatives based on the notion that one alternative is preferred to another or the two alternatives are indifferent or the decision maker is unable to compare them. According to these cases, three binary relations are defined, i.e. a) the strict preference relation (P), b) the indifference relation (I), and c) the incomparability relation (R). Thus, a preference structure on a set of alternatives (X) is defined as a triplet (P, I, J) of binary relation (Ovchinnikov & Roubens, 1992) .
In these methods, preferences are usually incorporated in the decision-making process by assigning a preference function. The starting point is the decision matrix, which presents the performance of each alternative with respect to each criterion. Using the data of the decision matrix, the alternatives are pairwise compared with respect to every single criterion, and the concordance and discordance indices are determined. The results are expressed by the preference functions, which are calculated for each pair of alternatives and can range from 0 to 1. A 0 value signifies that there is no difference between the pair of alternatives, whereas, 1 denotes a big difference. Then an outranking degree is estimated by multiplying the preferences by the criteria's weights and adding the single values, and subsequently the global preferences are calculated.
Although there are several preference ranking methods, this paper mainly deals with the following six methods which have the potential to be popular, widely acceptable and accurate for giving more precise ranking of the candidate alternatives. a) Evaluation of mixed data (EVAMIX) method, b) Complex proportional assessment (COPRAS) method, c) Extended PROMETHEE II (EXPROM2) method, d) ORESTE (Organization, Rangement Et Synthese De Donnes Relationnelles) method, e) Operational competitiveness rating analysis (OCRA) method, and f) Additive ratio assessment (ARAS) method. The computational details of these above-mentioned methods are presented as below.
EVAMIX method
The EVAMIX method was mainly established by Voogd in 1983, and later advocated by Martel and Matarazzo (Martel & Matarazzo, 2005) . It is based on the determination of the dominance score of an alternative on criterion-by-criterion basis. This method is especially designed to deal with the mixed (quantitative and qualitative) data. The main difference between EVAMIX and other MCDM methods is that it can treat the qualitative (ordinal) criteria and quantitative (cardinal) criteria separately. Both the ordinal and cardinal data are separately normalized in the range of 0 to 1 using a linear normalization procedure. In this method, the degree of pair-wise dominance for each pair of alternatives is calculated as the difference in score received by the higher performing alternative compared to the poorer performing alternative. The weighted sum of the dominance scores is then assigned to each alternative. The outcome of this aggregation procedure is similar to the outcome of the weighted sum method.
The EVAMIX method consists of the following procedural steps enlisted as below (Martel & Matarazzo, 2005; Hajkowicz & Higgins, 2008): Step 1: In the decision matrix, at first, differentiate between the ordinal and cardinal criteria.
Step 2: For beneficial attributes (where higher values are desired), normalize the decision matrix using the following equation:
where x ij is the performance measure of i th alternative with respect to j th criterion and r ij is the normalized value of x ij .
For non-beneficial attributes (where lower values are preferable), Eq. (1) can be rewritten as follows:
Step 3: Calculate the evaluative differences of i th alternative on each ordinal and cardinal criteria with respect to other alternatives. This step involves the calculation of differences in criteria values between different alternatives pair-wise.
Step 4: Compute the dominance scores of each alternative pair, (i,i′) for all the ordinal and cardinal criteria using the following equations:
where
where α + (α -) is the highest (lowest) ordinal dominance score for the alternative pair, (i, i′).
where γ + (γ -) is the highest (lowest) cardinal dominance score for the alternative pair, (i, i′).
Step 6: Determine the overall dominance score. The overall dominance score,
for each pair of alternatives, (i, i′) is calculated to measure the degree by which alternative i dominates alternative i′.
where w O is the sum of the weights for the ordinal criteria Step 7: Calculate the appraisal score.
The appraisal score for i th alternative (S i ) is computed which gives the final preference of the alternatives. Higher the appraisal score, better is the performance of the alternative.
COPRAS method
The COPRAS method assumes direct and proportional dependences of the significance and utility degree of the available alternatives under the presence of mutually conflicting criteria (Kaklauskas et al., 2006; Kaklauskas et al., 2007; Zavadskas et al., 2008) . It takes into account the performance of the alternatives with respect to different criteria and also the corresponding criteria weights. This method selects the best decision considering both the ideal and the ideal-worst solutions. The COPRAS method which is used here for evaluating and selecting the alternative FMSs adopts a stepwise ranking and evaluating procedure of the alternatives in terms of their significance and utility degree. The steps of COPRAS method are presented as below:
Step 1: Normalize the decision matrix using linear normalization procedure (Kaklauskas et al., 2006) .
Step 2: Determine the weighted normalized decision matrix, D.
The sum of dimensionless weighted normalized values of each criterion is always equal to the weight for that criterion. Thus, it can be said that the weight, w j of j th criterion is proportionally distributed among all the alternatives according to their weighted normalized value, y ij .
Step 3: The sums of weighted normalized values are calculated for both beneficial and non-beneficial attributes using the following equations: where y +ij and y -ij are the weighted normalized values for the beneficial and non-beneficial attributes respectively.
The greater the value of S +i , the better is the alternative; and the lower the value of S -i , the better is the alternative. The S +i and S -i values express the degree of goals attained by each alternative. In any case, the sums of 'pluses' S +i and 'minuses' S -i of the alternatives are always respectively equal to the sums of weights for the beneficial and non-beneficial attributes as expressed by the following equations: Step 4: Determine the significances of the alternatives on the basis of defining the positive alternatives S +i and negative alternatives S -i characteristics.
Step 5: Determine the relative significances or priorities (Q i ) of the alternatives. where S -min is the minimum value of S -i . The greater the value of Q i , the higher is the priority of the alternative. The relative significance value of an alternative shows the degree of satisfaction attained by that alternative. The alternative with the highest relative significance value (Q max ) is the best choice among the candidate alternatives.
Step 6: Calculate the quantitative utility (U i ) for i th alternative. The degree of an alternative's utility which leads to a complete ranking of the candidate alternatives, is determined by comparing the priorities of all the alternatives with the most efficient one and can be denoted as below:
where Q max is the maximum relative significance value. These utility values of the alternatives range from 0% to 100%.
EXPROM2 method
The extended PROMETHEE II (EXPROM2) is basically a modified version of PROMETHEE II (preference ranking organization method for enrichment evaluation) method. In this method, the relative performance of one alternative over the other is defined by two preference indices. The first one is weak preference index based on the aggregated preference function considering the criteria weights as determined in PROMETHEE II method. The second one is strict preference index based on the notion of ideal and anti-ideal solutions. The ideal and anti-ideal values are directly derived from the decision matrix, and they reflect the extreme limits for a particular criterion. A total preference index is also computed by adding the strict and the weak preference indices, which gives an accurate measure of intensity of preference of one alternative over the other considering all the criteria.
The procedural steps of EXPROM2 method are given as below (Raju & Kumar, 1999; Doumpos & Zopounidis, 2004): Step 1: Normalize the decision matrix.
Step 2: Calculate the evaluative differences of i th alternative with respect to other alternatives. This step involves the calculation of differences in criteria values (d j ) between different alternatives pair-wise.
Step 3: Calculate the preference function,
There are mainly six types of preference functions, e.g. usual criterion, U-shape criterion, V-shaped criterion, level criterion, V-shape with indifference criterion and Gaussian criterion. For usual criterion, which is the most simple one, the following preference function is adopted:
Step 4: Calculate the weak preference index taking into account the criteria weights.
Step 5: Define the strict preference function, SP j (i,i′) .
The strict preference function is based on the comparison of the difference values (dm j ) with the range of values as defined by the evaluation of the whole set of alternatives for a criterion.
where L j = limit of preference (0 for usual criterion preference function, and indifference values for other five preference functions) and dm j = difference between the ideal and anti-ideal values of j th criterion.
Step 6: Compute the strict preference index.
Step 7: Calculate the value of total preference index.
 
Step 8: Determine the leaving and the entering outranking flows using the following equations: Leaving (positive) flow for i th alternative, φ
Entering (negative) flow for i th alternative, φ
where m is the number of alternatives.
The leaving flow expresses how much an alternative dominates the other alternatives, while the entering flow denotes how much an alternative is dominated by the other alternatives. Based on these flow values, EXPROM2 method can give the complete preorder of the candidate alternatives by using a net flow.
Step 6: Calculate the net outranking flow for each alternative.
Step 7: Determine the ranking of all the considered alternatives depending on the values of φ(i). The higher the value of φ(i), the better is the alternative.
ORESTE method
The ORESTE method is a compensatory preference ranking approach, as it uses the differences between the ranks of pairs of actions based on their evaluations (Roubens, 1982; Pastijn & Leysen, 1989) . In many real time decision-making situations having several quantitative as well as qualitative criteria, this method is particularly appropriate to support the conflicting decisions in absence of crisp numerical values and weights of the attributes.
The ORESTE method deals with the situation where an alternative a i (i = 1,2,…,m) is ranked according to criterion c j (j = 1,2,…,n), and the main objective is to find a global preference structure on a set of alternatives, which reflects the evaluation of alternatives on each criterion and the preference among the criteria (Pastijn & Leysen, 1989) . Since it only takes into account the ranking of alternatives and criteria, it is mainly suited to problems with ordinal data, but it can also be used for problems with cardinal or mixed data. The main advantage of this method is that as it uses only the ordinal ranking of criteria which avoids the occurrence of lengthy discussions among the decision makers to set weight importance of the attributes, it speeds up the decision-making process.
The steps of ORESTE method are presented as below (Teghem et al., 1989) :
Step 1: From the decision matrix, determine the weak order of the criteria indicating their relative importance as follows: c 1 P c 2 I c 3 P c 4 ……..c n This means c 1 is the most important and preferred criterion, while c 2 and c 3 are tied as the intermediate important criteria and c 4 is the least important criterion.
Step 2: Determine for each criterion a weak order of the alternatives similar to step (1). c 1 : a 1 P a 2 P a 3 …….a m c 2 : a 1 P a 2 I a 3 …….a m c 3 : a 1 P a 2 I a 3 …….a m ……………………. c n : a 1 I a 2 R a 3 …….a m
Step 3: Obtain Besson rankings of the alternatives and criteria. In ORESTE method, each alternative is given a Besson rank based on its weak order among the other alternatives with respect to each criterion and also each criterion is given a Besson rank according to its position in the weak order among all the criteria. The Besson rank of an alternative a i with respect to a criterion j is denoted by r j (a i ) and the Besson rank of criterion j is denoted by rc j .
Step 4: Calculate the projection distances. The projection distances correspond to the relative positions of the alternatives with respect to an arbitrary origin O and are defined by d(O,a i ).
Pastijn and Leysen (1989) discussed about different types of projections. In this paper, the linear orthogonal projection is adopted as expressed by the following equation
Projection distances are such calculated that if an alternative a 1 is preferred to another alternative a 2 (a 1 P a 2 ) for criterion j, then d j (a 1 ) < d j (a 2 ), i.e. the smaller projection distance, the better is the position of the alternative.
Step 5: Rank the projections to obtain the global ranks.
A mean global Besson rank r j (a i ) is assigned to all the projection distances from the lowest to the highest ones. Smaller r j (a i ) indicates better position of the particular alternative.
Step 6: Calculate the mean ranks.
For each alternative, a mean rank is computed by the summation of their global Besson ranks over the entire set of criteria using the following expression.
These mean ranks are simply sorted increasingly to determine the global weak order of the alternatives.
OCRA method
The OCRA method was developed to measure the relative performance of a set of production units, where resources are consumed to create value-added outputs. In this method, in the first step, the preference ratings with respect to non-beneficial or input criteria are determined; in the second step, the preference ratings of the output criteria are determined, and in the last step, the overall preference ratings of the available alternatives are evaluated where both the cardinal and ordinal data are used. OCRA uses an intuitive method for incorporating the decision maker's preferences about the relative importance of the criteria (Parkan & Wu, 1997; Parkan & Wu, 1997) . The preference ratings of the alternatives in OCRA method reflect the decision maker's preferences for the criteria. Besides this, the main advantage of OCRA method is that it can deal with those MCDM situations when the relative weights of the criteria are dependent on the alternatives and different weight distributions are assigned to the criteria for different alternatives as well as some of the criteria are not applicable to all the alternatives.
The general OCRA procedure is described as below (Parkan & Wu, 2000) :
Step 1: Compute the preference ratings with respect to the non-beneficial criteria.
In this step, OCRA method is only concerned with the scores that various alternatives receive for the input criteria without considering the scores received for the beneficial criteria. The lower values of non-beneficial or input criteria are more preferable. The aggregate performance of i th alternative with respect to all the input criteria is calculated using the following equation: indicates the difference in performance scores for criterion j, between i th alternative and the alternative whose score for criterion j is the highest among all the alternatives considered. The calibration constant w j (relative importance of j th criterion) is used to increase or reduce the impact of this difference on the rating i I with respect to j th criterion.
Step 2: Calculate the linear preference rating for the input criteria.
This linear scaling is done to assign a zero rating to the least preferable alternative.
i I represents the aggregate preference rating for i th alternative with respect to the input criteria.
Step 3: Compute the preference ratings with respect to the beneficial criteria. The aggregate performance for i th alternative on all the beneficial or output criteria is measured using the following expression:
where h = 1,2,…,H indicates the number of beneficial criteria and w h is the calibration constant (weight importance) of h th output criteria. The higher an alternative's score for an output criterion, the higher is the preference for that alternative. Step 4: Calculate the linear preference rating for the output criteria using the following equation:
Step 5: Compute the overall preference ratings.
The overall preference rating for each alternative is calculated by scaling the sum
so that the least preferable alternative receives a rating of zero. The overall preference rating (P i ) is calculated as follows:
The alternatives are ranked according to the values of the overall preference rating. The alternative with the highest overall performance rating receives the first rank.
ARAS method
The ARAS method is based on quantitative measurements and utility theory. In this method, a utility function value determines the relative efficiency of an alternative over other alternatives. This utility function is directly proportional to the relative effect of the criteria values and weight importance of the considered criteria. The utility value of an alternative is determined by a comparison of variant with the ideally best alternative. The steps of ARAS method are as follows Step 1: For beneficial attributes, determine the normalized decision matrix, using linear normalization procedure . For non-beneficial attributes, the normalization procedure follows two steps. At first, the reciprocal of each criterion with respect to all the alternatives is taken as follows:
In the second step, the normalized values are calculated as follows:
Step 2: Determine the weighted normalized decision matrix, D, using Eq. (9).
Step 3: Determine the optimality function (S i ) for i th alternative.
Higher the S i value, the better is the alternative. The optimality function S i has a direct and proportional relationship with values in the decision matrix and criteria weights.
Step 4: Calculate the degree of the utility (U i ) for each alternative. It is determined by a comparison of the variant with the most efficient one (S 0 ). The equation used for calculating the value of U i is given as below:
The utility values of the alternatives range from 0% to 100%. The alternative with the highest utility value is the best choice among the candidate alternatives.
In some preference ranking methods, pair-wise comparison of the alternatives is performed to compute a preference function for each criterion and based on this preference function, a preference index is determined to show the preference of an alternative over the other. This preference index is the measure to support the hypothesis that there is some preference of an alternative over the other. In some other preference ranking methods, a utility or priority function value determines the relative efficiency of an alternative over the other. In all these approaches, the ranking index is nothing but an aggregation of the normalized criteria values, the relative importance of the criteria, and a balance between total and individual satisfaction or preference either by defining a preference function or an utility value. So basically, all the preference ranking methods whether it uses preference function or weighted sum utility value, indicate how much an alternative is preferred to the other.
Industrial example
Today's global competition has compelled the manufacturing organizations to improve their product quality in a cost effective manner. Use of proper manufacturing technologies, like FMS, offers great potentials for improving manufacturing performance and helps to attain the organizational objectives in an efficient way. A wrong alternative selection may result in loss of productivity and profitability. The complexity of decision-making makes multi-criteria analysis an invaluable tool in the engineering design and selection process. Thus, the main objective of this paper is set to reveal the computational easiness of the six preference ranking methods in dealing with FMS selection problems, involving both ordinal and cardinal attribute data. It mainly focuses on introducing these multi-beneficial MCDM methods that can make FMS selection easier and compatible with most of the situations. These preference ranking methods are applied to an existing problem, dealing with the selection of the best FMS alternative for a given manufacturing environment. In these methods, the decision makers' preferences and preferences on alternatives' performances are aggregated together to reach the final evaluation and selection decision. The past researchers have adopted different mathematical tools for evaluating, justifying and selecting FMS technologies, but all those methods are either very complicated or require lengthy computations. For decision-making problems with large number of attributes and small number of alternatives, those approaches may occasionally provide poor results. This paper takes the opportunity to explore the application viability and potentiality of six popular preference ranking methods to provide more precise and accurate ranking of the feasible FMS alternatives. According to the best knowledge of the authors, there have been very few applications of these preference ranking methods in manufacturing environment. Few successful implementations of these methods can be found in construction engineering, financial analysis and waste water management. Even till date, very less effort has been devoted to study the relative performance of these methods as employed in discrete manufacturing environment. Furthermore, no attempt has been made to map/match any FMS selection problem to these methods. All these methods are successfully applied and the results are compared for better visualization. Four performance analysis tests are also executed to assess the degree of agreement between the ranking orders as obtained by these methods, while keeping the performance measures in the evaluation matrix of the considered example constant. These six preference ranking methods are also qualitatively compared in terms of their suitability for solving different FMS selection problems, operational similarities and other model characteristics, like information type and criteria requirement, methodological aspect, operational approach, compensatory character and nature of the obtained results.
Thus, in order to apply these six preference ranking methods and compare their relative ranking performance, the FMS selection problem as considered by Karsak (2002) is cited here. Karsak (2002) considered eight alternative FMSs and eight attributes affecting the FMS selection decision for a given industrial application. Based on several literatures on evaluation and justification of FMS investments, Karsak (Karsak, 2002) considered capital and operating costs (COS), required floor space (RFS), work in progress (WIP), product flexibility (PF), volume flexibility (VF), expansion flexibility (EF), lead time reduction (LTR), and quality improvement (QI) as the main selection criteria for the considered problem. Product flexibility was defined as the ability to start producing a new set of part types quickly and economically. Volume flexibility was the ability to operate an FMS profitably at varying production levels, whereas, expansion flexibility was defined as the ability to easily add capability and capacity to an existing system. Among these, three attributes are quantitative in nature and the remaining five are judged in an interval of 0-1 scale. Karsak (2002) solved that FMS selection problem using a distance-based fuzzy TOPSIS method and obtained a comparative ranking of FMS alternatives as 6-2-1-7-5-8-4-3, which indicates that the first FMS alternative attains a rank of 6, the second one has a rank of 2, the third one achieves a rank of 1, and so on. More precisely, the ranking order of FMS alternatives as obtained by Karsak (2002) is FMS3 > FMS2 > FMS8 > FMS7 > FMS5 > FMS1 > FMS4 > FMS6. Table 1 represents the performance characteristics of the considered FMS alternatives with respect to all the criteria. Here, COS, RFS and WIP are non-beneficial attributes where lower values are always desirable. The weight values or relative importance of the eight criteria are determined using entropy method, as given in Table 2 . 
EVAMIX method
Now, this FMS selection problem is solved using EVAMIX method. In the original decision matrix, as shown in Table 1 , the ordinal and cardinal criteria are at first separated (PF, VF, EF, LTR and QI are the qualitative attributes) and then, the decision matrix is normalized using Eq. (1) and Eq. (2) respectively for beneficial and non-beneficial attributes. This normalized decision matrix is shown in Table 3 . From the normalized decision matrix, the evaluative differences of i th alternative for each ordinal and cardinal criteria with respect to all other alternatives are calculated. Now, the dominance scores of each pair of FMS alternatives for all the ordinal and cardinal criteria are estimated applying Eq. (3) and Eq. (4) respectively, and are given in Table 4 . While calculating the dominance scores, the value of c is taken as 1. Table 4 also exhibits the standardized dominance scores for all the pairs of FMS alternatives, as computed employing Eq. (5) and Eq. (6) respectively for the ordinal and cardinal criteria. The overall dominance score for each FMS alternative pair, (i,i′) is calculated using Eq. (7) which shows the degree by which FMS i dominates FMS i′. These overall dominance scores for all the pairs of FMS alternatives are given in Table 5 . Now, using Eq. (8), the appraisal score for each FMS alternative is calculated, as shown in Table 6 and based on the descending values of this appraisal score, the final ranking of FMS alternatives is obtained as 8-3-1-5-4-6-7-2. The best choice is FMS 3. FMS 8 is the second choice and the last choice is FMS 1. 
COPRAS method
In this method, using Eq. (9), the corresponding weighted normalized decision matrix is developed, as given in Table 7 . Now, based on Eq. (11) and Eq. (12), the sums of the weighted normalized values are calculated for both the beneficial attributes (S +i ) and non-beneficial attributes (S -i ), as shown in Table 8 . Then, applying Eq. (15), the relative significance or priority value (Q i ) for each FMS alternative is computed, as given in Table 9 . This table also exhibits the quantitative utility (U i ) for each alternative on the basis of which the complete ranking of the FMS alternatives is obtained as 5-3-1-4-7-6-8-2. FMS 3 and FMS 8 obtain the first and second ranks respectively. FMS 7 is the last choice. 
EXPROM2 method
From the normalized decision matrix of Table 3 and employing Eq. (17) or Eq. (18), the corresponding preference functions are computed for all the pairs of FMS alternatives. Table 10 shows the weak preference index, strong preference index and total preference index for the alternative FMS pairs. As in this calculation, usual criterion is adopted as the preference function, both the values of weak and strong preference indices are obtained to be the same. Now, based on the leaving and entering outranking flows, as given in Table 11 , the corresponding net outranking flow values are determined for all the alternatives. After arranging these net outranking flows in descending order, the final ranking of FMS alternatives is obtained, as shown in Table 11 . The ranking of FMS alternatives is observed as 5-3-1-4-6-8-7-2 which signifies that FMS 3 is the best choice. FMS 8 obtains the second rank and FMS 6 is the worst choice.
Table 10
Weak, strong and total preference index values for alternative FMS pairs 
ORESTE method
In this method, at first, the weak order of the criteria is determined indicating their relative importance. Based on the criteria values, as shown in Table 2 , the weak order of the criteria is C 2 P C 3 P C 1 P C 6 I C 7 P C 4 I C 5 P C 8 which indicates that required floor space (C 2 ) is the most preferred criterion and quality improvement (C 8 ) is the least important criterion. Then for each criterion, a weak order of the alternatives is determined, as shown in Table 12 . Now, based on step (3) of sub-section 2.4, the Besson ranking of all the FMS selection criteria and also the Besson ranking of the considered FMS alternatives are determined, as given in Tables 13 and 14 respectively. Now, applying Eq. (26), the corresponding projection distances are computed, as shown in Table 15 . From this table, the rankings of the projections or global ranks are obtained, as given in Table 16 . In the last step of this method, the mean ranks of FMS alternatives are obtained from which the final ranking of the candidate alternatives is derived, as shown in Table 17 . From this table, the ranking of FMS alternatives is observed as 7-2-1-4-6-8-5-3. FMS 3 is the best choice and FMS 6 is the worst chosen alternative.
Table 12
Weak order of the alternatives for each criterion in ORESTE method Criteria Weak order of alternatives C 1 2 P 7 P 5 P 8 P 1 P 3 P 4 P 6 C 2 3 P 4 P 8 P 5 P 2 P 1 P 7 P 6 C 3 3 P 8 P 2 I 7 P 1 P 5 P 4 P 6 C 4 3 I 6 P 1 I 2 I 4 P 7 I 8 P 5 C 5 6 I 8 P 2 I 3 I 5 P 1 I 4 P 7 C 6 8 P 1 I 3 I 5 P 2 I 4 I 6 P 7 C 7 2 P 3 I 4 I 7 P 1 I 6 I 8 P 5 C 8 4 I 7 P 3 I 5 2 I 6 I 8 P 1
Table 13
Besson ranking of criteria in ORESTE method Criteria C 1 C 2 C 3 C 4 C 5 C 6 C 7 C 8 Besson ranking 3 1 2 6.5 6.5 4.5 4.5 8
Table 14
Besson ranking of the alternatives in ORESTE method Criteria  FMS1  FMS2  FMS3  FMS4  FMS5  FMS6  FMS7  FMS8  C 1  5  1  6  7  3  8  2  4  C 2  6  5  1  2  4  8  7 
OCRA method
At first, using Eq. (28), the aggregate performance of the alternatives with respect to all the input criteria is calculated. Then based on these values, the linear preference ratings for the input criteria are computed. Applying Eq. (30), the aggregate performance of the alternatives on all the beneficial or output criteria are then determined and subsequently, the linear preference ratings for the output criteria are calculated. Lastly, using Eq. (32), the overall preference rating for each of the FMS alternative is determined. The detailed computations of this method are illustrated in Table 18 . In this method, the ranking of FMS alternatives is obtained as 6-3-1-4-7-5-8-2, which suggests that FMS 3 attains the top rank. FMS 8 is the second best choice and FMS 7 has the last rank. 
ARAS method
From the weighted normalized decision matrix, as given in Table 19 , and using Eq. (35), the optimality function (S i ) for each of the FMS alternative is calculated. Then the corresponding values of the utility degree (U i ) are determined for all the alternatives. The values of S i and U i , and the ranking achieved by the FMS alternatives are exhibited in Table 20 . It is revealed from this table that FMS 3 is the best chosen alternative and FMS 5 obtains the last rank. FMS 2 has the second rank. 
Comparative analysis
In order to validate the applicability and suitability of the six considered preference ranking methods to solve this FMS selection problem, their relative ranking performance is compared using the following measures:
(a) Spearman's rank correlation coefficient, (b) Kendall's coefficient of concordance, (c) agreement between the top three ranked alternatives, and (d) number of ranks matched, as the percentage of the number of considered alternatives.
Using Spearman's rank correlation coefficient (r s ) value, the similarity between two sets of rankings can be measured. Usually, its value lies between -1 and +1, where the value of +1 denotes a perfect match between two rank orderings. Table 21 shows the Spearman's rank correlation coefficients when the rankings of FMS alternatives as obtained using all the six preference ranking methods are compared between themselves and also with respect to the rank ordering as derived by Karsak (Karsak, 2002) . It is observed that the r s value ranges between 0.5238 and 0.9761. The performance of ORESTE method is satisfactory with respect to r s value. Other methods, except COPRAS and ARAS, also perform well. It is also observed that CORRAS is almost similar to OCRA, and OCRA to ARAS.
The relative performance of these methods with respect to the ranking of FMS alternatives as obtained by Karsak (2002) is well visualized using the value of Z, which can be expressed as below: Fig. 1 plots the Z values for all the considered preference ranking methods and it reveals that ORESTE is the best method. On the other hand, the performance of OCRA and ARAS methods are not so much satisfactory.
Fig. 1. Z values for the six preference ranking methods
The similarity of rankings obtained by these methods is also measured using Kendall's coefficient of concordance (z). Its value lies between 0 and 1, where a value of 1 results in a perfect match. In this case, the value of z is computed as 0.8705, which suggests that there is an almost perfect agreement between the considered methods. When the ranking of FMS alternatives as derived by Karsak (2002) is taken into consideration, the z value is observed to be 0.8318, which is also quite high suggesting a similarity of the rank orderings between those obtained by the six preference ranking methods and that of Karsak (2002) . A high z value signifies the suitability of these methods to solve the considered FMS selection problem.
Sometimes, the decision maker may be interested to select the best FMS as the single choice. So, another test is performed based on the agreement between the top three ranked FMS alternatives. Here, a result of (1,2,3) means the first, second and third ranks match; (1,2,#) means the first and second ranks match; (1,#,#) means only the first ranks match; and (#,#,#) means no match. Table 21 shows the results of this test, which indicates that ARAS method has the maximum number of mismatches with respect to the ranking of the top three FMS alternatives. It is also quite interesting to note that for all the methods, the top ranked alternative is FMS 3.
Table 21
A comparative study on ranking performance for six preference ranking methods The last test is performed with respect to the number of ranks matched, expressed as the percentage of the number of alternatives considered. These results are also shown in Table 21 . In this test, it is observed that ORESTE emerges out as the best preference ranking method. Table 22 exhibits various characteristics of the six considered preference ranking methods (Teghem et al., 1989) . It is observed that all these methods are quite capable to deal with both the cardinal and ordinal data, and can provide the total ranking of the considered alternatives, although they have different mathematical treatments and operational approaches.
Results and discussions
In order to validate the superiority of ORESTE method over the other considered preference ranking methods, two more FMS selection problems are studied. The first problem (Rao and Parnichkun, 2009) considers selection of an FMS from a set of eight alternatives which are evaluated based on seven criteria, i.e. reduction in labour cost (%), reduction in WIP (%), reduction in set up cost (%), increase in market response, increase in quality, capital and maintenance cost ($000), and floor space used (sq. ft.). While solving this problem using digraph and matrix approach, Rao and Parnichkun (2009) derived a ranking of FMS alternatives as 3-4-7-2-5-6-1-8. FMS 7 was the best alternative and FMS 8 was the worst choice. The same FMS selection problem is now solved employing the six preference ranking methods and their relative ranking performance is shown in Table 23 . From this table, it is found that there exists a perfect match between the rank ordering as obtained by ORESTE method and that derived by Rao and Parnichkun (2009) . The Kendal's coefficient of concordance value is also estimated to be quite high (z = 0.9553) which indicates the existence of a near to perfect agreement between the considered methods. Rao and Parnichkun (2009) also cited another FMS selection problem which consists of four FMS alternatives and six evaluation criteria, and solved that problem using digraph and matrix approach to obtain a comparative ranking of FMS alternatives as 2-1-3-4. The six considered criteria are annual depreciation and maintenance costs, quality of results, ease of use, competitiveness, adaptability and expandability. When this FMS selection problem is solved using the six preference ranking methods, their comparative ranking performance is derived as shown in Table 24 . A very high z value (z = 0.9778) assures the applicability of these preference ranking methods to solve this FMS selection problem too. From Tables 23 and 24 , it becomes quite clear that ORESTE method provides the exact rank orderings of FMS alternatives when compared to those obtained by Rao and Parnichkun (2009) . It can be concluded that ORESTE method outperforms the other methods with respect to their ranking performance. 
Mapping to industrial problems
The main aim of this paper is to investigate the efficacy of different state-of-the-art preference ranking methods for arriving at the best FMS selection decision. The performance of six preference ranking methods is compared with respect to their suitability to solve MCDM problems, simplicity of use, consistency of choice and degree of decision maker's involvement. As discussed earlier, most of these methods need the definition of criteria weights, which express the relative importance of one criterion over the other. This is one of the most decisive phases for executing any preference ranking-based MCDM method.
Application of EVAMIX method starts with the initial decision matrix. A linear normalization technique is adopted to convert all the criteria values into dimensionless numbers ranging from 0 to 1. This is required to compare all the non-commensurable units in the decision matrix. After normalization, the dominance scores for each pair of alternatives are calculated on a criterion-bycriterion comparison basis and an additive interval model is then adopted followed by a weighted summation method. For COPRAS and ARAS methods, a simple weighted summation technique is separately adopted for the normalized beneficial and non-beneficial attributes, leading to the calculation of an overall significance or utility for each of the alternatives. The main difference between the operational procedures of COPRAS and ARAS methods lies in how they normalize the original decision matrix. In COPRAS method, a straightforward linear normalization procedure is used, whereas in ARAS method, a two-step linear normalization technique is adopted. EXPROM2 method is based on the comparison of alternatives considering the deviations that the alternatives show for each criterion. It allows direct computation on the normalized variables on the basis of a 'usual criterion', which is the simplest preference function, requiring no intervention from the decision maker. It also allows the involvement of different preference models to each criterion, each one being characterized by a certain degree of intricacy and a given involvement of some preference parameters to be set by the decision maker. Application of ORESTE method starts with defining a weak order of criteria indicating their relative importance. Then, the alternatives are compared on the basis of Besson rankings and finally, global mean ranks for the alternatives are obtained. This procedure is just like an aggregation technique as followed in most of the popular preference ranking methods. Lastly, application of OCRA method starts with the calculation of preference ratings for each alternative with respect to all the beneficial and non-beneficial criteria. This same concept is also used for COPRAS and ARAS methods. Finally, an aggregation technique is adopted to determine the overall preference rating of each alternative showing the ranking of the alternatives. Thus, it can be said that although the mathematical and operational procedures of the considered preference ranking methods substantially differ from each other, but there are similarities in the concepts they use to reach the final evaluation and ranking of the alternatives in terms of overall utility or significance or preference rating. Hence, mapping an industrial example (like FMS selection) to different preference ranking methods will not be quite troublesome.
Conclusions
Although different MCDM methods have already been proposed by the past researchers to address the issue of FMS evaluation and selection, it is still not clear which MCDM method is the best for a given FMS selection problem. This paper considers six potential preference ranking-based methods and compares their ranking performance while selecting an FMS for a specific industrial application. Four performance tests are conducted for this ranking performance comparison and also for measuring the degree of agreement between the rankings derived by the considered methods. It is found that although ORESTE performs well, any preference ranking method can be successfully applied for FMS selection problems as the change of the method does not produce any difference in the top ranked FMS alternative. The main reason behind it is that although these methods are based on different mathematical models, they either consider formulation of dominance scores of alternatives on criterion-by-criterion basis (as in EVAMIX method) or defining relative priorities of alternatives based on weighted normalized decision matrix (as in COPRAS method) or defining some preference functions (as in EXPROM2 method) or calculating preference ratings of the alternatives considering all the selection criteria (as in OCRA method) or determining optimality functions (as in ARAS method), ultimately leading to the development of a ranking score, which is nothing but an aggregation of all the weighted normalized criteria and a balance between total and individual satisfaction or preference. So basically, all these methods whether they adopt preference function or weighted sum utility value, indicate how much an alternative is preferred to other alternatives. The minor discrepancy that appears between the intermediate rankings obtained by different methods can be attributed to the difference in their mathematical and operational approaches to select the best alternative, the way of dealing with criteria weights in their calculations and introduction of additional parameters affecting the final ranking of the alternatives. In few cases where strong disagreement between these methods occurs, it is due to presence of mixed ordinal-cardinal data in the decision matrix. Thus, the focus would lie not on the selection of the most appropriate preference ranking method to be adopted, but on proper structuring of the decision problem considering relevant criteria and decision alternatives. Future scope may include the application of other preference ranking methods, like COPRAS-G, PSI (preference selection index) etc. to solve complex decision-making problems with crisp, grey and fuzzy criteria.
