In this paper we obtain first and second-order optimality conditions for an isolated minimum of order two for the problem with inequality constraints and a set constraint. First-order sufficient conditions are derived in terms of generalized convex functions. In the necessary conditions we suppose that the data are continuously differentiable. A notion of strongly KT invex inequality constrained problem is introduced. It is shown that each Kuhn-Tucker point is an isolated global minimizer of order two if and only if the problem is strongly KT invex. The article could be considered as a continuation of [I. Ginchev, V.I. Ivanov, Second-order optimality conditions for problems with C 1 data, J. Math. Anal.
Introduction
In the present paper we deal with first and second-order optimality conditions for the problem with inequality constraints and a set constraint:
Minimize f 0 (x) subject to x ∈ X, f i (x) 0, i = 1, 2, . . . ,m, (P) where X ⊆ R n and the functions f i , i = 0, 1, . . . ,m, are defined on X . In the whole article we suppose that X is an open set. Second-order necessary and sufficient conditions for a local minimum for the problem (P) with C 1 data are obtained in the paper Ginchev, Ivanov [9] . In the sufficient conditions the second-order pseudoconvex functions, introduced in Ginchev, Ivanov [8] , are involved. Second-order sufficient conditions for an isolated local minimum of order two (for short, isolated local minimum) are derived in the case when (P) contains C 1,1 functions. It is shown by an example that the sufficient conditions for an isolated local minimum do not hold for arbitrary C 1 problem. A new notion called parabolic local minimum is introduced. The sufficient conditions for parabolic local minimum are satisfied for any problem with C 1 data.
It this article we continue the investigations from [9] . We obtain necessary optimality conditions for an isolated local minimum for (P) where the functions involved are continuously differentiable. There exists a gap between the necessary conditions and the sufficient ones. We prove that if additional second-order constraint qualification holds, then the sufficient conditions are necessary for a second-order isolated local minimum. We derive first-order sufficient optimality conditions for an isolated minimizer of order two for generalized convex problems. We receive these conditions from the general sufficient ones by removing the second-order condition, but involving the hypothesis that the functions satisfy some generalized convexity property. At last, we introduce a notion of strongly Kuhn-Tucker (for short, KT) invex program. We prove that every Kuhn-Tucker stationary point is an isolated global minimizer if and only if the problem (P) is strongly KT invex.
The second-order optimality conditions play important role in mathematics and we mention some works which concern with Karush-Kuhn-Tucker or Fritz John ones for problems with continuously differentiable or more general functions [3] [4] [5] [6] 9, 11, 14, 16, 18, 28] . In several articles the isolated local minimizers are investigated [2, 17, 25, 26] . Sufficient conditions for global minima for quasiconvex programs with inequality and equality constraints are given in [10] and references therein. A generalization of these results to non-quasiconvex problems is obtained in [15] . The notion of KT invexity was introduced in [20] . Martin showed that every KT point of the problem (P) is a global minimizer if and only if (P) is KT invex. Several papers appeared later [1, 21, 24, 27] where KT invex problems or KT invex multiobjective ones with inequality constraints are characterized in terms of its global minimizers or efficient points.
We compare our results with the respective conditions for isolated local minimum of order two. In Jimenez, Novo [17] a more general problem is considered, including problems with equality constraints, but the necessary conditions there are given in terms of the derivatives of the objective function. Only the sufficient conditions contain Lagrange function. In contrast to their results our necessary conditions are derived in term of Lagrange multipliers. The reader can find necessary conditions with Lagrange function in Ward [26] , but they concern with C 1,1 problems. In our opinion nobody has obtained first-order sufficient conditions for an isolated minimum of order two with generalized convex functions.
We begin with some preliminary definitions and notations. Denote by R the set of reals and R = R ∪ {−∞} ∪ {+∞} is the extended real line. Let the function f : X → R be differentiable at x ∈ X . Then the lower second-order directional derivative
exists, then the function is called second-order directionally differentiable at the point x ∈ X in direction u ∈ R n and f (x, u)
is its second-order directional derivative. The function f is called second-order directionally differentiable on X if the derivative f (x, u) exists for each x ∈ X and any direction u ∈ R n .
Let a differentiable function f : X → R be given. The gradient map ∇ f : X → R n is called Lipschitz continuous atx ∈ X if there are L > 0 and δ > 0 such that
The following definition about quasiconvexity for differentiable functions is used in the sufficient conditions for a global minimum: Let f be differentiable atx ∈ X . Then f is said to be quasiconvex atx with respect to X if
A differentiable function f is called quasiconvex on X if implication (1) holds for allx ∈ X . If X is convex, and f differentiable on X , then both definitions are equivalent [19, Theorem 9.1.4] .
The following notion of a strongly pseudoconvex function is due to Diewert, Avriel, Zang [7] : Let X be an open convex subset of R n . A differentiable function f : X → R is said to be strongly pseudoconvex if, for every x ∈ X and v ∈ R n such that v = 1 and ∇ f (x)v = 0, there exist positive numbers ε and β such that x ± εv ∈ X and
Using this definition we call a function f , which is defined on the open set X ⊆ R n and differentiable atx ∈ X , strongly pseudoconvex atx if, for every v ∈ R n such that v = 1 and ∇ f (x)v = 0, there exist positive numbers ε and β with x ± εv ∈ X and 
Every strongly pseudoconvex function is strictly pseudoconvex [12, Proposition 2.1].
The strongly convex functions were introduced in Polyak [23] . A function f , which is defined on the convex set X , is called strongly convex on X if there exists κ > 0 such that
The following definition was introduced in Ginchev, Ivanov [9] : Consider a function f : X → R which is differentiable at x ∈ X and second-order directionally differentiable at x ∈ X in every direction y − x such that
We call f second-order pseudoconcave at x ∈ X if for all y ∈ X the following implications hold:
Consider the problem (P). In the whole article we suppose that f i , i = 
For every feasible point x ∈ S let I(x) be the set of active constraints
In all results we suppose that for the feasible pointx we have
For a fixed vectorx ∈ R n and a critical direction d ∈ R n , let
A feasible pointx is called an isolated local minimizer of order two for the problem (P) if there exist a neighborhood N ofx and a constant C > 0 with
Another name is used for these local minimizers: strict local minimizers of order two [2, 17, 26] . A feasible pointx is called an isolated global minimizer of order two for the problem (P) if there exists a constant C > 0 such that inequality (2) holds for all x ∈ S.
The following two theorems are given in Ginchev, Ivanov [9] .
Theorem 1 (Second-order primal sufficient conditions). Let X ⊆ R n be an open convex set, andx a feasible point. Suppose that f i (i ∈ {0} ∪ I(x)) belong to the class C 1,1 (X), and they are second-order directionally differentiable. If for every critical direction
thenx is an isolated local minimizer of order two.
Theorem 2 (Second-order dual sufficient conditions). Suppose that X is an open convex set, andx is a feasible point. Let f i (i ∈ {0} ∪ I(x)) belong to the class C 1,1 (X), and they are second-order directionally differentiable. If for every nonzero critical direction d there exist Lagrange multipliers
λ i 0, i = 0, 1, 2, . . . ,m, with λ = (λ 0 , λ 1 , . . . , λ m ) = 0 such that λ i f i (x) = 0, i = 1, 2, . . . ,m, p i=0 λ i ∇ f i (x) = 0, p i=0 λ i f i (x, d) > 0,
thenx is an isolated local minimizer of order two.
The paper is organized as follows: In Section 2 we derive the necessary conditions for an isolated local minimum. The sufficient conditions for isolated local minimum and isolated global one in terms of generalized convex functions are given in Section 3.
Necessary conditions for an isolated local minimum of order two
In this section we derive necessary conditions for an isolated local minimum of order two.
Theorem 3 (Second-order primal necessary conditions). Suppose thatx is an isolated local minimizer of order two for the problem (P). Let the functions f i (i / ∈ I(x)) be continuous atx, the functions f i (i ∈ {0} ∪ I(x)) be continuously differentiable, and f i
, it follows that there is no z ∈ R n which solves the system
Proof. Suppose the contrary that there exists a nonzero critical direction d such that the system (3) has a solution z ∈ R n .
Obviously the case I 0 (x, d) = ∅ is impossible sincex is a local minimum. Consider the following cases concerning the objective function and the constraints: 1
Consider the function of one variable
Since X is open andx is feasible, there exists δ 0 > 0 such that ϕ 0 is defined for −δ 0 < t < δ 0 . We have
be such that
According to the mean-value theorem for every positive integer k and every t k > 0 there exists θ 0 k ∈ (0, 1) with
By f 0 ∈ C 1 , we obtain from (4) and (5) that
We infer from the mean-value theorem and f 0 ∈ C 1 that
Since z is a solution of the system (3) with a direction d we conclude that for every ε > 0 there exists δ > 0 such that
for all sufficiently large integers k. 
It follows from the arguments of part 2 0 that there is δ i > 0 with ϕ i (t k ) < ϕ i (0) for all t k ∈ (0, δ i ). Hence we have
we conclude from the arguments of part 1 0 that there exists δ i > 0 such that
Thanks to (8) , (10), (11) z are feasible for all sufficiently large integers k. Then, it follows from (6) and (7) thatx is not an isolated local minimizer of order two, contradicting our hypothesis. 2
For every feasible point x and direction d consider the sets
Lemma 1. Letx be a feasible point of the problem (P) and d be a direction. Then A(x, d) ⊆ B(x, d).

Proof. The proof is trivial if there is no
Suppose that i ∈ I(x) with ∇ f i (x)d = 0 and z ∈ A(x, d). Then there exists δ i > 0 such that
It follows from the proof of Theorem 3 that
which proves the lemma. 2
The following example shows that the inverse inclusion does not hold.
) is a second-order constraint qualification. 
Theorem 4 (Second-order primal necessary conditions
I 0 (x, d) = ∅ becausex is a local minimizer. Consider the following cases:
where ϕ is defined by (9) . There exists δ i > 0 with ϕ i (t) < ϕ i (0) for all t ∈ (0, δ i ). Hence 
Thus the pointx + td + 0.5t 2 z is feasible for all sufficiently small t > 0. Let 0 ∈ I 0 (x, d). There exists C > 0 with
for all sufficiently small t > 0 becausex is an isolated local minimizer. Therefore
which contradicts the assumption that the system (12) has a solution.
for all sufficiently small t > 0 which is contrary to the hypothesis thatx is an isolated local minimizer of order two. 2
Lemma 2. Let the feasible pointx be an isolated local minimizer of order two for the problem (P), and the functions f i (i ∈ {0} ∪ I(x)),
belong to the class C 1 
. Suppose that for every critical direction d the functions f i (i ∈
Proof. Consider the matrix A whose rows are {∇ f i (x) | i ∈ I 0 (x, d)} and the vector b whose components are 
where we denote by A T the transpose of the matrix A. By Duality theorem both programs are solvable together. Therefore the second one has a positive optimal value if and only if (i) holds. 2
Theorem 5 (Second-order dual necessary conditions). Let all hypotheses of Theorem 4 hold. Then for every nonzero critical direction d
there exists non-negative multiplier λ = (λ 0 , λ 1 , . . . , λ m ) = 0 which satisfies conditions (13).
Proof. The theorem directly follows from Theorem 4 and Lemma 2. 2
On the base of the idea of the definition of a second-order pseudoconcave function we introduce the following notion: Definition 1. Consider a function of one variable ϕ : (−a, a) → R which is differentiable at t = 0 and there exists its secondorder right derivative
Then we call ϕ second-order locally pseudoconcave at t = 0 if there exists a sequence {t k } ∞
k=1
, t k > 0, t k → +0 such that the following implications hold:
The following are sufficient conditions for the constraint qualification:
Proposition 1. Let the functions f i (i / ∈ I(x)) be continuous atx, the functions f i (i ∈ I(x)) differentiable and second-order directionally differentiable atx in any direction
Suppose thatx is a feasible point of (P) and the functions of one
, defined by (9) , are second-order locally pseudoconcave at t = 0 for every critical direction d and for every z ∈ R n . 
Then
A(x, d) = B(x, d) for every critical direction d.
Proof. According to Lemma 1 it is enough to prove that B(x, d) ⊆ A(x, d). Let d be an arbitrary critical direction and z / ∈ A(x, d). We prove that z / ∈ B(x, d). It follows from
Isolated minimizers and generalized convexity
In this section we derive sufficient optimality conditions of Karush-Kuhn-Tucker type for isolated minimum of secondorder including generalized convex functions. 
Theorem 6. Letx be a feasible point of (P). Suppose that f i (i ∈
thenx is an isolated local minimizer of second-order.
Proof. Assume thatx is not an isolated minimizer. Therefore, for every sequence {ε k } ∞ k=1 of positive numbers converging to zero, there exists a sequence {x k } with
It follows from (15) that x k →x.
Passing to a subsequence, we may suppose that
The direction d is critical. Indeed, the second inequality in (15) can be written in the form
There exists K > 0 such that
for sufficiently large k. Therefore
Taking the limits as k → ∞ we obtain from here that ∇ f 0 (x)d 0. It follows from (16) and quasiconvexity of
Taking the limits as k → ∞ we obtain from here that
On the other hand the second equation in (14) implies that
Since d is critical we conclude from here that
According to (15) we obtain
By the mean-value theorem there exists θ k ∈ (0, 1) such that
By strong pseudoconvexity there exists β > 0 with
for all sufficiently large k.
It follows from (14) and (17) 
Taking into account inequalities (18) and (19) we obtain that
for all sufficiently large integers k. Using that the gradient ∇ f (·) is Lipschitz continuous atx we obtain that there exists a constant L > 0 such that
for all sufficiently large k. By canceling t k in (20) , taking into account (21) , and taking the limits as k → +∞ we obtain the impossible inequality 0 β which contradicts our assumption. Thereforex is an isolated local minimizer. 2
The following example shows that Theorem 6 is not true for functions whose gradient map is not Lipschitz continuous. Suppose additionally in Theorem 6 that f is strongly pseudoconvex at every point from X . Then it follows from the next theorem that the minimizer is strict and global, because every strongly pseudoconvex function is strictly pseudoconvex. Example 2 shows that the strong pseudoconvexity of f only atx does not imply strict pseudoconvexity atx. Indeed, (14) hold, thenx is a global minimizer of (P).
If additionally f 0 is strictly pseudoconvex atx, then the minimizerx is strict.
Sufficient conditions for global minima in problems with inequality, equality and a set constraints and quasiconvex data are given in Giorgi [10] and the references therein. Theorem 6 is not similar to them, but it could be considered as a complement to these results.
In 1981 Hanson [13] introduced invex functions. Several years later Martin [20] introduced the notion of Kuhn-Tucker invexity (for short, KT invexity) for the program (P): The problem (P) is called KT invex if there exists a map η :
The following claim characterizes KT invex programs.
Proposition 2. Let the problem (P) be differentiable. Then (P) is KT invex if and only if the following implication holds:
Proof. 1 0 ) Let implication (22) hold. We prove that implication (23) is satisfied. Suppose that
but there exists x ∈ S with f 0 (x) < f 0 (x). Then it follows from (22) that there exists η(x,x) such that
because η(x,x) satisfies the constraints of the linear programming problem
Thus we obtained a contradiction. 2 0 ) Let implication (23) hold. We prove that implication (22) is satisfied. Suppose the contrary that (22) is not fulfilled. Therefore there exist x ∈ S andx ∈ S such that for every v ∈ R n at least one of the inequalities
violates. In particular, taking v = 0, we obtain that f 0 (x) < f 0 (x). By the contrapositive form of (23) we conclude that
Hence there exists u ∈ R n such that
Put v = tu, t > 0 in (25) . It follows from (25) and (26) that
which is impossible because of (26 Proof. The relation (24) is equivalent tō 
The dual of the linear programming problem in (28) By Duality theorem both problems are solvable together which implies that (24) holds if and only ifx is a KT point. 2
The following result is Theorem 2.1 in [20] . It is a direct consequence of Proposition 2 and Lemma 3.
Corollary 1. Let the problem (P) be differentiable. Then every KT point is a global minimizer if and only if (P) is KT invex.
We introduce the following definition which is based on implication (23).
Definition 2.
Let the problem (P) be differentiable. We call (P) strongly KT invex atx ∈ S if the following implication holds:
We call (P) strongly KT invex if (29) holds for allx ∈ S.
The following example shows how we can verify the strong KT invexity. The objective function is not strongly convex. Really, it is concave.
Sufficient optimality conditions for an isolated global minimum of second-order of a differentiable strongly convex function, defined on an open convex set, are given in Polyak [22] .
The following theorem contains sufficient conditions for isolated global minimum of order two (for short, isolated global minimizer) for the problem (P). Proof. The theorem directly follows from the definition of an isolated global minimum, Definition 2 and Lemma 3. 2 Theorem 8 implies that the strongly KT invex problems are the widest class satisfying the following property: each KT point of (P) is an isolated global minimizer of order two.
In the next theorem we show that strong invexity is a generalization of strong convexity.
