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EFFECTIVE IMPLEMENTATION OF THE EXPECTATION MAXIMIZATION                              
ALGORITHM USING GPGPU 
The problem of decreasing of running time for the data processing algorithms is very important especially when they 
are used in real time. For example, in real time image processing, process control systems, speech recognition, etc. 
The paper considers the possibility of decreasing running time of the expectation maximization (EM) algorithm using 
modern computing systems. The proposed modified EM-algorithm is aimed at better parallelism for the general 
purpose graphical processing unit (GPGPU).The experimental results are obtained with solving of the classical 
problem of Gaussian random variables mixture separation. The proposed implementation of the algorithm was 
performed on one and two 8-core processor (CPU) setup, as well as on the general purpose graphical processing unit. 
The graphics processor, because of its abilities for parallel computations and due to the properties of the EM-
algorithm considered, showed substantially higher effectiveness in all the computational experiments. Besides, the 
modified EM-algorithm showed almost two times faster performance on GPGPU than on one or two CPU using 
large sample sizes (from 5 million values and higher). The lower price of graphics processor is an additional 
advantage of the approach proposed for such parallel algorithms and GPGPU usage. 
Introduction 
The problem of effective implementation of 
computing algorithms is in the centre of attention 
for many researchers because decreasing of pro-
grams running time provides the users with sub-
stantial benefits in multifunctional systems [1, 2]. 
This is especially important in the case of solving 
the problems of data clustering, objects/subjects 
classification, image processing, and optimization 
where the number of computational operations can 
be very high and time consuming [3].  
An expectation maximization algorithm (EM-
algorithm) is widely used in mathematical and ap-
plied statistics, optimization theory and its multiple 
applications for computing unknown model pa-
rameters, imputing missed measurements, finding 
the minima and maxima values for various func-
tions etc. One of its known applications is directed 
towards maximum likelihood estimation of un-
known model parameters for probabilistic models 
in the cases when some investigated process vari-
ables cannot be measured directly.  
The algorithm is functioning iteratively in two 
steps. At the first E-step (expectation step) an ex-
pected value of likelihood function is computed  
using current approximation for non-measurable 
variables. The M-step is used for computing the 
model parameter estimates that maximize the ex-
pected likelihood generated at the E-step. The 
EM-algorithm is also often used for data cluster-
ing, machine learning, in computer vision systems, 
and natural language processing (in this area it is 
known as a special case: Baum-Welch algorithm). 
Due to the possibility of functioning in the condi-
tions of lost data the EM-algorithm is very useful 
instrument for portfolio risks estimation in analysis 
of various financial data [4]. Among other well-
known applications is medical image processing: 
the positron emission tomography and the single-
photon emission computed tomography.  
We use the EM-algorithm to find the maxi-
mum likelihood estimates of parameters of a sta-
tistical model in cases where the equations cannot 
be solved directly. Typically these models involve 
latent variables in addition to unknown parame-
ters and known data observations. That is, either 
there are missing values among the data, or the 
model can be formulated more simply by assu-
ming the existence of additional unobserved data 
points. 
The problem statement  
It is necessary to find consistent unbiased es-
timates of random variables mixture model pa-
rameters. The estimation problem can be formu-
lated in the following way: given a set of N  points 
in a D-dimensional space, 1 2, ,...,
D
Nx x x R∈ , and 
a family of probability densities F  on DR , it is 
necessary find the probability density ( ) ,f x F∈  
such that probability of generation of the set 
1 2, ,..., Nx x x , is maximized, using this density. 
The common technique for definition of the 
probability density family is assigning densities to 
have a common algebraic form with different pa-
rameters θ  [5, 6]. 
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Problem solution 
As shown in [5], this problem has the follow-
ing solution: 
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The first two equations are easy to under-
stand, because km  and kσ  are the sample mean 
and the sample standard deviation, weighted by a 
probability of a given point to be generated from 
the k-th model. The third equation for the mixture 
is not so obvious, but not so hard to interpret, 
since the values of kp  are obtained as a sample 
mean of conditional probabilities ( | )p k n . 
An iterative computing procedure 
The equations (1)—(3) are strongly connected 
because ( | )p k n  on the right hand sides of both 
equations are dependent to all variables on the left 
side. This makes it hard to directly solve these 
equations. Nevertheless, EM-algorithm allows us 
to construct an iterative procedure for solving this 
system [7]. 
EM-algorithm is an iterative process, with the 
following steps: 
1. Е-step: estimate conditional expectation:  
| ,( | ) {ln ( , | )}nn Z XQ E P X zθθ θ = θ . 
 2. M-step: maximization of the Q in relation 
to θ : 
1 argmax ( | )n nQ+ θθ = θ θ . 
Calculation the sum of current membership 
probabilities for each point, conditional member-
ship probability calculation loop, expectation esti-
mation loop and variance estimation loop were 
parallelized using OpenCL to obtain better per-
formance using general purpose graphical process-
ing unit (GPGPU). 
Both, central processing unit (CPU) and 
graphical processing unit (GPU) algorithms were 
implemented so the GPU parallelization efficiency 
can be determined. For all tests we used the fol-
lowing formulae to validate the correctness and 
measure performance: 
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and k
∗σ
 
are estimated mean and stan-
dard deviation by the specific algorithm imple-
mented.  
The multithreaded CPU versions of the EM-al-
gorithm 
Multithreaded CPU version is implemented 
by means of OpenMP technology [8]. This imple-
mentation was tested in detail in [9]. We will only 
show some basic results achieved. 
The tests were executed on a personal com-
puter (PC) with Intel Core i7 2600k CPU. This 
CPU has 4 cores with Hyper-Threading technol-
ogy, which makes it possible to execute 8 parallel 
threads [10]. In this test a mixture of two Gaus-
sians with the same variance, 1 2 1,σ = σ =  and 
means 1 2m m a= − =  were used. The sample size 
included 1000000 elements. The results are given 
in table 1.  
Table 1. EM-algorithm implementation on various CPU 
cores 
№ Threads# Eps Time, sec 
1 1 3,5 e −8 43,66 
2 2 3,5 e −8 24,16 
3 3 3,5 e −8 19,20 
4 4 3,5 e −8 16,14 
5 5 3,5 e −8 14,36 
6 6 3,5 e −8 13,38 
7 7 3,5 e −8 12,87 
8 8 3,5 e −8 12,46 
Fig. 1. EM-algorithm running time 
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The relation between running time and the 
number of CPU cores shows Fig. 1. As we can see 
from the Fig. 1, additional increase in CPU cores 
number will decrease time for a less and less value. 
That makes it clear that we should investigate 
other available technologies for EM-algorithm 
speeding up. 
GPGPU versus Multithreaded CPU EM-algo-
rithm comparison 
All the tests were executed on a high-end work-
station with two Intel Xeon E5-2670 CPUs and 
NVIDIA Quadro 4000 graphics card. Each of the 
two CPUs has 8 cores with Hyper-Threading tech-
nology, which makes it possible to execute 16 par-
allel threads on each CPU, and makes it 32 paral-
lel threads in total [10]. The installed GPU has 
256 computational units, each capable of executing 
32 threads in a warp [11], giving the total of 8,192 
active threads. 
The CPU version is implemented using 
OpenMP technology and compiled with Intel C++ 
Compiler 2011. GPU version is implemented using 
OpenCL technology, and compiled by the device 
driver. 
The mixtures of three Gaussians with the same 
variance, 1 2 3 1σ = σ = σ = , and means, 1 2,m = −  
2 0,1,m =  3 1,5,m =  have been generated as the test 
data. The sample size was from 1000000 to 
100000000 elements on different tests. The results 
are shown in table 2. 
Table 2. EM-algorithm implementation comparison: one 
CPU, two CPUs, and GPU 
№ 
Sample 
size 
Eps 
Time,  
one CPU 
Time, 
two CPUs
Time, 
GPU
1 100000 2,7E−4 1,76 1,79 1,58 
2 200000 2,7E−4 3,45 2,60 2,32 
3 400000 1,7E−4 7,24 5,52 3,93 
4 800000 1,4E−4 14,7 11,5 7,07 
5 1600000 7,2E−5 31,4 20,9 13,6 
6 3200000 3,1E−5 73,3 64,3 26,6 
7 6400000 1,4E−5 154 120 52,8 
8 12800000 4,0E−6 291 226 105 
9 25600000 8,3E−7 680 456 210 
10 51200000 3,5E−7 1396 902 431 
Other results of testing are shown in Figs. 2—
4. Fig. 2 shows precision of EM algorithm com-
puting results for the tests 1—10. Figs. 3, 4 show 
increase of running time for EM-algorithm with 
one CPU, two CPUs and GPU technology. 
Fig. 2. EM-algorithm precision related to sample size 
Fig. 3. Comparing EM-algorithm running times for alter-
native implementations  
Fig. 4. Comparing normalized by price running times 
As we can see from Fig. 3, GPU version is 
about two times faster on big sample sizes. That 
advantage becomes even more significant if we 
take the price into comparison. As of June 2013, 
one Intel Xeon E5-2670 CPU costs about 1600 
USD, while Nvidia Quadro 4000 GPU costs about 
650 USD. 
In Fig. 4 a comparison is given for the chart 
of Fig. 3 normalized by the price. 
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As one can see, moving from one CPU to 
two CPUs increases the normalized running time, 
while using the GPU is not only faster, but it is 
much more cost effective approach. 
The general effectiveness of the different 
processor setups of one CPU, two CPUs and GPU 
used for the implementation of the EM-algorithm 
is appropriate to compare with the integrated per-
formance indicator (Setup Value). The proposed 
SV indicator is a relative dimensionless value that 
shows the effectiveness estimation of a certain al-
gorithm implementation with processor setup on 
the variety of samples: 
 
SM
SV ,
Price
=   (4) 
where SM  — Setup Mark and Price is the cost of 
processor setup. Setup Mark is calculated as sum 
over all tests of the performance mark sP  of s-th 
test (sample) multiplied by a weighting coefficient 
sw  of this test: 
 
1
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s
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where S  is number of tests or in fact number of 
samples;  
 
1
, ,s ss s s
s ii
N N
P w
t N=
= = ∑  (6) 
where sN  is size of s-th sample and st  is running 
time for s-th test or sample. So the final formula 
for Setup Value over all samples for certain proces-
sor setup with (4)—(6) is as follows: 
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In general, SV  indicator is versatile and use-
ful to compare effectiveness of the parallelized al-
gorithm implementation on different types of proc-
essor setups. In fact, it is not always possible to 
make visual valid comparison of effectiveness with 
the running time graphs, because they may be 
overlapped several times on the whole interval of 
available sample sizes. 
This phenomenon depends on features of spe-
cific algorithm or processor setup and can occur 
because of the nature of certain implementation of 
parallel calculations when a full effective usage of 
threads and decreasing of running time can only 
take place with an increasing sample to a certain 
size. 
Another advantage of Setup Value (SV)  is a 
usage of weighted values of Setup Mark (SM)  de-
pending on the size of a sample. On one side it is 
important to increase the efficiency of the algo-
rithm implementation on all samples, and on the 
other side it is most important to increase the effi-
ciency on big size samples. 
It was established that decreasing of running 
time by 10 % on a big size sample in absolute val-
ues may be much more useful and beneficial than 
decreasing the running time on a small size sample 
by 15 or 20 %. That is especially significant factor 
for real-time multifunctional systems. 
The calculated values of  SV indicator (7) for 
one CPU, two CPUs, and GPU for considered ten 
samples and proposed modified EM-algorithm are 
shown in table 3. 
Table 3. Setup Values of effectiveness for one CPU, two 
CPUs and GPU 
Value One CPU Two CPUs GPU 
Setup Mark 38853.63 56667.5 119913.30
Price, USD 1600 3200 650 
Setup Value 24,28 17,71 184,48 
 
The graphical representation of the ratio of 
the Setup Values of one CPU, two CPUs and 
GPU is shown in the Fig. 5. 
Fig. 5. Comparison of Setup Values for alternative implementa-
tions: one CPU, two CPUs, GPU 
As one can see in the table 3 and Fig. 5, the 
GPU is significantly more efficient with running 
modified EM algorithm than others. And the setup 
of two CPUs is not so much more efficient, as           
far as more expensive. It has 2 times higher price 
and provides decrease in the complex efficiency          
of 27 %. 
Conclusions 
Theoretical and practical running time esti-
mations were presented in the paper. The Gaussian 
mixture separation quality was measured for diffe-
rent sizes of mixture samples. In the mixture sepa-
 
 ІНФОРМАЦІЙНІ ТЕХНОЛОГІЇ, СИСТЕМНИЙ АНАЛІЗ ТА КЕРУВАННЯ 39
 
ration problem EM-algorithm performance de-
grades when the distance between mean values is 
less than three standard deviations, what is totally 
in the spirit of three sigma laws. In such cases, it is 
very important to have an efficient EM-algorithm 
implementation to be able to process such test 
cases in a reasonable time.  
In our implementation the GPU version is 
about two times faster the two high-end Intel 
CPUs on big mixture samples. This advantage is 
very significant since the GPU costs two and half 
times less than one such CPU, and five times 
faster than the two CPU setup. 
The implementation of the modified EM-al-
gorithm on the setup of two CPUs does not pro-
vide the expected productivity growth. The pro-
posed integrated effectiveness indicator Setup 
Value shows decrease of 27 % at the price higher 
in two times. 
The normalized by price comparison of two 
CPU setup versus the GPU yields about ten times 
increase of execution speed per dollar what justifies 
the approach proposed.  
The further researches should be focused on 
the development of new algorithms for large data 
sets processing that would be able to provide high 
degree of parallelism and thus show less running 
time and more practically needed efficiency. 
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