operations on Web site content. This is the most straightforward way to implement a variety of approaches for this study. Fisher D, S Soderland, J McCarthy, F Feng, and W Lehnert. 1995 . "Description of the UMASS System as used for MUC-6." In Conference on Message Understanding, pp 127-140. Columbia, Maryland. This paper describes the UMASS system used at the Message Understanding 6 competition. It details algorithms for extracting meaning from free text sources that combines (in addition to other elements) 1) RESOLVE, a system to recognize multiple references to a single entity, 2) CRYSTAL, a concept node creation algorithm, and 3) WRAP-UP, a system for resolving how relational links apply to entities. All three of these system elements use machine learning to automate the tasks associated with extracting meaning from text. Subject matter expert input is needed, but only during construction of the underlying framework of these tools before their actual use. During the application of these tools to real text, machine learning steers decision making. This system is adaptable to specific domain areas. This sort of system will be a good test algorithm for DEWPOINT.
Freitag D. 1998. "Multistrategy Learning for Information Extraction." In Proceedings of the 15th
International Conference on Machine Learning (ICML), ed. JW Shavlik, pp. 161-169. Madison, Wisconsin. This paper makes the argument that information extraction is optimized when a combination of approaches is used. Specifically, the authors demonstrate that combining brute-force word frequency methods with their SRV method, which adds features about tokens and their physical relations to other tokens. Interestingly, the authors also describe a linear regression-based method for assessing confidence in the predictions made using multiple methods. This is an interesting possibility for DEWPOINT as many more information extraction algorithms exist now than were available at the time of this publication, but they might be combined in a similar way, and assessed using a similar set of metrics. , pp. 1108-1113. Honolulu, Hawaii. An algorithm to automatically cluster documents and derive keywords from a text set are described in this paper. The document clustering method is based on standard clustering algorithms (K-Means clustering). The significance of this approach for DEWPOINT is that keywords are automatically generated for each cluster. This is expected to be a straightforward and rigorously defined method for generating a keyword set from DEWPOINT data by focusing on keywords that appear in clusters that are also indicative of malicious intent. This approach may also be used to bootstrap annotated training and testing sets from a small hand-annotated seed set.
Henriksen JG, JL Jensen, ME Jørgensen, N Klarlund, R Paige, T Rauhe, and A Sandholm. 1995. "Mona: Monadic Second-Order Logic in Practice." In Tools and Algorithms for the Construction and Analysis of Systems: First International Workshop TACAS '95, . Aarhus, Denmark. This paper describes an implementation of monadic second-order logic as an alternative to regular expression matching for text analysis. This algorithm might be useful where search patterns can be expressed by a human user, but not in the language of a regular expression. The basic implementation is built on finite state automata, and, surprisingly, exploits their computational complexity to generate efficient automata for finding the patterns. This could be used for DEWPOINT as a more complex method, and hence, another baseline test, of finding patterns than regular expressions or simple keyword matching. Lehnert W and B Sundheim. 1991 . "A Performance Evaluation of Text Analysis Technologies." AI Magazine 12 (3): 81-94. The Message Understanding Conferences (MUC) were a series of open challenges in text analysis scored by a committee of experts using a single dataset and a single scoring system for each year the MUC was held. For each competition, a variety of industry and academic participants provided fully automated systems to analyze the given dataset. This paper is a description of the third MUC competition, the data set used, and the scoring methods used. The scoring methods used in this competition provide a good starting point for defining metrics for assessing the methods benchmarked under DEWPOINT study. These metrics can also be used as part of validation and verification of DEWPOINT algorithms developed. (ICMLA '07) , pp. 500-505. Cincinnati, Ohio. This paper describes how the performance of correctly classifying homology in biological sequences is significantly enhanced using support vector machines (SVM). The SVM-based HOmology Tool (SHOT) is demonstrated to greatly improve sensitivity of finding similar biosequences at a low false positive rate; a task that will be at the core of the proposed DEWPOINT system. This work was done in the area of bioinformatics, but the approach can be straightforwardly applied to other domains, such as that of interest to DEWPOINT where similarity in text strings is indicative of conserved behaviors in general.
Useful Literature
Arimura H, J Abe, R Fujino, H Sakamoto, S Shimozono, and S Arikawa. Development and Learning (ICDL) . Kyoto, Japan. This paper describes an algorithm that is shown to automatically derive keywords to describe Internet text. The algorithm makes use of a collection of methods, including string-based, statistical (maximum enropy, minimum entropy, frequency of word occurrence), and computational geometry. The authors present an algorithm for deriving keywords from ordered patterns that runs in near linear time with respect to the total size of text that must be searched. A more real-world applicable algorithm for unordered patterns is also presented that runs in quadratic time with respect to the size of random text that must be searched to find frequently occurring word patterns. This method does not use clues from markup languages to enhance the contextual information used in classification. This may be a method for deriving keywords from DEWPOINT datasets to use as a baseline for comparison to more advanced methods.
Baeza-Yates R, EF Barbosa, and N Zivian. 1996 . "Hierarchies of Indices for Text Searching." Information Systems 21(6):497-514. The method described in this paper is for generating a hierarchical set of indices that can be used to dramatically enhance the rate at which textual data can be retrieved from a free text database using a query. The approach is to create an inverted file (or word frequency table) for each of several equivalent-sized file segments, and a condensed representation of the entire structure to minimize memory usage. The method is well described in this paper from an algorithmic and complexity standpoint. There is much attention paid to the balance between memory reuse and file access, a serious consideration for searching against large-scale data such as is expected for DEWPOINT. Results are presented on a variety of file sizes (all less than 1GB) and partition parameters. In general, this method shows a many fold improvement in retrieval time compared to other methods. Minimization Optimization (SMO) approach to support vector machine training. LIBSVM is one of many possible SVM tools that could be used to train a classifier to recognize patterns of interest to DEWPOINT. LIBSVM employs some simple enhancements to the basic SMO algorithm to improve convergence behavior, but unfortunately has too many parameters which must be set by the user (including the fraction of vectors that will be returned as support vectors).
Chen CH and V Honavar. 1999. "A Neural Network Architecture for Syntax Analysis." IEEE Transsactions on Neural Networks 10(1): 94-114. The majority of this paper describes applications of neural nets to language processing relevant to analyzing software. However, there are two sections on lexical analysis that pertain to this project. Lexical analysis is shown to be possible using neural nets where the system could be taught to parse large texts looking for particular patterns it has learned to associate with particular terms in a database. This may be a more sophisticated option than keyword searching that can still handle "fuzzy" grammatical constructs of interest. . This paper describes a method for accelerating regular expression matching by using a pre-indexing scheme. This is directly relevant to efforts such as DEWPOINT baseline performance where regular expression matching may be a rate-limiting step in natural language analysis. One complication in this method is that regular expression queries against the dataset must be processed so that the proper indices are used for lookups, and only the highly relevant segments of the data are searched deeply. The algorithm is implemented in a package called FREE. The authors present results that FREE most significantly outperforms conventional regular expression matching when the target of the query is a very small subset of the overall data. This is an expected feature of DEWPOINT datasets, as real data will be overwhelmingly benign in nature and even malicious events will fall into highly specific categories. Deutsch et al. 1999 . Where STORED is an algorithm for mapping semi-structured views onto existing relational data (and database management systems), this paper describes how one would cast existing semistructured data into a relational system using a procedure that effectively reverse-maps the STORED algorithm. Since much of our data will be unstructured or semi-structured, this may be a useful way to store and manage the data. One useful feature of this approach is that it can automatically generate the relational schema from the semi-structured data representation. Relational storage has been reported to preserve 90% of the original data. The primary concern with this method would be its ability (or inability) to handle data at a very large scale. GTP provides a method for automating information retrieval from free text data documents. This paper is a good reference for users of GTP as it describes syntax of the interface as well as a cursory description of the underlying algorithms. The relevant aspect of this tool for DEWPOINT is that it vectorizes documents by the number of instances terms appear in a corpus. This could be the basis for vectorizing network transactions by payload content for automating content discovery. Using this with simplistic keyword queries could also be a baseline method against which machine learning approaches could be benchmarked. Dublin, Ireland. This paper describes methods for enhancing the performance of text classifiers through an iterative process with subject matter experts. Sampled training data is used to create a simplistic classifier. Rather than annotating points throughout the vector space, an analyst is asked to annotate or refine the classification only near the classifier boundary. This refinement leads to additional round of training on the improved training set. The consequence of this approach is to improve the performance of the sampled training without the need for training on the full dataset. The classification methods in the paper are heavily influenced by Bayesian statistics. For DEWPOINT, it would be more likely to use such a sampling approach with support vector machines as the training system. We would still have to independently devise and implement a vectorization scheme. Two common implementations of text categorization are described in this paper. A Bayesian method and a decision-tree-based method are compared using two sets of free-text newsfeed data. Both methods perform with nearly the same precision vs. recall for a given dataset suggesting that neither has a clear advantage for text categorization. The paper outlines some of the potentially incorrect assumptions used when applying these categorization methods to natural language, including the assumption of independence of word occurrences and the implicit assumption that natural language trends are static. The most relevant aspect of the paper to DEWPOINT is the discovery of time-dependence in categorization of text. In this case, training sets did not overlap with the end of a quarter, resulting in high degree of incorrect categorization for quarterly financial reports. It is expected a similar time sensitivity will occur in the data of interest to this project, so training data must be found that specifically represents the temporal relationship between an entity's information gathering and their current technological intent. 52-58. University of Maryland, College Park, Maryland. This paper describes a method for producing an annotated training class by bootstrapping using keywords. This is highly relevant to DEWPOINT because we expect to have some datasets that are marginally annotated because subject matter expert curation is expensive and time consuming, plus the datasets are expected to be large. The method presented uses keywords to create annotation classes on a subset of the data. Keyword searching creates a first pass annotation that is used as the input to a naive Bayes classifier, which, combined with Expectation-Minimization and hierarchical shrinkage (to smooth the probability of estimates of the same term on different hierarchical levels of the classifier), results in a more accurately annotated set. For DEWPOINT, this might provide a good baseline method for comparison as well as a means for annotating the training dataset. This method could be simply converted by substituting Bayesian classification with more sophisticated machine learning methods. (2^m), where m is the size of the regular expression, it is still shown to be more efficient than decompression followed by conventional regular expression matching. A derivative method for approximate matching is also presented. The significance of this algorithm to the DEWPOINT project is that it is possible some information will be exchanged in compressed form. Finding the patterns of interest in such transactions may require algorithms such as this one to avoid having to decompress (or ignore altogether) compressed text. This algorithm only applies to regular expression matching, so alternative methods would have to be identified or developed for finding patterns using more advanced extraction approaches in DEWPOINT. The algorithm was also only benchmarked on very small text segments. Scalability would be a major concern, but this method is predicted to scale in the worst case linearly with respect to size of text, and linearly with respect to number of matches to the pattern. To deal with some of the challenges of creating domain-specific dictionaries (a prerequisite for many natural language processing systems), the author has developed an automated system for constructing such a dictionary. This automated dictionary creation can be done for new domains in less than a single day, by a single person, and has been reported to enable 98% of the performance for downstream natural language systems when compared to those enabled by an expert-created dictionary. Results from the MUC-4 conference are reported in support of this. The main limitation of this method is that it was created with news-feed textual data sources in mind. In fact, the central design relies on stylistic features of news articles. This may limit the usability of this system for DEWPOINT, however, it may have value for some the intended information sources.
Soderland S. 1999. "Learning Information Extraction Rules for Semi-structured and Free Text." Machine Learning 34(1-3): 233-272. WHISK, a system for extracting information from semi-structured or free text, is described in this paper. The significance of handling semi-structured text is that semantic parsing will fail when natural language constructs on which it relies are absent, such as in "want ads"' or in network transactions where natural language content is obscured or highly abbreviated. The limitation of WHISK is that it is based on regular expression pattern matching. This allows WHISK to operate on many domains (where the patterns are learned based on training), regardless of content. But in the case of DEWPOINT, the domain is well defined and it is likely that domain specific information is crucial to properly understanding the content of transactions. The priority for DEWPOINT will be in developing a highly reliable and specialized classification system as opposed to a general purpose one. Nevertheless, some of the aspects of how WHISK deals with semi-structured text may be relevant. This paper presents a model and model platform for inferring intent of an operator based on historical actions and a model of tasks the operator engages in. The goal is to make it possible to create interfaces that proactively retrieve and filter relevant information based on what the system believes an operator will want to do next, and on the information that will be required to inform decisions relevant to that action. Though DEWPOINT is not geared to inferring intent for proactive queries, it may be useful to employ some modeling techniques to infer intent of operators in our context. It is possible a system like the one described in this paper could be adapted for that use.
Brown SM, E Santos Jr, SB Banks, and MR Stytz. 1998. "Intelligent Interface Agents for Intelligent Environments." In Proceedings of the 1998 AAAI Spring Symposium on Intelligent Environments, pp. 145-147. Stanford University, Palo Alto, California. This paper describes an interactive knowledge environment for real-time knowledge acquisition from streaming data. It is implemented using agent-based programming model. This approach is interesting in that it partitions the computing tasks needed for processing data partially by using input from the user. The goal is to allow the human to direct the system to do the most useful computing possible to present the data in the most useful way. This paper is too short to describe the task partitioning or the visual aspects of the algorithm in any detail. -2004) , Banff, Alberta, Canada. This paper describes a process for enhancing the construction of information extraction systems by including correlations between extracted entities. The approach makes use of Relational Markov Networks to represent relationships between extractions as the information extraction strategy is learned. This method is compared in the paper to the conditional random fields method, the state of the art in information extraction when the research in this paper was performed. The authors demonstrate their method outperforms conditional random fields on two different datasets, but with F-measures that indicate these methods may still not be good enough to detect the small signals we will be searching for in DEWPOINT without overwhelming analysts with false positives. The method is demonstrated in a biological document context where the challenge is to find all references to particular proteins, even as they have multiple names within the same document. This is applicable to DEWPOINT in that it may be necessary to find many references to the same concept using a widely varying set of terminology.
Bunescu R and RJ Mooney. 2004. "Relational Markov Networks for Collective Information Extraction." In Proceedings of the ICML-2004 Workshop on Statistical Relational Learning and its Connections to Other Fields (SRL
Relational Markov Networks were shown to improve collective information extraction where coreferences to the same identity are highly delocalized. This is done using a hierarchy of templates that capture both global and local relationships in the text. Data, . Philadelphia, Pennsylvania. This paper describes a method for mapping semi-structured data views into conventional relational database applications. Normally, this is either not possible (because of structure imposed by relational databases) or not efficient (where spatial and time penalties are incurred for handling semi-structured data). This paper describes a mapping technique (STORED) to bridge the gap between semi-structured data (or views of data) and relational database schema. Since the DEWPOINT project will focus primarily on unstructured or semi-structured text, it is unlikely we will produce relational databases at first. However, the companion paper to this one by Deutsch et al. describes a converse method that may be highly useful. This is different than data mining because patterns are found over nearly the entire space of data (rather than a small sample). This approach is provably lossless in that exact data can be reconstructed from any semi-structured mapping.
Espinoza M, J Gracio, R Trillo, and E Mena. The goal of these methods is to provide a mechanism for illustrating information and the complex relationship between concepts. Perhaps the key result of the paper is that concept maps and formal knowledge structures were shown to help automate text analysis in the context of scholarly communication. The methods section is severely lacking from this paper, so it is in effect a conceptual paper stating how these principles can be used to create a new paradigm for scientific discourse, as compared to the conventional media of static journals and conference proceedings.
Gaines BR and MLG Shaw. 1996. "WebMap: Concept Mapping on the Web." In Proceedings of the 4th International World Wide Web Conference. Boston, Massachusetts. This paper describes a concept mapping system for internet content. Concept mapping is a visual representation of the relationship between textual elements based on a tree structure. Several applications of this are described, mainly focused on building or presenting concept maps to users who then use them to browse internet content based on relationships displayed in the map. This implementation is specifically for Apple Macintosh computers. This is a very narrow implementation platform, but the paper is older so it is possible a newer implementation of this exists. The visual (GUI) nature of the representation is not amenable to automation or for handling data at the volumes we expect for the DEWPOINT project. However, the underlying idea of concept mapping may be useful for expressing the relationship between network transactions of interest in DEWPOINT after primary analysis is done.
Gamon M, A Aue, S Corston-Oliver, and E Ringger. Pulse is a tool for extracting the opinion of people from free text customer feedback. This method is presented as it applies to car reviews. Pulse mines free text data to derive a minimally hierarchical classification scheme of the data, in this case, make and model. It employs clustering on sentences to infer group and label (with derived keywords) responses relevant to this hierarchical view. The approach taken by Pulse could be applied to other forms of free text, as indicated in the paper. The relevant aspect of this paper for DEWPOINT is that clustering on sentences has been shown to be useful for characterizing the prevailing opinion, as opposed to intent, within a given context. However, since our goal is to identify and infer the intent of entities, prevailing opinion is not important. It is unlikely we will be able to infer opinion, nor necessarily do we want to, from our data since specific questions are not being answered.
Grishman R. 1997. "Information Extraction: Techniques and Challenges." In Information Extraction: International Summer School : A Multidisciplinary Approach to an Emerging Information
Technology table of contents, pp. 10-27. Springer-Verlag, London, UK. This paper describes the concept of information extraction. One key aspect of information extraction highly relevant to this project is that it focuses on understanding the meaning of text in a user-defined context. It is not meant as a method for complete automated understanding. This is advantageous for DEWPOINT in the sense that we wish to focus on analyzing text for a specific purpose, not for general understanding. This paper points out that some methods devised for the MUC conference series can be successful for understanding content of text when a small number of representations of the concepts are present and highly localized in text. For some aspects of DEWPOINT, these restrictions may hold. There are many facets of information extraction discussed, including lexical analysis, regular expression matching, and the use of templates for specialized patterns.
Hulgeri A, G Bhalotia, C Nakhe, S Chakrabarti, and S Sudarshan. 2001. "Keyword Search in Databases." Bulletin of the Technical Committee on Data Engineering 24(4): 22-32. This paper describes a method for keyword searching over multiple databases. The queries and the responses are represented as graphs. Ranking of the response graphs is done using metrics relating to interconnectedness. This paper contains little in the way of results, other than a brief mention of query times for a particular database collection requiring on the order of seconds. There were no metrics used to demonstrate this query system is more reliable or produces more relevant responses to a user query. The most useful concept that might be utilized by DEWPOINT is the notion of using query responses over multiple datasets as a tree structure to facilitate relevance ranking.
Karttunen L, JP Chanod, G Grefenstette, and A Schiller. 1996. "Regular Expressions for Language Engineering." Natural Language Engineering 2: 305-328. This paper introduces the calculus of finite state transducers and demonstrates how they can be used to construct fully finite-state-based tools to tokenize text, recognize parts of speech, mark-up entire phrases for grammatical analysis, and extract verbal syntax. The methods described in the paper are highly specific to finite state transducers, and are meant to illustrate the utility and breadth of their uses for natural language processing. The theoretical results in the paper could be adapted for DEWPOINT, but the lack of actual implementation of the ideas relegates these approaches to more of a fallback formalism if new methods have to be devised for any of these aspects of information extraction. The number of fully implemented solutions (for instance through the Message Understanding Conference participants) for the same problem space make this an unlikely need. This paper describes a method for using text classification for the task of information extraction. This is implemented using hidden Markov models to exploit underlying structure, such as the order of information presented, in the text source. This is a novel application of text classification for information extraction, which had been historically unsuccessful. The drawback of this method for DEWPOINT is that there may not be enough structural information available in DEWPOINT dataset to create hidden Markov models.
Levy AY, A Rajaraman, and JJ Ordille. 1996. "Querying Heterogeneous Information Sources Using Source Descriptions." In 22nd International Conference on Very Large Data Bases (VLDB), pp. 251-262. Mumbai (Bombay), India. This manuscript describes techniques for querying across multiple, heterogeneous, text-base information sources. Key challenges in this area include non-uniformity of data representation, inconsistent nomenclature or object references, and missing data. The central methods of the paper are relatively straightforward set-theory-based approaches to understanding the structure and type of data within each source and building inheritance-based objects to help resolve ambiguities and omissions with these datasets. A second thrust of the paper is a development of transformed queries from user-defined queries and the mathematical formulation for guaranteeing that the transformed query in fact answers the user's query. Query construction is based again on set theory, object attribute inheritance, and order in which query subtasks are dispatched. C. This paper describes a game-theoretic approach to inferring the intent of an attacker. The novel concept introduced is that of "utilities" that can serve as a link between an attacker's cost and incentive functions. The goal of this method is to provide a partial model of an attacker's true intent. This paper is primarily theoretical in nature, describing a few example instantiations of the methods. The primary value to DEPOINT is an explicit link between observing attacker behavior and inferring true intent. However, this game theory approach may not be highly applicable because it presumes real-time interactions between attacker and defender. We may not have access to an intruder's reaction strategy because there might not be one. Also, there may be no defensive action taken. Rather our goal is to characterize intent for now.
Lu T, S Sinha, and A Sudan. 2003. "Panaché: A Scalable Distributed Index for Keyword Search." Massachusetts Institute of Technology, Cambridge, Massachusetts. Panaché is a competitor of Gnutella for enabling peer-to-peer (P2P) file sharing. Though P2P file sharing is largely not allowed when cyber security is a priority, the peripheral methods in this paper geared toward efficient searches on distributed keyword sets may be relevant to DEWPOINT. One possible way of searching large-scale datasets we expect for this study will be to distribute the data, with the potential of having different keywords at each data location. However, the first approach will be to use MapReduce, an alternative algorithm that eliminates the need to distribute the keywords.
Mauw S and MA Reniers. 1994. "An Algebraic Semantics of Message Sequence Charts." The Computer Journal 37(4):269-277. Message Sequence Charts, defined and described in this paper, are a mathematical description of the order of operations in a sequence of communications. The algebra describing such messages takes into account concurrence of some operations, actions resulting from operations, timeouts (and timeout handling) and asynchrony. This could be a useful notation for devising high performance implementations of the classification strategies envisioned for DEWPOINT, regardless of whether they are for shared memory or distributed memory systems or components. . This paper focuses on methods for improving information retrieval from auditory spoken language data sources. This is not directly relevant to DEWPOINT, but should be kept in mind for potential future enhancements as voice-based data transfer is another potential modality of interest to the larger community. This paper introduces the use of manually introduced and annotated errors with confidence estimates to enhance the correct extraction of information from auditory natural language data sets. This was shown to significantly improve information extraction, but the authors acknowledge that many more advances in this area are needed before automated information extraction from auditory signals is highly reliable. , pp. 251-254. Newport Beach, California. The methods described in this paper include CRYSTAL, a natural language processing system, and WebFoot, an application that uses structure of web pages to infer context rather than relying on grammatically correct text. This application tandem is shown to perform well together for basic information extraction from web pages. Since it relies on the structural tags in web pages, it is unlikely this process would perform well on any non-web text source. However, it is suggestive of an alternative method for natural language processing applied to semi-structured data sources. CRYSTAL is described in more detail in multiple MUC proceedings, and stands alone as a natural language processing system for normal text. CRYSTAL learns its information extraction rules via training on labeled data.
Strzalkowski T, G Stein, G Wise, J Perez-Carballo, P Tapanainen, T Jarvinen, A Voutilainen, and J Karlgren. 1998. "Natural Language Information Retrieval: TREC-7 Report." In 7th Text Retrieval Conference, pp. 217-226. Gaithersburg, Maryland. This paper describes topic expansion, a method for enhancing natural language processing systems that query text sources for particular content. The central idea behind topic expansion is similar to boot-strapping, in that a user query is augmented using related but more detailed examples that seem to fit the initial query. The method was shown to more than double performance of retrieval approaches in some cases where the augmenting was done manually. Automation of this method is described as well. Automated topic expansion is not as effective as manual topic expansion, but it still appears to add value for some datasets. The concept of topic expansion could be used in DEWPOINT to create a more effective template for finding information of interest. One of the main weaknesses identified with keywords is that natural language text can have many terms that mean the same thing (or many spellings of the same term) that are easily missed using keywords alone. This application is highly specific to extracting information from technical manuals, as section headings are utilized to provide context. The algorithm presented attempts to create an ad hoc mapping between terms based on semantic distance measures, which performs well for nouns, but does not capture the meaning of verbs well. The paper can serve as a reverence for DEWPOINT in that it describes the reasoning process behind how extensions to keyword searching were developed to meet a special purpose. . Sapporo, Japan. This paper introduces the concepts of "phraseness" and "informativeness" as they apply to deriving keywords from natural language text. "Phraseness" is a measure of the extent to which assumptions of word independence degrade the ability to extract meaning from a group of words, leading to the notion that the words should indeed be regarded as a phrase or single unit. "Informativeness" is a measure of the extent to which a phrase captures the essence of a segment of text. These concepts are shown to have nearly no correlation, so the authors make an argument that they must be combined to get a global measure of the quality of keywords or phrases. While the concepts and the results presented are intuitive, the lack of statistical verification (or a goodness metric, for that matter) limit the utility of these concepts to real-world applications where reliability and scientific verification of correctness are paramount.
Vapnik V. 1998. Statistical Learning Theory. John Wiley, Indianapolis, Indiana. This book describes the theory and some implementations of support vector machines as an instance of statistical machine learning. The central idea is to use categorical training data to calculate the high-dimensional boundary between classes. This is achieved even for data that is not linearly separable by projecting the observation vectors into a kernel space, which is a user-defined transformed dot product space (usually linear, quadratic, or radial). 
