




3.1 Lokasi dan Waktu Penelitian 
Penelitian ini dilakukan pada perusahaan manufaktur sektor industri 
barang konsumsi yang terdaftar di Bursa Efek Indonesia (BEI) periode 2013-2016 
melalui website www.idx.co.id. Waktu penelitiannya dimulai sejak bulan Februari 
2018 sampai selesai. 
 
3.2 Populasi dan Sampel 
Populasi dalam penelitian ini adalah perusahaan manufaktur sektor 
industri barang konsumsi yang terdaftar di Bursa Efek Indonesia tahun 2013-2016.  
Rentang waktu yang dipilih adalah selama empat tahun, yaitu dari tahun 2013-
2016. 
Sampel adalah bagian dari jumlah dan karakteristik yang dimiliki oleh 
populasi tersebut (Sugiyono, 2016: 116). Sampel dalam penelitian ini berjumlah 
10 perusahaan. Teknik pengambilan sampel dalam penelitian ini adalah dengan 
menggunakan metode purposive sampling, artinya bahwa populasi yang akan 
dijadikan sample dalam penelitian ini adalah populasi yang memenuhi kriteria 
sampel tertentu. Kriteria perusahaan yang akan dipakai sebagai sampel dalam 
penelitian ini adalah : 
1. Perusahaan manufaktur yang termasuk ke dalam kelompok industri barang 




2. Perusahaan industri barang konsumsi yang membagikan dividen kas 
selama lima tahun berturut-turut dari tahun 2013-2016.  
3. Perusahaan mempunyai laba sebelum pajak positif atau tidak mengalami 
kerugian selama tahun 2013-2016.  
4. Laporan keuangan disajikan dalam mata uang rupiah, sehingga tidak 
terjadi perbedaan karena kurs yang terus berubah apabila disajikan dengan 
satuan mata uang yang lain.  
5. Laporan keuangan diterbitkan per 31 Desember, untuk menjaga 
keseragaman analisis dan sampel.  
6. Perusahaan tersebut mempublikasikan laporan keuangan secara lengkap 
yang digunakan untuk penelitian ini selama periode tahun 2013-2016.  
Tabel 3.1 
Pemilihan Sampel Penelitian 




Jumlah perusahaan manufaktur sektor industri  
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Perusahaan manufaktur sektor industri barang 
konsumsi yang menerbitkan laporan keuangan  






Perusahaan manufaktur sektor industri barang 
konsumsi yang tidak mempublikasikan laporan 
keuangan secara lengkap selama tahun 2013-2017 
(2) 
  
  Jumlah sampel penelitian  10 
  Jumlah observasi penelitian 10x4 tahun 40 
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Berdasarkan kriteria yang telah ditetapkan, perusahaan yang 
memenuhi persyaratan sebagai sampel penelitian yaitu berjumlah 10 
(sepuluh) perusahaan. Adapun daftar nama perusahaan sektor industri 
barang konsumsi yang menjadi sampel penelitian ini dapat dilihat pada 




No Kode Saham Nama Perusahaan 
1 GGRM Gudang Garam Tbk 
2 HMSP HM Sampoerna Tbk 
3 ICBP Indofood CBP Sukses Makmur Tbk 
4 INDF Indofood Sukses Makmur Tbk 
5 KLBF Kalbe Farma Tbk 
6 MLBI Multi Bintang Indonesia Tbk 
7 SIDO 
PT Industri Jamu dan Farmasi Sido Muncul 
Tbk 
8 TCID Mandom Indonesia Tbk 
9 UNVR Unilever Indonesia Tbk 
10 WIIM Wismilak Inti Makmur Tbk 
 
3.3 Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data kuantitatif, 
yaitu laporan keuangan perusahaan manufaktur sektor industri barang konsumsi 
tahun 2013-2016. Sedangkan sumber data yang digunakan adalah data sekunder. 
Data sekunder pada penelitian ini dikumpulkan dan dipublikasikan oleh pihak lain 
seperti data yang diperoleh dari situs resmi Bursa Efek Indonesia (BEI) yaitu 
www.idx.co.id. Pemilihan BEI sebagai sumber pengambilan data karena BEI 




3.4 Teknik Pengumpulan Data 
Teknik pengumpulan data yang dilakukan dalam penelitian ini adalah 
sebagai berikut.  
1. Studi Kepustakaan  
Suatu penelitian yang bersifat teoritis yaitu penelitian yang sumber 
datanya diperoleh dari berbagai buku dan literatur yang berkaitan dengan 
objek penelitian.  
2. Observasi  
Data yang digunakan dalam penelitian ini merupakan data 
sekunder yang dikumpulkan dengan melakukan metode Non Participant 
Observation yaitu metode pengumpulan data dimana peneliti hanya 
mengamati data yang telah tersedia tanpa ikut menjadi bagian dari suatu 
sistem data yaitu dengan mencatat data yang tercantum pada BEI. Data 
tersebut diperoleh dari situs resmi Bursa Efek Indonesia (www.idx.co.id).  
 
3.5 Definisi Operasional dan Pengukuran Variabel 
Dalam penelitian ini terdapat dua variabel yaitu variabel bebas dan 
variabel terikat. Variabel bebas adalah Profitabilitas, Kebijakan Dividen, dan 
Perencanaan Pajak. Sedangkan variabel terikat adalah Nilai Perusahaan. 
3.5.1 Variabel Dependen 
Variabel dependen adalah variabel yang dipengaruhi oleh 
variabel lain. Variabel dependen dalam penelitian ini adalah nilai 
perusahaan. Nilai perusahaan merupakan pandangan bagi para investor 
terhadap suatu perusahaan, yang sering dikaitkan dengan harga saham 
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perusahaan. Nilai perusahaan dalam penelitian ini dikonfirmasikan 
melalui Price Book Value (I Wayan Widnyana, 2015). PBV 
menggambarkan perbandingan antara harga pasar saham dengan nilai 
bukunya. Rasio PBV dapat dirumuskan sebagai berikut: 
                                                      Harga pasar per lembar saham 
 Price Book Value (PBV) =  
           Nilai buku per lembar saham 
 
3.5.2 Variabel Independen 
1)  Profitabilitas 
Profitabilitas atau kemampuan memperoleh laba adalah 
suatu ukuran dalam persentase yang digunakan untuk menilai 
sejauh mana perusahaan mampu menghasilkan laba pada tingkat 
yang dapat diterima. 
Rasio profitabilitas merupakan rasio untuk menilai 
kemampuan perusahaan dalam mencari keuntungan. Rasio ini juga 
memberikan ukuran tingkat efektivitas manajemen suatu 
perusahaan. Hal ini ditunjukan oleh laba dihasilkan dari penjualan 
dan pendapatan investasi. Pada dasarnya penggunaan rasio ini 
yakni menunjukkan tingkat efesien suatu perusahaan (Kasmir, 
2010:196). 
Adapun untuk mengukur tingkat profitabilitas dalam 
penelitian ini menggunakan Net Profit Margin (NPM). Rasio ini 
menggambarkan besarnya laba bersih yang diperoleh perusahaan 
pada setiap penjualan yang dilakukan.  
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Laba bersih  
 Net Profit Margin (NPM) =  
Penjualan Bersih 
 
2) Kebijakan Dividen 
Kebijakan dividen merupakan suatu keputusan pendanaan 
perusahaan untuk menentukan berapa besar bagian dari laba perusahaan 
yang akan dibagikan kepada para pemegang saham dan akan 
diinvestasikan kembali atau ditahan di dalam perusahaan. Kebijakan 
dividen harus didasarkan pada pertimbangan atas kepentingan pemegang 
saham dan juga kepentingan perusahaa (Hery, 2012: 156). 
Dalam penelitian ini, kebijakan dividen diproksikan melalui 
Dividend Payout Ratio (DPR). Dividend Payout Ratio (DPR) merupakan 
rasio yang menggambarkan besarnya proporsi dividen yang dibagikan 
terhadap pendapatan bersih perusahaan (Murhadi, Werner R., 2013: 65). 
Rumus Dividend Payout Ratio (DPR) sebagai berikut: 
Dividen per Lembar Saham  
Dividen Payout Ratio(DPR) =  
Laba per Lembar Saham 
 
3) Perencanaan Pajak 
Secara ekonomis, pajak bagi perusahaan adalah unsur pengurang 
laba yang tersedia untuk dibagi atau diinvestasikan kembali oleh 
perusahaan. 
Perencanaan pajak adalah langkah awal dalam manajemen pajak. 
Pada tahap ini dilakukan pengumpulan dan penelitian terhadap peraturan 
perpajakan agar dapat diseleksi jenis tindakan penghematan pajak yang 
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akan dilakukan. Pada umumnya penekanan perencanaan pajak (tax 
planning) adalah untuk meminimumkan kewajiban pajak. Perencanaan 
perpajakan umumnya selalu dimulai dengan meyakinkan  apakah suatu 
transaksi atau fenomena terkena pajak. Kalau fenomena tersebut terkena 
pajak, apakah dapat diupayakan untuk dikecualikan atau dikurangi jumlah 
pajaknya, selanjutnya apakah pembayaran pajak dimaksud dapat ditunda 
pembayarannya, dan lain sebagainya (Suandy, Erly, 2011: 6).  
Perencanaan pajak dapat diukur dengan menggunakan rumus  ETR 
(ETR Ratio) yaitu membandingkan beban pajak dengan laba sebelum 
pajak (Achmad, 2017). Tarif pajak efektif digunakan untuk mengukur 
dampak perubahan kebijakan perpajakan atas beban pajak perusahaan 
ETR =  Beban Pajak 
Laba Sebelum Pajak 
 
3.6 Metode Analisis Data 
Metode analisis data yang digunakan dalam penelitian ini adalah analisis 
regresi berganda. Metode regresi linier barganda digunakan untuk menguji 
variabel bebas terhadap variabel terikat. Analisis regresi linier berganda 
digunakan untuk melihat pengaruh profitabilitas, kebijakan dividen, dan 
perencanaan pajak terhadap nilai perusahaan pada perusahaan manufaktur sektor 
industri barang konsumsi di Bursa Efek Indonesia. Rumus metode regresi linier 
berganda : 
NP = α + β1 Profit + β2 KD + β3 PP + e 
Keterangan: 
NP = Nilai Perusahaan 
 61 
α  = Konstanta 
β1, β2, β3 = Koefisien Regresi Variabel Independen 
Profit  = Profitabilitas 
KD = Kebijakan Dividen 
PP  = Perencanaan Pajak 
e  = Error 
3.6.1 Analisis Statistik Deskriptif 
Statistik deskriptif digunakan untuk menggambarkan atau 
mendeskripsikan variabel-variabel dalam penelitian. Pada statistik deskriptif ini, 
dapat diketahui nilai mean yang digunakan untuk mengetahui nilai rata-rata 
masing-masing variabel (profitabilitas, kebijakan dividen, perencanaan pajak). 
Standar deviasi masing-masing variabel adalah untuk mengetahui sebaran data 
yang diteliti dimana semakin kecil standar deviasi maka nilai data yang diteliti 
semakin sama.  
Semakin besar standar deviasi maka semakin bervariasi nilai datanya. 
Selain itu, dapat diketahui pada nilai maksimum dan minimum dari masing-
masing variabel, sehingga dapat memberikan informasi perusahaan-perusahaan 
apa saja yang berada pada nilai minimum dan maksimum pada suatu variabel 
yang diteliti. 
 
3.6.2 Uji asumsi Klasik 
 Uji asumsi klasik bertujuan untuk mengetahui apakah hasil estimasi   
regresi yang dilakukan terbebas dari bias. 
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3.6.2.1 Uji Normalitas 
Uji normalitas ini bertujuan untuk menguji apakah dalam model 
regresi, variabel pengganggu atau residual memiliki distribusi normal 
(Ghozali, 2013:139). Model regresi yang baik adalah yang memiliki data 
berdistribusi normal. Untuk menguji apakah terdapat distribusi yang 
normal atau tidak dalam model regresi, maka digunakan uji kolmogrov 
Smirnov dan analisis grafik.  
Dasar pengambilan keputusan analisis statistik dengan kolmogrov 
Smirnov Z (1-Sample K-S) adalah:  
1. Apabila nilai Asymp. Sig. (2-tailed) kurang dari 0,05, maka H0 ditolak. 
Hal ini berarti data residual terdistribusi tidak normal.  
2. Apabila nilai Asymp. Sig. (2-tailed) lebih besar dari 0,05, maka H0 
diterima. Hal ini berarti data residual terdistribusi normal.  
Cara untuk mendeteksi apakah variabel terdistribusi secara 
normalitas dengan melihat penyebaran data pada sumbu diagonal grafik 
atau dengan melihat histogram dari residualnya. Dalam dasar pengujian 
normalitas ini adalah: 
a. Jika data menyebar disekitar garis diagonal dan mengikuti arah garis 
diagonal atau grafik hostogramnya menunjukkan pola distribusi 
normal, maka model regresi memenuhi asumsi normalitas. 
b. Jika data menyebar jauh dari diagonal dan atau tidak mengikuti arah 
garis diagonal atau grafik histogram tidak menunjukkan pola 
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distribusi normal, maka model regresi tidak memenuhi asumsi 
normalitas. 
Kedua grafik ini dapat digunakan unuk menunjukkan normalitas 
data sehingga data layak untuk model regresi. 
 
3.6.2.2 Uji Autokorelasi 
Uji autokorelasi bertujuan menguji apakah dalam model regresi linier ada 
korelasi antara kesalahan pengganggu pada periode t dengan kesalahan penganggu 
pada periode t sebelumnya (Ghozali, 2016). Model regresi yang baik adalah 
regresi yang bebas dari autokorelasi.  
Uji autokorelasi menggunakan uji Durbin-Watson (DW test) yang 
mensyaratkan adanya intercept (kontanta) dalam model regresi dan tidak ada 
variabel lag di antara variabel indpenden (Ghozali, 2016). Langkah awal 
melakukan uji Durbin-Watson adalah merumuskan hipotesis: 
H0: tidak ada autokorelasi ( r = 0 ) 
Ha: ada autokorelasi ( r ≠ 0 ) 
Langkah berikutnya adalah menentukan nilai d hitung (Durbin-Watson). 
Pengambilan keputusan ada atau tidaknya autokorelasi berikut dibawah ini: 
Tabel 3.3 
Klasifikasi nilai d 
 
Hipotesis Nol Keputusan  Jika  
Tidak ada autokorelasi positif  Tolak 0 < d < dl 
Tidak ada autokorelasi positif  No Decision dl ≤ d ≤ du 
Tidak ada autokorelasi negative Tolak 4 – dl < d < 4 
Tidak ada autokorelasi negative No Decision 4 – du ≤ d ≤ 4 – dl 
Tidak ada autokorelasi,  
positif atau negative 
Tidak Ditolak du < d < 4 – du 
Sumber: Ghozali (2016). 
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3.6.2.3 Uji Heteroskedastisitas 
Uji Heteroskedasitisitas bertujuan untuk menguji apakah dalam 
model regresi terjadi ketidaksamaan varian residual antara yang satu 
dengan yang lain. Jika varian residual dari satu pengamatan ke 
pengamatan yang lain tetap, maka disebut homokedastisitas. Dan jika 
varian berbeda disebut heteroskedastisitas. Model regresi yang baik adalah 
yang  homoskedastisitas Ghozali (2013:139).  
Untuk mendeteksi ada tidaknya heteroskedasitisitas akan dilakukan 
melalui penglihatan grafik plot antar nilai prediksi variabel terikat 
(dependen) yaitu ZPRED dengan residualnya SRESID. Deteksi dilakukan 
dengan melihat ada tidaknya pola tertentu pada grafik scatterplot antara 
SRESID dan ZPRED. Dasar pengambilan keputusan sebagai berikut 
(Ghozali, 2011) :  
1. Jika ada pola tertentu, seperti titik-titik yang membentuk pola tertentu 
yang teratur (bergelombang, melebar, kemudian menyempit), maka 
mengindikasikan terjadi heteroskedastisitas.  
2. Jika tidak ada pola yang jelas, serta titik-titik menyebar diatas dan 
dibawah angka pada sumbu Y, maka tidak terjadi heteroskedastisitas.  
 
3.6.2.4 Uji Multikolinearitas 
Uji multikolinearitas bertujuan untuk menguji apakah pada model regresi 
ditemukan adanya korelasi antar variabel independen. Uji multikolinearitas dapat 
dilihat dari nilai tolerance dan variance inflaction factor (VIF), dengan dasar 
pengembalian keputusan sebagai berikut (Ghozali, 2011): 
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1. Jika niilai tolerance di atas 0,1 dan nilai VIF dibawah 10, maka tidak 
terjadi masalah multikolinearitas, artinya model regresi itu baik.  
2. Jika nilai tolerance dibawah 0,1 dan nilai VIF diatas 10, maka terjadi 
masalah multikolinearitas, artinya model regresi tersebut tidak baik.  
 
3.6.3 Pengujian Hipotesis 
3.6.3.1 Uji Koefision Determinasi (R2) 
Analisis koefisien determinasi digunakan untuk melihat seberapa besar 
tingkat pengaruh variabel independen terhadap variabel dependen. Nilai koefisien 
determinasi adalah antara nol dan satu. Nilai R2 yang kecil berarti kemampuan 
variabel-variabel independen dalam menjelaskan variasi variabel dependen amat 
terbatas. Nilai yang mendekati stau berarti variabel-variabel independen 
memberikan hampir semua informasi yang dibutuhkan untuk memprediksi variasi 
variabel dependen (Ghozali, 2011:97). 
Apabila koefisien determinasi (R
2
) = 0 berarti tidak ada hubungan antara 
variabel independen dengan variabel dependen, sebaliknya untuk koefisien 
determinasi (R
2
) = 1 maka terdapat hubungan yang sempurna. Digunakan 
Adjusted R
2
sebagai koefisien determinasi apabila regresi variabel bebas lebih dari 
dua.  
 
3.6.3.2 Uji Parsial (Uji t) 
Uji t dilakukan untuk mengetahui pengaruh masing- masing variabel 
independen secara parsial (individu) terhadap variabel dependen. Uji t dilakukan 
 66 
dengan membandingkan t hitung terhadap t tabel dengan ketentuan sebagai 
berikut: 
a. Ho : β = 0, berarti bahwa tidak ada pengaruh positif dari masing- masing 
variabel independen terhadap variabel dependen secara parsial; 
b. Ha  :  β  > 0, berarti bahwa ada pengaruh positif dari masing- masing 
variabel independen terhadap variabel dependen secara parsial. 
Tingkat kepercayaan yang digunakan adalah 95% atau taraf signifikansi 
5% (α = 0,05) dengan kriteria sebagai berikut: 
1. Jika t hitung > t tabel, maka Ho ditolak dan Ha diterima yang berarti 
bahwa ada pengaruh yang signifikan dari masing- masing variabel 
independen terhadap variabel dependen secara parsial; 
2. Jika t hitung < t tabel, maka Ho diterima dan Ha ditolak yang berarti 
bahwa tidak ada pengaruh yang signifikan dari masing- masing variabel 
independen terhadap variabel dependen secara parsial. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
