ABSTRACT
INTRODUCTION
There has been a recent initiative to obtain better counts of motorcycles to evaluate their impact 27 on crashes and traffic flow (1). Historically, the effort to improve motorcycle detection focused 28 on traffic signal actuation. Counting motorcycles was a low priority or virtually ignored. As a 29 result, there has been little effort by industry to address the issue of classifying motorcycles. 
4
In this paper, we evaluate a vision-based tracking system that can count and classify 5 vehicles including motorcycles. To evaluate the system in the presence of high motorcycle 6 traffic traveling in a variety of formations, video data was collected during a motorcycle rally in Virtually all sensors have problems with motorcycles traveling in groups in various formations.
44
For detailed evaluations of different sensors, see (6, 7, 8 
Axle Sensors

25
For axle sensors which are staggered, a motorcycle will usually hit one sensor but not both; the 26 system will likely record this as a vehicle with a missing axle detection and therefore classify it 27 as a passenger car by default. 
CLEMSON ALGORITHM OVERVIEW
24
The block diagram in Figure 1 gives an overview of the algorithm. For each input image frame a 25 foreground mask is computed using the method of background subtraction. Feature points are 26 tracked in the image using the Kanade-Lucas-Tomasi feature tracker, and a subset of these 27 feature points (which we call stable features) is identified using calibration parameters and the 28 foreground mask (11). Grouping of the stable features yields vehicle detections which are 29 classified based on estimated dimensions. Tracking of vehicles is achieved by correspondence 30 and matching between detections over multiple frames. Note that except for vehicle 31 classification, the rest of the algorithm presented here is similar to our previous work (12) which 32 contains a more detailed description of all the processing steps. The algorithm makes extensive use of calibration parameters which are used for mapping Feature points are selected and tracked as described in (11) using the OpenCV implementation 
18
The test for selecting stable features is described thoroughly in (12). Once the stable features are Correspondence and matching 25 26 Vehicles in the current frame are detected and classified as described above. Existing vehicles 
FIELD EVALUATION AND EXPERIMENTAL RESULTS
36
The algorithm was tested and evaluated using video data collected during Myrtle Beach Bike 
12
To address these problems, some adjustments were made to calibration parameters and 13 the detection zones and modifications were made to the tracking threshold. The tracking 14 threshold ignores any objects that are not tracked for a certain number of frames. The initial 15 threshold was found to be too conservative. These changes resulted in significant improvement 16 when the video was reprocessed. For aggregate totals, the system was over 99% accurate for 17 both motorcycles and non-motorcycles. This number is somewhat misleading because 18 motorcycles were over-counted in the departing direction and under-counted in the approaching 19 direction. Nevertheless, the percent differences were within +/-5% depending on vehicle type 20 and direction of travel. A summary of the results for the Garden City site is shown in Table 1 . Table 2 . The R 2 value was greater than
29
.999 in all cases indicating that there was very little unexplained error in the models.
30
While the model performed well, the authors believe that the results would have been 31 improved even further if the camera focused on only one side rather than both sides at the same 32 time. This would improve the resolution of the detection area and much of the detection area would be seen by the center of the lens where there is the least amount of lens distortion.
34
Excessive lens distortion can hinder the calculation of length, width, and height. We have presented an analysis of an automated vehicle classification sensor that is capable of 5 classifying motorcycles. To our knowledge, it is the first such analysis involving a large data set 6 with thousands of motorcycles. The system was evaluated using traffic data collected at two 7 locations in Myrtle Beach, South Carolina during a motorcycle rally. The field studies show that 8 the system can collect total volume data to within 4% of actual and motorcycle volumes 9 approximately 6% of actual. The system successfully classifies motorcycles in formations, such 10 as close pairs or small groups. It is worth noting that the algorithm processes the video data in 11 real time, thus increasing the variety of transportation applications for which it could be used.
13
There are situations where the algorithm fails, particularly when there is severe occlusion 14 from a neighboring vehicle. Future work will be aimed at improving the robustness of the 15 system in these situations, as well as extending the work to handle motorcycles at nighttime and 16 in low ambient lighting conditions. Furthermore, we plan to augment the algorithm by 17 incorporating pattern-based and shape-based descriptors to better differentiate motorcycles in 18 difficult and ambiguous situations. 
