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Let N1 denote the class of generalized Nevanlinna functions with one negative
square and let N1, 0 be the subclass of functions Q(z) ¥ N1 with the additional
properties limyQ. Q(iy)/y=0 and lim supyQ. y |Im Q(iy)| <.. These classes
form an analytic framework for studying (generalized) rank one perturbationsA(y)=
A+y[ · , w] w in a Pontryagin space setting. Many functions appearing in quantum
mechanical models of point interactions either belong to the subclass N1, 0 or can be
associated with the corresponding generalized Friedrichs extension. In this paper a
spectral theoretical analysis of the perturbations A(y) and the associated Friedrichs
extension is carried out. Many results, such as the explicit characterizations for the
critical eigenvalues of the perturbations A(y), are based on a recent factorization
result for generalized Nevanlinna functions. © 2002 Elsevier Science (USA)
Key Words: Pontryagin space; rank one perturbation; symmetric operator;
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1. INTRODUCTION
In recent years there has been an increasing interest in rank one pertur-
bations of selfadjoint operators in Hilbert spaces. These perturbations are
being studied, both in the ordinary sense and in a generalized sense, and
are also strongly motivated by some physical applications, such as
quantum mechanical models of point interactions. However, some cases
studied by, for instance, Berezin [5], van Diejen and Tip [16], and
Shondin [33] show that the Hilbert space framework does not suffice;
instead, natural interpretations can be given in a Pontryagin space setting.
The main purpose of the present paper is to carry out a spectral theoretical
analysis for abstract rank one perturbations in a Pontryagin space H with
one negative square. New and explicit results in this situation can be given;
they are also immediately applicable in the examples alluded to above. For
the main results in this paper an important role is played by a canonical
factorization of generalized Nevanlinna functions, cf. [9, 17, 18], when
associated to the family of rank one perturbations of the given selfadjoint
operator. For a special class of generalized Nevanlinna functions such a
factorization was earlier used by Kreı˘n and Shmulyan [31].
Let A be a selfadjoint operator in a Pontryagin space H with inner
product [ · , · ] and assume that H has 1 negative square. With w ¥ H the
rank one perturbations A(y) of A in H are defined by
A(y)=A+y[ · , w] w, y ¥ R.(1.1)
The perturbations A(y), y ¥ R, are all selfadjoint operators in H. In fact,
they are the selfadjoint operator extensions of the restriction S of A defined
by
dom S={f ¥ dom A: [f, w]=0},(1.2)
a symmetric operator in H with defect numbers (1, 1). The adjoint linear
relation Sg of S has the form
Sg=A+3 ({0} À span{w}),(1.3)
where+3 denotes the componentwise sum of the given graphs. There is one
further selfadjoint extension of S : the generalized Friedrichs extension
SF(=A(.)) of the form
SF=S+3 ({0} À span{w}).(1.4)
This extension is a selfadjoint relation; i.e., . is an eigenvalue of SF. Its
multivalued part is given by mul SF=mul Sg=span{w}, and in the
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present situation the corresponding root subspace S.(SF) is at most three-
dimensional. In the special case that [w, w] > 0, the root subspace S.(SF)
coincides with mul SF and is one-dimensional and nondegenerate. If
[w, w] [ 0, then the root subspace S.(SF) may be nondegenerate or
degenerate. If it is degenerate, then dim S.(SF) [ 2. These facts, which are
completely determined by the element w in (1.1), can be conveniently
characterized in an analytical manner.
The appropriate analytical approach to the extension theory is based on
the notion of the so-called Q-function and was developed by Kreı˘n and
Langer; cf., e.g., [28]. The Q-functions Qy(z) associated to the perturba-
tions A(y), y ¥ R 2 {.}, in (1.1) and (1.4) are generalized Nevanlinna
functions. In the case where the operator S in (1.2) is simple the functions
Qy(z) all belong to the class N1 of generalized Nevanlinna functions with
one negative square. In fact, for y ¥ R, the functions Qy(z) belong to the
subclass N1, 0 of N1. When y=. the situation is different: the asymptotic
behaviour at . of the function Q.(z), which is associated with the gener-
alized Friedrichs extension in (1.4), is different and in fact reflects the
geometric properties of the root subspace S.(SF).
The factorization result in [17], see also [9, 18], when applied to the
Q-functions Qy(z) of the perturbations A(y), shows that there exist
numbers ay, by ¥ C+ 2 R, such that
Qy(z)=
(z−by)(z− b¯y)
(z−ay)(z− a¯y)
Q0y(z), y ¥ R 2 {.},(1.5)
where Q0y(z) belongs to the class N of ordinary Nevanlinna functions
(without negative squares). If [w, w] [ 0, then for y=. the denominator
(z−ay)(z− a¯y) in (1.5) is absent, in which case (1.5) will be rewritten in the
form
Q.(z)=(z−a)(z− a¯) Q
0
.(z).(1.6)
The study of the rank one perturbations A(y) can be based on a single
function Qy(z), below this is taken to be Q.(z). The factorized integral
representations associated to (1.5), (1.6) may be used to describe, for
instance, all the geometric properties of the root subspace S.(SF) (see
Theorem 4.1), as well as the so-called critical eigenvalues of the perturba-
tions A(y) (see Theorem 5.1) in analytical terms.
Examples of the present situation appear in the literature. For instance,
the original model considered by Berezin [5] involved, on an algebraic
level, a symmetric operator in an indefinite inner product space. As
was shown by Shondin [33], see also [6], this model gives rise to a
Q-function of a symmetric operator in a Pontryagin space of the formQ(z)=
−z log(1−z). Another example of similar nature that appears in [33] is the
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function Q(z)=iz3/2. The Laguerre operator considered in Krall [27] and
Derkach [7] also gives rise to an analogous situation. The corresponding
Q-function in this case turns out to be Euler’s B-function. Jonas and
Langer in [23] considered a model, the so-called g-model, of a bounded
selfadjoint operator A in a Pontryagin space with o=1 negative square
and described the spectral properties of A with the aid of the function
Q(z)=a−z+F
R
dm(t)
t−z
, a ¥ R, F
R
dm(t) <..(1.7)
When o > 1 an analogous model for a bounded selfadjoint operator was
developed in [24]. All of the above mentioned functions are generalized
Nevanlinna functions with one negative square. They can be naturally
considered in the present framework of abstract rank one perturbations. In
fact, it turns out that the Q-functions associated with the corresponding
generalized Friedrichs extension SF admits a factorization of the form (1.6).
In their investigation of a class of integral equations of Wiener–Hopf
type, Kreı˘n and Shmulyan [31] considered functions of the form
Q(z)=
k
z
+F
R
dy(t)
t−z
, k > 0, F
R
dy(t) <..(1.8)
Such functions are also generalized Nevanlinna functions with one negative
square. They are closely related to the study in this paper and connected
with the Friedrichs extension of the inverse S−1 of S. In fact, such functions
are associated to the generalized Kreı˘n–von Neumann extension of S in the
sense of [21].
The paper is organized as follows. In Section 2 some definitions and
basic terminology are introduced and an operator representation for the
function −1/Q.(z) is given. In Section 3 the root subspace S.(SF) of SF is
described in terms of A and the element w. These results are derived from a
model associated with the factorization in (1.6); see Theorem 3.1. Analytic
descriptions for the eigenvalue . of SF in terms of the factorized integral
representations of Q.(z) and −1/Q.(z) are obtained in Section 4. In
Section 5 the type of the critical eigenvalues ay of the perturbations A(y) is
characterized and the dependence of ay on y is investigated. These results
are specialized to the case of regular perturbations (cf. [10]) in Section 6.
Some applications are treated in Section 7.
The model discussed in Theorem 3.1 is of independent interest. In fact,
there exists a more general version of this model for symmetric operators
with defect numbers (n, n), n ¥N; see [11]. The construction of this model
in the general case uses the Pontryagin space versions of various represen-
tation results for transforms of Weyl functions (or Q-functions) recently
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obtained in [8]. The present model in Theorem 3.1 and its generalization
in [11] have applications to singular perturbations of selfadjoint operators
in a Hilbert space; cf. [12]. All of this work, in particular about rank one
perturbations in general Pontryagin spaces, can be continued by means of a
detailed study of subclasses of generalized Nevanlinna functions; see [13].
2. PRELIMINARIES
A function Q(z), meromorphic in C0R, is said to belong to the class N1
of generalized Nevanlinna functions if the kernel
NQ(z, w)=
Q(z)−Q(w)
z−w¯
, z, w ¥ C0R(2.1)
has precisely 1 negative square; cf. [29]. This class of functions is closely
related to symmetric operators acting on a Pontryagin space H with one
negative square as follows. Let S be a symmetric operator in H with defect
numbers (1, 1) and let A be a selfadjoint extension of S with r(A) ] f.
Choose a nontrivial vector c(z0) ¥Nz0=ker(S
g−z0), z0 ¥ r(A), and define
c(z)=(I+(z−z0)(A−z)−1) c(z0) (¥Nz=ker(Sg−z)), z ¥ r(A).
(2.2)
Then the solution Q(z) of
Q(z)−Q(z0)
z− z¯0
=[c(z), c(z0)](2.3)
is said to be a Q-function associated to the pair (S, A); cf. [28]. If
span{c(z): z ¥ r(A)}=H,
then Q(z) belongs to N1. Conversely, if Q(z) ¥ N1, then the objects H, S,
and A can be constructed (up to isomorphisms, uniquely) such that Q(z) is
the Q-function for (S, A). An important subclass of N1 is N1, 0; see [9]. It
consists of functions Q(z) ¥ N1 which satisfy the following two asymptotic
conditions:
lim
yQ.
Q(iy)
y
=0, lim sup
yQ.
y |Im Q(iy)| <..(2.4)
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The Q-function of A and S corresponding to y=0 will be denoted by
Q(z) (instead of Q0(z)). The Q-functions Qy(z), y ] 0, and Q(z) of the
selfadjoint extensions A(y) (A(.)=SF) and A of S are connected via
Qy(z)=
Q(z)−y
1+yQ(z)
, y ¥ R 2 {.}.(2.5)
To each function Q(z) ¥ N1 is associated precisely one pole in C+ or a gen-
eralized pole of nonpositive type (GPNT) in R 2 {.} and precisely one
zero in C+ or a generalized zero of nonpositive type (GZNT) in R+ 2 {.}.
In fact, according to [30] the total multiplicity of poles or GPNT (zeros or
GZNT) of Q(z) ¥ N1 in C+ 2 R 2 {.} is equal to one. The parameter by in
(1.5) is the unique GZNT of Qy(z), while the parameter ay in (1.5) is the
unique GPNT of Qy(z). The factorization in (1.6) expresses the fact that
Q.(z) has one finite GZNT at a ¥ C+ 2 R and one GPNT at .. As was
shown in [32], the multiplicity oa of a GPNT a ¥ R can be characterized as
the smallest nonnegative integer for which
−. < lim
zQ3 a
(z−a)2oa+1 Q(z) [ 0.(2.6)
Similarly, the multiplicity o. of the GPNT . is the smallest nonnegative
integer for which
0 [ lim
zQ3 .
Q(z)
z2o.+1
<..(2.7)
Analogous characterizations hold for the multiplicities pb and p. of the
GZNT of Q(z). It follows from (2.7) that if Q(z) ¥ N1, then
Q(z)=O(z3), zQ3 ..(2.8)
The asymptotic behaviour of Q(z) at . can be connected with the geome-
tric structure of the root subspace of the generalized Friedrichs extension
SF at ., which is defined by
S.(SF)={g ¥ H : {0, g} ¥ SnF for some n ¥N}.(2.9)
Let S be a closed symmetric operator in H with defect numbers (1, 1)
and let Sg be the adjoint linear relation of S. A triplet P={C, C0, C1}
is said to be a boundary triplet associated to Sg if the following two
conditions are satisfied:
322 DERKACH, HASSI, AND DE SNOO
(i) the mapping C : fQ {C0f, C1f} from Sg to C2 is surjective;
(ii) the abstract Green’s identity
[fŒ, g]−[f, gŒ]=C1 fˆC0 gˆ−C0 fˆC1 gˆ(2.10)
holds for all fˆ={f, fŒ}, gˆ={g, gŒ} ¥ Sg.
It is easily seen that A˜=ker C0 is a selfadjoint extension of S. Associated to
each boundary triplet there is a Weyl function Q(z) defined by
Q(z) C0 fˆz=C1 fˆz, fˆz={fz, zfz} ¥ Nˆz, z ¥ r(A˜),
where Nz denotes the defect subspace of S at z. The function Q(z) is
(locally) holomorphic on r(A˜) and can be shown to be the Q-function of
the pair (S, A˜); cf. [14]. The function c(z)=(c0 | Nˆz)−1 is also holomorphic
on r(A˜) and satisfies the identity (2.2).
In the case where S is given by (1.2) one can define a boundary triplet for
Sg via the following
Proposition 2.1 (cf. [9]). Let A be a selfadjoint operator in a
Pontryagin space H, let w ¥ H, and let S be defined by (1.2). Then the adjoint
linear relation Sg is of the form (1.3) and has a boundary triplet {C, C0, C1},
where
C0 fˆ=[f, w], C1 fˆ=c, fˆ={f, Af+cw} ¥ Sg.(2.11)
The corresponding Weyl function Q.(z) satisfies
−
1
Q.(z)
=[(A−z)−1 w, w].(2.12)
The function Q.(z) is the Q-function of S and its generalized Friedrichs
extension SF=ker C0 in (1.4). Likewise, the function Q(z)=−1/Q.(z) is
the Q-function of S and A=ker C1. Moreover, the function Qy(z) in (2.5)
is the Q-function of S and A(y) in (1.1) with A(y)=ker(C1−yC0). Since
w ¥ H, (2.12) implies
lim
y ‘.
[(A−iy)−1 w, w]
y
=0, lim
y ‘.
y |[(A−iy)−1 w, w]|=|[w, w]| <..
(2.13)
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Therefore, −1/Q.(z) ¥ N1, 0 (see (2.4)) with limyQ.[(A−iy)−1 w, w]=0,
so that the exceptional value in (2.5) is y=. and consequently, for all
y ¥ R the functions Qy(z) belong to N1, 0; cf. [9]. Since H is a Pontryagin
space, it is possible that [w, w] [ 0, while w ] 0. This leads to a further
analysis of the perturbations and the analytic properties of their Q-func-
tions Qy(z), y ¥ R 2 {.}.
3. A FACTORIZATION MODEL AND THE ROOT SUBSPACE
OF SF AT .
In this section it is shown that every function Q.(z) ¥ N1 with the addi-
tional property o.(Q.)=1 admits an operator representation (2.12) with
[w, w] [ 0, and conversely. Moreover, the geometric properties of the root
subspace S.(SF) will be described by means of w and A. These results will
be derived with the aid of a model that connects the function Q.(z) and its
factor Q0.(z) ¥ N, a result of independent interest.
Let S0 be a closed symmetric operator in the Hilbert space H0 and let
{C, C0, C1} be a boundary triplet for S
g
0 . Define a Pontryagin space
H=H0 À C2 with the fundamental symmetry
IH0 À 101 102
and a linear relation S in H by
S=˛˛R fC1 fˆ
0
S , R fŒaC1 fˆ
C0 fˆ
Sˇ : fˆ={f, fŒ} ¥ Sg0 ˇ ,(3.1)
where a ¥ C+ 2 R. It follows from (2.10) that S is a closed symmetric linear
relation in H with defect numbers (1,1).
Theorem 3.1. Let S be defined by (3.1) and let P0={C, C0, C1} be a
boundary triplet for Sg0 with the Weyl function Q
0
.(z). Then the adjoint linear
relation Sg of S has the form
Sg=˛ Fˆ=˛R fC1 fˆ
f0
S , R fŒaC1 fˆ+f1
C0 fˆ+a¯f0
Sˇ : fˆ ¥ Sg0 , f0, f1 ¥ Cˇ ,(3.2)
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and the boundary triplet P={C, C˜0, C˜1} for Sg is given by
C˜0Fˆ=f0, C˜1Fˆ=f1, Fˆ=Sg.(3.3)
Moreover, the corresponding Weyl function Q.(z) has the form
Q.(z)=(z−a)(z− a¯) Q
0
.(z).(3.4)
Proof. Let Fˆ={F, FŒ} and Gˆ={G, GŒ} belong to the set defined in the
right-hand side of (3.2). A straightforward calculation shows that
[FŒ, G]−[F, GŒ]=(fŒ, g)−(f, gŒ)+(aC1 fˆ+f1) g¯0+(a¯f0+C0fˆ) C1 gˆ
(3.5)
−C1 fˆ(C0 gˆ+a¯g0)−f0(aC1 gˆ+g1)=f1 g¯0−f0 g¯1.
The statements (i) and (ii) now follow from (3.5) and the properties of P0.
A vector Fˆ ¥ Sg belongs to the defect subspace Nz(S*) if and only if
fŒ=zf, aC1 fˆ+f1=zC1 fˆ, C0 fˆ+a¯f0=zf0.(3.6)
This gives
fˆ={f, fŒ} ¥Nz(Sg0 ), f0=(z− a¯)−1 C0 fˆ, f1=(z−a) C1 fˆ.
The Weyl function Q.(z) corresponding to P is obtained via the following
identities
Q.(z) f0=Q.(z) C˜0Fˆ=C˜1Fˆ=f1=(z−a) C1 fˆ
=(z−a) Q0.(z) C0 fˆ=(z−a)(z− a¯) Q
0
.(z) f0. L
Introduce the following two proper linear extensions of S :
A :=ker C˜1=˛˛R fC1 fˆ
f0
S , R fŒaC1 fˆ
C0 fˆ+a¯f0
Sˇ : fˆ ¥ Sg0 , f0 ¥ Cˇ ,(3.7)
SF :=ker C˜0=˛˛R fC1 fˆ
0
S , R fŒaC1 fˆ+f1
C0 fˆ
Sˇ : fˆ ¥ Sg0 , f1 ¥ Cˇ .(3.8)
RANK ONE PERTURBATIONS 325
Proposition 3.2. Let the linear relations S, A, and SF be given by (3.1),
(3.7), and (3.8), respectively, let Ai=ker Ci(‡ S0), i=0, 1, and let w=
(0, 1, 0)+. Then:
(i) The linear relations S, A, and SF satisfy the equalities (1.2) and (1.4).
(ii) The multivalued parts of S and A1=ker C1 are connected via
mul S={(g, 0, C0 gˆ)2 : gˆ={0, g} ¥ A1}.(3.9)
In particular, S is an operator if and only if A1 is an operator, in which case,
mul SF is spanned by the neutral vector w.
(iii) If mul S is nontrivial, then the restrictions of S, A, and SF to the
subspace Hımul S satisfy the equalities (1.2) and (1.4), with w replaced by
wŒ ¥mul SF ımul S for which [wŒ, wŒ] < 0.
(iv) If the symmetric operator S0 in H0 is simple, then S is simple if and
only if
mul A1={0} and ker(A0−a)={0}.(3.10)
In this case, the vector w is cyclic.
Proof. (i) The equalities (1.2) and (1.4) for S, A, and SF follow
immediately from the descriptions given in (3.1), (3.7), and (3.8).
(ii) The description (3.9) is obtained from (3.1). Clearly, mul S={0}
if and only if mul A1={0}. In this case, (3.8) shows that mul SF=span{w},
and w satisfies [w, w]=0.
(iii) If mul S or equivalently mul A1 is nontrivial, then they are
necessarily one-dimensional: mul A1=span{g}, ||g||=1, and mul S=
span{w1}, where w1=(g, 0, C0 gˆ)2 is a positive vector (cf. (3.9)). In this
case mul SF is two-dimensional and spanned by {w, wŒ}, where
wŒ=(g, −1/C0 gˆ, C0 gˆ)2(3.11)
spans the orthogonal complement of w1 in mul SF. Decompose w=
C0 gˆ(w1−wŒ) and denote by SŒ, AŒ, and S −F the restrictions of S, A, and SF
to the subspace Hımul S, respectively. Then, clearly SŒ and S −F satisfy
(1.4) with w replaced by wŒ. Since w1 is orthogonal to dom A, the equality
(1.2) can be rewritten as
dom SŒ=dom S={f ¥ dom A : [f, wŒ]=0}={f ¥ dom AŒ : [f, wŒ]=0}.
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(iv) First assume that the conditions in (3.10) are satisfied. It follows
from (3.6) that
Nz(S*)=span{c(z)}, c(z)=R (z− a¯) c0(z)(z− a¯) Q0.(z)
1
S , z ¥ C+ 2 C− .
Since mul A1={0}, limzQ3 . 1/zQ0.(z)=0 (see, e.g., [29]). In addition,
c1(z)=c0(z)/Q
0
.(z) satisfies (2.2) with A0 replaced by A1,
c1(z)=(A1−z0)(A1−z)−1 c1(z0),
and tends to zero as zQ3 ., since A1 is an operator. Therefore, the vector
R01
0
S=lim
zQ3 .
R c0(z)/Q0.(z)1
1/((z− a¯) Q0.(z))
S
belongs to H˜ :=span{Nz(S*): z ] z¯}. Similarly, by using ker(A0−a)={0}
one proves that (0, 0, 1)+ belongs to H˜. Now the simplicity of S follows
from the simplicity of S0.
As to the converse statement observe that if mul A1 ] {0}, then by (3.9)
also mul S is nontrivial and, therefore, S cannot be simple. Similarly, if
f ¥ ker(A0−a), so that {f, af} ¥ A0, then the vector (f, C1 fˆ, 0)2 belongs
to ker(S−a), which again contradicts the simplicity of S. The last statement
follows from
(A−z)−1 w=−
c(z)
Q.(z)
, z ¥ (C+ 2 C−)0{a, a¯}. L(3.12)
The next result shows how the model in Theorem 3.1 and the factorizations
of the form (1.6) are connected to the properties of w, which induces the
perturbations in (1.1).
Proposition 3.3. Let Q.(z) ¥ N1 and assume that o.(Q.)=1. Then
there is a selfadjoint operator A in a Pontryagin space H with one negative
square and a vector w ¥ H, cyclic for A, such that
[w, w] [ 0(3.13)
and such that A is a selfadjoint extension of S in (1.2) with the Q-function
−1/Q.(z)=[(A−z)−1 w, w].(3.14)
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Conversely, let the operator A=Ag and its restriction S in (1.2) have a
Q-function of the form (3.14) for some cyclic vector w ¥ H satisfying (3.13).
Then Q.(z) ¥ N1 and o.(Q.)=1.
Proof. Since o=o.(Q.)=1, Q.(z) has a GPNT at . and a GZNT at
a ¥ C+ 2 R. Therefore, Q.(z) admits the following factorization
Q.(z)=(z−a)(z− a¯) Q
0
.(z), Q
0
.(z) ¥ N.(3.15)
Consider a Hilbert space H0, a closed symmetric operator S0 in H, and a
boundary triplet {C, C0, C1} for S
g
0 , whose Weyl function is Q
0
.(z).
According to Theorem 3.1, Q.(z) is the Weyl function corresponding to
the boundary triplet {C, C˜0, C˜1}. The formula (3.14) is an immediate
consequence of (3.12); it also follows from (2.12), since the boundary
triplets {C, C˜0, C˜1} and (2.11) coincide if w=(0, 1, 0)2. This proves the
direct part of the statement in the case where w is cyclic (mul A1={0},
ker(A0−a)={0}). In the case where mul A1 ] {0} consider the restrictions
SŒ, AŒ of S and A to the subspace HŒ=Hımul S (see Proposition 3.2) and
rewrite (2.12) in the form
−1/Q.(z)=[(AŒ−z)−1 wŒ, wŒ]HŒ,
where wŒ is defined by (3.11). Since [wŒ, wŒ]HŒ < 0, the subspace Hœ :=
span{(AŒ−z)−1 wŒ : z ¥ (C+ 2 C−)0{a, a¯}} is nondegenerate: Hence, to
complete the proof of the direct part of the statement it remains to replace
AŒ by its restriction to Hœ.
For the converse statement, observe that since H has one negative square
and since A is cyclic with respect to w, the function Q.(z) in (3.15), and
hence also the function −1/Q.(z), belong to N1. Moreover, (3.13) and the
equality
lim
zQ3 .
z 1− 1
Q.(z)
2=lim
zQ3 .
z[(A−z)−1 w, w]=−[w, w]
show that p.(−1/Q.)=1, or equivalently o.(Q.)=1. L
By Proposition 3.3 the distinction between the cases [w, w] > 0 and
[w, w] [ 0 can be phrased in purely analytic terms: via the existence of a
generalized pole for Q.(z) at .. If [w, w] > 0, also the Q-function of SF
has a finite GPNT and admits a representation of the form (1.5). Since
mul SF=span{w}, . is an eigenvalue of positive type. This case is very
close to the Hilbert space case, cf. [9], and will not be considered in the
rest of this paper. If [w, w] [ 0, then . is a GPNT of Q.(z), in which case
Q.(z) admits a representation of the form (1.6).
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In what follows, a classification of the eigenvalues of nonpositive type of
a selfadjoint relation H, r(H) ]”, will be used; cf. [4]. Recall, that if
a ¥ C+ is an eigenvalue of H, then the corresponding eigenspace of H is
neutral and one-dimensional, and if a ¥ R 2 {.}, then the root subspace at
a is at most three-dimensional. The eigenvalue a is called positive, negative,
or neutral if the corresponding eigenvector is positive, negative, or neutral
in H, respectively. Moreover, a is called critical if either it is neutral or it is
negative and an accumulation point of s(H). If a is neutral and the root
subspace is nondegenerate (degenerate), then a is called a regular (singular)
critical eigenvalue of H. This gives rise to the following classification for
the points a ¥ R 2 {.} as eigenvalues of nonpositive type:
(i) a is an eigenvalue of negative type ofH with algebraic multiplicity 1;
(ii) a is a singular critical eigenvalue ofH with algebraic multiplicity 1;
(iii) a is a regular critical eigenvalue of H with algebraic multiplicity 2;
(iv) a is a singular critical eigenvalue ofH with algebraic multiplicity 2;
(v) a is a regular critical eigenvalue of H with algebraic multiplicity 3.
Often, the case (i) is said to be elliptic and the cases (ii)–(v) are called
parabolic.
Proposition 3.4. Let S, SF, and w ¥ H, [w, w] [ 0, be as in Proposition
3.3, and assume that the space H has one negative square. Then dim S.(SF)
[ 3 and the properties (i)–(v) above are equivalent to the following statements
for a=. and SF (instead of H), respectively:
(i) [w, w] < 0, in which case w ¨ dom SF;
(ii) [w, w]=0, w ¨ dom SF;
(iii) [w, w]=0, w ¥ dom SF 0dom S2F, and [g1, w] ] 0, where {w, g1}
¥ SF;
(iv) [w, w]=0, w ¥ dom SF 0dom S2F, and [g1, w]=0, where {w, g1}
¥ SF;
(v) [w, w]=0, w ¥ dom S2F, in which case [g1, w]=0, [g2, w] ] 0,
where {w, g1}, {g1, g2} ¥ SF.
Proof. In the case where [w, w]=0 the linear relations S and SF are
unitarily equivalent to (3.1) and (3.8), respectively. This equivalence will be
used for the proof of (ii)–(v); first (v) will be proved.
Assume that dim S.(SF)=3. Then {w, g1}, {g1, g2} ¥ SF for some
g1, g2 ¥ H, and this is equivalent to w ¥ dom S2F. Conversely, in view of
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(3.8), the condition {w, g1} ¥ SF implies C1{0, fŒ}=1, while {g1, g2} ¥ SF
implies C0{0, fŒ}=0. With {0, fŒ}, fˆ={fŒ, fœ} ¥ Sg0 , and f1 ¥ C this leads
to
w=R01
0
S , g1=R fŒC1 fˆ
0
S , g2=R fœaC1 fˆ+f1
C0 fˆ
S .(3.16)
Here fŒ ] 0, since C1{0, fŒ} ] 0. Due to fŒ ¥mul A0, {fŒ, fœ} ¨ A0 and
hence C0{fŒ, fœ} ] 0. It follows from (3.16) that w, g1, and g2 are linearly
independent. Moreover, (3.16) implies [w, w]=[w, g1]=0, [w, g2] ] 0,
and in view of (3.8), g2 ¨ dom SF. Therefore, dim S.(SF)=3 and the root
subspace is nondegenerate.
(iii), (iv) Let the root subspace S.(SF) be two-dimensional. Then
there exists g1 ¥ H for which {w, g1} ¥ SF. By virtue of the proof of (v), one
obtains w ¥ dom SF 0dom S2F. Conversely, if w ¥ dom SF 0dom S2F then
dim S.(SF) [ 2 and there exists g1 ¥ H such that {w, g1} ¥ SF. As in (3.16)
it is seen that w and g1 are linearly independent, and dim S.(SF)=2. Now
S.(SF) is degenerate if and only if it contains an isotropic vector, which is
necessarily w. Otherwise, S.(SF) would be a two-dimensional neutral sub-
space, a contradiction with o=1. This proves (iii) and (iv).
(i), (ii) The proof of parts (iii) and (iv) shows that dim S.(SF)=1 if
and only if w ¨ dom SF. Since S.(SF)=span{w}, degeneracy of S.(SF) is
equivalent to [w, w]=0. L
The proof shows that if none of the conditions (i)–(v) is satisfied (and
mul SF is nontrivial), then actually [w, w] > 0. The next results translate
the spectral properties of SF in Proposition 3.4 to the unperturbed operator
A in (1.1) via w.
Theorem 3.5. Let A be a selfadjoint operator in the Pontryagin space H
with one negative square, let w ¥ H be cyclic for A, and let S and SF be
defined by (1.2) and (1.4), respectively. Then the properties (i)–(v) in
Proposition 3.4 are equivalent to:
(i) [w, w] < 0;
(ii) [w, w]=0, w ¨ dom A;
(iii) [w, w]=0, w ¥ dom A, [Aw, w] ] 0;
(iv) [w, w]=0, w ¥ dom A0dom A2, [Aw, w]=0;
(v) [w, w]=0, w ¥ dom A2, [Aw, w]=0 ([A2w, w] > 0).
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Proof. (i) This is immediate from (i) in Proposition 3.4.
(ii) Now assume that . is a singular critical point of SF with mul-
tiplicity 1. By Proposition 3.4 this is equivalent to [w, w]=0, w ¨ dom SF.
On the other hand, if [w, w]=0 then (1.2) shows that w ¥ dom S if and
only if w ¥ dom A. Moreover, dom S=dom SF by (1.4) and hence the
statement (ii) is proved.
(iii), (iv) Again use the corresponding statements in Proposition 3.4.
It follows from (1.4) that w ¥ dom S2 if and only if w ¥ dom S2F, i.e.,
g1 ¥ dom SF, in which case [g1, w]=0. In particular, w ¥ dom SF 0dom S2F
if and only if w ¥ dom S0dom S2. Moreover, [Sw, w]=[g1, w] since
[w, w]=0. In this case, Aw=Sw and [Aw, w] ] 0 is equivalent to
[g1, w] ] 0. This implies (iii). On the other hand, it follows from (1.2) that
for w ¥ dom A with [Aw, w]=0 the conditions w ¥ dom S0dom S2 and
w ¥ dom A0dom A2 are equivalent. This completes the proof of (iv).
(v) This is obvious by the proof for the cases (iii) and (iv). Observe
that [Aw, Aw] > 0 since otherwise span{w, Aw} would be a two-dimen-
sional nonpositive subspace; impossible, since the index of H is o=1. L
4. ANALYTIC DESCRIPTIONS FOR THE ROOT SUBSPACE
OF SF AT .
In this section some explicit descriptions for the geometric properties of
the root subspace S.(SF) are given by means of factorized integral repre-
sentations of the functions Q(z) and Q.(z)=−1/Q(z) corresponding to A
in (1.1) and SF in (1.4). The factorization of Q.(z) in (1.6) implies that
Q.(z) has the following integral representation,
Q.(z)=(z−a)(z− a¯) 1d1z+d2+F
R
1 1
t−z
−
t
t2+1
2 ds.(t)2 ,(4.1)
where a ¥ C+2 R, d1 \ 0, d2 ¥ R, and s.(t) satisfies
F
R
ds.(t)
t2+1
<..(4.2)
Theorem 4.1. Let Q.(z) ¥ N1 be the Q-function of S and SF with the
integral representation (4.1) and denote d0=d2− >R (t/(t2+1)) ds.(t).
Then the properties (i)–(v) in Proposition 3.4 for the eigenvalue . of SF are
equivalent to:
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(i) d1=d0=0 and >R ds.(t) <.;
(ii) d1=0 and >R ds.(t)=.;
(iii) d1=0, d0 ] 0, and >R ds.(t) <.;
(iv) d1 ] 0 and >R ds.(t)=.;
(v) d1 ] 0 and >R ds.(t) <..
Proof. It follows from (4.1) that
−1/Q.(z)=
1
(z−a)(z− a¯)
1a+bz+F
R
1 1
t−z
−
t
t2+1
2 dr(t)2 ,(4.3)
where a ¥ C+2 R, a ¥ R, b \ 0, and r(t) satisfies the analog of (4.2). By
Proposition 3.3, −1/Q.(z) has the operator representation (3.14), where w
satisfies the indicated conditions. Now the generalized Stieltjes inversion
formula applied to (4.3) and (3.14) for |t| large enough yields
dr(t)
(t−a)(t− a¯)
=d[E(t) w, w].(4.4)
(i) The representations (4.3) and (3.14) imply
−b= lim
yQ.
iy
Q.(iy)
= lim
yQ.
−iy[(A−iy)−1 w, w]=[w, w].(4.5)
Thus, the statement (i) in Theorem 3.5 is equivalent to b > 0. Inverting the
representation (4.3), one obtains (i).
(ii) According to (4.5) [w, w]=0 if and only if in (4.3) b=0. On
the other hand, (4.4) shows that w ¨ dom A if and only if >R dr(t)=..
It is easy to check that the properties b=0 and >R dr(t)=. in (4.3) are
equivalent to the analogous conditions in the representation (4.1).
Therefore, (ii) follows from the corresponding statement in Theorem 3.5.
(iii) According to (4.4) w ¥ dom A is equivalent to >R dr(t) <.. In
this case, (4.3) reads as
−1/Q.(z)=
1
(z−a)(z− a¯)
1c+F
R
1
t−z
dr(t)2 ,(4.6)
where c ¥ R.With [w, w]=0 one has z[(A−z)−1 w, w]=[A(A−z)−1 w, w].
Hence, for w ¥ dom A (4.6) and (3.14) give
c= lim
yQ.
y2
Q.(iy)
= lim
yQ.
−iy[A(A−iy)−1 w, w]=[Aw, w].(4.7)
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The statement (iii) in Theorem 3.5 now shows that (4.6) holds with c ] 0,
and this is equivalent to the analogous conditions in (4.1) for Q.(z).
(iv) Consider the conditions in (iv) of Theorem 3.5. It follows from
(4.4) that w ¥ dom A0dom A2 is equivalent to
F
R
dr(t) <., F
R
t2 dr(t)=..(4.8)
With [Aw, w]=0 the representation (4.6) holds with c=0; see (4.7).
According to [22] these properties for the factor −1/Q0.(z) are equivalent
to the properties in (iv) for Q0.(z).
(v) Now consider the conditions in (v) of Theorem 3.5. The identity
(4.4) shows that w ¥ dom A2 is equivalent to
F
R
(t2+1) dr(t) <..(4.9)
Hence, (4.6) holds with c=0 and for r(t) satisfying (4.9). According to
[22] these properties for −1/Q0.(z) are equivalent to the properties in (v)
for Q0.(z). L
Observe that the regularity (singularity) of the critical eigenvalue . of SF
can be characterized by the single condition >R ds.(t) <. (resp.
>R ds.(t)=.), while the algebraic multiplicity in each case can be
determined directly from the coefficients d1, d0 in (4.1). The proof of
Theorem 4.1 shows that the spectral properties of SF at . can also be
expressed with the aid of the integral representation of Q(z)=−1/Q.(z) in
(4.3) as follows:
Corollary 4.2. The statements (i)–(v) in Theorem 4.1 for the function
Q.(z) are equivalent to the following properties of the function
Q(z)=−1/Q.(z)=
1
(z−a)(z− a¯)
1a+bz+F
R
1 1
t−z
−
t
t2+1
2 dr(t)2 :(4.10)
(i) b=limzQ3 . zQ(z) > 0;
(ii) b=0 and >R dr(t)=.;
(iii) (b=0), c=limzQ3 . z2Q(z)=a− >R tt2+1 dr(t) ] 0 and >R dr(t) <.;
(iv) (b=0), c=0, >R dr(t) <., and >R t2 dr(t)=.;
(v) (b=0), c=0, and >R t2 dr(t) <..
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It follows from (4.10) (see also (4.6)) that the limit limzQ3 .−z3Q(z) is
finite if and only if b=0, c=0, and >R dr(t) <.. Observe that if
w ¥ dom A and [w, w]=[Aw, w]=0, then z2Q(z)=z2[(A−z)−1 w, w]=
[(A−z)−1 Aw, w]. Therefore, in this case
lim
zQ3 .
−z3Q(z)=F
R
dr(t)= lim
yQ.
−iy[(A−iy)−1 Aw, Aw](4.11)
=[Aw, Aw]( > 0).
5. THE CRITICAL EIGENVALUE OF RANK ONE
PERTURBATIONS
In this section the behaviour of the eigenvalue of nonpositive type of the
perturbations A(y), y ¥ R, of A is studied. The Q-function Qy(z) corre-
sponding to A(y) is determined by (2.5), or equivalently via
Qy(z)=−
1+yQ.(z)
Q.(z)−y
, y ¥ R 2 {.}.(5.1)
Since . is a GPNT of Q.(z), limzQ3 . Q.(z)=. and (5.1) shows that
Qy(z)=−y+o(1/z), zQ3 ..
Therefore, if y ] 0 then . is neither a GZNT nor a GPNT for Qy(z).
Moreover, Qy(z) belongs to N1, 0 and has the following factorized integral
representation
Qy(z)=
(z−by)(z− b¯y)
(z−ay)(z− a¯y)
1−y+F
R
1
t−z
dsy(t)2 ,(5.2)
where ay, by ¥ C+2 R and where dsy(t) is a finite measure on R. In (5.2)
the point ay is the unique eigenvalue of nonpositive type of A(y). However,
if [w, w] [ 0 and y=0, then the factor (z−by)(z− b¯y) in (5.2) disappears,
and A is the only selfadjoint extension of S whose Q-function has a gener-
alized zero at .. This difference between the values y ¥ R0{0} and y=0
for [w, w] [ 0 is reflected in the next theorem, where the eigenvalue a(y) of
A(y), y ¥ R, is characterized with the factorized integral representation (4.1)
of Q.(z). To formulate this result notice that the existence of the limit
lim
zQ3 z0
Q.(z)− y
z−z0
, z0 ¥ R,(5.3)
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is equivalent to the existence of the limit Q.(z0) and the nontangential
derivative Q −.(z0) at z0:
Q.(z0) := lim
zQ3 z0
Q.(z)=y, Q
−
.(z0) := lim
zQ3 z0
Q.(z)−Q.(z0)
z−z0
.(5.4)
If the limit limzQ3 z0 Q.(z) exists and if z0 ] a then the integral representa-
tion of Q.(z) in (4.1) shows that the existence of Q
−
.(z0) is equivalent to
F
R
ds.(t)
(t−z0)2
<..(5.5)
In a similar way it is seen that for z0 ] a the limit
(Q'−.(z0) :=) lim
zQ3 z0
Q.(z)−Q.(z0)
(z−z0)3
(5.6)
exists if and only if the following four conditions hold: Q.(z0)=y,
Q −.(z0)=0, and
F
R
ds.(t)
(t−z0)4
<., (Q'.(z0) :=) lim
zQ3 z0
Q.(z)−Q.(z0)
(z−z0)2
=0.
Theorem 5.1. Let A(y), y ¥ R, be the selfadjoint operator in (1.1). Let
Q.(z) ¥ N1 be the Q-function of S and SF in (1.4), with the integral repre-
sentation (4.1). If y ] 0 and ay ¥ R, then the types (i)–(v) for the eigenvalue
ay are characterized by the following conditions: Q.(ay)=y and
(i) Q −.(ay) < 0, (in which case >R ds.(t)(t−ay)2 <.);
(ii) Q −.(ay)=0 and >R ds.(t)(t−ay)4=.;
(iii) (Q −.(ay)=0), Q
'
.(ay) ] 0 and >R ds.(t)(t−ay)4 <.;
(iv) (Q −.(ay)=0), Q
'
.(ay)=0, >R ds.(t)(t−ay)4 <., and >R
ds.(t)
(t−ay)
6=.;
(v) (Q −.(ay)=0), Q
'
.(ay)=0, and >R ds.(t)(t−ay)6 <..
Moreover, if y=0 and a0=a ¥ R, then these characterizations take the form:
(i) da=limzQ3 a
Q.(z)
a−z=>R 1{a} ds.(t) > 0;
(ii) da=0 and >R ds.(t)(t−a)2=.;
(iii) (da=0), ca=limzQ3 a
Q.(z)
(a−z)2
] 0, and >R ds.(t)(t−a)2 <.;
(iv) (da=0), ca=0, >R ds.(t)(t−a)2 <., and >R
ds.(t)
(t−a)4
=.;
(v) (da=0), ca=0, and >R ds.(t)(t−a)4 <..
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Proof. The identity (5.1) shows that ay is a GZNT for Q.(z)− y. Define
H(l)=Q.(ay−1/l)−y.(5.7)
Then H(l) has . as a GZNT. Moreover, the function −H(l)−1 is a
Q-function of the symmetric operator SŒ=(ay−S)−1 corresponding to its
generalized Friedrichs extension S −F. Clearly, ay as an eigenvalue of A(y) is
of the same type as . as an eigenvalue of S −F. Hence, (i)–(v) in
Corollary 4.2 may be applied to H(l).
Clearly, from part (i) of Corollary 4.2 one obtains
0 < lim
lQ3 .
lH(l)= lim
lQ3 ay
Q.(l)− y
ay−l
,
which gives the first statement in (i) above.
Since H(l) has a GZNT at . and a GPNT at l=0, it can be factorized
as follows:
H(l)=
1
l2
1a+bl+F
R
1 1
s−l
−
s
s2+1
2 dr(s)2 .(5.8)
On the other hand, it follows from (4.1) and (5.7) that
H(l)=−y+(ay−a−1/l)(ay− a¯−1/l)(5.9)
×1d1ay−d1
l
+d2+F
R
s2 1 1
s−l
−
(a2y+1) s−ay
(ays−1)2+s2
2 ds.(s)2 ,
where the substitution s=(ay−t)−1 has been used. The generalized Stieltjes
inversion formula applied to (5.8) and (5.9) gives
dr(s)=s2((ay−a) s−1)((ay− a¯) s−1) ds.(s).(5.10)
This leads to the following equivalences for y ] 0:
F
R
dr(s)
1+s2
<.Z F
R
s2 ds.(s) <.Z F
R
ds.(t)
(t−ay)2
<.
and
F
R
s2k dr(s) <.Z F
R
s2k+4 ds.(s) <.Z F
R
ds.(t)
(t−ay)2k+4
<.,
where k=0, 1. Now, the statements for y ] 0 follow from Corollary 4.2.
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For y=0, a0=a and (5.10) leads to the following equivalences:
F
R
dr(s)
1+s2
<.Z F
R
s2
1+s2
ds.(s) <.Z F
R
ds.(t)
(t−ay)2+1
<.
and
F
R
s2k dr(s) <.Z F
R
s2k+2 ds.(s) <.Z F
R
ds.(t)
(t−ay)2k+2
<.,
where k=0, 1. The statements for y=0 are now obtained from
Corollary 4.2. L
In the remaining part of this section the behaviour of the eigenvalue ay
under the perturbations (1.1) of A will be studied. Let the mapping yQ ay
from R into C+ 2 R be denoted by a(y). By (5.1) a GPNT of Qy(z) is a
GZNT of the function Q.(z)− y. Hence, a nonreal pole z0 of Qy(z) in C+ is
characterized with the aid of Q.(z)=(z−a)(z− a¯) Q
0
.(z) in (4.1) by the
simple condition Q.(z0)−y=0. Similarly, a GPNT z0 ¥ R of Qy(z) is
characterized by Q.(z0)− y=0 and Q
−
.(z0) [ 0; see Theorem 5.1. If the
limit limzQ3 z0 Q.(z) exists and if z0 ] a then the limit in (5.3) exists if and
only if the limit
Q0.
−(z0)= lim
zQ3 z0
Q0.(t)−Q
0
.(z0)
t−z0
(5.11)
exists. In this case Q −.(z0) [ 0 can be rewritten as
((z0−a)+(z0− a¯)) Q
0
.(z0)+(z0−a)(z0− a¯) Q
0
.
−(z0) [ 0.(5.12)
Moreover, it follows from (5.4) that the inequality (5.12) with a ¥ R is
equivalent to
d1+F
R
ds.(t)
(t−z0)2
[ −
2y
(z0−a)3
.(5.13)
In the next result, which is similar to the corresponding result obtained
in [23] in the connection of a specific model space, the set T− is defined by
T−={y ¥ R : z=a(y) ¥ R0 supp s., Q −.(z) < 0}.
Theorem 5.2. Let a(y) ¥ R 2 C+ be the (generalized) pole of nonpositive
type of Qy(z) and let Q.(z) be given by (4.1). Then:
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(i) a(y) is continuous on R;
(ii) a(y) is real analytic on T− ;
(iii) a(y) is strictly decreasing on T− ;
(iv) the branch points of a(y) (if any) are of the order at most 3 and
are characterized by the condition Q −.(z)=0, or equivalently, with a ¥ R, by
d1+F
R
ds.(t)
(t−z)2
=−
2y
(z−a)3
, z=a(y) ¥ R0 supp s.;(5.14)
the branch points of the second (third) order are characterized by (5.14) and
the conditions Q'.(z) ] 0 (Q'.(z)=0, Q'−.(z) ] 0), or equivalently, with
a ¥ R, by (5.14) and
F
R
ds.(t)
(t−z)3
]
3y
(z−a)4
,(5.15)
respectively, by (5.14) and
F
R
ds.(t)
(t−z)3
=
3y
(z−a)4
, F
R
ds.(t)
(t−z)4
] −
4y
(z−a)5
.(5.16)
Moreover, the third derivative in the third order branch point is positive.
Proof. (i) It follows from the inverse function theorem that a(y)
is real analytic at each y ¥ R such that a(y) ¥ C0R since Q.(z) has no
multiple zeros.
Now, let a(y0) be real and assume that yn Q y0. Using (5.13) it is seen
that the sequence an=a(yn) is bounded. Passing to a subsequence it may be
assumed that in fact an Q aŒ. If aŒ ¥ C+, then (5.4) shows that aŒ=a(y0).
If aŒ ] a, then it follows from (5.13) and Fatou’s lemma that
>R ds.(t)/(t−aŒ)2 <.. Taking the limit in (5.12) one concludes that aŒ is
the GPNT of Qy0 (z) and, therefore, again aŒ=a(y0). Next assume that
aŒ=a ¥ R. It is claimed that in this case y0=0. If y0 ] 0, then it follows
from (5.13), the inequality
:F
R
1+tz
t−z
ds.(t)
1+t2
:2 [ F
R
ds.(t)
1+t2
·F
R
:1+tz
t−z
:2 ds.(t)
1+t2
,
and the boundedness of the sequence an, that there exists a positive
constant C such that
(an−a)4 :F
R
1+tan
t−an
ds.(t)
1+t2
:2 [ C(an−a)4 1 −2yn(an−a)3−d1 2Q 0,
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as an Q a. Therefore,
yn=(an−a)2 Q
0
.(an)Q 0, an Q a,
so that y=0. From these two properties of the (sub)sequence an the con-
tinuity of the function a(y), both at y0 ] 0, and at y0=0, easily follows.
(ii) For all y ¥ T− , Q.(z) is analytic at a(y) and Theorem 5.1 implies
that the points a(y) are characterized by the conditions Q.(a(y))=y and
Q −.(a(y)) < 0. That a(y) is real analytic everywhere on T− follows by the
inverse function theorem.
(iii) The function a(y) is strictly decreasing on T− , since the function
y=Q.(z) is strictly decreasing on a(T−).
(iv) It is an immediate consequence of the inverse function theorem
that the branch points of a(y) (if any) are of the order at most 3 and are
characterized by the condition
Q −.(z)=0, z=a(y) ¥ R0 supp s.,(5.17)
and moreover, that the branch points of the second (third) order are
characterized by (5.14) and the conditions
Q'.(z) ] 0 (Q'.(z)=0, Q'−.(z) ] 0),(5.18)
respectively. With a ¥ R the factorization (4.1) shows that
Q −.(z)=(z−a)
2 Q0.
−(z)+2(z−a) Q0.(z);
Q'.(z)=(z−a)
2 Q0.
'(z)+4(z−a) Q0.
−(z)+2Q0.(z);
Q'−.(z)=(z−a)
2 Q0.
−−−(z)+6(z−a) Q0.
'(z)+6Q0.
−(z).
(5.19)
This yields the following equivalences:
Q −.(z)=0Z Q
0
.
−(z)=−
2Q0.(z)
z−a
=−
2y
(z−a)3
;
Q'.(z)=0Z Q
0
.
'(z)=
6Q0.(z)
(z−a)2
=
6y
(z−a)4
.
(5.20)
In this case,
Q'−.(z)=(z−a)
2 Q0.
−−−(z)+
24y
(z−a)3
.(5.21)
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The derivatives of Q0.(z) at points z ¥ R0 supp s. are obviously given by
Q0.
−(z)=d1+F
R
ds.(t)
(t−z)2
, Q0.
'(z)=2 F
R
ds.(t)
(t−z)3
, Q0.
−−−(z)=6 F
R
ds.(t)
(t−z)4
.
Now the characterizations (5.14), (5.15), and (5.16) follow from (5.17) and
(5.18).
To prove the last statement, assume that ay ¥ R is a branch point of the
third order. Then ay is a GZNT of Q.(z)−y, so that
Q.(z)−y=(z−ay)2 Q˜0(z),
for some Q˜0(z) ¥ N0. In view of (5.6) this leads to
Q'−.(ay)= lim
zQ3 ay
Q˜0(z)−Q˜0(ay)
z−ay
=Q˜ −0(ay) > 0. L
6. THE CASE OF REGULAR PERTURBATIONS
The perturbations A(y) in (1.1) are called regular if the root subspace
S.(SF) of SF is nondegenerate. An equivalent description can be given by
means of the asymptotic behaviour of Q.(z) as zQ3 .: perturbations are
regular precisely when Q.(z) has a polynomial asymptotic behaviour at ..
Since the only GPNT of Q.(z) is located at . (with multiplicity
o.(Q.)=o=1), the regularity assumption implies that Q.(z) can be
decomposed to the form Q.(z)=P(z)+QR(z), where P(z) is polynomial
of degree deg P [ 3 and QR(z) ¥ N is an ordinary Nevanlinna function; see
[10]. The next result characterizes the class of regular perturbations by
means of the factorized integral representation of Q.(z) in (4.1) and relates
the coefficients of P(z) to the data in this integral representation.
Proposition 6.1. Let the function Q.(z) be defined by
Q.(z)=C
n
j=0
cjz j+F
R
1 1
t−z
−
t
t2+1
2 dm(t),(6.1)
where 1 [ n [ 3, ci ¥ R, i=0, 1, 2, 3, c3 \ 0 (c1 < 0 in the case n=1), and
F
R
dm(t)
t2+1
<..(6.2)
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Then Q.(z) ¥ N1 and . is a GPNT of Q.(z). Moreover, Q.(z) has the
factorization
Q.(z)=(z−a)(z− a¯) 1d1z+d0+F
R
1
t−z
ds.(t)2 ,(6.3)
where a ¥ C+2 R, d1 \ 0, d0 ¥ R, and s.(t) satisfies
F
R
ds.(t) <..(6.4)
Conversely, each function Q.(z) ¥ N1 of the form (6.3) with (6.4) admits the
integral representation (6.1). In particular, the following identities hold:
c3=d1, c2=−2 Re a d1+d0,
c1=|a|2 d1−2 Re a d0−F
R
ds.(t),
c0=|a|2 d0+F
R
(|a|2−1) t+2 Re a
1+t2
ds.(t).
(6.5)
Proof. It follows from the identity
Q.(z)−Q.(w)
z−w¯
=ZCWg+F
R
1
t−z
1
t−w¯
dm(t),
where Z=(1, z, z2), W=(1, w, w2), C=(ci+j−1)
3
i, j=1, c4=c5=0, that
Q.(z) has one negative square. Observe that in the right side of (6.1) the
integral term behaves like o(z). This implies
lim
zQ.
Q.(z)
z3
\ 0 and lim
zQ.
Q.(z)
z
< 0 or lim
zQ.
Q.(z)
z
=..
Therefore, o.(Q.)=1 and Q.(z) has the factorization
Q.(z)=(z−a)(z− a¯) 1d1z+d2+F
R
1 1
t−z
−
t
t2+1
2 ds.(t)2 ,(6.6)
where a, d1, d2, and s.(t) are as in (4.1). The generalized Stieltjes inversion
formula applied to (6.1) and (6.6) gives
dm(t)=(t−a)(t− a¯) ds.(t), t ¥ R.(6.7)
Now (6.2) implies (6.4) and the representation in (6.6) reduces to (6.3).
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Conversely, let Q.(z) have the representation (6.3). Making use of the
identities
((z−a)(z− a¯)−(t−a)(t− a¯)) 1 1
t−z
−
t
1+t2
2
=−
(t+z)(1+tz)
1+t2
+2 Re a
1+tz
1+t2
and d0=d2− >R (t/(1+t2)) ds.(t) one obtains
Q.(z)=(z−a)(z− a¯) 1d1z+d0+F
R
t ds.(t)
1+t2
2+F
R
1 1
t−z
−
t
1+t2
2 dm(t)
−z2 F
R
t ds.(t)
1+t2
+z 12 Re a F
R
t ds.(t)
1+t2
−F
R
ds.(t)2
−F
R
t ds.(t)
1+t2
+2 Re a F
R
ds.(t)
1+t2
.
Simple calculations now show that the equalities (6.5) hold. L
Remark 6.2. In the case where n=1 the function Q.(z) of the form
Q.(z)=c1z+c0+F
R
1 1
t−z
−
t
t2+1
2 dm(t)(6.8)
admits the representation (6.3) with d1=d0=0 and (6.5) reduces to
c1=−F
R
ds.(t), c0=F
R
(|a|2−1) t+2 Re a
t2+1
ds.(t).
The case n=2 leads to (6.3) with d1=0 and again (6.5) simplifies accordingly.
The nature of . as a critical point of SF can be characterized via the
asymptotics of Q.(z). In fact, the following strengthening for (2.8) is
obtained by combining Theorem 4.1 with Proposition 6.1 (see also [10]).
Corollary 6.3. Let the assumptions be as in Theorem 4.1. Then:
(i) . is a regular critical point of SF with algebraic multiplicity 1 if
and only if Q.(z)=c1z+o(z), c1 < 0.
(ii) . is a singular critical point of SF with algebraic multiplicity 1 if
and only if Q.(z)=o(z3), but for Q.(z) neither (i) nor (iii) holds.
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(iii) . is a regular critical point of SF with algebraic multiplicity 2 if
and only if Q.(z)=c2z2+c1z+o(z), c2 ] 0.
(iv) . is a singular critical point of SF with algebraic multiplicity 2 if
and only if Q.(z)=c3z3+o(z3), c3 ] 0, but (v) does not hold for Q.(z).
(v) . is a regular critical point of SF with algebraic multiplicity 3 if
and only if Q.(z)=c3z3+c2z2+c1z+o(z), c3 > 0.
For regular perturbations the finiteness of the moments for the measure
dm(t) can be recovered by means of w as follows.
Proposition 6.4. Let the assumptions of Theorem 4.1 be satisfied and
assume that . is a regular critical point of SF with multiplicity k, k=1, 2, 3.
Then for j ¥N,
F
R
|t|2j dm(t) <. if and only if w ¥ dom Ak+j.(6.9)
Proof. Let >R |t|2j dm(t) <.. ThenQ.(z) admits the following expansion
Q.(z)=ckzk+·· ·+
c−2j
z2j
+O 1 1
z2j+1
2 , zQ3 ., ck ] 0,
and therefore
−
1
Q.(z)
=[(A−z)−1 w, w]=
dk
zk
+·· ·+
d2j+2k
z2j+2k
+O 1 1
z2j+2k+1
2 , zQ3 .,
where dk ] 0. This implies by [29, Satz 1.10] that w ¥ dom A j+k. The
converse statement is proved by reversing the given steps. L
The next proposition translates the characterizations in Theorem 5.1 to
the case where Q.(z) admits an integral representation of the form (6.1). In
particular, one obtains a generalization for the main result of Jonas and
Langer in [23].
Proposition 6.5. Let the assumptions be as in Theorem 5.1. Further,
assume that Q.(z) has the form
Q.(z)=P(z)+F
R
1 1
t−z
−
t
t2+1
2 dm(t),(6.10)
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where the polynomial P(z) and the measure dm(t) are as in (6.1). Then the
statements (i)–(v) in Theorem 5.1 with y=0 and a=a0 ¥ R are equivalent to:
(i) PŒ(a)+>R dm(t)(t−a)2 < 0;
(ii) PŒ(a)+>R dm(t)(t−a)2=0 and >R
dm(t)
(t−a)4
=.;
(iii) PŒ(a)+>R dm(t)(t−a)2=0, Pœ(a)/2+>R
dm(t)
(t−a)3
] 0, and >R dm(t)(t−a)4 <.;
(iv) PŒ(a)+>R dm(t)(t−a)2 , Pœ(a)/2+>R
dm(t)
(t−a)3
=0, >R dm(t)(t−a)4 <., >R
dm(t)
(t−a)6
=.;
(v) PŒ(a)+>R dm(t)(t−a)2=0, Pœ(a)/2+>R
dm(t)
(t−a)3
=0, and >R dm(t)(t−a)3 <..
Proof. Let the function in (6.10) be written as Q.(z)=P(z)+QR(z).
The measures ds. and dm are connected via the identity (6.7). Therefore,
for a ¥ R and k ¥ Z+,
F
R
ds.(t)
(t−a)2k
<.(=.) if and only if F
R
dm(t)
(t−a)2k+2
<.(=.).
(6.11)
(i) According to Theorem 5.1 a is an eigenvalue of A of the type (i) if
and only if
da=lim
zQ3 a
Q.(z)
a−z
> 0,
which in view of (5.4) means that
Q −.(a)=PŒ(a)+Q −R(a)=PŒ(a)+F
R
dm(t)
(t−a)2
< 0.(6.12)
(ii) The previous argument shows that the condition da=0 in
Theorem 5.1 is equivalent to Q −.(a)=0, while (6.11) with k=1 implies
that the condition >R ds.(t)/(t−a)2=. in Theorem 5.1 is equivalent to
>R dm(t)/(t−a)4=..
(iii)–(v) By Theorem 5.1 the limit ca=limzQ3 a Q.(z)/(a−z)2 exists
and is finite. Moreover, da=0 or equivalently Q
−
.(a)=0; cf. (6.12). Now a
simple calculation shows that
Q.(z)
(z−a)2
=
1
(z−a)2
1P(z)−P(a)
z−a
−PŒ(a)+F
R
(z−a) dm(t)
(t−z)(t−a)2
2 ,(6.13)
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which implies
lim
zQ3 a
Q.(z)
(z−a)2
=
Pœ(a)
2
+F
R
dm(t)
(t−a)3
.(6.14)
Hence, the assertions (iii)–(v) follow from the corresponding statements in
Theorem 5.1 and the identities (6.11) and (6.14). L
If, in particular, P(z) has the simpler form P(z)=a−z, then PŒ(z)=−1
and Pœ(z)=0, and the results in Proposition 6.5 coincide with those in [23,
Theorem 2.2].
The results in Proposition 6.5 can be applied also to the situation of
generalized Kreı˘n–von Neumann extensions of symmetric operators. In
their paper [31], Kreı˘n and Shmulyan considered the function
Q(z)=
k
z
+F
R
dy(t)
t−z
,(6.15)
where k > 0 and >R dy(t) <.. It follows from the definition of the GZNT
at . (or also from a theorem of Kreı˘n and Langer [30]) that Q(z) has a
finite GZNT a if and only if k < >R dy(t). (This fact was proved indepen-
dently in [31].) In fact, the function Q(z) in (6.15) can be seen as a
Q-function of the generalized Kreı˘n–von Neumann extension of S
(cf. [21]) and the point a is an eigenvalue of nonpositive type for the
selfadjoint extension corresponding to the function −1/Q(z). One can
characterize the type of this eigenvalue in terms of y(t) in a similar manner
as in Proposition 6.5 by using the substitution zQ 1/l, since the function
−Q(1/l) is the Q-function of the generalized Friedrichs extension of the
inverse operator S−1.
7. SOME EXAMPLES
This section contains some examples of functions which one encounters
in mathematical physics (cf. [5, 6, 7, 33]) and which in fact belong to the
class N1 of generalized Nevanlinna functions. In each case, the nature of
the underlying abstract perturbations is identified.
(a) A three-dimensional Lee model. Consider the function Q.(z)=
−z log(1−z). It follows from the integral representation
Q.(z)=z2 F
.
1
1
t−z
dt
t
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that Q.(z) ¥ N1 and that . is the GPNT of Q.(z), while z=0 is a GPNT
for the transform −1/Q.(z). Theorem 4.1(ii) shows that . is a singular
critical point of SF with multiplicity 1, since >.1 dt/t=.. Since ds.(t)=
dt/t, supp s.=[1,.), one has
d0=0 1=lim
zQ3 0
Q.(z)
−z
=lim
zQ 0
log(1−z)2 .
Moreover, by using the expansion for −log(1−z) one obtains
c0=lim
zQ3 0
Q.(z)
z2
=lim
zQ 0
−log(1−z)
z
=1 ] 0
1Q0.−(0)=lim
zQ3 0
Q0.(z)−1
z−0
=2 F
R
s.(t)
t2
=F
R
dt
t3
=−
1
2
<..
By the second part of Theorem 5.1, z=0 is a regular critical eigenvalue
with multiplicity 2 corresponding to A in (1.1).
The function Q.(z)=−z log(1−z) originally appears in the paper of
Berezin [5] and can be interpreted as a Q-function of a symmetric operator
associated with the three-dimensional Lee model; see also [6].
(b) A Laguerre differential operator in a weighted L2-space. Consider
the one-parameter family of functions defined with the aid of Euler’s beta
function as follows:
Qn(z)=B(z, −n), n ¥ (−2, −1), Qn(z)=−B(z, −n), n ¥ (−3, −2).
Recall that B(z, −n) has the expansion
B(z, −n)=
1
z
+C
.
k=1
(n+1) · · · (n+k)
k! (z+k)
.(7.1)
This implies that Qn(z) ¥ N1 and that z=0 is the only GPNT of Qn(z) if
n ¥ (−2, −1), while z=−1 is the only GPNT of Qn(z) if n ¥ (−3, −2).
Since
B(z, −n)−1 ’ z−n, zQ3 .,(7.2)
. is a GZNT of Qn(z). Therefore,
Qn(z)=
1
z2
Qn0(z), n ¥ (−2, −1), Qn(z)=
1
(z+1)2
Qn0(z), n ¥ (−3, −1).
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It follows from
lim
zQ3 0
zB(z, −n)=1, n ¥ (−2, −1),
lim
zQ3 0
−(z+1) B(z, −n)=1, n ¥ (−3, −2),
that d0=1> 0 (d−1=1> 0), and hence by Theorem 5.1, z=0 (respectively
z=−1) is an eigenvalue of negative type with algebraic multiplicity 1 of the
underlying selfadjoint operator A. The function Q.(z)=−1/Qn(z) corre-
sponds to the generalized Friedrichs extension. According to Corollary 6.3
the estimate (7.2) immediately implies that . is a singular critical point of
SF with algebraic multiplicity 1. The function Qn(z) is associated to a
Laguerre differential operator in a weighted L2-space with an indefinite
metric; see [7].
(c) A model associated with point interactions. Also the function
Q.(z)=iz3/2=z2[iz−1/2], Q
0
.(z)=i(1/`z), is a generalized Nevanlinna
function with one negative square. In this case, Q.(z)=o(z2) but not O(z)
as zQ3 .. By Corollary 6.3, . is a singular critical point of SF with
algebraic multiplicity 1. This also follows from Theorem 4.1 by using
Q.(z)=iz3/2=z2 1 1`2+F.0 1 1t−z− tt2+12 dtp`t2 .
Now
d0=lim
zQ3 0
Q.(z)
−z
=lim
zQ 0
−i`z=0,
and since limzQ3 0 Q.(z)/z2=., >R ds.(t)/t2=., which is also obvious
from ds.(t)=dt/p`t. Hence, z=0 is a singular critical eigenvalue of A
with algebraic multiplicity 1 by Theorem 5.1. The function Q.(z)=iz3/2
appears in Shondin [33] in the connection of quantum mechanical models.
Now consider the eigenvalue a(y) of the perturbations A(y). Since
Q −.(z)=0 if and only if z=0, the only branch point of a(y) is y=0. When
y ¥ (−., 0), the equation Q.(z)=y has two nonreal solutions zk=
e ±ip/3 |y|2/3. Thus A(y) for y < 0 has one nonreal eigenvalue a(y) of non-
positive type in C+ and in C− . These eigenvalues tend from 0 to . along
the rays re ±ip/3(r > 0), when 0 > yQ −.. When y ¥ (0,+.), the equation
Q.(z)=y has one real solution zk=−y2/3 < 0. For this solution
Q −.(zk) < 0. Thus A(y) for y > 0 has one real eigenvalue a(y) of negative
type in R− . This eigenvalue tends from 0 to −., when 0 < yQ+..
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