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LES GE´OME´TRIES DE HILBERT SONT A`
GE´OME´TRIE LOCALE BORNE´E
BRUNO COLBOIS ET CONSTANTIN VERNICOS
Re´sume´. On montre que la ge´ome´trie de Hilbert d’un domaine
convexe de Rn est a` ge´ome´trie locale borne´e c-a`-d que pour un
rayon fixe´, toutes les boules sont bilipschitz a` un domaine de Rn
euclidien. On en de´duit que si la ge´ome´trie de Hilbert est hyper-
bolique au sens de Gromov, alors le bas de son spectre est stricte-
ment positif. On donne un contre-exemple en dimension trois qui
montre que la re´ciproque n’est pas vraie pour les ge´ome´tries de
Hilbert non planes.
Abstract. (Hilbert geometries have bounded local geometry) We
prove that the Hilbert geometry of a convex domain in Rn has
bounded local geometry, i.e., for a given radius, all balls are bilips-
chitz to a euclidean domain of Rn. As a consequence, if the Hilbert
geometry is also Gromov hyperbolic, then the bottom of its spec-
trum is strictly positive. We also give a counter exemple in dimen-
sion three wich shows that the reciprocal is not true for non plane
Hilbert geometries.
1. Introduction
Le but de cet article est de montrer que localement, toute ge´ome´trie
de Hilbert est proche de la ge´ome´trie euclidienne, et cela de manie`re
uniforme. En ge´ome´trie me´trique, le controˆle de la ge´ome´trie locale
joue un roˆle croissant dans l’e´tude des quasi-isome´tries (voir par exem-
ple le concept «d’espace me´trique a` croissance borne´e a` une certaine
e´chelle», [BS00] p. 294, ou encore [LP01], paragraphe 5). En ge´ome´trie
riemannienne, il est bien connu que la ge´ome´trie locale (notamment par
l’interme´diaire de la courbure et du rayon d’injectivite´) intervient dans
la de´monstration de nombreux the´ore`mes. Cependant, si les ge´ome´tries
de Hilbert sont naturellement munies d’une me´trique de Finsler, celle-
ci est seulement C0, ce qui exclu tout concept de courbure proche de la
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notion riemannienne correspondante. Aussi, nous controlerons locale-
ment la ge´ome´trie d’un point de vue me´trique en demandant que les
boules de rayon fixe´ soient uniforme´ment bilipschitz a` une partie de
l’espace euclidien. Nous en de´duirons que l’hyperbolicite´ au sens de
Gromov d’une ge´ome´trie de Hilbert implique la non-nullite´ du bas du
spectre : cela avait e´te´ de´montre´ en dimension 2 dans [CV06], et e´tait
conjecture´ en dimension supe´rieure. La preuve que nous donnons ici est
nouvelle e´galement en dimension 2, et plus simple que la pre´ce´dente.
Pour conclure avec cette question, nous donnons un exemple montrant
que contrairement a` la dimension 2, il n’y a pas de re´ciproque a` ce
dernier re´sultat en dimension supe´rieure.
Avant d’e´noncer les re´sultats pre´cis, rappelons qu’une ge´ome´trie de
Hilbert (C, dC) est la donne´e d’un ouvert convexe et borne´ C de Rn
muni de la distance de Hilbert dC de´finie de la manie`re suivante : pour
toute paire de points distincts p et q dans C, la droite passant par p et
q rencontre le bord ∂C de C en deux points distincts a et b tels que la
droite passe par a, p, q et b dans cet ordre.
On de´finit alors
dC(p, q) =
1
2
ln[a, p, q, b]
ou` [a, p, q, b] est le birapport de (a, p, q, b) :
[a, p, q, b] =
‖q − a‖e
‖p− a‖e ×
‖p− b‖e
‖q − b‖e
ou` ‖.‖e de´signe la norme euclidienne. On pose e´galement dC(p, p) = 0.
Sur C, on peut mettre une norme de Finsler C0, note´e ‖ · ‖C, en
proce´dant comme suit : si p ∈ C et up ∈ TpC = Rn, la droite passant
par p et dirige´e par up coupe ∂C en deux points p+ et p−. On pose alors
‖up‖C = 1
2
‖up‖e
(
1
‖p− p+‖e +
1
‖p− p−‖e
)
ou` ‖up‖e de´signe la norme euclidienne de up.
De plus, on utilisera dans la suite le fait que la distance de longueur
induite sur C par la norme ‖.‖C co¨ıncide avec dC — voir [SM00] pour
une justification de´taille´e de cette dernie`re affirmation.
A cette norme de Finsler est associe´e une norme duale : si lp est une
forme line´aire sur TpC, on pose
‖lp‖∗C = sup{lp(up) : up ∈ TpC, ‖up‖C = 1}.
Graˆce a` la norme de Finsler, on construit une forme volume et une
mesure sur C (qui correspond en fait a` la mesure de Hausdorff, voir
[BBI01] exemple 5.5.13).
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Soient p ∈ C et
TBC(p) = {up ∈ TpC = Rn : ‖up‖C < 1}
la boule unite´ de TpC. Soit ωn le volume de la boule unite´ de l’espace
euclidien Rn et conside´rons la fonction hC : C −→ R donne´e par
hC(p) = ωn/vole
(
TBC(p)
)
ou` vole est le volume euclidien usuel.
Alors la mesure µC (que nous nommerons mesure de Hilbert de C ;
elle est e´galement connue sous le nom de mesure de Busemann) associe´e
a` ‖ · ‖C est de´finie ainsi : si A ⊂ C est un bore´lien, on pose
µC(A) =
∫
A
hC(p)dvole(p)
ou` dvole(p) est la mesure de Lebesgue.
Si Ω est un domaine avec Ω ⊂ C, l’inte´grale sur Ω par rapport a` µC
d’une fonction f de´finie sur Ω sera note´e
∫
Ω
f dµC.
Remarque 1.1. Les re´sultats de cet article restent inchange´s si
on conside`re une mesure e´quivalente. En particulier, la mesure dite de
Holmes-Thompson, qui est e´quivalente par les ine´galite´s de Santalo et
Bourgain-Milman a` la mesure de Hilbert, donne les meˆmes re´sultats.
Remarquons que bien que cette mesure soit lie´e a` un invariant symplec-
tique, c’est une mesure a` densite´ par rapport a` la mesure de Lebesgue,
et l’expression de cette densite´ peut toujours eˆtre de´finie dans le cadre
des ge´ome´tries de Hilbert.
On de´finit le bas du spectre de C, que l’on note λ1(C), par analogie
avec ce qui se fait dans le cas des varie´te´s riemanniennes de volume
infini. On pose
(1) λ1(C) = inf
∫
C
‖dfp‖∗C2 dµC(p)∫
C
f 2(p)dµC(p)
,
ou` l’infimum est pris sur toutes les fonctions lipschitziennes, non nulles,
a` support compact dans C et ou` µC est la mesure de Hilbert associe´e a`
C. L’expression ci-dessus est appele´e le quotient de Rayleigh de f .
La constante de Cheeger de C est de´finie par
(2) I∞(C) = inf
U
ν¯C(∂U)
µC(U)
,
ou` U de´crit les ouverts de C d’adhe´rence compacte dont le bord ∂U
est une sous-varie´te´ de dimension n-1. On rappelle que ν¯C de´signe ici la
mesure de Hausdorff des hypersurfaces associe´e a` la restriction de ‖.‖C.
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Remarquons qu’aussi bien le bas du spectre que la constante de
Cheeger ne de´pendent que C0 de la me´trique.
Notre re´sultat principal est
The´ore`me 1.2. Un convexe (C, dC) muni de sa me´trique de Hilbert
est a` ge´ome´trie locale borne´e.
De´finition 1.3. Nous dirons qu’un espace me´trique (X, d) est a`
ge´ome´trie locale borne´e s’il existe deux constantes a et C telles que
pour tout x ∈ X , si Ba(x) est la boule centre´e en x de rayon a, il existe
une application F : Ba(x) → Rn qui soit un home´omorphisme sur son
image et soit C-bilipschitz, i.e., pour tout y et z dans Ba(x)
1
C
d(z, y) ≤ ‖F (z)− F (y)‖e ≤ Cd(z, y).
Comme application du the´ore`me 1.2, on de´duit
The´ore`me 1.4. Soit (C, dC) un convexe de Rn muni de sa me´trique
de Hilbert. S’il existe δ > 0 tel que (C, dC) est δ-hyperbolique alors son
bas du spectre est non nul, i.e., λ1(C) > 0.
Nous de´montrons ce re´sultat en utilisant la constante de Cheeger et
l’ine´galite´ liant la constante de Cheeger au bas du spectre de´montre´e
dans [CV06]. Plus pre´cise´ment nous de´montrons le the´ore`me suivant :
The´ore`me 1.5. Soit (C, dC) un convexe de Rn muni de sa me´trique
de Hilbert. S’il existe δ > 0 tel que (C, dC) est δ-hyperbolique alors sa
constante de Cheeger I∞(C) est strictement positive.
A la section 1, on donne la preuve du the´ore`me 1.2. La section 2 est
consacre´e aux the´ore`mes 1.4 et 1.5 et, a` la section 3, on construit un
exemple montrant que la re´ciproque aux the´ore`mes 1.4 et 1.5 n’est pas
vraie.
2. De´monstration du the´ore`me 1.2
Pour de´montrer le the´ore`me 1.2, on va montrer que la ge´ome´trie
des boules de rayon 1 est borne´e (i.e. on peut prendre a = 1 dans la
de´finition).
L’ide´e est d’utiliser l’ellipso¨ıde de John : on sait que les boules d’une
ge´ome´trie de Hilbert sont affinement convexes (mais en ge´ne´ral pas
me´triquement) — voir [SM00] p. 21. On sait qu’a` tout convexe borne´
C de Rn, on peut associer l’ellipso¨ıde de John qui est l’unique ellipso¨ıde
E de volume euclidien maximal contenu dans C. De plus, on a E ⊂
C ⊂ √nE.
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De´monstration du the´ore`me 1.2. Soit p un point de C et BC(p, 1) la
boule unite´. Conside´rons B l’ellipso¨ıde de John inclu dans BC(p, 1).
Quitte a` translater et a` appliquer une transformation affine, on peut
supposer que l’ellipso¨ıde de John B est la boule unite´ euclidienne centre´e
en l’origine.
Ainsi pour tout y, z ∈ ∂BC(p, 1) on a d’une part
1 ≤ ‖y‖e ≤
√
n
et aussi
dC(y, z) ≤ 2
Pour controˆler la distance de Hilbert sur BC(p, 1), on va en fait en-
cadrer la norme de Finsler ‖.‖C et montrer que (BC(p, 1), ‖.‖C) est bilip-
schitz, au sens de Finsler (i.e., infinite´simalement), a` BC(p, 1) avec la
me´trique euclidienne usuelle. Cela implique imme´diatement la meˆme
proprie´te´ pour dC qui est la distance de longueur associe´e.
Pour cela on choisit x ∈ BC(p, 1) et on estime
‖v‖C = 1
2
‖v‖e
(
1
‖x− x+‖e +
1
‖x− x−‖e
)
ou` v est un vecteur tangent a` C au point x.
Pour pouvoir comparer a` la me´trique euclidienne, c’est-a`-dire a` ‖v‖e,
il faut et suffit d’une part que les nombres ‖x − x+‖e et ‖x − x−‖e ne
soient pas trop petits et d’autre part que l’un d’eux au moins ne soit
pas trop grand. Cela se traduit ge´ome´triquement par le fait que le bord
du convexe C ne doit pas eˆtre trop proche ou trop e´loigne´ de BC(p, 1)
dans un sens qui sera pre´cise´ dans la suite.
A l’e´tape 1, on montre qu’il n’est pas trop proche, a` l’e´tape 2 qu’il
n’est pas trop e´loigne´, et a` l’e´tape 3, on explique comment cela permet
de conclure la preuve du the´ore`me.
Etape 1 : La distance entre ∂C et ∂BC(p, 1) est minore´e par 12e4+1 .
L’ide´e intuitive est ici que si ∂C est trop proche du bord de la boule
unite´ BC(p, 1), on arrive a` exhiber deux points de la boule qui sont
trop e´loigne´s. Dans la preuve ci-dessous, on utilise le fait que les points
de la boule BC(p, 1) ne sont pas distants de plus de 2 pour en de´duire
l’estimation explicite.
Soit q un point de ∂C et q0 un point de ∂BC(p, 1) re´alisant le minimum
de la distance euclidienne de ∂C a` ∂BC(p, 1).
Le but est de montrer que d0 = qq0 la distance euclidienne entre ces
deux ensembles est minore´e par 1
2e4+1
.
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On se place dans un plan contenant l’origine et les points q0 et q.
Sans limiter la ge´ne´ralite´, apre`s une e´ventuelle rotation ou syme´trie,
on se trouve dans la situation de la figure 1, i.e., q0 est sur l’axe des
ordonne´es positifs. On note e´galement ρ0 la distance euclidienne de q0
a` B, ainsi les coordonne´es de q0 sont (0, ρ0 + 1).
q0
q
qˆ
ˆˆq
0
d0
ρ0
B
Uq1
Fig. 1 – Minoration de d0
Si d0 est plus grand que 1, on a la minoration cherche´e.
Supposons donc que d0 < 1. L’ide´e est que le coˆne Cq0 de sommet
q0 et tangent a` B est tout entier dans la boule BC(p, 1), par convexite´
de cette dernie`re. Soit Dq la paralle`le a` 0q0 = 0y, que l’on a pris pour
axe des ordonne´es, passant par q = (q1, q2). Puisque d0 < 1, la droite
Dq coupe la boule B en deux points. On note ˆˆq = (q1,−
√
1− q21) le
point d’ordonne´e ne´gative. Quant a` qˆ = (q1, qˆ2), il de´signera le point
d’intersection de Dq avec l’une des deux tangentes a` B passant par q0.
Pour minorer d0, on se place sur la droite Dq et on utilise le fait que
qˆ et ˆˆq sont dans BC(p, 1) d’ou`
(3) 2 ≥ dC(qˆ, ˆˆq) ≥ 1
2
ln
q2 +
√
1− q21
q2 − qˆ2 .
Soit 2U la largeur du coˆne Cq0 lorsqu’il rencontre l’axe des abscisses.
Par le the´ore`me de Thales on a
(4)
qˆ2
1 + ρ0
=
U − q1
U
donc qˆ2 = (1 + ρ0)
U − q1
U
,
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d’autre part on a
q2 +
√
1− q21 ≥ 1 + ρ0 − d0 et q2 ≤ 1 + ρ0 + d0,(5)
en sorte qu’en utilisant cela dans (3) on obtient
(6) 1 + ρ0 − d0 ≤ e4(q2 − qˆ2) ≤ e4(1 + ρ0 + d0 − qˆ2).
On remplace qˆ2 dans (6) par son expression de´termine´e par (4) ce qui
nous donne l’ine´galite´
(7) 1 + ρ0 − d0 ≤ e4
(
1 + ρ0 + d0 − (1 + ρ0)U − q1
U
)
,
en utilisant le fait que q1 ≤ d0, ceci nous donne l’ine´galite´ (car U ≥ 1)
(8) 1 + ρ0 − d0 ≤ e4d0
(
1 +
1
U
(1 + ρ0)
)
≤ e4d0(2 + ρ0)
donc finalement
d0 ≥ 1 + ρ0
2e4 + 1 + e4ρ0
,
qui est une fonction croissante en ρ0, ce qui implique que d0 ≥ 1/(2e4+
1).
En conclusion, on a toujours
(9) d0 ≥ 1
2e4 + 1
.
Etape 2 : Pour tout x ∈ C et pour toute droite D issue de x, il
existe un point z ∈ D ∩ ∂C a` distance euclidienne de x majore´e par
‖z − x‖e ≤ 5
√
n+ 3(2e4 + 1)n.
On commence par montrer qu le re´sultat est vrai pour le point p.
Comme ce point est au centre de la boule BC(p, 1), toute droite issue
de p coupe la boule en un point Y dont la distance a` p est exactement
1. Notons A et B les points d’intersection de cette droite avec ∂C et
notons y, a et b les distances euclidiennes de Y , A et B a` p.
On a l’e´galite´
(10)
1
2
ln
y + a
a
+
1
2
ln
b
b− y = 1.
l’un des deux termes de l’e´galite´ (10) est plus grand que 1/2,
1
2
ln
y + a
a
≥ 1
2
ou
1
2
ln
b
b− y ≥
1
2
,
et en utilisant le fait que ‖Y ‖e ≤
√
n on obtient
a ≤
√
n
e− 1 ≤ 3
√
n ou b ≤ e
√
n
e− 1 ≤ 3
√
n.(11)
8 B. COLBOIS ET C. VERNICOS
Conside´rons a` pre´sent un vecteur v et la droite D(x, v) passant par
un point x de BC(p, 1) et dirige´e par v. Cette droite rencontre ∂C en
deux point Ax et Bx.
Le but est de controˆler la distance euclidienne entre Ax, Bx et x. Pour
cela, on conside`re la droite issue de p et paralle`le a` D(x, v). On sait que
sur cette droite il existe un point Ap, Ap ∈ ∂C, avec ‖p−Ap‖e ≤ 3
√
n,
ceci provient de l’ine´galite´ (11).
Sans perte de ge´ne´ralite´ nous supposerons que Ax est le point tel que
(v · ~pAp)(v · ~xAx) > 0.
Si p ∈ D(x, v), la conclusion est imme´diate, sinon on se place dans
le plan engendre´ par ces deux droites paralle`les.
Soit la perpendiculaire a` D(x, v) passant par p. Elle rencontre le
bord en deux points Dp et Cp tels que leur distance euclidienne a` p
soit plus grande que d0, lui meˆme minore´ par C2 = 1/(2e
4+1) suivant
l’e´tape 1. Sans perte de ge´ne´ralite´ nous noterons Dp le point tel que
~(pDp) ·~(pAx) < 0.
Dp p x′
Ap
Ax
position limite de Ax
x
∂C
Fig. 2 – Position limite de Ax
Puisque ∂C passe par Ap et Ax, par convexite´, au dela du segment
[Ap, Ax], ∂C se trouve en dessous de la droite passant pas Ap et Ax. De
meˆme en conside´rant le segment [Ap, Dp]. En sorte que Ax ne peut pas
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eˆtre plus haut que la position critique ou` les droites (ApDp) et (AxAp)
se confondent (voir figure 2).
Plac¸ons nous donc dans cette position critique pour majorer la dis-
tance xAx. Soit x
′ l’intersection de la droite (xAx) et de la droite (pDp)
En comparant les longueurs des triangles homothe´tiques (DppAp) et
(Dpx
′Ax) on obtient
(12) ‖x′ −Ax‖e = ‖p− Ap‖e‖x
′ −Dp‖e
‖p−Dp‖e
Rappelons nous a` pre´sent que
(1) ‖p− Ap‖e ≤ 3
√
n par (11) ;
(2) ‖p−Dp‖e ≥ 1
2e4 + 1
par l’e´tape 1 ;
ce qui donne une fois applique´ a` l’e´quation (12)
(13) ‖x′ − Ax‖e ≤ 3
√
n
(
1 + (2e4 + 1)‖x′ − p‖e
)
Remarquons a` pre´sent que x′ est sur le cercle de diame`tre [x, p] dont
la largeur est majore´ par 2
√
n, puisque x et p sont dans le disque de
rayon
√
n centre´ en l’origine. On en de´duit donc que
‖x′ − p‖e ≤ 2
√
n et ‖x− x′‖e ≤ 2
√
n(14)
ainsi en utilisant l’ine´galite´ triangulaire dans l’espace euclidien et l’ine´galite´
(13) on obtient finalement
(15) ‖x−Ax‖e ≤ ‖‖ex− x′ + ‖x′ − Ax‖e ≤ 5
√
n+ 3(2e4 + 1)n.
ce qui est un controˆle de la distance de x a` Ax en fonction de n.
Etape 3 : Conclusion. On peut maintenant comparer la norme de
Finsler et la norme euclidienne en chaque point, comme annonce´ au
de´but de la preuve.
Pour majorer ‖v‖C, v vecteur tangent au point x, on utilise l’e´tape
1, qui nous donne via l’ine´galite´ (9)
‖x− x+‖e ≥ 2e4 + 1 et ‖x− x−‖e ≥ 2e4 + 1,
on en de´duit donc
(16) ‖v‖C ≤ (2e4 + 1)‖v‖e.
Pour minorer ‖v‖C on se place dans le (un des) plan(s) engendre´(s)
par ~px et v, on travaille en dimension 2 et on applique l’e´tape 2 qui
nous dit que soit ‖x− x−‖e, soit ‖x− x+‖e est plus petit que c(n). On
en de´duit donc que
(17)
1
2c(n)
‖v‖e ≤ ‖v‖C.
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Des ine´galite´s (16) et (17), par inte´gration le long des chemins, on en
de´duit que (BC(p, 1), ‖.‖C) est bilipschitz e´quivalente a` (BC(p, 1),Eucl),
ou` la norme euclidienne que l’on a choisie est celle donne´e par l’el-
lipso¨ıde de John associe´e a` la boule unite´. Une autre manie`re d’ex-
primer cela est de conside´rer l’application affine qui envoie l’ellipso¨ıde
de John associe´ a` la boule BC(p, 1) sur la boule unite´ de l’espace eucli-
dien usuel ; c’est elle l’application bilipschitz. Ceci permet de conclure
notre preuve. 
3. La constante de Cheeger et la δ-hyperbolicite´
Nous commenc¸ons par de´montrer le
The´ore`me 3.1. Un convexe du plan C qui, muni de sa me´trique de
Hilbert dC est Gromov-hyperbolique, a sa constante de Cheeger stricte-
ment positive. Plus pre´cise´ment : pour tout δ > 0, il existe I > 0 tel
que, pour tout convexe du plan C :
(C, dC) est δ-hyperbolique⇒ I∞(C) ≥ I.
Pour de´montrer ce the´ore`me on va utiliser un re´sultat duˆ a` Jian-
guo Cao [Cao00].
Nous avons au pre´alable besoin d’introduire une notion. Dans ce qui
suit, X est un espace me´trique de longueur.
De´finition 3.2 (quasi-poˆle). Soit Ω ⊂ X un sous ensemble com-
pact de X . Nous noterons RΩ l’union de tous les rayons ge´odesiques
minimisants e´manant de Ω. S’il existe une constante C > 0 telle que
le C-voisinage de RΩ est e´gal a` X , alors on dira que X posse`de un
quasi-poˆle dans Ω.
Dans le cas des ge´ome´tries de Hilbert, la situation est tre`s sim-
ple : comme chaque segment de droite est une ge´ode´sique minimisante,
chaque point est un poˆle : l’espace C est re´union des rayons minimisants
issus de tout point donne´.
Nous pouvons e´noncer alors le re´sultat important suivant qui s’ap-
pliquera dans notre cas
The´ore`me 3.3 (Main Theorem dans [Cao00]). Soit X une varie´te´
riemannienne non compacte (ou un graphe) a` ge´ome´trie locale borne´e
admettant un quasi-poˆle. Si de plus X est hyperbolique au sens de Gro-
mov et le diame`tre des composantes connexes du bord a` l’infini X(∞)
est minore´ par une constante strictement positive (respectivement a`
une me´trique de Gromov fixe sur le bord), alors X a une constante de
Cheeger strictement positive.
GE´OME´TRIE LOCALE DES GE´OME´TRIES DE HILBERT 11
Remarquons que le concept de ge´ome´trie borne´e qu’utilise Cao cor-
respond a` la de´finition 1.3. En particulier, sa preuve, donne´e dans le cas
riemannien, s’adapte mot pour mot au cas finsle´rien qui nous concerne
ici. Cependant, on peut le voir directement via l’utilisation de l’el-
lipso¨ıde de John : Soit (C, dC) un convexe du plan muni de sa me´trique
de Hilbert. En tout point p de C, sur TpC l’espace tangent en p, on con-
side`re Jp l’ellipso¨ıde de John associe´ a` la boule unite´ de ‖.‖C,p. Toutes
ces boules de´terminent une nouvelle me´trique, qui est riemannienne,
et que l’on note gC. Elle est bilipschitz-e´quivalente a` la me´trique de
Finsler, puisque en tout point p et v ∈ TpC on a
1√
n
gC,p(v, v) ≤ ‖v‖2C,p ≤ gC,p(v, v).
Cette me´trique est en ge´ne´rale une me´trique riemannienne C0. Pour
pouvoir appliquer ce re´sultat dans notre contexte, on utilise les trois
remarques suivantes
– la possession d’un quasi-poˆle pour une me´trique de Finsler ou la
proprie´te´ d’eˆtre a` ge´ome´trie locale borne´e sont des invariants bilip-
schitz.
– la positivite´ de la constante de Cheeger pour la me´trique rieman-
nienne de John gC est e´quivalente a` la positivite´ de la constante de
Cheeger pour la me´trique de Finsler initiale ‖.‖C.
– Les bords a` l’infini sont home´omorphes pour les deux me´triques.
De plus, si la me´trique de Hilbert est δ-hyperbolique, le bord posse`de
une seule composante connexe de diame`tre non nulle.
Ainsi la seule chose non e´le´mentaire a` de´montrer pour pouvoir appli-
quer le the´ore`me de Cao est le fait que les ge´ome´tries de Hilbert sont a`
ge´ome´trie locale borne´e, ce qui faisait l’objet du the´ore`me 1.2. On ob-
tient ainsi comme corollaire le the´ore`me 1.5. La preuve du the´ore`me 1.4
se de´duit alors directement de l’ine´galite´ de Cheeger de´montre´e dans
[CV06], the´ore`me 14.
4. La non nullite´ du bas du spectre n’implique pas la
δ-hyperbolicite´
Dans cette partie nous allons construire un convexe dans (R3, ‖ · ‖e),
l’espace euclidien de dimension trois, dont la ge´ome´trie de Hilbert n’est
pas δ-hyperbolique, mais dont le bas du spectre et la constante de
Cheeger ne sont cependant pas nuls. Intuitivement, en ge´ome´trie rie-
mannienne, il faut penser a` une varie´te´ de Cartan-Hadamard a` courbure
presque partout strictement ne´gative, mais avec un plan euclidien qui
fait que l’on est pas Gromov-hyperbolique, tout en ayant un bas du
spectre strictement positif.
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Proposition 4.1. Soit (C, dC) le cylindre de hauteur 2 et de base le
disque unite´. Sa constante de Cheeger et son bas du spectre sont non
nuls. Cependant, puisqu’il n’est pas strictement convexe, il n’est pas
hyperbolique au sens de Gromov.
La remarque fondamentale est que lorsque l’on coupe le convexe C
par des plans orthogonaux a` l’axe de rotation, on obtient un mode`le
de l’espace hyperbolique, pour lequel le bas du spectre est non nul (il
vaut 1/4). On va utiliser cette proprie´te´ pour minorer le bas du spectre
de C par une constante positive.
Pour cela, on aura besoin de comparer la forme volume de C et
la forme volume des sections orthogonales, obtenue en restreignant la
structure de Hilbert aux sections orthogonales.
Si on suppose que le cylindre est d’axe Oz, de base le disque unite´, on
note Dt = C∩{z = t}, l’intersection du cylindre C et du plan horizontal
{z = t}, −1 ≤ t ≤ 1.
On parame´trise C de manie`re naturelle par les couples p = (q, t),
ou` q de´signe un point du disque unite´ et −1 < t < 1. Le but est de
comparer la forme volume de C en un point p(q, t) avec la forme volume
de Dt au point q. Pour cela, on doit comparer le volume euclidien des
boules tangentes TBC(p, 1) et TBDt(q, 1).
Lemme 4.2. Pour tout t ∈ ]−1, 1[, notons α(t) = (1 + t)(1 − t).
Alors il existe deux constantes C1 et C2 > 0 telles que pour tout p(q, t)
on a
C1α(t)vole(TBDt(q, 1)) ≤ vole(TBC(p, 1)) ≤ C2α(t)vole(TBDt(q, 1)).
Avant de de´montrer ce lemme, montrons comment il permet de mi-
norer le bas du spectre du cylindre.
Minoration du spectre du cylindre C.
Pour toute fonction diffe´rentiable f a` support compact, la de´finition
de la norme implique imme´diatement
‖df‖∗C ≥ ‖df‖∗Dt.
On a
(18)
∫
C
(‖df‖∗C)2dµC =
∫
C
(‖df‖∗C)2
ω3
vole(TBC(p, 1))
dvole(p) ≥
∫ 1
−1
dt
∫
Dt
(‖df‖∗Dt)2
ω3
ω2C2
1
α(t)
1
vole(TBDt(q, 1))
dvole(q) ;
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En utilisant le fait que le spectre du plan hyperbolique Dt est minore´
par 1/4, on obtient
(19)∫
C
(‖df‖∗C)2dµC ≥
ω3
4ω2C2
∫ 1
−1
dt
α(t)
∫
Dt
f 2
1
vole(TBDt(q, 1))
dvole(q).
On a e´galement
(20)
∫
C
f 2dµC =
∫
C
f 2
ω3
vole(TBC(p, 1))
dvole(p) ≤
ω3
ω2C1
∫ 1
−1
dt
α(t)
∫
Dt
f 2
1
vole(TBDt(q, 1))
dvole(q),
ce qui donne imme´diatement une borne infe´rieure sur le spectre de C.
Preuve du lemme 4.2. En un point p = (q, t), on conside`re les
boules tangentes unite´s. Ce sont des convexes syme´triques TBC(p, 1)
et TBDt(q, 1) que l’on supposera centre´s a` l’origine et qui ve´rifient
TBDt(q, 1) ⊂ TBC(p, 1). Par ailleurs, comme la restriction de la me´trique
a` Dt est riemannienne, TBDt(q, 1) est une ellipse que l’on supposera
situe´e dans le plan Oxy.
L’ide´e est de montrer que TBC(p, 1) est contenu dans un cylindre
de base un homothe´tique de TBDt(q, 1) et contient deux coˆnes de base
TBDt(q, 1). Les hauteurs de ces deux objets e´tant controle´es par les
faits suivant :
Fait 1 : Si α(t) = (1 + t)(1 − t) les points (0, 0, α(t)) et (0, 0,−α(t))
sont dans TBC(p, 1). Notons que α(t) ne de´pend pas de q.
La remarque cruciale est alors
Fait 2 : Au voisinage de ces deux points, le convexe TBC(p, 1) est de
la forme {z = α(t)} et {z = −α(t)}.
Cela se voit pas un calcul simple que nous expliciterons a` la fin de
la preuve.
La conse´quence est que, par convexite´, la boule unite´ TBC(p, 1) est
situe´e entre les plans {z = α(t)} et {z = −α(t)}.
Conside´rons les images, de TBDt(q, 1) sur {z = α(t)} par la projec-
tion de centre (0, 0,−α(t)) et sur {z = −α(t)} par la projection de
centre (0, 0, α(t)). Elles de´terminent une section d’un coˆne qui contient
le convexe TBC(p, 1).
Cela signifie que le convexe TBC(p, 1) est contenu dans le produit
2TBDt(q, 1))× [−α(t), α(t)],
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et on en de´duit que
vole(TBC(p, 1)) ≤ 8α(t)vole(TBDt(q, 1)).
Par ailleurs, par convexite´, les deux coˆnes de sommets (0, 0, α(t)) et
(0, 0,−α(t)) et de base TBDt(q, 1) sont contenus dans TBC(p, 1). On
en de´duit que
vole(TBC(p, 1)) ≥ 2/3vole(TBDt(q, 1)).
Preuve du fait 2 : C’est un fait ge´ne´ral. On conside`re un point p
d’un convexe C de l’espace R3. Sans limiter la ge´ne´ralite´, on suppose
p situe´ a` l’origine, et on suppose qu’au voisinage des points (0, 0, l1) et
(0, 0,−l2) avec l1,l2 > 0, le convexe C a pour bord les plans {z = l1} et
{z = −l2}.
Ainsi, les droites voisines de l’axe Oz, passant par l’origine, et faisant
un angle θ avec l’axe Oz, coupent ces deux plans a` des distances re-
spectivement e´gales a` l1
cos θ
et l2
cos θ
de p.
Si v est un vecteur directeur de la droite, sa norme de Finsler est
‖v‖C = 1
2
‖v‖e
(
cos θ
l1
+
cos θ
l2
)
et pour avoir ‖v‖C = 1, il faut que
‖v‖e = 1
cos θ
2l1l2
l1 + l2
.
On voit que le lieu de ces points est bien le plan z = 2l1l2
l1+l2
ou z =
− 2l1l2
l1+l2
.
Minoration de la constante de Cheeger du cylindre C.
Remarquons que la me´thode pre´ce´dente permet e´galement de mon-
trer que la constante de Sobolev
(21) S∞(C) = inf
∫
C
‖dfp‖∗C dµC(p)∫
C
|f |(p)dµC(p)
ou` l’infimum est pris sur toutes les fonctions lipschitziennes, non nulles,
a` support compact dans C, est e´galement non nulle si C est un cylindre.
Cependant l’e´galite´ entre la constante de Cheeger et la constante de
Sobolev n’a e´te´ de´montre´e que pour un convexe dont le bord est de
re´gularite´ C1. Il nous faut donc justifier que cette e´galite´ est encore
valable dans notre cas.
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Cette e´galite´ provient de l’existence d’une formule de co-aire (voir
the´ore`me 28 dans [CV06] par exemple). C’est cette formule qui dans
l’article [CV06] n’a e´te´ de´montre´ que pour des bords C1 et strictement
convexes. Il nous faut donc justifier qu’une telle formule existe pour les
convexes ayant un bord de re´gularite´ plus faible.
Rappelons que la formule de la co-aire de [CV06], The´ore`me 25, nous
dit que si le bord du convexe G est C1 et strictement convexe, alors pour
toute fonction C1 a` support compact f l’e´galite´ suivante est ve´rifie´e∫
G
‖df‖∗dµG =
∫
R
∫
f−1(t)
dνdt
ou` ν est une mesure associe´e a` µG suivant la de´finition 22 dans [CV06]
(c’est cette version faible qui est ne´cessaire dans la de´monstration du
the´ore`me 28 de [CV06]).
L’ide´e est d’approcher le cylindre par des domaines convexes de
re´gularite´ C1 et strictement convexes. Pour ces domaines la formule est
vraie. Il reste alors a` ve´rifier que la formule passe a` la limite. Puisque
f est a` support compact et vu la de´finition des mesures (Hilbert ou
Holmes-Thompson), il suffit de ve´rifier que les normes Finsler conver-
gent uniforme´ment sur le support de f lorsque les convexes convergent
vers le cylindre. Le lemme suivant pre´cise cela.
Lemme 4.3. Soit A un domaine compact de Rn. Notons O(A)
l’ensemble des ouverts convexes borne´s de Rn contenant A. A tout
ouvert convexe borne´ C de O(A) on peut associer la norme de Hilbert
induite par C sur A, notons la FC,A. Soit a` pre´sent une suite convergente
(Cn)n∈N de convexes dans O(A) de limite C ∈ O(A). Alors la suite des
applications de A× Sn−1 dans R de´termine´es par
(p, v) 7→ FCn,A(p, v)
FC,A(p, v)
converge uniforme´ment vers 1 sur A× Sn−1.
De´monstration. On va de´montrer le re´sultat dans le cas ou` la suite de
convexes est de´croissante au sens ou` Cn+1 ⊂ Cn.
Conside´rons donc un point p ∈ A ⊂ Cn et un vecteur v ∈ TpC. Soit
Mn,A : A× S1 → R de´finie par
Mn,A(p, v) =
FCn,A(p, v)
FC,A(p, v)
.
Si m ≥ n, de l’inclusion C ⊂ Cm ⊂ Cn, on obtient
1 ≥Mm,A(p, v) ≥Mn,A(p, v).
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De plus M∞,A(p, v) ≡ 1. La suite de fonctions (Mn,A)n∈N converge sim-
plement en croissant vers 1 (qui est une fonction continue) sur l’ensem-
ble compact A × S1. On en de´duit qu’en re´alite´ la convergence est
uniforme sur A× S1. 
Corollaire 4.4. Sous les meˆmes hypothe`ses que le lemme pre´ce´dant,
en notant hn et h∞ les densite´s par rapport a` la mesure de Lebesgue des
mesures de Hilbert associe´s repectivement a` Cn et C, alors hn converge
uniforme´ment vers h∞ sur A.
De´monstration. soit
K(n) = sup{Mn,A(p, v) | (p, v) ∈ A× Sn−1}.
Par continuite´ deMn,A et compacite´ de A×S1, K(n) est fini. Le lemme
pre´ce´dant implique queK(n) converge en croissant vers 1. On en de´duit
que pour tout ε > 0, a` partir d’un certain rang
(1 + ε)−1/n ≤ K(n) < 1
et donc pour tout p ∈ A
h∞(p)(1 + ε) ≥ hn(p) > h∞(p),
ce qui implique bien la convergence uniforme de hn sur A. 
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