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Abstract
Let w be a transcendental solution of the fourth Painlevé equation
w′′ =
(w′)2
2w
+
3
2
w3 + 4zw2 + 2(z2 − α)w + β
w
.
It has a ﬁrst integral
w′2 = w4 + 4zw3 + 4(z2 − α)w2 − 2β − 4wU,
where the auxilliary function U satisﬁes U ′ = w2 + 2zw.
We will consider three speciﬁc cases of limit behaviors of the auxiliary function U outside
certain exceptional sets. In each case, we conclude that w is either of order ρ(w) = 2 or of
order ρ(w) = 4.
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Chapter 1
Introduction
1.1 Painlevé diﬀerential equations
Around 1900 Painlevé, Fuchs and Gambier investigated and classiﬁed a large family of
second order diﬀerential equations with regard to a characteristic that is now called the
Painlevé property. An ordinary diﬀerential equation is said to possess the Painlevé property
if all of its solutions have no movable singularities except poles. Painlevé and his coworkers
focused on the class
w′′ = F (z, w, w′),
where F is rational in w and w′ and meromorphic in z, and restricted themselves to the
equations that had the Painlevé property. Painlevé and Gambier proved that there are ﬁfty
canonical equations of this form with the Painlevé property. Six of these ﬁfty equations
could not be solved in terms of known functions. These six equations are now known as the
Painlevé diﬀerential equations, and they are the following equations:
• ( I )
w′′ = 6w2 + z
• ( II )
w′′ = 2w3 + zw + α
• ( III )
w′′ =
(w′)2
w
− 1
z
w′ +
1
z
(αw2 + β) + γw3 +
δ
w
1
• ( IV )
w′′ =
(w′)2
2w
+
3
2
w3 + 4zw2 + 2(z2 − α)w + β
w
• ( V )
w′′ =
3w − 1
2w(w − 1)(w
′)2 − 1
z
w′ +
1
z2
(w − 1)2
(
αw +
β
w
)
+
γw
z
+
δw(w + 1)
w − 1
• ( VI )
w′′ =
1
2
(
1
w
+
1
w − 1 +
1
w − z
)
(w′)2 −
(
1
z
+
1
z − 1 +
1
w − z
)
w′
+
w(w − 1)(w − z)
z2(z − 1)2
(
α +
βz
w2
+
γ(z − 1)
(w − 1)2 +
δz(z − 1)
(w − z)2
)
where α, β, γ, δ are any complex constants. Actually, the solutions of eleven of the other
equations are expressed in terms of solutions of the six equations above. The remaining 33
equations are solvable in terms of solutions of linear diﬀerential equations of second or third
order or in terms of elliptic functions.
The wave theory in non-linear media and the theory of diﬀerential equations have had
mutually signiﬁcant developments in the last three decades. These developments have been
aﬀected by the need of physics such as plasma physics, non-linear optics and ferromagnetism.
Painlevé equations are mostly related to the ﬁelds of partial diﬀerential equations and of
diﬀerential equations ,which are both important mathematical tools for physics. Painlevé
equations could be considered in several new physically signiﬁcant models. For example, in
the paper [3], the second Painlevé equation is used as a model for describing the electric ﬁeld
in a semiconductor. The transcendental solutions of Painlevé equations, which are known as
Painlevé transcendents, have appeared to have an important role in non-linear theoretical
physics. In the paper [1], for instance, a transformation of the complex amplitude of the
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propagating electric ﬁeld in an optical ﬁber yields a family of exact nonstationary solutions to
the non-linear Schrödinger equation and those solutions take the form of the second Painlevé
trancendents.
Although there are several substantial applications of Painlevé equations in physics, some
of the mathematical arguments in the theory have been partially incorrect and some of the
gaps have been closed lately. Especially, in the last decade, the meromorphic nature of
Painlevé transcendents has been rigorously and completely proved. For the recent proofs,
see [6], [7], [8], [9] and [16]. It is natural to continue investigating the growth and value
distribution of the Painlevé transcendents, which are rather imperfectly understood. In
papers of Shimomura [13], [14] and of Steinmetz [17], concerning the order ρ(w) of the ﬁrst,
the second and the fourth Painlevé transcendents w, it is proved by diﬀerent methods that
ρ(w) ≤ 5/2, ρ(w) ≤ 3 and ρ(w) ≤ 4 in each case, respectively. These results are presented
in detail in the monograph [2] by Gromak, Laine and Shimomura.
In the paper of Shimomura [15], he expanded his research to obtain lower estimates for the
growth of the fourth Painlevé transcendents and for the second Painlevé transcendents. In
conclusion, it is now known that all transcendental solutions to the fourth Painlevé equation
w′′ =
(w′)2
2w
+
3
2
w3 + 4zw2 + 2(z2 − α)w + β
w
,
where α and β are complex parameters, are of order ρ(w) such that 2 ≤ ρ(w) ≤ 4. Our aim
for this thesis is to prove the following theorem
Theorem 1.1.1. Let w be any transcendental meromorphic solution of the fourth Painlevé
equation. Then w is either of order ρ(w) = 2 or of order ρ(w) = 4.
We recall the ﬁrst integral of the fourth Painlevé equation. Let w be a solution of the
fourth Painlevé equation. We have
w′2 = w4 + 4zw3 + 4(z2 − α)w2 − 2β − 4wU, (1.1.1)
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where U is a single-valued meromorphic function in the plane such that U ′ = w2 + 2zw.
Deﬁne
r(z0) = min
{
|z0|−1 , |w(z0)|−1 , |w′(z0)|−1/2
}
where w(z0) is not inﬁnity. Note that we deﬁne 0−α = +∞ when α > 0, and we deﬁne
r(z0) = 1/|z0| if z0 is a non-zero pole of w.
For δ > 0, deﬁne
∆δ(c) = {z : |z − c| < δr(c)}.
By Theorem 10.5 on page 61 in [2], we conclude that the fourth Painlevé transcendent w
has inﬁnitely many poles and zeros. Then we get Proposition 3.7 on page 11 in the paper of
Steinmetz [18].
Proposition 1.1.2. For any transcendental solution w of (IV ), with the sequence of poles
(pν) and zeros (qν), the following is true for δ > 0 is arbitrarily small but ﬁxed:
(1) w′(z) = O(|z|2) and U(z) = O(|z|3) as z →∞ outside P (δ) = ⋃ν ∆δ(pν).
(2) |w(z) + z| ˚ |z| outside P (δ) ∪ Q(δ), where Q(δ) = ⋃ν ∆δ(qν). Hence |w(z) + z| =
O(|z|) and |z| = O(|w(z) + z|) outside P (δ) ∪Q(δ).
Now if E =
⋃
w(p)=∞ U(p) where U(p) = B (p, δ/|p|) is the neighborhood of a pole p of w,
then there is K > 0 such that |w(z)| < K |z| for all z outside E.
We will divide our consideration into cases as follows:
(1) when lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3 + 827
∣∣∣∣ =: δ0 > 0 and lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3
∣∣∣∣ > 0, we show that ρ(w) = 4;
(2) when lim
z→∞,z /∈E
∣∣∣∣U(z)z3 + 827
∣∣∣∣ = 0 or
(3) when lim
z→∞,z /∈E
∣∣∣∣U(z)z3
∣∣∣∣ = 0, we show that ρ(w) = 2.
In the ﬁnal chapter, we use elliptic and trigonometric integrals in the three cases to estimate
the counting functions and then we can estimate the order of growth of w.
4
Under the assumption that
(1) lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3 + 827
∣∣∣∣ =: δ0 > 0 and lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3
∣∣∣∣ > 0, we deﬁne an to be a sequence
such that ∣∣∣∣U(an)a3n + 827
∣∣∣∣→ δ1 > 0 and ∣∣∣∣U(an)a3n
∣∣∣∣→ δ2 > 0
for some δ1, δ2 > 0.Write z0 instead of an for ﬁxed n.We assume that ε > 0 is small enough
to satisfy the assumptions of the various lemmas we will use.
For z ∈ B(z0, ε |z0|), we have
(1 + o(1))(z − z0) |z0| =
ˆ w(z)/|z0|
w(z0)/|z0|
dw/ |z0|√(
w
z0
)4
+ 4
(
w
z0
)3
+ 4
(
w
z0
)2
− 4
(
w
z0
)
U(z0)
z30
.
The right hand side is an elliptic integral. We write
(
w
z0
)4
+ 4
(
w
z0
)3
+ 4
(
w
z0
)2
− 4
(
w
z0
)
U(z0)
z30
=
4∏
j
(
w
z0
− Aj
)
where Aj 's are the roots of polynomial z4 + 4z3 + 4z2 − 4z U(z0)z30 .
Considering the integral over its period ω, we conclude that (1 + o(1)) |z − z0| |z0| = ω.
Then we are able to obtain that w/ |z0| takes all values from B(0, K) roughly µ times in
B(z0, ε |z0|), where µ is the number of period parallelograms. Taking z0 →∞, we conclude
ρ(w) ≥ 4, hence ρ(w) = 4.
In the ﬁnal cases,
(1) when lim
z→∞,z /∈E
(
U(z)
z3
+
8
27
)
= 0 or
(2) when lim
z→∞,z /∈E
U(z)
z3
= 0,
the elliptic integral in the previous case reduces to a trigonometric integral. By elementary
reasoning, we show that ρ(w) ≤ 2, hence ρ(w) = 2.
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In chapter 2, we begin with introducing the basic notations and terms. In the ﬁrst section
of this chapter, we provide the basic deﬁnitions for counting functions, proximity functions,
characteristic functions and the order of growth. Also, we state signiﬁcant lemmas that will
be used later. Furthermore, in the second section, we deﬁne elliptic functions, Weierstrass
elliptic functions and the modular function. We reproduce a lemma from [10] about the
domain of an elliptic function which will be applied in the ﬁrst case of the proof of Theorem
1.1.1.
In chapter 3, we prove some particular properties of the fourth Painlevé transcendent w
in order to pave the way for the rest of this thesis. Lemma 3.1.2 shows that if |w(z)|/|z| is
suﬃciently small, then |w′(z)| /|z|2 is bounded above. In section 3.2, we provide important
properties of the auxiliary function U given by 1.1.1. These properties will be later used
frequently. Additionally, Lemma 3.3.1 presents an integral equation satisﬁed by w obtained
by integrating the fourth Painlevé equation twice. After that, Lemma 3.3.2 shows that
whenever |w(z)−w(ζ)| = O(|ζ|) on a disc B about ζ, then a lower estimate for |w(z)−w(ζ)|
is obtained in terms of w(ζ), w′(ζ), w′′(ζ) and |z − ζ| in a circle about ζ in the disc B.
In chapter 4, it is necessary for us to know that if |w(z)|/|z| is suﬃciently small, then
the distance from z to the nearest pole of w is O(1/|z|). The approximation follows in two
parts. Firstly, Lemma 4.1.1 gives the required distance estimate under the assumption that
|w(z)| = K|z| for a ﬁxed multiplier K > 0 small enough. Secondly, Lemma 4.2.1 comes to
the conclusion under the supposition that |w(z)| ≤ K|z| again with K>0 suﬃciently small.
Likewise, Lemma 4.3.1 estimates the distance of z from a zero of w close to z.
In chapter 5, let A1, A2, A3 and A4 be the roots of the polynomial z4 +4z3 +4z2−4z U(z0)z30 .
We prove the size of the set where w(z) is close to Aj is small in order to put these sets in
the exceptional set E. In chapter 6, we estimate the number of times that w takes any of
the values Aj in a given disk.
In the ﬁnal chapter, we show that for the three cases stated above, the order of growth of
the fourth Painlevé transcendent is either 2 or 4.
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Chapter 2
Preliminary results and basic notations
In this chapter, we start with deﬁning some terms and notations. In the ﬁrst section,
we will summarize the previously known results about the Nevanlinna Theory starting from
basic deﬁnitions. Additionally we will provide a lemma which we will use in the proofs in the
chapter 6. In the second section, we review the deﬁnition of elliptic functions, the modular
function and elliptic integrals. Also we provide a lemma on elliptic functions and its proof,
which will be used in Case 1 in the ﬁnal chapter.
2.1 Basic Notations
C Complex plane
|z| Euclidean norm of z = (x, y) in R2
Re z Real part of complex variable z
Im z Imaginary part of complex variable z
B(z0, r) the set of all z ∈ C such that |z − z0| < r
S(z0, r) the set of all z ∈ C such that |z − z0| = r
f(x) = O(g(x)) there exists M > 0 such that |f(x)| ≤M |g(x)| for all x > x0
f(x) = o(g(x)) lim
x→∞
f(x)
g(x)
= 0
a  b a = O(b) and b = O(a)
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f ′(z) derivative of f with respect to complex variable z
f ′′(z) second derivative of f with respect to complex variable z
ˆ z
z0
f(z) dz Line integral of complex valued function f along a rectiﬁable path from z0 to z
2.2 Preliminary results on the Nevanlinna theory
2.2.1 Basic notations and facts from the Nevanlinna theory
This section is dedicated to reviewing the basic facts in the Nevanlinna theory that are
necessary to understand the proof concerning the order of growth of the solutions to Painlevé
equations. We will omit the proofs and some details. For further material, see Hayman [4],
Laine [11] and Hinkkanen [5].
Let f(z) be an arbitrary meromorphic function in the complex plane C. For r > 0, we
deﬁne n(r, f) as the number of the poles of f(z) in the disk |z| ≤ r where each pole is
counted by its multiplicity. The integrated counting function N(r, f) of f(z) is deﬁned by
N(r, f) :=
ˆ r
0
1
t
(n(t, f)− n(0, f)) dt+ n(0, f) log r,
which measures the average frequency of poles in |z| < r. For x > 0, we deﬁne log+ x =
max{log x, 0}, and we set log+ 0 = 0. The proximity function m(r, f) of f(z) is deﬁned by
m(r, f) :=
1
2pi
ˆ 2pi
0
log+
∣∣f(reiθ)∣∣ dθ,
which measures the average magnitude of f on |z| = r. Then we deﬁne the (Nevanlinna)
characteristic function of f(z) to be
T (r, f) := m(r, f) +N(r, f).
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It is easy to prove that, for any meromorphic functions f(z) and g(z),
m(r, αf + βg) ≤ m(r, f) +m(r, g) +O(1),
m(r, fg) ≤ m(r, f) +m(r, g),
T (r, αf + βg) ≤ T (r, f) + T (r, g) +O(1),
T (r, fg) ≤ T (r, f) + T (r, g),
where α, β ∈ C.
The characteristic function T (r, f) indicates the growth of the function f(z). For example,
T (r, ez)  r and T (r, exp(z2))  r2.
The order of growth of f(z) is deﬁned by
ρ(f) := lim sup
r→∞
log T (r, f)
log r
.
For example, ρ(ez) = 1 and ρ(exp(z2)) = 2.
Also we can consider the weight of the image of f on the Riemann sphere by deﬁning the
Ahlfors-Shimizu characterictic function as
T0(r, f) =
ˆ r
0
A(t, f)
t
dt
where
A(t, f) =
1
pi
ˆ t
0
ˆ 2pi
0
|f ′ (%eiϕ)|2(
1 + |f(%eiϕ)|2)2 % dϕ d%.
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We have a relation between T (r, f) and T0(r, f) as follows when f(0) 6=∞:
∣∣T (r, f)− T0(r, f)− log+ |f(0)|∣∣ ≤ 1
2
log 2.
Deﬁne the average of the counting function over the circle { z : |z| = t } to be
ν(r, f, t) =
1
2pi
ˆ 2pi
0
n(r, f, teiϕ) dϕ.
We can bound A(r, f) in terms of ν by the inequalities
ν (r/θ, f, t)− |log t|+
1
2
log 2
log θ
≤ A(r, f) ≤ ν (rθ, f, t) + |log t|+
1
2
log 2
log θ
for all r, t > 0 and θ > 1.
We have an identity due to H. Cartan, namely Cartan's identity
T (r, f) =
1
2pi
ˆ 2pi
0
N(r, 1/(f − eiθ)) dθ + log+ |f(0)|
if f(0) 6=∞.
Also we estimate of the proximity function of the logarithmic derivative
m
(
r,
f ′
f
)
= O (log T (r, f) + log r) ,
outside of a possible exceptional set E of ﬁnite linear measure.
The following lemma will be used to ﬁnd upper estimates for the number of times that a
fourth Painlevé transcendent w takes a value in a disk.
2.2.2 A lemma from the Nevanlinna theory
We want to have an upper bound for m (r, f ′′/f) for a suitable f related to the solu-
tion of the fourth Painlevé equation. Since f ′′/f = (f ′′/f ′) (f ′/f), we have m(r, f ′′/f) ≤
10
m(r, f ′′/f ′)+m(r, f ′/f). Using now Nevanlinna's lemma on the logarithmic derivative would
give an upper bound that involves both 1/|f(0)| and 1/|f ′(0)|. We wish to avoid the term
1/|f ′(0)|, so we proceed diﬀerently.
The following lemma comes from [10], Lemma 10.3, page 31.
Lemma 2.2.1. Let f be a meromorphic function, not a polynomial of degree at most 1,
in the closed disk B(0, R) where 0 < R < +∞. Suppose that f(0) /∈ {0,∞}. Then if
0 < r < R, we have
m
(
r,
(
f ′
f
)′)
≤7 log+ T (R, f) + 7 log+R + 12 log+ 1
R− r
+ 7 log+ log+
1
|f(0)| + 2 log
+ 1
r
+ 1 + log 3 + 28 log 2
and
m
(
r,
f ′′
f
)
≤15 log+ T (R, f) + 17 log+R + 24 log+ 1
R− r
+ 15 log+ log+
1
|f(0)| + 4 log
+ 1
r
+ 29 + log 3 + 29 log 2.
In the next section, we describe about the elliptic functions and the modular function.
We refer to [12], pp. 356410 for the information in detail.
2.3 Preliminary results on elliptic functions
2.3.1 Elliptic functions
In complex analysis, an elliptic function P is a meromorphic function deﬁned on the
complex plane that is periodic in two directions (a doubly periodic function). Formally, an
elliptic function is a meromorphic function P deﬁned on C for which there exist two non-zero
complex numbers ω and ω′ with ω/ω′ not real, such that P (z + ω) = P (z + ω′) = P (z) for
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all z in C. It follows that P (z +mω + nω′) = P (z) for all z in C and all integers m and n.
We call (ω, ω′) a primitive pair of periods of the elliptic function P if, and only if,
all periods of P can be written in the form mω + nω′ for integers m and n. If (ω, ω′) is a
primitive pair of periods, then (ω1, ω′1) is also a primitive pair of periods if, and only if, we
have ω1 = aω + bω′ and ω′1 = cω + dω
′ for some integers a, b, c, d such that ad − bc = ±1.
The imaginary parts of the quotients ω′/ω and ω′1/ω1 have the same sign if, and only if, we
have ad− bc = 1.
Weierstrass's elliptic function ℘ is an elliptic function with periods ω1 and ω2 deﬁned
as
℘ (z;ω1, ω2) =
1
z2
+
∑
(m,n)6=(0,0)
{
1
(z +mω1 + nω2)
2 −
1
(mω1 + nω2)
2
}
.
In a neighborhood of the point z = 0, the function ℘ (z;ω1, ω2) has the Laurent series
form
℘ (z;ω1, ω2) =
1
z2
+
1
20
g2z
2 +
1
28
g3z
4 + · · ·
where
g2(ω1, ω2) = 60
∑
(m,n)6=(0,0)
(mω1 + nω2)
−4
and
g3(ω1, ω2) = 140
∑
(m,n)6=(0,0)
(mω1 + nω2)
−6 .
From this, we have
℘′(z) = − 2
z3
+
g2
10
z +
g3
7
z3 + · · · .
Therefore
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[℘′(z)]2 =
4
z6
{
1− g2
10
z4 − g3
7
z6 + · · ·
}
and
[℘(z)]3 =
1
z6
{
1 +
3g2
20
z4 +
3g3
28
z6 + · · ·
}
.
In view of these expansions, we obtain
[℘′(z)]2 − 4 [℘(z)]3 + g2℘(z) = −g3 + Az2 +Bz4 + · · · .
The left-hand side is an elliptic function with periods 2ω1 and 2ω2. Only the points 2mω1+
2m′ω2 can be poles of it. Since this function is regular and equal to −g3 at the point z = 0,
it is regular in every period parallelogram with z = 0 as an interior point. By Liouville's
theorem, it is a constant.
We obtain the relation
[℘′(z)]2 = 4 [℘(z)]3 − g2℘(z)− g3.
In other words, ℘(z) satisﬁes the diﬀerential equation
u′2 = 4u3 − g2u− g3.
Let
4u3 − g2u− g3 = 4(u− e1)(u− e2)(u− e3).
We have
13
e1 + e2 + e3 = 0,
e1e2 + e2e3 + e3e1 = −1
4
g2,
and e1e2e3 =
1
4
g3.
Therefore
g2 = −4(e1e2 + e2e3 + e3e1)
= −2 ((e1 + e2 + e3)2 − (e21 + e22 + e23))
= 2
(
e21 + e
2
2 + e
2
3
)
.
The discriminant of 4u3 − g2u− g3 with respect to the variable u is
g32 − 27g23 = 16 (e1 − e2)2 (e2 − e3)2 (e3 − e1)2 6= 0.
We deﬁne the modular group to be the group of all fractional-linear transformations γ
of the form
γ(z) =
az + b
cz + d
, such that ad− bc = 1,
where a, b, c, d are integers. This modular group acts as a group of transformations on the
upper half of the complex plane. Under the group action, we can form an orbit which is
a set of the images of a single point under the group action. The fundamental domain
is a set of representatives for the orbits which contain exactly one point from each of these
orbits. The fundamental domain of the modular group is
G = {z ∈ C : |z| > 1, −1/2 < Rez ≤ 1/2} ∪ {z = eiθ : pi/3 ≤ θ ≤ pi/2} .
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An analytic function that is invariant under the action of the modular group is called a
modular function.
We deﬁne τ = ω2/ω1 and we notice that
g2(1, τ) =
1
ω41
g2(ω1, ω2) and g3(1, τ) =
1
ω61
g2(ω1, ω2),
where
g2(1, τ) = 60
∑
(m,n)∈Z×Z\{0,0}
(m+ nτ)−4
and
g3(1, τ) = 140
∑
(m,n)∈Z×Z\{0,0}
(m+ nτ)−6.
We deﬁne
J(τ) =
g32
g32 − 27g23
=
g32(1, τ)
g32(1, τ)− 27g23(1, τ)
.
It is well-deﬁned since we know that g32 − 27g23 6= 0.
We can show that J is a modular function (for the details, see [12], pp. 390392 ).
If x0 is a ﬁnite number and we consider a path from x0 to y that does not contain any of
the roots e1, e2, e3, we deﬁne Weierstrass's elliptic integral to be
I(y) =
ˆ y
x0
dx√
4x3 − g2x− g3
.
We obtain y = ℘(z), that is, I is the inverse function of elliptic function ℘.
2.3.2 A lemma on elliptic functions
Now we give a more precise discussion on a speciﬁc result of elliptic functions. The
following lemma comes from [10], Lemma 11.1, page 44. The result is well-known but, as
noted in [10], it is hard to ﬁnd a proof in the literature. Therefore we reproduce the proof
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from [10] here.
Lemma 2.3.1. Suppose that δ7 > 0 and K10 > 1 are given. Let B1, B2, B3, B4 be complex
numbers such that |Bj| ≤ K10 for 1 ≤ j ≤ 4 and |Bi −Bj| ≥ δ7 for 1 ≤ i < j ≤ 4. Deﬁne
I(w) =
ˆ w
0
dt√∏4
j=1(t−Bj)
and let P be the elliptic function that is the inverse function of I, so that P (I(w)) = w for
all w ∈ C.
Then P has a primitive pair of periods (ω, ω′) such that τ = ω′/ω satisﬁes Im τ > 0,
|τ | ≥ 1, −1/2 < Re τ ≤ 1/2 , and δ8 ≤ |ω| ≤ K11, δ8 ≤ |ω′| ≤ K11 for some δ8 > 0 and
K11 > 1 that depend only on δ7 and K10.
Further, the parallelogram with sides ω and ω′ has area A′ such that 1/C ≤ A′ ≤ C for a
constant C > 1 that only depends on δ7 and K10.
Proof. To study the integral I(ω), write y2 =
∏4
j=1(t−Bj) and make the changes of variables
s1 = 1/(t−B1) and y1 = ys21.
Then
y21 = a0s
3
1 + a1s
2
1 + a2s1 + a3
where
a0 = (B1 −B2) (B1 −B3) (B1 −B4) ,
a1 = (B1 −B2) (B1 −B3) + (B1 −B2) (B1 −B4) + (B1 −B3) (B1 −B4) ,
a2 = (B1 −B2) + (B1 −B3) + (B1 −B4) ,
a3 =1.
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We make the changes of variables again s1 = hs2 + k and y2 = y1h−1 where 4 = ha0 and
−3a0k = a1.
Then we can write
y22 = 4s
3
2 − g2s2 − g3
where
g2 =−
(
3k2a0 + 2ka1 + a2
h
)
and g3 =−
(
a0k
3 + a1k
2 + a2k + a3
h2
)
.
We denote the zeros of y22 by e1, e2, e3. If we consider y
2
2 = 0, then y = 0, so t = Bj+1 for
some j with 1 ≤ j ≤ 3.
We deﬁne
ej =
1
h
(
1
Bj+1 −B1 − k
)
=
a1
12
+
a0
4
1
Bj+1 −B1 .
Then we have
e1 =
1
12
((B1 −B3) (B4 −B2) + (B1 −B4) (B3 −B2)) ,
e2 =
1
12
((B1 −B2) (B4 −B3) + (B1 −B4) (B2 −B3)) ,
e3 =
1
12
((B1 −B2) (B3 −B4) + (B1 −B3) (B2 −B4)) .
We may also write the discriminant of 4s32 − g2s2 − g3 to be
g32 − 27g23 =16 (e1 − e2)2 (e2 − e3)2 (e3 − e1)2
=16−2 (B1 −B2)2 (B1 −B3)2 (B1 −B4)2 (B4 −B2)2 (B2 −B3)2 (B3 −B4)2 .
Thus by our assumptions, we have
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16−2 (δ7)
18 ≤ ∣∣g32 − 27g23∣∣ ≤ 16−2 (2K10)18 .
Also
|g2| ≤
∣∣2 (e21 + e22 + e23)∣∣ ≤ ( 6144
)
8K210.
Let us denote by G the fundamental domain of the modular function J , that is,
G = {z ∈ C : |z| > 1, −1/2 < Rez ≤ 1/2} ∪ {z = eiθ : pi/3 ≤ θ ≤ pi/2} .
The inverse function P of I(w) has exactly one primitive pair of periods (ω, ω′) such that
τ = ω′/ω satisﬁes Im τ > 0 and τ ∈ G.
This is also the unique number τ ∈ G that satisﬁes
J(τ) =
g22
g22 − 27g23
.
We know that
g2(1, τ) =
1
ω4
g2(ω, ω
′) and g3(1, τ) =
1
ω6
g2(ω, ω
′)
where
g2(1, τ) = 60
∑
(m,n)∈Z×Z\{0,0}
(m+ nτ)−4
and
g3(1, τ) = 140
∑
(m,n)∈Z×Z\{0,0}
(m+ nτ)−6.
Then
g2
g3
=
ωg2(1, τ)
g3(1, τ)
.
18
Obviously ∣∣∣∣ g32g32 − 27g23
∣∣∣∣ ≤ ((6/144) 8K210)316−2 (δ7)18 .
Thus |J(τ)|, and hence also |τ |, has an upper bound depending only on δ7 and K10.
Now we also have
J(τ) =
g2(1, τ)
3
g2(1, τ)3 − 27g3(1, τ)2 =
1
1− 27g3(1,τ)2
g2(1,τ)3
.
It follows that
g3(1, τ)
2
g2(1, τ)3
=
g23
g32
.
To get the bounds for |ω|, we have to show that there are upper and lower bounds for the
modulus of the quantity
g2
g3
g3(1, τ)
g2(1, τ)
.
Instead, we may consider (
g2
g3
g3(1, τ)
g2(1, τ)
)2
=
g2(1, τ)
g2
.
We already have an upper bound for|g2|. Since g2(1, τ) is an analytic function of τ in the
upper half plane and τ is restricted to a bounded subset of G , we then have |g2(1, τ)| ≤ K12,
where K12 depends only on δ7 and K10.
In the closure of G, the function J(τ) vanishes only at the point τ = c ≡ (1 + i√3)/2,
where J has a zero of order 1, and comes close to zero only if τ comes close to c. Since we
have upper and lower bounds for |g32 − 27g23| , we will have |g2| < δ9 for δ9 depending on δ7
and K10 if, and only if, |τ − c| < δ10 for δ10 depending only on δ7 and K10. In this case,
|τ − c| is comparable to |g32|. Since the analytic function g2(1, τ)3 − 27g3(1, τ)2 is bounded
above in any bounded subset of G and bounded away from zero in upper half plane, g2(1, τ)
must be close to zero and |τ − c| must be comparable to |g2(1, τ)|3. Similarly, we could start
with the assumption that g2(1, τ) is close to zero.
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Thus the modulus of
g2(1, τ)
g2
has upper and lower bounds depending only on δ7 and K10.
The bounds for |ω′| now follow from those of |ω| and |τ | since ω′ = ωτ .
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Chapter 3
Properties of the fourth Painlevé
transcendents
Let w be the transcendental solution of the fourth Painlevé equation
2ww′′ = w′2 + 3w4 + 8zw3 + 4(z2 − α)w2 + 2β
where α and β in C. Recall that the equation has a ﬁrst integral
w′2 = w4 + 4zw3 + 4(z2 − α)w2 − 2β − 4wU,
where U is a single-valued meromorphic function in the plane such that U ′ = w2 + 2zw. We
call U an auxiliary function of the fourth Painlevé equation.
In this chapter, we introduce some signiﬁcant properties that will be referenced throughout
this thesis. We ﬁrst prove that |w′(z)/z2| is bounded if |w(z)/z| is small enough. Secondly,
we obtain the frequently used properties of the auxiliary function U of the fourth Painlevé
equation. Lastly, we give an integral equation of the fourth Painlevé transcendent w by
integrating the fourth Painlevé equation twice. We then establish a lower estimate of |w(z)−
w(ζ)| in terms of w(ζ), w′(ζ), w′′(ζ) and |z − ζ| to be used later in several ways.
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3.1 Upper bounds for the ﬁrst derivative when the
solution is relatively small
Let w be a fourth Painlevé trancendent. Following Steinmetz [17], we write
r(z) = min
{
1
|z| ,
1
|w(z)| ,
1√|w′(z)|
}
if w(z) 6=∞. Note that we deﬁne 0−α = +∞ if α > 0, and we deﬁne r(z0) = 1/|z0| if z0 is a
non-zero pole of w.
Steinmetz [18], Proposition 3.7, page 12 obtains the following result.
Lemma 3.1.1. Let w be a transcendental solution of Painlevé (IV). Then there are a small
positive number K0 ∈ (0, 1) and large positive numbers K1 ≥ 1 and K2 ≥ 1 depending on w
such that if the poles of w of modulus ≥ 1 are labelled as pn. We may in fact choose K0 to be
any suﬃciently small positive number and then the conclusion holds with K1, K2 depending
also on K0. Then we have
|w(z)| ≤ K1 |z|
outside the union of disks
P (K0) =
⋃
n
B(pn,
K0
|pn|).
Futhermore,
|w′(z)| ≤ K2 |z|2
whenver |z| ≥ 1 and z is outside P (K0).
We now prove the following lemma for the upper bound of the derivative.
Lemma 3.1.2. Let w be a transcendental solution of Painlevé (IV). There are positive
numbers L1 ≥ 1 and θ1 ≤ 1 depending on w such that whenever z 6= 0 and |w(z)| ≤ θ1 |z| ,
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we have
|w′(z)| ≤ L1 |z|2 .
Proof. To get a contradiction, suppose that Lemma 3.1.2 is false. Then there is no θ1,
no matter how small, for which there is a ﬁnite L1 such that |w′(z)| ≤ L1 |z|2 whenever
z 6= 0 and |w(z)| ≤ θ1|z|. Then there is a sequence zn such that zn → ∞, |w(zn)||zn| → 0
and
|w′(zn)|
|zn|2
→ ∞. Since the points zn do not satisfy the result in Lemma 3.1.1, for any
K ′0 ∈ (0, K0] all but ﬁnitely many of the zn are in P (K ′0). We further assume that |zn| > 1,
|w(zn)| < |zn| and |w
′(zn)|
|zn|2
> 1 for all n. From the deﬁnition of Steinmetz,
rn := r(zn) =
1√|w′(zn)|
for all n. Moreover, r2n |zn|2 =
|zn|2
|w′(zn)| → 0 and rn → 0 as n→∞.
For a point z′, let p(z′) denote any one of the poles of w nearest to z′. The distance
|z′ − p(z′)| is well deﬁned. Set
K3(θ1) = inf { |z′ − p(z′)||p(z′)| : |w(z′)| ≤ θ1|z′| , |z′| ≥ 1 } .
If K3(θ1) > 0 for some θ1 > 0, we replace K0 by min{K0 , K3(θ1) }. By passing to a subse-
quence of zn without changing notation, for n large enough, we then obtain |zn − p(zn)| |p(zn)| ≥
K0, so | zn − p(zn) | ≥ K0/|p(zn)|. Therefore all zn (in this subsequence) are outside P (K0), a
contradiction. Thus we can assumeK3(θ1) = 0 for all θ1 > 0. That is, lim
n→∞
|zn − p(zn)| |p(zn)| = 0.
By passing to a subsequence, since zn is in P (K ′0) for all n, there exists m = m(n) such that
zn ∈ B(pm, K ′0/ |pm|). By passing to a subsequence of zn, if necessary, we may assume that
∣∣zn − pm(n)∣∣ = o(r(pm(n))).
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By passing to a subsequence, if necessary, we may assume that the limits
y0 = lim
n→∞
r(zn)w(zn) = lim
n→∞
w(zn)√|w′(zn)| = 0,
y′0 = lim
n→∞
r(zn)
2w′(zn) = lim
n→∞
w′(zn)
|w′(zn)| ,
a = lim
n→∞
r(zn)
2zn = lim
n→∞
zn
|w′(zn)| = 0
exist. Then |y′0| = 1. Also znr(zn)→ 0.
Set yn(t) = r(zn)w(zn + r(zn)t) for a complex variable t, so that yn is meromorphic in the
plane.
Then y′′n(t) = r(zn)
3w′′(zn + r(zn)t), and by the fourth Painlevé equation
2yn(t)y
′′
n(t) =(y
′
n(t))
2 + 3y4n(t) + 8znr(zn)y
3
n(t) + 8r(zn)
2ty3n(t)
+ 4z2nr(zn)
2y2n(t) + 8znr(zn)
3ty2n(t) + 4r(zn)
4t2y2n(t)
− 4αr(zn)2y2n(t) + 2βr(zn)4.
By passing to a subsequence, we may assume that yn converges locally uniformly in C to
y(t) satisfying
2y(t)y′′(t) = (y′(t))2 + 3y4(t)
together with the initial value conditions y(0) = 0, y′(0) = y′0 6= 0. Thus y is non-constant.
Write pm(n) = bn. Then r(bn) = 1/|bn|. By Lemma 3.1.1, we can ﬁnd qn ∈ S(bn, K ′0r(bn))
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such that |w(qn)| ≤ K1 |qn| and |w′(qn)| ≤ K2 |qn|2 . We have, for all large n,
|qn| ≤ |zn − qn|+ |zn|
≤ |zn − bn|+ |qn − bn|+ |zn|
≤ 2K
′
0
|bn| + |zn|
≤ |zn|+ |zn|
= 2 |zn| .
Then |w′(qn)| ≤ 4K2 |zn|2 . Furthermore,
2
|zn| ≥
1
|qn| ≥ r(qn) ≥
1
max{K1,
√
K2} |qn|
=
K5
|qn| ≥
K5
2 |zn| .
By passing to a further subsequence, we may assume that the limits
u0 = lim
n→∞
r(qn)w(qn),
u′0 = lim
n→∞
r(qn)
2w′(qn),
b = lim
n→∞
r(qn)qn
exist. Then |u0| ≤ K1, |u′0| ≤ K2 and K5 ≤ |b| ≤ 1. We may also assume that
un(t) := r(qn)w(qn + r(qn)t)→ u(t)
locally uniformly in C, where u is meromorphic in C, u(0) = u0, u′(0) = u′0 and
2u(t)u′′(t) = (u′(t))2 + 3u4(t) + 8bu3(t) + 4b2u2(t)
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since
2un(t)u
′′
n(t) =(u
′
n(t))
2 + 3u4n(t) + 8znr(zn)u
3
n(t) + 8r(zn)
2tu3n(t)
+ 4z2nr(zn)
2u2n(t) + 8znr(zn)
3tu2n(t) + 4r(zn)
4t2u2n(t)
− 4αr(zn)2u2n(t) + 2βr(zn)4.
We have qn + r(qn)t = bn for t = tn = (bn − qn)/r(qn). Since
|bn − qn| ≤ K
′
0
|bn| ≤
2K ′0
|qn| ≤ 4K
′
0r(qn),
it follows that |tn| ≤ 4K ′0. Thus tn is bounded. By passing to a subsequence, we may assume
that tn → τ ∈ C. Since w(bn) =∞ and r(qn)w(bn) = r(qn)w(qn + r(qn)tn)→ u(τ), it follows
from uniform convergence in the disk B(0, 2 |τ |) that u(τ) =∞.
We have qn + r(qn)t = zn for
t = vn = (zn − qn)/r(qn) = tn + (zn − bn)/r(qn) = tn + o(1)
since r(qn) ˚ 1/|qn| ˚ 1/|bn| = r(bn) and |zn − bn| = o(r(bn)). Thus vn → τ .
Since |r(qn)w(zn)| ≤ 2 |w(zn)| / |zn| → 0, it follows from uniform convergence in the disk
B(0.2 |τ |) that u(τ) = 0. This is a contradiction, which proves Lemma 3.1.2.
3.2 Properties of the function U
We get some properties of the auxiliary function U given by
w′2 = w4 + 4zw3 + 4
(
z2 − α)w2 − 2β − 4wU
where U ′ = w2 + 2zw.
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Lemma 3.2.1. Suppose that δ1 > 0 and 0 < K < 1. Let w be a solution of the fourth
Painlevé equation. Suppose that |z0| ≥ 1, |w(z0)| ≤ K |z0| and |U(z0)/z30 | ≥ δ1. Suppose
further that K ≤ (3δ1)/32 and |z0| ≥
√|α|. Then
|w′′(z0)|
|z0|3
≥ δ1
2
.
Proof. Let the assumptions of Lemma 3.2.1 be satisﬁed. From the fourth Painlevé equation
and its ﬁrst integral equation, we have
w4 + 4zw3 + 4(z2 − α)w2 − 2β − 4wU = (w′)2 = 2ww′′ − 3w4 − 8zw3 − 4(z2 − α)w2 − 2β.
After we simplify the terms, we obtain
w′′
2
= w3 + 3zw2 + 2(z2 − α)w − U. (3.2.1)
By our assumptions, we have
|w′′(z0)|
2 |z0|3
≥
∣∣∣∣U(z0)z03
∣∣∣∣− ( |w(z0)||z0|
)3
− 3
( |w(z0)|
|z0|
)2
− 2
( |w(z0)|
|z0|
)
− 2|α|
( |w(z0)|
|z0|3
)
≥ δ1 −K3 − 3K2 − 2K − 2|α|K|z0|2
≥ δ1 −K − 3K − 2K − 2K = δ1 − 8K ≥ δ1
4
.
This proves Lemma 3.2.1.
Lemma 3.2.2. Let w be a solution of the fourth Painlevé equation. Suppose that K0 > 0
and δ2 > 0. Suppose that |z0| ≥ 1 and |w′′(z0)| ≥ δ2 |z0|3 . Let R be the largest radius r such
that for all z ∈ B(z0, r), we have |w(z)− w(z0)| ≤ K0 |z0| . Then
R ≤
√
2K0√
δ2 |z0|
.
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Proof. Let the assumptions of Lemma 3.2.2 be satisﬁed. By the Cauchy integral formula,
we have
w′′(z0) =
2
2pii
ˆ
|z−z0|=R
w(z)− w(z0)
(z − z0)3
dz.
Hence
δ2 |z0|3 ≤ |w′′(z0)| ≤ 1
pi
ˆ
|z−z0|=R
|w(z)− w(z0)|
R3
|dz| ≤ 2K0 |z0|
R2
.
This implies that
R ≤
√
2K0√
δ2|z0|
.
Lemma 3.2.3. Suppose that 0 < δ < 1, K > 0, K1 > 0 and 0 < ε < 1. Let w be a
transcendental solution of the fourth Painlevé equation and let P (δ) be the exceptional set
around the poles of w. Suppose that |w(z)| ≤ K |z| and |U(z)| ≤ K1 |z|3 when |z| ≥ 1 and
z /∈ P (δ). Then if |z0| , |z1| ≥ 2, z0 /∈ P (δ) and z1 ∈ B(z0, ε |z0|) \ P (δ), we have
∣∣∣∣U(z1)z13 − U(z0)z03
∣∣∣∣ ≤ K2 |z1 − z0||z0| < K2ε
where K2 = pi (K
2 + 2K + 3K1) /(1− ε).
Proof. Let the assumptions of Lemma 3.2.3 be satisﬁed. We join z0 to z1 by a path γ of
length ≤ pi |z1 − z0| in B (z0, ε |z0|) \ P (δ) such that all points on γ have modulus ≥ 1.
On γ, we have (
U
z3
)′
=
U ′
z3
− 3U
z4
so that since U ′ = w2 + 2zw,
∣∣∣∣(Uz3
)′∣∣∣∣ ≤ K2 + 2K|z| + 3K1|z| = K2 + 2K + 3K1|z| .
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Hence integrating along the same path from z0 to z1, we obtain
∣∣∣∣U(z1)z13 − U(z0)z03
∣∣∣∣ ≤ ˆ
z0
z1
∣∣∣∣(U(z)z3
)′∣∣∣∣ |dz|
≤ pi |z1 − z0| K
2 + 2K + 3K1
(1− ε) |z0|
= K2
|z1 − z0|
|z0| < K2ε.
This proves Lemma 3.2.3.
3.3 A representation for the solution in terms of an
integral equation
We need to estimate a solution w of the fourth Painlevé equation several times and the
following representation will be needed repeatedly.
Lemma 3.3.1. Let w be a solution of the Painlevé equation (IV). Suppose that ζ ∈ C and
that w has no poles in the disk B(ζ, R). For r and |z − ζ| in [0, R) , write
v(z) = w(z)− w(ζ)
and
s = z − ζ.
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Then if z ∈ B(ζ, R), we have
w(z)− w(ζ)
z − ζ =w
′(ζ) +
(
1
2
w′(ζ)2
w(ζ)
+
3
2
w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ)
+
β
w(ζ)
)
(z − ζ)
2
+
4
3
ζ(z − ζ)2w(ζ) + 1
3
(z − ζ)3w(ζ) + (z − ζ)2w2(ζ)
+
1
z − ζ
ˆ z
ζ
ˆ x
ζ
X1(y) dy dx− 2
z − ζ
ˆ z
ζ
ˆ x
ζ
ˆ y
ζ
(w2(t) + 2tw(t)) dt dy dx.
where, for t ∈ B(ζ, R),
X1(t) = v(t){6w2(ζ) + 6w(ζ)v(t) + 2v2(t) + 12tw(ζ) + 6tv(t) + 4(t2 − α)}.
Proof. Let the assumptions of Lemma 3.3.1 be satisﬁed. Recall that the fourth Painlevé
equation is
2ww′′ = w′2 + 3w4 + 8zw3 + 4(z2 − α)w2 + 2β (3.3.1)
and has a ﬁrst integral
(w′)2 = w4 + 4zw3 + 4(z2 − α)w2 − 2β − 4w
ˆ z
ζ
(
w2(t) + 2tw(t)
)
dt+ kw (3.3.2)
where k =
w′(ζ)2
w(ζ)
− w3(ζ)− 4ζw2(ζ)− 4(ζ2 − α)w(ζ) + 2β
w(ζ)
.
After we substitute the term (w′)2 from (3.3.2) into (3.3.1), we obtain
w′′ = 2w3 + 6zw2 + 4(z2 − α)w − 2
ˆ z
ζ
(
w2(t) + 2tw(t)
)
dt+
k
2
.
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Let v and s be deﬁned as in the assumption. We can write this equation in the form
w′′(z) =2(w(ζ) + v)3 + 6(ζ + s)(w(ζ) + v)2 + 4((ζ + s)2 − α)(w(ζ) + v)
− 2
ˆ z
ζ
(
w2(t) + 2tw(t)
)
dt+
k
2
=2w(ζ)3 + 6ζw(ζ)2 + 4(ζ2 − α)w(ζ) +X1(z) + 6sw2(ζ) + 8ζsw(ζ)
+ 4s2w(ζ)− 2
ˆ z
ζ
(
w2(t) + 2tw(t)
)
dt+
k
2
,
where X1(t) = v(t){6w2(ζ) + 6w(ζ)v(t) + 2v2(t) + 12tw(ζ) + 6tv(t) + 4(t2−α)}. We simplify
the terms containing k and integrate along line segments. It follows that
w′′(z) =
1
2
w′(ζ)2
w(ζ)
+
3
2
w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ) + β
w(ζ)
+X1(z)
+ 6sw2(ζ) + 8ζsw(ζ) + 4s2w(ζ)− 2
ˆ z
ζ
{
w2(t) + 2tw(t)
}
dt,
w′(x)− w′(ζ) =
(
1
2
w′(ζ)2
w(ζ)
+
3
2
w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ) + β
w(ζ)
)
(x− ζ)
+
ˆ x
ζ
X1(y) dy − 2
ˆ x
ζ
ˆ y
ζ
(
w2(t) + 2tw(t)
)
dt dy + 3(x− ζ)2w(ζ)2
+ 4ζ(x− ζ)2w(ζ) + 4
3
(x− ζ)3w(ζ),
w(z)− w(ζ) =w′(ζ)(z − ζ) +
(
1
2
w′(ζ)2
w(ζ)
+
3
2
w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ) + β
w(ζ)
)
(z − ζ)2
2
+
ˆ z
ζ
ˆ x
ζ
X1(y) dy dx− 2
ˆ z
ζ
ˆ x
ζ
ˆ y
ζ
(
w2(t) + 2tw(t)
)
dt dy dx+ (z − ζ)3w(ζ)2
+
4
3
ζ(z − ζ)3w(ζ) + 1
3
(z − ζ)4w(ζ).
This completes the proof of Lemma 3.3.1.
We will prove another lemma that will then be applied in several proofs. If w(ζ) 6= ∞,
we deﬁne p(ζ) to be a closest pole of w from the point ζ. Although p(ζ) is not unique, the
distance |ζ − p(ζ)| is still well deﬁned.
Lemma 3.3.2. Let w be a solution of the fourth Painlevé equation with at least one ﬁnite
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pole. Assume that ζ ∈ C \ {0}, w(ζ) 6= ∞ and write R = |ζ − p(ζ)| . Suppose that C > 0
and deﬁne K ≥ 0 by |w(ζ)| = K |ζ| .
Let ρ < R be the largest radius such that for all z ∈ B(ζ, ρ), we have |w(z)− w(ζ)| ≤ C |ζ| .
Then
max
{
|w′(ζ)| , 1
4
∣∣∣∣w′(ζ)2w(ζ)
∣∣∣∣ ρ} ≥C |ζ|2ρ − ρ4
((
3
2
K3 + 4K2 + 2K
)
|ζ|3 + 2K |α| |ζ|+ β
K |ζ|
)
− 1
2
ρ2(K2 +
4
3
K) |ζ|2 − 1
6
ρ3K |ζ|
− 1
2
ρC |ζ|
{
(3K2 + 3KC + C2) |ζ|2
+ 3(2K + C)(|ζ|+ ρ) |ζ|+ 2((|ζ|+ ρ)2 + |α|)
}
− 1
2
ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ρ)(K + C)}
and if η ∈ (0, 1), then for all z ∈ S(ζ, ηρ), we have
|w(z)− w(ζ)| ≥ηρ
{ ∣∣∣∣w′(ζ) + 14w′(ζ)2w(ζ) (z − ζ)
∣∣∣∣− ηρ2
((
3
2
K3 + 4K2 + 2K
)
|ζ|3
+ 2K |α| |ζ|+ β
K |ζ| + 2K |α| |ζ|+
β
K |ζ|
)
− η2ρ2(K2 + 4
3
K) |ζ|2
− 1
3
η3ρ3K |ζ| − ηρC |ζ|{(3K2 + 3KC + C2) |ζ|2 + 3(2K + C)(|ζ|+ ηρ) |ζ|
+ 2((|ζ|+ ηρ)2 + |α|)}− η2ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ηρ)(K + C)}}.
Also we have
max
{
|w′(ζ)| , 1
2
|w′′(ζ)| ρ
}
≥C |ζ|
2ρ
− 1
2
ρ2
(
K2 +
4
3
K
)
|ζ|2
− 1
6
ρ3K |ζ| − 1
2
ρC |ζ|
{
(3K2 + 3KC + C2) |ζ|2
+ 3(2K + C)(|ζ|+ ρ) |ζ|+ 2((|ζ|+ ρ)2 + |α|)
}
− 1
2
ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ρ)(K + C)}
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and if η ∈ (0, 1), then for all z ∈ S(ζ, ηρ), we have
|w(z)− w(ζ)| ≥ηρ
{ ∣∣∣∣w′(ζ) + 12w′′(ζ)(z − ζ)
∣∣∣∣− η2ρ2(K2 + 43K
)
|ζ|2
− 1
3
η3ρ3K |ζ| − ηρC |ζ|{(3K2 + 3KC + C2) |ζ|2
+ 3(2K + C)(|ζ|+ ηρ) |ζ|+ 2((|ζ|+ ηρ)2 + |α|)}
− η2ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ηρ)(K + C)}}.
Proof. Let the assumptions of Lemma 3.3.2 be satisﬁed. Then there is a point z′ such that
|z′ − ζ| = ρ and |w(z′)− w(ζ)| = C |ζ| . By the Lemma 3.3.1, we obtain
∣∣∣∣w(z′)− w(ζ)z′ − ζ − w′(ζ)− 14w′(ζ)2w(ζ) (z′ − ζ)
∣∣∣∣ ≤ ∣∣∣∣32w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ) + βw(ζ)
∣∣∣∣ ∣∣∣∣z′ − ζ2
∣∣∣∣
+
∣∣(z′ − ζ)2w2(ζ)∣∣+ ∣∣∣∣43ζ(z′ − ζ)2w(ζ)
∣∣∣∣
+
∣∣∣∣13(z′ − ζ)3w(ζ)
∣∣∣∣+
∣∣∣∣∣ 1z′ − ζ
ˆ z′
ζ
ˆ x
ζ
X1(y) dy dx
∣∣∣∣∣
+
∣∣∣∣∣ 2z′ − ζ
ˆ z′
ζ
ˆ x
ζ
ˆ y
ζ
(w2(t) + 2tw(t)) dt dy dx
∣∣∣∣∣ .
We estimate X1 by
|X1| ≤ C |ζ|
[
(6K2 |ζ|2 + 6KC |ζ|2 + 2C2 |ζ|2) + 6 (2K + C) |ζ| (|ζ|+ ρ) + 4((|ζ|+ ρ)2 + |α|)]
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Thus we have
∣∣∣∣∣ 1z′ − ζ
ˆ z′
ζ
ˆ x
ζ
X1(y) dy dx
∣∣∣∣∣ ≤12ρC |ζ|
{
(6K2 |ζ|2 + 6KC |ζ|2 + 2C2 |ζ|2)
+
(
12(|ζ|+ ρ)K |ζ|+ 6C|ζ|)+ 2((|ζ|+ ρ)2 + |α|)}
≤ρC |ζ|
{
(3K2 |ζ|2 + 3KC |ζ|2 + C2 |ζ|2)
+ 3 (2K + C) |ζ| (|ζ|+ ρ) + 2((|ζ|+ ρ)2 + |α|)
}
.
Also ∣∣w2(t) + 2tw(t)∣∣ ≤ (K + C)2 |ζ|2 + 2(|ζ|+ ρ)(K + C) |ζ| .
Then we obtain
∣∣∣∣∣ 2z′ − ζ
ˆ z′
ζ
ˆ x
ζ
ˆ y
ζ
(w2(t) + 2tw(t)) dt dy dx
∣∣∣∣∣ ≤ ρ2
{
(K + C)2 |ζ|2 + 2(|ζ|+ ρ)(K + C) |ζ|
}
.
Thus
2 max
{
|w′(ζ)| , 1
4
∣∣∣∣w′(ζ)2w(ζ)
∣∣∣∣ ρ} ≥ ∣∣∣∣w′(ζ) + 14w′(ζ)2w(ζ) (z′ − ζ)
∣∣∣∣
≥
∣∣∣∣w(z′)− w(ζ)z′ − ζ
∣∣∣∣− ∣∣∣∣w(z′)− w(ζ)z′ − ζ − w′(ζ)− 14w′(ζ)2w(ζ) (z′ − ζ)
∣∣∣∣
≥C |ζ|
ρ
− ρ
2
((
3
2
K3 + 4K2 + 2K
)
|ζ|3 + 2K |α| |ζ|+ β
K |ζ|
)
− ρ2(K2 + 4
3
K) |ζ|2 − 1
3
ρ3K |ζ| − ρC |ζ|{(3K2 + 3KC + C2) |ζ|2
+ 3 (2K + C) |ζ| (|ζ|+ ρ) + 2((|ζ|+ ρ)2 + |α|)}
− ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ρ)(K + C)} .
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Also for all z ∈ S(ζ, ηρ), we get
|w(z)− w(ζ)| ≥ |z − ζ|
{ ∣∣∣∣w′(ζ) + 14w′(ζ)2w(ζ) (z − ζ)
∣∣∣∣− ∣∣∣∣32w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ)
+
β
w(ζ)
∣∣∣∣ ∣∣∣∣z′ − ζ2
∣∣∣∣− ∣∣(z − ζ)2w2(ζ)∣∣− ∣∣∣∣43ζ(z − ζ)2w(ζ)
∣∣∣∣− ∣∣∣∣13(z − ζ)3w(ζ)
∣∣∣∣
−
∣∣∣∣ 1z − ζ
ˆ z
ζ
ˆ x
ζ
X1(y) dy dx
∣∣∣∣− ∣∣∣∣ 2z − ζ
ˆ z
ζ
ˆ x
ζ
ˆ y
ζ
(w2(t) + 2tw(t)) dt dy dx
∣∣∣∣ }.
Hence we have
|w(z)− w(ζ)| ≥ηρ
{∣∣∣∣w′(ζ) + 14w′(ζ)2w(ζ) (z − ζ)
∣∣∣∣− ηρ2
((
3
2
K3 + 4K2 + 2K
)
|ζ|3
+ 2K |α| |ζ|+ β
K |ζ|
)
− η2ρ2
(
K2 +
4
3
K
)
|ζ|2 − 1
3
η3ρ3K |ζ|
− ηρC |ζ|{(3K2 + 3KC + C2) |ζ|2 + 3 (2K + C) |ζ| (|ζ|+ ηρ)
+ 2((|ζ|+ ηρ)2 + |α|)}− η2ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ηρ)(K + C)}}.
Since we know that
w′′(ζ) =
1
2
w′(ζ)2
w(ζ)
+
3
2
w3(ζ) + 4ζw2(ζ) + 2(ζ2 − α)w(ζ) + β
w(ζ)
,
by Lemma 3.3.1, we can write
w(z)− w(ζ)
z − ζ − w
′(ζ)− w′′(ζ)(z − ζ)
2
− (z − ζ)2w2(ζ)
− 4
3
ζ(z − ζ)2w(ζ)− 1
3
(z − ζ)3w(ζ)
=
1
z − ζ
ˆ z
ζ
ˆ x
ζ
X1(y) dy dx− 2
z − ζ
ˆ z
ζ
ˆ x
ζ
ˆ y
ζ
(w2(t) + 2tw(t)) dt dy dx.
35
By the same argument, we have
max
{
|w′(ζ)| , 1
2
|w′′(ζ)| ρ
}
≥C |ζ|
2ρ
− 1
2
ρ2(K2 +
4
3
K) |ζ|2
− 1
6
ρ3K |ζ| − 1
2
ρC |ζ|
{
(3K2 + 3KC + C2) |ζ|2
+ 3 (2K + C) |ζ| (|ζ|+ ρ) + 2((|ζ|+ ρ)2 + |α|)
}
− 1
2
ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ρ)(K + C)}
and if η ∈ (0, 1), then for all z ∈ S(ζ, ηρ), we have
|w(z)− w(ζ)| ≥ηρ
{ ∣∣∣∣w′(ζ) + 12w′′(ζ)(z − ζ)
∣∣∣∣− η2ρ2(K2 + 43K) |ζ|2
− 1
3
η3ρ3K |ζ| − ηρC |ζ|{(3K2 + 3KC + C2) |ζ|2
+ 3 (2K + C) |ζ| (|ζ|+ ηρ) + 2((|ζ|+ ηρ)2 + |α|)}
− η2ρ2 |ζ|{(K + C)2 |ζ|+ 2(|ζ|+ ηρ)(K + C)}}.
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Chapter 4
Distance to the nearest pole and
distance to the nearest zero
Let w be a transcendental solution of the fourth Painlevé equation. We dedicate this
chapter to estimating the distance of the nearest pole and distance of the nearest zero from
the point z where w(z) is suﬃciently small. We ﬁrst prove a lemma showing that for every
transcendental solution w of the fourth Painlevé equation, if |w(z)/z| is suﬃciently small,
then the distance from z to the nearest pole of w is O(1/ |z|). Notice that this lemma will be
applied only in Case 1 of the ﬁnal chapter when w is related to a doubly periodic function.
In the other cases of the ﬁnal chapter, when w is related to a singly periodic function, it is
conceivable that there may be points z for which |z − p(z)| |z| is greater than a ﬁxed positive
constant, even if |w(z)| / |z| is rather small. It then follows that if |w(z)/z| is small enough,
the distance from z to the nearest zero of w is O(1/|z|).
4.1 Distance to the nearest pole from a point where the
solution is small
Lemma 4.1.1. Let w be a transcendental solution of the fourth Painlevé equation. Then
there is a small positive number K7 ∈ (0, 1) such that for each K9 ∈ (0, K7] , there is a large
positive number K8 ≥ 1 depending on w and K9, such that if |z| ≥ 1 and |w(z)| = K9 |z| ,
then
|z − p(z)| ≤ K8|z| .
Proof. To get a contradiction, suppose that this lemma is false. Then there is no K7,
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no matter how small, such that for each K9 ∈ (0, K7], there exists a ﬁnite K8 such that
|z − p(z)| ≤ K8|z| for z such that |z| ≥ 1 and |w(z)| = K9 |z| .
Then there are arbitrarily small numbers K9 > 0, for which there is a sequence zn such
that zn →∞, |w(zn)/zn| = K9 for all n and
|zn − p(zn)| |zn| → ∞.
We may further assume that |zn| > 1 and |zn − p(zn)| |zn| > 1 for all n. Taking K7 and
hence K9 small enough, by Lemma 3.1.2, we may assume that |w′(zn)| ≤ L1 |zn|2 . Hence
1/
√
L1 |zn| ≤ r(zn) ≤ 1/|zn|. By the rescaling method of Steinmetz [17], we note that by
passing to a subsequence, we may assume that the limits
y0 = lim
n→∞
r(zn)w(zn) 6= 0,
y′0 = lim
n→∞
r2(zn)w
′(zn),
a = lim
n→∞
r(zn)zn
exist. We have y0 6= 0 since K9/L ≤ |y0| ≤ K0. Since 1/
√
L1 |zn| ≤ r(zn) ≤ 1/|zn|, we get
a 6= 0. We have y′0 = 0 if, and only if, w′(zn)/z2n → 0.
We set for a complex variable t,
yn(t) = r(zn)w(zn + r(zn)t)
so that
2yn(t)y
′′
n(t) =(y
′
n(t))
2 + 3y4n(t) + 8znr(zn)y
3
n(t) + 8r(zn)
2ty3n(t) + 4z
2
nr(zn)
2y2n(t)+
8znr(zn)
3ty2n(t) + 4r(zn)
4t2y2n(t)− 4αr(zn)2y2n(t) + 2βr(zn)4.
By passing to a subsequence, we may assume that the functions yn converge locally uniformly
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in C to a limit function y(t)
2y(t)y′′(t) = (y′(t))2 + 3y4(t) + 4ay3(t) + 4a2y2(t) (4.1.1)
together with the initial value conditions y(0) = y0 6= 0, y′(0) = y0.
Suppose that y(t) is a non-constant solution of (4.1.1). Then
2
y′′
y
−
(
y′
y
)2
= 3y2 + 4ay + 4a2.
For |y| is suﬃciently large (|y|  |a|), we have
|y|2 ≤3|y|2 − 4|a||y| − 4|a|2
≤ ∣∣3y2 + 4ay + 4a2∣∣
≤
∣∣∣∣2y′′y
∣∣∣∣+ ∣∣∣∣y′y
∣∣∣∣2 .
By [11], Theorem 2.3.3, page 35, we have
m
(
r,
y′
y
)
= O (log T (r, y) + log r) .
Since
y′′
y
=
(
y′
y
)′
+
(
y′
y
)2
,
we obtain ∣∣∣∣y′′y
∣∣∣∣ =
∣∣∣∣∣∣∣
(
y′
y
)′
y′
y
∣∣∣∣∣∣∣
∣∣∣∣y′y
∣∣∣∣+ ∣∣∣∣y′y
∣∣∣∣2 .
Hence also
m
(
r,
y′′
y
)
= O (log T (r, y) + log r) .
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Therefore
2m(r, y) =m(r, y2) = O (log T (r, y) + log r)
as r →∞ outside a set of ﬁnite linear measure, which implies that
N(r, y) = T (r, y)(1− o(1)).
Thus if y is transendental, then y has inﬁnitely many poles. If y is rational, then y has at
least one ﬁnite pole.
We assume for a while that y′0 6= 0 so that then y is non-constant. Fix a large but arbitrary
R > 0. For |t| ≤ R and for all n large enough so that |zn − p(zn)| > 2R/|zn|, we have
|(zn + r(zn)t)− zn| ≤ Rr(zn) ≤ R|zn| <
1
2
|zn − p(zn)| ,
so that yn(t) 6=∞.
Since yn does not converge to the constant inﬁnity, it follows that y has no poles in |t| ≤ R.
Since R is arbitrary, y is entire, a contradiction.
Suppose that y′0 = 0. Then the unique solution to (4.1.1) with the given initial conditions is
the constant y(t) = −2(i√2+1)a/3 or y(t) = 2(i√2−1)a/3. Otherwise y(t) is a non-constant
(elliptic) function with inﬁnitely many poles, a contradiction.
Suppose y(t) is constant. If there are inﬁnitely many n for which r(zn) = 1/|zn|, we can
pass to a subsequence and assume that this is true for all large n. In that case, |a| = 1
while |y0| = K9. If K9 ≤ K7 ≤ 2/
√
3, y0 6= −2(i
√
2 + 1)a/3 and y0 6= 2(i
√
2 − 1)a/3. Then
we may assume that r(zn) = 1/
√|w′(zn)| < 1/|zn| for all n. Then |y′0| = 1, so y′0 6= 0, a
contradiction.
In all cases we got a contradiction, which proves this lemma.
From what we described at the begining of this chapter, we can specify our conditions
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of this lemma to Case 1. Note that in Case 1, we will deal with B(z0, ε |z0|) such that
|U(z0)/z30 | ≥ δ > 0 for some δ when ε is small enough. We know that the values of
the function U(z)/z3 in the small disc B(z0, ε |z0|) do not change too fast from the value
|U(z0)/z30 | at the center. Then if ε is small enough, we have |U(z)/z3| ≥ δ > 0 for a possibly
smaller choice of δ, for all B(z0, ε |z0|).
Lemma 4.1.2. Let w be a transcendental solution of the fourth Painlevé equation. Let
K = K7 ∈ (0, 1) be as in Lemma 4.1.1. Suppose that C > 1 and that C satisﬁes the further
conditions mentioned below. Suppose that |ζ| ≥ 1 where |U(ζ)/ζ3| ≥ δ > 0 for some δ > 0
and 0 < |w(ζ)| = K |ζ| and that |ζ − p(ζ)| ≤ s0/|ζ| for some s0 > 0. Let s1/ |ζ| , where
0 < s1 < s0 , be the largest radius such that for all z in the disk B(ζ, s1/|ζ|) we have
|w(z)− w(ζ)| < CK |ζ| .
Then s1 ≤
√
CK/δ2 where δ2 = δ/2. Further, provided that 0 < η < 1 and that |ζ| ≥ Z0,
where Z0 is as deﬁned below, we have
|w(z)− w(ζ)| > 2 |w(ζ)|
for all z with |z − ζ| = ηs1/ |ζ| and the function w has at least one zero in the disk
B(ζ, ηs1/ |ζ|). We use C ≥ 30 and η ∈ (0, 1/2] such that CK ≤ 0.01 and Cη ≥ 9. For
example, we can take η = 1/2 if K ≤ 1/3000 and 30 ≤ C ≤ 1/100K. We take
Z0 = max
{
165000, (100000 |α|) 12 ,
(
50000 |β|
K2
) 1
4
}
.
Proof. Suppose that we have |w(z)− w(ζ)| > 2 |w(ζ)| for all z with |z − ζ| = ηs1/ |ζ| . Then
for these z, we have
|w(z)| ≥ |w(z)− w(ζ)| − |w(ζ)| > |w(ζ)| = |(w(z)− w(ζ))− w(ζ)| .
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So we may apply Rouché's Theorem to w(z) and w(z) − w(ζ) in the disk B(ζ, ηs1/ |ζ|).
We obtain that in the disk B(ζ, ηs1/ |ζ|), w(z) and w(z) − w(ζ) have the same number of
zeros. Since w(z)−w(ζ) obviously has at least one zero in this disk, so does w(z). Hence w
has at least one zero in B(ζ, ηs1/ |ζ|). It remains to show that |w(z)− w(ζ)| > 2 |w(ζ)| on
S(ζ, ηs1/ |ζ|).
We apply Lemma 3.2.1 by taking the numbers z0, K and δ1 in Lemma 3.2.1 to be ζ, CK
and δ. We conclude that
|w′′(ζ)| ≥ δ2 |ζ|3
where δ2 = δ/2.
We apply Lemma 3.2.2 by taking the numbers z0, R and K0 in Lemma 3.2.2 to be ζ,
ηs1/ |ζ| and CK and let δ2 = δ/2. We conclude that
s1 ≤
√
2CK
δ2
.
We now apply Lemma 3.3.2 when ρ = s1/ |ζ| and C = CK. Then we have
max
{
|w′(ζ)| , 1
4
∣∣∣∣w′(ζ)2w(ζ)
∣∣∣∣ s1|ζ|
}
≥CK |ζ|
2
2s1
− s1
4
((
3
2
K3 + 4K2 + 2K
)
|ζ|2 + 2K |α|+ β
K |ζ|2
)
− 1
2
s1
2(K2 +
4
3
K)− 1
6
s1
3K
|ζ|2 −
1
2
s1CK
{
(3K2 + 3K2C + C2K2) |ζ|2
+ (2K + CK) |ζ|
(
|ζ|+ s1|ζ|
)
+ 2((|ζ|+ s1|ζ|)
2 + |α|)
}
− 1
2
s1
2
|ζ|
{
(K + CK)2 |ζ|+ 2(|ζ|+ s1|ζ|)(K + CK)
}
=:A1 − A2,
say, where
A1 :=
CK |ζ|2
2s1
.
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Since C > 30, CK ≤ 0.01, K ≤ 0.001 and s1 ≤ 0.01 and |ζ| ≥ Z0, we have
A2/A1 =
s1
2
2CK
(
3
2
K3 + 4K2 + 2K
)
+
s1
2 |α|
|ζ|2 +
s1
2 |β|
2CK2 |ζ|4
+
s1
3
CK |ζ|2
(
K2 +
4
3
K
)
+
2s1
4
3C |ζ|4 + 2s1
2
(
3K2 + 3K2C + C2K2
)
+ 12s1
2
+ 3s21
(
1 +
s1
|ζ|2
)
(2K + CK) + 2s1
2
(
1 +
s1
|ζ|2
)2
+
s1
2 |α|
|ζ|2
+
s1
3
CK |ζ|2 (K + CK)
2 + (K +KC)
2s1
2
CK |ζ|2
(
1 +
s1
|ζ|2
)
≤0.01.
Then max
{
|w′(ζ)| , 1
4
∣∣∣w′(ζ)2w(ζ) ∣∣∣ s1|ζ|} ≥ 0.99CK |ζ|22s1 .
If max
{
|w′(ζ)| , 1
4
∣∣∣w′(ζ)2w(ζ) ∣∣∣ s1|ζ|} = |w′(ζ)| , then
|w′(ζ)| ≥ 1
4
∣∣∣∣w′(ζ)2w(ζ)
∣∣∣∣ s1|ζ| .
This implies that
0.99CK |ζ|2
2s1
≤ |w′(ζ)| ≤ 4K |ζ|
2
s1
.
which is a contradiction since C ≥ 30. Thus
1
4
∣∣∣∣w′(ζ)2w(ζ)
∣∣∣∣ s1|ζ| ≥ 0.99CK |ζ|22s1 .
By Cauchy's integral formula,
w′′(ζ) =
2
2pii
ˆ
|z−ζ|=s1/|ζ|
w(t)− w(ζ)
(t− ζ)3 dt.
Thus we can estimate the upper bound for w′′(ζ) to be
|w′′(ζ)| ≤ 2
2pi
(2pis1/ |ζ|) CK |ζ|
s13/ |ζ|3
=
2CK |ζ|3
s12
.
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By the fourth Painlevé equation, we have
∣∣∣w′(ζ)2∣∣∣ ≤ |2w(ζ)w′′(ζ)|+ ∣∣3w(ζ)4∣∣+ ∣∣8ζw(ζ)3∣∣+ 4 ∣∣ζ2w(ζ)2∣∣+ 4 |α| ∣∣w(ζ)2∣∣+ 2 |β|
≤4CK
2 |ζ|4
s12
+ 3K4 |ζ|4 + 8K3 |ζ|4 + 4 |α|K |ζ|2 + 2 |β|
=B1 +B2,
say, where
B1 =
4CK2 |ζ|4
s12
.
We obtain
B2
B1
=
3K2s1
2
4C
+ 2Ks1
2 +
|α| s12
K |ζ|4 +
|β| s21
CK2 |ζ|4 ≤ 0.04
since K ≤ 0.01, s ≤ 0.01, C ≥ 30, and |ζ| ≥ Z0. Thus
|w′(ζ)|2 ≤ 4.04CK
2 |ζ|4
s12
.
Hence
|w′(ζ)| ≤ 3
√
CK |ζ|2
s1
.
Now we apply the second part of Lemma 3.3.2, for η ∈ (0, 1) and for all z with |z − ζ| =
ηs1/ |ζ| , and obtain
|w(z)− w(ζ)| ≥η s1|ζ|
{∣∣∣∣∣w′(ζ) + 14w′(ζ)2w(ζ) |z − ζ|
∣∣∣∣∣− ηs12 |ζ|
((
3
2
K3 + 4K2 + 2K
)
|ζ|3
+ 2K |α| |ζ|+ |β|
K |ζ|
)
− η2s12(K2 + 4
3
K)− 1
3
η3
s1
3
|ζ|2K
− ηs1CK
{
(3K2 + 3K2C + C2K2) |ζ|2 + 3|ζ|
(
|ζ|+ η s1|ζ|
)
(2K + CK)
+ 2((|ζ|+ η s1|ζ|)
2 + |α|)
}
− η2 s1
2
|ζ|
{
(K + CK)2 |ζ|
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+ 2(|ζ|+ η s1|ζ|)(K + CK)
}}
≥η s1|ζ|
{∣∣∣∣∣14w′(ζ)2w(ζ)
∣∣∣∣∣
∣∣∣∣ηs1ζ
∣∣∣∣− |w′(ζ)| − ηs12 |ζ|
((
3
2
K3 + 4K2 + 2K
)
|ζ|3
+ 2K |α| |ζ|+ |β|
K |ζ|
)
− η2s12(K2 + 4
3
K)− 1
3
η3
s1
3
|ζ|2K
− ηs1CK
{
(3K2 + 3K2C + C2K2) |ζ|2 + 3|ζ|
(
|ζ|+ η s1|ζ|
)
(2K + CK)
+ 2((|ζ|+ η s1|ζ|)
2 + |α|)
}
− η2 s1
2
|ζ|
{
(K + CK)2 |ζ|
+ 2(|ζ|+ η s1|ζ|)(K + CK)
}}
≥η s1|ζ|
{
0.99ηCK |ζ|2
2s1
− 3
√
CK |ζ|2
s1
− ηs1
2 |ζ|
((
3
2
K3 + 4K2 + 2K
)
|ζ|3
+ 2K |α| |ζ|+ |β|
K |ζ|
)
− η2s12(K2 + 4
3
K)− 1
3
η3
s1
3
|ζ|2K
− ηs1CK
{
(3K2 + 3K2C + C2K2) |ζ|2 + 3|ζ|
(
|ζ|+ η s1|ζ|
)
(2K + CK)
+ 2((|ζ|+ η s1|ζ|)
2 + |α|)
}
− η2 s1
2
|ζ|
{
(K + CK)2 |ζ|
+ 2(|ζ|+ η s1|ζ|)(K + CK)
}}
=C1 − C2,
say, where
C1 = η
s1
|ζ|
0.99ηCK |ζ|2
2s1
=
0.99η2CK |ζ|
2
.
This implies that
C2
C1
=
6
0.99η
√
C
+
s1
2
0.99CK |ζ|3
((
3
2
K3 + 4K2 + 2K
)
|ζ|3 + 2K |α| |ζ|+ |β|
K |ζ|
)
+
2ηs1
3
0.99C |ζ|2 (K + 4/3) +
2η2s1
3
2.97C |ζ|4 +
2s1
2
0.99
(3K2 + 3K2C + C2K2)
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+
2s1
0.99ηCK
(
1 +
ηs1
|ζ|2
)
(6K + 3CK) +
4s1
2
0.99 |ζ|2
((
|ζ|+ ηs1|ζ|
)2
+ |α|
)
+
2ηs1
3
0.99CK |ζ|2 (K +KC)
2 +
4ηs1
3
0.99CK |ζ|2
(
1 +
ηs1
|ζ|2
)
(K +KC)
≤0.52
since s1 ≤ 0.01, C ≥ 30, CK ≤ 0.01, η
√
C ≥ 12 , assuming that |ζ| ≥ Z0. We conclude that
|w(z)− w(ζ)| ≥ 0.99η
2CK |ζ|
2
(1− 0.52).
Since we have η
√
C ≥ 12, we obtain
|w(z)− w(ζ)| ≥ 2K |w(ζ)| .
The proof of this lemma is complete.
4.2 Distance to the nearest pole from points where the
solution is arbitrarily small
We have seen that the nearest pole of w is not too far away from a point z where |w(z)/z|
is small but ﬁxed and where |U(z)/z3| is not too small. As far as we know the distance to
the nearest pole depends on how small |w(z)/z| is. We now wish to show that there is no
such dependence on |w(z)/z|.
Lemma 4.2.1. Let w be a transcendental solution of the fourth Painlevé equation. Suppose
that δ1 > 0. Then there are a small positive number K7 ∈ (0, 1) and a large positive number
K8 ≥ 1 depending on w and δ1 such that if |z| ≥ 1 and |w(z)| ≤ K7 |z| and |U(z)/z3| ≥ δ1,
then
|z − p(z)| < K8|z| .
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Proof. Let K7 > 0 be as in Lemma 4.1.1. For the rest of the proof of this lemma, write K
for K7. Additionally we assume that K is suﬃciently small to satisfy the further conditions
below.
If |w(z)| = K |z| , the conclusion follows from Lemma 4.1.1. Suppose that |z| ≥ 1,
|w(z)| < K |z| and |U(z)/z3| ≥ δ1.
We apply Lemma 3.2.1 to z instead of z0 and assume that K < 3δ1/32 and |z| ≥
√|α|. It
follows that |w′′(z)| ≥ δ2 |z|3 where δ2 = δ1/2. Now we apply Lemma 3.2.2 with δ2 = δ1/2
and K0 = 2K, which implies that there is a radius r with r ≤
(
2
√
K
)
/
(√
δ2|z|
)
such that
for some point z1 with |z1 − z| = r, we have |w(z1)− w(z)| = 2K |z| . Then
|w(z1)| ≥ |w(z1)− w(z)| − |w(z)| > K |z| .
We know that
|z1| ≥ |z| − r ≥ |z| − 2
√
K√
δ2 |z|
.
Assume
|z| ≥
(
8
√
K
3
√
δ2
)1/2
.
Then |z1| ≥ 34 |z| .
Hence
|w(z1)| ≤ |w(z1)− w(z)|+ |w(z)| < 3K |z| ≤ 4K |z1| .
Suppose that z2 ∈ P (δ)∩B(z, r). Then there is a pole p of w such that |z2 − p| < δ/|p|. We
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may assume that |p| ≥ |z|/2 since |z| is large enough. Now
|z − p(z)| ≤ |z − z2|+ |z2 − p(z2)|
≤ |z − z2|+ |z2 − p|
≤ r + δ|p|
≤ r + 2δ|z|
≤ 2
√
K√
δ2 |z|
+
2δ
|z| =
K ′8
|z| ,
where K ′8 = 2
√
K/
√
δ2 + 2δ.
Thus we may assume that P (δ) ∩B(z, r) = ∅. Then we may apply Lemma 3.2.3 with
ε =
r
|z| ≤
2
√
K√
δ2 |z|2
≤ 1
2
< 1
and conclude that ∣∣∣∣U(z1)z13 − U(z)z3
∣∣∣∣ ≤ K2ε,
where K2 = 2pi (K2 + 2K + 3K1) and where K and K1 are ﬁxed by our choice of the
parameter δ for the exceptional set P (δ).
We assume that |z| ≥
((
4
√
KK2
)
/
(
δ1
√
δ2
))1/2
. Then K2ε < δ1/2. Hence |U(z1)/z31 | ≥
δ1/2.
Now on the line segment joining z to z1 there must be a point z3 ∈ B(z, r) with |w(z3)| =
K |z3| . It follows from Lemma 4.1.1 that |z3 − p(z3)| ≤ K8/|z3| where K8 depends on K7
and δ1.
48
Hence
|z − p(z)| ≤ |z − p(z3)|
≤ |z − z3|+ |z3 − p(z3)|
≤ 2
√
K√
δ2 |z|
+
K8
|z3|
≤ K
′
8
|z| ,
where K ′8 = 2
√
K/
√
δ2 + 2K8, since we may assume that |z3| ≥ |z|/2 if |z| is large enough.
This proves Lemma 4.2.1.
4.3 Distance to the nearest zero from points where the
solution is small
We continue to consider a given transcendental solution w of the fourth Painlevé equation.
Following Steinmetz, if the zeros of w of modulus ≥ 1 are labelled as qn and if K > 0 we
write
Q(K) =
⋃
n
B
(
qn,
K
|qn|
)
.
We prove the following result.
Lemma 4.3.1. There is a number K3 ∈ (0, 1) such that if 0 < K ≤ K3, then there are
numbers R0 > 2 and K4 ∈ (0, 1) depending on w and on K such that if |z| > R0 and
|w(z)| < K |z| and
∣∣∣U(z)z3 ∣∣∣ ≥ δ > 0 for some δ > 0, then
z ∈ Q(K4).
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Furthermore, for any ﬁxed δ, we may choose K4 as a function of K so that
lim
K→0
K4 = 0.
Proof. Let w be a given transcendental solution of the fourth Painlevé equation. Let K be
small enough to satisfy the condition for K7 in Lemma 4.1.2 and Lemma 4.2.1. Let K8 > 1
be the number from Lemma 4.2.1. Choose η0 > 0 so that
η0 ≤ ε
4K8
<
1
4
.
Also deﬁne
K = min
{
K7,
η0
2
7200
}
.
We can let K to be small enough to assume that s1 < K8.
Let
R1 = max
{
1650000,
(
50000 |β|
K2
) 1
4
, (1000000|α|) 12
}
and
R0 = R1 +
K8
R1
.
Let z0 be such that |z0| ≥ Z0 and |w(z0)| < K |z0| . By Lemma 4.2.1, any pole p(z0) of w
nearest to z0 satisﬁes |z0 − p(z0)| < K8/|z0|. When we move along the line segment γ from
z0 to p(z0), let ζ be the ﬁrst point z such that |w(z)| = K |z| . Then |w(ζ)| = K |ζ| .
Suppose that |z0 − ζ| ≥ ηs1/|ζ|. Then there is z from the part of the path γ from z0 to
ζ such that |w(z)− w(ζ)| ≤ K |ζ| = |w(ζ)| . By Lemma 4.1.2, we have |w(z)− w(ζ)| >
2 |w(ζ)| . This is contradiction. Then we have |z0 − ζ| < η0s1/|ζ|. Also, by Lemma 4.1.2,
there is a zero q of w with |q − ζ| ≤ η0s1/|ζ|. We have |q| < |ζ| + 1/|ζ| < 2 |ζ|, hence
|z0 − q| ≤ 4η0s1/|q| < ε/|q|. This completes the proof.
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Chapter 5
Size of the set where the solution is close
to a given value
Let w be a transcendental solution of the fourth Painlevé equation. In the proof of our
main result, we will know that for certain values A of w if w(z1) = A and ε1 > 0 is small,
the component of the set {z : |w(z)− A| < ε1 |z1|} containing z1 is a subset of a disk of the
form B (z1, ε3/|z1|) for a suitable choice of ε3. Furthermore, we need to know that each point
z with |w(z)− A| < ε1 |z| is contained in such a component and hence in such a disk.
Then if we remove a small exceptional set contained in the union of such disks, we will be
able to avoid the value A by a deﬁnite amount. Since we have already estimated the size of
the set where w takes rather small values, we assume that |A| / |z| is not too close to zero.
5.1 Result concerning the numbers of the form A
We start with a point z0 with a suﬃciently large modulus. We consider the following at
most three distinct numbers A that satisfy
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
− 4U(z0)
z03
= 0. (5.1.1)
If we choose z0 so that |w(z0)| ≤ K |z0| for a ﬁxed positive constant K > 3, then for each
of the three choices of A we have |A| ≤ K1 |z0| where K1 depends on w and K. This implies
that |U(z0)| ≤ K2 |z0|3 where K2 = K31/4 +K21 +K1.
We have (
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
+
32
27
= 4
(
U(z0)
z03
+
8
27
)
.
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Thus ∣∣∣∣∣
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
+
32
27
∣∣∣∣∣ = 4
∣∣∣∣U(z0)z03 + 827
∣∣∣∣ .
If we ﬁx a large K and limit our attention to the set where |w(z)| ≤ K |z| when z ∈
B (z0, ε |z0|) then |A| ≤ (K(1 + ε) + ε1) |z0| .
Lemma 5.1.1. Suppose that |z0| ≥ 1 and z0 /∈ P (δ). Suppose that δ3, δ4 > 0 and that
|U(z0)/z03| ≥ δ3 and |U(z0)/z03 + 8/27| ≥ δ4. Let A be any one of the three numbers that
satisfy (
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
− 4U(z0)
z03
= 0.
Then there are positive numbers δ5 and K4 such that
δ5 |z0| ≤ |A| ≤ K4 |z0|
where
K4 = (4K1)
1/3 + 2
and
δ5 = −4
3
+
4
3d
+
d
3
for d =
(
8 + 27δ3 + 3
√
3
√
16δ3 + 27δ23
)1/3
.
Furthermore, we have
∣∣∣∣∣
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
+
32
27
∣∣∣∣∣ = 4
∣∣∣∣U(z0)z03 + 827
∣∣∣∣ ≥ 4δ4.
Proof. Let the assumptions of Lemma 5.1.1 be satisﬁed. By triangle inequality, we have
∣∣∣∣Az0
∣∣∣∣ = ∣∣∣∣Az0 + 2− 2
∣∣∣∣ ≤ ∣∣∣∣Az0 + 2
∣∣∣∣+ 2.
Then ∣∣∣∣Az0
∣∣∣∣− 2 ≤ ∣∣∣∣Az0 + 2
∣∣∣∣ .
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Again by triangle inequality,
2 =
∣∣∣∣Az0 + 2− Az0
∣∣∣∣ ≤ ∣∣∣∣Az0
∣∣∣∣+ ∣∣∣∣Az0 + 2
∣∣∣∣ .
Therefore
−
∣∣∣∣Az0 + 2
∣∣∣∣ ≤ ∣∣∣∣Az0
∣∣∣∣− 2.
Hence ∣∣∣∣∣∣∣∣Az0
∣∣∣∣− 2∣∣∣∣ ≤ ∣∣∣∣Az0 + 2
∣∣∣∣ .
By Lemma 3.1.1, we have |U(z0)/z03| ≤ K1 for a suitable K1 ≥ 3/4 depending on w and
δ, so that we obtain
(∣∣∣∣Az0
∣∣∣∣− 2)3 ≤ ∣∣∣∣Az0
∣∣∣∣ (∣∣∣∣Az0
∣∣∣∣− 2)2 ≤ ∣∣∣∣Az0
∣∣∣∣ ∣∣∣∣Az0 + 2
∣∣∣∣2 =
∣∣∣∣∣
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)∣∣∣∣∣ = 4
∣∣∣∣U(z0)z03
∣∣∣∣ ≤ 4K1.
Hence |A| ≤
(
(4K1)
1/3 + 2
)
|z0| .
Suppose that |U(z0)/z03| ≥ δ3. To get a contradiction, suppose that |A| < δ5|z0|. Then
2δ3 = δ5 (δ5 + 2)
2 >
∣∣∣∣Az0
∣∣∣∣ (∣∣∣∣Az0
∣∣∣∣+ 2)2 ≥ 4δ3
which contradicts δ3 > 0.
Hence |A| ≤ δ5|z0|.
5.2 Preliminary estimates of points where w is close to
A
We will consider points z1 where w(z1) is close to any one of the three numbers A. Write
w(z1) = A+ θ |z0| where θ is a complex number with |θ| < ε1.
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Lemma 5.2.1. Let w be a transcendental solution of the fourth Painlevé equation. Suppose
that the assumptions and the conclusions of Lemma 5.1.1 are valid for z0 and let us use the
notations of Lemma 5.1.1.
Suppose that 0 < ε < ε1 < (1/2) min {1, δ5} and 2K8ε1 < δ6 where K8 = 265K42 + 75K4 +
8K2 + 7K1 + 2 and
δ6 =
∣∣∣∣∣
(
A
z0
)2
+ 2
(
A
z0
)
− 3U(z0)
z03
∣∣∣∣∣ .
Deﬁne
K9 = 616K4
3 + 672K4
2 + 32K4 + 32K4 (8K2 + 7K1) + 2
and
K11 = 2
[
(4K4)
3 + 3 (4K4)
2 + 2 (4K4) + 8
(
4pi
(
K2 +K
)
ε+K1
)]
.
Let |z0| , |z1| ≥ 1, z0, z1 /∈ P (δ) such that z1 ∈ B (z0, ε |z0|) and w(z1) = A+ θ |z0| where θ is
a complex number with |θ| < ε1. Suppose further that |z0| ≥ Z0 where
Z0 ≥ max
{
|α|1/2, (|α|/ε1)1/2 , (|β|/ε1)1/4
}
.
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Then the following inequalities hold:
|w(z1)| > (1/2) δ5 |z0| ≥ (1/4) δ5 max{|z0| , |z1|}, (5.2.1)
|w(z1)| ≤ 4K4 |z1| , (5.2.2)∣∣∣∣U(z1)z13 − U(z0)z03
∣∣∣∣ < K2ε, (5.2.3)
|U(z0)− U(z1)| < 4pi
(
K2 +K
)
ε |z0|3 , (5.2.4)
|U(z0)− U(z1)| < (8K2 + 7K1) ε |z0|3 , (5.2.5)
|w′′(z1)| ≥ δ6
16
|z1|3 , (5.2.6)
|w′′(z1)| ≤ K11 |z1|3 , (5.2.7)
|w′(z1)| <
√
K9
√
ε1 |z0|2 , (5.2.8)
|z0|
2
< |z1| < 2 |z0| . (5.2.9)
Proof. Let the assumptions of Lemma 5.2.1 be satisﬁed. The inequality (5.2.9) holds since
|z1 − z0| < ε |z0| and ε < ε1 < 1/2. By assumption, we have
|w(z1)| > |A| − ε1 |z0| ≥ (δ5 − ε1) |z0| > (1/2) δ5 |z0| .
By the inequality (5.2.9), we obtain
|w(z1)| > (1/4) δ5 |z1| .
This proves (5.2.1).
Next we have
|w(z1)| < |A|+ ε1|z0| ≤ (K4 + ε1) 2|z1| ≤ 4K4|z1|
since ε1 < 1/2 and K4 > 3 since K1 ≥ 3/4.
This proves (5.2.2).
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By Lemma 3.2.3, the inequality (5.2.3) holds.
Recall that U ′ = w2+2zw. We may integrate along a path joining z0 and z1 in B (z0, ε |z0|)
of length at most pi |z0 − z1|, on which |w(z)| ≤ K |z| .
This gives
|U(z0)− U(z1)| =
∣∣∣∣ˆ z1
z0
(
w2(t) + tw(t)
)
dt
∣∣∣∣
≤
ˆ z1
z0
(∣∣w2(t)∣∣+ |t| |w(t)|) |dt|
≤ (K2 +K) ˆ z1
z0
|t|2 |dt|
≤ (K2 +K) pi |z0 − z1| (1 + ε)2 |z0|2
≤ 4pi (K2 +K) ε |z0|3 .
This proves (5.2.4).
Next we have
|U(z0)− U(z1)| =
∣∣∣∣z13(U(z1)z13 − U(z0)z03
)
+
U(z0)
z03
(
z1
3 − z03
)∣∣∣∣
≤ (1 + ε)3 |z0|3K2ε+K1ε |z0|3
(
1 + (1 + ε) + (1 + ε)2
)
≤K5ε |z0|3 ,
where K5 = 8K2 + 7K1. This proves (5.2.5).
Suppose (
A
z0
)2
+ 2
(
A
z0
)
− 3
(
U(z0)
z02
)
= 0.
Thus
A
z0
= −1±
√
1 +
3U(z0)
z03
.
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After substitution, we obtain
0 =
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
− 4U(z0)
z03
=(−1)3 + 3(−1)2
(
±
√
1 +
3U(z0)
z30
)
+ 3(−1)
(
±
√
1 +
3U(z0)
z30
)2
+
(
±
√
1 +
3U(z0)
z30
)3
+ 4
(
(−1)2 ± (−1)2
√
1 +
3U(z0)
z30
+ 1 +
3U(z0)
z30
)
+ 4
(
−1±
√
1 +
3U(z0)
z30
)
− 4U(z0)
z30
=− 4− 9U(z0)
z30
± 4
√
1 +
3U(z0)
z30
± 3U(z0)
z30
√
1 +
3U(z0)
z30
+ 8 + 12
U(z0)
z30
∓ 8
√
1 +
3U(z0)
z30
− 4± 4
√
1 +
3U(z0)
z30
− 4U(z0)
z30
=− U(z0)
z30
(
1± 3
√
1 +
3U(z0)
z30
)
.
Hence we have U(z0)/z03 = 0 or 1±3
√
1 + 3U(z0)
z03
= 0 which implies that U(z0)/z03+8/27 =
0.
These are contradictions. Thus δ6 > 0.
From equation (3.2.1) in the proof of Lemma 3.2.1, we obtain, as we have pointed out, that
w′′(z1)
2
= w(z1)
3 + 3z1w(z1)
2 + 2
(
z1
2 − α)w(z1)− U(z1).
Since we assume that
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
− 4U(z0)
z03
= 0,
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we obtain
w′′(z1)
2z03
=
w(z1)
3 − A3
z30
+ 3z1
w(z1)
2
z03
− 4A
2
z02
+ 2z1
2w(z1)
z03
− 4A
z0
+ 4
U(z0)
z03
− U(z1)
z03
− αw(z1)
z03
.
Thus we have
∣∣∣∣w′′(z1)2z03
∣∣∣∣ ≥ ∣∣∣∣A2z02 + 2Az0 − 3U(z0)z03
∣∣∣∣−
∣∣w(z1)3 − A3∣∣
|z0|3
− 3 |z1 − z0| |w(z1)|
2
|z0|3
− 3
∣∣w(z1)2 − A2∣∣
|z0|2
− 2 ∣∣z12 − z02∣∣ |w(z1)||z0|3 − 2 |w(z1)− A||z0| − |U(z0)− U(z1)||z0|3 − |α| |w(z1)||z0|3
≥δ6 −K8ε1
where K8 = 265K4
2 + 75K4 + 8K2 + 7K1 + 2. We choose ε so that K8ε < (1/2) δ6. Then
|w′′(z1)| ≥ (δ6/2) |z0|3 ≥ (δ6/16) |z1|3 . This proves (5.2.6).
We know that
w′2 = w(z1)
4 + 4z1w(z1)
3 + 4
(
z1
2 − α)w(z1)2 − 2β − 4w(z1)U(z1).
Again since (
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
− 4U(z0)
z03
= 0,
we have
w′(z1)
2
z04
=w(z1)
(
w(z1)
3 − A3)
z04
+ 4 (z1 − z0) w(z1)
3
z04
+ 4w(z1)
(
w(z1)
2 − A2)
z03
+ 4
(
z1
2 − z02
) w(z1)2
z04
+ 4 (w(z1)− A) w(z1)
z02
− 4w(z1)(U(z1)− U(z0))
z04
− 4αw(z1)
2
z04
− 2β
z04
.
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Therefore
|w′(z1)|2
|z0|4
≤ |w(z1)|
∣∣w(z1)3 − A3∣∣
|z0|4
+ 4 |z1 − z0| |w(z1)|
3
|z0|4
+ 4 |w(z1)|
∣∣w(z1)2 − A2∣∣
|z0|3
+ 4
∣∣z12 − z02∣∣ |w(z1)|2|z0|4 + 4 |w(z1)− A| |w(z1)||z0|2 + 4|w(z1)| |U(z1)− U(z0)||z0|4
+ 4|α| |w(z1)|
2
|z0|4 +
2|β|
|z0|4 .
Thus
|w′(z1)|2
|z0|4
≤ K9ε1|z0|.
where K9 = 616K4
3 + 672K4
2 + 32K4 + 32K4 (8K2 + 7K1) + 2. This proves (5.2.8).
We next start with the same equation
w′′(z1)
2
= w(z1)
3 + 3z1w(z1)
2 + 2
(
z1
2 − α)w(z1)− U(z1).
Since |U(z0)/z03| ≤ K1 and |U(z0)− U(z1)| ≤ 4pi (K2 +K) ε |z0|3 , we have
|U(z1)| ≤ 8
(
4pi
(
K2 +K
)
ε+K1
) |z1|3 .
Hence
|w′(z1)|
2
≤ |w(z1)|3 + 3|z1||w(z1)|2 + 2|z1|2|w(z1)|+ |α||w(z1)|+ |U(z1)|
≤ K11|z1|3
where K11 = 2
[
(4K4)
3 + 3 (4K4)
2 + 2 (4K4) + 2 (4K4) + 8 (4pi (K
2 +K) ε+K1)
]
.
Lemma 5.2.2. Let w be a transcendental solution of the fourth Painlevé equation. Suppose
that the assumptions and hence also the conclusions of Lemma 5.1.1 are valid for z0 and let
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us use the notations of Lemma 5.1.1. Choose C1 > 1 so that
C1 > max
{
256
√
K9
δ6
,
8
√
2√
δ6
}
.
Then choose C > 1 so that
C > max
{
40K9
1/2C1, 4K11C1
2
}
.
Consider any ε1 ∈ (0, 1/100) such that also
ε1 ≤ min
{
δ6
280K4
2C2C1
2 ,
1
80K4
2C2C1
2
}
.
Deﬁne Z0 by
Z0
4 = max
{(
32C1
δ6
2)2(
(4K4)
2 +
4
3
(4K4)
)2
,
32
3
C1
2
δ6
4K4,(
32C1
δ6
)4/3{
(4K4 + Cε1)
2 |z1|+ 2
(
|z1|+ C1|z1|
)
(4K4 + C)
}4/3}
.
Suppose that |z0| ≥ Z0 and z0 /∈ P (δ) and let A be any one of the three numbers given by
(
A
z0
)3
+ 4
(
A
z0
)3
+ 4
(
A
z0
)
− 4U(z0)
z03
= 0.
Suppose further that ε, ε1, and z1 satify the assumptions of Lemma 5.2.1. Let Z0 also satisfy
the assumptions of Lemma 5.2.1.
Then there are a radius r ≤ C1√ε1/|z0| and a point z′ such that w(z′) = A and |z1 − z′| <
r. Furthermore, we have |w(z)− A| > ε1|z0| for all z with |z − z1| = r. Thus the com-
ponent of the set {z : |w(z)− A| < ε1 |z0|} containing the point z1 is a subset of the disk
B
(
z1, C1
√
ε1/|z0|
)
.
Proof. Let the assumptions of Lemma 5.2.2 be satisﬁed. Let ρ be the largest number r such
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that for all z in the disk B(z1, r), we have |w(z)− w(z1)| < Cε1 |z1| .
By Lemma 3.3.2, where K0 satisﬁes δ5/4 ≤ K0 = |w(z1)|/|z1| ≤ 4K4 by Lemma 5.2.1, we
have
max
{
|w′(z1)|,
∣∣∣∣w′′(z1)2
∣∣∣∣ ρ} ≥ Cε1|z1|2ρ − 12ρ2
(
(4K4)
3 +
4
3
(4K4)
)
|z1|2 − 1
6
ρ2 (4K4) |z1|
− 1
2
ρCε1 |z1|
{ (
3 (4K4)
2 + 3 (4K4)Cε1 + C
2ε1
2
) |z1|2
+ 3|z1| (|z1|+ ρ) (8K4 + Cε1) + 2
(
(|z1|+ ρ)2 + |α|
) }
− 1
2
ρ2 |z1|
{
(4K4 + Cε1)
2 |z1|+ 2 (|z1|+ ρ) (4K4 + Cε1)
}
.
We deﬁne ε2 by writing ρ = ε2/|z1|.
Suppose ε2 ≤ C1√ε1. We can write
max
{
|w′(z1)|,
∣∣∣∣w′′(z1)2
∣∣∣∣ ρ} ≥ Cε1|z1|2ρ (1−X1) ,
where
X1 =
ρ3
Cε1
(
(4K4)
3 +
4
3
(4K4)
)
|z1|+ 1
3
ρ3
Cε1
(4K4)
+ ρ2
{ (
3 (4K4)
2 + 3 (4K4)Cε1 + C
2ε1
2
) |z1|2
+ 3|z1| (|z1|+ ρ) (8K4 + Cε1) |+ 2
(
(|z1|+ ρ)2 + |α|
) }
+
ρ3
Cε1
{
(4K4 + Cε1)
2 |z1|+ 2 (|z1|+ ρ) (4K4 + Cε1)
}
≤C1
3√ε1
C|z1|2
(
(4K4)
3 +
4
3
(4K4)
)
+
1
3
C1
3√ε1
C|z1|3 (4K4)
+
C1
2ε1
|z1|2
{(
3 (4K4)
2 + 3 (4K4)Cε1 + C
2ε1
2
) |z1|2
+ 3|z1|
(
|z1|+ C1
√
ε1
|z1|
)
(8K4 + Cε1) + 2
((
|z1|+ C1
√
ε1
|z1|
)2
+ |α|
)}
+
C1
3√ε1
C|z1|3
{
(4K4 + Cε1)
2 |z1|+ 2
(
|z1|+ C1
√
ε1
|z1|
)
(4K4 + Cε1)
}
.
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For ε1 small enough in terms of C,C1 and K4, we can assume X1 < 1/2. Then
max
{
|w′(z1)|,
∣∣∣∣w′′(z1)2
∣∣∣∣ ρ} ≥ Cε1 |z1|4ρ .
Suppose ﬁrst that
max
{
|w′(z1)|,
∣∣∣∣w′′(z1)2
∣∣∣∣ ρ} = |w′(z1)|.
Then √
K9
√
ε1|z0|2 ≥ |w′(z1)| ≥ Cε1 |z1|
4ρ
.
Hence
C1 ≥ ρ|z1|√
ε1
≥ C
16
√
K9
.
This contradicts the deﬁnition of C and C1, so this case will not occur.
Suppose
max
{
|w′(z1)|,
∣∣∣∣w′′(z1)2
∣∣∣∣ ρ} = ∣∣∣∣w′′(z1)2
∣∣∣∣ ρ.
Then
K11|z1|3ρ ≥
∣∣∣∣w′′(z1)2
∣∣∣∣ ρ ≥ Cε1 |z1|4ρ .
Hence we have
C1
2 ≥ C
4K11
.
This contradicts defeinition of C and C1 so this case will not occur.
Hence ε2 > C1
√
ε1.
We may now choose η ∈ (0, 1) so that ηρ = C1√ε1/|z1|. Next by Lemma 3.3.2 for z ∈
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S
(
z1, C1
√
ε1/|z1|
)
, we have
|w(z)− w(z1)| ≥C1
√
ε1
|z1|
{∣∣∣∣w′(z1) + 12w′′(z1)(z − z1)
∣∣∣∣− C12ε1((4K4)2 + 43 (4K4)
)
− 1
3
C1
3ε1
3/2
|z1|2 4K4 − CC1ε1
3/2
{(
3 (4K4)
2 + 3 (4K4)Cε1 + C
2ε1
2
) |z1|2
+ 3|z1|
(
|z1|+ C1
√
ε1
|z1|
)
(8K4 + Cε1) + 2
((
|z1|+ C1
√
ε1
|z1|
)2
+ |α|
)}
− C1
2ε1
|z1|
{
(4K4 + Cε1)
2 |z1|+ 2
(
|z1|+ C1
√
ε1
|z1|
)
(4K4 + Cε1)
}}
.
By the deﬁnition of C1 and the inequalities (5.2.6) and (5.2.8) from Lemma 5.2.1, we have
|w′(z1)| ≤ 1
2
∣∣∣∣w′′(z1)2
∣∣∣∣ ηρ,
and by (5.2.6),
∣∣∣∣w′(z1) + w′′(z1)2 (z − z1)
∣∣∣∣ ≥ 12
∣∣∣∣w′′(z1)2
∣∣∣∣ ηρ
≥ C1
√
ε1δ6
32
|z1|2.
Using this, we get
|w(z)− w(z1)| ≥ C1
2ε1δ6|z1|
32
(1−X2) ,
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where
X2 =
32C1
√
ε1
δ6|z1|2
(
(4K4)
2 +
4
3
(4K4)
)
+
32
3
C1
2ε1
δ6|z1|44K4
+
32Cε1
δ6|z1|2
{(
3 (4K4)
2 + 3 (4K4)Cε1 + C
2ε1
2
) |z1|2
+ 3|z1|
(
|z1|+ C1
√
ε1
|z1|
)
(8K4 + Cε1) + 2
((
|z1|+ C1
√
ε1
|z1|
)2
+ |α|
)}
+
32C1
√
ε1
δ6|z1|3
{
(4K4 + Cε1)
2 |z1|+ 2
(
|z1|+ C1
√
ε1
|z1|
)
(4K4 + Cε1)
}
.
By the deﬁnition of ε1, we have
32Cε1
δ6
{(
3 (4K4)
2 + 3 (4K4)Cε1 + C1
2ε1
2
)
+ 3 (8K4 + Cε1) + 2
}
<
1
4
.
Since |z1| ≥ |z0|/2 ≥ Z0/2, we have X2 < 1/4 + 1/4 = 1/2.
By the deﬁnition of C1, we have C1
2δ6 > 128. Hence
|w(z)− w(z1)| > C1
2ε1δ6|z1|
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> 2ε1|z1|.
We apply Rouché's Theorem, comparing the functions w(z) − w(z1) and w(z) − A in the
disk B(z1, ηρ) and conclude that in the disk B(z1, ηρ) there is a point z′ where w(z′) = A.
Also, on S(z1, ηρ) we have
|w(z)− A| ≥ |w(z)− w(z1)| − |A− w(z1)| > 2ε1|z1| − ε1|z1| = ε1|z1|
so that any component D of the set { z : |w(z)− A| < ε1|z1| } that intersects B(z1, ηρ) must
be contained in B(z1, ηρ) and hence w maps such a component onto the set B (A, ε1|z1|) .
Thus any such D contains a point that w maps to the point A. Letting z′ be such a point
in the component that contains z1, we ﬁnd that |z′ − z1| ≤ ηρ = C√ε1/|z1|.
This completes the proof of this lemma.
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Chapter 6
Upper estimates for the number of times
a value is taken in a disk
Let w be a transcendental solution of the fourth Painlevé equation. We need to know that
in a disk of the form B (z0, ε |z0|) , where ε > 0 is small but ﬁxed, while z0 →∞ outside an
exceptional set (so that |w(z0)| ≤ K |z0| for some large ﬁxed K), the function w does not
take any values A too many times. We only consider values A such that also |A| ≤ K1 |z0| .
To do this, we need an upper bound for the number of poles of w in B (z0, ε |z0|) to-
gether with considerations from the Nevanlinna theory. The following result comes from
[14], Proposition 5.3.
Lemma 6.0.3. Let w be a transcendental solution of the fourth Painlevé equation. Then
there are ﬁxed numbers r0 > 10 and C1 > 10 depending on w such that if σ is a pole of w
with |σ| > 2r0 then the disk B
(
σ,C1
−1 |σ|−1) is disjoint from such disks for other poles of
w.
It is essential for us to obtain the estimate in the following lemma on the number of times
that we can take a particular value in a disk whose radius is small if compared to the modulus
of its center. We take f(z) = w(z+ z0) for variable points z0. Getting such an upper bound
will require us know that |w′(z0)| is not too close to zero. In order to avoid dealing with
|w′(z0)|, we want to estimate m(r, f ′′/f) so that only 1/|f(0)| remains in the bound.
Lemma 6.0.4. Let w be a transcendental solution of the fourth Painlevé equation. Suppose
that K > 3 is a ﬁxed large number and that 1/K ≤ |w(z0)|/|z0| ≤ K and ε0 ∈ (0, 1).
Then there are ﬁxed numbers r0 > 10 and K1 > 10 depending on w and K such that if
0 < ε < 1/32, |z0| > 4r0 and |z0| ≥ ε−2 and if A ∈ C with |A| ≤ K|z0|, |w(z0)| ≥ ε0|z0| and
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|w(z0)−A| ≥ ε0|z0| and if in addition r ≥ t0 where t0 is such that T (t, w) ≤ t5 for all t ≥ t0,
then in the disk B(z0, ε|z0|) the function w takes the value A at most
ν = K ′ε2|z0|4 +K ′(1 + |z0|2 log |z0|) + 2 log 1
ε0
times, with due count of multiplicity, where K ′ is a positive number that only depends on K,
|α|, |β| and the number C1 in Lemma 6.0.3.
Proof. Pick any s ∈ (0, ε] with s|z0|4 ≥ 1. Note that all poles of w are simple. Let the
distinct poles of w in B(z0, s|z0|) be σj. The area of the disk associated with σj as in Lemma
6.0.4 is ≥ piC−21 ((1 + ε)|z0|)−2 ≥ 0.64piC−21 |z0|−2.
Each such disk is contained in the disk B(z0, s|z0|+ C−11 (1− ε)−1|z0|−1) whose area is
≤ pis2|z0|2
(
1 +
1
C1(1− ε)s|z|2
)2
.
By Lemma 6.0.3, these small disks are disjoint, so that w has at most 2s2|z0|4C21 poles in
B(z0, s|z0|). So if f(z) = w(z + z0) and w(z0) 6=∞, we get
N(s|z0|, f) =N(1, f) +
ˆ s|z0|
1
n(t, f)
t
dt
≤N(1, f) + |z0|2C21
(
s2|z0|2 − 1
)
≤N(1, f) + C21s2|z0|3.
We next apply Nevanlinna's ﬁrst fundamental Theorem to f(z) = w(z + z0).
Assuming that w(z0) 6= A, we obtain
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(log 2)η
(
r,
1
f − A
)
≤
ˆ 2r
0
n (t, 1/(f − A))
t
dt
=N
(
2r,
1
f − A
)
≤T
(
2r,
1
f − A
)
≤T (2r, f)− log |w(z)− A|+ log+ |A|+ log 2
=N(2r, f) +m(2r, f)− log |w(z0)− A|+ log+ |A|+ log 2
≤N(1, f) + 4C21r2|z0|2 +m(2r, f) + log
2K
ε0
.
We now estimate the terms on the right hand side. We ﬁrst estimate N(1, f). Let σ be a
pole of w in B(z0, 1), so σ 6= z0 by assumption. If there are no such poles, then N(1, f) = 0.
Otherwise, let ﬁrst σ0 be such a pole nearest to z0. By Lemma 2.8 and Lemma 2.9 in [15], we
have |z0−σ0| ≥ C2/K|z0| for some positive absolute constant C2. Also due to the presence of
disjoint disks around the poles as described in Lemma 6.0.3, there are at most C21(|z0 + 1|)2
poles of w in B(z0, 1).
Hence
N(1, f) =
∑
w(a)=∞,|a−z0|<1
log
1
|a− z0|
≤C21(|z0|+ 1)2 log
K|z0|
C2
.
Then we consider the term m(2r, f).
Since
3f 2 =2
f ′′
f
−
(
f ′
f
)2
− 8(z + z0)f − 4
(
(z + z0)
2 − α)− 2β
f
,
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we have
2 log+ |f | ≤ log 2 + log+
∣∣∣∣f ′′f
∣∣∣∣+ 2 log+ ∣∣∣∣f ′f
∣∣∣∣+ 3 log 2 + log |z + z0|
+ log+ |α|+ log 2 + log+
∣∣∣∣βf
∣∣∣∣
≤ 7 log 2 + log+
∣∣∣∣f ′′f
∣∣∣∣+ 2 log+ ∣∣∣∣f ′f
∣∣∣∣+ 3 (log |z|+ log |z0|)
+ log+ |α|+ log+ |β|.
Therefore
2 log+ |f | ≤ log
(
27
3
)
+ log+
∣∣∣∣f ′′f
∣∣∣∣+ 2 log+ ∣∣∣∣f ′f
∣∣∣∣+ 3 (log |z|+ log |z0|)
+ log+ |α|+ log+ |β|.
By Lemma 2.2.1,
2m(r, f)− 3(log |z|+ log |z0|)− log
(
27
3
)
− log+ |α| − log+ |β|
≤m
(
2r,
f ′′
f
)
+ 2m
(
2r,
f ′
f
)
≤23 log+ T (4r, f) + 27 log+(4r) + 42 log+
(
1
2r
)
+ 23 log+ log+
1
|f(0)| + 57.
Thus
2m(2r, f) ≤23 log+ T (4r, f) + 27 log+(r) + 23 log+ log+ 1|w(z0)| + log
+ |α|+ log+ |β|+ 66 log 2 + 57.
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We use Cartan's identity
T (r, f) =
1
2pi
ˆ
0
2pi
N(r, f, eiθ) dθ + log+ |f(0)|,
vaild when f(0) 6=∞.
We write
ν(r, f, t) =
1
2pi
ˆ 2pi
0
n(r, f, teiϕ) dϕ
and
A(r, f) =
1
pi
ˆ r
0
ˆ 2pi
0
|f ′(teiϕ)|2
(1 + |f(teiϕ)|2)2 t dt dϕ.
Then
T0(r, f) =
ˆ r
0
A(t)
dt
t
is the Ahlfors-Shimizu charactistic of f that satisﬁes
|T (r, f)− T0(r, f)| ≤ log+ |f(0)|+ 1
2
log 2.
We obtain
T (r, f) =
ˆ 2pi
0
ν(t, f, 1) + log+ |f(0)|.
By [5], we have
ν(t, f, 1) ≤ A(ct, f) + log 2
log c
whenever c > 1. Thus, taking c = 2, we obtain
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T (r, f) ≤T (1, f) + log r + A(2r, f) log r
≤T (1, f) + log r + (log r)A(|z0|+ 2r, w)
≤T (1.f) + log r + log r
log 2
ˆ 4r
2r
A(t, w)
dt
t
≤T (1, f) + log r + log r
log 2
T0(|z0|+ 4r, w)
≤T (1, f) + log r + log r
log 2
T (|z0|+ 4r, w) + log r
log 2
(log+ |w(0)|+ 1
2
log 2).
Without loss of generality, we may assume that w(0) 6= ∞. We replace above r by 4r.
Since the order of w is at most 4, T (r, w) ≤ r5 where r is large enough. Then when |z0| is
suﬃciently large, we have
log+ T (4r, f) ≤ log+N(1, f) + log+m(1, f) + 3 log log r + 5 log(|z0|+ 8r)
+ log+ log+ |w(0)|+ log 10
(log 2)2
.
We already have an upper bound for N(1, f) that we can use here. Going through the
arguments above that led to an upper bound form(2r, f), but this time with radius 1 instead
of 2r, we get
m(1, f) ≤23
2
log+ T (2, f) +
27
2
log+
(
1
2
)
+
23
2
log+ log+
1
|w(z0)|
+
log+ |α|+ log+ |β|
2
+
33
2
log 2 +
57
2
− log 3
2
≤23
2
log+ T (2, f) +
23
2
log+ log+
1
|w(z0)| +
log+ |α|+ log+ |β|
2
+ 3 log 2− log 3
2
+
57
2
.
Using the fact that T (2, f) ≤ T (4r, f), we then obtain
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log+ T (4r, f) ≤2 log+C1 + 2 log |z0|+ log+ log+K + log log |z0|+ log+ log+ 1
C2
+ 2 log+
23
2
+ log+ log+ T (4r, f) + log+ log+ log+
1
|w(z0)|
+ log+
(
log+ |α|+ log+ |β|
2
)
+ 2 log 3 + log log 2− log 2 + log
(
57
2
)
.
Since log+ x ≤ x/2,
log+ T (4r, f) ≤2 log+ log+K + 2 log |z0|+ 2 log+ log+ 1
C2
+ 4 log+C1
+ 2 log+ log+ log+
1
|w(z0)| + 2 log
+
(
log+ |α|+ log+ |β|
2
)
+ 40.
Therefore
m(2r, f) ≤23
2
[
2 log+ log+K + 2 log |z0|+ 2 log+ log+ 1
C2
+ 4 log+C1
+ 2 log+ log+ log+
1
|w(z0)| + 2 log
+
(
log+ |α|+ log+ |β|
2
)
+ 40
]
27
2
log+ r +
23
2
log+ log+
1
|w(z0)| +
log+ |α|+ log+ |β|
2
+ 33 log 2 +
57
2
− log 3
2
≤23 log+ log+K + 23 log |z0|+ 23 log+ log+ 1
C2
+ 23 log log |z0|
+ 46 log+C1 + 23 log
+ log+ log+
1
|w(z0)| + 23 log
+
(
log+ |α|+ log+ |β|
2
)
+
27
2
log+ r +
23
2
log+ log+
1
|w(z0)| +
1
2
(
log+ |α|+ log+ |β|
2
)
+ 521.
Therefore
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(log 2)n
(
r,
1
f − A
)
≤C21(|z0|+ 1)2 log
K|z0|
C2
+ 4C21r
2|z0|2 + 23 log+ log+ log+K
+ 23 log |z0|+ 23 log+ log+ 1
C2
+ 23 log log |z0|+ 46 log+C1
+ 23 log+ log+ log+
1
|w(z0)| + 23 log
+
(
log+ |α|+ log+ |β|
2
)
+
27
2
log+ r +
23
2
log+ log+
1
|w(z0)| +
1
2
(
log+ |α|+ log+ |β|
2
)
+ 521 +
log 2K
ε0
.
We will have 46r ≤ |z0|. It is clear that for some positive constant C3 depending only |α|,
K, C1 and C2, we have
n
(
r,
1
f − A
)
≤ 4
log 2
C21r
2|z0|2 + C3(1 + |z0|2 log |z0|) + 35 log+ log+ 1|w(z0)| +
1
log 2
log
1
ε0
.
Now set r = ε|z0|, where 0 < ε ≤ 1/46 and note that |w(z0)| ≥ ε0|z0|, so that
n
(
r,
1
f − A
)
≤ 4
log 2
C21r
2
1|z0|4 + C3(1 + |z0|2 log |z0|) + 35 log+ log+
1
ε|z0| +
1
log 2
log
1
ε0
.
This completes the proof of this lemma.
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Chapter 7
Order of growth of the fourth Painlevé
transcendents
Let w be a transcendental solution of the fourth Painlevé equation. We now are ready to
prove Theorem 1.1.1 in 3 cases.
Case 1
Suppose that
lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3 + 827
∣∣∣∣ =: δ0 > 0
and
lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3
∣∣∣∣ =: δ1 > 0.
Then there is a sequence of points an →∞ such that an /∈ E and
∣∣∣∣U(an)a3n + 827
∣∣∣∣→ δ0.
If we can get lim sup |U(an)/a3n| > 0, by passing to a subsequence of an, we use that subse-
quence.
Otherwise, we have U(an)/a3n → 0.
Since
lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3
∣∣∣∣ =: δ1 > 0,
we can ﬁnd points cn with cn → ∞ and cn /∈ E such that |U(cn)/c3n| ≥ δ1/2 > 0. The
points an and cn are connected by a path γ in the complement of exceptional set E such
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that γ does not deviate too much from the line segment joining an and cn. Since f := U/z3
is continuous, f(γ) is a continuous path joining f(an) and f(cn). Since f(an) = U(an)/a3n is
very close to zero and f(cn) = |U(cn)/c3n ≥ δ1/2| > 0, we can ﬁnd a point b in the path f(γ)
such that 0 < |b| = min { δ1/2 , 8/28 } ≤ 8/28. Since b ∈ f(γ), there exists a point bn ∈ γ
such that U(bn)/b3n = f(bn) = b. Hence we have bn /∈ E such that |U(bn)/b3n| is close to
min { δ1/2 , 8/28 } ≤ 8/28. By passing to a further subsequence without changing notation,
we can get |U(bn)/b3n + 8/27| → δ2 > 0 and |U(bn)/b3n| → δ3 > 0. From now on, we write
z0 instead of bn and consider the behavior of w in a disk B(z0, ε |z0| .) Observe ﬁrst that we
may ﬁx K1 > 0 so that whenever |z| is large enough and z /∈ E, then |U(z)| ≤ K1 |z|3 and
|w(z)| ≤ K |z| . If z /∈ E,
(
U(z)
z3
)′
=
U ′
z3
− 3U
z4
=
w2 + 2zw
z3
− 3U
z4
,
so that
∣∣∣∣(U(z)z3
)′∣∣∣∣ ≤ ∣∣∣∣w2z3
∣∣∣∣+ 2 ∣∣∣wz2 ∣∣∣+ 3
∣∣∣∣Uz4
∣∣∣∣
≤K
2 + 2K + 4K1
(1− ε) |z0| .
Hence, if we integrate along a path that lies outside E and whose length does not exceed
pi|z − z0| < piε|z0|,
∣∣∣∣U(z)z3 − U(z0)z30
∣∣∣∣ ≤ˆ z
z0
∣∣∣∣(U(t)t3
)′∣∣∣∣ |dt|
≤K
2 + 2K + 4K1
(1− ε) |z0| pi |z − z0|
≤K3ε
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where K3 = (2K2 + 4K + 8K1) pi.
Recall the ﬁrst integral
(w′)2 = w4 + 4zw3 + 4(z2 − α)w2 − 2β − 4wU,
where U ′ = w2 + 2zw.
We deﬁne
(w′)2
z4
=: Q =
(w
z
)4
+ 4
(w
z
)3
+ 4
(
1− α
z2
)(w
z
)2
− 2 β
z4
− 4
(w
z
)(U
z3
)
Then
Q = Q1 + c1
where
Q1 =
(
w
z0
)4
+ 4
(
w
z0
)3
+ 4
(
w
z0
)2
− 4
(
w
z0
)(
U(z0)
z30
)
and
c1 =− 4α
z4
w2(z)− 2β
z4
+ w4
(
1
z4
− 1
z40
)
+ 4w3
(
1
z3
− 1
z30
)
+ 4w2
(
1
z2
− 1
z20
)
− 4w
(
U(z)
z4
− U(z0)
z40
)
.
We obtain
|c1| ≤ 4 |α|K
2
|z0|2 (1− ε)2
+
2 |β|
|z0|4 (1− ε)4
+K4ε(1 + ε)(1 + ε)2
+ 4K3ε(1 + ε+ ε2) + 4K2ε(1 + ε) + 4KK3ε
≤K4ε.
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Then √
Q =
√
Q1 + c1 =
√
Q1
√
1 + c1/Q1
and
1√
Q
=
1√
Q1
√
1 + c1/Q1
.
Let ε1 > 0 be suﬃciently small and deﬁne
E1 :=
{
z :
∣∣∣∣∣
(
w
z0
)4
+ 4
(
w
z0
)3
+ 4
(
w
z0
)2
− 4
(
w
z0
)(
U(z0)
z30
)∣∣∣∣∣ < ε1, |z − z0| < ε |z0|
}
.
The discriminant ofQ1 with respect to the variable w/z0 is−256 (U(z0)/z30) (8 + 27 (U(z0)/z30))
which equals zero if, and only if, U(z0)/z30 = 0 , −8/27. Since we exclude these cases from
our condition, Q1 has no repeated roots.
Since we already avoid the case when A/|z0| is too close to zero, we now consider only the
three values A1, A2, A3 of A such that
(
A
z0
)3
+ 4
(
A
z0
)2
+ 4
(
A
z0
)
− 4U(z0)
z03
= 0.
Then it follows that
min {|Aj − Ak| : 1 ≤ j < k ≤ 3} ≥ η0|z0|
for a ﬁxed η0 > 0, independent of the choice of z0 in our sequence.
Indeed η0 depends only on the positive numbers δ1 = lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3 + 827
∣∣∣∣ and δ2 =
lim sup
z→∞,z /∈E
∣∣∣∣U(z)z3
∣∣∣∣ . It follows that if z ∈ E1, then if ε1 is small enough in relation to η0, we have
|w(z)− Aj| < 8ε1|z0|
η30
.
for at most one value of j with 1 ≤ j ≤ 4. Here we assume that ε1 is small if compared to
η0, that for all k with 1 ≤ k ≤ 3 and k 6= j we then have |w(z)− Ak| ≥ (η0/2) |z0|.
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By Lemma 5.1.1, our assumptions imply that for some δ5 depending only on δ1 and δ2,
we have |Aj| ≥ δ5|z0| for all j with 1 ≤ j ≤ 3. Similarly, since U(z)/z3 is bounded outside
E, we have |Aj| ≤ K4|z0| for all j with 1 ≤ j ≤ 3, for a ﬁxed K4 > 1.
Suppose that w(z0) is close to one of the values Aj, say |w(z0)− Aj| < ε2|z0|. Then we
modify z0 before proceeding further. Move z0 along a line segment towards the nearest pole
of w. By Lemma 5.2.2, we need to move by a distance less than ε3/|z0| to get to a point z′ such
that |w(z′)− Aj| = ε2|z0|. If ε2 is small enough in relation to η0, then |w(z′)− Aj| ≥ ε2|z0|
for all k with 1 ≤ k ≤ 3. Without changing notation, we can replace z0 by z′.We are staying
outside E, and by the analysis above,
∣∣∣∣U(z0)z30 − U(z
′)
z′3
∣∣∣∣ ≤ K3 |z0 − z′||z0| ≤ K3ε3|z0|−2,
so that we do not change the assumptions about δ1 and δ2.
After we move z0 as above, the situation now is addressed by Lemmas 5.2.2 and 6.0.4. After
all parameters have been ﬁxed and |z0| is large enough, it follows that in the disk B(z0, ε|z0|),
there are at most K ′ε2|z0|4 points ζ0 at which w takes any one of the three values Aj, for
the suitable constant K ′ that is chosen independent of ε and any εj. Furthermore, there are
disjoint disks around these points ζ0, whose union contains E1, such that the total area of
the disks does not exceed
K ′ε2|z0|4pi (ε3/|z0|)2 = piK ′ε2ε23|z0|2,
which is small fraction of the area piε2|z0|2 of the disk B(z0, ε|z0|). Since K ′ is independent
of ε3, we can let ε3 be suﬃciently small. It follows that
B1 = B(z0, ε |z0|) \ (E ∪ E1)
is path connected set and that any a, b in B1 can be connected in B1 by a path whose length
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is at most pi|a− b|. Also the area of B1 is almost equal to the area of the disk B(z0, ε|z0|).
Suppose that z ∈ B1. We integrate from z0 to z along a path in B1 whose length is not
too large. We have
(w′)2
z4
= Q.
Then
w′
z2
=
√
Q.
We obtain
1√
Q
dw = z2 dz
and integrate both sides to obtain
ˆ z
z0
1√
Q(t)
dw(t) =
z3 − z30
3
.
We ﬁrst estimate the left hand side of equation. We have
ˆ z
z0
1√
Q(t)
dw(t) =
ˆ z
z0
dw(t)√
Q1
+
ˆ z
z0
dw(t)√
Q1
(
1−√1 + c1/Q1√
1 + c1/Q1
)
,
ˆ z
z0
dw(t)√
Q1
= z0
ˆ w(z)
w(z0)
dw˜√∏
(w˜ − Aj)
= z0I(z˜)
where w˜ = w/z0.
Here the integration variable is w(t) as t moves from z0 to z and analogously for the
variable w˜.
Especially we have |w˜(t)| ≤ K and |w˜ − Aj| ≥ ε1 for all j. There is an elliptic function
P (w) such that P (I(w)) = w for all w ∈ C. The function P depends on the four numbers
Aj and on the number w˜(z0). Because of the constraints on the Aj, the period parallelogram
of P has area A′ such that 1/C ≤ A′ ≤ C for some C > 1 depending only on ε2 and K.
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On our path, we have ∣∣∣∣ c1Q1
∣∣∣∣ ≤ K4εε1 .
We choose some small value for ε1.We may choose a small extra parameter η1 ∈ (0, 1/100] .
After that, we choose ε so small that K4ε/ε1 < η1. We note that
∣∣∣1−√1 + c1/Q1∣∣∣ ≤ 1
2
∣∣∣∣ c1Q1
∣∣∣∣ ≤ η1/2.
Then ∣∣∣√1 + c1/Q1∣∣∣ ≥ 1− η1/2.
Hence ∣∣∣∣∣1−
√
1 + c1/Q1√
1 + c1/Q1
∣∣∣∣∣ ≤ η12− η1 ≤ 2η1.
By this estimate, we have
z3 − z30
3z0
= I(w˜(z)) +
ˆ z
z0
dw˜√∏
(w˜ − Aj)
Q2(t)
where |Q2(t)| ≤ 2η1, for all t on our path.
On the set where |w˜| ≤ K, we have |w′(t)| ≤ K6 |t|2 for some K6 > 1 (by Lemma 3.1.2).
Thus
∣∣∣∣∣
ˆ z
z0
dw˜√∏
(w˜ − Aj)
Q2(t) dt
∣∣∣∣∣ ≤
ˆ z
z0
|w˜′(t)|√∏ |w˜ − Aj| |Q2(t)| |dt|
≤pi |z − z0|K6(1 + ε) |z0| 2η1
ε22
≤4piη1K6
ε22
|z − z0| |z0| .
If η2 ∈ (0, 1/100] is another preassigned parameter, we may assume that η1 was chosen so
small that
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4piη1K6
ε22
< η2.
Now we obtain
w˜(z) = P
(
z2 + zz0 + z
2
0
3z0
(z − z0) + A5 |z − z0| |z0|
)
where |A5| ≤ η2. We notice that
z2 + zz0 + z
2
0
3z0
(z − z0) = z(z + z0)
3z0
(z − z0) + z0(z − z0)
3
Hence
w˜(z) = P
(
1√
3
z(z + z0)
z0
(z − z0) (1 + A6)
)
= P
(
z0(z − z0)√
3
(1 + A7)
)
,
where the functions A6, A7 satisfy |A6| ≤ (η2 + ε/3) /(1− ε) < 2η2 + ε and |A7| ≤ 2 (η2 + ε).
As z covers the disk B(z0, ε|z0|), the quantity z0(z − z0) and also the quantity
Z = z0(z − z0) (1 + A7)
covers a set that is almost equal to a disk centered at the origin and of the radius ε |z0|2 and
hence of area piε2 |z0|4 .
As z omits the set E ∪ E1, only a small fraction of this area can be omitted. Then the
quantity Z covers about
n1 = piε
2 |z0|4 /C
period parallelograms of P, covering only those parts where |P | ≤ K. Now K is large, so
values on the omitted circles are taken by P at least about n1 times in B(z0, ε|z0|)\(E∪E1).
By Cartan's identity. since ε is ﬁxed, it follows that T ((1 + ε) |z0| , w) is at least a ﬁxed
constant times |z0|4 . As z0 →∞ through a sequence of points, it follows that order of w is
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at least 4.
Case 2
Some details in Case 2 could be described in the same way as for Case 1. Thus we can
give a shorter proof here.
Suppose that
lim
z→∞,z /∈E
(
U(z)
z3
+
8
27
)
= 0.
We proceed as in Case 1 that
(w′)2
z4
= Q =
(w
z
)4
+ 4
(w
z
)3
+ 4
(
1− α
z2
)(w
z
)2
− 2 β
z4
− 4
(w
z
)(U
z3
)
=
(w
z
)4
+ 4
(w
z
)3
+ 4
(
1− α
z2
)(w
z
)2
− 2 β
z4
+
32
27
(w
z
)
.
Let
Q1 =
(
w
z0
)4
+ 4
(
w
z0
)3
+ 4
(
w
z0
)2
+
32
27
(
w
z0
)
=
(
w
z0
)(
w
z0
+
2
3
)2(
w
z0
+
8
3
)
and
c1 =− 4α
z4
w2(z)− 2β
z4
+ w4
(
1
z4
− 1
z40
)
+ 4w3
(
1
z3
− 1
z30
)
+ 4w2
(
1
z2
− 1
z20
)
+
32
27
w
(
1
z
− 1
z0
)
.
Then
Q = Q1 + c1.
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We obtain
|c1| ≤ 4 |α|K
2
|z0|2 (1− ε)2
+
2 |β|
|z0|4 (1− ε)4
+K4ε(1 + ε)(1 + ε)2
+ 4K3ε(1 + ε+ ε2) + 4K2ε(1 + ε) +
32
27
Kε
≤K4ε.
We can write
1√
Q
=
1√
Q1 + c1
=
1√
Q1
1√
1 + c1/Q1
=
1√
Q1
+
1√
Q1
(
1−√1 + c1/Q1√
1 + c1/Q1
)
.
To obtain that |c1/Q1| is small, we may assume that the part of the exceptional set E in
B(z0, ε|z0|) include suﬃciently small neighborhood on which
∣∣∣∣wz0
∣∣∣∣ ∣∣∣∣wz0 + 23
∣∣∣∣2 ∣∣∣∣wz0 + 83
∣∣∣∣ < ε1 for
a suitable ε1 > 0. Notice that on this set, w(z)/z takes no values on the unit circle. Then
this exceptional set will not matter for value distribution when we use Cartan's identity.
Write w˜(z) := w(z)/z0 and w0 = w(z0). For z ∈ B(z0, ε|z0|), we integrate with respect
to the variable w, which follows the path w(t) as t moves from z0 to z and throughout this
path, we have |w˜(t)| ≤ K and
∣∣∣∣wz0
∣∣∣∣ ∣∣∣∣wz0 + 23
∣∣∣∣2 ∣∣∣∣wz0 + 83
∣∣∣∣ ≥ ε1. Hence
z3 − z30
2
=
ˆ z
z0
t2 dt =
ˆ z
z0
dw(t)√
Q(t)
=
ˆ z
z0
dw(t)√
Q1(t)
+
ˆ z
z0
dw(t)√
Q1(t)
(
1−√1 + c1/Q1√
1 + c1/Q1
)
.
On the path, we have
|c1/Q1| ≤ K4ε/ε1.
We choose some small value for ε1. We may choose a small η1 ∈ (0, 1/100]. We can choose
ε so small that K4ε/ε1 < η1. We notice that
∣∣∣1−√1 + c1/Q1∣∣∣ ≤ 1
2
∣∣∣∣ c1Q1
∣∣∣∣ ≤ η1/2.
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Then ∣∣∣√1 + c1/Q1∣∣∣ ≥ 1− η1/2.
Hence ∣∣∣∣∣1−
√
1 + c1/Q1√
1 + c1/Q1
∣∣∣∣∣ ≤ η12− η1 ≤ 2η1.
We obtain
z3 − z30
3z0
=
ˆ w˜
w˜0
dw˜√
w˜4 + 4w˜3 + 4w˜2 + 32
27
w˜
+
ˆ w˜
w˜0
dw˜√
w˜4 + 4w˜3 + 4w˜2 + 32
27
w˜
Q2(t)
where |Q2(t)| ≤ 2η1 for all t on our path.
On the set where |w˜| ≤ K, we have |w′(t)| ≤ K6 |t|2 for some K6 > 1 (by Lemma 3.1.2).
Thus
∣∣∣∣∣∣
ˆ z
z0
dw˜√
w˜4 + 4w˜3 + 4w˜2 + 32
27
w˜
Q2(t) dt
∣∣∣∣∣∣ ≤
ˆ z
z0
|w˜′(t)|√
w˜4 + 4w˜3 + 4w˜2 + 32
27
w˜
|Q2(t)| |dt| ≤ 4piη1K6√
ε1
|z − z0| |z0| .
≤pi |z − z0|K6(1 + ε) |z0| 2η1√
ε1
≤4piη1K6√
ε1
|z − z0| |z0| .
If η2 ∈ (0, 1/100] is another preassigned parameter, we may assume that η1 was chosen so
small that
4piη1K6√
ε1
< η2.
For |z − z0| < ε |z0| , we have
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ˆ z
z0
dw(t)√
Q1(t)
=
ˆ w˜
w˜0
dw˜√
w˜4 + 4w˜3 + 4w˜2 + 32
27
w˜
=
√
3
(
arctan
(
3
√
w˜√
8 + 3w˜
)
− arctan
(
3
√
w˜0√
8 + 3w˜0
))
.
Hence
3
√
w˜√
8 + 3w˜
= tan
(
1√
3
z2 + zz0 + z
2
0
3z0
(z − z0) + A5|z − z0||z0|+ arctan
(
3
√
w˜0√
8 + 3w˜0
))
.
Note that
z2 + zz0 + z
2
0
3z0
(z − z0) = z(z + z0)
3z0
(z − z0) + z0(z − z0)
3
.
Then
3
√
w˜√
8 + 3w˜
= tan
(
1√
3
z(z + z0)
z0
(z − z0)(1 + A6) + arctan
(
3
√
w˜0√
8 + 3w˜0
))
= tan
(
z0(z − z0)√
3
(1 + A7) + arctan
(
3
√
w˜0√
8 + 3w˜0
))
where the functions A6 and A7 satisfy |A6| ≤ (η2+ε/3)/(1−ε) < 2η2+ε and |A7| ≤ 2(η2+ε).
Hence
w˜ =
8 tan2
(
z0(z−z0)√
3
(1 + A7) + arctan
(
3
√
w˜0√
8+3w˜0
))
9− 3 tan2
(
z0(z−z0)√
3
(1 + A7) + arctan
(
3
√
w˜0√
8+3w˜0
)) .
Notice that we exclude small neighborhoods on which w˜ are close to 0, −2
3
, −8
3
.We want
to know how these neigborhoods look by using the form of w˜ as above.
Let f(z) = tan2(A(z)) where A(z) = z0(z − z0)(1 + A7) + arctan
(
3
√
w˜0√
8+3w˜0
)
.
Case 1 Suppose w˜ = 0.
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Then
8f(z)
9− 3f(z) = 0.
Hence f(z) = 0, so A(z) = npi.
Case 2 Suppose w˜ = −8/3.
Thus
−8
3
=
8f(z)
9− 3f(z) .
This happens only when f(z)=∞.
Hence A(z) = npi/2.
Case 3 Suppose w˜ = −2/3.
Then
−2
3
=
8f(z)
9− 3f(z) .
Therefore f(z) = −1. Hence tan A(z) = ±i. Then |ImA(z)| is very large.
That means we have the domain of integration on which A(z) is in the strip around the
real axis excluding small neigborhoods of npi and npi/2 for n ∈ Z. By taking the inverse
image of A, domain of integration on B(z0, ε|z0|) is the strip containing the sequence of
poles and zeroes of w˜.
Now cover {z : r < |z| < 2r} \ E by a ﬁxed number of discs B(z0, ε |z0|) where ε > 0
is suﬃciently small. In order to cover the annulus, we need at most C/ε2 such discs for an
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absolute constant C > 1. Let β be an arbitrary value on the unit circle. We will estimate
the number of β-points of w˜ in B(z0, ε|z0|).
Since the domain of integration is in the form of a strip, if we have too many strips in
B(z0, ε|z0|), the number of β-points of w˜ in B(z0, ε|z0|) will be too large.
We will show that we have only a ﬁnite number of such strips. We will actually prove that
there is only one strip in B(z0, ε|z0|).
Suppose we have two such strips in B(z0, ε|z0|). Let p be a pole in the ﬁrst strip. Suppose
we start the integration from a point z close to p such that A(z) is in a region admitted by
the above costraints. Then the next pole p1 in this strip is in the relation
p(p1 − p)(1 + A7)√
3
= pi.
Since actually we need to start integration from a point on a small circle around p, for
small ε1 > 0,
∣∣∣∣∣p1 −
(
p+
√
3pi
|p|
)∣∣∣∣∣ ≤ ε1|p| .
Similarly
∣∣∣∣∣pn+1 −
(
pn +
√
3pi
|pn|
)∣∣∣∣∣ ≤ ε1|pn| .
With the same argument, on the second strip, we have another sequence of poles p′n such
that
∣∣∣∣∣p′n+1 −
(
p′n +
√
3pi
|p′n|
)∣∣∣∣∣ ≤ ε1|p′n| .
Without loss of generality, assume that pn and p′n run in the positive direction in the
sector
{
z : | arg z| ≤ pi
4
}
.
Similar arguments can be used in sectors of the form { z : |arg z − kpi/2| ≤ pi/4 } for 1 ≤
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k ≤ 3. Suppose there is the minimal k1 such that pn /∈ B(z0, ε|z0|) for n > k1. Let z1 be the
closest point in B(z0, ε|z0|) \ E to pk1 . Then we have another disc B(z1, ε|z1|) on which we
extend the strip such that pk1 is a pole in the disk B(z1, ε|z1|). Thus we can continue the
sequence pn in the new disk B(z1, ε|z1|) such that
∣∣∣∣pn+1 − (pn + pi|pn|
)∣∣∣∣ ≤ ε2|pn|
where pn and pn+1 are in B(z1, ε|z1|) and ε2 < ε1.
Continuing this process, we obtain a sequence of discs B(zn, ε|zn|) for which pn is the
sequence of poles in these discs such that
∣∣∣∣pn+1 − (pn + pi|pn|
)∣∣∣∣ ≤ εn+1|pn|
where εn+1 < εn.
By the same reasoning, we have a sequence of discs B(z′n, ε
′
n|z′n|) for p′n with similar
conditions.
We will show that lim
n→∞
arg pn = 0 = lim
n→∞
arg p′n. Assume that pn = |pn|eiθn .
For pn and pn+1 ∈ B(z0, ε|z0|),
Re pn+1 ≥Re pn + |pn|−1
(√
3pi cos(θn)− ε1
)
≥Re pn + pi
√
3√
2
− ε1.
Similarly,
|Im pn+1| ≤|Im pn|+ |pn|−1 (ε1 − pi sin(θn))
<|Im pn|+ |pn|−1ε1.
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With the help of
a+ b
c+ d
≤ max
{
a
c
,
b
d
}
for a, b, c, d > 0, we have
|θn+1| = arctan |Im pn+1|Re pn+1
≤ arctan max
{
|Im pn|
Re pn
,
√
2√
3pi
ε1
}
≤max
{
|θn|,
√
2√
3pi
ε1
}
.
Similarly, for pn and pn+1 ∈ B(zj, ε|zj|), we obtain
|θn+1| ≤ max
{
|θn|,
√
2√
3pi
εj+1
}
.
It is clear that Re pn →∞ monotonically and that the sequence (|Im pn|) decreases. Since
|θn| ≤ |Im pn|/Re pn , (|θn|) is decreasing faster than εj. Hence lim
n→∞
arg pn = 0. By the same
argument, lim
n→∞
arg p′n = 0.
Suppose the two extended strips are asymptotically parallel to the positive real axis. We
consider z − z0 as dz and z(z − z0) as dt.
We have
(1 + o(1))zdz = dt.
After reparametrization, we have
1
2
dz2 = z dz =
1
2
dt.
We integrate on the both sides and the have
z2 = t+ C.
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Since z(t) goes in the positive real axis, we obtain
z(t) =
√
t+ C.
If z(0) = z1 where z1 ∈ B(z0, ε|z0|), then z21 = C.
Thus we obtain
z1(t) =
√
t+ z21 .
Similarly, we have another path in the second strip in the form
z2(t) =
√
t+ z22 .
where z2(0) = z2 ∈ B(z0, ε|z0|).
Since |z1 − z2| < 2ε|z0|,
z1(t)− z2(t) = z1(t)
2 − z2(t)2
z1(t) + z2(t)
≈ z1(t)
2 − z2(t)2
2z1(t)
.
Then
z1(t)− z2(t) ≈ z
2
1 − z22
2z1(t)
.
Since |z1 − z2| is less than 2ε|z0|, we have |z21 − z22 | ≤ 4ε|z0|2(1 + 2ε).
We obtain
|z1(t)− z2(t)| < |z0|
2
|z1(t)| .
When t is large enough, |z0|2 will be small in comparison to |z1(t)|. The strip where
integration can be performed close to z1(t) has width M/|z1(t)|, where M can be chosen to
be a ﬁxed number clearly smaller than |z1(t)|. Assume t to be suﬃciently large. Then z2(t)
goes into the ﬁrst extended strip. Then the two extended strips become overlap and the ﬁrst
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extended strip will have another strings of poles. This is a contradiction. Hence we conclude
that there is only one strip in the disk B(z0, ε|z0|).
Since the function tan z has period pi, there are at most 1√
3pi
ε |z0|2 (1 + A7) β-points of w
in the disc B(z0, ε |z0|). Note that there are no β-points of w in E. Hence n(r, w/z) = O(r2).
By using Cartan's identity, we have T (r, w/z) = 1
2pi
´ 2pi
0
N(r, eiθ, w/z) dθ + b, where b is a
constant. Then T (r, w) is at most a constant multiple of r2. That is, ρ(w) ≤ 2, hence
ρ(w) = 2.
Case 3
Suppose that
lim
z→∞,z /∈E
(
U(z)
z3
)
= 0.
By this notation, we have
Q =
(
w(z)
z0
)4
+ 4
(
w(z)
z0
)3
+ 4
(
w(z)
z0
)2
+ c,
where |c(z)| ≤ K ′ε. Writing w˜(z) = w(z)/ |z0| and w0 = w(z0), by the similar process, we
obtain
z3 − z30
3z0
=
ˆ w˜
w˜0
dt√
t4 + 4t3 + 4t2
+
ˆ w˜
w˜0
dt√
t4 + 4t3 + 4t2
Q2(t)
where |Q2(t)| ≤ 2η1 for η1 ∈ (0, 1/100] suﬃciently small.
We integrate the left hand side to obtain
ˆ w˜
w˜0
dt√
t4 + 4t3 + 4t2
= log
(
w˜
w˜ + 2
)
− log
(
w˜0
w˜0 + 2
)
.
We may write this in the form
w˜
w˜ + 2
= exp
(
2(1 + A7)(z − z0)z0 + log
(
w˜0
w˜0 + 2
))
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where |A7| ≤ 2(η2 + ε) for suitable small η2 ∈ (0, 1/100].
Again we cover the set {z : r < |z| < 2r}\E by C/ε2 discs of the form B(z0, ε |z0|) for an
absolute constant C > 1. As in Case 2, there is at most one strip intersecting B(z0, ε|z0|).
Then there are at most O(|z0|2) β-points of w˜ in the disc B(z0, ε |z0|). Since there are no β-
points of w˜ in the exceptional set for z0 large enough, we have n(r, w) = O(r2). By Cartan's
identity, we get the same conclusion that ρ(w) = 2.
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