ABSTRACT This paper proposes a novel recurrent multi-step-ahead prediction model called recurrent kernel extreme reservoir machine (RKERM) with quantum particle swarm optimization (QPSO). This model combines the strengths of recurrent kernel extreme learning machine (RKELM) and modified reservoir computing to overcome the limitations of prediction horizon with increased prediction accuracy based on reservoir computing theory. Furthermore, QPSO is used to optimize the parameters of kernel method and leaking rate of reservoir computing in the RKERM. In the experiment, we apply two synthetic benchmark data sets and five real-world time series data sets, including Malaysia palm oil price, ozone concentration in Toronto, sunspots, Standard & Poor's 500, and water level at Phra Chulachomklao Fort in Thailand to evaluate the echo state network, recurrent support vector regression, recurrent extreme learning machine, RKELM, and RKERM. The experimental results show that the RKERM with QPSO has superior abilities in the different predicting horizons than others.
I. INTRODUCTION
Time series prediction is a challenging task in many domains. It attracts a number of researchers who create new models or improve various existing algorithms in order to enhance the accuracy of prediction. In recent decades, Artificial Neural Network (ANN) and Support Vector Machine (SVM) have been successfully applied in various domains for time series prediction, including financial time series prediction [1] , river level forecasting [2] , electric load forecasting [3] , and commodity prices forecasting [4] . In 1997, Drucker et al. [5] proposed a supervised learning model for regression called ''Support Vector Regression'' (SVR), which is quite satisfying from a theoretical point of view and can lead to great potential and superior performance in practical applications. This algorithm has shown outstanding performance in time-series forecasting, such as estimation of energy consumption [6] , wind speed forecasting [7] , and highway traffic-flow prediction [8] . However, there are still some limitations and drawbacks in the process of application of SVR in time-series prediction.
Firstly, they often require a large data set, especially when high dimensional feature vectors are used. The second is thatalgorithm-and can obtain a better generalization performance [10] . In [11] and [12] , it is shown that the generalization ability of ELM is comparable or even better than that of SVM; ELM requires less human intervention than SVM. Additionally, ELM has only one parameter, which is the number of hidden nodes in the network. It is easier and more efficient to use than SVM and its variants, e.g. Least Squares SVM and Proximal SVM. In summary, the main advantages of ELM are fast learning speed, fewer parameter dependencies, and competitive accuracy compared to SVM. However, the number of hidden nodes is like a double-edged sword that impacts the prediction accuracy. A large number of hidden nodes, to some extent, increases the forecasting accuracy for a huge data set, while it sometimes also leads to over-fitting for a small data set.
Furthermore, the output weights between the hidden neurons and the output layer in ELM are computed by the activation function. Neurons in the input layer are not related. Although all input data with random input weights can be processed in ELM at the same time-this is why ELM can achieve the shortest training time-there is no connection among neurons. In order to generate a reservoir with the high dimension input information by connecting neural states, the theory of Echo State Network (ESN) is applied to connect the neurons. ESN is subsumed under the name of Reservoir Computing (RC), which is a framework for computation that may be viewed as an extension of neural networks [13] . It is not only a special class of Recurrent Neural Network (RNN) but also helps to avoid the possibility of gradient vanishing associated with RNN. Nevertheless, it is also computed based on the current and previous input data information. However, it is a random projection algorithm with a fixed and large reservoir that contains randomly and sparsely connected neurons. Therefore, ESN faces the same problem as ELM does, including unstable forecasting ability and global control parameters. In this study, we mainly focus on the problem of lack of deterministic prediction caused by random selection of input weights in the network while we carry forward the advantages of ELM and ESN.
In order to solve the problem of deterministic prediction and parameter dependency, Kernel ELM (KELM), which is proposed by Huang and Siew [10] , employs kernel matrix to replace the hidden layer output matrix of ELM. However, the prediction horizon of KELM is not selected freely. In other words, the length of the prediction horizon in the test data depends on the size of target data during training. In this paper, we adopt a recurrent multi-step-ahead prediction in KELM in order to unfreeze the restriction from the size of training data in our proposed algorithm, which is referred to as Recurrent multi-step-ahead prediction Kernel Extreme Learning Machine (RKELM). Furthermore, the reservoir of ESN is a fixed dynamic system that is fed by input information and maps the input to a higher dimension. It not only provides more information from input data than the general neural network during training, but also updates each reservoir node based on previous and recurrent data information. Therefore, in Recurrent Kernel Extreme Reservoir Machine (RKERM), we unify RC and RKELM to enhance the input data and improve forecasting accuracy. In order to obtain the best prediction ability, we apply Quantum-behaved Particle Swarm Optimization (QPSO) to optimize two global control parameters of the proposed model, which are kernel function parameter and leaking rate.
The main aims of the proposed model are to improve forecasting accuracy and make connections among neurons. In this paper, we make the following contributions: (i) the proposed model has a good generalization capacity for chaotic data, (ii) to the best of our knowledge, this is the first time that recurrent multi-step-ahead prediction can handle time series prediction and overcome the limitations of prediction horizon in KELM, (iii) RC is applied into RKELM, which can improve the forecasting accuracy in time series prediction based on the reservoir with high dimension information, and (iv) our proposed model solves the parameter dependency.
This paper is organized as follows. Section II is a literature review of some fundamental models and optimization algorithms such as SVM, ELM, KELM in regression framework and QPSO algorithm, respectively. Section III introduces a recurrent multi-step-ahead prediction algorithm, RC, the details of RKERM and how to use QPSO to optimize parameters of our proposed model. Section IV describes synthetic experiments and compares the predicting ability of the proposed model with Recurrent SVM (RSVM), Recurrent ELM (RELM) and RKELM. Section V describes real-world experiments and analyzes the results. Section VI compares models using a statistical method in all results of experimental data sets. Concluding remarks are presented in Section VII.
II. LITERATURE REVIEW
The SVR has been widely studied by researchers and applied in a variety of real-world projects. Some modifications and extensions have been successfully applied to this standard SVR algorithm for time series prediction. For example, Least Squares SVM [14] which is the state-of-the-art in kernel methods for regression; outlier detection with SVR by robust regression [15] , which significantly improved the robustness against outliers compared to traditional SVR; and Multi-kernel SVR using Linear Programming method [16] have considerably improved predictive accuracy and interpretability of regression forecasting. However, there are some limitations and drawbacks in the process of SVR and its extended algorithms. These include high computational complexity, parameter dependency and the requirement of full information for input data.
During the past decade, ELM has been extensively studied in theory and application. The ELM learning frameworks' randomized strategies for nonlinear feature construction have drawn great interest in the computational intelligence and machine learning community [17] - [19] . There are many extension algorithms that have been proposed in recent years, including some approaches that are closely related to ELM. For example, Optimally Pruned ELM [20] , and Parallel ELM [21] . The former, which is based on the original ELM algorithm with additional steps, maintains accuracy and performs faster, comparable to the performance of the SVR, while the latter algorithm, which is based on mapping reduction, can process large-scale data sets. The Random Kitchen Sinks (RKS) is a special case of ELM that was introduced by Rahimi and Recht [22] , which restricts its hidden layer to be constructed on the Fourier basis. However, due to the random selection of input weights in both ELM and its extension algorithms, the prediction results are different when ELM is used in the same time series data repeatedly.
Huang and Siew [10] proposed KELM to solve the prediction deterministic problem of ELM. It utilizes kernel matrix to replace the hidden layer output matrix that is generated randomly in ELM. Furthermore, many researchers proposed KELM related algorithms to improve forecasting performance. Su and Yao [23] optimized the kernel function using a weighted sum of kernel functions and concluded that this approach was able to make neural networks robust and generate better generalization performance for regression prediction. Multiple Kernel ELM [24] has better results compared with other multiple kernel learning algorithms. Although these kinds of multiple kernel algorithms enhanced performance in forecasting prediction compared with conventional modes and solved the drawback of unstable prediction, they have more complex computation and more parameter dependency than KELM. In addition, the prediction horizons of ELM and KELM generally are limited by the size of target data in the training data. Since 1998, Kermanshahi [25] , Pai and Hong [26] , and Ertugrul [27] have employed recurrent models, which are recurrent forms of ANN, SVM and ELM, respectively. They reported that these methods outperformed their feed-forward ones, where the fundamental difference between feed-forward neural network and RNN is feedback connections, which permits higher ability in modeling dynamic systems.
In addition, RC, which is a framework for computation that may be viewed as an extension of neural networks [13] , is also employed in time series prediction. Typically, the reservoir is a fixed dynamic system that is fed by input information and the dynamics of the reservoir mapped the input to a higher dimension. Then a mechanism is trained to read the state of the reservoir and map it to the desired output. There are two major types of RC, including Liquid-State Machine and ESN. They have been successfully used in different domains. For example, Verstraeten et al. [28] applied all the types of RC and allowed the simulation of a wide range of reservoir topologies for a number of benchmarks. Bianchi and his colleagues applied a developed ESN for the prediction of telephone call load in a time series prediction contest in 2015, and the results confirmed the high accuracy of ESN in the load prediction of short leading times [29] .
The recurrent multi-step-ahead algorithm is a significant prediction model that handles time series data sets and overcomes the limitation of prediction horizon caused by the training size. At the same time, RC and QPSO are applied to improve predicting accuracy and optimize parameters of the proposed model, respectively. In this study, based on KELM introduced by Huang and Siew [10] , recurrent multi-stepahead algorithm, ESN, and QPSO are introduced.
III. METHODOLOGY
This section introduces the process of data transformation, RKELM and RC. Secondly, we present a unified algorithm called Recurrent Kernel Reservoir Machine (RKERM) and utilize QPSO to optimize the parameters of kernel method and leaking rate of RC.
A. DATA TRANSFORMATION
In this paper, we aim to use historical data to predict a future situation. However, time series data is usually a series of data points listed in chronological order. In order to adopt the recurrent multi-step-ahead prediction algorithm in KELM and provide enough input information for the model, we transform time series data into a matrix form. It is assumed that the time series data X = [X 1 , . . . , X N ] is given, where N is the number of time series data. In real-world application of time series prediction, the reasonable period of prediction plays a vital role in trend analysis and report forecasting information, including stock analysis, water level prediction and weather forecast. In [30] , they proposed that 18 steps ahead is an appropriate long prediction period. Therefore, the size of the prediction horizon and the time window are defined as eighteen in this paper. The time series X is transformed to a matrix M with dimension of (
where i indicates the i-th row in the matrix
, D is the size of the time window, P is the size of prediction horizon, and L stands for the number of training data. According to the size of time window and prediction horizon, the training input data(S) and target data (Y p ) are shown in (2) and (3), respectively.
where p is the p-step in the prediction (p = 1, 2, . . . , P).
The test input matrix (Ŝ) and its target (Ŷ p ) can be defined VOLUME 6, 2018 as follows:
B. RECURRENT KERNEL EXTREME LEARNING MACHINE KELM replaces the hidden layer mapping in ELM with a kernel function. This can solve the problem of deterministic prediction in ELM [31] . KELM is applied to predict multiple targets in regression or multiclass classification [32] , [33] . However, the size of the prediction horizon in KELM is still restricted by the size of target data, which limits the generalization of prediction in real world applications. In this paper, we apply recurrent multiple-step-ahead-prediction to overcome the restriction of prediction horizon in KELM. Figure 1 shows the recurrent multiple step ahead prediction architecture.
According to the requirements of KELM, the data should be normalized before training the model. We apply the following equation to normalize the matrix M ij .
where x max and x min are the maximum and minimum values in the data matrix, respectively. In RKELM, a kernel matrix based on training input data (S) is created by kernel method to replace the hidden layer output matrix of ELM.
where K is a kernel matrix of S and k(·, ·) stands for the kernel function. The output weight (W out ) of RKELM in each step can be computed by (8) .
where W out,p is an output weight of RKELM in the p-th step; I is an identity matrix; Y p represents the target data (Y ) in the p-th step; and C r is a regularization parameter.
The predicted values in the p-th step can be computed by (9) .ŷ
where T denotes transpose operator.
The recurrent multi-step-ahead algorithm in RKELM is defined for a single hidden-layer feed-forward neural network. It aims at providing new training data in the next step for the prediction. In our proposed model, in order to keep the same size of time window and reduce training computation overhead, we generate training input data (S p+1 ) in the (p + 1)-th step by (10) .
where y −p represents the predicted value of training data in the p-th step. Then, the kernel matrix and output weight in the (p + 1)-th step can be calculated by (7) and (8), respectively.
To summarize the procedure of our proposed method, training input data is S and the target value in the p-th step is Y p . The kernel matrix of training input data is computed by a widely used kernel called radial basis function (RBF) kernel. Then the output weight of each step in RKELM can be calculated by (8) . Finally, the forecasting values of the p-th step (ŷ p ) are computed by (9) . Based on the current Compute kernel matrix based on input in each step 6: Compute output weight W out,p ; by (8); 7: Compute prediction valueŷ p by (9); 8: Add prediction value into training data as a new training input data for next step by (10); 9: end for forecasting value and training input data, the training input data of the next step (S p+1 ) can be calculated by (10) . The pseudocode of RKELM is shown in Algorithm 1.
C. RESERVOIR COMPUTING
The RC often focuses on a specific type of reservoir interconnection and node type [28] . Typically, input information is fed into a dynamic system called a reservoir. It maps the input data into a high dimensional space. ESN is one of the major types of RC, which is a new neural network that was created by Jaeger [34] . It has been described as having several different interconnection structures and analog neurons. The main idea is to drive a random, large and fixed recurrent neural network with the input signals, thereby inducing this reservoir network in neurons-a mechanism is trained to read the state of the reservoir that is mapped for computing output signals. We apply the reservoir of ESN that contains input data to calculate output weights in the training part. Many more features can be obtained in the output weight by this method. In [35] , RC was successfully unified with ELM. This approach is a use of intermediate reservoir space, where inputs are randomly selected in a nonlinear form, in order to create a new space r(n+1), which can be computed by the following equation:
where r(n) is the state of the reservoir neurons, F is an activation function in ELM, γ and β are input and connecting scaling factors, respectively, S(n) is the n-th row in the training data, W is a matrix that indicates reservoir neuron connectivity, and W in represents the input weight of the matrix. For the current experiments, W in and W were selected randomly in the initialization, and W was impacted by the magnitude of the largest eigenvalue of W and the spectral radius.
However, due to random selection of input weights, this space in the reservoir is not stable, which directly impacts the stability of predicting performance. Therefore, we apply kernel method to replace the random weight in (11) in order to solve the problem of stability in the reservoir. In this paper, we apply modified ESN to make a stable reservoir that contains the information of all input data before calculating output weights in the training part of RKELM.
D. RECURRENT KERNEL EXTREME RESERVOIR MACHINE
RC was successfully unified with ELM based on a single time-delayed neuron [35] . Due to random projection in ESN and ELM, input weights and bias are randomly selected, this leads to unstable prediction results. Furthermore, these algorithms only focus on a one-step prediction which cannot be used in real-world application. Therefore, this study unifies modified ESN with RKELM in order to solve these two problems and make a stable reservoir with high amounts of shortterm memory. This reservoir can be made to remember past input information by forcing it to reproduce the information in the current input data. In other words, the current state of the reservoir can be calculated based on the past state of the reservoir and finally the reservoir is stable.
Here, we assume that the training data is S and the target values are Y 1 in the first step. The state of reservoir neurons r i in the training data of RKERM can be computed by the following equation:
where r 1 = αF(S(1), S), F is a Gaussian function, the coefficient α is the leaking rate of RC (α ∈ [0, 1]), and i is the index of the training data, i = (2, . . . , L). The output weight of RKERM in the p-th step can calculated by the state of reservoir and target values of the p-th step.
where W R out,p is the output weight of reservoir computed in the p-th step, Y p is the target value of the training data in the p-th step.
Then, the prediction output values in the p-th step can be computed by the following equation:
In the first step, we set the number of training samples as the size of the reservoir, where input values from training data are transformed into L-dimensional r space as in (12) . Referring to the states of the reservoir as neurons, the output weight W R out,1 in the first step can be computed by (13) . Therefore, the training output values of the first step,ŷ 1 , are calculated by (14) . In the test part, the state of reservoir VOLUME 6, 2018 neurons of test data can be calculated by (12) with test input (Ŝ) and target (Ŷ p ). Then, the first-step output values of the test data (ŷ 1 ) are computed by the output weight W R out,1 , and the state of reservoir neurons of test data by (14) . In the following step (p + 1), we update training input data by (10) and test input data by the following equation (15) , as shown at the bottom of this page whereŷ −p represents the predicted values of test data in the p-th step, (N − D − P − L + 1) is the number of test samples, and (D + 1) ≥ P.
The main difference between RKELM and RKERM is the architecture of the neural network. Figure 2(a) and 2(b) show the architecture of RKERM and RKELM, respectively. They indicate that each of the neurons in RKERM is computed by kernel method and previous neuron information, which not only obtains more information from input data than the method of RKELM, but also obtains stable output weights based on the reservoir. At the same time, the process of computing output weights and predicted values also show the difference between RKERM and RKELM. Table 1 shows the different training and forecasting processes in RKERM and RKELM. In the training process, the kernel matrix of RKELM in the training part is computed by batch. However, due to the relationship of the neurons, the reservoir of RKERM in the training part is computed one by one. The difference is also presented in the process of computing output weights between the two algorithms. The direct evidence is that RKERM has fewer parameters compared to RKELM.
In this section, we unify modified RC with RKELM to enhance the stability of the reservoir and the ability of prediction for time series. Equation (12) can be utilized to created a new and stable reservoir. Then (14) can be used to obtain predicted values of RKERM in both training and test data. In the recurrent part, (10) and (15) update the current training and test input data to provide sufficient input data in training and test part for the next step, respectively. The pseudocode of RKERM is presented in Algorithm 2. for i ∈ {2, . . . , L} do 7: Use RBF kernel to compute kernel matrix; 8: Compute reservoir r i by (12); 9: end for 10: Compute output weight W R out,p by (13); 11: Compute prediction value of training data (ŷ p ) in the p-th step by (14); 12: Compute reservoir r based on test input data (Ŝ); 13: Compute prediction value of test data (ŷ p ) in the p-th step by (14); 14: Add training prediction values in the p-th step into training input data of the p-th step as new training input data for next step by (10); 15: Add testing prediction values in the p-th step into test input data of the p-th step as new test input data for the next step by (15); 16: end for
E. PARAMETER OPTIMIZATION BY QPSO
In RKELM and RKERM, some parameters directly impact the forecasting result, including kernel parameter of RBF kernel method and leaking rate in (12) . Therefore, we utilize an optimization algorithm to search for a set of optimal parameters for our models.
Generally, Genetic Algorithm (GA) [36] , Artificial Bee Colony (ABC) [37] and Particle Swarm Optimization (PSO) [38] are common optimization algorithms that have been applied in several fields. Quantum-Behaved Particle Swarm Optimization (QPSO) is proposed as a probabilistic variant of PSO and is motivated by concepts from quantum mechanics and PSO [39] . Numerical experiments show that the QPSO algorithm offers outstanding performance in solving a wide range of continuous optimization problems [30] , [40] , [41] . The QPSO algorithm starts with an initial population with the best initial position (pbest), the best global position of the population (gbest) and the best mean position (mbest). In order to update the position of particles, we first update the pbest and gbest, and then calculate a local attractor. Lastly, the distance from the best mean position to the particle's current position can also be calculated, which impacts the particle's new position distribution. Therefore, according to the current position, the local attractor and mean position of pbest positions of all particles, and the position of particles in the new iteration can be updated. Each iteration has one gbest of the population until the iteration criterion is met. The QPSO algorithm flowchart is shown in Figure 3 .
F. MEASUREMENT CRITERIA
For the purpose of comparison in the experiments, Symmetric Mean Absolute Percentage Error (SMAPE) [42] and Mean Squared Error (MSE) [43] are employed to measure the accuracy of models. SMAPE is an accuracy measure based on percentage error. It is defined as,
where T is the number of predictions (t = 1, 2, . . . , T ),Ŷ t is the prediction value in the t-th time, and Y t is the t-th actual target value. MSE measures the average of squared errors, that is, the difference between the estimated and the target values. The MSE measure is defined by the following equation,
At the same time, we apply average SMAPE as the fitness value of QPSO for parameter optimization. VOLUME 6, 2018
IV. EXPERIMENTAL RESULTS AND ANALYSIS OF SYNTHETIC DATA
In this section, experiments using synthetic data sets are carried out to prove the efficiency of the proposed RKERM model. The synthetic data are the Mackey-Glass and Lorenz time series data sets. The accuracy of RKERM with QPSO is compared with not only the RKELM and RKELM with QPSO in order to prove the efficiency of RC and QPSO in our proposed algorithm, but also with other popular and classic machine learning algorithms that are applied in solving time series problems such as Recurrent ESN [44] , Recurrent SVR (RSVR) [26] and RELM [27] .
A. DATA DESCRIPTION AND PROCESSING
In the synthetic data sets, Mackey-Glass equation had originally been proposed as a model of blood cell regulation [45] . It has been used in the literature as a benchmark model [46] due to its chaotic characteristics. It is created by the following equation:
In the Mackey-Glass equation, the delay parameter, τ , determines characteristics of (18) . For example, τ < 4.43 produces a fixed point attractor, 4.43 < τ < 13.3 a stable limit cycle attractor, 13.3 < τ < 16.8 a double limit cycle attractor, and τ > 16.8 is chaotic. The parameters are selected according to a previous study by Wang and Mendel [47] , where the constants are set to be a = 0.1, b = 0.2, τ = 30, and x(t) represents the value of the variable at t time (t = 1, 2, . . . , T ). A Mackey-Glass time series sample set with length 1,035 is generated by (18) .
Lorenz time series data set is a weather example of chaotic systems, which has extensively contributed to the establishment of chaos theory [48] . Lorenz equations are a simplified version of Navier-Stokes equations which are used in fluid mechanics. Lorenz equations are defined as follows:
The following dimensionless parameters are applied: σ = 10, b = 8/3, r = 28. The x-coordinate of the Lorenz time series is considered for forecasting and a time series with a length of 2,535 is generated as described in the research work by [49] .
Due to the condition of the recurrent multi-step-ahead algorithm, the prediction horizon must be less than or equal to the time window. We employ eighteen historical data to predict the situation of eighteen future steps, which means that the size of the time window (D) and prediction horizon (P) are eighteen. Therefore, these two data sets can be transformed by (1) . The time series data of Mackey-Glass and Lorenz become matrices with size (1000 × 36) and (2500 × 36), respectively.
B. EVALUATION OF SYNTHETIC DATA
These two synthetic data sets were usually used as benchmark data for evaluating the models in the previous studies [50] , [51] . The most common percentages of separation in training and test data are 50 % and 50 % for MackeyGlass. Lorenz data is divided into 1,500 for training and 1,000 for test sets, respectively. In order to obtain the best performance for all models, we referred to previous research to select the parameters of RELM, ESN and RSVM, as shown in Table 2 . In the other novel models, we apply QPSO to define the parameters in RKELM and RKERM for MackeyGlass and Lorenz data sets. The minimum average SMAPE of the prediction horizons in both data sets is achieved by QPSO. The optimal parameters in RKELM and RKERM are shown in Table 2 . According to these parameter settings, the results of multiple step ahead prediction with two types of measurements are shown in Table 3 . This indicates that RKERM with QPSO has the best performance among all algorithms in multi-step-ahead prediction under measurement of SMAPE and MSE, except the case of the average prediction horizon (1 − 7) . In a short prediction horizon, such as in the first and fourth step, the rank of the proposed model in predicting performance is second in all models. The comparative results between RKELM with QPSO and our proposed model indicate that RC plays a vital role in the accuracy of time-series prediction and QPSO is an efficient algorithm for defining parameters. RKERM with QPSO provides much better predicting performance in both data sets than other types of recurrent networks due to the inclusion of RC. Furthermore, recurrent multiple step prediction also plays a significant role in time series prediction. Compared with the results of different prediction horizons, although the accuracy of prediction decreased as the number of prediction horizons increased, the decrease in error rate is not rapid which means that the accuracy of multiple-stepahead-prediction is still acceptable. Therefore, the recurrent multiple-step-ahead-prediction algorithm can be applied to time series data not only to solve the limitation of the prediction horizon, but also to obtain acceptable forecasting results in long-term predictions.
V. EXPERIMENTAL RESULTS AND ANALYSIS OF REAL-WORLD DATASETS
There are five time-series data sets obtained from realworld applications. These are the daily palm oil transaction price in Malaysia (Palm oil), the ozone concentration of Toronto (Ozone), sunspot series data (Sunspot), Standard & Poor's 500 index (S&P500), and the water level of Phra Chulachomklao Fort at Chao Phraya river in Thailand (PC water level).
Missing values are a common problem that exists in the process of analyzing data and building a model. In real-world data sets, missing values directly affect prediction results of algorithms [57] . Generally, there are three methods that can be used to deal with the missing values problem-discarding, replacement by linear model, and replacement by the mean of the data set. In this study, the missing values in the first four real-world data sets are replaced by the mean of existing values. Missing values in the water levels forecast in Thailand data were handled similarly to what Pasupa and Jungjareantrat [2] did. The next step is data transformation where all data are transformed into matrices by (1) . Similar to synthetic data experiments, real-world data experiments also set the size of the time window and prediction horizons to eighteen. The percentage of training and test data in each realworld data set is allocated as 70 % and 30 %, respectively.
A. PALM OIL
Malaysia currently accounts for 39 % of the world's palm oil production and 44 % of world exports. Being one of the biggest producers and exporters of palm oil and its products, Malaysia has an important role to play in fulfilling the growing global need for oil and fat sustainability. Therefore, the price of palm oil in Malaysia impacts global prices. We will apply 14 years of daily palm oil transaction prices, which are calculated by the mean of opening and closing prices on each day, from 2002 to 2016 in the Commodity Futures Market of Malaysia. After data transformation, the palm oil time series data forms a matrix of (4,991 × 36).
B. OZONE
In recent decades, people have realized that air pollution plays a significant role in the ozone layer. In the stratosphere, the ozone layer can reflect ultraviolet rays and protect people. However, near the ground, the high ozone concentration can damage people's eyes and respiratory system. A high prediction accuracy can help people to arrange their outdoor activities to avoid the effects of air pollution. Therefore, air quality data and daily ozone concentration in Toronto from 1/1/2003 to 12/31/2010 is also used in the experiment [58] . It is available from the database of the Ministry of the Environment in Ontario. The ozone time series data is transformed to a matrix of (2,887 × 36).
C. SUNSPOTS
Predicting solar activity is a challenging area and critical topic for researchers and industries. There are a variety of activities that are impacted by solar activity, such as climate, satellites, and so forth. However, because of the complexity of the system and the lack of a mathematical model, predicting solar activity is extremely challenging. Therefore, the third real-life case study is performed using a sunspot time series which is an indication of solar activity. Monthly sunspot series from January 1838 to February 2005 are selected for evaluating the model. The dimension of the matrix of the sunspot data is (3,142 × 36).
D. S&P500
The next real-life case study is performed using S&P500. It is a stock market index based on the market capitalization of 500 large companies listed on the New York Stock Exchange. It is one of the most commonly followed equity indices, and many consider it to be one of the best representations of the U.S. stock market. The index components and their weightings are determined by S&P Dow Jones Indices and classified as a leading indicator of business cycles [59] . We selected 10 years daily financial time series data in S&P 500 from 12/20/2006 to 12/19/2016. By (1), the S&P500 time series data become a matrix of (2,574 × 36).
E. PC WATER LEVELS
Water resource management for maintaining efficient agricultural production is nationally important. The water level at Phra Chulachomklao (PC) in the Chao Phraya River of Thailand was collected from 1/1/2012 to 12/31/2012 [2] . The data was sampled and stored every hour. The PC station is located near the Gulf of Thailand as shown in Figure 4 . In this study, we apply historical water level data from PC to predict future water levels. Finally, the water level time series data is transformed into a matrix of (8,710 × 36). 
F. EVALUATION OF REAL-WORLD DATA
We evaluate the performance of RKERM with QPSO on the five different real-world data sets mentioned earlier, which include palm oil price, ozone concentration, sunspots, S&P500 and PC water levels. In addition, ESN, RSVM, RELM and RKELM are also compared with our proposed model on these data sets. Firstly, according to the default values reported by [10] and [35] , the parameters of RKERM are defined as 1.0 and 0.7 for kernel parameter and leaking rate, respectively. RKERM with QPSO has better performance in different prediction horizons than RKERM in the five data sets. This reveals that QPSO plays a significant role in parameter definition. Secondly, we pay attention to the algorithms that are optimized by QPSO. QPSO is used to define parameters in RKELM and RKERM in order to ensure that all models have good predictive performance. In QPSO, we set 50 iterations and 20 particles in order to find the minimum error rate. Table 4 shows the definition of parameters in all models, including the parameters in RKELM and RKERM obtained by QPSO.
Based on these parameters defined by QPSO and parameter settings based on references in Table 4 , the multi-stepahead prediction performances of all five models with their accuracy measures (SMAPE and MSE) are shown in Table 5 . The columns labeled as 'Average' show the average accuracy measure over the prediction horizon. Comparing RKELM with RKERM, the performance of our proposed model in the average accuracy (1 − 18) is better than that of RKELM with QPSO. This proves that RC has the ability to enhance the performance of prediction in different prediction horizons. Furthermore, the average results of different prediction steps in the test data sets in Table 5 reveals that RKERM with QPSO has the best performance in most of the cases in the five real-world time series data sets, except for PC water level. Although not all the average prediction horizon results of PC water level in our proposed model are the best, the overall average accuracy-between 1 − 18 step-yield the best performance in the prediction. This reveals that the proposed model has a stable forecasting ability in each step. According to the prediction performance of all data sets in our proposed model, most of the data sets have the highest accuracies in different prediction horizons, except for sunspots with p = 1 and PC water level with p = {1, 4, 14, 18}. As previously mentioned, it is still the best performance on average prediction accuracy. Therefore, unified modified RC with RKELM successfully plays a vital role in time-series prediction. Recurrent multistep-ahead prediction is not only used to unlock the prediction horizon, but it also can be applied to forecast multiple steps ahead or even for long-term prediction. QPSO also has the ability to efficiently define the parameters of the proposed model.
VI. STATISTICAL COMPARISON
In this section, we applied the Wilcoxon Signed-rank Test, which is a popular nonparametric test for matched or paired data, to prove RKERM with QPSO is superior in time series prediction than RKELM with QPSO. This test is mainly based on difference scores, in addition to analyzing the signs of the differences. It also takes into account the magnitude of the observed differences. Firstly, the difference d i between the accuracy in SMAPE of the two algorithms on seven data sets is computed. Secondly, these differences are ranked The table 6 shows the different values of (1-SMAPE) in the data sets and their rank corresponding to two models. Then R + and R − are computed. R + is the sum of ranks for the positive and R − is the sum of ranks for the negative. Finally, the values of R + and R − are 15 and 0, respectively. According to the table of exact critical values for Wilcoxon's test, for a confidence level of α = 0.10, the difference between the algorithms is significant if the smaller of the sums is less than or equal to 2. Therefore, we can conclude that RKERM is statistically superior to RKELM.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we introduce an improvement of RKELM named RKERM with QPSO, which is based on RC to create a reservoir that contains the information of all input data before calculating output weight. The proposed recurrent multi-step-ahead prediction algorithm not only deals with time series prediction, but also breaks through the restriction of the prediction horizon. According to the results of the experiments, RKERM with QPSO can deal with different kinds of time-series data in different prediction horizons and obtains the best predictive performance compared with other neural networks and models. The major benefits of our model are that a good generalization model for chaotic data can be produced, the limitation of prediction horizon is eliminated, and the RC can be applied in time series prediction with improved prediction accuracy in multi-step-ahead prediction. QPSO also can define the parameters of the model and enhance forecasting accuracy. In future work, we would like to add an online learning algorithm to the model, and solve the concept drift problem in the process of training data.
