Modelling on-demand preprocessing framework towards practical approach in clinical analysis of diabetic retinopathy by Mandya Krishnegowda, Prakruthi & Ganesan, Komarasamy
International Journal of Electrical and Computer Engineering (IJECE) 
Vol. 12, No. 1, February 2022, pp. 585~595 
ISSN: 2088-8708, DOI: 10.11591/ijece.v12i1.pp585-595      585 
 
Journal homepage: http://ijece.iaescore.com 
Modelling on-demand preprocessing framework towards 
practical approach in clinical analysis of diabetic retinopathy 
 
 
Prakruthi Mandya Krishnegowda1, Komarasamy Ganesan2 
1Department of Computer Science and Engineering, Jain (Deemed to be University), Bengaluru, India 
2School of Computing Science and Engineering, VIT Bhopal University, Sehore, India 
 
 
Article Info  ABSTRACT 
Article history: 
Received Jan 1, 2021 
Revised Jul 15, 2021 
Accepted Aug 4, 2021 
 
 Diabetic retinopathy (DR) refers to a complication of diabetes and a prime 
cause of vision loss in middle-aged people. A timely screening and diagnosis 
process can reduce the risk of blindness. Fundus imaging is mainly preferred 
in the clinical analysis of DR. However; the raw fundus images are usually 
subjected to artifacts, noise, low and varied contrast, which is very hard to 
process by human visual systems and automated systems. In the existing 
literature, many solutions are given to enhance the fundus image. However, 
such approaches are particular and limited to a specific objective that cannot 
address multiple fundus images. This paper has presented an on-demand 
preprocessing frame work that integrates different techniques to address 
geometrical issues, random noises, and comprehensive contrast enhancement 
solutions. The performance of each preprocessing process is evaluated 
against peak signal-to-noise ratio (PSNR), and brightness is quantified in the 
enhanced image. The motive of this paper is to offer a flexible approach of 
preprocessing mechanism that can meet image enhancement needs based on 
different preprocessing requirements to improve the quality of fundus 
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Diabetic Retinopathy refers to a vision disorder caused by a metabolic disease called diabetes, 
which causes vision damage ranging from blurred vision to complete blindness in diabetic patients [1], [2]. 
Diabetic retinopathy (DR) progresses in three stages a minor, moderate, and advanced stage, causing retinal 
ischemia and complete blindness, which is characterized by the appearance of symptoms such as 
microaneurysms and exudates and many other pathological features [3]. Effective screening and diagnosis 
are required in ophthalmology clinical analysis to detect DR and suitable treatment at an early stage. To date, 
lots of medical imaging techniques are available in the biomedical field, among which fundus imaging is the 
best available imaging modality in ophthalmology to carry out diagnosis and identification of DR [4], [5]. 
However, one of the major issues encountered in detecting blood vessels and diagnosing pathological signs is 
the poor image quality due to poor contrast, uneven illumination, and noise inclusion during the fundus 
image acquisition process [6]. Therefore, a preprocessing mechanism is needed for executing effective image 
segmentation and an accurate disease identification process. As a primary step in preprocessing, image 
enhancement is carried out to improve the contrast and vividness of the features in the fundus images [7]. 
Changes in the elements and textures of objects in the enhanced fundus images provide an essential 
biomarker for carrying out comprehensive clinical analysis of the region of interest (ROI) towards pre-
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evaluation of patient and diagnosis of DR [8]. There isa range of preprocessing approaches given in the 
literature for enhancing the quality of the fundus images. Gamma correction and histogram-based techniques 
are extensively adopted to improve fundus images' visual characteristics due to their admirable performance 
[9], [10]. Although there is various availability of preprocessing medical objects, there is less evidence of 
performing effective preprocessing towards the retina. Therefore, this paper presents a discussion of a 
computational model of preprocessing aiming towards DR. The manuscript's organization is as follows: 
Section 2 discusses the existing studies in the form of the study background, section 3 highlights the research 
problems, while Section 4 briefs about proposed methodology in terms of solution. Section 5 discusses the 
proposed algorithm while section 6 discusses the result and discussion, and section 7 discusses the conclusion 
of the study. 
 
 
2. RELATED WORK 
This section discusses existing studies towards preprocessing. Xiao et al. [11] adopted a gamma 
correction mechanism for the fundus image enhancement for the automatic detection of DR extracting the 
green component of the fundus image and determined the histogram curve slope. Mouzai et al. [12] presented 
a fuzzy-based gamma correction mechanism for brightness preservation. According to the study of [13], it is 
found that histogram-based techniques, especially histogram equalization (HE) and contrast limited adaptive 
histogram equalization, are mainly used to increase contrast medical images. However, contrast limited 
adaptive histogram equalization (CLAHE) is introduced as an improvised version of HE that uses a clip limiting 
mechanism, which reduces the over brightness and provides better enhancement results [14]. Yadav et al. [15] 
mentioned HE is subjected to amplification of noise and over enhancement factor. Shamsudeen et al. [16] 
introduced an improved HE mechanism to adjust brightness and noise elimination. The adoption of a joint 
approach of gamma correction and CLAHE is found in the study of Zhou et al. [17]. In this work, the 
luminance gain matrix is constructed by applying a gamma correction mechanism in the HSV color space for 
each color component of the input image. 
Further, the secondary level of contrast adjustment is carried out in the channel, where CLAHE is 
applied over the LAB color space. This technique has demonstrated an intelligent approach of gamma 
correction and CLAHE together to enhance the contrast of the fundus image. Apart from using contrast 
adjustment techniques, filtering mechanisms such as mean and median filtering are considered to eliminate the 
fundus image noises. A combination of noise filters and CLAHE is considered in the study of Kumar et al. [18]. 
This study uses a fuzzy-based median filter and block matching algorithm to perform noise elimination. 
CLAHE and the modified HE technique enhance the contrast of the filtered image. In a similar direction, the 
work done by Sonali et al. [19] used a combination of various noise filters such as mean, median, Gaussian, 
and CLAHE are then applied to the denoised image color components. Adopting the haze removal algorithm 
is also seen in Vinodhini et al. [20] to adjust un-even illumination in fundus image pixel intensity. The edge 
is smoothed by using a filtering mechanism. Reddy et al. [21] presented an integrated enhancement algorithm 
to perform optimal enhancement of retinal images. The authors have used a flight firefly optimization 
approach with adaptive gamma-corrected and texture HE framework for improving overall visual quality. 
However, this study witnesses computational complexity as it performs a multi-level computation for 
different techniques. Fraz et al. [22] presented a survey of existing methods for extracting the retinal vessel. 
Mohanty et al. [23] and Dai et al. [24] carried extensive investigation and analysis of the fundus image 
screening and automatic DR identification diagnosis. Khan et al. [25] presented a review work on the fundus 
imaging techniques towards the precise extraction of blood vessels. Lin et al. [26] carried a systematic 
analysis of retinal images for the automatic screening of the DR.  
 
 
3. PROBLEM STATEMENT 
The research problems based on the above-related work are analyzed as follows: 
− Irrespective of extensive research towards DR using fundus images while focusing on addressing 
enhancement issues, there are fewer standard models. 
− Usage of image enhancement techniques is either carried in the limited scope of preprocessing operation. 
In addition, some are associated with a computational complexity that doesn't meet the requirement of 
effective diagnosis and DR screening.  
− The existing enhancement mechanism is carried out highly recursive, which a simple and time-efficient 
implementation design needs approach for fundus images.  
− Also, there is less availability of joint mechanisms to address several enhancement problems in a single 
module. Actually, the enhancement is carried out to specific objectives, mainly to research work. The 
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literature lacks a comprehensive set of preprocessing approaches to meet all image enhancement 
requirements in a single deployment scenario. 
Therefore, the problem statement for the proposed system can be stated as "Developing a computational 
model that can provide on-demand preprocessing approaches to address multiple enhancement problems 
associated with fundus image is a challenging task." 
 
 
4. PROPOSED SOLUTION 
The proposed research study intended to present a unique solution to address different problems 
related to image quality within a single set of computational models. The current research work presents the 
computational framework modeling, which offers on-demand preprocessing services to carry out 
comprehensive enhancement operations over fundus images. The on-demand preprocessing is meant to 
facilitate a variety of image quality improvement mechanisms in a single application, with an advantage over 
multiple preprocessing requirements as per the visual characteristics of the fundus imaging. The proposed 
framework integrates different preprocessing algorithms. The selection of suitable enhancement as a practical 
solution is based on evaluating each preprocessing technique concerning a particular input fundus image. The 
performance evaluation is carried based on the enhanced image statistics and quality metrics such as peak 
signal-to-noise ratio (PSNR) and Brightness as a performance indicator for each preprocessing technique. 










Scaling, Cropping , Normalization
Mean Filter, Median Filter




Performance metrics: PSNR, Brightness
 
 
Figure 1. Outline of the proposed pre-processing techniques and evaluation model 
 
 
Figure 1 depicts the architecture of the proposed on-demand preprocessing framework, which 
incorporates different preprocessing techniques such as interpolation, cropping, and normalizing to address 
geometrical deformations. In addition, mean filtering, median filtering, and recursive filtering-based 
preprocessing mechanisms are evaluated to handle a higher noise level in the input fundus image. Apart from 
noise elimination and geometric adjustment, the study also evaluates various contrast enhancement 
techniques such as power law, CLAHE, low-light color enhancement, mathematical morphology, and particle 
swarm optimization (PSO)-based optimization to address low contrast factors and uneven illumination. This 
research study aims to offer a novel and versatile image preprocessing model that automates clinical analysis 
where time and accuracy are crucial factors. Thus, it allows the physician to choose preprocessing techniques 
flexibility to perform a significant enhancement over image for early detection of DR. The considerable 
contributions of the proposed research work are as follows:  
− The proposed on-demand pre-processing framework provides a potential solution to address several 
issues often encountered in the image enhancement process. It can also be used interchangeably 
depending on the input image's visual characteristics.  
− The evaluation of the pre-processing techniques integrated into the proposed system is carried based on 
the output response and the image statistics.  
− It also provides cost-effectiveness and time efficiency in clinical analysis. In addition, physicians can 
conduct more profound research of fundus imaging by selecting different pre-processing mechanisms 
integrated into the proposed system.  
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− In addition, the proposed framework also provides the benefit of optimization in the enhancement process 
using a swarm-based stochastic approach with the flexibility of fine-tuning its parameter for a better 
analysis of the image based on the particular requirements.  
 
 
5. THE PROPOSED ALGORITHM 
In this section, the algorithms are discussed used in the implementation of the proposed on-demand 
preprocessing mechanism. The prime concern behind the implementation of this algorithm is that different 
fundus images come with a wide variety of problems. These problems need to be addressed in the 
preprocessing phase as a prerequisite for human analysis and the automation processes in the clinical 
research towards disease identification and patient treatment. Therefore, the proposed system focuses on 
three different categories of preprocessing issues and presents potential solutions that work in an integrated 
way to offer a comprehensive enhancement of the fundus image. 
 
5.1. Algorithm for geometric adjustment 
The geometric adjustment process refers to rectifying distortions associated with image shape, 
object reflection, scale, orientation, and normalization. The proposed research study considers three 
geometric-related issues; i) image up scaling and downscaling ii) region of interest mining, and iii) grayscale 
normalization. The fundus image photographer adopts different field views (FoV) to achieve fundus imaging. 
Thus, the acquired images are variable in size according to diagnostic requirements. The algorithm for 
implementing the scaling technique is described as follows: 
 
Algorithm for fundus image upscaling and downscaling 
Input: FIm (Input Fundus Image) 
Output: SFIm (Scaled Fundus Image) 
Start 
1. [r,c]  f1(FIm) 
2. Initialize, Tr, Tc 
3. rR  Tr/r  
4. [cR]  Tc/c 
5. [Pr, Pc]  = ⌈(r × rR/rR), ⌈(c × cR/cR) 
6. [r,g,b] f2(FIm) 
7. r(r,c)→r(Pr, Pc) 
8. g(r,c) → g(Pr, Pc) 
9. b(r,c) → b(Pr, Pc) 
10. Matz  [ ]TrxTcx3 
11. SFIm  f3(Matz, rgb) 
End 
 
In the first step of the algorithm, the system uses a function f1() over the input image to get the size 
of the input fundus image FIM as the number of row r and column c (line1). In the second step, a variable 
target row (Tr) and target column (Tc) are initialized to define the new size of the image (line2). To perform 
scaling, the algorithm computes a scaling ratio rR, cR by dividing the target image size by the size of the 
original image in a row-wise and column-wise manner (Line3 & Line4). These scaling ratios are then used to 
compute Pr and Pc's scaling positions for the pixel replication process (Line5). The (1) exhibits the 
computation of scaling positions as:  
 
[𝑃𝑟, 𝑃𝑐]  = ⌈((𝑟 × 𝑟𝑅)/𝑟𝑅), ⌈((𝑐 × 𝑐𝑅)/𝑐𝑅) (1) 
 
where Pr is the row-wise scaling position and Pc is the column-wise scaling position, ⌈ is the function that 
denotes rounding towards the nearest integer. The algorithm defined a function f2() to extract the color 
components RGB from the input image to perform a pixel replication process in each color component. The 
computed scaled row position Pr and column scaled position Pc (Line6-9). Further, a null matrix is 
constructed whose all entries are zeros with the size of the target image (Line 10). Anew rescaled image is 
then obtained in the next step of the algorithm using function f3(), which performs sampling of all three color 
components into the null matrix that finally constructs the new image (SFIm) with the size of Tr and Tc 
(Line11). The next operation in the geometric adjustment is the extraction of the object in the image under 
consideration. The study considers this part a significant function to include in the proposed system. It 
facilitates the physician to work on only a specific part rather than analyzing the whole image. A cropping 
mechanism is adopted to perform RoI extraction, which also acts as a primary segmentation mechanism to 
perform image analysis for eye-related disease identification. The normalization of input fundus image is 
carried out in grayscale representation under a range of even distribution of pixels as in (2): 
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N𝐹𝐼𝑚 =  ((𝐹𝐼𝑚 − p𝑚𝑖𝑛)  ×  255)/(𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) (2) 
 
where NFIm is the normalized input, FIm is the normalized imaged, p𝑚𝑖𝑛, and p𝑚𝑎𝑥 is the minimum and 
maximum scale of the input image FIm. This also performs a similar operation of denoising in the input 
image.  
 
5.2. Algorithm for denoising 
The proposed framework considers three different filtering operations, such as a mean, median, and 
combined mean-median filter to de-noise the image and generates an enhanced image as an output. The 
algorithm for noise filtering in the image is described as follows: 
 
Algorithm for fundus image denoising  
Input: FI (Input Fundus Image) 
Output: DFIm (Denoised Fundus Image) 
Start 
1. FI1 f4(FIm,W) 
a. f4( )  ← 1/(m x n)∑ FIm {p, q}N∈{p,q}  
2. FI2f5(FIm, M) // Secondary level filtering 
a. f5(  ) ←  median(FIm(p − i, q − j), i, j ∈  M) 
3. FI3  f5(f4(FIw, W)) // Multi-level filtering 
4. DFIm f6(FI3) 
End 
 
The first step of the proposed algorithm is mainly subjected to the mean filtering process FI1. An 
averaging function f4() is used to perform the filtering process using linear operation with F (filter mask=m x 
n, where n=3, and m=3). The function f4() determines the mean value of the FIm (p,q) with the W centered at 
point p, q pixel coordinate of FIm (Line1). The filtered image (mFI) at point (p, q) can be given as in (3): 
 
𝑚𝐹𝐼 =  1/(𝑚 𝑥 𝑛) ∑ 𝐹𝐼𝑚 {𝑝, 𝑞}𝑁∈{𝑝,𝑞}  (3) 
 
where mFI is the filtered image and W is the filter mask or window as a square matrix of size m x n, N refers 
to the neighborhood values belonging to the set of pixel coordinate p, q in the square matrix F.  
This operation is executed using convolution matrix, where each coefficient considered with the 
value of 1/F. This operation is computationally efficient and effective in smoothing the image's visual quality 
suffering from the blurriness. However, if the input fundus image is subjected to a higher noise or random 
noise level, then the input image processed with mean filtering lacks the edge details in the resulting output. 
The median filtering FI2 is considered in the proposed system to eliminate random noise issues in the input 
image. Similarly, a median filter is applied using function f5(), which executes non-linear operation 
considering computation of the median value of the FIm with filter mask M (Line2). In this process, the 
coordinates points of a pixel in the mask M are arranged based on the grayscale values, and the median value 
of M is used to eliminate the noisy values. It restores the noise-free pixel values in the M. The output image 
achieved by non-linear enhancement operation described as (4): 
 
mdFI(p, q) =  median(FIm(p − i, q − j), i, j ∈  M) (4) 
 
where mdFI is the output denoised fundus image, M is the mask of size n x m, where m, n=3x3.  
This technique is effective in the elimination of random noise, blurriness in the fundus images. 
However, the proposed study also implemented a combined approach of mean, median, and first-order 
recursive filtering approach to perform a multi-level filtering process to eliminate higher-level noise in the 
input image (Line3). In this process, the outcome obtained (FI1) from the mean filtering approach is taken as 
input for the median filtering approach of mask M size 5x5. Output image FI3 is then processed with a first-
order recursive filter [27]. A recursive filtering function f6() is used with an input argument FI3 (output of 
combined mean and median filter).  
 
5.3. Algorithm for contrast enhancement 
Various image enhancement techniques implemented in the proposed system to contrast adjustment 
and brightness preservation in the input image are discussed in this section. Power-law-based enhancement is 
widely used in the existing literature to improve the contrast of images based on the gamma correction factor. 
 
Algorithm for fundus image Contrast enhancement using power-law transforms 
Input: FI (Input Fundus Image) 
Output: EFI (Enhanced Fundus Image), b2 (brightness EFI), s2 (sharpness EFI) 
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Start 
1. Initialize 𝑙 
2. EFI255x(FI(𝑝, 𝑞)/255)1/𝑙 
3. [b1,b2]  f2(EFI(f1(FI)) 
4. [s1, s2]  f4(EFI(f3(FI) 
5. Evaluate: output image 
6. / If the requirement is to increase the contrast of dark and poor contrast fundus 
image: 
7. Check:[b1,b2] and [s1,s2]  
8. Otherwise: 




The first step of the algorithm is to initialize the variable 𝑙 attribute for contrast correction (Line1). 
Then, the contrast correction for given image enhancement is carried using numerical expression mentioned 
in the algorithm, which refers to a non-linear operation that maps the un-even illumination value in the input 
image to the uniform luminance in the output space using correction factor 𝑙 followed by power-law 
transformation (line 2). In the next step (Line3), the algorithm computes the brightness value b2 and b1 for 
both enhanced image using function f2() and input image using function f1(). Similarly, the quantified 
sharpness s1 and s2are also computed for both input image and output image using function f3() and 
f4()respectively for the particular value of the correction factor attribute𝑙 Line 4&5.However, the requirement 
is to increase the image's contrast; therefore, the system evaluates both quantified sharpness and brightness to 
justify the need for FI enhancement using this technique (Line 7&8).However, if the user is not satisfied, then 
the same steps will be followed with different values of 𝑙 within the range of 1:0.98. In addition, the value of 
𝑙can not be considered one because the power law transformation function performs liner operation, which 
means no mapping of output space with contrast corrected values. The enhancement requirement also is 
justified with the histogram analysis. CLAHE has been an extensively adopted mechanism for enhancing the 
contrast of fundus imaging and other medical imaging modalities. In CLAHE, the image is divided into 
evenly distributed blocks, and the histogram of each block is determined. Before computing the global 
histogram and contrast intensity, the local histogram of each block is clipped using a clipping limit (cL) 
defined based on the user requirement. For example, for input image FI with m row and n column, the cL is 
given by (5): 
 









  (5) 
 
where cF is the contrast factor, S is the histogram slope.  
The clipped histograms are normalized, and the cumulative distribution of each block is computed 
based on the distribution parameter. The adjacent blocks are united using bilinear interpolation to eradicate 
unwilling boundaries. The advantage of using CLAHE is that it overcomes the issues associated with over 
brightness. The fundus images are often captured in low-lightening conditions. As a result, images are 
generated with low contrast, high noise, and haziness. The study considered a low-light color image 
enhancement technique to increase brightness and sharpness in the images captured in a low-lighting 
environment. The algorithm for low-lighting color enhancement is discussed as follows: 
 
Algorithms for fundus image contrast enhancement using power-law transform 
Input: FI (Input Fundus Image) 
Output: EFI (Enhanced Fundus Image) 
Start 









In the first line of the algorithm, a variable Inv is initialized to compute an inverted image (Line1). 
A function f1() is used to compute the complement of input FI, and the output is stored as a first-level 
inverted image (Line 2). The complement of the image is carried out using a formula, i.e., 255-FI, where 255 
is the maximum color intensity value. In the following process, a function f2() is applied over Inv1 (inverted 
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image) to enhance the image using the haze removal algorithm (Line3). To improve enhancement output, a 
similar process is repeated to perform a secondary level of enhancement. Therefore, a function f1() is again 
applied to the E1, an enhanced image computed in the previous step to compute complement. The secondary 
level of enhanced image E2 is computed using a similar function f2() that calls the haze removal algorithm 
(Line4 & Line5). The improved image E2 is further subjected to the guided filter [28], using function f3(), 
which provides edge smoothed image E3 as the final enhanced image. Finally, the enhanced inverted image 
is restored into its original color state as enhanced fundus image (EFI) enhanced fundus image using function 
f1(). The reason behind adopting the haze removal-based low-light color fundus image algorithm is to 
explore its effectiveness towards benefitting enhancement on dark color FI images. The proposed system also 
offers a mechanism for identifying one of the most significant features known as exudates using the 
mathematical morphological mechanism. The algorithmic steps are given as follows: 
 
Algorithm for fundus image contrast enhancement using morphological operator 
Input: FI (Input Fundus Image) 
Output: EFI (Enhanced Fundus Image) 
Start 
1. [g]  FI(:, :, 2) 
2. sE  f1('disk', 6) 
3. cL  f2(g, sE) 
4. sE  f1('disk', 8) 
5. oP  f3(G, sE) 
6. B → f4(oP-cL) 
End  
 
The algorithm takes input fundus image FI and, after a morphological operation, provides extraction 
exudates in a contour plot. The first step of the algorithm is to extract the green 'g' color channel from FI to 
initiate the morphological operation (Line1). A disk shape like structuring element (sE) is constructed using 
function f1() with radius length of pixels (Line2) to perform closing operation 'cL' followed by 
morphological bottom hat operation function f2() given as (6): 
 
𝑔 ⋅ 𝑠𝐸 =  (𝑔⨁𝑠𝐸) ⊖ 𝑠𝐸 (6) 
 
where g is the green color channel extracted from the FI, sE is the structuring element, ⋅ closing operator, ⨁ 
dilation operator and ⊖ is the erosion operator.  
In the bottomhat operation, the outcome from the above numerical expression is subtracted from the 
input image (Line3). This process provides a mechanism of vessel extraction obtained in the form of a low 
grayscale level object. In the next step, the algorithm again creates a structuring element using a similar 
function to initiate opening operation followed by tophat morphological (Line3 and Line4). The top that 
function f3() extracts a bright region with a higher intensity localization. This operation is given as (7):  
 
𝑔 ∘ 𝑠𝐸 =  (𝑔 ⊖ 𝑠𝐸)⨁𝑠𝐸 (7) 
 
where ∘ is the morphological opening operator.  
Further, the algorithm performs image binarization operation using function f4() and input argument 
of the difference between tophat and bottomhat values. This means the outcome achieved by the bottom hat 
is subtracted from the outcome achieved by the tophat process to extract precise exudates using a contour 
plot (Line6-7). The study explores the effectiveness of applying swarm-based optimization in the 
enhancement of the fundus image. The optimization method is based on the population-oriented search 
algorithm. The solution space is called a particle, and each particle has its fitness value Fv. The particle from 
the problem searches the solution space by optima in the iteration. Each solution is updated with the local 
best (Pb) and global best (gb) in each iteration, and further, it updated their velocity and position. This 
process continues until the requirement is fully satisfied or any error occurs. The algorithm steps are 
mentioned for proposed enhancement optimization.  
The algorithm takes the input value as FI (fundus image) and generates EFI after executing an 
optimization algorithm (enhanced fundus image). First, the algorithm initializes the variables as max-Iter, 
Imax, Imin (maximum and minimum Inertial weight), v1, and v2 as acceleration coefficients, Psize 
population size (Line1). Then, the empty vector construction is carried out to store Fitness value Fv, local 
best Pb, and global best gb position of the particles (Line2). The overall computation is carried on the 
grayscale image gFI. The size of the original image row 'r,' column 'c' is computed as a reference variable for 
the other computation process (Line3). For each iter, computation of variable I is carried out to determine the 
optimal set for parameters initialized. It also means that the parameters are subjected to each particle or 
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solution space (Line4 & Line5). Each particle size computes enhanced FI using function fx2() with an input 
argument of gFI, and initial particle position. Here the function fx2() refers to a transformation operation to 
enhance the input image. In the next step of the algorithm, discrete function fx3() with an input argument of 
the enhanced image, m, and n is considered for computing fitness value Fv. The maximum value in the Fv 
max gets computed. The variable gb is computed as the maximum value of the Pb (Line6). The updating 
process for the of the particle new position P(x) and velocity P(v) is continued till the required criteria are 
matched (Line7 to 9), where w is the Inertial weight I and Pc previous velocity and Pl is the last location. 
 
Algorithm: Swarm based stochastic optimization approach for image enhancement  
Input: FI (Fundus Image) 
Output: FIE (Enhanced Fundus image) 
Start 
1. Init, Max-Iteration, Imax, Imin, v1, v2, Psize 
2. Construct: empty vector [𝐹𝑣⃗⃗⃗⃗  ⃗, 𝑃𝑏⃗⃗⃗⃗  ⃗, 𝑔𝑏⃗⃗ ⃗⃗  ] 
3. Convert rgb IF→gIF(mxn) fx1(IF, m x n x D) 
4. Particle Initialization  
5. For i=1 to Max-iteration 




b. For j=1 to Psize 
i. Compute FIE:𝑓x2(gFI, size) 
ii. Compute: Fv→𝑓𝑥3(FIE, n,m) 
iii. Fvmax𝑓4(Fv) 
iv. Pb=P(x)→ check: fv <  𝑃(𝑥) 
v. Otherwise: 𝑃𝐵 = 𝑣 
  End 
End 
6. Update gbf4(Pb) 
7. For each P 
a. Compute: P(v)  
b. Compute: P(x)  





6. RESULTS AND DISCUSSION 
The implementation of the proposed on-demand preprocessing framework is carried out on the 
numerical computing tool MATLAB. This section discusses the outcomes achieved by different 
preprocessing techniques for fundus image denoising and enhancement. Each method is evaluated over six 
different fundus images, where one is a dark fundus image, and the second one is a clear fundus image. The 
selection of enhanced images will be based on the visual outcome and quantitative analysis considering PSNR 
and quantified brightness. It can be seen that different preprocessing operation provides different outcomes in terms of 
enhanced image. The quantified analysis in terms of PSNR and Brightness is shown in Figures 2(a) and (b) and 
Figures 3(a) and (b). Figure 2(a) the analysis of enhancement techniques is carried out in PSNR, which 
shows better performance achieved by the CLAHE technique and other PSO optimization techniques. For 
linear evaluation, the clip limit (0.02) and gamma correction (0.89) values are considered fixed for all six 
images. For the input fundus images (1, 2, 5, and 6), gamma correction has shown higher PSNR. In the 
overall evaluation process, the low-light enhancement technique exhibited low PNSR compared to all other 
methods. The idea of considering a low-light enhancement image is to enhance the visibility of dark fundus 
images. The performance evaluation exhibited in terms of brightness shows that low-light enhancement 
techniques exhibit consistently higher performance. This evident the requirement of low-light enhancement 
techniques in the clinical analysis for the dark fundus images. 
Figure 3(a) shows similar performance by the mean filtering approach and combined filtering 
approach. However, the performance exhibited by the median filter in both analyses PSNR and Brightness is 
a little less compared to other techniques. The reason can be multiple. The first one is the visual characteristic 
of input images, filter size, noise nature, and noise variance in the input image. The study has considered 
adding some additive Gaussian noise in the input image for the practical evaluation, which is then filtered by 
introduced filtering techniques. The performance of preprocessing techniques can be improved by fine-tuning 
their parameters like in the case of gamma correction (gamma value variation), CLAHE (i.e., clip-limit 
adjustment), and PSO (particle parameters). 
The usage of image scaling, cropping, and normalization provides extra assistance for effective 
enhancement operations. Image scaling can be done for reducing or increasing the resolution of the images 
concerning computational complexity. The image cropping can also provide a better approach to visualizing 
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the specific part of the input image. The normalization mechanism makes the distribution of image pixel 
intensity into a favorable range. A morphological approach is considered to detect the exudates' features from 
the input fundus image as a secondary preprocessing step. It can be regarded as the primary step towards the 
image segmentation process. The extraction of exudates is an effective bio-marker towards the detection of 












Figure 3. Evaluation of filtering technique in terms of brightness: (a) number vs. PSNR (db),  
(b) number of input images vs. brightness (cd/m2) 
 
 
   
(a) (b) (c) 
 
Figure 4. Primary segmentation of exudates using mathematical morphology: (a) morphological bottomhat, 
(b) morphological tophat, (c) exudates detection 
 
 
Based on the performance evaluation, the proposed study concluded that selecting suitable 
enhancement techniques depends on the output image visual response, statistics, and quality metric. 
Therefore, it can be said that each preprocessing approach introduced in the proposed system is a 
complement to each other depending on the different preprocessing issues and enhancement required. The 
significant contribution of this study is that it offers the essentials of fundus image quality improvement, 
                ISSN: 2088-8708 
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which is on-demand and flexible in an active environment to perform comprehensive enhancement over input 
image. Therefore, a collection of preprocessing packages with an interactive user interface is proposed, 




In this paper, an on-demand preprocessing framework is modeled to address different enhancement 
issues and random noise associated with the fundus image. The proposed preprocessing framework integrated 
various techniques to address other problems categorized into three distinct parts: geometric-related 
problems, random noise and high-level noise, and enhancement-related problems. The study implemented an 
image scaling technique, RoI extraction, and image normalization to address geometric issues in the image. 
Similarly, different filtering techniques are adopted to address random and high-level noise. Contrast 
enhancement is improved using gamma correction, histogram analysis, low light color enhancement, 
morphological operator, and swarm optimization-based enhancement. Therefore, the proposed system can 
offer a flexible solution to overcome the limitations associated with the single image enhancement technique. 
The main objective of this work is to introduce a universal interface system that supports on-demand 
preprocessing operations with an option ofa wide range of preprocessing mechanisms. The user can 
efficiently perform appropriate enhancement over an image based on evaluating a particular medical image 
with different preprocessing options. The performance of each technique is validated based on qualitative and 
quantitative analysis. The proposed study can be extended to perform segmentation and diabatic retinopathy 
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