"Most" hypersurfaces in projective space are irreducible, and rather precise estimates are known for the probability that a random hypersurface over a finite field is reducible. This paper considers the parametrization of space curves by the appropriate Chow variety, and provides bounds on the probability that a random curve over a finite field is reducible.
Introduction
The Prime Number Theorem and a well-known result of Gauß describe the density of primes and of irreducible univariate polynomials over a finite field, respectively. "Most" numbers are composite, and "most" polynomials reducible. The latter changes drastically for two are more variables, where "most" polynomials are irreducible.
Approximations to the number of reducible multivariate polynomials go back to Leonard Carlitz and Stephen Cohen in the 1960s. This question was recently taken up by Bodin [2] and Hou and Mullen [16] . The sharpest bounds are in von zur Gathen [8] for bivariate and von zur Gathen et al. [9] for multivariate polynomials.
From a geometric perspective, these results say that almost all hypersurfaces are irreducible, and provide approximations to the number of reducible ones, over a finite field. Can we say something similar for other types of varieties?
This paper gives an affirmative answer for curves in P r for arbitrary r. A first question is how to parametrize the curves. Moduli spaces only include irreducible curves, and systems of defining equations do not work except for complete intersections. The natural parametrization is by the Chow variety C d,r of curves of degree d in P r , for some fixed d and r. The foundation of our work are the results by Eisenbud and Harris [6] , who identified the irreducible components of C d,r of maximal dimension. It turns out that there is a threshold d 0 (r) = 4r − 8 so that for d ≥ d 0 (r), most curves are irreducible, and for d < d 0 (r), most are reducible. This assumes r ≥ 3; the planar case r = 2 is solved in the papers cited above, and single lines, with d = 1, are a natural exception.
Over a finite field, we obtain the following bounds for curves chosen uniformly at random from C d,r . For d ≥ d 0 (r), Theorem 16 provides upper and lower bounds on the probability that the curve is reducible over F q . For d ≥ 6r − 12, Corollary 19 does so for the probability that the curve is relatively irreducible over F q , that is, irreducible over F q and absolutely reducible. For any d and r as above, both bounds tend to zero with growing q. In fact, the rate of convergence in terms of q is the same in the upper and lower bounds, with (different) coefficients depending only on d and r. Furthermore, we prove an "average-case Weil bound", estimating the absolute difference between q + 1 and the expected number of F q -points on a curve defined over F q .
All our estimates are explicit, without unspecified constants. The main technical tools are Bézout type estimates of the degrees of certain varieties, such as the incidence correspondence expressing that a curve in C d,r is contained in the variety defined by a system of equations.
The structure of the paper is as follows. Section 2 introduces basic notations and facts, mainly concerning the Bézout inequality and Chow varieties. Section 3 determines the codimension of the set of reducible curves, for d ≥ d 0 (r). This is mainly based on [6] . Section 4 bounds, in several steps, the degree of the Chow variety. These estimates form the technical core of this paper. Section 5 draws the conclusions for the probability of having a reducible curve, and Section 6 applies our technology to relatively irreducible curves. The final Section 7 yields an average Weil estimate.
Notions and notations
Let F q be a finite field of q = p m elements, where p is a prime number, let F q be an algebraic closure, and let P r = P r (F q ) denote the r-dimensional projective space over F q . Let P r * denote the dual projective space of P r , that is, P r * = P((F q r+1 ) * ). Let G(k, r) denote the Grassmanian of k-dimensional linear spaces (k-planes for short) in P r . We shall also denote by A r+1 = A r+1 (F q ) the affine (r + 1)-dimensional space. Let K be a subfield of F q containing F q , and let K[X 0 , . . . , X r ] denote the ring of (r + 1)-variate polynomials in indeterminates X 0 , . . . , X r and coefficients in K. Let V be a K-definable projective subvariety of P r (a K-variety for short), namely the set of common zeros in P r of a finite set of homogeneous polynomials of K[X 0 , . . . , X r ]. For homogeneous polynomials f 1 , . . . , f s ∈ K[X 0 , . . . , X r ], we shall use the notations V (f 1 , . . . , f s ) or {f 1 = 0, . . . , f s = 0} to denote the K-variety V defined by f 1 , . . . , f s . We shall denote by 
Degree and Bézout type inequalities
For an irreducible variety V ⊂ P r , we define its degree deg V as the maximum number of points lying in the intersection of V with a linear variety L ⊂ P r of codimension dim V for which #(V ∩ L) is finite. More generally, if V = C 1 ∪ · · · ∪ C N is the decomposition of V into irreducible components, we define the degree of V as deg V = N i=1 deg C i (cf. [14] ).
An important tool for our estimates is the Bézout inequality (see [14] , [7] , [21] , [5] ): if V and W are subvarieties of P r , then the following inequality holds:
The following inequality of Bézout type will also be useful (see [15, Proposition 2.3] 
We mention another variant of (2) and [5, Lemma 1.28], adapted to our purposes.
. . , f m ) be a subvariety of P r defined by homogeneous polynomials of degree d and let V s denote the union of the irreducible components of V of codimension at most s, then
Proof. Fix arbitrarily a point x ∈ P r \ V . Then we may choose a 1,1 , . . . , a 1,m ∈ F q with m j=1 a 1,j f j (x) = 0. Setting g 1 = m j=1 a 1,j f j , we have that {g 1 = 0} is an equidimensional projective variety of dimension r − 1 containing V .
Consider now the decomposition {g 1 = 0} = ∪ n i=1 C i of {g 1 = 0} into irreducible components. Suppose that C i is not contained in V for 1 ≤ i ≤ n 1 and it is contained in V (and hence it is a component of V ) for n 1 + 1 ≤ i ≤ n. Then there exist x (2,i) ∈ C i \ V for 1 ≤ i ≤ n 1 , and a 2,1 , . . . , a 2,m ∈ F q such that no point x (2,i) is a zero of the polynomial g 2 = m j=1 a 2,j f j . Observe that {g 1 = 0, g 2 = 0} contains all the components of V of codimension at most 2 among its irreducible components.
Arguing inductively, we see that there exist homogeneous polynomials g 1 , . . . , g s ∈ F q [X 0 , . . . , X r ] of degree d with the following property: all the irreducible components of V of codimension at most s are irreducible components of {g 1 = 0, . . . , g s = 0}. In particular, all the irreducible components of V s are irreducible components of {g 1 = 0, . . . , g s = 0}. By the definition of degree and the Bézout inequality (1) it follows that deg(U ∩ V s ) ≤ d s , which finishes the proof of the lemma.
Finally, we shall also use the following well-known inequality, which is proved here for lack of a suitable reference.
Lemma 2. Let V be a projective subvariety of P r and let F = (f 0 , . . . , f s ) : V → P s be a regular mapping defined by homogeneous polynomials of degree
Proof. We may assume without loss of generality that V is irreducible. Then F (V ) is an irreducible variety of P s . Let H 1 , . . . , H m be hyperplanes of
Observe that F −1 (H i ) = V ∩{g i = 0}, where g i is a linear combination of the polynomials f 0 , . . . , f s for i = 1, . . . , m. Therefore, by the Bézout inequality (1) it follows that deg
This finishes the proof of the lemma.
F q -rational points
The set of F q -rational points of V , namely V ∩ P r (F q ), is denoted by V (F q ). In some simple cases it is possible to determine the exact value of #V (F q ). For instance, the number p r of elements of P r (F q ) is given by p r = q r + q r−1 + · · · + q + 1. In what follows we shall use repeatedly the following elementary upper bound on the number of F q -rational points of a projective variety V of dimension s and degree d (see, e.g., [ 
Chow varieties of curves
Suppose that r ≥ 2 and fix d > 0. Consider the incidence variety
Let π : Ψ → P r and η : Ψ → P r * × P r * denote the standard projections. Fix a curve C ⊂ P r of degree d and consider the "restricted" incidence variety
It turns out that η(Ψ C ) is a bihomogeneous hypersurface of P r * × P r * of bidegree (d, d) (see, e.g., [13, Lecture 21] ). This hypersurface is thus defined by a reduced bihomogeneous polynomial . Let K be a subfield of F q . There exists a oneto-one correspondence between the set of effective K-cycles of dimension 1 and degree d and the set of K-rational points in the Chow variety C d,r .
The inverse of the correspondence of Theorem 3 can be explicitly described in the following terms. Let [F ] be a point of C d,r with F reduced. We define the support of [F ] by supp(F ) = {x ∈ P r : π
where V F is the hypersurface of PV d,r defined by F . We have supp(F C ) = C for every curve C ⊂ P r of degree d (see, e.g., [13, Lecture 21] ). This identity is extended straightforwardly to cycles by taking into account the multiplicity of each factor of F .
Reducible and K-reducible cycles
If K is a subfield of F q , an effective K-cycle C is called K-reducible if there exist s ≥ 2 and effective K-cycles C 1 , . . . , C s such that C = s i=1 C i holds. When K = F q we shall omit the reference to the field of definition and simply speak about (absolutely) reducible effective cycles.
The set R d,r of reducible effective cycles of P r of dimension 1 and degree d is a closed subset of the Chow variety C d,r . In order to prove this, fix 1 ≤ k ≤ d − 1 and consider the Chow varieties C k,r and C d−k,r . We have a regular map
which is induced by the multiplication mapping PV k,r × PV d−k,r → PV d,r . It is easy to see that the following identity holds:
Since C k,r × C d−k,r is a projective variety and the image of a projective variety under a regular map is closed we conclude that R d,r is a closed subset of C d,r .
The codimension of the variety of reducible curves
The irreducibility of a single polynomial over a finite field shows a qualitatively different behavior between one and at least two variables. In the former case, fairly few (a fraction of about 1/d at degree d ≥ 2) are irreducible, while in the latter case almost all (a fraction of about 1 − q −d+1 over F q ) are irreducible. One may wonder whether such a qualitative jump also occurs for systems of more than one polynomial. We consider this question in a special case, namely where the equations define a curve in P r . It turns out that there is a threshold d 0 (r) = 4r − 8 for the degree where this jump occurs. At lower degrees, curves are generically reducible (with single lines, of degree 1, as a natural exception), while at degree d ≥ d 0 (r) a generic curve is irreducible.
The qualitative result follows from the work of Eisenbud and Harris [6] . Our contribution are quantitative estimates for the fractions under consideration. Fairly precise bounds are available for single polynomials (that is, planar curves). Similarly, our lower and upper bounds for d ≥ d 0 (r) are given by the same power of q, but with two different coefficients depending on d and r.
The foundation for our work are the following results from [6] . They consider two irreducible subvarieties of C d,r :
It is easy to see that, 
For r = 3 and d ≥ 4, and for r ≥ 4, either dG(1, r) or P (d, r) is the unique irreducible component of maximal dimension.
We let R d,r = {C ∈ C d,r : C reducible}. In the case (d, r) = (2, 3), both R 2,3 = 2G(1, 3) and P (2, 3) have dimension 8, so that codim C d,r R d,r = 0. In the case (d, r) = (3, 3), we have R 3,3 ⊃ 3G(1, 3) and both 3G(1, 3) and P (3, 3) have dimension 12, so that codim
and also equalities in the two conditions correspond to each other. Since 3/(2d − 3) is not an integer for d > 3, dG(1, r) and P (d, r) never have the same dimension except for d = 1, where P (1, r) = 1G(1, r) = G(1, r) has dimension 2(r − 1), and for the exceptional cases from above, where
Furthermore, 3/2(2d − 3) < 1/2 for d > 3. We abbreviate b d,r = dim C d,r and reword Fact 4 as follows.
C d,r has exactly one component of maximal dimension, namely P (d, r) and dG(1, r) in the first and second case, respectively, except for (8).
When d < 4r − 8 and excepting (8) 
induced by the multiplication mapping
We abbreviate the latter as m and first show that it equals the value claimed for the codimension.
We note that d/2 ≥ 2 and k ≤ d − k for all k ∈ K and define a partition of K into three subsets K 1 , K 2 , K 3 as follows: 
In the last line, u(k) does not depend on k.
If
We may now assume that d ≥ 4r − 7. Then 1 ∈ K 2 and u(1) = d− 2r + 3. For k ∈ K 2 , u(k) is a quadratic function of k with roots 0 and 2d − 4r + 7 and takes its minimum in the range 1 ≤ k ≤ 2d − 4r + 6 at k = 1. Since
To determine m 1 , we may assume that d/2 ≥ 4r − 8, since otherwise K 1 = ∅. The quadratic function k(d − k) takes its minimum value in K 1 at 4r − 8. Now
.
The last inequality is strictly satisfied, since
The last condition is strictly satisfied, and therefore m 3 > m 2 and m = m 2 . In all cases, we have m = u(1).
In order to prove a lower bound on dim R d,r , it is sufficient to show that µ 1,d,r has some finite fiber, since then 
The degree of the Chow variety of curves
Recall that an effective F q -cycle C of P r of dimension 1 is F q -reducible if there exist s ≥ 2 and effective F q -cycles C 1 , . . . , C s such that C = s i=1 C i . According to Theorem 3, to each F q -cycle of degree d corresponds a unique F q -rational point of C d,r . Therefore, to each F q -cycle of degree d which is F q -reducible corresponds at least one point in the image of C k,r (F q ) × C d−k,r (F q ) under the mapping µ k,d,r for a given k ∈ K = {1, . . . , ⌊d/2⌋}. More precisely, we have
4.
1. An upper bound on the degree of the restricted Chow variety C d,r
The inequality (9) shows that an upper bound on the number of F q -reducible cycles in P r of dimension 1 and degree d can be deduced from an upper bound on the degree of the Chow variety C d,r of curves over F q of degree d in P r . In order to obtain an upper bound on the latter, we consider a suitable variant of the approach of Kollár [18, Exercise I. 3 .28] (see also [12] ).
With the terminology of [6] , we shall consider the restricted Chow variety C d,r of curves of degree d of P r , namely the union of the irreducible components of C d,r whose generic point corresponds to a nondegenerate absolutely irreducible curve of P r . Our purpose is to obtain an upper bound on the degree of C d,r , from which an upper bound on the degree of C d,r is readily obtained.
An incidence variety related to C d,r
Let P N denote the projective space of sequences f = (f 0 , . . . , f r ) of homogeneous polynomials in F q [X 0 , . . . , X r ] of degree d, and consider the incidence variety
In this section we obtain an upper bound on the degree of Γ. Let θ : Γ → P N and φ : Γ → C d,r denote the corresponding projections. The φ-fiber of a cycle [F ] corresponding to a curve C consists of the set of sequences f = (f 0 , . . . , f r ) vanishing on C. On the other hand, it is clear that the image θ(Γ) is contained in the Zariski closed subset U of P N defined by
According to [18, Exercise I.3 .28], the following facts hold:
(1) U is a closed subset of P N , (2) U can be defined by polynomials of degree Lemma 7. We have the estimate
Proof. Denote by U (r+1)(d 2 +1) the union of the absolutely irreducible components of U of codimension at most (r + 1)(d 2 + 1). According to (3)- (4), all the absolutely irreducible components of θ(Γ) are absolutely irreducible components of U (r+1)(d 2 +1) . Thus, by definition of degree it follows that deg θ(
, from which the lemma follows. 
where I d,r denotes the set of nondegenerate irreducible curves of P r of degree d. 
Then [18, Corollary I.3.24.5] shows that supp(F ) is an irreducible curve of P r of degree d. Assume without loss of generality that supp(F ) has no components contained in the hyperplane {X 0 = 0} at infinity. By (5) it follows that
Let A 0 , . . . , A r ,B 0 , . . . ,B r be new indeterminates, let A = (A 0 , . . . , A r ), B = (B 0 , . . . , B r ) and X = (X 0 , . . . , X r ), and let F = |α|=|β|=d a α,β A α B β . Then
Since supp(F ) has no components at infinity, we see that the condition π −1 (x) ⊂ η −1 (V F ) is equivalent to the identity
Denote by F (A, B, X) the polynomial in the left-hand side of the previous expression and write
where a = (a α,β ) α,β is the vector of coefficients of F and γ, δ run through the set of elements ν ∈ (Z ≥0 ) r with |ν| = d. Then (13) is equivalent to the following defining system of supp(F ) in P r :
Observe that each polynomial c γ,δ (a, X) is bihomogeneous of degree 1 in a and degree 2d in X.
If the inclusion V (f ) ⊃ supp(F ) is fulfilled then the ideal (f 0 , . . . , f r ) generated by f 0 , . . . , f r is included in the ideal I(C) of the curve C = supp(F ). The latter condition implies the corresponding inclusion (f 0 , . . . , f r ) d ⊂ I(C) d of dth powers of both ideals. According to [1] or [17] , the inclusion of ideals
On the other hand, the converse assertion is easily established by observing that (15) implies the corresponding inclusion of radical ideals, which in turn implies V (f ) ⊃ supp(F ). 
Equating the corresponding coefficients at both sides of (16) we can reexpress (16) as a linear system with the coefficients of the polynomials h γ,δ as indeterminates. The number of equations of this system equals the number of coefficients of the polynomials on both sides of (16 equations. On the other hand, the number of unknowns is equal to the number of coefficients of all the polynomials h γ,δ , namely
2 . We also remark that the coefficients of the matrix of this system are linear combinations of the coefficients a = (a α,β ) α,β of F .
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The existence of solutions of (16) is equivalent to the identity of the ranks of the coefficient matrix and the extended coefficient matrix of (16) . Since these two matrices have rank at most
, the existence of solutions of (16) 
where e denotes the basis of the natural logarithm and
Proof. By our previous remarks it turns out that the degree of the incidence variety Γ equals the degree of the open dense subset θ 
(see, e.g., [10] ). Then we have the following upper bound on codim V×Wc Γ c : . Therefore, from Lemma 1 we conclude
By Lemma 7 we have deg
First we observe that the inequality d
On the other hand, from [20, Theorem 2.6] we easily deduce the following upper bounds:
Combining these inequalities with (18) and Remark 1 below, the bound of the statement of the theorem follows.
Remark 1.
The following identities hold:
As a consequence of this result we obtain an upper bound on the degree of the union C d,r of the absolutely irreducible components of the Chow variety C d,r containing an absolutely irreducible nondegenerate curve. Such a bound is deduced from the facts that C d,r is the image of the linear projection φ : Γ → C d,r and that the degree does not increase under linear mappings. Next we obtain an upper bound on the degree of the union C d,r of the components of the Chow variety C d,r for which the generic point corresponds to an absolutely irreducible curve. Since we have an upper bound on the degree of the restricted Chow variety C d,r , namely the union of the components of C d,r for which the generic point corresponds to a nondegenerate absolutely irreducible curve, there only remains to consider the degenerate cases.
Fix k with 2 ≤ k < r and consider the union C (k) d,r of the absolutely irreducible components of C d,r for which the generic point corresponds to an absolutely irreducible curve spanning a k-dimensional linear subspace of P r .
Lemma 11. For d ≥ k ≥ 2 and r ≥ 3, the following upper bound holds:
Proof. First we observe that it is easy to construct a set-theoretic bijection
Indeed, a curve in P k can be embedded in P r and moved to any subspace of dimension k using a suitable linear isomorphism. Fixing the embedding, a bijection as above is obtained. We claim that there exists a dense open subset U of G(k, r) such that the restriction of a set-theoretic bijection as above to C d,k × U is given by a polynomial map φ :
Fix a basis {e 0 , . . . , e r } of F r+1 q , let P k be embedded in P r as the subspace spanned by the first k + 1 basis vectors e 0 , . . . , e k in P r and consider the corresponding embedding of and viceversa. The entries m i,j of the last r − k columns of this matrix yield a bijection of U Φ with A (k+1)(r−k) , and are known as the Plücker coordinates of the Grassmannian G(k, r) (see, e.g., [13] ).
For each [F ] ∈ PV d,k and (m i,j ) ∈ A (k+1)(r−k) , we define
where M ∈ A (r+1)×(r+1) is the matrix
Id j denotes the identity matrix of A j×j for every j ∈ N and 0 denotes the zero matrix of A (r−k)×(k−1) . Since the identity
holds, we easily conclude that the injection φ is a regular map defined by polynomials of degree at most d 2 + 1. If [F ] is the Chow form of an irreducible nondegenerate curve C of P k , then we have that φ ([F ], (m i,j ) ) is the Chow form of the curve C M = {Mx : x ∈ C}. Clearly, C M is an irreducible curve which is nondegenerate in the subspace spanned by the first k + 1 rows of M. This shows that φ(
d,r consisting of the forms whose support spans a subspace complementary to Φ. For [G] in V Φ , consider the Plücker coordinates (m i,j ) ∈ A (k+1)(r−k) of the subspace spanned by supp(G) and the corresponding matrix M defined as in (21) . By reversing the argument above, it turns out that the polynomial F (A, B) = G(MA, MB) depends only on the indeterminates A 0 , . . . , A k and B 0 , . . . , B k , and hence its support is a nondegenerate curve in P k . We conclude that [F ] belongs to C d,k and the Chow form [G] is the image under φ of the pair ([F ], (m i,j ) ). It follows that φ(
Applying Lemma 2, the estimate of the lemma follows.
Proposition 12. For d ≥ 1 and r ≥ 3, the following upper bound holds:
where g d,r is defined as in (17).
Proof. First suppose that d ≥ r. From Fact 5, Corollary 10 and Lemma 11 we have
By Remark 1 we easily deduce that the numbers g d,k are increasing functions of k, which implies (ed)
for 2 ≤ k ≤ r − 1. This shows that r) . In this case we have an explicit expression for the degree of G (1, r) , from which the estimate of the statement follows (see, e.g., [13, Example 19 .14]):
This finishes the proof of the proposition.
Finally, we obtain an upper bound on the degree of the Chow variety C d,r of curves of P r of degree d. We recall the quantity g d,r from (17).
Theorem
, and consider the morphism 
Furthermore, since each image im µ (a,d) is a closed subset of C d,r , we have
Applying Lemma 2 and Proposition 12, we obtain the following inequality:
Proof of Claim. Define c k = exp(h(k)), where h : R ≥0 → R is the function defined by the identity exp(h(x)) = 2(ex) r(r+1)(x 2 +1)+3rgx,r . From Remark 1 we easily conclude that h is differentiable and its derivative is increasing. A straightforward argument shows the inequality c k c m ≤ c m+k for arbitrary positive integers k, m and r ≥ 3. Hence, for
This shows that
Taking into account that the expression 2 m c m is increasing in m, we obtain
This proves the claim.
Combining (23) with this claim proves the theorem.
The number of F q -reducible curves
From Theorem 13 we derive an upper bound on the number of F q -reducible cycles of the Chow variety C d,r . Theorem 14. For r ≥ 3 and d ≥ 4r − 8, the following upper bound holds: Proof. Let c k,r = (2ek) r(r+1)(k 2 +1)+4rg k,r for k ∈ N. According to (9) and Theorem 13, we have the inequality
Let h : R ≥0 → R be the function defined by the identity exp(h(x)) = (2ex) r(r+1)(x 2 +1)+4gx,r . Arguing as in the proof of Theorem 13, we deduce that h is differentiable and its derivative is increasing. This implies that the function f y : [0, y/2] → R ≥0 defined by f y (x) = exp(h(x)) exp(h(y − x)) is decreasing for any positive real number y. It follows that c k,r c d−k,r ≤ c 1,r c d−1,r for 2 ≤ k ≤ d/2, and hence
Combining (24) and (25) we easily deduce the statement of the theorem.
In order to obtain bounds on the probability that an F q -curve in P r is F q -reducible, we take as a lower bound on the number of all F q -curves of P r the number #P (d, r)(F q ) of plane F q -curves in P r . Bounds on the number #R(d, r)(F q ) of plane F q -reducible curves of P r are provided by the estimates for irreducible bivariate and multivariate polynomials of [8] and [9] . For the homogeneous case, these estimates imply that the number #R(d, 2) of F q -reducible curves in P (d, 2) is bounded as
Lemma 15. Let r ≥ 3 and d ≥ 4r − 8. Then
Proof. We fix F q , drop it from the notation, and consider the incidence variety
The second projection π 2 : I −→ G(2, r) is surjective, and all its fibers are isomorphic to the variety P (d, 2) of plane curves of degree d. The latter are parametrized by the nonzero homogeneous trivariate polynomials of degree d, and
The fibers of the first projection π 1 : I −→ P (d, r) usually are singletons. The only exceptions occur when
such d · L, and their fiber size is
It follows that
where c = (d + 2)(d + 1)/2. Since q, d ≥ 2, we have c ≥ 6 and hence
18 Therefore, the last factor in (28) is at least (1 − q −1 ) 2 , which implies
On the other hand, from (28) we also deduce that
This proves the bounds for P (d, r). Concerning R(d, r), we consider, instead of the incidence variety of (27), the "restricted" incidence variety
Arguing as before and applying (26), we obtain
The lower bound for C d,r follows from the fact that P (d, r) ⊆ C d,r , and the upper bound from (4) and Theorem 13.
We find the following bounds on the probability that a random curve in C d,r (F q ) is F q -reducible.
with c d,r as in (22) . If d ≥ 7, then also
(2) If r ≥ 3 and d = 4r − 8, then 
The last claim follows since 1 − 13q
(2) We consider dG(1, r)(
d,r (F q ) and the morphism from G(1, r) d to dG(1, r) which takes a sequence of lines to their sum. Each fiber of this morphism has size at most d!. This implies that
Combined with Lemma 15, this yields
Furthermore,
This finishes the proof of the theorem.
An immediate consequence of this theorem is that the probability that an F q -curve in P r of degree d is F q -reducible tends to zero as q grows for fixed r ≥ 3 and d ≥ 4r − 8. Furthermore, our bounds show that such a convergence has the same rate as q −(d−2r+3) . In this sense, our bounds are a suitable generalization of the corresponding bounds for r = 2, as stated in (26). We made no attempt to optimize the "constants" independent of q.
In [6] it is proved that for d ≥ 4r − 8, the planar curves in P (d, r) form the only component of C d,r with maximal dimension. In this sense, "most" curves are planar. We can quantify this as follows.
Corollary 17. For r ≥ 3 and d ≥ 4r − 8, 
This shows the corollary.
In particular, for fixed r ≥ 3 and d ≥ 4r − 8, the probability for a random curve to be non-planar tends to 0 with growing q.
6. The probability that an F q -curve is absolutely reducible
An F q -curve can be absolutely reducible for two reasons: either it is F q -reducible, as treated above, or relatively F q -irreducible, that is, is F q -irreducible and F q -reducible. The aim of this section is to obtain a bound on the probability for the latter to occur. The set of relatively F q -irreducible (or exceptional) F q -curves of degree d in P r is denoted by E d,r (F q ) and the set of irreducible F q -curves of degree d in P r is denoted by I d,r (F q ).
Theorem 18. Let r ≥ 3 and d ≥ 4r − 8, and denote by ℓ the smallest prime divisor of d. We have the bounds Proof of Claim. Any morphism in G k can be extended (not uniquely) to a morphism σ in Gal(F q : F q ). By Theorem 3 we see that the support supp(F ) ⊂ P r of [F ] is an F q k -curve. Applying σ to the coordinates of the points of supp(F ), by the F q k -definability of supp(F ) we deduce the equality supp(F σ ) = σ(supp(F )). This shows that supp(F σ ) is an F q k -curve in P r , which in turn proves that [F σ ] ∈ C d/k,r (F q k ).
The previous claim shows that the following mapping is well-defined: In order to obtain bounds on the cardinality of E d,r (F q ), we observe that, for any divisor k of d with k > 1, we have For a nontrivial divisor k > ℓ of d, we have
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We conclude that, for d/ℓ ≤ 4r − 7, the following upper bound holds:
#E d,r (F q ) ≤ 2D ℓ,d,r q 2d(r−1) .
In order to determine a "matching" lower bound, arguing as above we obtain 
