The development of image acquisition technology and display technology provide the base for popularization of high-resolution images. On the other hand, the available bandwidth is not always enough to data stream such high-resolution images. Down-and up-sampling, which decreases the data volume of images and increases back to high-resolution images, is a solution for the transmission of high-resolution images. In this paper, motivated by the observation that the high-frequency DCT components are sparse in the spatial domain, we propose a scheme combined with Discrete Cosine Transform (DCT) and Compressed Sensing (CS) to achieve arbitrary-ratio down-sampling. Our proposed scheme makes use of two properties: First, the energy of a image concentrates on the lowfrequency DCT components. Second, the high-frequency DCT components are sparse in the spatial domain. The scheme is able to preserve the most information and avoid absolutely blindly estimating the highfrequency components. Experimental results show that the proposed downand up-sampling scheme produces better performance compared with some state-of-the-art schemes in terms of peak signal to noise ratio (PSNR), structural similarity index measurement (SSIM) and processing time.
Introduction
With advances in image acquisition technology and display technology, high resolution images become widely available in many applications. However, the bandwidth resource is not always enough to the data volume of high resolution images. In such circumstances, many down-and up-sampling schemes were proposed to decrease data volume of high resolution images in transmitting terminal and increase back to high resolution images in users end. This is also called scalable code [1] . Most of the available down-and upsampling schemes are performed in the spatial domain [2] - [12] . Those spatial-domain-based schemes can be classified into two types: adaptivity [2] - [9] and non-adaptivity [10] - [12] . The non-adaptive schemes have low computational complexity, but the fixed estimators, such as filter, cause unstable performance. Due to training or learning process, adaptive schemes have stable performance. However, the time-consuming training or learning process cannot provide real-time down-and up-sampling. Recent researches show that down-and up-sampling images in the transform domain, such as the wavelet domain [13] , the contourlet domain [14] and the discrete cosine transform (DCT) domain [15] - [26] , can provide the better performance. In addition, compared with spatialdomain-based adaptive schemes, the schemes based on the transform domain have lower computational complexity.
Since DCT are often used in image/video coding, such as H.264/AVC, JPEG standard, we pay attention to the down-and up-sampling methods based on DCT. In many DCT-based schemes, the high-frequency DCT coefficients of a image are directly truncated to perform down-sampling [15] - [19] , [21] - [28] . Because the energy concerns on the low-frequency components, this downsampling scheme preserves most of information of the image. Therefore, some works were done to up-sample back the high resolution image from the low-frequency DCT coefficients.
Because of the limitation of computational ability in the previous graphics processing unit, the up-sampling schemes were largely confined to low complexity. The most primitive method is padding zeros in the high-frequency DCT coefficients [15] . However, the scheme causes low peak signal to noise ratio (PSNR) and low structural similarity index measurement (SSIM). Therefore, some works were done to improve PSNR and SSIM. Rakesh et al used the symmetry and orthogonality properties of DCT and 8 × 8 sub-block to improve PSNR and computational efficiency [16] . Mukherjee and Mitra modified Rakesh's scheme by using the low pass truncation to reduce artifacts and improve PSNR [17] . However, this scheme increased computational complexity. In addition, Park and Jeong developed Rakesh's work and proposed a pair of hybrid downand up-sampling method, where the first row and column coefficients of each 8 × 8 DCT sub-block were preserved to down-sample a image [20] . However, the weight matrix was singular, which caused the suboptimal results. In [22] , the multiplication convolution property of DCT and a large DCT sub-block were used to get finer images and improve computational efficiency. Yong and Park proposed an arbitrary-ratio resizing image method [23] . This method combined inverse and forward DCT to produce finer images and improve PSNR. Tan et al extended the Yong's work by using the spatial relationship between the DCT block and the sub-block [25] . Liang et al adopted forward and inverse DCT of the different size to improve PSNR and SSIM [24] . However, the essential methodology of the works [25] and [24] still based on padding zeros. A computational flexible method was proposed in [19] to realize different scale size according to different reconstructed image qualities.
Recently, scholars proposed some spatial-DCT combined schemes to improve the performance of down-and up-sampling. Typically, Wu and Chen proposed a DCTWiener-based scheme, where Wiener filter was adopted to solve minimum mean squares error (MMSE) in the spatial domain [26] . However, the fixed parameters of Wiener filter causes unstable performance. Hung and Siu developed Wu's scheme by using the training images to improve performance [27] . However, only one training image is allowed to apply, which causes limited improvement of performance in PSNR and SSIM. In addition, the features of the training image were similar with that of the test images. They proposed another spatial-DCT combined scheme, where K nearest neighbor (K-NN) MMSE estimation was adopted [28] . Although their scheme improved PSNR and SSIM, the upsampling process was time-consuming.
According to the literature reviewed above, some drawbacks of the existing methods are listed as follows:
1) The loss of the high-frequency DCT components causes the loss of information, including fast changing and edge areas, which cannot be estimated accurately.
2) Although training-based or learning-based adaptive methods have better performance, such as high PSNR, these methods are time-consuming. And their performance depends on relevancy between training images and test images.
3) The performance of the fixed-parameters-based nonadaptive methods are unstable because these fixed parameters are not suitable for all images.
If up-sampling images need be reconstructed accurately, the high-frequency DCT components are not omitted absolutely. The partial high-frequency coefficients are also transmitted so that the low-frequency components and the high frequency components can be reconstructed accurately.
Compressed Sensing (CS) is applied widely in many fields, including image process and image code [29] - [31] . CS pushes through the limitation of Nyquist theory, which raises our concern. However, the precondition of CS is the sparsity of the sampling signal. Because images are not able to satisfy sparsity in the spatial domain and the DCT domain, CS theory cannot be directly applied to perform down-and up-sampling of images. Fortunately, the highfrequency DCT components meet the condition of sparsity in the spatial domain, so we propose DCT and CS combined method to achieve high performance of the down-and upsampling.
In this paper, a pair of novel down-and up-sampling method is proposed to achieve better performance in PSNR, SSIM and processing time. Our proposed method makes use of two properties: First, the energy of a image concentrates on the low-frequency DCT components. Second, the high-frequency DCT components are sparse in the spatial domain. The scheme is able to preserve most of the information and avoid absolutely blindly estimating the highfrequency components. Although this is not the first time to combine CS with DCT in the field of image processing, the methodology of our proposed method is essentially different from that of those existing methods [32] - [34] based on DCT and CS. We now summarize our novel contributions in comparison with existing methods:
1) The work [32] employed a sparse basis matrix to provide sparse representations for image, and then adopted a measurement matrix to compressed sample the vector of sparse representation. In [33] , image was decomposed in texture and piecewise smooth content. In order to decompose image, the work [34] used dictionary training to find the best overcomplete dictionary and the residual in the DCT domain. While we preserve the low-frequency DCT components and compressed sample the high-frequency DCT components in the spatial domain by using CS.
2) The theme of our paper is essentially different from that of [33] , [34] . The aim of the paper [33] , [34] was decomposing and representing images. The data volume of decomposition and representation is larger than that of the original image. While our aim is decreasing the data volume in down-sampling process and up-sample back to the original data volume of the image.
The organization of this paper is given as follows. In Sect. 2, we analyze pad-zeros method based on DCT and introduce the CS theory. Then, we prove the sparsity of the high-frequency coefficients in the spatial domain and demonstrate the reason that CS theory can be applied in our proposed method. After that, a pair of down-and upsampling scheme is introduced. In Sect. 3, we simulate our proposed method, then compare our proposed method with some state-of-the-art and representative methods in PSNR, SSIM and processing time. In Sect. 4, we make some conclusions and give some discussion about future development.
DCT-Spatial Domain Scheme for Video Frame
Down-Sampling and Up-Sampling Based on CS As Chen said, sole approach cannot achieve good performance to down-and up-sample high resolution [26] . It motivates us to find a solution to achieve the up-sampled high resolution image. According to DCT theory, most of the energy in the image concentrates upon the low-frequency DCT coefficients. While only sharp regions or fast changing areas in the spatial domain contribute to the high-frequency DCT coefficients. In other words, the high-frequency components are sparse. It promotes us to utilize CS theory to compressed sample these components. Therefore, a pair of DCT-spatialdomain-based scheme of down-and up-sampling naturally is proposed to reach the goal of up-sampling high resolution images after down-sampling. To save bandwidth resource, an original image needs to be down-sampled. In universal down-sampling method based on DCT, the low-frequency coefficients are preserved and the high-frequency coefficients are truncated. In this process, 2-D DCT is adopted to process the original image. The mathematical relationship between the matrix of the original image and that of its DCT can be described as:
where I original ∈ R M×N denotes the matrix of the original image, whose size is M × N. C 2D is 2-D DCT matrix. The operator vec(·) denotes rearranging a matrix to be a vector. The operator mat(·) denotes rearranged to be a matrix, which is backwards operation of vec(·). It is easy to prove that
is the down-sampling row truncation matrix. E is identity matrix, M D and N D are defined as the column truncation number and the row truncation number, respectively. They indicate the column number and the row number of the lowfrequency components after down-sampling, respectively.
We define a concept of down-sampling rate R D , which is the ratio of the data volume of a image after downsampling to that of the original image. So down-sampling ratio is R D = (M D ×N D )/(M×N) in the method of truncation of the high-frequency coefficients.
In up-sampling process, in general, the scheme of padding zeros is adopted. The mathematical relationship of the up-sampling process can be described as follow:
where · † denotes pseudo-inverse operation. · T denotes transposition operation. The pad-zeros method is shown in Fig. 1 .
Intuitively, the residual is sparse in the spatial domain when the low-frequency DCT components are removed from an original image. Because the high-frequency DCT coefficients only contribute to fast changing areas and margin areas. The Fig. 2 certifies our conjecture. In Fig. 2 , there are only the Lena profile and the hair edge, corresponding to the high-frequency DCT components. And the color of other regions are close to black, which means gray value is close to zero. The image grayscale statistical graph in Fig. 2 also certifies our conjecture. Most of grayscales are nearly to zero, and there is a tiny fraction of grayscales far from zero. Therefore, it prompts us to utilize CS theory to compressed sample the high-frequency DCT components.
CS in Spatial Domain
To achieve the down-and up-sampling in the spatial domain, a sparse vector needs to be compressed sampled by a random matrix satisfying Restricted Isometric Property(RIP) [35] . When RIP is satisfied, all subsets of K columns taken from measurement matrix are nearly orthogonal. K is sparseness of compressed sampled vector. Therefore, RIP guarantees accurate reconstruction for the compressed sampled vector with high probability [36] . The reconstruction process is solving minimum l 0 norm problem. The CS process and the minimum l 0 norm of CS reconstruction are described as follows:
It is worth mentioning that a large number of the image data causes time-consuming sampling and reconstruction. In order to avoid that, we adopt the sensing window and the reconstructed window in down-sampling process and up-sampling process, respectively. In the sensing window and the reconstructed window, the image vector with fixed length are compressed sampled and reconstructed, respectively. Empirically, we set the length of the image vector to 128 in order to achieve good performance in processing time and precision.
However, in order to solve Eq. (4), the linear combinations with C K N kinds of probability need to be taken into account. Therefore, the numerical computation of Eq. (4) is unstable. So it is named NP-hard [37] . Chen et al indicated the solution of minimum l 1 norm is the equivalent of that of minimum l 0 norm in terms of Eq. (4) [38] . Besides, the ways of solving minimum l 1 norm are simpler than that of solving minimum l 0 norm. Therefore, the equation minimum l 0 norm (4) is transformed into the minimum l 1 norm (5) as follow:
this is a convex optimization problem. In addition, there are many reconstruction algorithms proposed to solve the problem (5), such as Matching Pursuit (MP) [39] , Basis Pursuit (BP) [38] , Orthogonal Matching Pursuit (OMP) [40] and Stepwise Subspace Pursuit (SSP) [41] . In this paper, SSP is adopted to solve the problem (5). According to the literature [42] , compressed sampling number satisfies M C N C ≥ CKlog(MN). Φ satisfies RIP, such as Gaussian random matrix or Bernoulli random matrix. Because Bernoulli random matrix, whose elements are 1 or −1, is suitable for implement of hardware. We adopt Bernoulli random matrix as measurement matrix in this paper. The Fig. 3 shows the CS procedure.
DCT-Spatial Domain Down-Sampling and Up-Sampling Method Based on CS
In traditional down-sampling process, the high-frequency DCT coefficients are simply removed from an original image. This method causes blur in fast changing areas and edge areas. And in other methods, the high-frequency components are estimated from the low-frequency components. The performance of those methods depends on statistical property of the original image. The high-frequency DCT coefficients cannot be estimated from the low-frequency DCT coefficients in up-sampling process because of irrelevance between the high-frequency DCT coefficients and the lowfrequency DCT coefficients. It is desired that a scheme is proposed, where the high-frequency DCT components also are down-sampled, transmitted and up-sampled. The reason of adopting CS is that the high-frequency DCT components satisfy the condition of sparsity in the spatial domain. As a matter of convenience, the representation of separating coefficients in the DCT domain in [26] is adopted as follow:
In proposed method, the high-frequency DCT coefficients and the low-frequency DCT coefficients are downsampled, respectively. As a result, transmitted sequences 
where
are transmitted data of the low-frequency components and the high-frequency components, respectively. For the simplicity of discussion, the variable λ ∈ R MN×1 is defined in (9):
It is worth mentioning that there are two concepts we define, which are DCT truncation rate R T and compressed sampling rate R C . They like the down-sampling rate. R T is the ratio of the data volume of the downsampled image to that of the original image when the highfrequency coefficients are truncated. R C is the ratio of the data volume of the down-sampling image to that of the original image when the high-frequency coefficients are compressed sampled. In proposed method, DCT truncation rate
From (7) and (8), the low-frequency components are down-sampled in the DCT domain. Besides, the highfrequency components are down-sampled in the spatial domain. It is obvious that information integrity of the image is achieved. The down-sampling process is shown in Fig. 4 . In our work, the random compressed sampling matrix is fixed on ROM, whose size is depended on sparsity of the high-frequency components of an image in the spatial domain. When compressed sampling matrix satisfies RIP, compressed sampled vector can be reconstructed with high probability. Besides, the aim of down-sampling is decreasing data volume. It increases the data volume if compressed sampling matrix is randomly generated and transmitted at sending end.
In users end, the up-sampling method matching downsampling method proposed above needs to be discussed. Up-sampling process also is divided into two parts, the low-frequency components and the high-frequency components, corresponding to the down-sampling process. When users end receives the low-frequency DCT components, upsampling is performed to gain the primary image by padding zeros and inverse DCT operation. Similarly, when users end receives the compressed sampled high-frequency components, the CS reconstruction algorithm is carried to upsample the high-frequency components in the spatial domain. Finally, the high-frequency components are added to the primary image in order to get the high resolution image. Since the low-frequency components and the highfrequency components are down-and up-sampled, respectively. The up-sampled image is made of the low-frequency components and the high-frequency components so that the information integrity is achieved. Therefore, the up-sampled image is exactly same with the original image. The upsampling method is represented as follows:
is the row padding zeros matrix. I rel f is the up-sampled low-frequency components. I reh f is the up-sampled high-frequency components.
From (10) to (12), we can perceive that the two parts, which are the low-frequency components and the highfrequency components, are up-sampled, respectively. The synthesis of the two parts gains the up-sampling full process. The up-sampling process is shown in Fig. 5 .
The error between the original image and the downand up-sampled image for the high-frequency components is shown in (13) 
From (7) and (10), it is clear that the down-and upsampling process of the low-frequency components are linear. However, it is a non-linear process that the highfrequency components are down-sampled and up-sampled. So compared with the high-frequency components, the error of the low-frequency components can be omitted, that is e proposed ≈ e h f .
Experiment Results
Some experimental works have been done to demonstrate our proposed scheme for down-and up-sampling images in this section. A Intel Core i3-2120 personal computer with 3.30 GHz and 2G RAM is used for all simulations in a MAT-LAB platform. There are thirteen images, whose size is 256 × 256, to be chosen to perform a series of experiments. The thirteen images include one gray Lena photograph and other twelve images as shown in Fig. 6 . Next, we demonstrate the performance of the proposed scheme from: (A) The down-and up-sampling results for the Lena image by using our proposed method; (B) PSNR and SSIM by using our proposed method under different down-sampling rates, including different DCT truncation rates and compressed sampling rates; (C) PSNR and SSIM by using our proposed method and six fixed-ratio state-of-the-art and representative methods for different images as shown in Fig. 6 when downsampling rate is 0.25; (D) Processing time by using our proposed method and six fixed-ratio state-of-the-art and representative methods for different images as shown in Fig. 6 when down-sampling rate is 0.25; (E) PSNR and SSIM by using our proposed method and two arbitrary-ratio state-ofthe-art and representative methods for the gray Lena image 
The Down-and Up-Sampling Results for the Lena Image by Using Our Proposed Method
The gray Lena image is adopted to perform the down-and up-sampling by the proposed method. In this example, we set the down-sampling rate to 0.25, in which the compressed sampling rate is 0.1 and the DCT truncation rate is 0.15. Let's analyze the up-sampled image after down-sampling as shown in Fig. 7 . The left in Fig. 7 (a) is the original gray Lena image, the right is the up-sampled gray Lena image. The figure shows that our proposed method provides the upsampled image be closest to the original image. A natural way to analyze detail difference between the original image and the up-sampled image is partitioning the images into small sub-blocks and enlarging them as shown in Fig. 7 (b) -(e). As we can see, each enlarged section of the up-sampled image is closest to that of the original image. However, it is an undeniable fact that there is a shock effect happening in edge neighboring areas where a series of pseudo-edge parallel to them and their amplitude would vanish gradually with the increases of distance from the edge. The shock effects are pointed out by arrows in Fig. 7 . The result shows that the image can be up-sampled accurately, especially the high-frequency components, includ- Fig. 7 The original gray Lena image and the up-sampled gray Lena image by using our proposed method ing edge areas, fast changing areas. However, there is a drawback of shock effect in edge areas.
PSNR and SSIM by Using the Proposed Method under Different Down-Sampling Rates, Including Different DCT Truncation Rates and Compressed Sampling Rates
In this subsection, in order to objectively access the performance of our proposed method, we show PSNR and SSIM between the original Lena image and the down-and upsampled image under different down-sampling rates. The high-frequency DCT components and the low-frequency DCT components are down-sampled, respectively. Besides, the DCT truncation rate and the compressed sampling rate can be changed. Therefore, our proposed method can achieve arbitrary-ratio down-sampling in terms of DCT truncation rates and compressed sampling rates. Full reference quality assessment schemes are able to objectively assess the difference between two images. PSNR and SSIM [43] are two common full reference quality assessment schemes. They are adopted to assess the performance of different methods. PSRN is defined as follow:
where I (i, j) is the original image pixel matrix,Î (i, j) is the upsampled image pixel matrix, M and N are the size of image. The larger the value of PSNR is, the higher the similarity between the original image and the up-sampling is. When the value of PSNR would be next to infinite, the two images are absolutely identical. SSIM is defined in (15) , whereĪ andĪ is mean value of the original image pixel and the upsampled image pixel, respectively. k 1 , k 2 are constants, and in general, 0.01
The more nearer SSIM approximates to one, the more similar the two images are in structure. PSNR and SSIM between the original Lena image and Fig. 8 PSNR between the original image and the up-sampled image by our proposed method under different down-sampling rate
(15) Fig. 9 SSIM between the original image and the up-sampled image by our proposed method under different down-sampling rate the down-sampled image are shown in Fig. 8 amd Fig. 9 , respectively. From Fig. 8 amd Fig. 9 , it is observed that with the increasing of DCT truncation rates and compressed sampling rates, the values of PSNR and SSIM also increase. Besides, the rising tendency of PSNR and SSIM by increasing DCT truncation rates is similar with that by increasing compressed sampling rates. Therefore, the high-frequency DCT components and the low-frequency DCT components play the same important role, in terms of PSNR and SSIM. This also illustrates that the traditional methods based on truncation and padding zeros in the high-frequency coefficients have an obvious drawback. In this subsection, we compare the proposed scheme with six fixed-ratio state-of-the-art and representative methods for different images shown in Fig. 6 in terms of PSNR and SSIM. Those methods include an nonadaptive spatial-domain-based method (bilateral filter [11] ), an adaptive spatial-domain-based method (roft-decision interpolation [3] ), a DCT-based method (hybrid up-sampling [20] ) and three spatial-DCT-based methods (DCT learnt Wiener filter [27] , K-NN MMSE estimation [28] , DCT-Wiener interpolation [26] ). Because of the unchangeable downsampling rate (0.25) and up-sampling (4) rate in those methods, we also fix down-sampling rate on 0.25 and upsampling rate on 4 to compare performance under the same condition. The twelve images, whose size is 256 × 256 as shown in Fig. 6 , were used to simulate. Our simulation results are shown in Table 1 . From Table 1 , the method of K-NN MMSE estimation gains the highest average PSNR and SSIM value. Because the K-NN MMSE estimation method extracts the features of training images to up-sample tested images. Our proposed method achieves the second highest PSNR and SSIM value on average. Besides, the PSNR value and SSIM value of our proposed method improve 0.23dB and 0.0213 than that of the method of DCT learnt Wiener filter, which gains the third highest PSNR and SSIM.
Processing Time by Using Our Proposed Method and
Six Fixed-Ratio State-of-the-Art and Representative Methods for Different Images as Shown in Fig. 6 When Down-Sampling Rate Is 0.25
In this subsection, we extend experiments in Sect. 3.3 and list the processing time of those methods mentioned in Sect. 3.3 when down-sampling rate is 0.25. Our simulation results are shown in Table 2 . It is worth mentioning that the down-sampling method of DCT-based and DCTspatial based methods (DCT-Wiener interpolation, DCTlearnt wiener filter and K-NN MMSE estimation) is the truncation of the high-frequency components. So we put together in second column in Table 2 . Those down-sampling methods (bilateral filter, soft-decision interpolation) are the spatial decimation using Dirac delta function. Thus we put together in third column in Table 2 . From Table 2 , the down-sampling processing time of the spatial decimation using Dirac delta function is shorter than other methods, because it performs down-sampling in the spatial domain and does not perform DCT. The method of the second shorter down-sampling processing time is the truncation of the high-frequency DCT components. There is once DCT in this down-sampling method. The down-sampling processing time of our proposed method is the double of that of the truncation based method. Because there are once DCT and once inverse DCT in our proposed method. However, the down-sampling processing time is far shorter than that of the method [20] . So the down-sampling processing time of our proposed method is modest. Let's pay attention to the up-sampling processing time. There is no doubt that the up-sampling time of the K-NN MMSE estimation is longer than other methods because of training process. Because its training process brings average up-sampling time to 225.6 so that this method cannot Table 1 PSNR of 12 images shown in Fig. 6 between original image and up-sampling image by using A: DCT-wiener interpolation [26] ; B: bilateral filter [11] ; C: DCT learnt wiener filter [27] ; D: Hybrid upsampling [20] ; E: K-NN MMSE estimation [28] ; F: soft-decision interpolation [3] ; G: our proposed method, when down-sampling rate equals to 0.25 As mentioned above, our proposed method can achieve arbitrary-ratio down-and up-sampling. In this subsection, we compare our proposed method with two state-of-theart arbitrary-ratio methods under different down-sampling rates. The joint arbitrary-ratio resizing method proposed by Chung [24] and the fast arbitrary resizing method proposed by Tan [25] are chosen to down-and up-sample gray Lena image. Fig. 10 and Fig. 11 show PSNR and SSIM between the original image and the down-and up-sampled image by using the joint arbitrary-ratio resizing method, the fast arbitrary resizing method and our proposed method. From Fig. 10 and Fig. 11 , the performance of our proposed method is more excellent than that of the arbitrary-ratio resizing method and the fast arbitrary resizing method under different down-sampling rares. PSNR between the original image and the up-sampled image by using fast arbitrary resizing [25] , arbitrary ratio resizing [24] and our proposed method under different down-sampling rate Fig. 11 PSNR between the original image and the up-sampled image by using fast arbitrary resizing [25] , arbitrary ratio resizing [24] and our proposed method under different down-sampling rate
Conclusion
In this paper, we propose a pair of arbitrary-ratio DCT-CScombined down-sampling and up-sampling scheme based on the DCT-Spatial domain, which allows us to accurately reconstruct the low-frequency DCT components and the high-frequency DCT components. The high-frequency DCT components are down-sampled in the spatial domain to avoid blindly estimating. In up-sampling process, padding zeros and inverse DCT are adopted to reconstruct the lowfrequency coefficients as well as SSP is used to reconstruct the compressed sampled high-frequency coefficients. Then, the whole image is made up with the low-frequency components and the high-frequency components. Experiments demonstrate performance of the proposed scheme obviously outperforms six fixed-ratio and two arbitrary-ratio state-ofthe-art and representative methods in terms of PSNR and SSIM. In addition, the down-and up-sampling time in our proposed method is acceptable.
In the future, we plan to improve our proposed method to adaptively choose the down-sampling rate of the lowfrequency components and the high-frequency components for each image to achieve high up-sampling image quality. Besides, elimination of the edge shock effect also is our next research goal.
One dimension DCT is expressed as follow:
where N is the length of the signal. x(i) is the signal. X(k) is the DCT efficient. The matrix of the 1-D DCT is expressed as follow:
. . . 
Meng Zhang
is currently a Professor in National ASIC System Engineering Technology Research Center, Southeast University, Nanjing, China. His research interests include signal and image processing, digital communication and information security, system and network optimization etc.
Tinghuan Chen
received the B.S. degree in electricity engineering from the Southeast University of China in 2014, and is current pursuing for Master degree in National ASIC center, Southeast University, China. He is interested in image processing, coding theory, and digital communication.
