The need for methods which would assist the user in selecting classi cation algorithms for a new problem has frequently been recognized as an important issue.
the past. However, considering the NFL theorem 7] we cannot expect that all that information is relevant for the problem at hand.
We, therefore, address the problem of algorithm selection by dividing it into two distinct phases. In the rst one we identify a subset of relevant datasets.
For that purpose we present a technique called zooming. It employs the kNearest Neighbor algorithm with a distance function based on a set of statistical, information theoretic and other dataset characterization measures to identify datasets that are similar to the one at hand. We have selected dataset measures that were previously used for the same purpose 4], although we do not expect that all have them are appropriate. Work is under way to select the most predictive subset of those measures.
In the second phase we proceed to construct a ranking on the basis of the performance information of the candidate algorithms on the selected datasets. We present the adjusted ratio of ratios ranking method. This method processes performance information on accuracy and total execution time. It is based on the ratio of success rate ratio and an adjusted time ratio: The formula may seem ad-hoc at rst glance, but its form can be related to the ones used in other areas of science. We can look at the ratio of success rates, , as a measure of the disadvantage of algorithm a p relative to algorithm a q on dataset d i . The former can be considered a bene t while the latter a cost. Thus, by dividing a measure of the bene t by a measure of the cost, we assess the overall quality of an algorithm. A similar philosophy underlies the e ciency measure of Data Envelopment Analysis (DEA) that has been proposed for multicriteria evaluation of data mining algorithms 5].
We go beyond the previous approaches in that we provide a methodology not only for constructing rankings but also for their empirical evaluation. It is based on the correlation between the ranking generated by the method for a given dataset with an ideal ranking constructed from the performance of the algorithms on that dataset. The same evaluation methodology can be used by others in the search for the best possible ranking method(s).
We report experiments varying the number of neighbors and the relative importance of accuracy and time. The results obtained are compared to results obtained by ARR without zooming to assess whether zooming brings any signi cant improvement. It appears that zooming improves the quality of the generated rankings, although the results obtained are not signi cantly di erent according to the Friedman's test.
In summary, our contributions are (1) exploiting rankings rather then classication or regression, (2) providing an evaluation methodology for ranking, (3) providing a way of combining success rate and time and (4) exploiting dataset characteristics to select relevant performance information prior to ranking.
