ABSTRACT With the development of virtualization technologies, containers are widely used to provide a light-weight isolated runtime environment. Compared with virtual machines, containers can achieve high-resource utilization and provide a more convenient way of sharing, but there are significant security challenges due to potential resource contention among services. When the regular services that share the storage system with the key services are over-used, a lot of resources may be preempted, which breakdowns the whole system and delays other services. This paper addressed the performance isolation in fierce resource competition situations, that is, when different services (latency-sensitive services and throughputfirst services) are deployed on a host machine using container technology. We proposed PINE, a performance isolation optimization solution in container environments, which can adaptively allocate the storage resource for each service according to their performance behaviors through dynamical resource management and I/O concurrency configuration. The experimental results show that PINE can effectively optimize the performance of the running services and achieve the optimal result in a relatively short time.
I. INTRODUCTION
The development of virtualization technologies, like VMs and container, has greatly improved the resource utilization of physical machines. An increasing number of systems are deployed in container environments to save costs and facilitate data sharing between different applications [1] . As an emerging virtualization technology, the container is more lightweight and has a higher resource utilization than virtual machine [7] , [8] , [26] , which makes it perfect for resource limited devices, like mobile devices and gateways.
However, deploying different services in a cluster or even a single physical machine can also cause significant security problems [31] , [32] . Rigorous security methods are often imposed on critical services to ensure common operations, while only a few attentions were put to non-critical services. When critical services and non-critical services are
The associate editor coordinating the review of this manuscript and approving it for publication was Gaurav Somani. deployed together on a single machine through virtualization technologies like containers, all security methods may face major challenges. Non-critical services may be maliciously used or misused by individuals or groups because they have less protection. When non-critical services are overloaded, the native isolation mechanism of container, for example, the Linux kernel feature Cgroups, cannot guarantee the reasonable allocation of resources, the non-critical service may occupy all the resources which should be shared with the critical services. Moreover, in some situations, the resource isolation mechanisms lead to an uneven resources allocation, part or even all services fail to meet their requirements [3] . As a result, the performance of critical services and the entire system will be greatly influenced.
To address the issue of misallocation of resources in a shared storage system, we propose that isolation optimization methods can be used to mitigate resource contentions and guarantee the resources of critical services will not be maliciously occupied.
Isolation mechanisms are commonly applied in performance optimization field. Different services have different performance requirements. Tail latency, like 99.9th percentile latency, is one of the most important performance requirements for latency-sensitive applications. A request from nowadays applications can be divided into many parallel sub-requests [11] , and the response time for the request is decided by the slowest sub-request, so 99.9th percentile latency becomes important for latency-sensitive applications like web service or Database Service. Another important performance requirement is the throughput, which is preferred in batch-processing applications like Hadoop clusters [2] . This type of services generate large-volume data operations and do not care about the tail latency.
The existing optimization methods mainly focus on the situations that shared storage services have the same type of performance requirements. For the 99.9th percentile latency requirement, the commonly applied optimization approaches are redundancy and rate limiting technologies [3] - [5] , [10] , [12] , [13] . For the throughput requirement, the optimization methods mainly include space reservation and IO throttling [2] , [15] , [16] , [19] , [21] , [23] . The above approaches aim at situations where services have the single performance requirement (99.9th percentile latency or throughput) and do not differentiate services based on their own specific performance requirements. The single-dimensional solutions cannot work for other types except the objective service type. Another optimization approach [9] can handle the services that have both 99.9th percentile latency and throughput requirements. It also treats all services as the same type, but the services are constrained by two-dimensional performance indicator. However, tail latency and throughput of a service is a conflict when the resource is limited. Higher throughput needs larger concurrency, while a larger concurrency value may result in a longer tail latency. In some situations, the optimization approach will completely abandon one indicator [9] . Hence, the services that contain a two-dimensional indicator (both tail latency and throughput) are not considered in our system. We focus on the hybrid deployment of multiple services, and the requirement for one service is either latency or throughput.
In this paper, we proposed a performance isolation optimization strategy PINE for services which share a storage system. When a service is overloaded and a large number of resources are consumed, performance optimization approaches can be quickly applied to ensure that each service in the system can run normally as usual. The main idea behind PINE is to distinguish services according to their performance requirements and to optimize them accordingly. For the throughput-first services, PINE ensures throughput by allocating disk resources; and for 99.9th percentile latencysensitive services, PINE will adjust their IO concurrency levels [27] to catch the latency deadline. To the best of our knowledge, PINE is the first solution that differentiates services and performs corresponding optimization approaches to achieve services' own performance requirements and maximize the system's disk resource utilization.
The rest of this paper is organized as follows. Section II describes the motivations and reviews the related work in the performance optimization field. Section III introduces the design of PINE, from scenario illustration, available optimization mechanism evaluation to detailed module implementation. Section IV presents the evaluation of the proposed system and shows comparison results of PINE and previous strategies. Section V summarizes the paper and describes the future work.
II. MOTIVATION AND RELATED WORK
This section first presents a series of experimental observation results which illustrate the disadvantages of the current container isolation mechanism and show the necessity and significance of this work. The results shed light on the proposed optimization ideas. Then, some existing work related to performance optimization are introduced.
A. MOTIVATION
Enterprises normally deploy multiple services on a single physical machine using container technology to improve the resource utilization. Currently, hybrid deployment of latencysensitive service and throughput-first service is a popular deployment strategy. By leveraging the complementary workload characteristics of the two types of services, cloud providers can greatly improve infrastructure utilization and increase profit. These services which share storage resources may experience resource contention, especially when the storage resources are tight. As a result, some services (even all of them) may not meet their performance requirements.
In order to illustrate how the performance of each service will be affected when storage resource contention is intense, we set up the observation experiments in which two types of services were deployed on a single physical machine. For latency-sensitive service, users expect to immediately get the feedback after making a request. The typical services include social network applications, online map service, search engine service, real-time translation service, and so on. These latency-sensitive services are all related to database services, and the performance of database service will become one of the serious bottlenecks in high concurrency situations. Therefore, we directly select the database application, MySQL, to represent a typical 99.9th percentile latency-sensitive service in the paper. For throughput-first service, a Hadoop MapReduce application is used. The main purpose of hybrid deployment is to make full utilization of the idle time and potential resources when the workload of latency-sensitive services is low. So the throughputfirst services should have good interrupt handling capability. Tasks can be postponed when the resources are intense. If the resources are sufficient, the previous tasks can also be correctly continued. MapReduce service can appropriately represent the throughput-first service, other services situations should be similar.
A comparison of the MySQL latency distributions of the two cases (with and without MapReduce ) is demonstrated in Figure 1 . MapReduce's throughput is about 100MB/s and the server's disk IO occupancy rate is close to 100%, which indicates that the competition of disk resource is fierce between MySQL and MapReduce. The experimental results show that MySQL's tail latency is stretched with MapReduce. MapReduce service competes against the MySQL service for the storage resources when they are running at the same time, hence, the MySQL tail latency rises. With the increasing load of MapReduce (from left to right), the throughput difference in the two cases gets smaller and smaller (the load of MySQL is constant). The reason is that when the MapReduce load is heavy, it has an advantage in the competition of disk resources, and even the MySQL will be rolled. Due to the uneven resource allocation, there was a very high tail latency in the MySQL service.
The two experiments show that the services which share the storage resources have a great potential interfere with each other. Therefore, it is necessary to apply isolation mechanisms to optimize the performance of services when they are deployed together.
The most common isolation method is to reserving disk resources (bandwidth) for different services. It is helpful to handle the latency increase due to the service request staying caused by insufficient storage resources. To evaluate the disk reserving method, we ran the MySQL and MapReduce together, and controlled the bandwidth of MySQL by Cgroups blkio. The Expected Latency is set to the latency of MySQL running alone. Figure 3 illustrates the distribution of the 99.9 th percentile latency of MySQL under different disk bandwidth. With the increase of disk resources, the 99.9th percentile latency of MySQL is decreasing. When the disk resources of MySQL reaches 120MB/s, the latency is close to the expected value. However, the total disk resources of the machine used in this experiment is also about 120MB/s, which means that we allocated almost all disk resources to MySQL to guarantee its latency. It will undoubtedly destroy the operation of the MapReduce in the same machine. In addition, this method may fail when the expected latency specified by users is more strict, that is, even if all disk resources are allocated to latency-sensitive service, the requirement may still not meet. Moreover, this method is inefficient and slow, because it only focuses on resource allocation without considering the service characteristics.
Therefore, it is necessary to design a novel efficient optimization approach which not only ensures the latencysensitive services to reach their requirements but also guarantees the performance of throughput-first services.
B. RELATED WORK
Based on the objectives, the existing optimization strategies can be classified as the following three types: for 99.9th percentile latency, for throughput, and for both 99.9th percentile latency and throughput. Noted that we classify services into the 99.9th percentile latency type and the throughput type based on whether the service requires the real-time response.
Regarding 99.9th percentile latency, there are mainly three optimization strategies. The first one modifies the Linux kernel settings. Li et al. [6] from the University of Washington discussed the reasons for the long tail latency and proposed setting the priority of the applications to eliminate the influences of processes interference. Besides, they concluded that FIFO (First In First Out) was the best or the most suitable scheduling strategy for 99.9th percentile latency, but it led to a higher median delay. The second strategy is sending redundant requests [5] , [20] , [22] . Dean and Barroso [5] from Google investigated the long tail latency when multiple loads were deployed on a single physical machine. They believed that the long tail latency was caused by the sudden simultaneous emerging of a large number of requests, and thus the competition for resources became fierce. They proposed using redundant requests to optimize the long tail latency. Repeated requests were sent to different nodes, and they would take the fastest arrived response as the final result, thereby shortening the 99.9th percentile latency. This method can achieve the latency goal but the system resources are abused. It is generally used in web services, like C3 [10] , Bobtail [14] as well as predictive parallelization [12] . The third strategy optimizes the 99.9th percentile latency by leveraging multi-resource scheduling. Zhu et al. [13] designed a detailed 99.9th percentile latency model for a cluster system to optimize the latency. Wang et al. [3] designed a multi-layer Cake framework that spans HBase and HDFS to coordinate various resource. Zhanget al. [4] , [24] designed an interposed 2-Level IO scheduling framework for performance virtualization.
For throughput optimization, researches focus on achieving the throughput requirement of each service. The mClock is a throughput optimization strategy proposed by Gulati et al. [2] . It defines the upper and lower limits of the disk resources available to each service based on their QoS. The allocated disk resources for each service is calculated as the ratio of the QoS required by all services. The disk allocation for a service will be added to the lower limit if it is less than the preset lower limit. Similarly, it will be restricted if it is greater than the preset upper limit. Thus the mClock can bring the services up to their throughput requirement and services will not illegally occupy disk resources of other services. Jin et al. [16] from Duke University propose an approach to proportional share resource control between services by interposed request scheduling. This approach allocates disk resources reasonably by controlling the number of requests entering the service from the perspective of network traffic. And they propose three proportional share scheduling algorithms for this approach. Normally, the fairness of disk resource allocation can be guaranteed by these algorithms. However, they are unable to provide appropriate emergency measures if there is a sudden demand for disk resource from a high priority service. Another solution is Request Windows which is a share-based reservation scheme. It configures network traffic limits for each service based on the service weight. Zhang et. al. proposed the SARC [24] , a new 2-level framework, to ensure the performance requirements of services. It can allocate the disk resource reasonably through the IO throttling technology. Many strategies [15] , [19] , [21] have similar ideas and allocate disk resources based on the ratio of the performance requirements.
Asides from optimizing one type of performance requirements, there are also strategies that take both latency and throughput into consideration. The PSLO framework proposed by Li et. al. integrates an X th percentile latency and throughput of each application into the shared storage system [9] , which optimizes the services' performance through I/O rate control and I/O concurrency management. The strategy emphasizes to consider both 99.9th percentile latency and throughput of a service. While there is a trade-off between the two performance indicators, in some situations, PSLO will completely abandon one requirement and only focuses on another. It is not an appropriate optimization strategy in the fierce resources competition scenario, we should guarantee the requirements are satisfied as much as possible.
We have introduced three types of performance optimization schemes. The first two only focus on one performance indicator. The assumption is that the services in the system have the same performance indicator, which is too ideal for the real environment. The third scheme extends the indicator of service and considers that the services in the system have both performance indicators of throughput and latency. In essence, it still only works for single type of service which contains two type of performance requirements. In other words, it still cannot handle multiple types of services. Comparing with previous solutions, we propose PINE, an adaptive 99.9th percentile latency and throughput optimization strategy. PINE believes that each service is different and has its unique performance requirement, such as 99.9th percentile latency or throughput, and it can apply different optimizations to different types of services. When system resources are limited, PINE still can provide appropriate disk resources to each service according to its performance requirements. Specifically, PINE improves the 99.9th percentile latency of each service by modifying the IO concurrency level and restricting the number of outstanding requests.
III. DESIGN AND IMPLEMENTATION
In this section, we first illustrate the targeted optimization scenario, then validate the effectiveness of the adopted control methods, finally, the overall design and implementation of PINE are introduced.
A. EFFECTIVENESS OF THE OPTIMIZATION METHODS
A series of experiments were conducted to validate the effectiveness of the performance control methods. As mentioned earlier, the services are classified into 99.9th percentile latency-sensitive services and throughput-first services according to their performance requirements. Hence, PINE uses the CRUD of MySQL to simulate a typical 99.9th percentile latency-sensitive service and MapReduce with a Hadoop cluster to simulate a typical throughput-first service.
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The benchmarks we used is the sysbench [17] for MySQL and TestDFSIO [33] for MapReduce. Both are classic benchmark tools, so the results can represent the real production environment data. Since Docker configures a virtual disk device block for each container and one service run in one container, we can get the throughput of each service by using the IOSTAT tool which collects performance data at virtual disk device block level. The 99.9th percentile latency was calculated based on the 99.9th percentile data of the sorting list which is composed of all requests' latency within a fixed period.
The server is x86_64 CPU(s) architecture, 16 AMD Opteron tm Processor 6136 is the host for the application services, and Docker container is used as the virtualization technology. The Docker version is 1.17-ce and the MySQL version is 5.7. The Hadoop cluster is composed of one master node and two slave nodes.
1) SCENARIO DESIGN
To ensure the effectiveness of the performance optimization methods, this section defines the basic scenario and requirements. The services run in the cluster contained 99.9th percentile latency-sensitive services and throughputfirst services. The most important purpose of sharing the same storage system with different services is to improve storage utilization.
In a real production environment, single service tends to focus on just one type of performance data. Take the Hadoop MapReduce for example, it pays more attention to throughput. For web service applications, the only concern is whether the 99.9th percentile latency of the request is satisfied because it is directly related to the user experience. Hence, we chose to deploy MySQL and Hadoop's MapReduce in the system, where MySQL focuses on the 99.9th percentile latency and MapReduce focuses on the throughput. Due to the contradiction between the two performance requirements (latency and throughput), the optimization strategies are more conservative when balancing them. As a result, the storage utilization improving space is limited, even no way to improve in the case of fierce storage resource competition. It is contrary to the original goal of the hybrid deployment. Hence, we only consider one-dimension performance requirements for one service, and there can be multiple services running in the system. Performance optimization strategies are provided separately depending on the type of performance requirements with the aiming of improving the system storage utilization as much as possible.
2) EFFECTIVENESS ON 99.9% LATENCY PINE optimizes the 99.9th percentile latency by configuring the I/O concurrency level of the service. It can change the size of the tail delay more flexible than using disk allocation in the Cake, and the optimal results also can be achieved faster.
Since performance requirements need to be set according to specific scenarios, and different users may have different requirements for the same service, we take each service running alone on the host machine as the baseline case in the subsequent experiments.
We analyzed the 99.9th percentile latency of MySQL under different I/O concurrency level with constant MapReduce load. Figure 4 shows that in the mix case (with MapReduce), the overall 99.9th percentile latency of MySQL was higher than running alone. The hybrid deployment indeed may cause performance downgrade if no optimization methods were applied. Besides, The 99.9th percentile latency increased 31.07ms when the IO concurrency level was 2, and the latency increased 172.17ms when the level was 64. The higher the IO concurrency level, the greater the magnitude of the increment in MySQL's 99.9th percentile latency. Hence, modifying the I/O concurrency level is an effective way to control the 99.9th percentile latency.
3) EFFECTIVENESS ON THROUGHPUT
Throughput is a more intuitive performance requirement compared to the 99.9th percentile latency. The host creates a virtual disk for each service, so the real-time throughput of individual service can be captured accurately. Based on the performance requirements of the service, PINE controls the throughput by enforcing allocation of disk resources through Cgroups. In Figure 5 , the MapReduce load was kept constant and the MySQL load was increased gradually. We compared the MapReduce throughput variation in the with and without Cgroups cases. With the load increasing of MySQL, the storage resources is occupied by MySQL, which leads to a low throughput of MapReduce in the Without Cgroups case. On the contrary, in the With Cgroups case, MapReduce throughput was not affected and the data was around the expected value. In Figure 6 , the roles of MySQL and MapReduce were interchanged, the MapReduce load was increased gradually and the MySQL load was kept constant. With the increasing of MapReduce load, its throughput also increased even after reaching the expected throughput value. However, when we used Cgroups to restrict the storage resource of MapReduce, the throughput remained close to the requirement and the heavy load of MapReduce did not arbitrarily preempt other services.
Hence, although different services will influence each other when competing the shared storage resources, Cgroups can ensure the throughput-first services to reach their own performance requirements.
B. THE ARCHITECTURE OF PINE
PINE is designed for the scenario that different services are running on a single physical machine. In order to ensure scalability and portability, PINE treats the entire scenario as a black box and shields the underlying complex storage performance analysis.
The idea of PINE is to implement different optimization methods for each service. Based on the performance requirements and current compliance status, the optimization approaches can be divided into two categories: throughput optimization and 99.9th percentile latency optimization. The specific algorithm can be described as follows.
The two branches in the loop provide different optimization approaches for services based on their requirements, and the two-layer optimization, throughput optimization and the 99.9th percentile latency optimization, are organized in a hierarchical way.
According to the functionality and performance requirements of PINE, we designed three modules. The first module is the performance monitoring module, which monitors the performance of each service periodically and stores the data in Redis database that will be used by the optimization decision module. Besides, the module also records the optimization parameters in each cycle. The second module is the optimization decision module which leverages the algorithms (e.g. AdjustIOConLevel) and the collected realtime performance data to calculate the optimization parameters that will be used in the implementation module in the next cycle, it also ensures that the performance of each service is close to its requirements. The third module is the optimization implementation module, which contains the throughput optimization layer and the 99.9th percentile latency optimization layer. The throughput optimization layer is implemented on the operating system level, while the 99.9th percentile latency optimization layer is deployed on each service separately so that they can meet their latency requirements.
The overall framework is shown in Figure 7 . After obtaining the data of the monitoring module, PINE will make two decisions. First, it determines whether the throughput reaches the required value. If not, the throughput optimization process will be executed. Then PINE checks whether the 99.9% latency meets the standard. If not, the 99.9% latency optimization process will be executed. The whole process is repeated for each service to make sure all of them are normal. 
C. IMPLEMENTATION
IN this subsection, we introduced the implementation details of the three modules of PINE.
1) MONITOR MODULE
Gathering the real-time performance data of each service is a prerequisite for the entire optimization process because the overall idea of PINE is to optimize different services based on their requirements and apply a negative feedback modification. The performance monitoring module periodically collects the real-time performance data, mainly including 99.9th percentile latency data and throughput data, in multiple ways. The collection cycle was set to 10s since negative feedback adjustment needs some time to take effect.
The data collection for throughput is relatively straightforward, Docker allocates a disk device block for each service respectively. PINE uses IOSTAT to monitor the IOPS of each disk device block, and then calculates the throughput of each service by IOPS. The collection cycle for throughput was also set to 10s to keep the consistency with the 99.9th percentile latency.
The 99.9th percentile latency indicates the maximum latency tolerance rate, it aims to restrict the request response time and ensure stable performance. The performance monitoring module needs to collect the data of the 99.9th percentile latency-sensitive services periodically, and it records the latency of all requests within one second. After sorting the latency data in an ascending order, we take the data in the 99.9th percentile position as the latency result for the service.
2) DECISION MODULE
The decision module is used to provide optimization parameters for the optimization implementation module in the next cycle, so the performance of each service can be guaranteed to reach or approximate the specified requirements. With the collected throughput or 99.9th percentile latency data, the module can determine if the service's performance is up to par by comparing with the corresponding requirements. In the case of a performance data violation, the associated algorithm is executed to determine the optimization parameters in the next cycle according to the type of the service's performance requirements.
Throughput can be directly controlled by disk IO bandwidth allocation. In the case of limited storage resources, the total throughput of all services remains stable and the decrease in the throughput of one service will be preempted by another service immediately. Therefore, the bandwidth allocation Th new (k, t + 1) of service k in the next cycle can be obtained based on the following equation:
The Th (k, t) is the real-time throughput of the service k (k is a throughput-first service), and ThS (k) is the throughput requirement of the service k.
The bandwidth allocated to the throughput-first service is not only the lower limit of its available bandwidth value but also the upper limit of its bandwidth acquisition. In this way, PINE can prevent it from occupying excessive bandwidth and guarantee the storage resources of other services.
According to the experiment in Section III, adjusting the I/O concurrency level can effectively control the 99.9th percentile latency of the service. However, unlike the throughput, there is no obvious mathematical relationship between 99.9th percentile latency and the I/O concurrency level. The 99.9th percentile latency is obtained using statistical method, the module cannot directly calculate the optimal I/O concurrency level with the latency requirement. For the portability of PINE, decision module iteratively calls the AdjustIOConLevel algorithm to obtain a stable optimal I/O concurrency data after several cycles. When the 99.9th percentile latency is higher than the expected value, the I/O concurrency level of the service is modified, and the magnitude of adjustment (i.e. the iterative step size) is set dynamically as the ratio of 99.9th percentile latency observed in real time to the expected 99.9th percentile latency. Then the IO concurrency level P new (l, t + 1) for the next cycle can be calculated. The specific equations are as follows:
The TlS(l) is the 99.9th percentile latency requirement of the service l, and the Tl (l, t) is the real-time 99.9th percentile latency of the service l(l is a 99.9th percentile latencysensitive service).
From the previous experimental results, we know that the 99.9th percentile latency of the latency-sensitive service would be decreased by gradually reducing its I/O concurrency level. Since the magnitude of adjustment is set dynamically based on the ratio value, the optimal I/O concurrency level can be found more quickly. As a result, PINE can achieve a lower 99.9th percentile latency in a short period of time.
3) IMPLEMENTATION MODULE
This module is mainly responsible for implementing the specific optimization approaches supported by PINE. According to the calculated optimization parameters, the implementation module adjusts the I/O concurrency level of the 99.9th percentile latency-sensitive service and modifies the disk allocation of the throughput-first services.
The optimization implementation module uses the two-tier structure shown in Figure 8 . The first tier implements throughput optimization at the operating system level, and the second tier implements 99.9% latency optimization at the container level. We deployed two percentile latency-sensitive services and two throughput-first services on a single physical machine by Docker. A disk device block with a unique disk device number for each container was created respectively. The throughput optimization layer can obtain the performance parameters of each throughput-first service from the Redis database. PINE controls the disk allocation through Cgroups. First, it needs to get the disk device number of each throughputfirst service, and then it sets the bandwidth allocation of each disk device block according to the performance parameters that calculated by the decision module.
The 99.9th percentile latency optimization implementation is more difficult than the throughput optimization implementation. The 99.9th percentile latency is a statistical data, so the optimization implementation module needs to get the performance parameters from the database periodically Besides, the 99.9th percentile latency optimization implementation module needs to be deployed in each latency-sensitive service. PINE sets the I/O queue length for each service according to the expected I/O concurrency level which is calculated by the decision module. If the number of I/O requests in the current queue is less than the calculated value, then an I/O request is allowed to enter the request queue, otherwise, it cannot enter the I/O queue.
Through the two-level optimization procedure, PINE can effectively support multiple services running coordinately, even in fierce resource competition situations.
IV. EVALUATION
After analyzing the influence of monitoring cycle, we comprehensively evaluated the PINE from the aspect of functionality and optimization performance, as well as compared its optimization effects with previous solutions.
The experimental setup is presented in Table 1 . As described in the previous section, we select MySQL to represent a typical 99.9th percentile latency-sensitive service, and a Hadoop MapReduce application to stand for a typical throughput-first service.
A. MONITORING CYCLE
Based on the monitoring data, PINE dynamically configures the storage allocation and I/O concurrency to achieve optimization. Monitoring cycle directly influences the performance and overhead of PINE. So we evaluate different monitoring cycles in this experiment. MySQL and Hadoop MapReduce are deployed together on a physical server. Specifically, MySQL enables 64 threads to read and write to 10 tables together. Hadoop does the MapReduce operation for 100 files. The optimization effects of PINE under different monitoring cycle are shown in Figure 9 . With the monitoring cycle increases, PINE took a longer time to converge to the optimal results. After running the system for 10 seconds, the 99.9th percentile latency of MySQL has been reduced to about 100ms in the 1s monitoring cycle case, while the latency is about 150ms in the 15s monitoring cycle case. Hence, for a long monitoring cycle, the optimization will be slow, and even not be able to respond to the latency violation in time. From the overhead perspective, we analyzed the optimization calculation under different cases. In the 1s monitoring cycle case, PINE repeated VOLUME 7, 2019 optimizted the similar data in the first eight cycles. The performance data collected in these periods are very close to each other, so the repeated calculation was done. The phenomenon appeared regularly in the follow-up cycles. In the 5s monitoring cycle case, there is also duplication of configurations for multiple cycles. However, no repeated results in the 10 s and 15 s case. Therefore, we know that PINE will perform repeated calculation/optimization if the monitoring cycle is too short. The reason is that PINE applies feedback strategy to dynamically calculate settings for next cycle. When the new parameters are set, it will take some time to see the effect. So, if the sampling frequency is high, the logged data actually belongs to the results of the previous configuration, which leads to the repeated calculation.
As Figure 9 presents, the optimization speed of the 1s, 5s and 10s monitoring cycle cases are similar. Considering the resource usage in the optimization calculation, the monitoring cycle of PINE is set to 10s. It not only ensure the reasonable speed of optimization but also reduce the overhead.
B. FUNCTIONALITY EVALUATION 1) CONSTANT LOAD OPTIMIZATION
PINE is designed to guarantee each service to achieve its own performance requirements in the hybrid deployment situation. First, we analyzed the constant load case, the workload was configured similarly: MySQL enables 64 threads to read and write to 10 tables together (i.e., the initial IO concurrency level is 64); Hadoop does the MapReduce operation for 100 files. The disk utilization is close to 100% according to IOSTAT when the two services were running together, which means that the disk resource competition is fierce. The 99.9th percentile latency of MySQL running separately is considered as the latency requirement for MySQL. Similarly, the throughput of MapReduce running alone is considered as the throughput requirement for MapReduce. The requirements were set strictly to reflect the effectiveness of PINE. As shown in Figure 10 , the 99.9th percentile latency of MySQL (244ms in the first cycle as an example) greatly exceeded the performance requirement (71.83ms) without PINE. In contrast, after using PINE, the 99.9th percentile latency of MySQL was 65.2ms, which was 73.3% lower than that without optimization. As shown in Figure 11 , for throughput-first services, the MapReduce throughput is nearly half of the required value when running without optimization, while its real-time throughput is close to the set SLO value (105.4 MB/s in this scenario) when using PINE.
2) DYNAMIC LOAD OPTIMIZATION
The average server utilization of most data centers is low, ranging between 10% and 50% [29] , because the load of latency-sensitive services can change dramatically over time. Hence, data centers launch the throughput-first services on the same physical servers to exploit the underutilized sources [30] . In the following experiments, the dynamic load was simulated to evaluate the optimization effect of PINE in the real produc-tion environment. First, we evaluated the dynamic load of MySQL with constant MapReduce load. Figure 12 shows the latency comparison of MySQL in the with and without PINE cases. Due to the fierce competition for storage resources between MySQL and MapReduce, the 99.9th percentile latency of MySQL was always around 250ms no matter how the workload changed in the without PINE case. MapReduce occupied the rest disk resources when the MySQL load was low, which leads to a high 99.9th percentile latency of MySQL. After applying PINE, disk resources were allocated first, so the disk occupied by MapReduce was limited and the 99.9th percentile latency of MySQL can be guaranteed in a reasonable range. When the MySQL load increased, the latency would rise and exceed the target value configured by the users, then PINE would start the second-level optimization and reduce the 99.9th percentile latency by adjusting the IO concurrency level to guarantee the normal operations of MySQL. As shown in Figure 12 , the 99.9th percentile latency of MySQL was maintained around the expected latency while the load of MySQL fluctuated in the subsequent cycles. For throughput-first services, we evaluated the dynamic load of MapReduce with constant MySQL load. Figure 13 shows the throughput comparison of the MapReduce in the with and without PINE cases. When the MapReduce load was low, the throughput of MapReduce was impacted by MySQL. As the load of MapReduce increased, the throughput of MapReduce also increased, so did the latency of MySQL. At this time, the 99.9th percentile latency of MySQL had exceeded the reasonable range. After deploying PINE, the throughput of MapReduce in the low workload situation was similar to the results that MapReduce runs separately; in the high workload situation, PINE restricted the disk occupied by MapReduce to ensure the reasonable disk resources for MySQL.
The results show that PINE can guarantee the performance requirements of services in a hybrid deployment environment.
C. OPTIMIZATION PERFORMANCE FOR DIFFERENT LOAD TYPES
The disk operations mainly contain read and write, different operation combinations may also influence the optimization effect of PINE. For example, compared with writing a hundred of strings to the disk, the latency improvement would be different in the case of reading the strings. In order to evaluate this scenario, we designed four types of read and write combinations which are shown in Table 2 . By changing the load type of MySQL and MapReduce, the optimization effect in different situations could be observed.
As can be seen from Figure 14 , after optimization, the 99.9th percentile latency of MySQL in the four scenarios decreased by 77.3%, 70.4%, 23.8%, and 21.4% respectively, and all reached their performance requirements. When the MySQL load type was a write operation, PINE showed an excellent optimization results, because the write operation was more sensitive to the storage resources. The latency will increase sharply if the storage is used by other workloads, so there is a large optimization space. However, the read operation was not as sensitive as write operation in terms of the storage resource, the optimization space is limited. The experimental results show that PINE still can improve the performance to some extent and help the service meet the expectations.
Similarly, the throughput of MapReduce in these four scenarios (as Figure 15 shows) increased by 65.4%, 33.9%, 41.1% and 10.7% respectively, and all reached the requirements. When the MapReduce load type was write operation, the throughput would decrease more significantly if it is interfered by other workloads. Write operation is more sensitive to the storage resources. Hence, it showed an obvious improvement after using PINE. In the case of reading, although the optimization space was not that large, PINE still could guarantee that the throughput of MapReduce was maintained near the expected value.
These results show that the different load types directly influence the optimization space. PINE can ensure that the performance of each service reaches their corresponding requirements. In addition, PINE can significantly reduce the 99.9th percentile latency and improve the throughput in the write scenarios.
D. OPTIMIZATION COMPARISON
To evaluate the recovery capability of PINE when the load changes significantly in a short time, and to verify the rationality of using the ratio of real-time 99.9th percentile latency to 99.9th percentile latency requirement as the step size in latency optimization layer, we first ran MySQL and MapReduce together under the low load, then increased their load at the first second. We compared the distribution of MySQL's 99.9th percentile latency in PINE and PSLO [9] in Figure 16 . When the load increased, the 99.9th percentile latency of MySQL was maintained at about 239ms without optimization, which was a serious violation of MySQL's requirement. In the case of using PSLO, the 99.9th percentile latency of MySQL dropped to about 78ms after ten cycles (set to 10s for one cycle). When using PINE, the 99.9th percentile latency of MySQL dropped to 65.2ms after three cycles. The results show that PINE has a faster convergence speed and better optimization effect for 99.9th percentile latency. This is because the step length for the IO concurrency level is 1 in PSLO, which is too conservative in the sudden load change situation. PINE can adaptively configure the step length as the ratio of the real-time 99.9th percentile latency to the 99.9th percentile latency requirement, so PINE takes less time to achieve a lower 99.9th percentile latency than the PSLO. To further explore the advantages of PINE, we designed a set of experiments to compare the 99.9th percentile latency optimization effect of PINE and PSLO under the different performance requirements. As shown in Figure 17 , when the 99.9th percentile latency requirement was set to 30ms, 40ms and 50ms, pre-computation mechanism in PSLO thought that the requirements could not be optimized and ignored it, hence, the 99.9th percentile latency value was similar to the without optimization case. After relaxing the requirements, PSLO began to optimize the latency. As can be seen from Figure 17 , optimization with PINE has a lower 99.9th percentile latency than optimization with PSLO.
V. CONCLUSION
This paper aims to enhance the security of all services that share system resources through optimizing performance isolation. Specifically, we target the situation that services with different performance requirements are deployed in a single physical machine at the same time. To guarantee the performance requirements of each service, we proposed PINE, a performance isolation optimization solution, which dynamically manages the disk resource allocation and the I/O concurrency level for each service according to the realtime performance data and pre-defined requirements. In this way, PINE ensures the safety and stability of the system, and reaches the performance requirements of all the running services, even in the fierce storage competition situations.
We implemented PINE on Linux system and evaluated its effectiveness and robustness in complex load scenarios which are used to simulate the real production environment. The results show that PINE can effectively optimize the performance of the running services. Compared to the without optimization case, the 99.9th percentile latency of latency-sensitive services drops by 76.9% and the throughput of throughput-first services increases by 68.3% after using PINE. Besides, the optimation is efficient, the optimal results can be achieved in 3 cycles.
In the future, we will improve PINE in the following aspects: considering prioritizing services with the same performance requirements; implementing fine-grained performance control methods; designing priority systems and evaluating their effectiveness in more complex scenarios. Such efforts will enhance the versatility of our optimization system. 
