Abstract. We study convexity properties of solutions to the free Schrödinger equation with Gaussian decay.
Introduction
The main purpose of this note is to study convexity properties of two classes of functions. The first one is the class of functions which, together with their Fourier transform, have Gaussian decay. The second class is the class of functions for which the free Schrödinger evolution has Gaussian decay at two different times. (We will see later that, in fact, the two classes coincide). As motivation for the study of these issues, we recall the well known "uncertainty principle" due to G. H. Hardy (see [9] ) :
(A) Assume n = 1, f (x) = O(e −Ax 2 ) andf(ξ) = O(e −Bξ 2 ). If AB > 1/4, then f ≡ 0. Moreover, if AB = 1/4, then f (x) = ce −Ax 2 , for some constant c. In [8] this result was extended to higher dimensions, with x 2 and ξ 2 replaced by |x| 2 and |ξ| 2 . Here
As pointed out in [3] , this result has an equivalent formulation for the free Schrödinger equation. Thus, consider the IVP for the free Schrödinger equation
u(x, 0) = u 0 (x),
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whose solution u(x, t) = e it∆ u 0 (x) can be written as u(x, t) = (e −i|ξ| 2 t u 0 ) ∨ (x) = Formula (1.1) tells us that e −i|x| 2 /4t u(x, t) is a multiple of a rescaled Fourier transform of e i|y| 2 /4t u 0 (y), thus Hardy's result can be restated in terms of the Schrödinger equation as:
(A ′ ) If u 0 (x) = O(e −|x| 2 /β 2 ), u(x, t) = e it∆ u 0 (x) = O(e −|x| 2 /α 2 ), t > 0 and αβ < 4t, then u ≡ 0 in R n × [0, t]. Moreover, if αβ = 4t, then u is the solution with initial data, ωe
, for some complex number ω.
We will also recall the following extension of (A) established in [8] :
, with at least one of them finite and with A 1 A 2 ≥ 1/4, then f ≡ 0, and the Beurling-Hörmander result in [5] :
1 (R) and R R |f (x)|| f(ξ)|e |x ξ| dx dξ < ∞, then f ≡ 0.
Because of (1.1), (B) and (C) can be rephrased as:
x u 0 ∈ L q (e q x 2 /α 2 dx), p, q ∈ [1, ∞], with at least one of them finite and 4t ≥ αβ, then u 0 ≡ 0, and
In [3] , we obtained the following results which can be seen as variants of Hardy's uncertainty principle, in the context of Schrödinger equations with lower order variable coefficients and for non-linear Schrödinger equations.
(
There
By fixing u 2 ≡ 0 the above question relates to the persistence properties of solutions of (1.2) and (1.4), i.e. if u(x, 0) = u 0 (x) ∈ X (function space), then the solution u = u(x, t) of (1.2) (resp. (1.4)) satisfies that
These persistence properties, as part of the standard notion of wellposedness, have been studied in function spaces X describing the regularity and decay of their elements. For example, they have been established in classical Sobolev spaces X = H s (R n ), s ≥ s 0 , with s 0 the optimal Sobolev exponent, which depends on V (resp. F ), n, and T , with T < ∞, corresponding to local solutions and T = ∞ corresponding to global ones, and in their weighted versions,
, where persistence holds if s ≥ s 0 and s ≥ k, due to the fact that Γ j = x j − 2it∂ x j , j = 1, .., n, commutes with ∂ t − i∆, (for details see [4] and references therein). In the case,
, when k > s, persistence fails even in the free case, i.e. V ≡ 0 in (1.2) , and the extra-decay "k − s" is transformed into "local regularity".
Note that (1.1) shows that for the free Schrödinger equation, if u 0 is a compactly supported and continuous function, then for any t ∈ R \ {0} and ǫ > 0, u( · , t) is not in L 1 (e ǫ|x| dx). In this case, for t = 0, u(x, t) has an analytic extension to C n , so roughly speaking, one can say that the decay, which does not persist with the solution, is transformed into "local regularity".
One of the key results in [3] established that solutions of Schrödinger equations with variable coefficients having L 2 -Gaussian decay at two different times t 1 , t 2 , with t 1 < t 2 , preserve this property in the time interval [t 1 , t 2 ] with a fixed Gaussian weight (see Corollary 2.2 in [3] and comments after it). In this paper, we examine in detail the case of the free particle. We shall try to understand the possible persistence properties of the solutions of the free Schrödinger equation in function spaces with exponential decay at infinity.
We can summarize part of the results in this work in the following qualitative terms: 
Our proof of (ii) implies (iii) in Theorem 1 will be a consequence of the new quantitative results in this work: some logarithmically convex inequalities for exponentially weighted L 2 -norms of solutions of the free Schrödinger equation. In particular, it will be a consequence of the following Theorem: Theorem 2. Let α and β be two positive numbers and u be the solution of the initial value problem
Assume that either of the right hand sides of (1.6), (1.7), (1.8) or (1.9) are finite. Then, for any λ ∈ R n and T > 0
and
, where
, and
, one has that the terms in (1.9) vanish if αβ is small enough. The same applies to (1.8) for small values of α and β depending on T . In particular, from (B ′ ) in the 1 − d case, one has that if 4T ≥ β(αT + β), then the terms in (1.8) are zero, and if 4 ≥ αβ, then the terms in (1.9) are zero.
In Lemma 2 we study the class of functions with Gaussian decay and whose Fourier transform also has Gaussian decay. We show that this class is an algebra with respect to the pointwise product of functions and that it is closed under the action of the Schrödinger group. Therefore, it is also closed with respect to convolutions and multiplication by functions of the form e ia|x| 2 , a ∈ R. As a consequence, in Corollary 1, we show that if a free Schrödinger solution has Gaussian decay at two different times, then the data belongs to this class, i.e. (i) implies (ii) in Theorem 1.
Section 2 contains the proofs of Theorems 1 and Theorem 2. The proof of Theorem 2 will be based on a general abstract result given in Theorem 3.
Once Theorem 2 has been proved we obtain some generalizations and consequences of it. Corollaries 2-4 are extensions of the estimates (1.8)-(1.9). In Corollaries 5 and 6 we apply (1.8)-(1.9) to any pair (or any finite set) of solutions of the free Schrödinger equation. These estimates, which describe the interaction of two solutions, are somehow similar in spirit to those found in [1, Sections 10 and 11]. Corollary 7 is an application of the results in Theorem 1.2 and of the Galilean invariance property of the free Schrödinger equation. These extensions and applications are in section 3.
Finally, we explain and outline some extensions of the results in sections 2 and 3 to the variable coefficients case. These results will be studied in more detail in a forthcoming publication.
Proof of Theorems 1 and 2
We begin with a general abstract result. It can be used to derive properties of logarithmic convexity of certain L 2 -norms of solutions of different evolutions.
Theorem 3. Let S be a symmetric operator, A be an anti-symmetric one, both allowed to depend on the time variable, and f (x, t) be a suitable function. If
Proof. We have the following identities
Thus, multiplying (2.2) and (2.3) it follows that
Adding an antisymmetric operator does not change the real part, and sȯ
combined with the polarization identity give
The identity (2.1) follows from (2.4) and (2.5). Note for future use thaṫ
so if ∂ t f − Sf − Af = 0, one also has thatḢ(t) = 2D(t).
Remark 1. The abstract identity in Theorem 3 shows in disguise the "frequency function" or "monotonicity argument" linked to the Carleman inequality 
and the Carleman inequality holds, when S t + [S, A] is non-negative. Theorem 3 shows that H(t) is logarithmically convex, when S t + [S, A] is non-negative, ∂ t f − Sf − Af = 0, and provided that the calculations and integrations by parts carried out in the application of Theorem 3 to a particular case can be justified.
We apply Theorem 3 in our proof of Theorem 2, and in order to justify the finiteness of the quantities involved, integrations by parts or calculations involved in this application of Theorem 3, we use Lemma 1 [9, pp.130]: Lemma 1. Let f be an entire function such that
Then, f is an entire function and
Proof of Theorem 2. We apply Theorem 3 with
When the initial data to the free Schrödinger equation verifies that the right hand side of (1.9) is finite, u 0 is in H ∞ (R n ) and u is in
. Also, u 0 extends to the complex-space C n as an analytic function, and there are positive constants N, a and b, such that
When T is positive, f (z) = e is finite for some positive number a ′ . Corollary 2.2 in [3] shows that, sup 0≤t≤T e a ′′ |x| 2 u(t) 2 < +∞, for some new a ′′ , which might depend on a and b. The formula (1.1) shows that the same occurs, when the right hand side of (1.8) is finite. Moreover, the same holds, in both cases, for all the derivatives of u.
Once this has been settled, our choice of f in (2.7) shows that
where
and if
The last comment in the poof of Theorem 3 shows that ∂ t log H(t) = 2N(t) = 2 Sf, f H and (2.8)
In particular, (2.8) implies that the function
is logarithmically convex. Thus,
and consequently (2.9)
which yields (1.6).
To prove (1.7) we recall the formulae (2.10)
Thus
and so (2.11)
Hence, using the ψ-conformal or Appel transformation we define
and see from (2.10)-(2.11) that v(x, t) is the solution of the initial value problem (2.13)
Assume now that 0 < t < 1. From (1.6), with T = 1, it follows that (2.14) e λ·x αt+β u(t) 2 ≤ e λ·x β u(0)
Interchanging the role of α and β in (1.6) and applying it with T = 1/t > 1 to v(x, t), the solution of (2.13), one gets To prove (1.9) we square both sides of (2.18), multiply them by e −|λ| 2 /2 , integrate with respect to λ ∈ R n , and use the identity (2.19)
to obtain in the left hand side (2.20) 
Therefore, (2.20) and (2.21) yield (1.9). Finally, to obtain (1.8) we reapply the argument used to get (2.20)-(2.21) but starting with (1.6) instead of (1.7).
Next, we introduce some notation: for f ∈ S ′ (R n ), p, q ∈ [1, ∞], and A 1 , A 2 > 0 we will write
In the case p = q we shall write O p instead of O p,p . In this context, Hardy's result mentioned in the introduction and its extension to higher dimension found in [8] tells us that if M ∞,∞ (f ) > 1/4, then f ≡ 0. Also a result in [2] affirms that in the 1-d case if M p,q (f ) ≥ 1/4, for any p, q ∈ [1, ∞] with at least one of them finite, then f ≡ 0. 
which proves (b).
A combination of (a) and (b) yields (c). Part (d) follows from Theorem 2 estimate (1.9). Finally, (e) follows by combining (a), (d) and the formula
Remark 2. Parts (d) and (e) in Lemma 2 still hold with t, τ ∈ R resp. by replacing t and τ on their right hand side by |t| and |τ | resp.
Remark 3. The Lemma suggests to consider the class of funtions verifying (2.6) as a space of test functions for more general distributions than the tempered ones. This issue will be studied elsewhere.
Proof. Using part (d) in Lemma 2 and Remark 2 we can assume t 1 = 0, t 2 = s > 0. Thus,
, and e is∆ f ∈ L 2 (e 2µ 2 |x| 2 dx). 
From (2.23)-(2.24) it follows that
In particular, e i|·| 2 4s f = O 2 (µ 1 ; 4s 2 µ 2 ), and from Lemma 2, part (e) and the Remark 2, it follows that
which yields the desired result.
Proof of Theorem 1. The part (i) implies (ii) is Corollary 1. That (ii) implies (iii) is in Theorem 2, (1.9). (iii) implies (i) is immediate. Lemma 2 part (e) shows that (i) and (iv) are equivalent. Lemma 1 affirms that (v) and (vi) are equivalent and that each one implies (ii). The fact that (i) implies (vi) follows from the following result (see [9] , page 130):
(vii) implies (ii) is immediate using Lemma 2 part (b) . To see that (ii) implies (vii) define
So we just need to show that h ∈ L 2 (e ǫ|x| 2 dx) for some ǫ > 0. Using that (ii) implies (vi) it follows that
Hence, taking δ < a and using that (v) and (vi) are equivalent we get that h ∈ L 2 (e ǫ|x| 2 dx) for some ǫ > 0 which completes the proof.
Further results. Generalizations and Applications
3.1. Some other convex weights. We return to Theorem 1, and its proof given in section 2. From the arguments used in (1.8)-(1.9) and (2.20)-(2.21), it is clear that similar estimates hold with different coefficients multiplying the Gaussian weight in each variable. More precisely, we have the following result:
Corollary 2. Using the same hypotheses and notation that in Theorem 2. Given γ = (γ 1 , . . . , γ n ) ∈ [0, ∞) n (using summation convention over multiple indices) one has that
, for any 0 ≤ t ≤ T , and
, when t ≥ 0.
Next, we shall extend Theorem 2 to the case where we replace the quadratic powers in the exponents in (1.8)-(1.9) with possibly different powers in each component. n and γ = (γ 1 , . . . , γ n ) ∈ [0, ∞) n there exists c = c( p) > 0 such that
for 0 ≤ t ≤ T , and
Proof. First, we notice that instead of the identity (2.19) one has the following asymptotic formula (see [9] Proposition 2, pp. 323): in the one dimensional case
, when 1 < p < ∞, |x| ≥ 1 and 1/p + 1/p ′ = 1. In particular, there is c = c(p) such that
when x is in R. Thus, to obtain (3.1)-(3.2), one just follows the argument provided in the proof of Theorem 2 to obtain (1.8) and (1.9) respectively, but using instead of the identity (2.19), the inequality (3.3), when n = 1 and (3.4), when n ≥ 2:
dλ ≤ c e |x| p p , when 1 < p < ∞ and |x| ≥ 1.
Corollary 4. With the same hypotheses and notation as in Theorem 2. Given any
Note that we have stated these results for 1 < p ≤ 2 since Hardy's uncertainty principle shows that for p > 2 all the functions are 0.
3.2. Products of solutions. Next, we shall apply in Corollary 5 the logarithmically convex inequalities to a pair of solutions e it∆ u 0 and e it∆ v 0 : starting with the inequality (1.6) or (1.7) for each of these solutions, multiplying the squares of their left hand sides and their right ones respectively, and following the argument in (2.19), (2.20) and (2.21), we obtain some estimates concerning the interaction of two solutions of the free Schrödinger equation.
Corollary 5. Under the same hypotheses and notation that in Theorem 2, the following inequalities hold
for 0 ≤ t ≤ T , and 
is convex in R.
Proof. For γ > 0, choose α = 0 and β = 2 γ in (3.6). It shows that
is logarithmically convex in [0, T ]. This and the fact that
when 0 ≤ t ≤ T . The corollary follows from (3.7), after letting γ tend to zero.
Remark 5. Corollary 6 follows from (3.6) because the constant in front of the right hand side of the inequality is precisely equal to 1. Similar arguments show that
is convex, when n ≥ 3 and 1 ≤ α ≤ 2. In [1] the authors proved a similar result, when u 0 = v 0 , also in the non-linear setting.
3.3. Galilean invariance. The following result, which is a consequence of Theorem 2 and the Galilean invariant property of the free Schrödinger group, describes the time evolution of the location of the "mass" of a Gaussian decaying solution. Proof. We recall the Galilean invariance of the free Schrödinger group (3.10) u ν (x, t) =e it∆ (e iν· u 0 (·))(x) = e −i|ν| 2 t e iν·x (e it∆ u 0 )(x − 2tν) =e −i|ν| 2 t e iν·x u 0 (x − 2tν, t).
Thus combining (3.10), the identity e iν·x u 0 (ξ) = u 0 (ξ − ν), and the inequalities (1.8)-(1.9) in Theorem 2, we obtain (3.8) and (3.9).
3.4. Final remarks. Next, we recall the following result established in [7] , which is one of the main estimates in that paper :
Lemma 3. There exists ǫ > 0 such that if 
x (e 2λ·x dx)),
for some λ ∈ R, then there exists c independent of λ such that (3.14)
sup 0≤t≤T e λ·x u( · , t) 2 ≤ c e λ·x u 0 2 + e λ·x u T 2 + T 0 e λ·x F (·, t) 2 dt .
Notice that in the above result one assumes the existence of a reference L 2 -solution u of the equation (3.12) and then, under the hypotheses (3.11) and (3.13), shows that the exponential decay in the time interval [0, T ] is preserved. From the arguments used in (2.19)-(2.21), it follows that the inequality (3.14) holds with Gaussian weights, i.e. with γ|x| 2 , γ > 0 instead of λ · x in the exponent. In a forthcoming work on Schrödinger equations with variable coefficients, among other results, we shall extend those in Lemma 3 to a class of potentials V without smallness assumptions, and give suitable density arguments to justify the manipulations, integrations by parts and calculations, which arise at the time of trying to derive, in this more general context, both the preservation and the logarithmic convexity of the L 2 (e 2γ|x| 2 dx)-norm, γ > 0, of the corresponding solutions.
