Introduction
In this paper we will present some significant extensions of results relating invariants of matrices over valuation rings, and the combinatorics of Littlewood-Richardson fillings and sequences, first obtained in [2] in the case of discrete valuation rings of characteristic zero. There, a construction was made to associate Littlewood-Richardson fillings to the orbit of a pair of matrices (M, N ) over a discrete valuation ring R under a natural notion of paired matrix equivalence. Here, we shall first extend these results to power series rings with R-valued exponents. This will allow us to extend also the classical definition of Littlewood-Richardson fillings of skew shapes that not only goes beyond integer fillings, but will actually allow fillings of arbitrary real-valued length, including rows of "negative" length.
With these extensions, we will be able to consider continuous deformations of matrix parameters yielding invariants of our matrix pairs, resulting in similar continuous deformations of associated real-valued Littlewood-Richardson fillings (called here "LR-fillings"). These deformation results allow us to calculate effectively the "dynamics" of LR fillings in way not obtainable when restricted to the case of non-negative integer fillings. That is, we can construct continuously parameterized families of LR-fillings that interpolate, for example, between classical integer-valued fillings. We will use these results to describe, in matrix terms, a "combinatorial core" of a filling, and the relationship between it and the dynamics mentioned above.
In our previous work [2] , we showed that a matrix pair (M, N ) actually yields two fillings, one a filling of λ/µ with content ν, and another of skew-shape λ/ν with content µ. In this paper we establish that these fillings are in bijection, and do not depend on the particular matrix realization of the filling. Further, we shall show that this bijection (proved here for LR fillings) extends the previously established bijection between Littlewood-Richardson fillings described in [9] , and generalized in the paper of [6] . A central feature of the proof will be an "ordering lemma" which describes the growth of LR-fillings under a continuous deformation of the partitions associated to a matrix pair. We will use these results to quickly prove some results describing the relationship between Littlewood-Richardson and LR fillings between different shapes. We hope this will add new insight into these classical bijections, and that the invariants of matrices over valuation rings will become a new and effective way to investigate the combinatorics of Littlewood-Richardson and LR, fillings.
Definition 2.1 We will say a sequence µ = (µ 1 , µ 2 , . . . , µ r ) is an R-partition, provided each µ i ∈ R, 1 ≤ i ≤ r, and µ 1 ≥ µ 2 ≥ · · · ≥ µ r .
We will say, in this case, the R-partition µ has length r. Given an R-partition µ = (µ 1 , µ 2 , . . . , µ r ), we shall use the notation |µ| to denote |µ| = µ 1 + µ 2 + · · · + µ r .
Given two R-partitions µ and λ of the same length r, we shall let µ ⊆ λ to denote the condition that µ i ≤ λ i , for 1 ≤ i ≤ r.
Note that entries of R-partitions may certainly be negative, as, indeed, may the sum |µ|. Also, while many authors use the term "length" to denote the number of non-zero entries in an (integer-valued) partition, we will use "length" to denote the number of entries in the sequence, in order to make precise statements regarding the sizes of matrices associated to such R-partitions.
Below is our central combinatorial definition. It generalizes the classical definition of Littlewood-Richardson sequences found, for example, in [12] . 
(LR2) (R-
-negativity) For all i and j, where i < j, we have k ij ≥ 0. There is no condition on the parts k ii except k ii ∈ R.
3. (LR3) (R-Column Strictness) For each j, for 2 ≤ j ≤ r and 1 ≤ i ≤ j we require µ j + k 1j + · · · k ij ≤ µ (j−1) + k 1,(j−1) + · · · + k (i−1),(j−1) .
(LR4) (R-Word Condition) For all
Let the set of all LR-fillings of type (µ, ν; λ) be denoted LR(µ, ν; λ).
We emphasize again that, in particular, it is possible for terms k ii in an LR filling to be negative (as it is also possible for the parts of the partitions µ, ν and λ).
The definition above extends the classical definition of Littlewood-Richardson fillings of skew shapes. In classical Littlewood-Richardson fillings, a non-negative integer k ij denotes the number of i's appearing in row j of a skew shape. For example, with λ = (15, 10, 8, 6) , µ = (9, 5, 2, 1), and ν = (11, 6, 3, 2) a Littlewood-Richardson filling of the skew shape λ/µ with content ν could be depicted: In our generalized setting, we will now interpret k ij as denoting the length of a portion of the skew shape. Pictorially, the above filling will be thought of as: Note that in our generalized, R-valued Littlewood-Richardson filling, k ij is a real number. We shall call the parts k ij of a LR filling such that i < j the interior parts, which must be non-negative by definition. Parts of the form k ii we will call the edge parts. These are, in our formulation, allowed to be an arbitrary real. Thus, a R-valued Littlewood-Richardson "filling" of a skew shape made out of non-negative R-partitions, with all parts non-negative, might be depicted as:
However, we will have to be more creative when drawing fillings for which some k ii < 0, or for R-partitions with negative parts. First, if µ = (µ 1 , µ 2 , . . . , µ r ), and we have some µ i < 0, we will depict this with a fixed choice of center line, denoting the (horizontal distance from) the origin. Further, negative "boxes" will be shaded, with a smaller height. Thus, if µ = (µ 1 , µ 2 , µ 3 , µ 4 ) = (7, 3, −2, −4), we will draw this as In these pictures, we will construct the diagram by beginning at the "origin", and first attach the boxes for µ, as shown above. When the part of µ is positive, the end of the row moves to the right, and when negative it moves to the left. We then add the (necessarily non-negative) interior parts of the filling to the end of each row, moving to right. We obtain a picture such as:
To contend with possibly negative values for the edge parts k ii , we again represent them with shaded, thinner parts, and attach them to the ends of the rows (moving to the left for negative edge parts, and to the right for positive ones): In the above diagram, λ is determined in each row as the signed distance from the origin to the end of the edge part in that row. We also see that row i of the "skew shape" λ/µ has has size λ i − µ i (which may be negative), and that the sum of the sizes of the rows of λ/µ is |ν|. The meaning, visually, of the column-strictness (LR3) and word conditions (LR4) may be unfamiliar, but can be reconciled with the linear inequalities in their definitions, and our conventions for drawing diagrams. Note, in particular, that by LR3, the Word Condition, we must have
For future reference, in any LR-filling, the skew shape formed by the parts k ij for a fixed i will be called "the i-strip" of the filling.
Alternately, one may define LR fillings in terms of R-valued Littlewood-Richardson sequences (LR sequences). That is, as a sequence of partitions
such that the i-strip of the filling is formed by the skew shape λ (i) /λ (i−1) . This way, if we set k ij to be the length of the portion of the skew shape λ (i) /λ (i−1) that appears in row j, the collection {k ij } forms an LR filling. Of course, one is at liberty to invent any number of rules for constructing R-valued diagrams, but doing so does not make such rules necessary or of interest. We feel, however, that this particular choice of generalized Littlewood-Richardson filling is the "right" one, insofar as, on the basis of the work to follow, the LR-fillings we have defined here actually occur as invariants for matrix pairs over valuation rings (with an R valuation) in a way that directly generalizes previous results for pairs over discrete valuation rings. This interpretation was anticipated by the results of [13] , who established simple linear bijections between classical Littlewood-Richardson fillings and non-negative integer valued hives (an alternate combinatorial object of much recent interest). However, hives are definable over R generally, so the inverse of their linear map need not have been restricted to integer-valued hives. When their maps are applied to the set of all hives, the image is our LR-fillings. The requirement that k ij ≥ 0 when i < j for interior parts comes out as a natural requirement imposed by the so-called "rhombus inequalities" used in the definition of hives. The requirement that k ii ≥ 0 for the edge parts of classical Littlewood-Richardson fillings is the result of an imposed boundary condition on the hive, which restricts the partitions µ, ν, and λ to be nonnegative and integer-valued. Dropping this constraint, we obtain the LR-fillings defined above. There are, in fact, numerous other fruitful connections between hives, LR-fillings, and matrix pairs over valuation rings, obtainable by utilizing concepts that arise in one of these three contexts, and then translating them to the other two. This work will be forthcoming [3] .
So, while the linear map in [13] could define a proposed R-valued Littlewood-Richardson filling, it would not establish that such fillings are realized as invariants for actual mathematical objects. Correcting this omission is the work of the rest of this paper.
Matrices over R-Valuation Rings
Definition 3.1 Let F denote the field of formal R-valuated Laurent series with sparse exponents. That is, F is the field of formal series in the variable t such that:
1. Every element a ∈ F may be written a = ∞ i=0 a i t αi , where a i is in a fixed field of characteristic zero, and α i ∈ R.
2. For a given a ∈ F, a = ∞ i=0 a i t αi , the sequence of exponents (α 0 , α 1 , . . . ), is strictly increasing, and, in particular, bounded below.
3. For a given a ∈ F, a = ∞ i=0 a i t αi , the set of exponents {α i : i ∈ N} has no limit points. In particular, any finite interval of the real line may contain only finitely many non-zero exponents α i appearing in any element a ∈ F.
These hypotheses on F ensure that defining multiplication of elements of F via
is well-defined since the sparseness condition on the exponents guarantees that there are only finitely many solutions to the equation α i + β j = κ k among the exponents of α i and β j . The field F comes with a natural valuation, or "norm", over R by defining, for all a ∈ F, a = 0:
This norm clearly satisfies:
and, in particular, t s · a = s + a . We shall sometimes refer to the value a for a ∈ F as the order of a. With this definition of F , we may now define the subring R ⊆ F by R = {a ∈ F : a ≥ 0}.
Let a = α. Then we may write a uniquely in the form:
In particular, u = 0 implies u is a unit in R (and not just in F ). The only issue in computing the multiplicative inverse of a unit u = ∞ i=0 σ i t si is to note that if we formally set
and try to solve for the coefficients w i , we need only first require v i = s i (that is, the exponents appearing in the expansions of u and u −1 are the same). With this proviso, one can recursively solve for the coefficients w i as in the case of formal power series. Let R × denote the units of R.
denote the set of r×r invertible matrices over F , and let GL r (R) denote the group of invertible r × r matrices over R (that is, matrices with an inverse over R). Since matrix equivalence over the field F is not very interesting, we shall view the columns (or sometimes rows) of a matrix M ∈ M r (F ) as spanning a module over R, and will extend the classical theory of invariant factors to this case, at least for finitely generated modules (finitely generated R-submodules of F are principal, so for such modules the classical theory applies). Indeed, most of what we do here could probably be formulated in the context of R-valuated lattices, extending parts of the theory of buildings over discrete valuation rings. It will be enough for our purposes to work over matrices, however, and we will be able to develop explicit computational formulas in this context.
All we need to establish at this point is the existence of invariant factors, viewed as GL r (R) invariants of full-rank matrices over F . Indeed, using only elementary row and column operations over R, acting on a matrix M ∈ M r (F ), the following theorem is easy to prove:
where
. . , µ r ) are uniquely determined by M and are an invariant of the orbit under the action of matrix equivalence.
where µ 1 ≥ µ 2 ≥ · · · ≥ µ r , we shall call the R-partition µ = (µ 1 , µ 2 , . . . , µ r ) the invariant parition of M , and denote this by
When R is a principal ideal domain, the invariant factors of a matrix are elements of R with certain divisibility relations. In the case of a discrete valuation ring, such elements may be written in the form t µi , where µ i is a non-negative integer. Over the field F , of course, we have the µ i ∈ R.
Much of the classical theory of invariant factors, in the case of a discrete valuation ring, goes over to the R-valuation ring presented here. In [7] the theory of s-spaces was developed to present a unified development of the theory of invariant factors over various rings, and also eigenvalues of hermitian matrices. Let F r be viewed as a free, finitely generated module over R. Let us set S i = {finitely generated R-submodules of F r of rank i}.
Given a finitely generated R-submodule M of F r , generated by {a 1 , . . . , a k }, (we may assume this set is linearly independent over R) then let us define, given some x ∈ M,
Finally, given some R-module homomorphism φ : F r → F r , let us define
where φ(F r ) is the R-submodule formed by the image of F r under the map φ. It is then easily checked that these definitions allow us to give (F r , {S i }) an s-space structure such that ψ is, as defined in [7] , ℓ-diagonalizable (that is, the definition of ψ allows one to define a generalized Rayleigh quotient for finitely generated submodules). Once this has been determined, the following is obtained as a consequence:
Theorem 3.4 (Interlacing) Let M ∈ M r (F ), and let H be a square submatrix of M of size s. If the invariant partition of M is inv(M ) = µ = (µ 1 , µ 2 , . . . , µ r ), and that of H is inv(H) = σ = (σ 1 , . . . , σ s ), then
In particular, if in the above Theorem, H is an (r − 1) × (r − 1) submatrix of M , then
We will begin by recording some definitions, notation, and preliminary lemmas that will be used throughout the paper. 
that is, the diagonal matrix with the entries t µ1 , t µ2 , . . . , t µr on the diagonal. Similarly, set
Definition 3.6 Given two pairs of matrices (M, N ), (A, B) ∈ M r (F ) 2 , we say a (M, N ) is pair equivalent to (A, B) if there are matrices P, Q, T ∈ GL r (R) such that
That is, though the pairs (M, N ) are defined over the field F , we will restrict the conjugations to invertible matrices over the subring R. If (M, N ) is pair equivalent to (A, B), then inv(M ) = inv(A), inv(N ) = inv(B), and also inv(M N ) = inv(AB).
Note that by Theorem 3.2 there are P, Q ∈ GL r (R) such that
where µ = inv(M ). Thus, when calculating invariants of the orbit of a matrix pair, we may assume that one entry in the pair is diagonalized. We shall look to put N ′ in a form from which a LR filling may be determined. In order to accomplish this we will restrict our paired conjugations to those of the following form:
Definition 3.7 Let µ be an R-partition. We will say that a square matrix Q ∈ GL r (R) is µ-admissible iff
Note that if Q is µ-admissible, and q ij is the (i, j)-entry of Q, then
This condition only imposes constraints on entries below the diagonal, where q ij will have to have a sufficiently large order. This condition is not only necessary, but, as is easy to check, sufficient.
Lemma 3.8 Suppose Q ∈ GL r (R). Suppose, given some R-partition µ, the (i, j) entry of Q is q ij , and that we have
Then Q is µ-admissible.
In particular, any upper-triangular matrix is µ-admissible, for any R-partition µ.
µ , Q, T ) is a triple of invertible matrices which may act on (D µ , N ′ ). We obtain:
That is, the action above using a µ-admissible matrix fixes the first term D µ . Thus, in order to compute invariants of the orbit of a matrix pair (M, N ), it is sufficient to reduce the problem to the orbit of pairs (D µ , N ′ ) where D µ is fixed. That is, we need only study the orbit of the action on the right term N ′ :
where Q is a µ-admissible matrix. Our plan is as follows. Since, given an arbitrary matrix pair (M, N ) ∈ M r (F ) 2 we may find a pair (D µ , N ′ ), in the orbit of (M, N ), we will then find, in the orbit of N ′ under the µ-admissible action above, a special matrix form N * called µ-generic, from which we may determine an R-valued Littlewood-Richardson filling. We shall provide a formula, based on the orders of determinants of the µ-generic matrix N * to compute the filling. In order to make these definitions precise, we will require the following notation and definitions: Definition 3.9 Let I, J, and H be subsets of {1, 2, . . . , r} of length k, written as I = (i 1 , i 2 , . . . , i k ), where 1 ≤ i 1 < i 2 < · · · < i k ≤ r, and similarly for J and H. We call such sets index sets. (Note: I, J, and H do not denote partitions.) Let I ⊆ H denote the condition that i s ≤ h s for 1 ≤ s ≤ k. Given an r × r matrix W , let
denote the k × k minor of W using rows I and columns J (that is, the determinant of this submatrix). Let us extend the definition of a to square matrices, so that if B is any square matrix, B will denote det(B) . Also, given an R-partition µ = (µ 1 , . . . , µ r ), let µ I denote the R-partition µ I = (µ i1 , µ i2 , . . . , µ i k ), and let
In [2] the theory of µ-generic matrices was presented in the context of discrete valuation rings. While most of what was developed there works for R-valuation rings with few, if any, changes, we will need more general results in later sections. So, we present here the following technical lemma:
Lemma 3.10 (a) Given any lower-triangular matrix Q L ∈ GL r (R), there exists an upper-triangular matrix Q U ∈ GL r (R) such that we may find a lower-triangular Q L and an upper-triangular Q U such that
(b) Given any upper-triangular matrix Q U ∈ GL r (R) there exists a lower-triangular matrix Q L ∈ GL r (R) such that we may find an upper-triangular Q U and a lower-triangular Q L such that
We may choose Q L to be µ-admissible, in which case the product Q will be µ-admissible as well.
(c) Suppose that S ∈ M r (F ) of full rank is given. Then, we may choose Q ∈ GL r (R), obtained from either (a) or (b) above, so that, for any index sets I, H, J of length
and, in the case that Q is µ-admissible,
Proof: We begin with (a). Suppose we are given a lower-triangular Q L ∈ GL r (R). For any uppertriangular Q U , the necessary condition that the product
possess a "'U L" decomposition (with entries over F , the quotient field of the ring R) of the form
where J k is an index set of the form J k = (1, . . . , k), for each k, 1 ≤ k ≤ r (see [8] , pp. 35-36). We can, in fact, choose Q U so that not only is this condition met, but so that both matrices Q L and Q U are in GL r (R). This is accomplished, again by appeal to the result in [8] , by noting that the entries in Q L and Q U are quotients of determinants in the product Q = Q U Q L , whose denominators are principal minors of Q. Choosing Q U so that the principal minors are not only non-zero, but are actually units in R themselves (that is, so that (Q U Q L ) J k J k = 0) amounts to choosing Q U so that the images in the residue field of F of entries of Q U lie outside a variety defined by certain polynomials in the images in the residue field of entries Q U . Thus, the existence of Q L and Q U is proved. The matrix Q U is, like any upper-triangular matrix, necessarily µ-admissible, and since the product Q U Q L is µ-admissible, so must be Q L . Case (b) is proved in essentially the same way. Given any matrix Q = Q L Q U , the necessary condition that an atypical "UL" decomposition exist and be defined over R is only that the principal minors be units in R (this statement requires only certain formal modifications of the proof of the "LU " decomposition in [8] ). We may, in fact, choose Q L to be µ-admissible, since the existence of the decomposition will be implied by an appropriate choice of units on the diagonal of Q L , which are unaffected by the requirement of µ-admissibility.
The upshot of this is that given matrices Q L or Q U , which we may assume to be µ-admissible if we choose, we can multiply either on the left so that the resulting product (Q U Q L or Q L Q U ) possess both a "LU " and a "U L" decomposition, and such that the product is is µ-admissible, if we choose. To prove (c), then, let us choose a matrix S ∈ M r (R) of full rank, and let us fix a choice of index sets I, H, J of length k, where 1 ≤ k ≤ r. For each such choice, we will argue that whenever I ⊆ H ⊆ J, implying Inequalities 1 and 2 amounts to choosing Q, possessing "U L" and "LU " decompositions, to be sufficiently generic so that the image in the residue field of its entries lies outside of a variety defined by the images of entries of S. In particular, we may ensure we can choose Q so that Q = Q U Q L , and the upper-triangular Q U satisfies (Q U ) IW = 0, whenever I ⊆ W (that is, I ⊆ W will imply the minor is a unit in R). Note that
Let us begin with Inequality 1. We have, by the Cauchy-Binet formula:
By a generic choice of Q U , there can be no "catastrophic cancelation" in the sum, so the above must be:
So Inequality 1 is proved. Inequality 2 is proved similarly. First note that, given a
This implies
We may choose Q L , and hence Q L0 , to be sufficiently generic so that for all index sets I and W of length k, such that whenever W ⊆ H, we have (
But then
But then, again using a sufficiently generic choice of Q L so there is no cancelation among sums of determinants:
So the inequality is proved.
Given an R-partition ν = (ν 1 , . . . , ν r ), recall the notation
and
If J = (j 1 , j 2 , . . . , j k ) is an index set of length k ≤ r, then we will adopt the notation
Definition 3.11 Given an R-partition ν, we will say a matrix T ∈ GL r (R) is ν-admissible iff
Note that if T is ν-admissible, and τ ij is the (i, j)-entry of T , then whenever i ≥ j,
As before, it is elementary to show that, for invertible matrices, the above necessary condition for ν-admissibility is also sufficient.
By the same reasoning as the lemma above, we prove the following:
Corollary 3.12 (a) Given any lower-triangular matrix T L ∈ GL r (R), there exists an upper-triangular matrix T U ∈ GL r (R) such that we may find a lower-triangular T L and an upper-triangular T U such that
(b) Given any upper-triangular matrix T U ∈ GL r (R) there exists a lower-triangular matrix T L ∈ GL r (R) such that we may find an upper-triangular T U and a lower-triangular T L such that
We may choose T L to be ν-admissible, in which case the product T will be ν-admissible as well.
(c) Suppose T ∈ GL r (R) is any matrix obtained from either (a) or (b) above, and that S ∈ M r (F ) of full rank is given. Then, we may choose T so that, for any index sets I, H, J of length k such that
and, in the case that T is ν-admissible,
Definition 3.13 Let us call a matrix pair (D µ , N * ) a µ-generic matrix pair associated to N ∈ M r (F ) with respect to a partition µ if N * is upper-triangular, and we can factor N * as
L are upper and lower triangular, respectively, and Q and T −1 satisfy Inequalities 1, 2 of Lemma 3.10 and Inequality 3 of Corollary 3.12. We shall simply say N * is µ-generic if N * is a µ-generic matrix associated to some N ∈ M r (F ).
The proof of the corollary below may be found in [2] . There, the results are stated for the case that R denotes a discrete valuation ring whose residue field is characteristic zero. The results are based, however, on elementary matrix calculations and carry over to our setting without alteration.
2 , both of full rank. Let the symbols
denote, respectively, the order of the minor of the µ-generic matrix N * with rows i 1 , . . . , i s , and the rightmost distinct columns possible. Secondly, when using the " ∧ " symbol, the order of the minor of N * whose rows include all rows 1 through r but with the rows i 1 , i 2 , . . . , i k omitted, again using the right-most columns resulting in a square submatrix.
We omit the dependence of the above notation on the fixed µ-generic matrix N * . Our central matrix result is the following determinantal formula that calculates a LR filling from a matrix pair. Most of the proof of this result follows exactly the argument presented in [2] in the case of a discrete valuation ring. We will sketch the proof and mention the few cases where passage to the R-valuation introduces changes.
2 be a matrix pair, with both matrices full rank. Suppose that N * is a µ-generic matrix associated to N . Let us define a triangular array of integers {k ij }, for 1 ≤ i ≤ r, and i ≤ j ≤ r, by declaring
Then, the set
Proof:
[sketch] Since our notation for omitted indices in determinants is only to be used when removing a non-empty increasing sequence of indices, we will adopt the convention that
With this, we can use Equation 5 above to define the individual entries k ij , according to the formula
We need to verify that using Equation 6 to define {k ij } results in a set of real numbers satisfying the conditions LR1, LR2, LR3, and LR4. Condition LR1 follows quickly from Corollary 3.14 above, and the others follow precisely as in [2] . However, it should be noted that in [2] it was proved that given a µ-generic matrix N * , the determinantal formulas above defined a Littlewood-Richardson-filling associated to a matrix pair (M, N ) over a discrete valuation ring. Thus, the filling so constructed would satisfy k ij ≥ 0 for all i and j. However, in the case of a ring with R-valuation, the definition of LR-fillings only requires k ij ≥ 0 for i < j. Let us briefly indicate how to account for the difference one finds in working over an R-valuated ring. When computing k ij , for i < j, we find the matrix argument found in [2] goes through without any change. It shows that k ij is determined as the difference between the orders of two invariant factors of a single submatrix (the larger minus the smaller). So, this value must be non-negative in all cases.
In contrast to this, in the case i = j, Equation 6 above becomes:
In the above expression there is cancelation of some of the terms that does not occur when i < j. Consequently, the above, when reduced and written positively, becomes: + 1) , . . . , r) .
In the above, there is no a priori reason that this value cannot be negative, when working over a ring R with an R-valuation.
In general, if the ring R only possesses a discrete valuation, then the parts k ij , for i < j will necessarily be non-negative integers. If for any i we had k ii < 0, then by the word condition LR4 we would have ν r = k rr ≤ k ii < 0, so there would necessarily be a part of the partition ν that was negative. Thus, if the partitions µ and ν, which appear as the invariant partitions of the matrices M and N , are comprised of non-negative integers, then all the k ii ≥ 0. Lastly, since
then k ii must also be an integer.
The proofs that conditions LR3 and LR4 hold follow exactly as in [2] . Note that the arguments in [2] require the interleaving condition among invariant factors of submatrices, which is the content of Theorem 3.4.
The following corollary, proposition, and theorem appeared in [2] , and the proofs there apply here without alteration.
Corollary 3.17 With k ij defined by Equation 6 for all 1 ≤ i ≤ r and i ≤ j ≤ r, we have 1.
Proposition 3.18 Let I and J be index sets of length k, and let N and N be r × r µ-generic matrices. Suppose there exist µ-admissible matrices Q and T such that
, then the LR-fillings determined by both pairs are the same. That is, pairs in the same GL r (R) 3 orbit yield identical LR-fillings.
Finally, given a LR-filling of λ/µ with content ν, where µ, ν, and λ are R-partitions, the following result allows one to construct a matrix pair (M, N ) such that inv(M ) = µ, inv(N ) = ν, and inv(M N ) = λ. The proof of this, again in the context of discrete valuation rings and classical Littlewood-Richardson-fillings, first appeared in [1] , but the proofs there made only formal use of the conditions LR3 and LR4, and they may be used in our case here without alteration. A version of this result over discrete valuation rings, though based on conjugate sequences and a very different construction, had first been obtained in [4] .
2. Define the block matrix N i by
where T i is the (r − i + 1) × (r − i + 1) matrix:
(Note that in [1] , Theorem 3.20 was written so that invariants were calculated in increasing order, and so the matrices used in the factorization have a slightly different form.)
Left-Right Bijections
We now give an alternate method for computing a LR filling from a matrix pair (M, N ) ∈ M r (F ) which is conceptually simpler, and is more "'symmetric" in that one special matrix form can be used to obtain both the "right filling" of λ/µ with content ν, and the "left filling" of λ/ν with content µ. This method will also exhibit properties that replicate all the fundamental features of the combinatorial bijection LR(µ, ν, λ) ↔ LR(ν, µ, λ) in the context of integer-valued fillings (see [9] ). These features will allow us to prove that every left filling of a matrix pair determines a unique right filling that depends only on the filling, and not on the particular matrix realization of it.
In particular, if J = (j 1 , j 2 , . . . , j k ) is an index set of length k ≤ r, then we will adopt the notation
Recall also that, given an R-partition ν, we will say a matrix T ∈ GL r (R) is ν-admissible whenever
We will describe an alternative method to calculate LR-fillings from matrix pairs. Let us assume we have a pair (D µ , N ), where D µ = diag(t µ1 , . . . , t µr ). Let us factor N according to its invariant factors as:
where S and V are invertible over R. By the definition of paired-equivalence given above we see (D µ , SD b ν ) is in the orbit of (D µ , N ), so we will work with this simpler matrix. (Note that also (D µ S, D b ν ) is in the orbit of (D µ , SD b ν ) as well). We will act on SD b ν on the left using µ-admissible matrices, generic with respect to S, as in the previous section, but we will also be using generic ν-admissible matrices on the right. Suppose Q is a given µ-admissible matrix, and T is ν-admissible. Then, by definition,
Hence, we may act on the pair (D µ , SD b ν ) via
Thus, finding invariants for the orbit (D µ , SD b ν ) is equivalent to considering invariants of the orbit S → QST of the invertible matrix S under the action of µ-admissible matrices Q on the left, and ν-admissible matrices T on the right. Proof: There is a matrix N ′ such that (D µ , N ′ ) is in the orbit of (M, N ). Let us write
for invertible S, W ∈ GL r (R). Then we also have (D µ , SD b ν ) in the same orbit. With appropriate uppertriangular matrices Q U and T U (which are necessarily µ-admissible and ν-admissible, respectively), we may ensure that the product Q U S T U is lower-triangular. The result now follows from Lemma 3.10 and Corollary 3.12.
Definition 4.3 Let us establish the following notation:
and, more generally, if U = (u 1 , u 2 , . . . , u k ) is any index set (so u 1 < u 2 < · · · < u k ), then set
Proposition 4.4 Suppose we are given R-partitions µ and ν of length r. Let N be a µ-generic, and L be a µ-ν-generic matrix such that (D µ , N ) and (D µ , LD b ν ) are pair-equivalent. Then if I is any index set of length k, 1 ≤ k ≤ r, we have
Proof: Since L is µ-ν-generic, we may write
The left factors Q U Q L satisfy the conditions of Lemma 3.10, and so may serve as factors on the left to put
Let us first right multiply LD b ν by Π r , so that orders of entries in the product LD b ν Π r now increase from right to left. Thus, we may put this product into upper triangular form by a lower triangular matrix T L , whereupon we will multiply LD b ν Π r T L by an upper triangular matrix T U satisfying the conditions of Corollary 3.12. Let us set T = T L T U . The upshot of the above is that the product 
so, it is sufficient to prove
for any index set I of length k. For this, we will expand LD b ν Π r T L T U according to the Cauchy-Binet formula:
to calculate the filling. We are now also able to find a µ-ν-generic matrix L such that (D µ , LD b ν ) is in the orbit as well, and use (almost) the same determinantal formulas as in the µ-generic case, except we will use the leftmost columns instead of the rightmost.
Further, since (D µ L, D b ν ) is in the orbit of (D µ , LD b ν ), we have an obvious way (switching the roles of columns and rows) to generate determinantal formulas to also compute the left filling of the pair, from the matrix D µ L.
It might be argued, on the basis of the above, that we could dispense with the µ-generic form altogether. However, though the orders of appropriate minors of LD b ν coming from the µ-ν-generic matrix L, equal the orders of determinants of corresponding minors of the µ-generic matrix N * , there does not seem to be a clear way to prove that the filling determined by L is necessarily a LR-filling. So, our method is to use the µ-generic matrix N * to define the filling, and also to prove that it is a LR-filling, and then pass to the µ-ν-generic form using Proposition 4.4 above.
More importantly, we will use the µ-ν-generic form to dispense with determinantal formulas entirely, and use this form to calculate LR-fillings directly from invariant factors of matrices related to this form in a simple manner. to denote the product of matrices
We will also let (µHν 1 , . . . , ν j ) = (µ r , . . . , µ 1 , H, ν 1 , . . . , ν j ),
and similarly for (µ i . . . , µ 1 Hν) and (µ i . . . , µ 1 H).
2 be a matrix pair over F , with both matrices of full rank. Let {k ij } be the right filling associated to (M, N ) in LR(µ, ν, λ) and let {m ij } be the left filling in LR(ν, µ, λ). Let (D µ , LD b ν ) be a matrix pair in the orbit of a pair (M, N ) where L ∈ GL r (R) is a lower triangular µ-ν-generic matrix. Then the sequence of invariants
forms a LR sequence for the right filling {k ij }, and the sequence inv(Lν), inv(µ 1 Lν), inv(µ 2 µ 1 Lν), . . . , inv(µ r , . . . , µ 1 Lν), is a LR sequence associated to the left filling {m ij }.
Before proving this result, let us show a brief example of the phenomenon it implies. We will work, for now, with integer-valued fillings, though our results do not require this. Given the partitions µ = (9, 5, 2, 1), ν = (11, 6, 3, 2), and λ = (15, 10, 8, 6) one may check that the following is a Littlewood-Richardson, and hence LR-filling, of λ/µ with content ν:
Using the construction of Theorem 3.20 we may use this filling to build the matrices: In fact, the matrix N is in µ-generic form, insofar as it is upper-triangular and satisfies Inequalities 1 and 2 of Lemma 3.10, and Inequality 3 of Corollary 3.12. We can, in fact, obtain a matrix in µ-ν-generic form from N above by adding multiples of column 4 to columns 3,2, and 1 to put zeros in the top row to the left of the (1, 4) entry, and then adding multiples of column 3 to columns 2 and 1, etc, and then finally reversing the order of the columns and obtaining: 
We note that in the above matrix, every entry in column j has order at least ν (4−j+1) . So, we may factor the above as the product (after multiply some columns by −1):
In this case, it can be shown that the above matrix is in µ-ν-generic form, insofar as it is lower-triangular and satisfies Inequalities 1 and 2 of Lemma 3.10 and also Inequalities 3 and 4 of Corollary 3.12.
So, by Theorem 4.6 we may alternately calculate the right filling of λ/µ with content ν by computing the successive invariant factors (written vertically): Let us fix i and j, where i < j, and choose some index σ such that i ≤ σ. Let ν * = (ν 1 , . . . , ν σ , 0, . . . , 0). Then
Let {k * ij } denote the right LR-filling of the pair (D µ , LD c ν * ). To calculate {k * ij }, by Corollary 3.12 we must first put L into µ-ν * -generic form by multiplying L by a lower triangular ν * -admissible matrix T ν * so that LT ν * is µ-ν * -generic. Having done this, computing the k * ij for i < j can be accomplished using the orders of minors (LT ν * D c ν * ) IJ k for appropriate index sets I. But then
But by the generic nature of the factor (T ν * ) HJ k , we have = min
Thus, computing orders of minors (LT ν * D c ν * ) IJ k , from which the LR-filling of (D µ , LD c ν * ) may be determined, amounts to calculating the minors (LD c ν * ) IJ k . This, combined with the above calculation, proves that k ij = k * ij for all i, 1 ≤ i ≤ σ, and j such that i < j ≤ r. The parts of the fillings k ii and k * ii are shown equal for 1 ≤ i ≤ σ by noting that by Theorem 4.6 the shapes of inv(D µ LD b ν ) and inv(D µ LD c ν * ) are the same in rows 1 through σ, and since no parts k ij , for i > σ appear above row σ + 1. So, having shown for the interior (i, j) (where i < j) that k ij = k * ij , the equality of the shapes of inv(D µ LD b ν ) and inv(D µ LD c ν * ) in rows 1 through σ forces k ii = k * ii , for 1 ≤ i ≤ σ. Finally, the jth row of the invariant partition inv(D µ LD c ν * ) = inv(µLν 1 , . . . , ν σ ) is µ j + k * 1j + · · · + k * σj since ν * = (ν 1 , . . . , ν σ , t 0 , . . . , t 0 ). But then this row also equals µ j + k 1j + · · · + k σj , which proves the Theorem.
An interesting consequence of the above proof is that invariants k ij for i < j are determined entirely by the µ-ν-generic matrix L, even though this matrix is invertible. By the above it is clear that any µ-ν-generic matrix appearing in the orbit of (M, N ) will yield the same fillings. As a corollary to the proof of the above Theorem we record the following:
Corollary 4.7 Suppose L is a µ-ν-generic matrix with respect to R-partitions µ and ν of length r, where ν = (ν 1 , . . . , ν r ). Let ν * be the R-partition
Let {k * ij } denote the right filling associated to the pair (D µ , LD c ν * ). Then the pairs (D µ , LD b ν ) and (D µ , LD c ν * ) have the same fillings for ν 1 through ν σ . That is,
Analogous results hold for left fillings.
So, the content of Theorem 4.6 is that given a µ-ν-generic matrix L, we can calculate the right filling of the pair (D µ , LD b ν ) by the LR sequence of partitions formed by the partial diagonals on the right: inv(µLν 1 , . . . , ν r ), inv(µLν 1 , . . . , ν r−1 ), . . . , inv(µLν 1 ν 2 ), inv(µLν 1 ), inv(µL)
where the i-strip of the filling is given by the skew-shape inv(µLν 1 , . . . , ν i )/inv(µLν 1 , . . . , ν i−1 ), and with the same matrix L we may calculate an associated left-filling of (D µ , LD b ν ) by the sequence of partitions formed by the partial diagonals on the left: inv(µ r , . . . , µ 1 , Lν), inv(µ r−1 , . . . , µ 1 , Lν), . . . , inv(µ 2 µ 1 , Lν), inv(µ 1 , Lν), inv(Lν).
We shall prove below that this association between left and right fillings depends only on the fillings, and not on the particular matrix realization of the filling.
However, even with these results we can reach some interesting conclusions regarding invariants for matrix pairs over our valuation rings, and facts about LR-fillings (and classical Littlewood-Richardson-fillings) these results imply. For example, the following is easily proved:
2 be a pair of full-rank matrices such that inv(M ) = µ, inv(N ) = ν, and inv(M N ) = λ, and suppose {k ij } is the associated right LR-filling of the pair. Let D(α) = diag(α, α, . . . , α) be a scalar matrix, for some α ∈ F. Let {k * ij } denote the right filling for the pair (M, N · D(α)). Then k * ij = k ij , for i < j, and k * ii = k ii + α. An analogous result holds for the left filling of the pair. . Therefore, since we may now compute the interior parts k * ij for the pair (D µ LD b ν ) using the same matrix L that we may use for the pair (M, N ), we see both pairs have the same interior parts (which are determined entirely by the matrix L). The result on edge parts follows as:
This result has a number of simple corollaries regarding LR-fillings and matrices over valuation rings:
Corollary 4.9 Let ν be an R-partition, and let {k ij } be a LR-filling of some skew shape λ/µ, with content ν. Then the mapping For future use, we also record the following observation:
2 , both of full rank, there exist real numbers α, β ∈ R such that the left and right fillings of the pair
are all non-negative.
In other words, multiplying M and N by appropriate scalars will "shift" the filling so that even the edge parts of the filling are non-negative. Pictorially, we imagine starting with a matrix pair (M, N ) whose associated LR diagram has the form:
Multiplying M by a scalar matrix D(β) = diag(β, β, . . . , β), for β > 0, will have the effect of moving the origin to the left. The above diagram came from our earlier example in which µ = (µ 1 , µ 2 , µ 3 , µ 4 ) = (7, 3, −2, −4). Consequently, so that µ + (β) will have all positive values, we will set β = 5:
Note that, under this transformation, all values of µ i − µ j remain the same. In order to remove the negative values of k ii in the above, we must multiply LD b ν by an appropriate scalar matrix D(α). Here, we set α = 3.2:
Important here is the observation that these shifts preserve the interior parts of the filling, so that, in fact, any LR-filling is a scalar shift away from one with all non-negative parts.
Before proceeding, we will need the idea of an initial segment of an i-strip of a LR-filling. Let us suppose, given some LR-filling {k ij } of a matrix pair that for some i, the interior and also the edge parts are nonnegative. Given such an i-strip S = λ/λ ′ , say, we say the skew shape S ′ is an initial segment of S if there is a row j of the shape such that the parts of S and S ′ are identical in all rows below j, that S ′ is empty above row j, and the part of row j that appears in S ′ has length less than or equal to that appearing in S in row j. That is, each horizontal i-strip of an LR filling grows from the bottom row to the top, and from the left-most to the right, as α grows from 0 to ν i . The same will be true for the left filling {m ij } of (D µ , LD b ν ) of λ/ν with content µ.
The Ordering Lemma, to be proved below, says something even more precise about the dynamics of LR-fillings when we alter specific values of ν i appearing in D b ν (or values of µ j in D µ ). Here, we will dispense with presenting the matrix calculations, and display our results in terms of the LR-diagrams generated by our matrix results.
The which, as shown above, we now represent with LR-diagram:
By Corollary 4.7, we know that the parts {k ij } of the right filling of the pair (D µ , LD b ν ) = (µL, 11, 6, 3, 2) are the same, for 1 ≤ i ≤ κ, as that of (µLν 1 , . . . , ν κ , 0 . . . 0). Thus, the diagram, using L as above, for (µLν 1 ν 2 ) = (µL, 11, 6, 0, 0) would be:
Let us now decrease ν 2 = 6. By the Ordering Lemma we obtain: (µL, 11, 5, 0, 0):
(µL, 11, 4.5, 0, 0):
(µL, 11, 3.2, 0, 0):
(µL, 11, 1.7, 0, 0):
The stability of the filling for parts k ij for i < σ as we decrease the value of ν σ not only relates a continuously varying family of fillings to each other, but will be a key component in our proof constructing a bijection between left and right fillings. For now, let us continue with the proof of the Ordering Lemma: Proof: We shall prove this result for left fillings, that is, for fillings of λ/ν with content µ of the pair (D µ , LD b ν ). The result for right fillings will follow analogously. We may assume µ = (µ 1 , µ 2 , . . . , µ ℓ , µ ℓ+1 , 0, . . . , 0), and we shall see that as we decrease the value of µ ℓ+1 , keeping L and D b ν above fixed, that the (ℓ + 1)-strip of the left filling deforms according to the statement of the Lemma.
Suppose that the left filling of the pair (D µ , LD b ν ) has parts {m ij }. Let µ(ℓ+1; β) = (µ 1 , µ 2 , . . . , µ ℓ , β, 0, . . . , 0), where β satisfies 0 < β ≤ µ ℓ+1 . Let {m * ij } be the left filling of the pair (D µ(ℓ+1;β) , LD b ν ). By Corollary 4.7 we know that m ij = m * ij for all i, 1 ≤ i ≤ ℓ, and all j. Thus, to track the changes to the (ℓ + 1)-strip, it will be sufficient to compute the invariant partition inv(D µ(ℓ+1;β) LD b ν ) for different choices of β, since the rest of the left filling remains fixed during the deformation.
Let us begin by noting that
, where we may assume N is a µ-generic matrix in the same orbit as the pair (D µ , LD b ν ). In particular, N is upper triangular, and by Lemma 3.10, applied to the µ-generic matrix N , the orders of entries in N increase as we proceed down any column, while the orders in the product D µ N increase as we proceed up any column. Further, orders of entries increase as we proceed to the left in any row. The upshot of this is that the product:
is row-equivalent to the diagonal matrix:
It is a consequence of Corollary 3.14 that a ii + µ i = λ i , so orders of entries in the above decrease as we proceed down the diagonal.
Let us calculate, then, the invariant partition of the product D µ(ℓ+1;β) N : 
Since D µ(ℓ+1;β) N differs from D µ N only in row ℓ+1, and since β ≤ µ ℓ+1 , we may still perform most of the row operations to D µ(ℓ+1;β) N that we used to simplify D µ N . We may conclude D µ(ℓ+1;β) N is row-equivalent to the matrix P (β), where: 
Consequently, inv(D µ(ℓ+1;β) N ) = inv(P (β)). The proof of the lemma is thus reduced to calculating the invariant partitions of the matrices P (β) as β decreases from µ ℓ+1 to 0. That is, we must prove there is an increasing sequence of row indices j 0 < j 1 < · · · such that as β decreases from µ ℓ+1 to 0, the shape of inv(P (β)) decreases first only in row j 0 , and then only in row j 1 , etc., until we reach inv(P (0)) = inv(µ ℓ , . . . , µ 1 N ).
To accomplish this, let us first set β 0 = µ ℓ+1 and j 0 = ℓ+1. Then, let us define, iteratively, for i = 1, 2, . . .
{β : β = a j,j − a ℓ+1,j },
The meaning of the above definitions is the following. When β = µ ℓ+1 , the orders of the entries t β a ℓ+1,j are all greater than or equal to the orders of the diagonal entries a j,j lying below them on the diagonal of P (β), by Lemma 3.10, since N is µ-generic. If we decrease β, so long as the off-diagonal entries in row ℓ + 1 have orders greater than the diagonal entries below them, we may clear these entries in row ℓ + 1 using the diagonal entries below them, and we see the invariant partition of P (β) only changes in row ℓ + 1. As we further decrease β, we will set β 1 to be the first value at which two entries in the same column, t β1 a ℓ+1,j and a j,j ,have the same order. We then set j 1 to be the right-most column at which this occurs when β = β 1 . This means, when β = β 1 , in all columns to the right of j 1 the order of the diagonal entry in that column is strictly less than the order of the entry lying above it in row ℓ+1. We then imagine decreasing β smaller than β 1 , and set β 2 as the next value at which, in some column to the right of j 1 , we have β 2 + a ℓ+1,j = a j,j , and set j 2 as the right-most such column. We then continue until β has reached 0 or we have run out of columns.
Since, by hypothesis, µ i = 0 for i ≥ ℓ + 1, by Lemma 3.10 (applied to the µ-generic matrix N ) we have a j,j = a ℓ+1+κ,j for all κ ≥ 1 and 1 ≤ j ≤ ℓ + κ. Thus
Thus, it is possible that β 1 = β 0 , but from then on, as the column indices move to the right, we must have
Note that, in particular, for any integer κ > 0 we have j i < j i+κ , but
and β i+κ + a ℓ+1 , j i < a ji,ji .
In other words, as we decrease β, when we first reach β i , the gap between β i + a ℓ+1 , j i and a ji,ji has decreased to 0, by the definitions of j i and β i , but β i + a ℓ+1 , j i+κ is still greater than a ji+κ,ji+κ . On the other hand, once β has decreased past β i and has reached β i+κ , then β i + a ℓ+1 , j i has become less than a ji,ji . Claim: Let us set j 0 = ℓ + 1 and β 0 = µ ℓ+1 . Then for all κ ≥ 0, if we decrease β on the interval β κ+1 < β ≤ β κ , the µ ℓ+1 strip decreases only in row j κ .
Since ℓ + 1 = j 0 ≥ j 1 > j 2 > . . . , proving the claim will complete the proof of the lemma. Proof of the Claim: As shown above, for β between µ ℓ+1 and β 1 , the µ ℓ+1 -strip only decreases in row ℓ + 1. Let us fix an index κ, and a choice of β such that β κ+1 < β ≤ β κ . We shall calculate the invariant partition of P (β) in this case. To do so we will reduce the matrix P (β), inductively, on the column indices j 1 , j 2 , . . . , j κ , and then perform a simple operation on the remaining columns, so that the final result is a matrix in diagonal form. We shall suppose that, for some i, where j 0 ≤ j i ≤ j κ that P (β) is equivalent to an upper-triangular matrix P (β) (i) such that:
1. In P (β) (i) , above row j i , the matrix is diagonal, where each entry above row j i is either:
(a) The same as in P (β), if it occurs in some row s, where s = j p for any p < i, or (b) where the (j p , j p )-entry, for j p < j i , has order a ℓ+1,jp + β j (p+1) .
2. In rows below j i , the matrix is the same as P (β).
3. Lastly, the (j i , s) entry, for s ≥ j i , is t β a ℓ+1,s . In particular, in rows j i through j i+1 , and columns j i through j κ , the matrix P (β) (i) has the form:
In the above, the top row entries are indeed correctly labeled t β a ℓ+1,j , though we are assuming, for purposes of induction, that they are located in row j i of the matrix P (β) (i) . In particular, P (β) (0) = P (β). Our goal is to reduce this matrix to produce the form P (β) (i+1) . Note that, by hypothesis on each β p , that a jp,jp = a ℓ+1,jp + β p , but for all p such that 1 ≤ p < κ we have
Since the orders of entries a ij in the µ-generic matrix N increase as we proceed to the left in any row, P (β) (i) is equivalent to one whose entries in columns j i through j κ look like:
where this is obtained by first adding a multiple of row j i (whose entries were of the form: t β a ℓ+1,s to row j (i+1) to put a 0 in the (j (i+1) , j (i+1) ) entry, and then adding multiples of column j (i+1) to the columns to the left to put zeros in row j i . Now, for each column p, for
, we must have (by the definition of β (i+1) ) either:
in which case, q j (i+1) ,p , which is a multiple of t β a ℓ+1,p , will have order greater than that of a p,p . Thus in this case, we may add a multiple of row p (whose only non-zero entry is in column p) to row j (i+1) to cancel the entry q j (i+1) ,p . Otherwise, since by construction there are no columns j s between j i and j (i+1) , and since β κ+1 < β ≤ β κ < β (i+1) , the only way an entry in row ℓ + 1 between columns j i and j (i+1) can have its order less than the diagonal entry below it is if it reaches that value simultaneously with column j (i+1) (and j (i+1) is the right-most column at which the values equaled). That is, we must have had
When clearing the entry a j (i+1) ,j (i+1) , we multiplied row ℓ + 1 by a multiple of order
Consequently, the entry q j (i+1) ,p , which is the image of the operation applied to column p, must have order:
so that again we may clear the entry q j (i+1) ,p using the diagonal entry a pp in row p.
In columns p > j (i+1) , by the definition of β (i+1) , we again have either
in which case we may clear entries q j (i+1) ,p below this term. If, however,
where column p is to the right of column j (i+1) , then we must have, by the definition of β (i+1) ,
But then, since
we may, again, add a multiple of row p to row j (i+1) to clear the entry in column p of that row.
In column j i , we see
which is independent of β. After switching rows j i and j (i+1) we see we have constructed a matrix, equivalent to P (β) (i) , which satisfies the conditions (1), (2) , and (3) above, so we may re-name it P (β) (i+1) . We repeat this reduction in all columns until we reach P (β) (κ) . Since β κ+1 < β ≤ β κ , the entries a ℓ+1,p for p > j κ must have order greater than or equal to the diagonal entries below them, so that P (β) (κ) is row equivalent to a diagonal matrix. Thus, for all β such that β κ+1 < β ≤ β κ , P (β) is equivalent to a diagonal matrix whose entries are:
2. s ℓ+1,ℓ+1 in row ℓ + 1, whose order is a ℓ+1,ℓ+1 + β 1 .
3. In rows ℓ + 2 through j κ − 1, the entry is either (a) a τ,τ , if τ = j p for any p, 1 ≤ p < κ, or (b) s jp,jp , whose order is a ℓ+1,jp + β j (p+1) .
4. In row j κ , the entry is t β a ℓ+1,jκ .
5. In all rows τ below j κ , the entry is a τ,τ .
We claim that the orders of these entries are in decreasing order along the diagonal. Note that when β = β i , by the definition of β i we have
so that, in the diagonal matrix above, initially the size of the invariant partition of P (β) in row j i is unchanged. It then decreases until β = β i+1 . Note that we must have, for all β > β i+1 ,
which would imply there existed some value of β > β i+1 with a (ji+1),(ji+1) = t β a ℓ+1,(ji+1) , contradicting the definition of β i+1 . Thus, for all values of β such that β i+1 < β ≤ β i we have
Hence, for β such that β i+1 < β ≤ β i , the size of the invariant partition inv(P (β)) decreases only in row j i , with all other constant. Consequently, for β between β 0 = µ ℓ+1 and β 1 , the invariant partition only decreases in row j 0 = ℓ + 1. After this, the size in row ℓ + 1 is fixed until β = β 1 , and the partition now decreases in row j 1 until β = β 2 , whereupon the partition decreases in row j 2 , etc. Since for differing values of β we calculate the filling in the µ ℓ+1 -strip, this completes the proof of the lemma.
The Ordering Lemma states that, once a pair is in µ-ν-generic form (D µ , LD b ν ), decreasing the last nonzero entry µ ℓ+1 in µ will not change any parts of the left filling m ij , for 1 ≤ i ≤ ℓ. The Corollary below explains what can be said about the effect on the right filling, upon decreasing the value of µ ℓ+1 ; Corollary 4.13 Suppose µ = (µ 1 , . . . , µ ℓ , µ ℓ+1 , 0, . . . 0), and ν are R-partitions, with L a µ-ν-generic matrix. Let µ * = (µ 1 , . . . , µ ℓ , β, 0, . . . 0), where β is chosen so that, according to the Ordering Lemma, the shape of the invariant partition is changed only in rows ℓ + 1 through row κ (by reducing the µ ℓ+1 -strip), and reducing the size of row κ so that it is greater than or equal to the length of row κ + 1 below it in the original shape. Then, no part of the ν-filling over this reduced µ * that appears in rows below κ will be changed (they will occupy the same row and column location in the new LR-filling). That is, if {k ij } is the ν filling of the pair over µ, and {k obtained by calculating inv(µLν 1 ). Suppose N 1 is a µ-generic matrix in the same orbit as this pair, so inv(µLν 1 ) = inv (D µ N 1 ) . Then we may assume 
As in the proof of the Ordering Lemma, this matrix is equivalent to: 
In fact, since we know inv(D µ N 1 ) will determine the 1-strip of a right LR-filling, there can be no non-zero parts of the 1-strip at or below row ℓ + 3, and therefore a jj = 0 for j ≥ ℓ + 3, and so we can even conclude D µ N 1 is equivalent to: 
If we replace µ ℓ+1 above with a parameter β, calling the resulting matrix P (β) as in the Ordering Lemma, we see that as long as β ≥ a ℓ+2,ℓ+2 , then β + a ℓ+1,ℓ+2 ≥ a ℓ+2,ℓ+2 , and so the invariant partition of P (β) will remain unchanged in row ℓ + 2. Since in this case a ℓ+2,ℓ+2 is the size of the 1-strip in row ℓ + 2, we see the claim is proved in this case. Inductively, we will assume the result holds for all parts {k ij } of the ν-filling, for 1 ≤ i ≤ σ, and prove this is also true for σ + 1.
We will calculate the filling of µLν 1 , . . . , ν σ , ν σ+1 . Again, following the proof of the Ordering Lemma, if we reduce µ ℓ+1 so that we decrease the size of rows of the invariant partition of D µ N in rows ℓ + 1 through κ, then overall shape of the rows below row κ is unchanged, and the parts k ij for 1 ≤ i ≤ σ, κ ≤ j ≤ r are unchanged as well. Thus, the parts k σ+1,j for κ ≤ j ≤ r cannot change, either.
We have shown that, given a pair (M, N ), we can find in its orbit a pair (D µ , N * ), where D µ is diagonal and N * is µ-generic from which we can determine a right filling of λ/µ with content ν. We are also able to apply the same matrix operations to M (instead of N ), yielding a pair (M * , D ν ) from which we could determine a left filling (using M * ) of λ/ν with content µ. Thus, at the matrix level, we have a possible mapping from fillings with content ν to fillings with content µ (in their respective skew shapes). Due to the lack of uniqueness between orbits and fillings, it is not even clear that we have defined a function, much less a bijection.
We shall show below that given a matrix pair (M, N ) from which we determine a filling of λ/µ with content ν, the associated filling (determined by the same pair) of λ/ν with content µ is, in, fact, independent of the pair, but depends only on the filling. In fact, we will show that the bijection determined by matrices over our valuation rings is the same as the combinatorially defined bijection between fillings found in [9] . Proof: Let us fix a matrix pair, which we may assume is in the form (D µ , LD b ν ) for some R-partitions µ and ν, where L is µ-ν-generic. Let us suppose λ = inv(D µ LD b ν ). We may calculate from this pair a LR-filling of λ/µ with content ν, and also a filling of λ/ν with content µ. Since the tableau for a LR filling determines a skew shape in which a partition is distributed over another, we shall also refer to a left filling of λ/ν with content µ, determined by the pair (D µ , LD b ν ), as a filling of µ "over" ν, since the content of µ is to be spread around the fixed partition ν. Similarly we shall call a right filling of λ/µ with content ν a filling of ν over µ. We will denote the parts of the right filling of (M, N ) of ν over µ by {k ij } and the parts of the left filling of µ over ν by {m ij }. In all cases, we will refer to fillings determined by a fixed µ-ν-generic matrix L.
Let us first note that it is sufficient to prove the result for partitions µ and ν such that, given some µ-ν-generic matrix L, all k ij and m ij in these fillings are non-negative. This follows since, as noted in Corollary 4.11, given any matrix pair (M, N ), there are scalar matrices D(β) and D(β) such at all parts of the left and right fillings of the pair (D(β)M, N D(α)) are positive. By Corollary 4.9, then, the theorem will follow once we prove it for fillings with non-negative parts.
So, let us suppose that all parts of the left and right fillings for both pairs (M, N ) and (M ′ , N ′ ) are non-negative, so that the Ordering Lemma applies.
Assume, for purposes of induction, that given any R-partition ν with σ-many non-zero parts, and given a ν-filling {k ij } over some R-partition µ, that there is a unique µ-filling {m * ij } over this ν. Note that this is trivially true when σ = 0. We shall prove this result holds for partitions ν with σ + 1 many non-zero parts. We will fix a right filling {k ij } of (D µ , LD b ν ), and show that its left filling {m ij } is uniquely determined.
Given matrices as above, we can represent the shapes of the ν-filling over µ below, highlighting the (σ + 1)-strip (note, the (σ + 1)-strip need not start in the bottom row of the diagram):
By Corollary 4.7, the parts of the right filling of ν 1 , . . . , ν σ , ν σ+1 over µ extends the filling of ν 1 , . . . , ν σ over µ. In other words, we can represent the filling of ν 1 , . . . , ν σ over µ 1 , . . . , µ ℓ , µ ℓ+1 using the same shape (and the same filling) as above (outlined in bold), after removing the σ + 1-strip:
where the lower portion labeled ν 1 , . . . ν σ denotes the LR filling of (ν 1 , . . . , ν σ ) over µ 1 , . . . , µ ℓ , µ ℓ+1 .
By the inductive hypothesis on σ, we know the associated left filling of µ 1 , . . . , µ ℓ , µ ℓ+1 over ν 1 , . . . , ν σ is uniquely determined by the above filling of ν 1 , . . . , ν σ over µ 1 , . . . , µ ℓ , µ ℓ+1 . We denote this below, while highlighting the µ ℓ+1 -strip:
The shapes outlined in bold diagrams (1 ), (2 ) and (3 ) ν 1 , . . . , ν σ over µ 1 , . . . , µ ℓ+1 , and diagram (3 ) is the shape of µ 1 , . . . , µ ℓ+1 over ν 1 , . . . , ν σ ) . This observation allows us to draw a "mixed tableau", which does not have an immediate matrix interpretation. We will take the tableau depicting the µ-filling over (ν 1 , . . . , ν σ , 0, . . . ) outlined in bold in diagram (1 ) and insert it inside the tableau of diagram (3 ) above depicting the filling of (ν 1 , . . . , ν σ , ν σ+1 , 0, . . . ) over µ (labeled ⋆ below):
. . . The µ ℓ+1 -strip in ⋆⋆ lies somewhere below the dashed line, which represents the boundary of the shape of inv(0, . . . , 0, µ ℓ , . . . , µ 1 , L, ν 1 , . . . , ν σ ), since, as described above, the shape of µ 1 , . . . , µ ℓ over ν 1 , . . . , ν σ lies inside the final shape of ⋆, so that extending to µ ℓ+1 , whether we do this before extending by ν σ+1 (as depicted in ⋆), of after (as depicted in ⋆⋆), must result in the µ ℓ+1 -strip lying below the dashed line of ⋆⋆. In particular, the number of boxes in ⋆⋆ below the dashed line is µ ℓ+1 + ν σ+1 .
Note that in ⋆, the shape of the outer ν σ+1 -strip is given, by hypothesis, from the right filling of (ν 1 , . . . , ν σ , ν σ+1 , 0, . . . ) over (µ 1 , . . . , µ ℓ , µ ℓ+1 , 0, . . . ). Further, the shape of the µ ℓ+1 -strip in ⋆ is given by the induction hypothesis on σ, where we assume the left filling of (µ 1 , . . . , µ ℓ , µ ℓ+1 , 0, . . . ) over (ν 1 , . . . , ν σ , 0, . . . ) is uniquely determined by the right filling of (ν 1 , . . . , ν σ , 0, . . . ) over (µ 1 , . . . , µ ℓ , µ ℓ+1 , 0, . . . ).
As noted above, the skew shape below the dashed line in ⋆⋆ is the same as the shape formed by the µ ℓ+1 and ν σ+1 -strips in ⋆. However, the (as yet undetermined) µ ℓ+1 -strip in ⋆⋆ actually depicts the terms m ℓ+1,j in the left filling of µ = (µ 1 , . . . , µ ℓ+1 , 0 . . . 0) over (ν 1 , . . . , ν σ , ν σ+1 , 0, . . . , 0).
Let us call the region formed by the µ ℓ+1 and ν σ+1 -strips in ⋆ the "switching region". This name is chosen since we will show that from the location of the ν σ+1 strip in the switching region of ⋆ (which is determined by the right filling of ν by hypothesis), and the overall shape of the switching region (which is determined by the inductive hypothesis applied to σ), that the shape of the µ ℓ+1 strip in the switching region of ⋆⋆ is uniquely determined. By the Ordering Lemma and Corollary 4.7, once we have determined the shape of the µ ℓ+1 -strip by the above argument, we may reduce µ ℓ+1 to zero without changing the parts of the filling of µ 1 , . . . , µ ℓ , 0, . . . 0 over ν 1 , . . . , ν σ , ν σ+1 . Thus, by downward induction on ℓ, we may conclude that the right filling of µ is also uniquely determined for R partitions ν of length σ + 1.
Thus, it remains to show that the µ ℓ+1 strip in ⋆ is uniquely determined by the ν σ+1 strip and the shape of the switching region.
Let us first break up the ν σ+1 -strip into finitely many pieces P 1 , . . . , P k such that any piece is either wholly below a block of the µ ℓ+1 -strip in ⋆, or entirely not under such a block. Similarly, we may break up the µ ℓ+1 -strip in ⋆ into pieces Q 1 , . . . , Q m such that each Q i is over (and equal in size) to some P j , or not supported by any of the ν σ+1 -strip at all. That is, we may re-draw the switching region in ⋆:
. . .
so that it appears in the form:
Since the length of the µ ℓ+1 -strip in ⋆⋆ is equal to the sum of the lengths of the Q i , it will suffice to prove that the µ ℓ+1 -strip in ⋆⋆ is formed by shifting the Q i blocks appearing in ⋆, and that this shifting is uniquely determined by the location of the P j in the switching region. In fact, we will show that this "switching", though exhibited in a purely matrix setting, corresponds exactly to the row-switching algorithm appearing in [9] and generalized in [6] .
To obtain this, we first note that, by the ordering lemma, the filling of ν 1 , . . . , ν σ over µ is unchanged by decreasing the value of ν σ+1 . That is, if we replaced (D µ , Ldiag(1, . . . , 1, t νσ+1 , t νσ , . . . , t ν1 ) with (D µ , L diag(1, . . . , 1, t s , t νσ , . . . , t ν1 ), for some s with 0 < s < ν σ+1 , the parts of the filling of ν 1 , . . . , ν σ remain unchanged. Consequently, we can reduce the value of ν σ+1 (temporarily) so that only the initial block P 1 appears in the σ + 1 strip, and re-draw the switching region in ⋆:
In fact, there are two possible cases to consider in this reduction, depending on the shape of the ν σ+1 -strip. Case One, which will look like the case above, where the initial block P 1 of the ν σ+1 -strip lies directly to the right of some block Q i of the µ ℓ+1 -strip of the mixed picture, with no block of the µ ℓ+1 -strip lying above it. In Case Two, we might see a picture of the form:
By Corollary 4.13, if we reduce µ ℓ+1 so that only Q 1 remains (in either of the cases), then the size and location of the part labeled P 1 will not move, either.
Case 1: Applying Corollary 4.13 and reducing the size of the µ ℓ+1 -strip we may depict this case with the picture: P 1 Q j P 1 does not lie below any block of the µ ℓ+1 -strip. Then, all blocks Q h lying in a row lower than the row in which P 1 appears must remain in the same location in the µ ℓ+1 -strip of ⋆⋆ as they do in the switching region of ⋆, since this must be a horizontal strip and, by the ordering lemma, can be filled in only one way. The only way that the block Q j can appear in the µ ℓ+1 -strip would be to the right of the block P 1 , since by the Ordering Lemma, the block P 1 can only appear in this row, so for the µ ℓ+1 -strip to be a horizontal strip, the block Q j must appear after this, to the right.
Case 2: P 1 lies directly under some Q j . That is, the shapes look like:
By the Ordering Lemma applied to the growth of the µ ℓ+1 -strip in ⋆⋆, we can conclude that all blocks Q h , for 1 ≤ h < j, must appear in the same location as they do in the switching region of ⋆ (by considering the case when P 1 is of zero length), since in this case the switching region is a horizontal strip, so there this no choice for the growth of the µ ℓ+1 -strip. However, we claim that Q j must "switch" with P 1 . That is, the block Q j in the µ ℓ+1 -strip must occupy the space of P 1 . Why? By construction, the stack of blocks Q j over P 1 in the switching region of ⋆ is the only part of the region that is has some part of a row over another. If Q j does not occupy the space taken by Q 1 in the µ ℓ+1 -strip of ⋆⋆, the same space that P 1 occupies in the switching region of ⋆, then there is no way that the growth of the µ ℓ+1 -strip can be a horizontal strip, as it must. We conclude that in this case, the locations of all blocks Q h of the µ ℓ+1 -strip, lying above or to the left of the first block P 1 of the ν σ+1 -strip in ⋆, are completely determined by the P 1 and the shape of the switching region.
All that remains is to remark that, by increasing the ν σ+1 -strip in ⋆⋆, block by block, and arguing in the two cases as above, each successive block Q j of the µ ℓ+1 -strip will be determined. The blocks Q j that appear in rows above the ν σ+1 -strip in the switching region are uniquely determined, of course, once all of the ν σ+1 -strip has been located, along with the parts of the µ ℓ+1 -strip that appear in lower rows.
