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OPEN QUANTUM RANDOM WALKS AND THE MEAN HITTING TIME FORMULA
CARLOS F. LARDIZABAL
Abstract. We make use of the Open Quantum Random Walk setting due to S. Attal, F. Petruccione, C. Sabot and
I. Sinayskiy [J. Stat. Phys. (2012) 147:832-852] in order to discuss hitting times and a quantum version of the Mean
Hitting Time Formula from classical probability theory. We study an open quantum notion of hitting probability on
a finite collection of sites and with this we are able to describe the problem in terms of linear maps and its matrix
representations. After setting an open quantum version of the fundamental matrix for ergodic Markov chains we are
able to prove our main result and as consequence a version of the Random Target Lemma. We also study a mean
hitting time formula in terms of the minimal polynomial associated to the matrix representation of the quantum walk.
We discuss applications of the results to open quantum dynamics on graphs together with open questions.
1. Introduction
In this work we are interested in certain probabilistic aspects of open quantum systems [1]. Informally, the term
open means that the system of interest is not isolated from the environment and as such it is subject to interference.
Then, instead of having a unitary evolution (as in ideal quantum dynamics), we are presented with a dissipative
system which is described by certain Lindblad equations [1, 2, 3] and its solutions given by completely positive maps
(quantum channels) [4, 5].
In the search of quantum counterparts of classical probabilistic notions, one often notices that there may be more
than one reasonable definition. For instance, the notion of recurrence for quantum systems has received considerable
attention in mathematical physics and in quantum probability literature as several constructions exist, see e.g., [6,
7, 8, 9, 10, 11, 12], each with their own characteristics depending, for instance, on the Hilbert space of interest. In
general these are nonequivalent notions, meaning that a system may be recurrent in one sense but not in another, see
e.g. the discussion in [9].
In the present work we examine a notion of hitting times and hitting probabilities for certain classes of open
quantum systems. We will have in mind the dynamics of a quantum particle on a graph and then ask for the time of
first visit of such particle to a given vertex, subject to some kind of monitoring. Besides describing a mathematical
setting for such study, it is one of our goals to explain what can be learned from a quantum system if we perform the
computation of hitting times and its related averages. Our starting point will be a known construction in classical
probability.
Let us consider the classical problem of calculating the average time of first visit to a certain site. Consider a finite
state irreducible Markov chain (Xn : n = 0, 1, . . . ) associated to a stochastic matrix P = (pij). Let
(1.1) Ti := min{n ≥ 0 : Xn = i}
and
(1.2) Zij :=
∞∑
n=0
(p
(n)
ij − pij),
where pi = (pii) is the unique stationary distribution for P . We call Z = (Zij) the fundamental matrix. Then the
Mean Hitting Time Formula relates these elements in the following way:
(1.3) pijEiTj = Zjj − Zij
This result has a number of consequences, one of them being the Random Target Lemma: for all i,
(1.4)
∑
j
pijEiTj =
∑
j
Zjj ,
so this quantity does not depend on i. Probabilistic proofs of these results can be seen in [13]. In [14], a different
proof of (1.3) is presented, relying on probability and matrix analysis arguments.
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Then, we may ask: can we obtain a quantum version of the Mean Hitting Time Formula? If so, what kind of
quantum information is obtained from it? First and foremost, one should consider a setting where a reasonable,
quantum notion of hitting time is available. In this work, we will discuss such questions in the context of Open
Quantum Random Walks (OQWs). OQWs, a quantum generalization of Markov chains, have been first discussed
by S. Attal et al. [15]. We recall the basic construction. Let {Bij}i,j=1,...,k belong to Mn(C), the order n complex
matrices, such that for each j = 1, . . . , k,
(1.5)
k∑
i=1
B∗ijBij = I,
where I denotes the order n identity matrix. We say that k is the number of sites and n is the degree of freedom
on each site. Define
(1.6) ρ :=
k∑
i=1
ρi ⊗ |i〉〈i|, ρi ∈Mn(C), ρi ≥ 0,
k∑
i=1
Tr(ρi) = 1,
where ρi ≥ 0 means that ρi is positive semidefinite. For a given initial density matrix of such form, the Open
Quantum Random Walk (OQW) on k sites induced by the Bij , i, j = 1, . . . , k is, by definition [15], the map
(1.7) Φ(ρ) :=
k∑
i=1
( k∑
j=1
BijρjB
∗
ij
)
⊗ |i〉〈i|.
Now we remark that density matrices of the form (1.6) are preserved under the action of OQWs. That is, given one
such density we have that Φ(ρ) is also a summation of terms of the form ηi⊗ |i〉〈i|, ηi ≥ 0,
∑
i Tr(ηi) = 1, see [15]. In
particular, the sites i = |i〉 serve as an index for the entries in a given vector. We say that Bij is the effect matrix of
transition from site j to site i. If the state of the chain at time n is ρ(n) = ρ⊗ |j〉〈j| then at time n+ 1 it jumps to
(1.8) ρ(n+1) =
BijρB
∗
ij
p(j, i)
⊗ |i〉〈i|, i ∈ Z
with probability
(1.9) p(j, i) = Tr(BijρB
∗
ij)
This is a well-known transition rule seen in quantum mechanics, which depends on a density matrix. In probability
notation, we have a homogeneous Markov chain (ρn, Xn) with values in Dn × {1, . . . , k} (continuous state, discrete
time), where Dn consists of the set of density matrices on Mn(C) (see [15, 16]), satisfying: from any position (ρ, j)
one jumps to
(1.10)
(
BijρB
∗
ij
p(j, i)
, i
)
with probability given by (1.9). This is the quantum trajectories formalism of OQWs. Informally, we have an open
quantum process for which we perform measurements at each time step, that is, we have a monitored procedure. Also
it is worth noting that the dynamics of OQWs are quite different from the usual (closed) quantum random walks, we
refer the reader to [17] and [18] for more on this kind of walk.
Since the publication of [15], several articles have appeared concerning probabilistic and statistical properties of
OQWs. For instance, [19] discusses a Central Limit Theorem for OQWs; in [20], Carbone and Pautrat discuss
reducibility, periodicity and ergodicity properties and in [21] a large deviation principle is presented. In [22], Konno
and Yoo present limit theorems in terms of an integral formula obtained by the Fourier transform of the evolving
density matrix. Continuous time OQWs are studied by Pellegrini [23]. In [24], Petruccione and Sinayskiy discuss
the microscopic derivation of OQWs. It is shown that we can obtain Kraus operators from the continuous time
generator via a discretization procedure so one can consider an iterative evolution. In [25] it is discussed the OQW
implementation of dissipative quantum computing algorithms (the latter two topics are further discussed later in this
work in relation with hitting times).
The problem of site recurrence of OQWs is studied in [10] and hitting times for OQWs are first discussed in [16],
where open quantum versions of the gambler’s ruin and birth-and-death chains are examined, and where the ergodicity
of sequences of OQWs is considered. Also see [26, 27, 28, 29, 30] for further applications.
2
2. Hitting Times for OQWs and Statement of Results
Hitting times are a central object in the theory of Markov chains [13, 14, 32, 33, 34], so we may be interested
in the differences (and similarities) between classical and quantum settings. Motivated by a notion of recurrence of
OQWs presented in [10], a notion of hitting time for OQWs is proposed in [16]. We recall these constructions in finite
dimension in what follows. Then we work towards the necessary objects needed to prove an OQW version of the Mean
Hitting Time Formula. After this notion is established, we are able to obtain a basic formalism of quantum hitting
times and have it developed in a manner which may aid the study of problems in quantum information theory. This
is made clear in the examples, and throughout this work, see Section 3. Now we address the following points:
1. We need a notion of hitting probability for OQWs. We adopt the following, described in [16].
Definition 2.1. The probability of first visit to site i at time r, starting at ρj ⊗ |j〉〈j| is denoted by br(ρj ; i).
This is the sum of the traces of all paths starting at ρj ⊗ |j〉〈j| and reaching i for the first time at the r-th step. The
probability starting from ρj ⊗ |j〉〈j| that the walk ever hits site i is
(2.1) hij(ρj) :=
∞∑
r=0
br(ρj ; i), i 6= j
and hjj(ρj) := 1. This is the probability of visiting site i, given that the walk started at site j.
Definition 2.2. For fixed initial state and final site, the mean hitting time is
(2.2) kij(ρj) :=
∞∑
r=1
r br(ρj ; i).
2. A second step is to write expressions of hitting times in matrix terms. Let pi(i ← j; r) be the set of all
products of matrices corresponding to the sequences of sites that a walk is allowed to perform with Φ, beginning
at site |j〉, first reaching site |i〉 in r steps. For instance, reading matrices and indices from right to left, we have
B43B32B21B12B21 ∈ pi(4← 1; 5) as this corresponds to moving right, moving left and then moving right 3 times. Let
pi(i← j) = ∪rpi(i← j; r). Then, by definition,
(2.3) br(ρj ; i) =
∑
C∈pi(i←j;r)
Tr(CρjC
∗)
and
(2.4) hij(ρj) =
∞∑
r=0
br(ρj ; i) =
∞∑
r=0
∑
C∈pi(i←j;r)
Tr(CρjC
∗) =
∑
C∈pi(i←j)
Tr(CρjC
∗)
If C ∈Mn(C), define MC : Mn(C)→Mn(C),
(2.5) MC(X) := CXC
∗, X ∈Mn(C)
For simplicity, assume k = 2. Let
(2.6) Hˆ =
[
hˆ11 hˆ12
hˆ21 hˆ22
]
:=
[∑
C∈pi(1←1)MC
∑
C∈pi(1←2)MC∑
C∈pi(2←1)MC
∑
C∈pi(2←2)MC
]
We give the analogous definition for k > 2 sites. In words, hˆij denotes the map associated with summing all possible
ways of going from |j〉 to |i〉. Then for every density ρj we have, by the definition of hˆij ,
(2.7) hij(ρj) = Tr(hˆijρj)
In a similar way as in the definition for the hitting probability operator Hˆ, define the mean hitting time operator
Kˆ = (kˆij),
(2.8) Kˆ =
[
kˆ11 kˆ12
kˆ21 kˆ22
]
:=
[∑
r r
∑
C∈pi(1←1;r)MC
∑
r r
∑
C∈pi(1←2;r)MC∑
r r
∑
C∈pi(2←1;r)MC
∑
r r
∑
C∈pi(2←2;r)MC
]
and note that
(2.9) kij(ρj) = Tr(kˆijρj), i 6= j,
and we set kii(ρ) = 0 for every ρ density, since we begin counting visits at time zero, as in eq. (1.1). We give the
analogous definition for k > 2 sites.
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3. It is then necessary to define an OQW version of the fundamental matrix of ergodic Markov chains [13, 14]. Let Ωˆ
denote the block matrix where each block entry equals Ωˆkl =
1
kn
∑n
i,j=1Eij ⊗Eij , for k, l = 1, . . . , n and Eij ∈Mn(C)
are the matrix units: (Eij)rs = 1 if (r, s) = (i, j), and equals zero otherwise. Note that Ωˆ
2 = Ωˆ. The idea behind
this definition is that there are OQWs such that the iterates of its block representation converge to Ωˆ. This should be
compared with the fact that the columns (rows) of a stochastic matrix corresponding to finite irreducible aperiodic
Markov chains converge to the unique stationary probability vector. Properties on Ωˆ will be discussed later in this
work. Let
(2.10) E := {Φ OQW : Φˆr → Ωˆ, r →∞},
where the convergence is in the sense of entrywise convergence of the associated matrix representations (to be discussed
later). We call E the collection of ergodic OQWs, which is the set of OQWs such that its iterates converge to a
unique asymptotic limit, described by Ωˆ, regardless of its initial state. Then we can define:
Definition 2.3. (Fundamental matrix of ergodic OQWs). For every Φ ∈ E acting on a finite collection of sites, define
(2.11) Zˆ := Iˆ +
∑
r≥1
(Φˆr − Ωˆ) = (Iˆ − Φˆ + Ωˆ)−1
That this definition makes sense in the set E will be discussed in the following sections. See also [38] for a related
discussion on this map in the context of quantum channels. We may state the main result of this work.
Theorem 2.4. (Mean Hitting Time Formula for OQWs). Let Φ denote a finite ergodic OQW with degree of freedom
n ≥ 2 and k ≥ 2 sites and let Zˆ denote its fundamental matrix. Let Dˆ be the diagonal matrix operator with diagonal
entries kˆii and let Nˆ := Kˆ − Dˆ. Then for every ρ density matrix, for all i, j = 1, . . . , k,
(2.12) Tr(Nˆijρ) = Tr([(DˆZˆ)ii − (DˆZˆ)ij ]ρ)
Corollary 2.5. If Dˆ is invertible and there is c such that Tr(kˆiiη) = cTr(η), all i, η, then
(2.13) Tr((Dˆ−1Nˆ)ijρ) = Tr([Zˆii − Zˆij ]ρ)
Expression (2.13) should be compared with (1.3).
Corollary 2.6. (Random Target Lemma for OQWs). With the assumptions of Corollary 1, for all j, ρ density matrix,
the expression
(2.14) t(ρ) :=
∑
i
Tr((Dˆ−1Nˆ)ijρ)
does not depend on j.
Expression (2.14) should be compared with (1.4). The number t(ρ) will be called the target time of the OQW
with respect to the initial density ρ. The classical and quantum interpretation of a target time is discussed in Section
3.
Based on a result due to H. Chen and F. Zhang [32], we discuss another mean hitting time formula in Section 9.
Such result makes use of the minimal polynomial of the associated stochastic matrix. In our setting the proof is a
simple adaptation of the mentioned work, taking in consideration the Mean Hitting Time Formula for OQWs.
Theorem 2.7. (Mean hitting time formula in terms of the minimal polynomial). Let Φ ∈ E with degree of freedom
n ≥ 2 and k ≥ 2 sites, let Dˆ be the diagonal matrix operator with diagonal entries kˆii and let Nˆ := Kˆ − Dˆ. We have,
for all ρ density matrix, for all i, j = 1, . . . , k,
(2.15) Tr(Nˆijρ) = Tr
[( ∞∑
s=0
(
(DˆΦˆs)ii − (DˆΦˆs)ij
)
ρ
)]
and
(2.16)
∞∑
s=0
(
(DˆΦˆs)ii − (DˆΦˆs)ij
)
=
1
f(1)
r−1∑
s=0
r−s−1∑
l=0
al((DˆΦˆ
s)ii − (DˆΦˆs)ij),
where Dˆ = diag(kˆ11, . . . , kˆ22) and r is the degree of the polynomial f satisfying (x − 1)f(x) = p(x), the minimal
polynomial for Φ.
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In this work we will consider mostly OQWs with k = 2 sites and degree of freedom given by order n = 2 matrices
as this case already presents nontrivial aspects. Generalizations of the definitions and corresponding proofs for higher
dimensions are straightforward. The validity of certain statements for n, k > 2 sites are discussed separately whenever
necessary.
3. Applications of mean hitting times to open quantum systems
We note that hitting times have been extensively discussed in the setting of unitary (coined) quantum walks (see
the survey [18] for references). As it is well-known, there are notions of quantum (mean) hitting times for unitary
quantum walks on finite graphs which are at least quadratically smaller than the classical hitting time of a random
walk on the same graph [17]. Then we may ask the following question in an open quantum context: what are the
possible outcomes for mean hitting times for OQWs presented in this work and how does it compare with its unitary
quantum counterparts?
The reason for choosing OQWs as our model of open dynamics lies, in part, on the versatility of the model when
applied to the study of dynamics on graphs, and also on its rigorous mathematical formalism. Such formalism has at
the same time a clear connection with classical probability theory (exemplified for instance by the use of martingales
in the proof of the Central Limit Theorem [19], or by the arguments leading to a large deviation principle seen in
[21]), but also presents a noncommutative character in terms of trace calculation of density matrices and transition
rules (also see the use of well-known operator algebra results on irreducibility, seen in [20]). Moreover, the fact that
classical Markov chains are a particular case of OQWs is explained in [[15], Section 6].
It is worth mentioning that mean return times to states (and sites), which are important cases of mean hitting
times, have been studied recently in the context of quantum channels. See, for instance, [36] for the problem of mean
return time to states for unital channels, [37] for a generalized Kac’s lemma, and [16] for the mean return time to sites
(in the case of OQWs for which positive recurrence is valid).
In the following we comment on other topics which, in part, justify our interest on hitting times and serve as an
illustration of certain open questions and possible research directions. We also refer the reader to [16] for basic results
and applications on hitting times for OQWs.
1. Walks on the N-path. Consider the classical problem of walking from vertex 1 to vertex N on the N -path,
the graph consisting of a single path of N vertices. Let ki,j , j < i be the mean hitting time of reaching i, starting
from j. Suppose the border sites are repelling and the remaining ones possess fair transitions (p = 1/2). Then clearly
k21 = 1 and
(3.1) ki+1,i =
1
2
· 1 + 1
2
· (1 + ki,i−1 + ki+1,i), 2 ≤ i ≤ n− 1
This equality reads as follows: either we move right to site i + 1 and we are done (with probability 1/2), or else we
move left and so we need 1 unit of time (the one spent moving left) plus the mean time of moving right twice (this
also occurring with probability 1/2). It is a simple matter to solve this recursion and show that the expected time for
a random walk starting at 1 to reach site N is (N − 1)2, that is, O(N2).
A natural question in the context of OQWs is: given L, R matrices such that L∗L+R∗R = I, what is the behaviour
of the mean hitting time for the open walk on the N -path associated to L and R? Note that the OQW setting has the
classical problem as a particular case: choose L = R = I/
√
2. We may rephrase our question: are there any choices
of L and R such that they are fair (induces equal probability to both sides) and such that the mean hitting time is
different from the classical case?
1 2 3 4 5
I R
L
R
L L
R
I
Figure 1. 5-path with general transition effects L, R, L∗L + R∗R = I. The mean hitting time for
the OQW to move from one extreme of the path to the other is an open quantum generalization of
the classical problem and has a density matrix degree of freedom evolving at each iteration. Two
related problems are: a) the nonhomogeneous version, for which we may have distinct transitions Li,
Ri, for each vertex i, and b) calculating the average return time to some given vertex.
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Recall that
(3.2) kij(ρj) =
∞∑
r=1
r br(ρj ; i), br(ρj ; i) =
∑
C∈pi(i←j;r)
Tr(CρjC
∗),
so, in principle, one way of calculating this number is counting all possible paths and obtain the associated probabilities.
In most cases, this procedure is unpractical even for an OQW acting on density matrices of low order in the N -path,
as general products of L’s and R’s may be difficult to control. One situation for which counting paths is feasible is
when we can obtain some pattern in the multiplications of L and R. For instance, consider
(3.3) L =
1√
2
[
1 1
0 0
]
, R =
1√
2
[
0 0
1 −1
]
Note that L∗L+R∗R = I and, even though LR 6= RL, it is not difficult to recognize a pattern for the trace of products
of L and R. Write a density matrix as
(3.4) ρ =
[
ρ11 ρ12
ρ12 ρ22
]
=
1
2
[
1 + x3 x1 + ix2
x1 − ix2 1− x3
]
, x21 + x
2
2 + x
2
3 ≤ 1, xi ∈ R
Then one can show that if C = Cn · · ·C1, where each Ci ∈ {L,R} then
(3.5) Tr(CρC∗) =
{
1
2n (1 + 2Re(ρ12)) =
1
2n (1 + x1), if C1 = L,
1
2n (1− 2Re(ρ12)) = 12n (1− x1), if C1 = R
A calculation shows that for the 3-path, we have k31(ρ) = 4+2x1 and in the 4-path we have k41(ρ) = 9+2x1. Because
of this we conjecture that for every k ≥ 2,
(3.6) kk1(ρ) = (k − 1)2 + 2x1
but a rigorous proof of this fact is, up to our knowledge, unknown. In particular, we have a mean hitting time that
may depend on the initial density matrix, but its presence (at least in the case of order 2 densities) does not produce
significant changes from the classical case (especially with respect to large k). One could then be interested in different
choices of L and R. Note that (3.3) is obtained from dividing the Hadamard matrix in two pieces, so one could try to
divide other unitary maps in two pieces and attempt a similar calculation. One notes that we are still able to obtain
a multiplication pattern, that is, if we let
(3.7) L =
[
x y
0 0
]
, R =
[
0 0
z w
]
, L∗L+R∗R = I, ρ =
[
ρ11 ρ12
ρ12 ρ22
]
,
then we can show that for n = 1, 2, . . . ,
(3.8)
Tr(LnρLn∗) = |xn−1|2[ρ11|x|2 + 2Re(ρ12xy) + ρ22|y|2], T r(RnρRn∗) = |wn−1|2[ρ11|z|2 + 2Re(ρ12zw) + ρ22|w|2],
and from this and similar calculations we obtain the appropriate multiplication patterns for the other possible products.
We omit the details. We believe the problem of calculating the mean hitting time for the OQW on the N -path
associated to the pair of matrices (3.7) is also an open question, as it includes conjecture (3.6) as a particular case.
As an additional comment on eq. (3.6), the following is a natural question. Can one obtain matrices L, R with
L∗L+R∗R = I such that they are fair in some sense and such that these produce a more significant gain in the mean
hitting time? Perhaps this needs to involve matrices which are more complicated than the ones of the form (3.7) so,
apparently, a path counting argument seems to be unfeasible.
Another related question is to examine the problem above when we consider density matrices of any size. In
principle, it is possible that every off-diagonal entry of the density contributes to the computations of hitting times,
and the setting presented here allows one to quantify how these notions differ from the classical results and to compare
behaviour and statistics of distinct OQWs.
2. Target times of OQWs. Recall the classical interpretation of the Random Target Lemma, expression (1.4): to
say that
∑
j pijEiTj is constant (i.e., does not depend on i) means that if a walker begins at some chosen vertex, then
the average number of edges he needs to cross in order to reach a destination chosen randomly does not depend on
where the walker begins. Practical applications, such as the strategy of a tourist visiting places in a city are natural.
As for the target time of OQWs,
(3.9) t(ρ) :=
∑
i
Tr((Dˆ−1Nˆ)ijρ),
6
we note that we may have a different interpretation: if an open quantum walker begins at any chosen vertex, then the
average number of edges he needs to cross in order to reach a node chosen randomly depends, in general, on the initial
density matrix and this may imply (via the topology of the walk and transition matrices) a dependence on where the
walker begins. That is, due to the density matrix degree of freedom, the situation may turn out to be quite different
from the classical case. In case the initial density does not influence the target time (see e.g. Example 8.1), this can
be seen as the walk having a classical character, and a related question in this situation is to ask whether this happens
to every ergodic OQW.
As a consequence of the above, we may ask whether this generalized quantity has more information on the quantum
dynamics studied in this work. In this line of work, we mention another possible application:
2.1. System-bath models. In [24], Sinayskiy and Petruccione study the microscopic derivation of OQWs. The
continuous-time evolution of the walk is studied, with iterative dynamics obtained via a discretization procedure. For
instance, for an OQW on the N -path, a system and system-bath Hamiltonian are specified, and we can obtain the
generalized master equations:
d
dt
ρ1(t) = γ(〈n〉+ 1)Sρ2(t)S − γ〈n〉
2
{S2, ρ1(t)}+
(3.10)
d
dt
ρN (t) = γ〈n〉SρN−1(t)S − γ(〈n〉+ 1)
2
{S2, ρN (t)}+
d
dt
ρi(t) = γ(〈n〉+ 1)
(
Sρi−1(t)S − 1
2
{S2, ρi(t)}+
)
+ γ〈n〉
(
Sρi+1(t)S − 1
2
{S2, ρi(t)}+
)
, i = 2, . . . , N − 1
Above, 〈n〉, and γ are parameters, S = S∗ = ασz +βI, α, β ∈ R. For the discretization, we replace the time derivative
by the finite difference with a small time step ∆, that is, ρ′i(t) 7→ (ρi(t+ ∆)− ρi(t))/∆. Then, one obtains the jump
operators Bij , which depend on S, γ, 〈n〉, ∆, and the iterative evolution is now given by [24]
ρ
(n+1)
1 = B11ρ
(n)
1 B
∗
11 +B12ρ
(n)
2 B
∗
12
(3.11) ρ
(n+1)
N = BNNρ
(n)
N B
∗
NN +BN,N−1ρ
(n)
N−1B
∗
N,N−1
ρ
(n+1)
i = BiiρiB
∗
ii +Bi,i−1ρi−1B
∗
i,i−1 +Bi,i+1ρi+1B
∗
i,i+1, i = 2, . . . , N − 1
From the Random Target Lemma applied to this setting, we learn the following: if the OQW begins at some chosen
vertex, then the average number of edges the walker needs to cross in order to reach a node chosen randomly does
not depend directly on the initial vertex, but depends on the initial density matrix, and this may be used to quantify
the speed of the walk. From these observations, we also ask: a) what are the initial densities such that the associated
target times are a maximum or minimum? b) How does this time varies with respect to the various parameters
indicated above? These questions may also lead to comparisons with what happens in a setting of unitary walks.
3. Dissipative quantum computing algorithms. Another area where OQWs have an important application
is dissipative quantum computing. As it is known, decoherence in certain amounts have been found to be useful in
quantum computation [35] and, in [25], it is shown that the OQW implementation of the Toffoli gate and the Quantum
Fourier Transform with 3 and 4 qubits outperforms the dissipative model discussed by Verstraete et al. [40]. A simple
gate given by a unitary operator U is shown in Figure 2, with matrices B11 =
√
λI, B22 =
√
ωI, B21 =
√
ωU ,
B12 =
√
λU∗ (as usual, Bij accounts for the transition from vertex j to i).
1 2
√
λI √
ωU
√
λU∗
√
ωI
Figure 2. A gate given by unitary operator can be implemented by a 2-node OQW. The transition
matrices depend on parameters ω, λ, with λ + ω = 1, which have a physical meaning that can be
understood in terms of the underlying microscopic model of the system [24, 25]. If the initial state
of the quantum system |ψ1〉 is prepared in the node 1, then after performing the open quantum walk
the system reaches the steady state ρSS = λ|ψ1〉〈ψ1| ⊗ |1〉〈1|+ ωU |ψ1〉〈ψ1|U∗ ⊗ |2〉〈2|.
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Then, the result of the gate application can be detected in node 2 with probability ω. In [25], the OQW implementation
of Toffoli gate (which needs 13 unitary operators) is examined, so that the number of steps needed to reach the steady
state, and the probability of detection of the result of the computation in the steady state are obtained as a function
of the walk parameter ω. One may be interested in the average number of steps (i.e., the mean hitting time) and the
dependence of this quantity in terms of the initial state. However, one basic point is to be noted: the calculation of
hitting times for OQWs involves traces of the form xk = Tr(Vk · · ·V1ρV ∗1 · · ·V ∗k ), for Vi matrices associated to the
transitions. If all matrices Vi are multiples of unitary matrices, e.g., Vi =
√
ciUi, ci ∈ C, Ui ∈ U(n), then by the
linearity of the trace the computation of xk reduces trivially to the product xk = c1 · · · ck, and so this resembles a
classical calculation where there is no dependence on the initial state. We may have a different situation, however, in
the case that we have a circuit with nonunitary gates [39]. A more detailed discussion on these matters will appear in
a future work.
4. Other results associated to mean hitting times. Besides the Mean Hitting Time Formula, quite often we
make use of some expression which is a consequence of it, the Random Target Lemma being an important example.
Generally speaking, it is well-known that we can relate mean hitting times and occupation times via a number of
identities which consist of important tools in classical probability. We mention one example:
Proposition 3.1. [13] Consider a finite state, irreducible Markov chain with unique stationary measure pi. If i 6= j,
then
Ei(number of visits to j before time Ti) = pij(EjTi + EiTj),
where Ti is the time of first visit to vertex i.
See [[13], Ch. 2, Sec. 2.2] for other identities. Then, it is a natural question to ask whether we can construct a
similar result in an open quantum setting. If a quantum version in fact exists, how similar is it to the classical result?
As in the Random Target Lemma, we may have some different statistical interpretation due to the density matrix
degree of freedom.
Structure of this work. In Section 4 we review completely positive maps (quantum channels) and basic properties
of OQWs, including calculation of probabilities in such setting. We discuss the block form, the matrix representation
of OQWs and the relation between them. In Section 5 we prove basic properties of the fundamental matrix for OQWs
and in Section 6 we make a remark on calculations of hitting probabilities. In Section 7 we prove Theorem 2.4. The
structure of the proof of this theorem is inspired by [13] and [14] and we also consider a numerical example. In Section
8 we prove Corollary 2.6 and in Section 9 we prove Theorem 2.7.
4. Open Quantum Random Walks and representations
We review basic facts about completely positive maps, more details of which can be seen for instance in [4]. Let
Φ : Mn(C)→Mn(C) be a linear map on the algebra of order n matrices with complex coefficients. Recall that a matrix
A ∈Mn(C) is positive semidefinite if A∗ = A and 〈Av, v〉 ≥ 0 for all v ∈ Cn, and we denote this fact by A ≥ 0. We say
Φ is a positive operator whenever A ≥ 0 implies Φ(A) ≥ 0. Define for each k ≥ 1, Φk : Mk(Mn(C))→Mk(Mn(C)),
(4.1) Φk(A) =
Φ(A11) · · · Φ(A1k)... · · · ...
Φ(Ak1) · · · Φ(Akk)
 , A ∈Mk(Mn(C)), Aij ∈Mn(C)
We say Φ is k-positive if Φk is positive, and we say Φ is completely positive (CP) if Φk is positive for every
k = 1, 2, 3, . . . . We have that CP maps can be written in the Kraus form [4]: there are Bi ∈Mn(C) such that
(4.2) Φ(ρ) =
∑
i
BiρB
∗
i
We say Φ is trace-preserving if Tr(Φ(ρ)) = Tr(ρ) for all ρ ∈ Mn(C), which is equivalent to
∑
iB
∗
iBi = I, or
Φ∗(I) = I. We say Φ is unital if Φ(I) = I, which is equivalent to
∑
iBiB
∗
i = I. Trace-preserving completely
positive (CPT) maps are also called quantum channels in mathematical physics literature [3, 5]. Also recall that if
A ∈ Mn(C) there is the corresponding vector representation vec(A) associated to it, given by stacking together the
matrix rows. For instance, if n = 2,
(4.3) A =
[
a11 a12
a21 a22
]
=⇒ vec(A) :=

a11
a12
a21
a22

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The vec mapping satisfies vec(AXBT ) = (A ⊗ B)vec(X) for any A,B,X square matrices (see [41], noting that in
such reference vec means stacking the matrix columns instead of rows) so in particular, vec(BXB∗) = vec(BXB
T
) =
(B ⊗B)vec(X), from which we can obtain the matrix representation [Φ] for the CP map (4.2):
(4.4) [Φ] :=
∑
i
Bi ⊗Bi,
and given any matrix V ∈ Mn(C) we define [V ] := V ⊗ V ∈ Mn2(C). We recall the well-known fact that the matrix
representation of a CPT map Φ : Mn(C)→Mn(C) is independent of the Kraus representation considered. The proof
of this result is a simple consequence of the unitary equivalence of Kraus matrices for a given quantum channel [5].
4.1. Open Quantum Random Walks (OQWs). We denote a vector in a n-dimensional complex vector space V
by its n complex coordinates, or by the corresponding vector column, and the dual operator by its conjugate transpose,
that is,
(4.5) v = (v1, . . . , vn) ∈ V |v〉 :=
v1...
vn
 , 〈v| := [v1 · · · vn]
With this notation, |v〉〈v| denotes the projection map on the direction of v. Let K denote a separable Hilbert space
and let {|i〉}i∈Z be an orthonormal basis for such space (indexed by the integers in case K is infinite dimensional). The
elements of such basis will be called sites (the vertices of a given graph) and denoted by |i〉, or just i for simplicity.
Let H be another Hilbert space, which will describe the degrees of freedom given at each point of Z. Then we
will consider the space H⊗K. For each pair i, j we associate a bounded operator Bij on H. This operator describes
the effect of passing from |j〉 to |i〉. We will assume that for each j, ∑iB∗ijBij = I, where, if infinite, such series is
strongly convergent. This constraint means that the sum of all the effects leaving the site j is I.
We will consider density matrices on H ⊗ K with the particular form given by (1.6). For a given initial state
of such form, the Open Quantum Random Walk induced by the Bij is given by (1.7). We note that by defining
Mij = Bij ⊗ |i〉〈j| we have a Kraus representation for Φ, given by
(4.6) Φ(ρ) =
∑
ij
MijρM
∗
ij
We say the OQW is finite if dim(H ⊗K) < ∞, that is, if the individual density matrices are finite dimensional and
if the walk acts on a finite number of sites. In this work we will assume that H = Cn and K = Ck.
Remark 4.1. (Calculation of probabilities). Following [15], we have a statistical interpretation of the traces of the
matrices associated to each site: if ρ(0) =
∑
i ρ
(0)
i ⊗ |i〉〈i| = (ρ(0)1 , . . . , ρ(0)n ) then
(4.7) ρ(r) = Φr(ρ(0)) =
∑
i
ρ
(r)
i ⊗ |i〉〈i|,
and the probability of occurrence of the open quantum walk at site |i〉 at time r equals Tr(ρ(r)i ). For instance, if we
have a nearest neighbor interaction on Z,
(4.8) Φ(ρ) =
∑
i∈Z
[Rρi−1R∗ + Lρi+1L]⊗ |i〉〈i|
and ρ(0) = ρ0 ⊗ |0〉〈0| then ρ(1) = Lρ0L∗ ⊗ | − 1〉〈−1|+Rρ0R∗ ⊗ |1〉〈1| and
(4.9) ρ(2) = L2ρ0L
2∗ ⊗ | − 2〉〈−2|+ (LRρ0R∗L∗ +RLρ0L∗R∗)⊗ |0〉〈0|+R2ρ0R2∗ ⊗ |2〉〈2|,
so the probability of reaching sites | − 2〉, |0〉 and |2〉 in two steps, given that the walk started at site |0〉 with initial
density ρ0 is given by Tr(L
2ρ0L
2∗), Tr(LRρ0R∗L∗ + RLρ0L∗R∗) and Tr(R2ρ0R2∗), respectively. This is one of the
simplest examples of OQWs. If i is allowed to vary in Z, we have a nearest neighbor OQW on the integer line, with
left and right transitions given by matrices L and R, respectively, these satisfying L∗L + R∗R = I. It is clear that
one may consider site dependent transitions and also more than just nearest neighbor interactions. This setting is also
suitable to consider open quantum walks on graphs.
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4.2. Block form of OQWs. We recall that if Φ is an OQW, let Φˆ denote its block representation: for 2 sites,
(4.10) Φ(ρ) = (B11ρ1B
∗
11 +B12ρ2B
∗
12)⊗ |1〉〈1|+ (B21ρ1B∗21 +B22ρ2B∗22)⊗ |2〉〈2|,
we write
(4.11) Φˆ =
[
Φˆ11 Φˆ12
Φˆ21 Φˆ22
]
:=
[
MB11 MB12
MB21 MB22
]
,
recall eq. (2.5). We give the analogous definition for more than 2 sites. Clearly a density ρ = ρ1 ⊗ |1〉〈1|+ ρ2 ⊗ |2〉〈2|,
ρ1, ρ2 ∈M2(C), can be identified with [ρ1 ρ2]T . Then we write for one iteration
(4.12) Φˆ(ρ) :=
[
MB11 MB12
MB21 MB22
] [
ρ1
ρ2
]
=
[
MB11ρ1 +MB12ρ2
MB21ρ1 +MB22ρ2
]
We also have
Φˆ(Φˆ(ρ)) =
MB11(MB11ρ1 +MB12ρ2)+MB12(MB21ρ1 +MB22ρ2)
MB21
(
MB11ρ1 +MB12ρ2
)
+MB22
(
MB21ρ1 +MB22ρ2
)
(4.13) =
[
M2B11 +MB12MB21 MB11MB12 +MB12MB22
MB21MB11 +MB22MB21 MB21MB12 +M
2
B22
] [
ρ1
ρ2
]
= Φˆ2(ρ)
We emphasize that in our notation the indices appearing in expressions are meant to be read from right to left. For
instance, in the case of a nearest neighbor walk on Z, MB21MB12 + M2B22 describes all possible ways of moving from
site 2 to 2 in 2 steps.
4.3. Matrix and vector representations. If Φ is an OQW, let [Φ] denote its matrix representation: for an
OQW on 2 sites as in (4.10), we write
(4.14) [Φ] =
[
[Φˆ11] [Φˆ12]
[Φˆ21] [Φˆ22]
]
:=
[
[B11] [B12]
[B21] [B22]
]
=
[
B11 ⊗B11 B12 ⊗B12
B21 ⊗B21 B22 ⊗B22
]
,
and we give the analogous definition for more than 2 sites. Recall Bij is the effect of passing from |j〉 to |i〉. We will
make use of matrix representations together with block forms defined above. Expression (4.14) generalizes to k sites
in the natural way.
Remark 4.2. Given an OQW Φ we note that there is a clear identification between its block form Φˆ and its matrix
representation [Φ] and we may consider any of them whenever convenient. In particular, when we talk of convergence
of a sequence of OQWs, we mean the entrywise matrix convergence of [Φ].
Let us make an observation on the density matrices being considered. Suppose Φ is a 2-site OQW with transitions
given by order 2 matrices, Bij ∈ M2(C). Note that a density ρ = ρ1 ⊗ |1〉〈1| + ρ2 ⊗ |2〉〈2|, ρ1, ρ2 ∈ M2(C), can be
seen simply as a direct sum of effects ρ = (ρ1, ρ2), which in turn may identified with [vec(ρ1) vec(ρ2)]
T and this
corresponds to a vector in C8. Also [Bij ] ∈ M4(C), [Φ] will be an order 8 matrix acting on two positive matrices
ρ1, ρ2 ∈M2(C) and we write for one iteration, via the usual block matrix multiplication,
(4.15) [Φ](ρ) :=
[
[B11] [B12]
[B21] [B22]
] [
vec(ρ1)
vec(ρ2)
]
=
[
[B11]vec(ρ1) + [B12]vec(ρ2)
[B21]vec(ρ1) + [B22]vec(ρ2)
]
That is, corresponding to the matrix calculation ρ 7→ ∑ij BijρB∗ij we have the matrix-vector calculation Φˆ vec(ρ),
where vec(ρ) = [vec(ρ1) vec(ρ2)]
T . This is just the algebraic description of having a linear map (matrix) acting on an
element of the vector space (i.e., a column vector). Due to the correspondence between usual matrix multiplication
and block matrix multiplication, we have that vec−1(Φˆ(vec(ρ))) gives the desired OQW iteration in direct sum of
matrices once again. It is not difficult to show that the probability of reaching site |j〉 at time r, given that the walk
has started at site |i〉, with initial density matrix ρi equals
(4.16) Pi,j;ρ(r) = Tr(vec
−1[Φrji]vec(ρi))
Clearly, the price to pay for avoiding left and right multiplications of the form V ρV ∗ is the use of the vec representation
and then its inverse. For the sake of simplicity, formula (4.16) will not used in this work and we will prefer to use the
simpler expressions with the conjugation maps MBi . Nevertheless, we will occasionally show the explicit form of [Φ]
for certain examples, with the purpose of gaining some calculational intuition.
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4.4. Example: PQ-matrices. An order n matrix is a PQ-matrix if it is a permutation of some diagonal matrix.
Denote by PQn the set of such matrices in Mn(C). For instance, PQ2 consists of all matrices which are diagonal
(aij = 0 if i 6= j) or antidiagonal (aii = 0 for all i). Of course, for n ≥ 3 the set PQn allows for many other possibilities.
One property possessed by PQ-matrices is the fact that if V1 · · ·Vk is any product of PQ-matrices and X is any matrix
then the expressions Tr(V XV ∗) do not depend on nondiagonal entries of X, this being of computational convenience.
Despite its simplicity, such objects may be used to describe dynamics which cannot be performed by classical Markov
chains.
Remark 4.3. In terms of CP maps, one may consider PQ-quantum channels, i.e., a channel which admits a Kraus
decomposition where each element is a PQ-matrix [10]. Clearly not every quantum channel is of this kind. These are
among the simplest quantum channels and there are many examples in the literature, we refer the reader to [10] for
more information.
Example 4.4. A basic class of examples consist of OQWs acting on 2 sites, where the action on the densities occur
via order 2 PQ-matrices. For instance, let {A,B} be order 2 PQ-matrices assuming that A = (aij) is diagonal and
B = (bij) is antidiagonal. This implies a particular form for [A] and [B]. If A
∗A + B∗B = I we may define, for
instance, the following OQW:
(4.17) [Φ] =
[
[A] [B]
[B] [A]
]
=

|a11|2 0 0 0 0 0 0 |b12|2
0 a11a22 0 0 0 0 b12b21 0
0 0 a22a11 0 0 b21b12 0 0
0 0 0 |a22|2 |b21|2 0 0 0
0 0 0 |b12|2 |a11|2 0 0 0
0 0 b12b21 0 0 a11a22 0 0
0 b21b12 0 0 0 0 a22a11 0
|b21|2 0 0 0 0 0 0 |a22|2

In this basic case, the two matrix rows consist of the same matrices (in a different order), but one can easily construct
examples where all matrices are different (see Example 7.3).
♦
5. Fundamental matrix for ergodic OQWs
As in the previous sections, k denotes the number of sites and n is the degree of freedom at each site. Let Ω denote
the map such that each block of its matrix representation equals [Ωˆpq] =
1
kn
∑k
i,j=1Eij ⊗ Eij , for p, q = 1, . . . , k and
Eij ∈Mn(C) are the matrix units: (Eij)rs = 1 if (r, s) = (i, j), and equals zero otherwise. For instance, if k = n = 2,
we have
(5.1) [Ω] =
[
[Ωˆ11] [Ωˆ12]
[Ωˆ21] [Ωˆ22]
]
=
1
4

1 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 1 1 0 0 1
1 0 0 1 1 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 1 1 0 0 1

Note that Ωˆ2 = Ωˆ. The idea behind this definition is that there are OQWs such that the iterates of its block
representation converge to Ωˆ. This should be compared with the fact that the columns (rows) of a stochastic matrix
corresponding to finite irreducible aperiodic Markov chains converge to the unique stationary probability vector. Note
that Ωˆ has as fixed point the density
(5.2) ρ =
1
kn
k∑
i=1
In ⊗ |i〉〈i| = 1
kn
[In . . . In]
T
To see this in the case n = k = 2, just note that ρ = 14 [I2 I2] and the vector representation for ρ equals
(5.3) vec(ρ) =
1
4
[
1 0 0 1 1 0 0 1
]T
so we clearly have Ωˆ(vec(ρ)) = vec(ρ). Another basic fact is the following, which will be used shortly:
(5.4) ΦˆΩˆ = ΩˆΦˆ = Ωˆ
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Now we make a calculation. Let Φ ∈ E and note that
(5.5) (Φˆ− Ωˆ)r =
r∑
k=0
(
r
k
)
(−1)r−kΦˆkΩˆr−k = Φˆr +
r−1∑
k=0
(
r
k
)
(−1)r−kΩˆ = Φˆr − Ωˆ,
since
∑r
k=0
(
r
k
)
(−1)r−k = ∑r−1k=0 (rk)(−1)r−k + 1 = (a+ b)r = 0 if a = 1, b = −1. Now let Aˆ := Φˆ− Ωˆ. Then if Iˆ is the
identity block matrix,
(5.6) [Iˆ] =

[In] 0 · · · 0
0 [In] · · · 0
...
...
. . .
...
0 · · · · · · [In]
 , Iˆ ∈Mkn2(C),
then
(5.7) (Iˆ − Aˆ)(Iˆ + Aˆ+ Aˆ2 + · · ·+ Aˆr−1) = Iˆ − Aˆr = Iˆ − (Φˆ− Ωˆ)r = Iˆ − Φˆr + Ωˆ
If r →∞ then
(5.8) (Iˆ − Aˆ)(Iˆ +
∑
r≥1
Aˆr) = Iˆ
This shows that Iˆ − Aˆ = Iˆ − Φˆ + Ωˆ is invertible, with inverse
(5.9) Iˆ +
∑
r≥1
(Φˆ− Ωˆ)r = Iˆ +
∑
r≥1
(Φˆr − Ωˆ)
This allows us to define the fundamental matrix of ergodic OQWs as described in the introduction: for every Φ ∈ E
acting on a finite collection of sites, define
(5.10) Zˆ := Iˆ +
∑
r≥1
(Φˆr − Ωˆ) = (Iˆ − Φˆ + Ωˆ)−1
The following will be needed later in this work.
Lemma 5.1. Let Φ ∈ E. Then a) ZˆΩˆ = ΩˆZˆ = Ωˆ. b) Zˆ(I − Φˆ) = Iˆ − ZˆΩˆ = Iˆ − Ωˆ. c) (Iˆ − Φˆ)Zˆ = Iˆ − ΩˆZˆ = Iˆ − Ωˆ
Proof. a) Write Zˆ(Iˆ − Φˆ + Ωˆ) = Iˆ so Zˆ − ZˆΦˆ + ZˆΩˆ = Iˆ, with Iˆ given by (5.6). Right multiply by Ωˆ on both sides,
so
(5.11) ZˆΩˆ− ZˆΦˆΩˆ + ZˆΩˆΩˆ = IΩˆ
By (5.4), we get
(5.12) ZˆΩˆ− ZˆΩˆ + ZˆΩˆ = Ωˆ =⇒ ZˆΩˆ = Ωˆ
The proof of the other equality is similar. b) Just note that (Iˆ − Φˆ + Ωˆ)Zˆ = Iˆ, so (Iˆ − Φˆ)Zˆ = Iˆ − ΩˆZˆ = Iˆ − Ωˆ, the
proof of the other equality being similar. The proof of c) is similar to b).

6. A remark on the probability of first visit
Let Φ be an OQW and recall the matrix of operations Hˆ. We claim that
(6.1) HˆΦˆ
[
ρ1
0
]
= Hˆ
[
ρ1
0
]
In fact, recalling Bij is the effect of passing from |j〉 to |i〉 we have
HˆΦˆ
[
ρ1
0
]
=
[∑
C∈pi(1←1)MC
∑
C∈pi(1←2)MC∑
C∈pi(2←1)MC
∑
C∈pi(2←2)MC
] [
MB11ρ1
MB21ρ1
]
(6.2) =
[∑
C∈pi(1←1)MCMB11ρ1 +
∑
C∈pi(1←2)MCMB21ρ1∑
C∈pi(2←1)MCMB11ρ1 +
∑
C∈pi(2←2)MCMB21ρ1
]
=
[∑
C∈pi(1←1)MCρ1∑
C∈pi(2←1)MCρ1
]
= Hˆvec
([ρ1
0
])
And analogously for [0 ρ2]
T and so we obtain
(6.3)
∑
C∈pi(j←i)
MCρi =
∑
C∈pi(j←1)
MCMB1iρi +
∑
C∈pi(j←2)
MCMB2iρi, i, j = 1, 2
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The above resoning holds for k > 2 sites. We note again that in OQWs, when we specify that a walk is located at a
certain site |j〉, one should also indicate the matrix degree of freedom on that site. We denote this by ρj ⊗ |j〉〈j| (see
expression (1.6)).
Note that we can also write
(6.4) hji(ρi) =
∑
k
hjk(BkiρiB
∗
ki) =
∑
k
Tr(BkiρiB
∗
ki)hjk
( BkiρiB∗ki
Tr(BkiρjB∗ki)
)
,
so a classical expression is recovered when we take order 1 density matrices thus eliminating the matrix dependence
of hji for any given site i: in this particular case we have hji(ρi) = hji, for Bki =
√
pkiI we get Tr(BkiρiB
∗
ki) = pki,
and (6.4) becomes
(6.5)
∑
k
hjkpki = hji, i 6= j
and hii = 1. Note that the above equation is just the well-known matrix equation hP = h from the classical Markov
chain theory [33].
7. Proof of Theorem 2.4
First we make a simple adaptation from a classical probability reasoning. First, note that kii(ρ) = 0 for every ρ
density and for all i. Also, define
(7.1) kij(ρj |X1 = l) := 1 + kil
( BljρjB∗lj
Tr(BljρjB∗lj)
)
Then if i 6= j,
kij(ρj) =
∑
l
kij(ρj |X1 = l)Tr(BljρjB∗lj) =
∑
l
[
1 + kil
( BljρjB∗lj
Tr(BljρjB∗lj)
)]
Tr(BljρjB
∗
lj)
= 1 + kii
( BijρjB∗ij
Tr(BijρjB∗ij)
)
Tr(BijρjB
∗
ij) +
∑
l 6=i
kil
( BljρjB∗lj
Tr(BljρjB∗lj)
)
Tr(BljρjB
∗
lj)
(7.2) = 1 +
∑
l 6=i
kil
( BljρjB∗lj
Tr(BljρjB∗lj)
)
Tr(BljρjB
∗
lj)
We note that in (7.2), a trace term is introduced to emphasize that kij acts on density matrices. A similar term is
also used to recover a classical probability expression in (6.4), regarding the hitting probability. Let us write (7.2)
without the trace terms:
(7.3) kij(ρj) = 1 +
∑
l 6=i
kil(BljρjB
∗
lj) =⇒ c = kij(cρj)−
∑
l 6=i
kil(BljcρjB
∗
lj), ∀ c ∈ R
Let Dˆ = Dˆ(Kˆ) := diag(kˆ11, . . . , kˆnn) and Lˆ := Kˆ− (Kˆ− Dˆ)Φˆ. By considering densities of the form [0 · · · ρj 0 · · · 0]T
where ρj appears on the j-th position, we can write Lˆ(cρ) = Kˆ(cρ)− (Kˆ − Dˆ)Φˆ(cρ) and this implies, for all i and all
c ∈ R,
(7.4) Tr(Lˆij(cρj)) = Tr(Kˆij(cρj)− [(Kˆ − Dˆ)Φˆ]ij(cρj)) = kij(cρj)−
∑
l 6=i
kil(MBljcρj) = c
For instance, in the case k = 3, the summation on l above arises from the product
(7.5) (Kˆ − Dˆ)Φˆ =
 0 kˆ12 kˆ13kˆ21 0 kˆ23
kˆ31 kˆ32 0
Φˆ11 Φˆ12 Φˆ13Φˆ21 Φˆ22 Φˆ23
Φˆ31 Φˆ32 Φˆ33
 =
kˆ12Φˆ21 + kˆ13Φˆ31 kˆ12Φˆ22 + kˆ13Φˆ32 kˆ12Φˆ23 + kˆ13Φˆ33kˆ21Φˆ11 + kˆ23Φˆ31 kˆ21Φˆ12 + kˆ23Φˆ32 kˆ21Φˆ13 + kˆ23Φˆ33
kˆ31Φˆ11 + kˆ32Φˆ21 kˆ31Φˆ12 + kˆ32Φˆ22 kˆ31Φˆ13 + kˆ32Φˆ23

We have concluded:
Lemma 7.1. Let Φ denote a finite ergodic OQW and let Zˆ denote its fundamental matrix. Let Kˆ be given as above.
Let Dˆ = Dˆ = diag(kˆ11, . . . , kˆnn) and let Lˆ := Kˆ − (Kˆ − Dˆ)Φˆ. Then if ρj is a density matrix concentrated on site j
then for all i and all c ∈ R, Tr(Lˆijcρj) = Tr(cρj) = c.
13
From the lemma above we have, for instance, Tr(Lˆ12ρ) = Tr(ρ) for ρ density matrix on site 2. This kind of
calculation can be used to recover the classical case. In fact, if ρ is a density matrix then for an OQW acting on 2
sites,
(7.6) 1 = Tr(kˆ11ρ)− Tr(kˆ12MB21ρ) =⇒ k11(ρ) = 1 + k12(MB21ρ),
(7.7) 1 = Tr(kˆ12ρ)− Tr(kˆ12MB22ρ) =⇒ k12(ρ) = 1 + k12(MB22ρ)
That is, we have obtained a density dependent version of the classical minimality theorem for mean hitting times. If
we choose the Bij as multiples of the identity then the above equations become particular expressions of the result for
mean hitting times for classical Markov chains [33, 16]:
(7.8) kij = 1 +
∑
l:l 6=i
kilplj , i 6= j
Lemma 7.2. Let Φ denote a finite ergodic OQW and let Zˆ denote its fundamental matrix. Let Kˆ be given by (2.8).
Let Dˆ := diag(kˆ11, . . . , kˆnn), Lˆ := Kˆ − (Kˆ − Dˆ)Φˆ and Nˆ := Kˆ − Dˆ. Then
(7.9) Nˆij = (DˆZˆ)ii − (DˆZˆ)ij +
[
(LˆZˆ)ij − (LˆZˆ)ii
]
Proof. Below we use order 2 matrix notations for simplicity. We have
(7.10) Lˆ = Kˆ − Nˆ Φˆ =⇒ Nˆ Φˆ + Lˆ = Nˆ + Dˆ
Apply Zˆ to both sides, so
(7.11) Nˆ ΦˆZˆ + LˆZˆ = Nˆ Zˆ + DˆZˆ =⇒ Nˆ(I − Φˆ)Zˆ = LˆZˆ − DˆZˆ
By Lemma 5.1, (I − Φˆ)Zˆ = I − Ωˆ, so Nˆ(I − Φˆ)Zˆ = Nˆ(I − Ωˆ) = Nˆ − Nˆ Ωˆ, and by (7.11) we get
(7.12) Nˆ − Nˆ Ωˆ = LˆZˆ − DˆZˆ =⇒ Nˆ = LˆZˆ − DˆZˆ + Nˆ Ωˆ
Now note that the product Nˆ Ωˆ is of the form
(7.13) Nˆ Ωˆ =
[
0 kˆ12
kˆ21 0
] [
Ωˆ11 Ωˆ11
Ωˆ11 Ωˆ11
]
=
[
kˆ12Ωˆ11 kˆ12Ωˆ11
kˆ21Ωˆ11 kˆ21Ωˆ11
]
,
so we can write (Nˆ Ωˆ)ij = (Nˆ Ωˆ)i, that is, only the row choice matters (it is clear that this fact on expression (7.13) is
also valid for any number of sites). Therefore from
(7.14) Nˆ = LˆZˆ − DˆZˆ + Nˆ Ωˆ
we get
Nˆij = (LˆZˆ)ij − (DˆZˆ)ij + (Nˆ Ωˆ)i
Then if i = j we get 0 = Nˆij = (LˆZˆ)jj − (DˆZˆ)jj + (Nˆ Ωˆ)j from which we get (Nˆ Ωˆ)i = (DˆZˆ)ii − (LˆZˆ)ii. Finally, for
i 6= j, we get
Nˆij = (LˆZˆ)ij − (DˆZˆ)ij + (Nˆ Ωˆ)i = (LˆZˆ)ij − (DˆZˆ)ij + (DˆZˆ)ii − (LˆZˆ)ii
(7.15) = (DˆZˆ)ii − (DˆZˆ)ij +
[
(LˆZˆ)ij − (LˆZˆ)ii
]
,

Now we note that Zˆ satisfies
(7.16) Tr(Zˆρ) = Tr
(
(
[
I +
∑
n≥1
(Φˆn − Ωˆ)
]
ρ
)
= Tr(ρ) +
∑
n≥1
[
Tr(Φˆnρ)− Tr(Ωˆρ)
]
= Tr(ρ)
as Φ and Ω are trace-preserving. Then we perform a calculation concerning the product LˆZˆ. For simplicity we consider
the case of 2 sites below. We have
LˆZˆ
[
ρ
0
]
=
[
Lˆ11 Lˆ12
Lˆ21 Lˆ22
] [
Zˆ11 Zˆ12
Zˆ21 Zˆ22
] [
ρ
0
]
=
[
Lˆ11 Lˆ12
Lˆ21 Lˆ22
] [
Zˆ11ρ
Zˆ21ρ
]
=
[
Lˆ11Zˆ11ρ+ Lˆ12Zˆ21ρ
Lˆ21Zˆ11ρ+ Lˆ22Zˆ21ρ
]
(7.17) =
[
(Lˆ11Zˆ11 + Lˆ12Zˆ21)ρ
(Lˆ21Zˆ11 + Lˆ22Zˆ21)ρ
]
=
[
(LˆZˆ)11ρ
(LˆZˆ)21ρ
]
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Similarly,
LˆZˆ
[
0
ρ
]
=
[
Lˆ11 Lˆ12
Lˆ21 Lˆ22
] [
Zˆ11 Zˆ12
Zˆ21 Zˆ22
] [
0
ρ
]
=
[
Lˆ11 Lˆ12
Lˆ21 Lˆ22
] [
Zˆ12ρ
Zˆ22ρ
]
=
[
Lˆ11Zˆ12ρ+ Lˆ12Zˆ22ρ
Lˆ21Zˆ12ρ+ Lˆ22Zˆ22ρ
]
(7.18) =
[
(Lˆ11Zˆ12 + Lˆ12Zˆ22)ρ
(Lˆ21Zˆ12 + Lˆ22Zˆ22)ρ
]
=
[
(LˆZˆ)12ρ
(LˆZˆ)22ρ
]
The matrix calculations for k > 2 sites are similar.
Proof of Theorem 2.4. We begin with
(7.19) Nˆij = (DˆZˆ)ii − (DˆZˆ)ij +
[
(LˆZˆ)ij − (LˆZˆ)ii
]
By Lemma 7.1, if ρ is a density matrix concentrated on site j then for all i and all c ∈ R, we have Tr(Lˆijcρ) =
Tr(cρ) = c. Also note that Zˆijρ is positive semidefinite (thus implying that it is a multiple of a density matrix). In
particular, by using (7.17), (7.18) and the fact that Zˆ is trace preserving, we have for ρ positive semidefinite that
Tr((LˆZˆ)11ρ) = Tr((Lˆ11Zˆ11 + Lˆ12Zˆ21)ρ) = Tr(Lˆ11Zˆ11ρ) + Tr(Lˆ12Zˆ21ρ)
(7.20) = Tr(Zˆ11ρ) + Tr(Zˆ21ρ) = Tr
(
(Zˆ
[
ρ
0
])
= Tr(ρ)
and similarly
Tr((LˆZˆ)12ρ) = Tr((Lˆ11Zˆ12 + Lˆ12Zˆ22)ρ) = Tr(Lˆ11Zˆ12ρ) + Tr(Lˆ12Zˆ22ρ)
(7.21) = Tr(Zˆ12ρ) + Tr(Zˆ22ρ) = Tr
(
(Zˆ
[
0
ρ
])
= Tr(ρ)
We conclude that Tr((LˆZˆ)11ρ) = Tr((LˆZˆ)12ρ) and the result follows. The proof that Tr((LˆZˆ)21ρ) = Tr((LˆZˆ)22ρ) is
identical. The proof is independent of n and the general case of k > 2 follows from the corresponding versions of eqs.
(7.17) and (7.18).

Example 7.3. Consider the following OQW with degree of freedom n = 2 acting on k = 2 sites,
(7.22) Φˆ =
[
B11 B12
B21 B22
]
, B11 =
1
2
I, B12 =
√
3
2
I, B21 =
√
3
2
[
0 1
1 0
]
, B22 =
i
2
[
0 −1
1 0
]
Then
(7.23) [Φ] =
1
4

1 0 0 0 3 0 0 0
0 1 0 0 0 3 0 0
0 0 1 0 0 0 3 0
0 0 0 1 0 0 0 3
0 0 0 3 0 0 0 1
0 0 3 0 0 0 −1 0
0 3 0 0 0 −1 0 0
3 0 0 0 1 0 0 0

It is a simple matter to show that Φ has 1 as the unique eigenvalue on the unit circle, its associated eigenspace is
1-dimensional, generated by [I I]T and that its asymptotic limit is the map Ωˆ. We would like to check that for
ρ = (ρ)ij ∈M2(C) density matrix we have
(7.24) Tr(Nˆ12ρ) = Tr((DˆZˆ)11ρ)− Tr((DˆZˆ)12ρ)
(7.25) Tr(Nˆ21ρ) = Tr((DˆZˆ)22ρ)− Tr((DˆZˆ)21ρ)
First note that for any Bij order 2 matrices acting on 2 sites, the mean hitting operator Kˆ is quite simple:
(7.26) kˆ11 = MB11 +
∞∑
r=2
rMB12M
r−2
B22
MB21 = MB11 +MB12
( ∞∑
r=2
rMn−2B22
)
MB21
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For instance, the term MB12M
r−2
B22
MB21 above means that (read indices from right to left) if one begins at 1 and first
returns to 1 at time r, then it must spend r − 2 units of time at site 2. Similarly,
(7.27) kˆ22 = MB22 +MB21
( ∞∑
r=2
nMn−2B11
)
MB12
(7.28) kˆ12 =
∞∑
r=1
rMB12M
r−1
B22
= MB12
∞∑
r=1
rMr−1B22 , kˆ21 = MB21
∞∑
r=1
rMr−1B11
For the example, a calculation gives (some decimals have been omitted for simplicity):
kˆ11 =

0.72 0 0 1.28
0 −0.22 1.28 0
0 1.28 −0.22 0
1.28 0 0 0.72
 , kˆ12 =

0.90667 0 0 0.426667
0 0.906667 −0.426667 0
0 −0.42667 0.906667 0
0.426667 0 0 0.906667
 ,
(7.29) kˆ21 =

0 0 0 1.333
0 0 1.333 0
0 1.333 0 0
1.333 0 0 0
 , kˆ22 =

0 0 0 2
0 0 1.5 0
0 1.5 0 0
2 0 0 0

(7.30) Z =

0.8333 0 0 0 0.333 0 0 −0.16667
0 2 1.333 0 0 1.333 0.6667 0
0 1.333 2 0 0 0.6667 1.333 0
0 0 0 0.8333 −0.16667 0 0 0.333
−0.16667 0 0 0.333 0.6667 0 0 0.16667
0 0.6667 1.333 0 0 1.333 0.6667 0
0 1.333 0.6667 0 0 0.6667 1.333 0
0.333 0 0 −0.16667 0.16667 0 0 0.6667

In particular, Tr(kˆ11ρ) = Tr(kˆ22ρ) = 2. Also,
(7.31) Tr(Nˆ12ρ) = Tr(kˆ12ρ)) = 1.3333(ρ11 + ρ22) = 1.3333
As for the right side, we calculate
(7.32) DˆZˆ =

0.5999 0 0 1.0666 0.02666 0 0 0.30666
0 1.26666 2.26666 0 0 0.5600001 1.5599 0
0 2.2666 1.2666 0 0 1.559999 0.5600001 0
1.0666 0 0 0.5999 0.30666 0 0 0.02666
0.6666 0 0 −0.3333 0.3333 0 0 1.3333
0 2 1 0 0 1 2 0
0 1 2 0 0 2 1 0
−0.3333 0 0 0.66666 1.3333 0 0 0.3333

Then
(7.33) Tr(DˆZˆ11ρ) = 1.6666(ρ11 + ρ22) = 1.6666
and
(7.34) Tr(DˆZˆ12ρ) = 0.3333(ρ11 + ρ22) = 0.3333
which is consistent with (7.24). We proceed similarly with (7.25) obtaining the results, Tr(Nˆ21ρ) = 1.333, Tr(DˆZˆ22ρ) =
1.6666, Tr(DˆZˆ21ρ) = 0.3333.
♦
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8. Proof of Corollary 2.6
The idea of the proof is the same as for the classical case. We recall that in the classical theory of Markov chains,
if Z is the fundamental matrix given in the introduction, then
(8.1)
∑
j
Zij = 0, ∀ i
From the mean hitting time formula pijEiTj = Zjj − Zij , if we sum over j we get
(8.2)
∑
j
pijEiTj =
∑
j
Zjj
that is, the left hand side does not depend on i. Now recall the definition of Z for ergodic OQWs and write the Mean
Hitting Time Formula for OQWs:
(8.3) Tr((Dˆ−1Nˆ)ijρ) = Tr(Zˆiiρ)− Tr(Zˆijρ)
The trace preservation of Zˆ, eq.(7.16), implies that
(8.4)
∑
i
Tr(Zˆijρ) = 1
and so by summing in i both sides of (8.3) we get that
(8.5) t(ρ) :=
∑
i
Tr((Dˆ−1Nˆ)ijρ) = [
∑
i
Tr(Zˆiiρ)]− 1
does not depend on j.
Example 8.1. Let
(8.6) L =
1√
3
[
1 1
0 1
]
, R =
1√
3
[
1 0
−1 1
]
By [[20], Theorem 9.6], the OQW given by
(8.7) [Φ] =
 [0] [R] [L][L] [0] [R]
[R] [L] [0]

is aperiodic and irreducible and so Φ ∈ E . Even for 3 sites the calculations are already quite long (the matrix
representation for Z in this case has order 12), but a computer algorithm can easily perform the computation of Z
and the subsequence target times. One such calculation produces, for any order 2 density matrix ρ = (ρij),
(8.8) Tr(Zˆiiρ) = .717948ρ11 + .717948ρ22 = .717948, i = 1, 2, 3
and so
(8.9) t(ρ) = [
∑
i
Tr(Zˆiiρ)]− 1 = 1.153844
♦
9. Proof of Theorem 2.7
In this section we will prove a mean hitting time formula for finite ergodic OQWs, inspired by the result due to H.
Chen and F. Zhang [32] for irreducible Markov chains. Such proof consists of 3 preliminary results, followed by the
main theorem. We will follow the same strategy, pointing out similarities and providing the corresponding proof for
matrix representations of CPT maps when required.
By the minimal polynomial of an ergodic OQW Φ we mean the one associated to its matrix representation. That
is, the monic polynomial p of least degree such that p([Φ]) = 0. Since 1 is an eigenvalue of multiplicity 1, we see that
p is of the form p(x) = (x− 1)f(x) and we write
(9.1) f(x) = xr + a1x
r−1 + a2xr−2 + · · ·+ ar−1x+ ar
In [32] it has been shown that the row vectors of the matrix f(P ) are similar. The result is also true in the case of
matrix representation of ergodic OQWs (in the place of irreducible stochastic matrices), the reasoning being almost
the same as the one presented in [32]. For completeness we describe here the simple adaptation of the proof.
Lemma 9.1. The row vectors of f([Φ]) are similar.
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Proof. As p(x) = (x − 1)f(x) is the minimal polynomial of [Φ] we obtain [Φ]f([Φ]) − f([Φ]) = 0, that is,
[Φ]f([Φ]) = f([Φ]), so each column of f([Φ]) is an eigenvector of Φ corresponding to the eigenvalue 1. Being ergodic,
each column of f([Φ]) must be equal to a multiple of
(9.2) u = vec([I I · · · I]T ), I = In
The lemma follows.

Remark 9.2. If in the proof of the above Lemma we have, for instance, k = 3 sites and n = 2 then
(9.3) u = vec([I2 I2 I2]
T ) = [1 0 0 1 1 0 0 1 1 0 0 1]T
Now we state the second lemma, noting that the result holds for any polynomial.
Lemma 9.3. [32] Let f(x) = xr + a1x
r−1 + a2xr−2 + · · ·+ ar−1x+ ar, and
(9.4) α0 = (−a1,−a2, . . . ,−ar), β = (xr−1, xr−2, . . . , x, 1)T
Then for any m ≥ 0 there exists a polynomial qm(x) of degree m and a row vector αm = (αm,1, αm,2, . . . , αm,r) such
that
(9.5) xr+m = qm(x)f(x) + αmβ, αm = α0M
m,
and
(9.6) M =

−a1 −a2 · · · −ar−1 −ar
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

Now we state the third lemma in terms of matrix representations of quantum channels.
Lemma 9.4. Let Φ be a finite ergodic OQW, let (x − 1)f(x) denote the minimal polynomial of Φˆ and f(x) =
a0x
r + a1x
r−1 + a2xr−2 + · · ·+ ar−1x+ ar. Then
(9.7)
∞∑
m=0
Φˆr+m =
r−1∑
n=0
bnΦˆ
n +B, bn = −
∑r
l=r−n al
f(1)
where B is a matrix with the same row vectors.
Proof. By replacing the stochastic matrix with the matrix representation of the ergodic OQW, the proof is a
simple adaptation of [[32], Lemma 2.4] together with Lemmas 9.1 and 9.3.

Proof of Theorem 2.7. We begin with expression (2.12), the Mean Hitting Time Formula for OQWs, so we can
write
Tr(Nˆijρ) = Tr((DˆZˆ)iiρ)− Tr((DˆZˆ)ijρ)
= Tr
[(
DˆIˆ +
∞∑
s=1
Dˆ(Φˆs − Ωˆ)
)
ii
ρ
]
− Tr
[(
DˆIˆ +
∞∑
s=1
Dˆ(Φˆs − Ωˆ)
)
ij
ρ
]
(9.8) = Tr
[
Dˆiiρ− Dˆijρ+
∞∑
s=1
(
(DˆΦˆs)iiρ− (DˆΦˆs)ijρ− (DˆΩˆ)iiρ+ (DˆΩˆ)ijρ
)]
Since all blocks of Ω are equal, the terms with Ω vanish and by changing the index sum we obtain
(9.9) Tr(Nˆijρ) = Tr
[ ∞∑
s=0
(
(DˆΦˆs)iiρ− (DˆΦˆs)ijρ
)]
=
∞∑
s=0
Tr
[(
(DˆΦˆs)ii − (DˆΦˆs)ij
)
ρ
]
Note that Dˆ = diag(kˆ11, . . . , kˆ22), so we can also write
(9.10) Tr(Nˆijρ) = Tr
[ ∞∑
s=0
(kˆii(Φˆ
s)ii − kˆii(Φˆs)ij)ρ
]
,
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where above we used that fact that if D = diag(d11, . . . , dkk) and A is any matrix then (DA)ij = diiAij . Now if Aˆ is
a block matrix with order k blocks Aˆij , let ei = [0 · · · 0 Ik 0 · · · 0] where Ik appears in the i-th position, i = 1, . . . , n.
Then we clearly have
(9.11) Aˆij = eiAˆe
T
j , i, j = 1, . . . , n
With this in mind we write, using Lemma 9.4,
(9.12)
∞∑
s=0
(
(Φˆs)ii − (Φˆs)ij
)
= ei
( ∞∑
s=0
Φˆs
)
eTi − ei
( ∞∑
s=0
Φˆs
)
eTj
= ei
( r−1∑
s=0
Φˆs
)
eTi − ei
( r−1∑
s=0
Φˆs
)
eTj + ei
( ∞∑
m=0
Φˆr+m
)
eTi − ei
( ∞∑
m=0
Φˆr+m
)
eTj
(9.13) = ei
( r−1∑
s=0
Φˆs
)
eTi − ei
( r−1∑
s=0
Φˆs
)
eTj + eiBe
T
i − eiBeTj + ei
( r−1∑
s=0
bsΦˆ
s
)
eTi − ei
( r−1∑
s=0
bsΦˆ
s
)
eTj
= ei
( r−1∑
s=0
(1 + bs)Φˆ
s
)
eTi − ei
( r−1∑
s=0
(1 + bs)Φˆ
s
)
eTj = ei
( r−1∑
s=0
∑r−s−1
l=0 al
f(1)
Φˆs
)
eTi − ei
( r−1∑
s=0
∑r−s−1
l=0 al
f(1)
Φˆs
)
eTj
(9.14) =
1
f(1)
r−1∑
s=0
r−s−1∑
l=0
al((Φˆ
s)ii − (Φˆs)ij)

Example 9.5. Consider once again Example 7.3. The minimal polynomial for the associated block matrix is
(9.15) p(x) = x8 − x7 + 1
4
x6 +
1
16
x5 − 43
64
x4 +
41
128
x3 − 5
64
x2 +
5
256
x+
25
256
If p(x) = (x− 1)f(x) then
(9.16) f(x) = x7 +
1
4
x5 +
5
16
x4 − 23
64
x3 − 5
128
x2 − 15
128
x− 25
256
which gives f(1) = 243/256. With the previous calculations we obtain the same as before, namely Tr(Nˆ12ρ) = 1.3333.
♦
Acknowledgements. The author is grateful to an anonymous referee for many useful comments and suggestions
that led to a marked improvement of the paper, and to F.A. Gru¨nbaum for several discussions on hitting times in an
open quantum setting.
References
[1] H. P. Breuer and F. Petruccione. The Theory of Open Quantum Systems. Oxford University Press, Oxford, 2002.
[2] R. Alicki, M. Fannes. Quantum Dynamical Systems. Oxford University Press, Oxford (2000).
[3] M. A. Nielsen, I. L. Chuang. Quantum computation and quantum information. Cambridge University Press, 2000.
[4] R. Bhatia. Positive definite matrices. Princeton University Press, 2007.
[5] D. Petz. Quantum Information Theory and Quantum Statistics. Springer, 2008.
[6] L. Accardi, D. Koroliuk. Quantum Markov chains: The recurrence problem. Quantum Probability and Related Topics VII, 63-73
(1991).
[7] F. Fagnola, R. Rebolledo. Notes on the Qualitative Behaviour of Quantum Markov Semigroups. In: S. Attal, A. Joye, C.-A. Pillet
(eds.) Open Quantum Systems III - Recent Developments. Lecture Notes in Mathematics 1882 pp. 161-206.
[8] F. Fagnola, R. Rebolledo. Transience and recurrence of quantum Markov semigroups. Probab. Theory Relat. Fields 126, 289-306
(2003).
[9] F. A. Gru¨nbaum, L. Vela´zquez, A. H. Werner, R. F. Werner. Recurrence for Discrete Time Unitary Evolutions. Comm. Math. Phys.
320, 543-569 (2013).
[10] C. F. Lardizabal, R. R. Souza. On a class of quantum channels, open random walks and recurrence. J. Stat. Phys. (2015) 159:772-796.
[11] C. R. Oliveira. Intermediate spectral theory and quantum dynamics. Birkha¨user Verlag 2009.
[12] M. Sˇtefanˇa´k, I. Jex, T. Kiss. Recurrence and Po´lya number of quantum walks. Phys. Rev. Lett. 100, 020501 (2008).
[13] D. Aldous, J. Fill. Reversible Markov Chains and Random Walks on Graphs. http://www.stat.berkeley.edu/∼aldous/RWG/book.html
[14] P. Bre´maud. Markov Chains: Gibbs Fields, Monte Carlo Simulation and Queues. Texts in Applied Mathematics 31. Springer, 1999.
[15] S. Attal, F. Petruccione, C. Sabot, I. Sinayskiy. Open Quantum Random Walks. J. Stat. Phys. (2012) 147:832-852.
[16] C. F. Lardizabal, R. R. Souza. Open quantum random walks: ergodicity, hitting times, gambler’s ruin and potential theory. J. Stat.
Phys. (2016) 164:1122-1156.
[17] R. Portugal. Quantum walks and search algorithms. Springer, 2013.
19
[18] S. E. Venegas-Andraca. Quantum walks: a comprehensive review. Quantum Inf Process (2012) 11:1015-1106.
[19] S. Attal, N. Guillotin-Plantard, C. Sabot. Central Limit Theorems for Open Quantum Random Walks and Quantum Measurement
Records. Ann. Henri Poincare´ 16 (2015), 15-43.
[20] R. Carbone, Y. Pautrat. Open Quantum Random Walks: Reducibility, Period, Ergodic Properties. Ann. Henri Poincare´. DOI
10.1007/s00023-015-0396-y.
[21] R. Carbone, Y. Pautrat. Homogeneous open quantum random walks on a lattice. J. Stat. Phys. (2015) 160:1125-1153.
[22] N. Konno, H. J. Yoo. Limit Theorems for Open Quantum Random Walks. J. Stat. Phys. (2013) 150:299-319.
[23] C. Pellegrini. Continuous Time Open Quantum Random Walks and Non-Markovian Lindblad Master Equations. J. Stat. Phys. (2014)
154:838-865.
[24] I. Sinayskiy, F. Petruccione. Microscopic derivation of open quantum walks. Phys. Rev. A 92, 032105 (2015).
[25] I. Sinayskiy, F. Petruccione. Efficiency of open quantum walk implementation of dissipative quantum computing algorithms. Quantum
Inf. Process. (2012) 11:1301-1309.
[26] C. Liu. From open quantum walks to unitary quantum walks. arXiv:1502.01680v1
[27] P. Sadowski,  L. Pawela. Central limit theorem for reducible and irreducible open quantum walks. Quantum Inf Process (2016)
15:2725-2743.
[28] I. Sinayskiy, F. Petruccione. Properties of open quantum walks on Z. Phys. Scr. T151 (2012) 014077.
[29] I. Sinayskiy, F. Petruccione. Microscopic derivation of open quantum Brownian motion: a particular example. Phys. Scr. T165 (2015)
014017.
[30] S. Xiong, W.-S. Yang. Open Quantum Random Walks with Decoherence on Coins with n Degrees of Freedom. J. Stat. Phys. (2013)
152:473-492.
[31] M. Bauer, D. Bernard, A. Tilloy. Open quantum random walks: Bistability on pure states and ballistically induced diffusion. Phys.
Rev. A 88 062340 (2013).
[32] H. Chen, F. Zhang. The expected hitting times for finite Markov chains. Lin. Alg. Appl. 428 (2008) 2730-2749.
[33] G. R. Grimmett, D. R. Stirzaker. Probability and Random Processes, 3rd edition. Oxford University Press, 2001.
[34] R. I. Oliveira. Mixing and hitting times for finite Markov chains. Electron. J. Probab. 17 (2012), no. 70, 1-12.
[35] V. Kendon, B. Tregenna. Decoherence can be useful in quantum walks. Phys.Rev. A67, 042315 (2003).
[36] P. Sinkovicz, Z. Kurucz, T. Kiss, J. K. Asbo´th. Quantized recurrence in unital iterated quantum dynamics. Phys. Rev. A 91, 042108
(2015).
[37] P. Sinkovicz, T. Kiss, and J. K. Asbo´th. Generalized Kac lemma for recurrence time in iterated open quantum systems. Phys. Rev.
A 93, 050101(R) (2016).
[38] O. Szehr, M. M. Wolf. Perturbation bounds for quantum Markov processes and their fixed points. J. Math. Phys., 54, 032203 (2013).
[39] H. Terashima, M. Ueda. Nonunitary quantum circuit. Int. J. Quantum Inform. 3 (2005) 633-647.
[40] F. Verstraete, M.M. Wolf, J.I. Cirac. Quantum computation and quantum-state engineering driven by dissipation. Nat. Phys. 5, 633
(2009).
[41] R. A. Horn, C. R. Johnson. Topics in matrix analysis. Cambridge University Press, 1991.
Instituto de Matema´tica e Estat´ıstica - Universidade Federal do Rio Grande do Sul - UFRGS - Av. Bento Gonc¸alves
9500 - CEP 91509-900 Porto Alegre, RS, Brazil
E-mail address: cfelipe@mat.ufrgs.br
20
