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ABSTRACT 
We consider a nearest-neighbor p-adic Potts (with q _> 2 spin values and coupling constant J E Qp) 
model on the Cayley tree of order k _> 1. It is proved that a phase transition occurs at k = 2, q E pN 
andp _> 3 (resp. q c 2zN, p = 2). It is established that for p-adic Potts model at k _> 3 a phase tran- 
sition may occur only at q EpN ifp >_ 3 and q C 22N ifp = 2. 
1. INTRODUCTION 
The p-adic numbers were first introduced by the German mathematician 
K.Hensel. For about a century after the discovery ofp-adic numbers, they were 
mainly considered objects of pure mathematics. However, numerous applica- 
tions of these numbers to theoretical physics have been proposed papers [1-5] to 
quantum mechanics [6], to p-adic - valued physical observables [6] and many 
others [7,8]. A number ofp-adic models in physics cannot be described using 
ordinary probability theory based on the Kolmogorov axioms [9]. New prob- 
ability models -p-adic probability models were investigated in [8],[10]. 
In [11,12] a theory of stochastic processes with values in p-adic and more 
general non-Archimedean fields was developed, having probability distribu- 
tions with non-Archimedean values. 
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One of the basic branches of mathematics lying at the base of the theory of 
statistical mechanics i the theory of probability and stochastic processes. Since 
the theories of probability and stochastic processes in a non-Archimedean set- 
ting have been introduced, it is natural to study problems of statistical me- 
chanics in the context of the p-adic theory of probability. 
Many physical models are considered on 77d and the Cayley tree. The differ- 
ence between these two graphs is that the Cayley tree has the property that the 
number of neighbors visited in n steps grows exponentially with n. This is a 
faster rate of growth than n d, no matter how large d is, so this tree is infinite 
dimensional. 
In this paper we develop the p-adic probability theory approach to study 
some statistical mechanics models on a Cayley tree over the field of p-adic 
numbers. In [13] the Potts model with q spin variables on the set of integers 7/in 
the field of Qp was studied. It is known [14] that for the Potts model and even for 
arbitrary models on 77 regardless of the interaction radius of the particles (over 
~) there are no phase transitions, here the phase transition means that for given 
Hamiltomian there are at least two Gibbs measures. In the case considered in 
[13] this pattern is destroyed, namely, there are some values q : q(p) for which 
phase transition occurs. 
In the present paper we consider p-adic Potts models ( with coupling con- 
stant J and q spin variables) on the Cayley tree of order k, k > 1. The aim of this 
paper is to investigate Gibbs measures for p-adic Potts model and phase tran- 
sition problem for this model. The organization of this paper as follows. 
Section 2 is a mathematically preliminary. In section 3 we give a construction 
of Gibbs measure for thep-adic Potts model on the Cayley tree. In section 4 we 
prove the existence of a phase transition for p-adic Ports model on Cayley tree 
of order two. In final section 5 we exhibit some conditions implying q on un- 
iqueness of the Gibbs measure. 
2. DEFINITIONS AND PRELIMINARY RESULTS 
2.1. p-adic numbers and measures 
Let Q be the field of rational numbers. Every rational number x ~ 0 can be re- 
r/'/ presented in the form x = p --, where r, n E 77, m is a positive integer, (p, n) = 1, 
m 
(p, m) = 1 andp is a fixed prime number. The p-adic norm o fx  is given by 
p-" for x ~ 0 
[xlp = 0 for x = O. 
This norm satisfies o called the strong triangle inequality 
[X q- y[p <_ max{[Xlp, [ylp}, 
this is a non-Archimedean norm. 
The completion of Q with respect o p-adic norm defines the p-adic field 
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which is denoted by Qp. Any p-adic number  x ~ 0 can be uniquely represented 
in the form 
(2.1) x = p~/(x) (xo 4, xlp ,4- xzp 2 4-...), 
where ~ = 7@) E £ and xj are integers, 0 _< xj < p - 1, x0 > 0, j  = 0, 1,2, ... (see 
more detail [7,15]). In this case [xip = p-~(x). 
We recall that an integer a E 77 is called a quadratic residue modulo p if the 
equation x 2 -= a(modp) has a solution x E 77. 
Lemma 2.1. [7] In order that the equation 
X 2 = a, 0 ¢ a =p~(a)(a0 + alp + ...), 0 <_ aj <_p - 1, ao > 0 
has a solution x E Qp, it is necessary and sufficient hat the following conditions 
are fulfilled: 
i) hi(a) is even; 
ii) ao is a quadratic residue modulo p i f  p 7L 2, al = a2 = 0 i f  p = 2_ 
Let B(a, r) = {x E Qp: ix - alp < r}, where a E Qp, r > 0. By logp and expp we 
mean p-adic logar i thm and exponential  which are defined as series with the 
usual way (see, for more  details [7]. The domain  of converge for them are 
B(1, 1) and B(O,p -1/(p-1)) respectively.) 
Lemma 2.2. [7,15,16] Let x E B(O,p -1~(p-I)) then we have 
lexpp(x)l p = 1, lexpp(X) - --Ixl  < 1, Ilogp(1 +x)l  --Ixtp <p-V  1) 
and 
logp(eXpp(X)) - x, expp(logp(1 -t- x)) -- 1 4. x. 
Let (X, 13) be a space, where 13 is an algebra of subsets X. A function # : 13 ---, Qp 
is said to be a p-adic measure if for any A1,. . . ,An C 13 such that Air~Aj  = (~ 
(i ¢;j) 
H n 
 (UAj) = 
j= l  j= l  
A p-adic measure is called a probability measure if #( J0  = 1. A p-adic prob- 
ability measure # is called bounded if sup{l#(A)l  p : A E 13} < oo. 
For more detail in format ion about  p-adic measures we refer to [8],[10]. 
2.2. The Cayley tree 
The Cayley t ree /~ of  order k _> 1 is an infinite tree, i.e., a graph without cycles, 
such that each vertex of which lies on k + 1 edges.  Let F k = (V, A), where V is 
the set of vertices of  £k, A is the set of edges of F k. The vertices x and y are 
called nearest neighbor, which is denoted by l =< x, y > if there exists an edge 
connecting them. A collection of  the pairs < x, xl >, ..., < xd 1,Y > is called a 
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path from x to y. The distance d(x,y), x,y E V is the length of the shortest path 
from x to y in V. 
We set 
wn = {x ~ Wld(x, x °) = nL 
V. " Vld(x,x °) <_ ~}, =Um= 1 W m = {x E 
L~ = {l =< x,y >E Llx, y E Vn}, 
for a fixed point x ° E V. 
We write x < y if the path from x ° to y goes through x. Call vertex y a direct 
successor of x i fy  > x and x, y are nearest neighbors. Denote by S(x) the set of 
direct successors, i.e. 
S(x)={yE W,+1:d(x ,y )= l}  xE  Wn, 
Observe that any vertex x ¢ x ° has k direct successors and x ° has k + 1. 
2.3. Thep-adic Potts model 
Let Qp be the field of p-adic numbers. By Qpq-I we denote ?p  x ... x %.  The 
q-"l 
norm Ilxllp of an element x E Qpq-1 is defined by Ilxllp--lm<aqX_l{IXilp}, here 
x = (11,..., Xq-1). By xy we mean the bilinear form on Qq-I defined by 
q-I 
xy = ~ xiYi, 
i=1 
x=(x l , . . . ,Xq - l ) ,y=(y l , . . . , yq -1) .  
Let ko = {o-1, O'2,-'-, O'q}, where O'1, O-2, ..., Oq are elements of Qq-1 such that 
IIO'illp -- x, i = 1,2, ..., q and 
1, 
(2.2) O-io-j = 
0, 
q-1 LethEQ~ , thenwe 
{ h/, 
q-1 (2.3) ho-i= Z 
i=1 
q-1 for i = j ,  
for i C j  ( i , j= l ,2 , . . . ,q -1 ) ,  O-q=~~o-i. 
i=1 
have h = ~iq2_] hio-i and 
for i = 1 ,2 , . . . ,q -  1, 
hi, for i = q 
We consider the p-adic Potts model where spin takes values in the set ~. Write 
g2~ = ~pv,,, this is the configuration space on V,. The Hamiltonian H,  : f2n 
Qp of thep-adic Potts model has the form 
(2.4) H~(o-) = - J  Z 6~(x),~(y), n E N, 
<x,y>ELn 
here O- = {a(x) : x E Vn} E On, IJlp < p-1/(p-1), j }£ 0 and as beforep is a fixed 
prime number. Here 6 is the Kronecker symbol. 
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3. CONSTRUCTION OF  G IBBS MEASURES 
In this section we give a construction of a special class of Gibbs measures forp- 
adic Potts models on the Cayley tree. 
To define Gibbs measure we need in the following 
Lemma 3.1. Let hx,x E V be a Qq 1-valued function such that Ilhxiip < p-1/(p-1) 
for all x E V and J c B(O,p-a/(P-O)). Then 
Hn(cr) + Z hxo-(x) E B(O,p -1~(p-I)) 
X~ Wn 
for any n E ~. 
The proof easily follows from the strong triangle inequality for the norm ] • [p. 
q-1  • 1 1 Leth :xE  V --+ hx E QUp beafunct lonofxE  V such that llhxHp < p - / (p - )  
for all x ~ V. Given n = 1,2,... consider a p-adic probability measure #(n) on 
g,v, defined by 
(3.1) = 221 + Z 
xE Wn 
Here, as before, crn : x E V, --> cr,(x) and Z, is the corresponding partition 
function: 
Z.  = ~ expp{-H(6.)  + ~ hx~(X)}. 
~,eg?v. xeWn 
Note that according to Lemma 3.1 the measures/~(n) exist. 
The compatibility condition for #(~) (o-n), n _> 1 are given by the equality 
(3.2) Z#(n)(crn-l ,cr (")) = #("- ')(a,- l ) ,  
where ~r(') = {~(x), x E Wn}. 
We note that an analog of the Kolmogorov extension theorem for distribu- 
tions can be proved for p-adic distributions given by (3.1) (see [12]). According 
to this theorem there exists a uniquep-adic measure #h on Y2 ~- ~,v such that for 
every n = 1,2, ... and crn E O v" 
#({cr lv - -c rn})  = #(~)(crn). 
#h will be called p-adic Gibbs measure for this Potts model. It is clear that the 
measure #h depends on function hx. If the Gibbs measure for a given Hamilto- 
nian is non unique then we say that for this model there is a phase transition. 
The following statement describes conditions on hx guaranteeing the com- 
patibility condition of measures #(n)(~rn). 
Theorem 3.2. The measures #(n)(crn), n -- 1,2, ... satisfy the compatibility condi- 
tion (3.2) if and only if for any x E V the following equation holds." 
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(3.3) hx= Z F(hy;O,q) 
yeS(x) 
here and below 0 = expp(J) and the function F: Qq-1 --+ Qqp-l function is defined 
by F(h; O, q) = (F1 (h; O, q),..., Fq(h; O, q)) with 
q-1 
Fi(h;O,q)= ~ Gj(h';O,q) i= l , . . . ,q-1,  
j--lj~i 
q-1 
where h (hi,..., hq_l), h I = (h~, i , = = ...,hq_l)h i ~ hi, i= 1, . . . ,q- I ,  j=lj~i 
Gi(hl,...,hq_l;O,q) = log, [(0-1)eXpp(hi)-t- Zy__-] expp(h/)-+-1 l 
29q_-? expp(hj) + 0 
i= l , . . . ,q -1 .  
Proof. Necessity. According to the compatibility condition (3.2) we have 
(3.4) 
ZnlEexpp[Jcr(~) <x,y>eL~Z (x),~r(Y)+x~cwnhxcr(x)l = 
Z~__ll expp [J Z '~(x),~(y)+ Z hx~r(x)]. 
<x,y>eLn-1 x6 W._ 1 
It yields 
(3.5) 
Z~ ~-~expp ~ ~ ~o(x),~(y)+ ~ ~'~ hycr(y)= 
(7(rt) e W._ 1 yeS(x) Xe Wn_ 1 yeS(x) 
n exp 
Xe W n_  1 
From this equality we find 
(3"6) Zn-1 ( ) ( ) Zn H n Z expp J~(x),~(yl +hy~r(y) = n expp hxcr(x) . 
xeW,_l yeS(x) ¢,(y)e¢: xeW, i 
Now fix x c Wn-1. Dividing the equalities (3.6) with ~r(x) = ~ri and with o-(x) = 
~rq we obtain 
(3.7) 
~(y)e~expp (J6~i,~(y) +hy~(Y)) 
H yeS(x) ~-~a(y)e~ exp  (j~q,a(y) Jr_ hx~(y)) = eXpp (hx(~i - ~q)). 
Using (2.3) the last equality can be rewritten as 
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q, (q l )  ( Em=l expp h~ ) (0 1) expp v~q-1 h(/')~ ~)= 1 ,jT~ m -r -- • • • Z_.~j=ldT~ t,.x ] +1= 
II 
(3.8) yEs(x) 
q (ql) 
~m=l  eXpp hx (/') ~)= 1 jCrn + 0 
expp ( ~ hx~)/, 
\ j= i j~- i  / 
here we have used the notation hx = (h(?, ... , h(xq-1)). Writing h~ )' = ~qf]j#ih] ) 
we immediately get (3.3) from (3.8). 
Sufficiency. Now assume that (3.3) is valid, then it implies (3.8), and hence 
(3.7). From (3.7) we obtain the following equality 
a(x) eXpp (hxcri) = U Z expp (J6c~i,c.(y)+hycr(y)), i=  1,2, ...,q. 
yES(x) ~)c~ 
This equality implies 
(3.9) 
H a(x)expp(hx~r(x)) = 
x E W~- I
I-[ H Zexpp(J~(x),°(Y)+hycr(Y)) ' 
XC~'Zn 1 yES(x) cr(y)Et~ 
i = 1,2,...,q, 
where 
(ri, z=x  i=l ,q .  
or(z) = (7(z), z ¢ x 
Writing An(x) = [IxEw, a(x) we find from (3.9) and (3.2) 
Zn_lAn_l#(n 1)(O_n_l) = Zn E~(n) (c rn_ l ,  if(n)) 
a(n) 
Since each #(n), n _> 1 is ap-adic probability measure, we have 
Z#(n)(crn_l,cr (n)) : 1, Z# (n 1)(~7n_1): 1. 
O-n_ 1 0-(n) O'n_ 1 
Therefore from these equalities we find Zn 1An 1 = Zn which means that (3.2) 
holds. 
Observe that according to this Theorem the problem of describing ofp-adic 
Gibbs measures reduces to the describing of solutions of the equation (3.3). 
4. THE PROBLEM OF PHASE TRANSITIONS 
4.1. The existence of phase transition for thep-adic Potts model 
Write 
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A = {h = (h x c (~q-1, x E V)  : h x satisfies the equation (3.3)}. 
To prove the existence of phase transition it suffices to show that there are two 
different sets of vectors in A. The description of arbitrary elements of the set A is 
a complicated problem. 
In this paper we restrict ourselves to the description of translation - invariant 
elements of A, in which hx = h is independent of x. 
Let hx = h = (h i ,  . . . ,  hq-l) for all x E V. Then (3.3) implies 
(4.1) 
{(0 -1)expp(hi) + }-'~J-] expp(hj) + 1"~ k, 
expp(hi) ~)q-1 J i=  1 ,2 , . . . ,q -  1 \ expp(hj) + 0 
Observe that for every i = 1,2, ..., q -  1 hi--0 satisfies i-th equation. Sub- 
stituting hj = 0 at j = 2,3, ...,q - 1 and writing z = eXpp(hl) from the first 
equation of (4.1) 
(4.2) 
=¢ Oz+q-1 ,]k 
z 
Put 
A=Oz+q-1 ,  B=z+O+q-2 .  
Then by (4.2) 
B~(z -  1) = (0 -  1 ) (z -  1)(A k-1 +Ak-ZB+. . .  +Bk-'). 
Hence if z ¢ 1 
(4.3) B k = (0 - 1)(A ~-1 + Ak-2B + ... + Bk-1) .  
Using Lemma 2.2 it is easy to see that 
92 
_<;, if qEpN, 
IA[p p _> 3, 
= 1, if qCpN, 
< 1 if qEp~, 
IBlp P p > 3, 
= 1, if q~p~, 
<1_ if qC22N, 
-4 '  
[AI2 - !  if qEZN\22N,  p=2.  
-2 '  
= 1, if q~2N, {1 
_<~, if qE22N,  
Igl2 =~, if qE2N\22N,  p=2.  
= 1, if q¢2N, 
From these inequalities we get 
l) I fp  = 2; q E 2N \ 22N we have 
1 IBI2 k = 1 1 1 
IBl2 -- lAIN ---- ~, ~ > ~'2k_  1 
1 1 
10-  l IN IA~- l+. . .+N-112 _<~'2~_ 1. 
1 
Here we have used the strong triangle inequality and l0 - 112 < - (see Lemma 
-4  
2.2). From the last inequalities we infer that the equation (4.3) has no solution. 
2) I fp  > 3, q¢pN (resp. q¢2N i fp = 2) then 
1 IBlp = [Alp =- 1, [0 -  llpl Ak l +.. .  + gk-llp <_p 
Hence in this case the equation (4.3) has no solut ion either. 
3) I fp  _> 3, q cpN (resp. p = 2, q E 22N) then it is easy to see that the 
equation (4.3) may have a solution. 
Thus we have proved the fol lowing 
Theorem 4.1. I f  p > 3, q E pN (resp. p = 2, q E 22•) then the equation (4.1) may 
has at least two solutions for every k >_ 1. 
According to Theorem 4.1 in the sequel we will assume thatp > 3, q E pN (resp. 
p = 2, q E 22N). Note, that in case of k > 2 the problem of description of the 
solutions of (4.3) becomes difficult. For simplicity we restrict ourselves to the 
case k = 2. Then (4.3) has the form 
(4.4) z2+(20-O2+2q-3)z+(q-1)2=O.  
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Observe that the solut ion of  (4.4) can be writ ten by 
(4.5) 
- - (20  --  02 + 2q  -- 3) -4- (0 -- I )V /02  -- 20 + 5 - 4q  
z1'2 ~ 2 
We must  check the existence of  V /02-  20 + 5 -  4q and addit ional ly  the in- 
equal ity IZl,2 - 1 Ip < p-1/(p-1) which is equivalent to the condi t ion  
Ihxlp < p 1/(p 1) 
From 12q-  (0 -  1)21p < p-1/(p-1)we find 10-  lip <p-1/(p-1) for every pr ime 
numberp .  It then fol lows f rom (4.5) that  ]21,2 - 1 ]p < p-1/(p 1). 
Now we check the existence of  ~/(0 - 1) 2 + 4(1 - q) .  We use canonica l  fo rm 
o fp -ad ic  numbers  (2.1). 1 hence 0 - 1 = 27e, 7 > 2, lel2 = 1. 
1) Let p = 2. Then  ]0 -  112 = IJl2 _< ~, 
Accord ing  to our  assumpt ion  q = 22+ms, m _> 0, (s, 2) = 1, whence we can write 
s = 2~=0 ci 2i, co = 1, ci C {0, 1 }, i = 1,2,.. . ,  l. Hence we have 
(0 - 1) 2 + 4(1 - q) = 2 2 - 24+ms + 227e 2 = 
(4.6) t 
= 22(1 + E(2  - ci)22+m+i+ 22~-2c2). 
i=0 
2) Let  p = 3. Then q = 3ms, (s, 3) = 1,m _> 1, whence 4s = ~I=o bi 3i, 
- -  1 
bo = 1,2, bi E {0,1 ,2} , i=  1,1. The inequal i ty 10-  113 _<~ implies that 
0 - 1 = 3"~e, ~, _> 1, le13 = 1. Hence we get 
l 
(0 -1 )2+4(1-q)  = l+3+~-~(3-b i )3m+i+32ze  2. 
i=0 
3) Let  p>5.  Then  q=pms,  ( s ,p )= l ,m_>l ,  whence 4s=~l=0b ip  i, 
1 
b0 = 1,2, . . . ,p -  1, bi = 0, 1, . . . ,p -  1, i=  1,2, ...,l. The inequal i ty 10-  lip <p 
implies that  0 - 1 = pZe, 7 -> 1, lelp = 1. Hence we get 
l 
(0 - 1) 2 + 4(1 - q) = 4 + E(p  - bi)p m+i +p2~e2. 
i=0 
We can now check all condi t ions of  Lemma 2.1: observe that the each case the 
first condi t ion  of  Lemma 2.1 is fulfilled. It  remains to check the second condi-  
tion, i.e. the equat ion x 2 - a0(mod p) has solut ion x E 77. 
1) Let p = 2. In  this case a0 = 1, then it is easy to see that the equat ion 
x 2 - 1 (mod 2) has solut ion x = 2N + 1, N E 77. Besides it must  be al = a2 = 0. 
F rom (4.6) one can find that 
al = a;  = 0 if and only if either m = 0, 3, = 2 or m > 1,7 > 2. 
Thus in this case for 2-adic Potts model  a phase transit ion occurs. 
2) Let p = 3. In this case a0 = 1, then it is not  difficult to check that  the 
equat ion  x 2 ~ 1 (mod 3) has the solut ion x = 3N + 1, N E 77. 
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3) Let p > 5. In this case a0 = 4, then X2 ~--~ 2(rood p) has the solution 
x=pN+2,  NEZ.  
Consequently we have proved the following 
1 
Theorem 4.2. i) Letp = 2,q E 22N andJ # O. I fq = 22s, (s, 2) = 1, ]J]2 = ~ or 
1 
q = 2ms, m >_ 3, (S, 2) = 1, IJI2 _< ~ then there exists a phase transition for the 2- 
adic Potts model (2.4) on a Cayley tree of order 2. 
ii) Let p > 3, q E pN, and 0 < IJIp < ~ then there exists a phase transition for 
1-" 
p-adic Potts model on a Cayley tree of  order 2. 
Observe that if q = 2 then the Potts model becomes the Ising model, so from 
this theorem and Theorem 4.1 we have the following 
Corol lary 4.3. Let k > 1. Then for the p-adic Ising model on the Cayley tree of 
order k there is no phase transition. 
Conjecture. Let all conditions of Theorem 4.2 be satisfied. Then there is a phase 
transition for the p-adic Potts model on the Cayley tree of order k (k >> 3). 
Now we investigate when the p-adic Gibbs measure with the solutions (4.2) is 
bounded. 
Theorem 4.4. The p-adic Gibbs measure # for the p-adic Potts model on the 
Cayley tree of order k is bounded if q6pN, otherwise it is not bounded. 
Proof. To prove the assertion of  theorem it suffices to show that the values of # 
on cylindrical subsets are bounded. We estimate I# (n) (o-~)]p: 
[/.t(n)(a~)lp : eXpp{Jf/(a~} p = 
1 
=1 
}-~e, Eov. (expp{//(o-n)} - 1) + qV,, p 
if q6pN. Here 
xE Wn 
and h, is a solution of (4.4), and we have used ] expp{//(a,)} - lip < -.1 Note -p  
that h, is a vector which has the form h, = ( ~ ) .  
Write q-1 
expp(J(Sij + h,( i  + j ) )  
Pij = ~km eXpp(J6km +h,(k + m)) ' 
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where i,j C {cq, ..., O'q_l}. 
To prove that the measure # is not bounded at q c pN it is enough to show 
that its marginal (formdary) measure is not bounded. Let re= 
{...,X-l,XO,Xl, ...} be an arbitrary infinite path in F k. From (3.1) one can see 
that a marginal (formdary) measure #~ on g'~ has the form 
n- -1  
(4.7) #~(wn) =P,~(x_,) H Pw(xm)W(xm+l), 
m= - -n  
here con : {x-n,...,x0,...,xn}--+~P, i.e. con is a configuration 
{X n,..., XO,..., Xn}, Pi is an invariant vector for the matrix q (pi;),j:,. 
Using (2.3) and the form of h. we have 
(4.8) 
on 
~Pij [p = 
2 expp (J + 2h) 
1 
+ (q - 2) expp(J) q. q Y'~4j,~#j expp(h,(i +j)) p 
1 
= >p.  
2(expp(J q. 2h) - 1) q, 2 q, (q - 2) expp(J) q. q Y~ij,i#j expp(h.(i q-j)) 
p 
for all i,j. Here we have used Lemma 2.2 and Iqlp < -.1 From (4.7) and (4.8) we 
find that #~ is not bounded. Hence the theorem is prffved. [] 
Corollary 4.5. The p-adic Gibbs measure # corresponding to the p-adic Ising 
model on the Cayley tree of order k is bounded if p 7/= 2, otherwise it is not bounded. 
Remark. From Theorems 4.2 and 4.4 we see that a phase transition occurs 
when p-adic Gibbs measures are not bounded. For the p-adic Ising model we 
know that a phase transition does not occur, so corollary 4.5 implies that i fp  = 
2 even in this case the p-adic Gibbs measure may not be bounded. 
4.2. The uniqueness of Gibbs measure for thep-adic Potts model 
I f  q c pN then the equation (4.3) may have two solutions. But thus remains the 
case q~pN and a question naturally arises: is there a phase transition in this 
case or not? In this section we will prove the uniqueness ofp-adic Gibbs mea- 
sure for thep-adic Potts model in that case. 
Let us first prove some technical results. 
Lemma 4.6 .  [ f la i -  lip <_ Mand la@ = 1, i = 1 ,2 ,  ...,n, then 
n P (4.9) 1- Ia i -  1 < M:  
i=1 
Proof. We prove this by induction on n. The case n = 1 is nothing but the con- 
dition of lemma. Suppose that (4.9) is valid for n = m. Now let n = m q, 1. Then 
we have 
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m+l P ~ I~  m P Ilai-1 = a i -  ai+Hai-1 _< 
i=1 i=1 i=1 
{;i n ) _< max ai(am+l - 1) , ai - 1 < M 
i=1 i=1 P 
This completes theproof .  [] 
1 rlhllp _< -, 
P 
Lemma 4.7. Let ui = ~I expp(hj), where h= (hl, . . . ,hq-1), then 
lbli[p = 1 and j=lff#i 
1 I"~- 11~ <_p, 
for  all i = 1, .. . ,q - 1. 
! 
Proof. F rom Lemma 2.2 we infer that [~li[ p = 1, since [expp(hi) - lip < and 
P 
= 1. So all condit ions of Lemma 4.6 are satisfied, hence we get I expp(h~)lp 1 
l u i -  lip <--" [] 
P 
Write (see Theorem 3.3) 
q-1 (0 - 1)uj + ~-~q-] uj + 1 
(4.10) Ui (h ,O ,q)=expp(F (h ,O ,q) )= j=lj#iH E]--(bljq_ 0 ' 
where i = 1, ..., q - 1. For brevity we use Ui instead of Ui(h, O, q). 
Lemma 4.8. Let  q6pN, then [Ui[p = 1 and 
1 
(4.11) IUi- lip -<-tlhllp for i=  1 ,2 , . . . ,q -  1 
p 
Proof. Put 
(o -1 / . i+  2)q-  uj + 1 
K, = 2 J - /  u, + o 
1, 
We compute the norm of  Ki. From [0 - lip < P [q[p = 1 and Lemma 4.7 we 
obtain 
(0 -  1 )u /+ ~J=~(uj - 1) +q p 
]Ki[p = ~__]i~uuj - 1 )+( -0 - -1 )  +q-  = 1. 
Here we have used the strong triangle property of  the norm [ - [p. Observe that 
q 1 
Ui = I~ Kj, and hence [Uilp = 1. 
j=ljTki 
Now estimate IK / -  11p: 
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p 1 
(0 - 1 ) (u / -  1) < P Ilhllp. IKi- l lp: ~q2~(uj 1)+(0-1)+q - 
Consequently, we find that the condit ions of  Lemma 4.6 are satisfied for K/, 
i = 1,2, ..., q - 1, whence (4.11).The lemma is proved. 
Write 
(4.12) Ri(hx, O,q) = H Ui(hy, O,q), xE  V. 
yES(x) 
Using Lemmas 4.6 and 4.8 one proves the following 
Lemma 4.9. Let qCpN, then 
1 
]Ri(hx, O, q) - lip < - max Ilhyllp. 
- p yES(x) 
Corollary 4.10. Let q¢pN, then 
1 
(4.13) Ilhxllp <-max Ilhyllp, 
- p yES(x) 
xcV .  
Proof. From (3.7) and (4.12) one can see that expp(h x) = Ri(hx, O, q). Hence 
using Lemma 2.2 and Lemma 4.9 we infer that 
1 
[h~[p = [Ri(hx, O, q) - lip _<- max [IhyHp, 
p yES(x) 
whence (4.13). []  
Now we can formulate the main result of  this subsection. 
1 
Theorem 4.11. Let k > 1 and q~pN, [Jlp < -and p be any prime number. Then for 
P 
the p-adic Potts model (2.4) on the Cayley tree of order k there is no phase tran- 
sition. 
Proof. To prove it enough to show that A = {hx =- 0}. In order to do this we 
will show that for arbitrary e > 0 and every x E V we have I[hx[Ip < c.  Let no E 
N be such that 1 < e. According to Corol lary 4.10 we have /)no 
Ilhxllp <_; Ilhx,0 lip _< 
1 hx 1 <~llhx,0,,, lip-< " ' l  -<p,o_~-II i0,...,io o =lip <~ < e, 
here Xio,...,i,j, j = 1,2, ..., k are direct successors of  X;o,...,i,, where 
[]hx,0, _~m lip = max{llhxio i ljllp}" This completes the proof. []  l<j<k ....... 
Remark. I f  q~p[N then theorem 4.4 says that the p-adic Gibbs measure corre- 
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sponding to the Potts model is bounded,  hence by Theorem 4.11 we see that in 
this case there is only bounded p-adic Gibbs measure for the p-adic Potts 
model. 
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