Abstract. In this paper, we study the global regularity for regular Monge-Ampère type equations associated with a semilinear Neumann boundary conditions. By establishing a priori estimates for second order derivatives, the classical solvability of the Neumann boundary value problem is proved under natural conditions. The techniques build upon the delicate and intricate treatment of the standard Monge-Ampère case by Lions, Trudinger and Urbas in 1986 and the recent barrier constructions and second derivative bounds by Jiang, Trudinger and Yang for the Dirichlet problem. We also consider more general oblique boundary value problems in the strictly regular case.
Introduction
In this paper, we consider the following semilinear Neumann boundary value problem for the MongeAmpère type equation det[D 2 u − A(x, u, Du)] = B(x, u, Du),
in Ω, (1.1)
where Ω is a bounded domain in n dimensional Euclidean space R n with smooth boundary, Du and D 2 u denote the gradient vector and the Hessian matrix of the second order derivatives of the function u : Ω → R respectively, A is a given n × n symmetric matrix function defined on Ω × R × R n , and B is a positive scalar valued function on Ω × R × R n , ϕ is a scalar valued function defined on ∂Ω × R, ν is the unit inner normal vector field on ∂Ω. As usual, we use x, z, p, r to denote points in Ω, R, R n , R n×n respectively. A solution u ∈ C 2 (Ω) of equation (1.1) is elliptic when the augmented Hessian matrix M u = D 2 u − A(x, u, Du) is positive definite, that is M u > 0, which implies B > 0. Also, a function u satisfying M u > 0 is called an elliptic function of the equation (1.1). Since the matrix A determines the augmented Hessian matrix M u, we also call an elliptic solution (or function) an A-admissible solution (or function) or, by analogy with the case A = 0, an A-convex solution (or function).
We shall establish an existence theorem together with a priori estimates for elliptic solutions of the Neumann boundary value problem (1.1)-(1.2) in this paper, which extend the special case where A is independent of p in [17] . For this purpose, we need appropriate assumptions on A, B, ϕ and Ω. Assume that the matrix A is twice differentiable with respect to p and A, B and ϕ are differentiable with respect to z. Following [9, 24] , we call the matrix A regular in Ω if A is co-dimension one convex with respect to p, in the sense that ( 
1.3)
A ij,kl (x, z, p)ξ i ξ j η k η l ≥ 0, for all (x, z, p) ∈ Ω × R × R n , ξ, η ∈ R n , ξ ⊥ η, where A ij,kl = D 2 p k p l A ij . If the inequality (1.3) is strict, then the matrix A is called strictly regular. We also define the matrix A to be non-decreasing, (strictly G(x, z, p) = ν · p − ϕ(x, z), (1.10) then A, B and ϕ non-decreasing, (strictly increasing), in z, correspond to the standard monotonicity conditions, F z ≤ 0, G z ≤ 0, (F z < 0, G z < 0) for symmetric matrices r satisfying r > A(x, z, p), that is for points (x, z, p, r) ∈ Ω × R × R n × R n×n , where F is elliptic.
As with [17] , we also need the domain Ω to satisfy an appropriate uniform convexity condition. Adapting [24] , we define the domain Ω to be uniformly A-convex, (A-convex), with respect to the boundary function ϕ and an interval valued function I on ∂Ω if Ω ∈ C 2 and (1.11)
for all (x, z, p) ∈ ∂Ω × R × R n , satisfying p · ν(x) ≥ ϕ(x, z), z ∈ I(x) and vectors τ = τ (x) tangent to ∂Ω. For a given function u 0 on ∂Ω, we define Ω to be uniformly A-convex, (A-convex), with respect to ϕ and u 0 if (1.11) holds for all p · ν(x) ≥ ϕ(x, u 0 (x)), that is I = {u 0 }. From the regularity of A (1.3), we can equivalently replace the boundary inequality p · ν ≥ ϕ(x, z) by the boundary equality p · ν = ϕ(x, z), in the above definitions, as D pν A ij (x, z, p)τ i τ j is then nondecreasing with respect to p ν .
In order to use the regularity of A in its most general form, we will need to assume the existence of a supersolutionū to (1.1) satisfying (1.12) det[D 2ū − A(x,ū, Dū)] ≤ B(x,ū, Dū), in Ω, together with the same boundary condition, (1.13) D νū = ϕ(x,ū), on ∂Ω.
We then have the following global second derivative estimate.
Theorem 1.1. Let u ∈ C 4 (Ω) ∩ C 3 (Ω) be an elliptic solution of the Neumann problem (1.1)-(1.2) in a C 3,1 domain Ω ⊂ R n , which is uniformly A-convex with respect to ϕ and u, where A ∈ C 2 (Ω × R × R n )
is regular and non-decreasing, B > 0, ∈ C 2 (Ω × R × R n ) is non-decreasing and ϕ ∈ C 2,1 (∂Ω × R) is non-decreasing. Suppose there exists an elliptic supersolutionū ∈ C 2 (Ω) satisfying (1.12)-(1.13). Then we have the estimate (1.14) sup
where C is a constant depending on n, A, B, Ω,ū, ϕ, and |u| 1;Ω . Theorem 1.1 extends Theorem 3.3 in [17] except for the supersolution hypothesis as a supersolution is constructed in [17] in the course of the proof. We also point out that, as in [17] , the restriction to the Neumann condition is critical for our proof and moreover as shown by the Pogorelov example, (see [31] , [34] ), one cannot generally expect second derivative estimates and classical solutions of (1.1)-(1.2) for A = 0, when the geometric normal ν is replaced by an oblique vector β satisfying β · ν > 0, that is in (1.10), (1.15) G(x, z, p) = β · p − ϕ(x, z), no matter how smooth β, ϕ, B and ∂Ω are. However if the matrix function A is strictly regular on Ω so that we have a positive lower bound in (1.3) when z and p are bounded, then the proof is much simpler and also embraces oblique boundary conditions. Moreover in this case the monotonicity and supersolution hypotheses in Theorem 1.1 can be dispensed with. Typically second derivative behaviour for equation (1.1) in the strictly regular case is closer to that for uniformly elliptic equations while the challenge in the general case is to carry over the more intricate Monge-Ampère case, A = 0. Following [17] , we can also relax the supersolution hypothesis for uniformly convex domains in the special case when
From Theorem 1.1, we obtain classical existence theorems for (1.1)-(1.2) under further hypotheses ensuring estimates for solutions and their gradients. For solution estimates, by virtue of the comparison principle we can simply assume the existence of bounded subsolutions and supersolutions.
However more specific conditions for solution bounds will be treated in Section 3 of this paper, including an extension of the Bakel'man condition in Theorem 2.1 of [17] . For the gradient estimate we adopt the same structure condition used for the Dirichlet problem in [9] , namely
for all x ∈ Ω, |z| ≤ M 0 , p ∈ R n and some positive constant µ 0 depending on the constant M 0 . Condition (1.17) provides a simple gradient bound for A-convex functions u in terms of a lower bound for D ν u on the boundary. Combining the second derivative bounds with the lower order bounds and the global second derivative Hölder estimates as in [15, 16, 17, 23] , we establish the following existence result by the method of continuity. Theorem 1.2. Suppose that A, B, ϕ and Ω satisfy the hypotheses of Theorem 1.1, with either A, B or ϕ being strictly increasing. Assume also condition (1.17) and that there exists an elliptic subsolution
with respect to ϕ and I = [u,ū], in the sense of (1.11). Then the Neumann boundary value problem
2) has a unique elliptic solution u ∈ C 3,α (Ω) for any α < 1.
The uniqueness of solutions follows from the comparison principle for elliptic solutions of general oblique boundary value problems, (1.7)-(1.8); see Lemma 3.1. The regularity for the solution u in Theorem 1.2 can be improved by the linear elliptic theory [5] if the data are sufficiently smooth. For example, if A, B, ϕ and ∂Ω are C ∞ , then the solution u ∈ C ∞ (Ω). From the monotonicity of ϕ, it is also enough to assume (1.11) only holds for p · ν ≥ ϕ(·, u) and u ≤ z ≤ū. Moreover if A is independent of z, there is no need for the last inequality. Also taking account of our remarks after the statement of Theorem 1.1, we only need to assume the supersolutionū satisfies (1.12) at points where it is elliptic and the boundary inequality D νū ≤ ϕ(·,ū), instead of (1.13), if either A satisfies (1.16) with Ω also uniformly convex or A is strictly regular inΩ.
The regular condition was originally introduced in [22] in its strict form for interior regularity of potential functions in optimal transportation with the weak form (1.3) subsequently introduced in [30] for global regularity; (see also [24] ). It was subsequently shown to be sharp for C 1 regularity of potential functions in [21] . Optimal transportation equations are special cases of prescribed Jacobian equations, which have the general form,
where Y is a C 1 mapping from Ω × R × R n into R n , ψ is a non-negative scalar valued function on Ω × R × R n . Assuming det Y p = 0, we see that for elliptic solutions, equation (1.18) can be written in the form (1.1) with
The natural boundary value problem for the prescribed Jacobian equation is the second boundary value problem to prescribe the image,
where Ω * is another given domain in R n . The global regularity of the second boundary value problem (1.18)-(1.20) has already been studied in [1, 32, 30, 25, 27] for different forms of the mapping Y . As shown in [30] in the optimal transportation case and in [25] in the general case, condition (1.20) implies an oblique nonlinear boundary condition for elliptic functions u, that is (1.8) holds for a function
The crucial estimate in these papers is the control on the obliqueness, that is an estimate of the form, G p · ν ≥ δ for a positive constant δ and this is done in [30] in the optimal transportation case, and extended to the general case in [25] , under appropriate uniform convexity conditions on the domain and target, with the latter equivalent to the uniform concavity of the function G with respect to the p variables. Because we are defining obliqueness with respect to the inner normal, our function G is the negative of that in [32, 25, 30] . Once the obliqueness is estimated, the boundary second derivative bounds follow in [30, 25, 7] from the same uniform convexity conditions, together with the regular condition (1.3), similarly to the Monge-Ampère case in [33] . Note that the uniform concavity of G excludes the Neumann condition treated here and moreover the derivation of the boundary C 2 estimate is much simpler, being somewhat analogous to using the strict regular condition. We also point out a recent paper [2] considering optimal transportation on a hemisphere where the obliqueness is estimated without using any uniform convexity of domains, which still gives the boundary C 2 estimate in the two dimensional case. Prescribed Jacobian equations also arise in geometric optics where solutions correspond to reflectors or refractors transmitting light rays from a source to a target with prescribed intensities; (see for example [35, 12, 26, 28, 7, 18] and references therein). On the geometric side, the Neumann boundary value problem in the more general context of augmented Hessian equations on manifolds arises in the study of the higher order Yamabe problem in conformal geometry; (see [3, 4, 11, 13, 14] ). To explain this we let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3 with nonempty smooth boundary ∂Ω, let A g denote the Schouten tensor of the metric g and let λ(A g ) = (λ 1 (A g ), · · · , λ n (A g )) denote the eigenvalues of A g . Let Γ ⊂ R n be an open convex symmetric cone with vertex at the origin and f be a smooth symmetric function in Γ. The fully nonlinear Yamabe problem on manifolds with boundary is to find a metricg in the conformal class of the metric g with a prescribed function of eigenvalues of the Schouten tensor and prescribed mean curvature. For example, for a given constant c ∈ R, we are interested in finding a metricg conformal to g such that
where hg denotes the mean curvature of ∂M with respect to the outer normal. Writingg = e −2u g for some smooth function u on M, by the transformation laws for the Schouten tensor and mean curvature, the problem (1.22) is equivalent to the following semilinear Neumann boundary value problem
where λ g (U ) denotes the eigenvalues of U with respect to g, ν is the unit inner normal vector field to ∂M, and ∇ denotes the Levi-Civita connection with respect to g. If we choose f = det and Γ = Γ n := {λ = (λ 1 , · · · , λ n ) ∈ R n : λ i > 0}, then we have an example (1.23) of a semilinear Neumann boundary value problem (1.1)-(1.2) for a Monge-Ampère type equation. In conclusion a prescribed mean curvature fully nonlinear Yamabe problem (1.22) is equivalent to a semilinear Neumann problem (1.23) for an augmented Hessian equation. The corresponding matrix functions in these cases will be strictly regular when expressed in terms of local coordinates so that in the Monge-Ampère case strong local estimates are available, with second order estimates being considerably simpler than the general regular case we treat here. In fact, the particular Neumann boundary value problem (1.23) with f = det has already been studied in [11] . In the special case of Euclidean space R n , the matrix A is given by
The overall organisation of this paper follows that of the Dirichlet problem case [9] , where again the main issue was to deal with the general case of regular A. Also here the strictly regular case is considerably simpler in the case of smooth data but in the optimal transportation case with only Hölder continuous densities local and global second derivative estimates were obtained in [20, 6] , in agreement with the uniformly elliptic case. In Section 2 we prove Theorem 1.1, which constitutes the heart of the paper. In Section 3 we provide the gradient estimate to complete the proof of Theorem 1.2, along with alternative solution bounds for more general oblique boundary value problems. In the optimal transportation case we also prove a Bakel'man type estimate for solutions which extends the Monge-Ampère case in [17] . In Section 4 we switch to the strictly regular case and prove first and second derivative bounds for general oblique boundary value problems (1.8), where G is concave with respect to the p variables, which extend the semilinear conditions (1.15) . For this purpose we extend our definition of A-convexity so that a C 2 domain Ω is uniformly A-convex, (A-convex), with respect to G and an interval I if (1.11) holds for all (x, z, p) ∈ ∂Ω × R × R n , satisfying G(x, z, p) ≥ 0, z ∈ I and vectors τ tangent to ∂Ω. When G is independent of z, this corresponds to the c-convexity conditions from optimal transportation [24, 30] and more generally to the Y -convexity conditions for prescribed Jacobian equations in [25] . Extending the special case (1.10), we have an interesting monotonicity consequence of the obliqueness of G and regularity of A, namely
for all x ∈ ∂Ω, z ∈ R, p, q ∈ R n , τ tangent to ∂Ω, which shows in general that we need only assume G(x, z, p) = 0 in the definitions of A-convexity. Moreover if A is strictly regular in ∂Ω, we can take strict inequalities in (1.25).
Second derivative estimates
In this section, we shall derive the second order derivative estimates and complete the proof of Theorem 1.1 by taking full advantage of the assumed C 2 supersolutionū. Note that we only need to get an upper bound for the second derivatives, since the lower bound can be derived from the ellipticity condition
For the arguments below, we assume the functions ϕ, ν can be smoothly extended toΩ × R and Ω respectively. We also assume that near the boundary, ν is extended to be constant in the normal directions. From the equation (1.1), we have
whereB log B. We have
augmented Hessian matrix, and {w ij } denotes the inverse of the matrix {w ij }. We now introduce the following linearized operator of (2.1),
For convenience in later discussion, we denote
any vectors ξ and η. As usual, C denotes a constant depending on the known data and may change from line to line in the context. Before we start to deal with the second derivative estimates, we recall a fundamental lemma in [7, 9] , which is also crucial to construct the global barrier function using the supersolution in our situation. We shall omit its proof, which is similar to those in [7, 9] . Lemma 2.1. Let u ∈ C 2 (Ω) be an elliptic solution of (1.1),ũ ∈ C 2 (Ω) be an elliptic function of equation (1.1) inΩ withũ ≥ u inΩ, where A is regular and non-decreasing. Then
holds in Ω for sufficiently large positive constant K and uniform positive constants ǫ 1 , C depending on
We assume that the domain Ω is uniformly A-convex, with respect to ϕ and u, and first consider the second derivative estimates on the boundary ∂Ω in nontangential directions. We introduce the tangential gradient operator δ = (δ 1 , · · · , δ n ), where δ i = (δ ij − ν i ν j )D j . Applying this tangential operator to the boundary condition (1.2), we have
hence we have
for any tangential vector field τ . We next deduce the estimate for |D νν u| on ∂Ω. By a direct calculation, we have
Differentiating the equation (2.1) with respect to x k , we have, for k = 1, · · · , n,
If we consider the function h = ν k D k u − ϕ(x, u), by (2.6), (2.8) and (1.2), we immediately have
in Ω, and h = 0, on ∂Ω.
From the uniform A-convexity of Ω (1.11), there exists a defining function, φ ∈ C 2 (Ω), satisfying φ = 0 on ∂Ω, Dφ = 0 on ∂Ω and φ < 0 in Ω, together with the inequality (2.10)
, where δ 0 is a positive constant and I denotes the identity matrix, with N and δ 0 depending also on |u| 1;Ω . We remark that (2.10) follows from (1.11), using the boundedness of u and Du and an appropriate extension of the distance function, as in [5, 30] . For example, we can take φ = −d + td 2 near ∂Ω, for a large enough positive constant t, where
is the distance function of Ω. Replacing φ by Cφ for large enough C, we then have
for h ≥ 0 and a further constant δ 0 > 0, depending also on |u| 1;Ω . By (2.9), (2.11) and choosing −φ as a barrier function, a standard barrier argument leads to
We conclude from (2.5), (2.12) and the ellipticity of u that (2.13)
for any direction ξ.
We have now established the mixed tangential normal derivative bound and the double normal derivative bound on ∂Ω so that it now remains to bound the double tangential second derivatives on ∂Ω. We shall adapt the delicate method in [17] , which is specific for the Neumann boundary value problem, to obtain the Proof of Theorem 1.1. First we note from the comparison principle, Lemma 3.1, thatū ≥ u in Ω or u −ū is a constant. Discarding the second case, we modify the elliptic supersolutionū by adding a perturbation function −aφ , where a is a small positive constant and φ is the defining function of the domain Ω satisfying φ = 0 on ∂Ω, φ < 0 in Ω and D ν φ = −1 on ∂Ω. Note that the new functioñ u =ū − aφ is still uniformly elliptic in Ω if a is sufficiently small. Also, by a direct computation, we have (2.14)
on ∂Ω, where the non-decreasing of ϕ andū ≥ u on ∂Ω are used. If we define a function with the form Φ = e K(ũ−u) with a positive constant K, we then have D ν Φ ≥ Ka > 0 on ∂Ω. We now introduce an auxiliary function v, given by
for x ∈Ω, |ξ| = 1, where α, κ are positive constants to be determined, Φ = e K(ũ−u) is the barrier function in Lemma 2.1 with the above constructedũ, and v ′ is defined by
Here ν is a C 2,1 (Ω) extension of the inner unit normal vector field on ∂Ω.
7 Case 1. We suppose that v takes its maximum at an interior point x 0 ∈ Ω and a vector ξ. Let (2.17)
then the function H also attains its maximum at the point x 0 ∈ Ω and the unit vector ξ. The following analysis follows the method of Pogorelov type estimates in [30, 19] , with some modifications, due to the additional term v ′ . Then, we have, at the point x 0 , (2.18)
and consequently, at x 0
Next, we shall estimate each term on the right hand side of (2.19). We start with some identities. By differentiation of the equation (2.1) in the direction ξ, we have
and a further differentiation in the direction of ξ yields, (2.21)
Using (2.21) and the regular condition (1.3), (see (3.9) in [30] ), we have
When calculating LA ξξ , there will be the third derivative terms of u, which are controlled using (2.20).
We then obtain
and by a similar calculation, we have
Combining (2.22), (2.23) and (2.24), we have
8 By Cauchy's inequality, we have
for any θ > 0, where C(θ) is a positive constant depending on θ. 
Before further discussing (2.27), for convenience, we introduce the notation P , Q and R to denote (2.28)
and
respectively. Without loss of generality, we assume that ξ = e 1 and {w ij } is diagonal at x 0 . We can always assume that w ξξ = w 11 > 1 and is as large as we want, otherwise we are done. We can also consider the term P to be negative, otherwise it can be dropped. Then we have the estimate
where Cauchy's inequality is used in the last third line. Also, Q has the estimate (2.31)
By using D i H = 0 in (2.18), we estimate R,
where Cauchy's inequality is used to obtain the first inequality and the constant C(θ) changes from line to line. Now, we return to (2.27) by considering the following subcases.
In this subcase, (2.27) becomes (2.32)
.
We first choose α, κ large such that α ≥ 3C, κ ≥ 6C, and then fix a small θ = min{1/α 2 , 1/κ 2 }. For fixed θ, we can assume w 2 11 ≥ C(θ), otherwise we have already obtained the bound for w 11 . Then we have
from which we derive an estimate for w ii (x 0 ),
In this subcase, we have
Then we have from (2.27)
We get an estimate (2.34) in the same way as in subcase (i).
Subcase (iii). v ′ (x 0 , ξ) > 0 and w ξξ ≤ (1 + θ)(w ξξ − v ′ ). In this subcase, we have
where (2.37)
We can have an estimate for R ′ similar to the estimate of R. By choosing α, κ large, and then fixing a small positive θ, we can obtain an estimate for w ii (x 0 ) similar to subcase (i).
, where θ is a fixed positive constant in subcase (iii). We then readily obtain an upper bound
We now conclude from the above four subcases that if v attains its maximum overΩ at a point x 0 ∈ Ω and a unit vector ξ, then w ξξ (x 0 ) is bounded from above, which implies the second derivative
is also bounded from above.
Case 2. We consider the case x 0 ∈ ∂Ω, namely the function v(x, ξ) = e α|Du| 2 +κΦ (w ξξ − v ′ ) attains its maximum overΩ at x 0 ∈ ∂Ω and a unit vector ξ. We then consider the following three subcases of different directions of ξ. For this we employ the key trick from [17] .
Subcase (i). ξ = ν, where ν is normal to ∂Ω at x 0 . Since from (2.12), we already obtained the double normal derivative bound |D νν u| ≤ C on ∂Ω, then we have
Subcase (ii). ξ is neither normal nor tangential to ∂Ω. The unit vector ξ can be written as
where τ ∈ S n−1 , with τ · ν = 0, (ξ · τ ) 2 + (ξ · ν) 2 = 1 and ξ · ν = 0. By the construction of v ′ , we have
By the constructions of v, we then have
Subcase (iii). ξ is tangential to ∂Ω at x 0 . Observing the construction of v ′ , we have v ′ (x 0 , ξ) = 0.
We then have, at x 0 , (2.44)
The above inequality gives a relationship between w ξξ (x 0 ) and D ν u ξξ (x 0 ), namely
On the other hand, by tangentially differentiating the boundary condition twice, we obtain
Hence at x 0 , for the tangential direction ξ we have (2.47)
where the double normal boundary estimate (2.12) is used in the second inequality. The inequality (2.47) clearly provides another relationship between D ν u ξξ (x 0 ) and w ξξ (x 0 ). Combining this with (2.45), we obtain (2.48)
Without loss of generality, we can assume the normal at x 0 to be ν = (0, · · · , 0, 1), and correspondingly we may assume {w ij (x 0 )} i,j<n is diagonal. We also assume ξ = e 1 = (1, 0, · · · , 0). Then we have from (2.48), (2.49)
We next show the terms on the right hand side of the above inequality are bounded. Since the
is bounded from (2.5) (or (2.13)). We shall deal with the remaining term
where (2.5) (or (2.13)) is used. Similar to (2.50), we can also get a bound D n (v ′ ) ≤ C at x 0 . Then, (2.49) becomes (2.51)
We now choose κ sufficiently large, such that
then we have (2.53)
Thus we obtain
We now conclude from the above three subcases that if v attains its maximum overΩ at a point x 0 ∈ ∂Ω, then v(x 0 , ξ) is bounded from above, which implies the second derivative D ξξ u(x 0 ) is also bounded from above.
In conclusion, we obtain the desired estimate (1.14) from the above two cases and complete the proof of Theorem 1.1.
As remarked in Section 1, we can relax the supersolution hypothesis when D px A = 0, that is A is of the form (1.16). Moreover the details are then much simpler as we do not need to extend the Pogorelev argument to handle third derivatives. Here we proceed in accordance with Remark 1 in Section 3 of [17] , assuming as there initially that B is convex with respect to p, and replace the auxiliary function v in (2.15) by
where nowũ ∈ C 2 (Ω) in Φ is an elliptic function withũ ≥ u in Ω, as in Lemma 3.1. In place of (2.25), we now have the simpler inequality
And we obtain an estimate from above for w ξξ if the maximum of v occurs at an interior point of Ω by taking again sufficiently large constants α and κ. If the maximum of v occurs on the boundary ∂Ω, then we proceed as in Case 2 above except now the technical details are simpler and we do not need D ν Φ ≥ 0 on ∂Ω but we do need instead Ω uniformly convex or more generally ϕ z + 2κ 1 > 0, where κ 1 is the minimum curvature of ∂Ω, to use (2.47). We then obtain the estimate (1.14) as before except that the dependence onū is replaced by a dependence on an elliptic functionũ. The removal of the condition that B is convex in p can then be addressed in the same way as in [17] by using Theorem 1.2 to construct a supersolution when B is replaced by its infimum and invoking the full strength of Theorem 1.1.
Remark on Lemma 2.1. The proof of Lemma 2.1 following [7, 9] applies very generally. In fact, similarly to Theorem 2.1 in [24] , we may replace the function "log det" in (2.1) by any increasing concave C 1 function f on an open convex set Γ in the linear space of n × n symmetric matrices S n , which is closed under addition of the positive cone. Here the ellipticity conditions are replaced by the augmented Hessians M u(Ω), Mũ(Ω) ⊂ Γ, which imply the operatorF is elliptic with respect to u and u on Ω andΩ, respectively, and w ij is replaced byF r ij in the definition of L; see also [10] for the k-Hessian case. However for the special case of (2.1), the proof of Lemma 2.1 from [7, 9] may also be simplified somewhat by avoiding the perturbation ofũ that is one of the key ingredients of the general argument used there. To see this, we may modify the calculations in the proof of Lemma 2.2 in [7] , with ǫ = 0 and v =ũ − u, (without using concavity!), to arrive at the inequality,
for any positive constant η and sufficiently large constant K depending also on η. We then obtain (2.3) using the simple inequality
where λ[Mũ] denotes the minimum eigenvalue of Mũ, and taking η sufficiently small.
Existence and solution estimates
In this section we complete the proof of Theorem 1.2 and provide alternative conditions for the maximum modulus for solutions of the Neumann problem (1.1)-(1.2). First we formulate a comparison principle for general oblique boundary value problems (1.7)-(1.8) with F defined by (1.9), with A and B non-decreasing in z, and G defined by (1.15) non-increasing in z. The proof of Lemma 3.1 is standard. By approximating Ω by a subdomain and approximating u by a smaller elliptic function u satisfying F[u] > F[u], we infer that the function u − v can only take a positive maximum on the boundary ∂Ω and (3.1) then follows from the obliqueness and the strict monotonicity of G. When G is only non-increasing in z, then we can take u = u − ǫ(φ − min φ) for a defining function φ ∈ C 2 (Ω) ∩ C 1 (Ω) such that φ = 0 on ∂Ω, φ < 0 in Ω and sufficiently small ǫ > 0, to ensure G[u] > G[u] on ∂Ω, whence a positive maximum of u − v must be taken on in Ω and we conclude (3.1) from the strict monotonicity of F with respect to z. Note that when G is strictly decreasing, we need only assume G is weakly oblique, that is G p · ν ≥ 0 on ∂Ω while when F is strictly decreasing we need only assume F is degenerate elliptic. In the case when there is no strict monotonicity, the difference w = u − v will satisfy a linear uniformly elliptic differential inequality of the form
together with an oblique boundary inequality, β · Dw ≥ γw, with coefficients c ≤ 0 and γ ≥ 0, and the result follows from the strong maximum principle and Hopf boundary point lemma; (see [5] ). From Lemma 3.1 we have immediately the uniqueness in Theorem 1.2 and the inequality u ≤ u ≤ū, whereū and u are the assumed elliptic supersolution (1.12)-(1.13) and subsolution.
Next we obtain a gradient bound for A-convex functions for Neumann problem (1.1)-(1.2), where A satisfies a quadratic bound from below, (1.17) , by a modification of our argument for the Dirichlet problem in [9] . For this purpose, we formulate the following gradient estimate as a lemma.
on ∂Ω, where µ 0 and σ are non-negative constants. Then we have the estimate
where C depends on µ 0 , σ, Ω and sup |u|.
Proof. Definingũ = u − σφ, where as in Section 2, φ ∈ C 2 (Ω) is a negative defining function for Ω satisfying D ν φ = −1 on ∂Ω, we see that ν · Dũ ≥ 0 on ∂Ω. Consequently at a maximum point x 0 ∈Ω of the function
we have
From (3.2), we have (3.7)
for some positive constant µ 1 depending on µ 0 , σ, Dφ and Λ φ , where Λ φ denotes the maximum eigenvalue of the Hessian matrix of φ and depends on the domain Ω. With the lower quadratic bound (3.7) for the Hessian matrix D 2ũ in hand, by choosing the constant κ sufficiently large as in Section 4,
[9], we can obtain from (3.6), (3.8) |Dũ| ≤ C, at x 0 , where the constant C depends on µ 0 , σ and Ω. We then conclude a global gradient estimate from (3.8) and the construction ofũ,
where C depends on µ 0 , Ω, σ and sup |u|.
We remark that by taking more careful account of the constant dependence in the proof of Lemma 3.2 we infer a sharper estimate (3.10) |Du| ≤ C(1 + σ),
where C depends on µ 0 , Ω and sup |u|.
Note that the gradient estimate (3.4) in Lemma 3.2 and the sharper gradient estimate (3.10) hold for any solution u satisfying the weak convexity condition (3.2) and the lower bound condition (3.3) for normal derivative on the boundary. We now apply Lemma 3.2 to obtain the gradient estimate for A-convex solutions of the Neumann problem (1.1)-(1.2) with A satisfying the lower quadratic bound (1.17) . From the A-convexity of the solution u and the quadratic structure condition (1.17), the solution u satisfies the weak convexity condition (3.2). The Neumann boundary condition (1.2) provides us a lower bound D ν u ≥ inf ∂Ω ϕ(x, u). Applying Lemma 3.2, we then obtain the global gradient estimate for Neumann problem (1.1)-(1.2) , that is |Du| ≤ C for C depending on µ 0 , Ω, ϕ and sup |u|.
Since we now have obtained the derivative estimates up to second order, we can use the continuity method to prove our existence theorem. for 0 < α < 1. The estimate (3.11) is obtained in [16] , Theorem 3.2, (see also [15, 23] ). With this C 2,α estimate, we can use the method of continuity, Theorem 17.22 and Theorem 17.28 in [5] , to derive the existence of a solution u ∈ C 2,α (Ω), using the supersolutionū as an initial solution.
To be rigorous, we should assume that A and B are C 2,α smooth, ϕ is C 3,α smooth and Ω ∈ C 4,α for some α > 0 to get a solution u ∈ C 4,α (Ω) by the Schauder theory, (see [5] , Section 6.7), and then by approximation get a solution u ∈ C 3,α (Ω). Alternatively we can use the Aleksandrov-Bakel'man maximum principles (see [5] , Theorem 9.1, Theorem 9.6) to carry over the proof of Theorem 1.
and use L p regularity as well, ([5] , Section 9.5) to improve C 2,α (Ω) solutions with 0 < α < 1 to be in the Sobolev spaces W 4,p (Ω) ∩ C 3,δ (Ω) for all p < ∞, 0 < δ < 1.
In the rest of this section we will consider more explicit conditions for solution bounds. Here we consider the oblique boundary value problems (1.7)-(1.8) with F defined by (1.9) and G defined by (1.15) , that is the Monge-Ampère type equation (1.1) together with the oblique boundary condition
First we note that we also obtain bounds for solutions u of (1.1)-(1.2) ifū and u are only assumed to be supersolutions and subsolutions, without any assumed boundary conditions, provided we strengthen the monotonicity of ϕ. In particular we may assume, as in [17] , there exists a positive constant γ 0 such that
for all (x, z) ∈ ∂Ω × R. In the light of Lemma 3.1, we may interpret a supersolution as satisfying (1.12) only at points of ellipticity. Since A and B are non-decreasing, supersolutions and elliptic subsolutions are preserved under addition and subtraction respectively of positive constants. Accordingly, by subtracting a positive constant from u and using (3.13) we can assume D β u ≥ ϕ(x, u) on ∂Ω, whence u ≥ u in Ω. Similarly by adding a positive constant toū we obtain D βū ≤ ϕ(x,ū) on ∂Ω, so that u ≤ū in Ω. Note that for this argument we may replace (3.13) by the weaker conditions (3.14) (signz)ϕ(·, z) → ∞, as |z| → ∞.
The conditions (3.13), (3.14) may be further weakened when constants are subsolutions or supersolutions. We first consider the bound from below, under the following conditions:
where K is a positive constant. Under the assumptions (3.15) and (3.16), we can readily obtain the solution bound as follows. Suppose u attains its minimum overΩ at a point x 0 and u(x 0 ) < −K. If
From the oblique boundary condition, we have ϕ(x 0 , u(x 0 )) ≥ 0. By (3.16), we again have u(x 0 ) ≥ −K. Note that condition (3.15) implies sufficiently small constants are subsolutions of the oblique boundary value problem (1.1)-(3.12) thereby providing lower solution bounds, by the comparison principle, Lemma 3.1. Therefore the subsolution assumption in Theorem 1.2 can be replaced by the structure conditions (3.15) and (3.16), with min u replaced by −K in I. We also remark that condition (3.15) follows from a uniform monotonicity condition on A, namely
for all (x, z, p) ∈ Ω × R × R n , ξ ∈ R n and some γ 1 > 0, which is a stronger form of the A4w condition used for generated prescribed Jacobian equations in geometric optics in [7, 28] , together with B being non-decreasing in z.
In this sense, the condition (3.15) is a weakening of the uniform monotonicity of A, while the condition (3.16) is a weakening of the uniform monotonicity of ϕ. On the other hand, condition (3.15) is restrictive in that it excludes the case when A is independent of z, which occurs in optimal transportation.
Corresponding conditions also provide bounds from above. Here though the analogue of (3.15) is more general, namely
while instead of (3.16), we have
where K is a positive constant. Note that condition (3.18) extends the condition in Section 4 of [9] , namely that the maximum eigenvalue of A(x, z, 0) is non-negative for all x ∈ Ω, z > K for some positive constant K and implies that constants larger than K will be supersolutions, where they are elliptic.
To complete this section, we derive a sharp lower bound for optimal transportation equations and present the corresponding existence result.
Optimal transportation equations. In the optimal transportation case, we can replace the existence of a subsolution in Theorem 1.2 by an extension of the sharp conditions (1.4), (1.5) in [17] , through an extension of the Aleksandrov-Bakel'man estimate in Theorem 2.1 of [17] . Optimal transportation equations are special cases of prescribed Jacobian equations where the mapping Y is generated by a cost function c defined on a domain Ω × Λ ⊂ R 2n , where Λ is a further domain in R n . We assume c ∈ C 2 (Ω ×Λ) and satisfies the conditions, (from [22] ): A1: For each x ∈ Ω, the mapping c x (x, ·) are one-to-one on Λ; A2: det c x,y = 0 on Ω × Λ.
Then the mapping Y is given by (3.20) Y (x, p) = c −1
and is well defined for p ∈ c x (x, ·)(Ω). In the resultant Monge-Ampère type equation, we then have from (1.19),
and equation (1.1) is well defined for solutions u which are A-convex and satisfy Y (x, Du(x)) ∈ Λ, for each x ∈ Ω. We call such solutions admissible. In the optimal transportation case, c-affine functions, that is functions of the formū = c(x, y) + c 0 , for constant c 0 , are automatically supersolutions as they satisfy the homogeneous equation
and hence provide upper bounds for solutions of (weakly) oblique boundary value problems,
where β · ν ≥ 0 on ∂Ω, under a uniform monotonicity condition (3.13). For lower bounds we impose a structure condition
and m 0 is a constant. We now have the lower solution bound in the optimal transportation case. [16] . First, we have
for all x 0 , x ∈ Ω and y 0 = Y (x 0 , Du(x 0 )). Defining T = Y (·, Du), we have by (1.18), (3.24) and the change of variable formula
where Ω 0 = {x ∈ Ω u(x) < m 0 }. Hence by our condition (3.25) on f and f * , there exists a point y 0 ∈ Λ − T (Ω 0 ). It then follows by upward vertical translation of a c-affine lower bound, that there exists a point x 0 ∈ ∂Ω 0 such that
for all x ∈ Ω. If x 0 ∈ ∂Ω, we must also have
whence by the boundary inequality (3.26),we obtain
If x 0 ∈ ∂Ω, then we must have u(x 0 ) = m 0 . Hence by (3.30) again, we obtain for x 0 ∈ ∂Ω (3.33)
To remove the dependence on y 0 in (3.33) and (3.34), we may consider an exhaustion of Λ, say by defining subdomains
for some sufficiently large R, and we obtain from (3.33) and (3.34) , the estimate,
This complete the proof of Lemma 3.3.
As a corollary of Lemma 3.3 and the proof of Theorem 1.2, we then have the following variant of Theorem 1.2 in the optimal transportation case. For this purpose we note that the boundary condition (1.2) and the monotonicity condition (3.13) imply (3.26) with β = ν and ated by a cost function c ∈ C 2 (Ω ×Λ) satisfying conditions A1 and A2 and c x (x, Λ) = R n for all x ∈ Ω, with ψ satisfying the structure conditions (3.24), (3.25) . Let A, B, ϕ and Ω satisfy the hypotheses of Theorem 1.2 except for the existence of an elliptic subsolution, with ϕ satisfying (3.13) and Ω assumed to be uniformly A-convex with respect to ϕ and −C, that is (1.11) holds for p · ν ≥ ϕ(·, −C) on ∂Ω, where C is the constant in Lemma 3.3. Then the Neumann boundary value problem (1.1)-(1.2) has a unique elliptic solution u ∈ C 3,α (Ω) for any α < 1.
We remark that as in [17] , condition (3.25) is necessary for an elliptic solution u ∈ C 2 (Ω) ∩ C 0,1 (Ω) of (1.18), with ψ(x, z, p) = f (x)/f * • Y (x, p).
In accordance with our remarks following the statement of Theorem 1.2, pertaining to the special case (1.16), and using the argument at the end of Section 2, we can remove the supersolution condition in Corollary 3.1 for convex domains. To apply the argument at the end of Section 2, we also need to use the existence of an elliptic function, as provided by Lemma 2.1 in [7] . In this way, we obtain an extension of Theorem 1.1 in [17] , which corresponds to the special case c(x, y) = x · y, (or equivalently, the case c(x, y) = −|x − y| 2 /2). Note that the matrix A generated by the cost function satisfies (1.16) when the cost c = c(x − y). Examples of cost functions with the form c(x − y) which satisfy the regular condition (1.3) but not the strictly regular condition are given in [30] and [19] .
To conclude this section we also remark that Lemma 3.3 and Corollary 3.1 are readily extended to generated prescribed Jacobian equations [28] .
Oblique boundary value problems
In this section we consider more general oblique boundary value problems for Monge-Ampère type equations under the hypothesis that the matrix function A is strictly regular. As remarked in Section 1, this condition also leads to a much simpler proof in the Neumann case. Also we do not need to restrict to semilinear problems of the form (1.15) but can consider nonlinear boundary conditions of the general form (1.8), where G is also concave with respect to p. Our approach is already indicated in Section 4 of [30] and we will carry over some of the basic details from there. For second derivative estimates, we will assume that the function G ∈ C 2 (∂Ω × R × R n ) is oblique with respect to a solution u, that is from (1.21),
for a positive constant β 0 , and is concave in p, with respect to u, in the sense that
We now have the following extension and improvement of Theorem 1.1 in the strictly regular case.
be an elliptic solution of the boundary value problem (1.1)-
domain Ω ⊂ R n , which is uniformly A-convex with respect to G and u, where A ∈ 
where C is a constant depending on n, A, B, G, Ω, β 0 and |u| 1;Ω .
Proof. As in the proof of Theorem 1.1, we first consider the estimation of the nontangential second derivatives. In the semilinear case (1.15), we can simply replace ν by β there and deduce in place of (2.13), the estimate
for any direction ξ, where C depends on A, B, Ω, G, β 0 and |u| 1;Ω . In the general case, we have from the estimate (4.4) in [30] ,
where β = G p (·, u, Du) and M = sup Ω w ii . Now differentiating the boundary condition (1.8) twice with respect to a tangential C 2 vector field τ we obtain as in the estimate (4.10) in [30] ,
by virtue of the concavity of G with respect to p. For convenience we write here u iτ = u ij τ j , u τ τ = u ij τ i τ j . To handle the pure tangential derivatives we extend the C 2 vector field τ to all ofΩ and set
where as in the proof of Theorem 1.1, φ ∈ C 2 (Ω) is a negative defining function for Ω satisfying
In particular we may fix τ with
. . , n, where as in Section 2, ν is a smooth extension of the inner normal ν toΩ. It then follows that D β v > 0 on ∂Ω so that v must take its maximum onΩ at an interior point x 0 ∈ Ω. Now we can follow the proof of the interior second derivative estimate in [22] and [29] , differentiating the equation (1.1), in the form (2.1), twice with respect to τ and using also the concavity of the function "log det" together with (4.6), to estimate at
To use the strictly regular condition,
for all ξ, η ∈ R n satisfying the orthogonality ξ ⊥ η, where c 0 is a positive constant depending on A and |u| 1;Ω , we choose coordinates so that w is diagonalised at x 0 , so that (4.11)
Hence we obtain from (4.9) and (4.11)
At this point we need to return to our choice of φ to ensure that inf φ ≥ −ǫ for some small positive constant ǫ. This can be done for example by mollification of the function − inf{d, ǫ} for sufficiently small ǫ, where the constant C = C ǫ in (4.12) will depend also on ǫ. Alternatively, we may simply restrict to a boundary strip Ω ǫ = {φ > −ǫ} and use the interior second derivative estimates [22, 30] to estimate v on the inner boundary {φ = −ǫ}. Accordingly we obtain from (4.12) and (4.6)
and hence we get an estimate
Since for any direction ξ, we have, (4.14)
we then obtain the estimate (4.3), by combining (4.5), (4.13) and the global second derivative estimate in [29, 30] and choosing ǫ sufficiently small.
The details in the proof of Theorem 4.1 can be further varied. For example we can replace v by
for a sufficiently large constant K, where φ is the same negative defining function as in the proof of Theorem 4.1. As remarked in Section 1, we also obtain a much simpler proof of Theorem 1.1 in the strictly regular case, without need for the supersolution and monotonicity hypotheses. Moreover by flattening the boundary ∂Ω in a neighbourhood N of a fixed point x 1 ∈ ∂Ω, we can localise the second derivative estimate by modifying (4.15)
where η is a suitable cut-off function satisfying D ν η = 0 on N ∩ ∂Ω. Accordingly, we obtain for any ball B = B R (x 0 ) of radius R > 0 and centre x 0 , the local estimate 2) on B ∩ ∂Ω, where B ∩ ∂Ω is uniformly A-convex with respect to G and u in the sense that Returning to the example from conformal geometry in Section 1, namely (1.23), (1.24) with M = Ω ⊂ R n , the A-convexity condition also simplifies in that Ω is uniformly A-convex with respect to G and u if and only if (4.18)
where κ 1 denotes the minimum curvature of ∂Ω, and Theorem 4.1 extends the second derivative estimates in [11] for this special case with c > 0. We remark though that the strictly regular case in Theorem 4.1 also extends to general augmented Hessian equations and we obtain corresponding second derivative estimates for (1.23) for general f ; see [8] . From Theorem 4.1, we can obtain existence theorems, which also extend Theorem 1.2 and Corollary 3.1 in the strictly regular case. First we prove an appropriate extension of the gradient bound Lemma 3.2. Proof. Invoking the tangential gradient δu, we have the formula (4.21)
so that we can estimate for some constant µ 0 and any unit vector ξ, we can reduce to Theorem 2.2 and the corresponding remark in [17] as condition (4.26) implies that the function e κu is semi-convex for large κ. We also remark that the gradient estimates in Lemma 3.2 and Lemma 4.1 have local versions. In particular, if we fix any ball B = B R (x 0 ) of radius R and centre x 0 ∈Ω, and suppose u ∈ C 2 (Ω ∩ B) ∩ C 1 (Ω ∩ B) over Ω ∩ B, ∂Ω ∩ B respectively, where η ∈ C 1 0 (B) is a cut-off function chosen so that 0 ≤ η ≤ 1, η(x 0 ) = 1 and |Dη| ≤ 2/R.
Note that (4.26) is satisfied in the special case (1.24) so we obtain, for solutions of (1.23), (1.24), both local and global, gradient and second derivative estimates in terms of Ω, h ∂Ω and sup |u|.
In order to apply Lemma 4.1, we also need to assume that G is uniformly oblique in the sense that (4.29) G p (x, z, p) · ν ≥ β 0 , |G p (x, z, p)| ≤ σ 0 on ∂Ω,
for all x ∈ Ω, |z| ≤ M 0 , p ∈ R n and positive constants β 0 and σ 0 , depending on the constant M 0 . Using the mean value theorem, we can thus write G in the semilinear form (1.15) so that Lemma 4.1, as well as the solution estimates in Section 3, are applicable. We then have the following analogue of Theorem 1.2 with a much weaker supersolution condition. Analogously to Corollary 3.1, we also have from Lemma 3.3 an existence theorem in the optimal transportation case. Here we may also extend the condition (3.13) by assuming there exists a positive constant γ 0 such that Finally we remark that when G is assumed uniformly concave with respect to p, we only need A to be regular in Theorems 4.1, 4.2 and Corollary 4.1 and the global second derivative estimates follow exactly as in Section 4 of [30] . Also the proof of Theorem 4.1 would carry over to the cases when G is non-increasing and A is non-decreasing, with either G z sufficiently small or D z A sufficiently large and A again only assumed regular, (using in the first case the existence of an elliptic function and Lemma 2.1).
