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Abstract—We consider the characterization as well as the
construction of quantum codes that allow to transmit both
quantum and classical information, which we refer to as ‘hybrid
codes’. We construct hybrid codes [[n, k:m, d]]q with length n
and distance d, that simultaneously transmit k qudits and m
symbols from a classical alphabet of size q. Many good codes such
as [[7, 1:1, 3]]2, [[9, 2:2, 3]]2, [[10, 3:2, 3]]2, [[11, 4:2, 3]]2, [[11, 1:2, 4]]2,
[[13, 1:4, 4]]2, [[13, 1:1, 5]]2, [[14, 1:2, 5]]2, [[15, 1:3, 5]]2, [[19, 9:1, 4]]2,
[[20, 9:2, 4]]2, [[21, 9:3, 4]]2, [[22, 9:4, 4]]2 have been found. All these
codes have better parameters than hybrid codes obtained from
the best known stabilizer quantum codes.
I. INTRODUCTION
The simultaneous transmission of both quantum and clas-
sical information over a quantum channel was initially inves-
tigated in [6] from an information theoretic point of view,
and followed up by many others (see, e. g. [10], [11], [15]).
It was shown that there is an advantage to address the two
tasks of transmitting both quantum and classical information
simultaneously, compared to independent solutions.
For the finite length case, however, there are not many
constructions of error-correcting codes for simultaneous trans-
mission of quantum and classical information in the literature.
In [13], the authors consider the problem in the context of
so-called entanglement-assisted codes, i. e., when sender and
receiver share perfect entanglement. The examples given in
[13], however, fail to demonstrate an advantage in terms of
the parameters of the resulting codes when compared to, e. g.,
stabilizer quantum codes.
Here we study codes for simultaneous transmission of quan-
tum and classical information, which we refer to as ‘hybrid
quantum codes’ or just ‘hybrid codes’. Using the framework
of stabilizer codes [2], [7] and its generalization, that is,
codeword stabilized (CWS) codes [3] and union stabilizer
codes [9], we obtain hybrid codes for up to eleven qubits
by exhaustive or randomized search. We have found many
good hybrid codes that have advantage over the best known
quantum codes for transmitting quantum information only. A
general construction yields codes for up to 38 qubits. We also
formulate a linear program to bound the parameters of hybrid
codes.
II. BACKGROUND AND NOTATION
Our discussion is based on the theory of stabilizer quantum
codes and its connection to classical error-correcting codes
(see, e. g., [2]). Although we consider only codes for qubit
systems here, we state the theory for quantum systems com-
posed of qudits of dimension q = pℓ, where p is prime. A
quantum error-correcting code, denoted by C = ((n,K, d))q , is
a K-dimensional subspace of the Hilbert space H = (Cq)⊗n,
which is an n-fold tensor product of Hilbert spaces of dimen-
sion q. If the minimum distance of the code is d, then any error
affecting no more than d−1 of the subsystems can be detected
or acts as a multiple of identity on the code. For stabilizer
codes, the dimension K is a power of p, and if K = qk, we
use the notation C = [[n, k, d]]q . For classical block codes, the
notation C = (n,M, d)q is used, and if the code is linear with
cardinality M = qm, we use the notation C = [n,m, d]q.
Following [13], we use the notation C = [[n, k:m, d]]q for a
code that simultaneously transmits k qudits and m symbols
from a classical alphabet of size q. Similarly, we use the
notation C = ((n,K:M,d))q for such a code that encodes a
quantum system of dimension K and one out of M classical
messages.
Trivially, we have the following:
Lemma 1: Given a quantum code C = ((n,KM, d))q of
composite dimension KM , there exists a hybrid code with
parameters ((n,K:M,d))q .
Proof: First, factor the code space into two subsystems
of dimension K and M , respectively. Then, one uses the first
subsystem of dimension K to transmit quantum information,
and the second subsystem of dimension M just to transmit
classical information.
Similarly, we have the following conversion rule for hybrid
stabilizer codes.
Lemma 2: Assume that a hybrid code C = [[n, k:m, d]]q with
k > 0 exists. Then a code C′ = [[n, k− 1:m+ 1, d]]q exists as
well.
Proof: One of the k qudits can be used to transmit
classical information only, decreasing k and increasing m.
Note that the converse does not hold in general, as the
transmission of quantum information over a quantum channel
is more demanding than the transmission of classical informa-
tion.
Another trivial construction is to independently use a quan-
tum code of length n1 and a classical code of length n2.
Lemma 3: Assume that a quantum code C1 = [[n1, k1, d]]q
and a classical code C2 = [n2,m2, d]q exist. Then there exists
a hybrid code with parameters C = [[n1 + n2, k1:m2, d]]q .
Our goal is to find codes that have better parameters than the
codes that can be obtained by these trivial constructions.
2III. ERROR CORRECTION CONDITIONS
A hybrid quantum code C = ((n,K:M))q can be described
by a collection
{C(ν) : ν = 1, . . . ,M} (1)
of M quantum codes C(ν) = ((n,K, d))q . Each of the codes
has length n, dimension K , and minimum distance d. The
classical information ν determines which quantum code C(ν) is
used to encode the quantum information. In the following, we
will use Greek letters when referring to classical information.
Assume that
{|c
(ν)
i 〉 : i = 1, . . . ,K} (2)
is an orthonormal basis for the code C(ν). In order to be able to
correct the linear span of error operators {Ek : k = 1, 2, . . .},
each of the codes C(ν) has to obey the Knill-Laflamme
conditions [12], i. e.,
〈c
(ν)
i |E
†
kEℓ|c
(ν)
j 〉 = α
(ν)
kℓ δij . (3)
Note that the constants α
(ν)
kℓ ∈ C may depend on the classical
information ν.
On the other hand, in order to be able to retrieve the classical
information ν independently of the quantum information that
is transmitted at the same time, one has to be able to perfectly
distinguish the states |c
(ν)
i 〉 and |c
(µ)
j 〉 for ν 6= µ and arbitrary
i and j after an error. This is reflected by the condition
〈c
(ν)
i |E
†
kEℓ|c
(µ)
j 〉 = 0, for µ 6= ν. (4)
In particular, the states |c
(ν)
i 〉 and |c
(µ)
j 〉 have to be mutually
orthogonal. Combining (3) and (4), we get the following
necessary and sufficient condition for hybrid quantum codes.
Theorem 4: A hybrid quantum code C = ((n,K:M))q
with orthonormal basis states {|c
(ν)
i 〉 : i = 1, . . . ,K, ν =
1, . . . ,M} can correct all errors {Ek : k = 1, 2, . . .} if and
only if
〈c
(ν)
i |E
†
kEℓ|c
(µ)
j 〉 = α
(ν)
kℓ δijδµν . (5)
Proof: As argued above, for µ = ν condition (5) reduced
to the Knill-Laflamme conditions. Now assume that µ 6= ν.
When condition (4) is violated, i. e., 〈c
(ν)
i |E
†
kEℓ|c
(µ)
j 〉 6= 0,
the erroneous states Ek|c
(ν)
i 〉 and Eℓ|c
(µ)
j 〉 are non-orthogonal
and can not be perfectly distinguished. On the other hand,
when condition (4) holds, then the spaces V(ν) spanned by
the images of the code C(ν) under all error operators, i. e.,
V(ν) =
〈
Ek|c
(ν)
i 〉 : i = 1, . . .K, k = 1, 2, . . .
〉
(6)
are mutually orthogonal. Therefore, there exists a measurement
with associated orthogonal projections P (ν) that can be used to
retrieve the classical information ν. Then, knowing the index
ν, one can apply the decoding algorithm for the code C(ν) to
retrieve the quantum information.
Note that in the special case that the constants α
(ν)
kℓ do
not depend on ν, condition (5) reduces to the Knill-Laflamme
conditions for a quantum code C = ((n,KM))q of dimension
KM with basis states {|c
(ν)
i 〉 : i = 1, . . . ,K, ν = 1, . . . ,M}.
Therefore, for hybrid codes to have better parameters than the
codes given by Lemma 1, there should be at least a pair ν, µ
and errors Ek, Eℓ such that α
(ν)
kℓ 6= α
(µ)
kℓ . In particular, when
the error operators Ek are unitary, α
(ν)
kk = 1. Then one should
have α
(ν)
kℓ 6= 0 for some ν and k 6= ℓ, which suggests that some
of the codes C(ν) might be taken to be degenerate codes. In that
case, the dimension of the spaces V(ν) in (6) is smaller, and
hence one might be able to find a larger number of such spaces
that are mutually orthogonal. In general, however, it is not
excluded that all the subcodes C(ν) of a hybrid quantum code
C = ((n,K:M,d))q are non-degenerate and at the same time
the productKM is strictly larger than the maximal dimension
K ′ of any quantum code C′ = ((n,K ′, d))q .
An alternative characterization of hybrid quantum codes in
the Heisenberg picture of quantum mechanics was given as a
special case in [1].
IV. CODE CONSTRUCTION
We outline the construction of hybrid quantum codes in the
framework of CWS codes/union stabilizer codes. We start with
a quantum code C(0) = ((n,K, d))q which is a CWS code that
might even be a stabilizer code C(0) = [[n, k, d]]q . The codes
C(ν) are chosen as images of the seed code C(0) under tensor
products of generalized Pauli matrices, denoted by tν . Thus
we have
C(ν) = tνC
(0) (7)
with {tν : ν = 1, . . .M} a set of M translation operators.
When C(0) is a non-degenerate quantum code, then all the
codes C(ν) will also be non-degenerate. Furthermore, in this
situation α
(ν)
kℓ = δkℓ for generalized Pauli errors Ek and Eℓ.
Then the resulting code will be a quantum code of dimension
KM . Therefore, the seed code C(0) is chosen to be degenerate.
Next we consider the classical codes associated with the
quantum codes C(ν). For simplicity, we first consider the
special case of stabilizer codes. The stabilizer group S of
the code C(0) corresponds to a self-orthogonal classical code
C0. The code C0 is contained in its symplectic dual C
∗
0 , i. e.,
C0 ⊆ C∗0 , which corresponds to the normalizer N of the
stabilizer groups S in the generalized n-qudit Pauli group.
For impure codes, we have
d = min{wgt c : c ∈ C∗0 \ C0} > min{wgt c : c ∈ C
∗
0 \ {0}}.
(8)
The codes C(ν) = tνC
(0) are associated with cosets C∗0 + tν
of the normalizer code C∗0 , where we use the same symbol tν
to denote the classical vector corresponding to the translation
operator. When the cosets C∗0 + tν and C
∗
0 + tµ are different,
then the codes C(ν) and C(µ) will be orthogonal to each other.
The hybrid quantum code C is associated with the classical
code
C∗ =
M⋃
ν=1
C∗0 + tν . (9)
3When the union of the codes in (9) is an additive code, the
hybrid quantum code will be a stabilizer code. Note that, in
general, we have the chain of classical codes
C ≤ C0 ≤ C
∗
0 ≤ C
∗. (10)
The minimum distance of the quantum code associated with
C∗ is computed as
d′ = min{wgt c : c ∈ C∗ \ C}. (11)
It turns out that the minimum distance of a hybrid code
associated with the codes C0 ≤ C∗ is given by
d = min{wgt c : c ∈ C∗ \ C0}. (12)
Note that the minimum in (12) is taken over a smaller set
compared to (11), as C ≤ C0, and hence d ≥ d′.
In summary, we have the following construction.
Theorem 5: Let C0 = (n, q
n−k, d0)q2 be a classical additive
code that is contained in its symplectic dual C∗0 . Further, let
C∗ = (n, qn+k+m, d′)q2 be an additive code containing C
∗
0 .
Then there exists a hybrid stabilizer code C = [[n, k:m, d]]q
encoding k qudits and m classical symbols. The minimum
distance of C is given by
d = min{wgt c : c ∈ C∗ \ C0}. (13)
Proof: There are qm cosets of the code C∗0 in the code
C∗. Using the representatives tν of the cosets C
∗/C∗0 , we
obtain the translated codes C(ν) = tνC(0) which are mutually
orthogonal. All these codes have the same minimum distance
given by
d′′ = min{wgt c : c ∈ C∗0 \ C0} (14)
≥ min{wgt c : c ∈ C∗ \ C0} = d. (15)
Hence, condition (5) holds for ν = µ. It remains to show that
the distance between the quantum codes C(ν) is at least d,
i. e., that (4) holds for all operators E†kEℓ of weight at most
d − 1. When we treat the linear span of all codes C(ν) as a
larger stabilizer code, the minimum distance would be given
by (11). When E†kEℓ is an element of the stabilizer of C
(0),
for ν 6= µ we compute
〈c
(ν)
i |E
†
kEℓ|c
(µ)
j 〉 = 〈c
(0)
i |t
†
νE
†
kEℓtµ|c
(0)
j 〉 (16)
∝ 〈c
(0)
i |t
†
νtµE
†
kEℓ|c
(0)
j 〉 (17)
= 〈c
(0)
i |t
†
νtµ|c
(0)
j 〉 = 〈c
(ν)
i |c
(µ)
j 〉 = 0. (18)
Hence we can not only exclude the elements of C, but also
those of C0 when computing the minimum distance in (13).
In terms of classical codes, the task of constructing a good
hybrid stabilizer code can be carried out in two steps. First, one
has to find a good additive code C∗0 that contains its symplectic
dual C0. This defines the seed code C(0) used to encode the
quantum information. Then, using m additional generators for
encoding the classical information, one obtains the code C
with C∗0 ≤ C
∗.
V. LINEAR PROGRAMMING BOUNDS
In order to obtain bounds on the parameters of hybrid stabi-
lizer codes [[n, k:m, d]]q, we consider the homogeneous weight
enumerators of the associated code C0 and its symplectic dual
C∗0 , as well as the code C
∗ and its symplectic dual C:
WC0(X,Y ) =
n∑
w=0
A⊥wX
n−wY w, (19)
WC∗
0
(X,Y ) =
n∑
w=0
AwX
n−wY w, (20)
WC(X,Y ) =
n∑
w=0
B⊥wX
n−wY w, (21)
WC∗(X,Y ) =
n∑
w=0
BwX
n−wY w. (22)
The weight enumerators of C0 and C
∗
0 , as well as those of C
and C∗, are related by the MacWilliams transformation, i. e.,
WC∗
0
(X,Y ) =
1
|C0|
WC0
(
X + (q2 − 1)Y,X − Y
)
, (23)
WC∗(X,Y ) =
1
|C|
WC
(
X + (q2 − 1)Y,X − Y
)
. (24)
Nestedness of the codes implies the condition
0 ≤ B⊥w ≤ A
⊥
w ≤ Aw ≤ Bw, for w = 0, . . . , n. (25)
When the hybrid code has minimum distance d, we have
A⊥w = Aw = Bw, for w = 0, . . . , d− 1. (26)
Additionally, we have:
A⊥0 = A0 = B0 = 1, (27)
n∑
w=0
A⊥w = q
n−k,
n∑
w=0
Aw = q
n+k, (28)
n∑
w=0
B⊥w = q
n−k−m,
n∑
w=0
Bw = q
n+k+m. (29)
When a hybrid stabilizer code [[n, k:m, d]]q exists, the linear
program for the variables B⊥w , A
⊥
w , Aw, and Bw given by
(23)–(29) has an integer solution. For qubit codes, we can
strengthen the linear program by additionally considering the
shadow enumerator [14]
SC0(X,Y ) =
1
|C0|
WC0
(
X + (q2 − 1)Y, Y −X
)
, (30)
which has to have non-negative integer coefficients.
Using CPLEX V12.6.3.0, we checked whether the integer
program is feasible. More precisely, we first fix the length n,
number of qudits k, and numberM = 2m of classical symbols.
Then we look for the largest minimum distance d for which the
integer program is found to be feasible. The resulting bounds
on the parameters [[n, k:m, d]]2 are listed in Table I, i. e., for
fixed parameters n, k, and d, the largest possible value for m
is given. For n > 14, there seem to be some precision issues,
so we list only the bounds for n ≤ 14.
4TABLE I: (LP bound) Upper bound on the number of classical bits m in any [[n, k:m, d]]2 hybrid stabilizer code with fixed
length n ≤ 14 and dimension k for distance d = 3, 4, 5. For k = 0, we list the largest dimension of a classical linear binary
code. Note that there is, e. g., no stabilizer code [[13, 5, 4]]2, excluding the corresponding entry in the table marked with
∗.
d = 3
n
k
0 1 2 3 4 5 6 7 8
5 2 0 – – – – – – –
6 3 0 – – – – – – –
7 4 2 – – – – – – –
8 4 3 1 0 – – – – –
9 5 4 3 1 – – – – –
10 6 5 4 2 1 – – – –
11 7 6 5 4 2 0 – – –
12 8 7 6 5 3 2 0 – –
13 9 8 7 5 5 3 1 0 –
14 10 9 8 7 6 5 3 1 0
d = 4
n
k
0 1 2 3 4 5 6
5 1 – – – – – –
6 2 – – – – – –
7 3 – – – – – –
8 4 – – – – – –
9 4 – – – – – –
10 5 3 1 – – – –
11 6 4 2 – – – –
12 7 5 4 2 0 – –
13 8 6 5 4 2 0∗ –
14 9 6 6 5 3 2 0
d = 5
n
k
0 1 2 3
5 1 – – –
6 1 – – –
7 1 – – –
8 2 – – –
9 2 – – –
10 3 – – –
11 4 0 – –
12 4 2 – –
13 5 4 – –
14 6 5 3 1
VI. RESULTS
Based on the construction discussed in Section IV, we
perform a search for C = [[n, k:m, d]]2 codes with distance
d ≥ 3. We start with the self-dual codes from the classification
in [4], [5]. In a first step, we construct impure quantum codes
[[n, 1, d]]2, and then look for additional vectors for the encoding
of classical information, resulting in an [[n, 1:m′, d]]2 hybrid
code. In some cases it turns out that we can encode more than
one qubit, i. e., the code [[n, 1:m′, d]]2 is in fact a hybrid code
with parameters [[n, k:m′ − k + 1, d]]2.
For distance d = 4 and d = 5, we have exhaustively
searched using all self-dual codes listed in [4], [5] up to length
n = 11. For d = 3, we have exhaustively searched all self-dual
codes listed in [4], [5] up to n = 10. We also have conducted
randomized search for n = 11. Finally, we appended some
qubits in the state |0〉 to good quantum codes and found new
hybrid codes. The results are summarized as follows.
Theorem 6: There exist hybrid codes with the following
parameters:
[[7, 1:1, 3]]2, [[9, 2:2, 3]]2, [[10, 3:2, 3]]2, [[11, 4:2, 3]]2,
[[11, 1:2, 4]]2, [[13, 1:4, 4]]2,
[[13, 1:1, 5]]2, [[14, 1:2, 5]]2, [[15, 1:3, 5]]2,
[[19, 9:1, 4]]2, [[20, 9:2, 4]]2, [[21, 9:3, 4]]2, [[22, 9:4, 4]]2.
All these codes have better parameters than codes obtained
from the best quantum codes using Lemma 2.
Below, we provide more details on these codes. In pre-
senting each [[n, k:m, d]]2 code, we first list the generators of
the stabilizer of the corresponding [[n, k, d]]2 impure quantum
code C(0), with its 2k logical operators between a single
and a double horizontal line. The stabilizer of the code C(0),
corresponding to the classical code C0, is generated by the
rows above the single horizontal line, while the normalizer of
the code C(0), corresponding to the symplectic dual code C∗0 , is
generated by the rows above the double horizontal line. Below
the double horizontal line, we list the additional generators that
are used to encode m classical bits.
A quantum code that encodes a single qubit and is able
to correct a single error requires at least five qubits. For five
and six qubits, linear programming shows that we can only
transmit a single qubit and no additional classical bit when
we want to correct a single errors, i. e., for distance d ≥ 3.
Increasing the length to seven qubits, it is still only possible
to encode a single qubit when a single error has to be cor-
rected. The stabilizer of an impure code [[7, 1, 3]]2 is generated
by the elements of the Pauli group given in first six lines
above the single horizontal line in the matrix (34). Note that
the element in the second line has only weight two. The next
two elements between the single and the double horizontal
line correspond to the logical operators on the encoded qubit.
Starting with this impure code, we are able to transmit an extra
classical bit, i. e., we obtain a hybrid code with parameters
[[7, 1:1, 3]]2. The additional generator that is used to encode
one classical bit is given below the double horizontal line.


X I I Z Y Y Z
Z I I I I I X
I X I X Z I I
I Z I Z I X X
I I X X I Z I
I I Z Z X I X
I I I X Z Z X
I I I Z X X I
I I I I X Y Y


(34)
The weight enumerators of the associated classical codes are
as follows:
WC0 (X, Y ) = X
7 +X5Y 2 + 2X4Y 3 + 7X3Y 4
+ 24X2Y 5 + 23XY 6 + 6Y 7 (35)
WC∗
0
(X, Y ) = X7 +X5Y 2 + 20X4Y 3 + 43X3Y 4
+ 72X2Y 5 + 83XY 6 + 36Y 7 (36)
WC∗ (X, Y ) = X
7 +X5Y 2 + 36X4Y 3 + 91X3Y 4
+ 152X2Y 5 + 163XY 6 + 68Y 7 (37)
It can be seen that all codes contain a single word of weight
two, and hence the minimum distance of the hybrid code is
three.
We have not found a hybrid quantum code with parameters
[[7, 1:2, 3]]2 which is not ruled out by linear programming.
For eight qubits, there is a quantum code with parameters
[[8, 3, 3]]2. Using Lemma 2, we obtain an optimal hybrid code
with parameters [[8, 2:1, 3]]2, as well as a code [[8, 1:2, 3]]2. We
5TABLE II: Generators of hybrid codes [[9, 2:2, 3]]2, [[10, 3:2, 3]]2, and [[11, 1:2, 4]]2.


X I I Z Y Z X X Y
Z I I I I X I I I
I X I Z Y I Y I Z
I Z I I I I X I I
I I X Z Z I I I X
I I Z I Y X I Y I
I I I X X X I Z I
I I I Z I I X Y X
I I I I X I I Z Y
I I I I Z I I X X
I I I I I X X I X
I I I I I Z I Z X
I I I I I I Y X Z


(31)


X I X Y I X Z X X Y
Z I I I I I I I I X
I X X X I Y X Y Z X
I Z I I I I I I X I
I I Z Z I I I I I I
I I I I X X Y Y I I
I I I I Z Z X X I I
I I X X I I I I I X
I I I Z I I I I X X
I I I I I X I Y X X
I I I I I Z I X I X
I I I I I I X X X X
I I I I I I Z Z I X
I I I X I I I Z X Y
I I I I I I I Y Y Z


(32)


X X I I I I Z Z X I Z
Z I I I I I I I I I X
I Z I I I I I I I I X
I I X I I Z I X Z I I
I I Z I I I I I X I I
I I I X I Z Y Z X Y X
I I I Z I I I I I X I
I I I I X Z Z I I X I
I I I I Z Z X X I I I
I I I I I Y X Y I X I
I I I I I Z I X I X X
I I I I I I Z Z X X I
I X I I I I I X Y Z I
I I I I I I X I X Y Z


(33)
have not found a hybrid code with parameters [[8, 1:3, 3]]2 that
might exist.
For nine qubits, we found a hybrid code [[9, 2:2, 3]]2 given
in (31). The rows above the single horizontal line generate
the stabilizer of an impure code [[9, 2, 3]]2. Taking all possible
products of the two generators below the double horizontal
line in (31) we obtain the four translation operators t(1) = id,
t(2), t(3), and t(4) = t(2)t(3) used to encode two extra classical
bits.
The corresponding weight enumerators are as follows:
WC0 (X, Y ) = X
9 + 2X7Y 2 + 8X5Y 4 + 4X4Y 5
+ 22X3Y 6 + 56X2Y 7 + 31XY 8 + 4Y 9 (38)
WC∗
0
(X, Y )X9 + 2X7Y 2 + 38X6Y 3 + 84X5Y 4 + 222X4Y 5
+ 494X3Y 6 + 562X2Y 7 + 443XY 8 + 202Y 9 (39)
WC∗ (X, Y ) = X
9 + 2X7Y 2 + 86X6Y 3 + 324X5Y 4 + 926X4Y 5
+ 1934X3Y 6 + 2466X2Y 7 + 1835XY 8 + 618Y 9
(40)
A hybrid code [[10, 3:2, 3]]2 with ten qubits is given in (32).
and the corresponding weight enumerators are given in (41)–
(43).
WC0(X, Y ) = X
10 + 3X8Y 2 + 6X6Y 4 + 10X4Y 6
+ 105X2Y 8 + 3Y 10 (41)
WC∗
0
(X, Y ) = X10 + 3X8Y 2 + 80X7Y 3 + 186X6Y 4
+ 432X5Y 5 + 1430X4Y 6 + 1584X3Y 7
+ 2325X2Y 8 + 1488XY 9 + 663Y 10 (42)
WC∗ (X, Y ) = X
10 + 3X8Y 2 + 128X7Y 3 + 522X6Y 4
+ 1824X5Y 5 + 5030X4Y 6 + 7872X3Y 7
+ 9477X2Y 8 + 6048XY 9 + 1863Y 10 (43)
Via linear programming it is found that this code is optimal
in the sense that it encodes the maximal possible number m
of additional classical bits among all codes [[10, 3:m, 3]]2.
The first non-trivial hybrid code with distance d = 4 has
been found for eleven qubits. A hybrid code [[11, 1:2, 4]]2 is
given in (33). We found a hybrid code [[11, 4:2, 3]]2 as well
which is given in (44).


X X I X X Y Y Z Y I Y
Z I I I I I I I X I I
I Z I I I I I I X I I
I I X I X Z I Z I X X
I I Z X I I Z X I Y Y
I I I Z X X Z X I X I
I I I I Z Z Y X I Y Z
I I I X I I I Z I X I
I I I I X I I Z I Z Y
I I I I I X I I I X Z
I I I I I Z I Z I I X
I I I I I I X Z I X X
I I I I I I Z Z I Y Z
I I I I I I I Y I Y X
I I I I I I I I X X X
I X I I I I I I Z Y Y
I I I I I I I Z Z X Z


(44)
Appending two qubits in the state |0〉 to the impure quantum
code [[11, 1, 4]]2 given above the double horizontal line in
(33), one obtains an impure code [[13, 1, 4]]2. This code can
additionally transmit four classical bits, i. e., one obtains the
hybrid code [[13, 1:4, 4]]2 given in (45).


the stabilizer
part of (33) I I
I I I I I I I I I I I Z I
I I I I I I I I I I I I Z
I I I I I Z I X I X X I I
I I I I I I Z Z X X I I I
I X I I I I I I X Y X X X
I I I I I I X I X I I X X
I I I I I I I X Y X Y X X
I I I I I I I X I Y Y X I


(45)
A related construction is the following:
Theorem 7: Let C1 = [[n, k1, d1]]q ⊂ C2 = [[n, k2, d2]]q be
nested quantum codes. Further, let C3 = [n3, k2 − k1, d3]q be
a classical linear code. Then there is a hybrid quantum code
C = [[n+ n3, k1:(k2 − k1), d]]q with d ≥ min(d1, d2 + d3).
Proof: Let G1 be a generator matrix for the normalizer
of C1, and let G12 together with G1 be a generator matrix for
the normalizer of C2. Further, let G3 be a generator matrix of
6TABLE III: Parameters of hybrid codes obtained from nested
quantum codes using Theorem 7.
nested codes hybrid codes largest QECC
[[17, 9, 4]]2 ⊂ [[17, 13, 2]]2 [[19, 9:1, 4]]2 [[19, 9, 4]]2
[[20, 9:2, 4]]2 [[20, 10, 4]]2
[[21, 9:3, 4]]2 [[21, 11, 4]]2
[[22, 9:4, 4]]2 [[21, 12, 4]]2
[[18, 6, 5]]2 ⊂ [[18, 10, 3]]2 [[20, 6:1, 5]]2 [[20, 6, 5]]2
[[21, 6:2, 5]]2 [[21, 7, 5]]2
[[22, 6:3, 5]]2 [[22, 8, 5]]2
[[23, 6:4, 5]]2 [[23, 8, 5]]2
[[16, 2, 6]]2 ⊂ [[16, 6, 4]]2 [[18, 2:1, 6]]2 [[18, 2, 6]]2
[[19, 2:2, 6]]2 [[19, 2, 6]]2
[[20, 2:3, 6]]2 [[20, 4, 6]]2
[[21, 2:4, 6]]2 [[21, 5, 6]]2
[[28, 12, 6]]2 ⊂ [[26, 16, 4]]2 [[30, 12:1, 6]]2 [[30, 12, 6]]2
[[31, 12:2, 6]]2 [[31, 12, 6]]2
[[32, 16, 6]]2 ⊂ [[32, 21, 4]]2 [[34, 16:1, 6]]2 [[34, 16, 6]]2
[[35, 16:2, 6]]2 [[35, 16, 6]]2
[[36, 16:3, 6]]2 [[36, 16, 6]]2
[[37, 16:4, 6]]2 [[37, 16, 6]]2
[[38, 16:5, 6]]2 [[38, 18, 6]]2
[[25, 5, 7]]2 ⊂ [[25, 9, 5]]2 [[27, 5:1, 7]]2 [[27, 5, 7]]2
[[28, 5:2, 7]]2 [[28, 5, 7]]2
[[29, 5:3, 7]]2 [[29, 6, 7]]2
[[30, 5:4, 7]]2 [[30, 8, 7]]2
[[27, 3, 9]]2 ⊂ [[27, 7, 6]]2 [[30, 3:1, 9]]2 [[30, 3, 9]]2
[[32, 3:2, 9]]2 [[32, 3, 9]]2
[[33, 3:3, 9]]2 [[33, 3, 9]]2
[[34, 3:4, 9]]2 [[34, 3, 9]]2
C3, and let ω ∈ Fq2 \ Fq . The hybrid code is given by the
following matrix:


0 ωI
G1 0
G12 G3

 (46)
The matrix above the double horizontal line corresponds to the
normalizer of the impure quantum code obtained by appending
n3 qudits in the state |0〉 to the code C1. The distance of this
code is d1. Any vector involving the matrix G12 will have
weight at least d2 + d3. Hence, d ≥ min(d1, d2 + d3).
From the nested stabilizer codes [[11, 1, 5]]2 ⊂ [[11, 4, 3]]2
and classical codes [n3, n3 − 1, 2]2, one obtains hybrid codes
[[13, 1:1, 5]]2, [[14, 1:2, 5]]2, and [[15, 1:3, 5]]2. Similarly, we have
the results shown in Table III. In the first column we list the
nested quantum codes, in the second column the parameters
of the hybrid codes obtained using Theorem 7, and in the last
column we give the parameters of the best known stabilizer
code from [8] which has the same length and minimum
distance as the hybrid code.
VII. DISCUSSION
We have characterized hybrid quantum codes for the si-
multaneous transmission of quantum and classical information
in terms of generalized Knill-Laflamme conditions. Using
the framework of CWS codes/union stabilizer codes, we
have formulated a linear program to obtain bounds on the
parameters of codes. Moreover, we found several examples of
hybrid codes that demonstrate the advantage of simultaneous
transmission of quantum and classical information.
The code conditions derived in Section III suggest that one
should start with good impure quantum codes. Theorem 7 uses
trivial impure codes. In order to find a direct construction of
hybrid codes with good parameters, a first step could be to
develop methods to construct good non-trivial impure codes.
ACKNOWLEDGMENTS
The authors would like to thank Fred Ezerman, Martin
Ro¨tteler, and Hui Khoon Ng for fruitful discussions. BZ is
supported by NSERC and CIFAR.
REFERENCES
[1] C. Be´ny, A. Kempf, and D. W. Kribs, “Generalization of quantum error
correction via the Heisenberg picture,” Physical Review Letters, vol. 98,
no. 7, p. 100502, Mar. 2007.
[2] A. R. Calderbank, E. M. Rains, P. W. Shor, and N. J. A. Sloane,
“Quantum error correction via codes over GF (4),” IEEE Transactions
on Information Theory, vol. 44, no. 4, pp. 1369–1387, Jul. 1998.
[3] A. Cross, G. Smith, J. A. Smolin, and B. Zeng, “Codeword stabilized
quantum codes,” IEEE Transactions on Information Theory, vol. 55, pp.
433–438, Jan. 2009.
[4] L. E. Danielsen, “Database of self-dual quantum codes,” online available
at http://www.ii.uib.no/∼larsed/vncorbits/.
[5] L. E. Danielsen and M. G. Parker, “On the classification of all self-
dual additive codes over GF (4) of length up to 12,” Journal of
Combinatorial Theory, Series A, vol. 113, no. 7, pp. 1351–1367, Oct.
2006.
[6] I. Devetak and P. W. Shor, “The capacity of a quantum channel
for simultaneous transmission of classical and quantum information,”
Communications in Mathematical Physics, vol. 256, no. 2, pp. 287–303,
Jun. 2005.
[7] D. Gottesman, “Stabilizer codes and quantum error correction,” Ph.D.
dissertation, California Institute of Technology, Pasadena, USA, 1997.
[8] M. Grassl, “Bounds on the minimum distance of linear codes and
quantum codes,” Online available at http://www.codetables.de, 2007.
[9] M. Grassl and M. Ro¨tteler, “Quantum Goethals-Preparata codes,” in
Proceedings 2008 IEEE International Symposium on Information Theory
(ISIT 2008), Toronto, Canada, Jul. 2008, pp. 300–304.
[10] M.-H. Hsieh and M. M. Wilde, “Entanglement-assisted communication
of classical and quantum information,” IEEE Transactions on Informa-
tion Theory, vol. 56, no. 9, pp. 4682–4704, Sep. 2010.
[11] ——, “Trading classical communication, quantum communication, and
entanglement in quantum shannon theory,” IEEE Transactions on Infor-
mation Theory, vol. 56, no. 9, pp. 4705–4730, Sep. 2010.
[12] E. Knill and R. Laflamme, “Theory of quantum error-correcting codes,”
Physical Review A, vol. 55, no. 6, pp. 900–911, Feb. 1997.
[13] I. Kremsky, M.-H. Hsieh, and T. A. Brun, “Classical enhancement of
quantum-error-correcting codes,” Physical Review A, vol. 78, no. 1, p.
012341, Jul. 2008.
[14] E. M. Rains, “Quantum shadow enumerators,” IEEE Transactions on
Information Theory, vol. 45, no. 7, pp. 2361–2366, Nov. 1999.
[15] J. Yard, “Simultaneous classical-quantum capacities of quantum multiple
access channels,” Ph.D. dissertation, Stanford University, Stanford, USA,
2005.
