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Abstract
Out-of-Distribution (OOD) generalization problem is a problem of seeking the
predictor function whose performance in the worst environments is optimal. This
paper makes two contributions to OOD problem. We first use the basic results of
probability to prove Maximal Invariant Predictor(MIP) condition, a theoretical
result that can be used to identify the OOD optimal solution. We then use our MIP
to derive Inter-environmental Gradient Alignment (IGA) algorithm that can be used
to help seek the OOD optimal predictor. Previous studies that have investigated
the theoretical aspect of the OOD problem use strong structural assumptions
such as causal DAG. However, in cases involving image datasets, for example,
the identification of hidden structural relations is itself a difficult problem. Our
theoretical results are different from those of many previous studies in that it can be
applied to cases in which the underlying structure of dataset is difficult to analyze.
We present an extensive comparison of previous theoretical approaches to the OOD
problems based on the assumptions they make. We also present an extension of the
Colored-MNIST that can more accurately represent the pathological OOD situation
than the original version, and demonstrate the superiority of IGA over previous
methods on both the original and the extended version of Colored-MNIST.
1 Introduction
In general, most machine learning algorithms today make an inherent assumption that all members of
all datasets in concern are independently and identically sampled from the same distribution (IID)
[5]. Unfortunately, this assumption is not always valid [5]. In reality, train-dataset and test-dataset
can be coming from different distributions, on which the input-output relations are different because
of the presence of environmental factors such as those related to the way the data were collected
and where the data were obtained [33, 35]. This is why most machine learning algorithms often fail
when challenged to make prediction on the dataset sampled from “yet-unseen” distribution (“out of
distribution (OOD)” dataset). To address this problem, we need to consider the set of distributions
that can be produced by all possible environmental factors, and look for the model whose worst-case
performance is optimal; that is, we want to find a solution of
arg min
f
max
∈A
Cost(f |) (1)
whereA is the set of all possible values for the environmental factors, and Cost(f |) is the cost of the
model f in the presence of the environmental factor . The problem (1) is often referred to as OOD
generalization problem [1, 7]. We would say that f is OOD-optimal if it solves (1). Unfortunately, as
mentioned in [1], the problem (1) often cannot be directly optimized because we cannot observe all
datasets in all environments. This dilemma gives rise to the following two questions that must be
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answered, in the following order: (I) Is there any tractable necessary/sufficient condition for the
OOD optimality? (II) Is there any algorithm that can seek the solution to the OOD problem?
All the works that tackled the question (I) differ by the assumptions they make about the following
three items: (i) data generation process, (ii) invariance type, and (iii) model complexity. By Data
generation process, we mean the way the outputs are generated from the input. Causal DAG, for
example, is one description of data generation process [29, 36]. Invariance type describes the
part of P (Y,X|) that is assumed to be invariant with respect to . Indeed, if we assume that any
distribution can be constructed by some environmental factor , the OOD problem (1) would have
degenerate solutions. Covariate shift, for example, assumes P (Y |X, ) = P (Y |X) irrespective
of the choice of  [3, 34]. The recent work of [1] assumes that there exists a feature Φ(X) with
E[Y |Φ(X), ] = E[Y |Φ(X)]. Finally, Model complexity is about the sheer complexity of the
Input/Output relation. However, in general, validating these structural assumptions is itself a difficult
problem that can require massive computation resources[7, 29]. For image recognition, for example,
it is unrealistic to seek the causal DAG that governs the relationships among all pixels and the label.
However, as we discuss in section 2.1, there has not been a study that has theoretically analyzed the
OOD optimality problem in such situations. As a theoretical work that can be used to discuss the
OOD optimality on datasets with intractable underlying structure, our work is the first of its kind.
On the other hand, all OOD algorithms that aim to solve (II) differ by the amount of the prior
knowledge about the following two items they use in their procedures: underlying structure of the
model and the type of the dataset. [29, 36], for example, directly use the topology of the causal
network in their algorithms. [30] assumes that all useful features can be extracted using discrete
mask functions. Again, however, these prior knowledges are not always readily available in practice
[7, 29].
To develop a theory and an algorithm that can be applied to situations in which the underlying
structure is difficult to identify, we tackle the question (I) while only assuming that there exists at
least one feature Φ(X) for which P (Y |Φ(X), ) = P (Y |Φ(X)) (assumption(ii)). As our partial
answer to the question (I), we present a sufficient condition for the OOD solution in the form of
Maximal Invariant Predictor (MIP) condition, a requirement described in the language of mutual
information. As our answer to the question (II), we derive Inter-environmental Gradient Alignment
(IGA) algorithm from MIP. Like [1], our IGA requires no prior knowledge about the model structure
and the type of dataset. To demonstrate the efficacy of IGA, we conduct experiments on an extended
version of Colored-MNIST [1] that can be used to more accurately construct the pathological OOD
situation described in [1]. We also extensively compare the contemporary OOD studies in terms of
the assumptions they use in their approach to (I) and (II). We summarize our contributions below.
• We prove several theoretical statements about the OOD optimality and present MIP, a
condition that can gurantee the OOD optimality under an appropriate set of conditions. We
achieve this
1. without using the language of causality (assumption (i)),
2. without making any stronger invariance assumption than the presence of invariant
predictor (a feature Φ(X) for which P (Y |Φ(X), ) = P (Y |Φ(X))) (assumption (ii)),
3. without making any assumption about the complexity of the model (assumption (iii)).
• We propose Inter-environmental Gradient Alignment algorithm that can be used to seek a
solution that satisfies the MIP condition.
• We present an extended version of Colored-MNIST [1] that can be used to more accurately
describe the pathological OOD situation introduced in the original article, and demonstrate
the efficacy of IGA on both extended Colored-MNIST and the original Colored-MNIST.
Our paper is structured as follows. In the next section, we describe the set of assumptions we
use for the problem (I) more formally, and present an extensive comparison of how the previous
works approached the problem (I). In section 3, we present our solution to (I) along with the related
theoretical results. In section 4, we present our solution to (II) and describe IGA. Finally, in section 5,
we demonstrate the efficacy of IGA on MNIST-derived datasets.
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Figure 1: A graphical model with nonempty I (eq (3)). The target variable is Y and the covariate is
X := [X1, X2, X3, X4].
2 Problem Setting for the OOD optimality problem (for question (I))
In this section, we introduce the set of notations we use throughout the paper, and describe our
question (I) in more formal language. We use r.v to abbreviate random variable.
Notation We follow the rules of notations used in a standard probability text like [11]. For any set of
r.vsM = {M1,M2, .., } on the probability triple (Ω,F , P ), we say Z ∈ σ(M) or Z is measurable
with respect to σ(M) whenever Z can be written as a measurable function of Ms. We may use Z
and Z(M) interchangeably in this case2. We say A ⊥ B when A and B are independent. Also,
let Zc denote an independent complement of Z in M for which Zc ⊥ Z and M ∈ σ(Zc, Z) 3. Let
us also use a lower case letter to denote a realization of the corresponding r.v ( m is a realization
of M , and  is a realization of E). We always use E to represent the expectation with respect to the
probability distribution P . Inside E, variables in upper case are the only variables that are integrated
with respect to P . Also, for any probability distribution Q on F , we use its lower case q to denote its
density. In what follows, we will use these formal definitions to rephrase the problem (I) along with
the set of assumptions.
Formal Problem Statement Let X ,Y ,E respectively represent the input r.v, the target r.v, and the
environmental r.v. At the time of the training, only X,Y are observable, and the observations are only
grouped by the realizations of E . We will measure the performance of the predictor f(X) by Bregman
divergence loss D, which generalizes popular losses like KL divergence and Mean Square Error [2].
That is, for all  ∈ supp(E), we compute the loss on environemt  by L(f) := E[D(f(X), Y )|].
The OOD problem is to seek the minimizer of the Out-of-Distribution (OOD) loss, given by
arg min
f
max
∈supp(E)
L(f), (2)
We say that f is OOD optimal if it is a solution to (2). As our partial answer to the problem (I), we
derive a set of necessary conditions for the OOD optimal solution under the following assumptions
about (i) data generation process, (ii) invariance type, and (iii) model complexity.
(i) Data generation Process We assume that data is generated from an abstract distribution
P (X,Y, E). In particular, we do not assume that we have a decomposition of X that is adapted to
some underlying causality relations [29, 36].
(ii) Invariance type We assume that
I : = {Φ ∈ σ(X);Y ⊥ E|Φ} = {Φ ∈ σ(X); I(Y ; E|Φ) = 0} (3)
is non-empty. We refer to I as the set of invariant predictors from now on. In the graphical model
represented in Figure 1, for example, I is the set of all random variables that can be constructed
from some subset of {X1, X3, X4} that contains X1. This fact can be verified with d-separation
theorem [6]. Our invariance assumption is not too far-fetched. For example, consider the problem of
animal-image recognition. If Y , X , E are respectively the animal label, the image, and the person
who takes the picture, an animal’s biological feature captured in the image is a member of I. Indeed,
such Φ is not unique all the time; for instance, face of animal itself might be in I. This is also the
case for the graphical model in Figure 1.
(iii) Model complexity We only assume that all functions to appear in our analysis fulfill the
appropriate set of regularity conditions (continuity, differentiability, etc.) that are required to make
each statement in our theory valid.
2For those not familiar with this notation, please identify σ(M) as {Z;Z = g(M) for some function g} in
the main part of this manuscript.
3Such a complement exists when the cumulative distribution function of M given Z is sufficiently regular
(more precisely, measurable as a function of Z [10]).
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Reference (i) Data generationprocess
(ii) Invariance
type
(iii) Model
complexity
OOD optimality
guarantee
[7, 29, 31] entire DAG Y ⊥ E|Φ Linear Yes
[25, 36] entire DAG Y ⊥ E|Φ Non-Linear Yes
[30] DAG node set Y ⊥ E|Φ Linear & Non-Linear Yes
[3, 19, 34] Unknown Y ⊥ E|X Non-Linear Yes†
[21, 38] Unknown Φ ⊥ E Non-Linear Unknown‡
[22, 23] Unknown Φ ⊥ E|Y Non-Linear Unknown
[1] Unknown E[Y |Φ] = E[Y |Φ, E ] Non-Linear Unknown
Ours Unknown Y ⊥ E|Φ Non-Linear Yes
Table 1: Previous studies of OOD problem categorized by the types of assumption-settings. The
dagger sign indicates that, with an appropriate set of additional assumptions, the OOD optimality of
the corresponding method can be guaranteed using our theory (section 3).
2.1 Problem settings used in other OOD studies
A part of the novelty of our theoretical work is the generality of assumptions under which we
tackle the question (I). Before we present our answer to the question (I), we therefore describe the
assumption-settings used by other works. Table 1 compares the approaches of previous works in
terms of the assumptions they make about (i) data generation process, (ii) invariance type, and (iii) the
model complexity. The methods that come with the guarantee of the OOD optimality are labeled Yes
in the right-most column. Below, we explain the assumptions of the previous works in more detail.
(i) Data generation process Many works assume that the underlying model can be represented by
causal DAG, and use DAG definitions to discuss the OOD optimality [29, 36, 30, 7]. We therefore
categorized the assumption about the data generation process by the amount of DAG information
used in the analysis. In Table 1, we used the label entire DAG to designate the studies that use the
DAG network to discuss the OOD optimality, and used the label DAG node set to designate the
methods that only used the node-set of DAG. Finally, we used the label unknown to designate the
studies that did NOT use the language of DAG [1, 3, 21, 34].
(ii) Invariance type Causal DAG based approaches [7, 29, 30, 36] practically assume the presence
of at least one invariant predictor (i.e. Φ with Y ⊥ E|Φ). In this family of methods, it is assumed that
the distribution of each node variable X is governed by the set of parent variables, Pa(X). In this
setting, the natural strategy is to find good members of Pa(Y ) whose relation to Y does not change
by the environmental factor. These members of Pa(Y ) serve as Φ in Causal DAG based methods
[7]. Covariate shift[3, 19, 34] assume that P (Y |X, ) is invariant with respect to . IRM [1], on the
other hand, assumes the presence of Φ for which E[Y |Φ, E ] = E[Y |Φ]. This assumption is indeed
weaker than ours. However, [1] focuses on the question (II) in their study, and does not provide their
answers to (I) when the model is non-linear. Also, Adversarial Domain Adaption(ADA) [21, 37]
uses discriminator to look for a feature Φ that is independent from  (i.e. Φ ⊥ E), and uses P (Y |Φ)
to predict the target variable Y . Our theory in next section shows that ADA solution can be OOD
optimal if we can additionally assume that their feature Φ is also an invariant predictor. For example,
such a case can occur in models like Colored-MNIST [1] in Section 5.1.
(iii) Model complexity Because the optimal solution of the loss function derived from a Bregman-
type divergence often takes the form of conditional expectation [2], the OOD problem tends to
become simpler when the model is linear and the conditional expectation can be evaluated easily.
Thus, several methods approached the problem (I) under the linearity assumption [29, 30]. We,
therefore, categorized the model complexities of previous methods by the linearity of the assumed
underlying model.
Note that the set of assumptions we use for the problem (I) is weaker than those of most previous
methods. Unlike many, we do not make specific assumptions about the model P (Y,X|) that
generates the dataset. Our invariance assumption is relatively weak, and the assumptions of DAG
based approaches and Covariate shift are both special cases of our assumption. More importantly,
the set of cases we consider in our theoretical work contains cases that have not been considered in
previous studies of OOD optimality. For example, we can apply our theory to the dataset involving
images, in which neural nets is the only reasonable choice to model the input-output relations. Such
cases are difficult to analyze with causality based methods. Unlike Covariate shift, our theory can
also be applied when P (Y,X|) varies across tasks (such cases are also extensively discussed in [1]).
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Several additional remarks are in order here. First, even when the underlying model is causal, the
strategy of seeking a subset of Pa(Y ) does not necessarily find the OOD optimal solution. For
instance, in the Markov chain E → X → Y → Z, the conditional distribution P (Y |Z,X, E) is
invariant with respect to E , and [Z,X] is clearly a better invariant feature than X = Pa(Y ) for the
prediction of Y . To our best knowledge, there has not been a study that proved the precise set of
theoretical conditions under which the OOD optimal predictor can be constructed using Pa(Y ) only.
In our setting, we also consider the members of I that cannot be described as a set of interpretable
variables. Also, When the loss function is derived from a Bregman-type divergence, the OOD
optimality of Covariate shift method [19, 34] follows from the property of E[Y |X].
3 Theory (for question (I))
In this section, we will provide our answers to the question (I). The candidate of the OOD problem
we propose in this study is of form E[Y |Φ], with Φ ∈ I (definition in the notation section). We will
prove the condition to be imposed on Φ that would guarantee the OOD optimality of E[Y |Φ]. After
deriving this condition, we will derive Maximal Invariant Predictor (MIP), a more tractable alternative
condition for the OOD optimality. For the proofs of the statements in this section, see the Appendix.
As promised, we will neither assume a system governed by a causal DAG, nor assume something
about the complexity of the model. We will only assume that the set I of invariant predictors is
non-empty. To prepare, we will define several variables that can be derived from Φ. To be concise,
we will provide intuitive definitions here, and leave the technical definitions in Appendix B.
• Eψ ∈ σ(E), a part of E that is independent of Φ
• Eφ = Ecψ; that is, Eφ ⊥ Eψ and E ∈ σ(Eφ, Eψ).
Put in other words, this is a decomposition of E into the component that can affect Φ and the
component that cannot. Also, let us denote Φc by Ψ. That is ,Ψ ⊥ Φ and X ∈ σ(Φ,Ψ). Then the
next two statement holds:
Proposition 3.1. Let Φ ∈ I. Also, put f∗(X) = E[Y |Φ] and suppose that, for all φ there exists ˜ψ
such that4 X ⊥ Y |(Φ, φ, ˜ψ)(eq (4)). Then f∗ = arg minf max∈supp(E) Le(f).
Corollary 3.2. Suppose that E admits an independence decomposition (Eφ, Eψ). If there exists one
˜ψ for which Ψ ⊥ Y |˜ψ , then E[Y |Φ] is OOD optimal.
The corollary 3.2 follows directly from the proposition B.2. The condition of the corollary 3.2
practically states that, if the underlying model is appropriate, we just need one environment to satisfy
(11) in order to guarantee the OOD optimality of Φ. Figure 1 in Appendix B is an example of a
system in which the corollary 3.2 can hold. For a more intuitive scenario, consider another image
recognition problem of predicting the animal label Y from the image X in the set of natural images
that were collected with the loose directive of “take any pictures of a given list of animals”. Suppose
that Φ is the physical appearance of the animal. Then the part of the environmental factor that can
influence to Φ can be the biological state of the animal (Eφ) (e.g. physical state, genetic feature).
The part of the environmental factor that can not influence Φ can be, for example, the preference
of the photographer (Eψ). Clearly, Eψ ⊥ Φ. Meanwhile, Ψ, the complement of Φ, would be the
background of the animal. Since the photographer does not have much choice for the individual
animal to encounter, Ψ is independent of Φ if he/she is not so picky.
The corollary 3.2 may be helpful in determining when the OOD optimality statement in [30] is
valid. In their proof, [30] claims their solution to be OOD-optimal under the assumption that, for
any , there exists ′ such that P (Y,X|′) = P (Φ, Y |)P (Φc|). Unfortunately, this does not hold
in general. Also, as we stated in the previous section, the assumption that any joint distribution can
be realized by some  ∈ supp(E) can make the problem degenerate. However, we can guarantee the
validity of their assumption if Ψ ⊥ E and if Φ satisfies the condition of the corollary 3.2. Now, is
there any way to state the required condition for the relation eq(11) in Prop B.2 more concretely?
Let us say say that a given environment  satisfies the controllability condition if there exists ˜ψ for
which X ⊥ Y |φ, ˜ψ. It turns out that this relation holds only if Φ is the best predictor for at least
one choice of ;
4As we describe in Appendix B, we can increase the number cases in which this holds if we choose Eψ to be
larger in the sense of sigma algebra.
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Algorithm 1 Inter-environmental Gradient Alignment Algorithm
Input: q✓(y|x), {D✏; ✏ 2 Gtrain}
Return: q✓
1: for each iteration do
2: for ✏i in Gtrain do
3: compute L✏i(✓) = Eˆ[log q✓(Y |X)|✏i]
4: compute r✓L✏i(✓)
5: end for
6: compute Eˆ[LE ] := 1|Gtrain|
P
✏i2Gtrain L✏i(✓)
7: compute trace(Vˆar(r✓LE(✓))) :=
P
✏i2Gtrain ||r✓L✏i(✓) r✓Eˆ[LE ]||2
8: update ✓ by the gradient descent using (6)
9: end for
The advantage of this parametrization is multifold. First, when we evaluate these approximation247
empirically, the ✏ in our approximation only appears as an index in the empirical expectation. We do248
not have to use the real identity of ✏ in the evaluation of the approximation. Second, if the model is249
regular enough, we can expect E[q✓(y|x, E)] ⇠= q✓(y|x) for small enough ↵. Finally, by its design,250
q✓(y|x, ✏) is closer to p(y|x, ✏) than q✓(y|x) at all time, agreeing with the requirement we stated251
above. See Appendix XXX for more discussion about our parametrization. Now, the regularization252
term in (6) in the MIP objective can be approximated as253
E[dKL(q✓(Y |X, E)kq✓(Y |X))]
⇠= E[LE(✓   ↵r✓E[LE(✓)])  LE(✓   ↵r✓LE(✓))] ⇠= ↵ trace(Var(r✓LE(✓)).
Thus, in this sense, q✓(y|x, ✏) is close to q✓(y|x) if tr(Var(rLE(✓))) is small. For more detailed254
computation, please see Appendix B.255
4.2 Other OOD algorithms256
IRM [1] is an algorithm that aims to achieve the same goal under the same set of assumptions. IRM257
practically assumes that, throughout the optimization process of both   and the predictor function258
with respect to  , the functional form of log p(y| ) is linear about  . We, on the other hand, lift this259
condition at the price of not being able to explicitly identify the form of   in the predictor. IRM260
also do not derive its algorithm from a theoretically proven objective. Causal DAG based algorithms261
[16, 22] aims to identify the members of Pa(Y ) that maximizes the prediction performance. By its262
design, most of these algorithms require the user to use the knowledge of either the network itself or263
the DAG node set. However, the causal DAG is itself a difficult problem that can require massive264
computation resources [16, 7], and it might not be always worth the effort if the sole purpose is to265
obtain the OOD-optimal inference model. For the image recognition, for example, it is unrealistic to266
seek a causal DAG governing the relationships among the set of all pixels and the label.267
5 Experiment268
5.1 Experimental setup269
We evaluated the efficacy of our method on Colored MNIST and its extension. For more detail of the270
setting, please see Appendix C.271
Extended Colored MNIST Because our extension generalizes the original Colored MNIST(C-272
MNIST) in [1], we describe the Extended Colored MNIST(EC-MNIST) first. Unlike the original273
CMNIST, the invariant predictor set I (3) in our version contains more than one variable. Our version274
is particularly different from the original one in that it can describe a case in which the domain275
invariant feature alone is not necessarily sufficient for the optimal environment-agnostic prediction.276
Each member of our EC-MNIST dataset is constructed as follows;277
1. Set xch2 to 1 with probability ✏ch2. Set it to 0 with probability 1  ✏ch2.278
2. Generate a binary label yˆobs from y with the following rule: yˆobs = 0 if y 2 {0 ⇠ 4} and279
yˆobs = 1 otherwise. If ✏ch2 = k, construct yobs by flipping yˆobs with probability pk(k 2 {0, 1}.)280
3. Put yobs = xˆch0, and construct xch0 from xˆch by flipping xˆch1 with probability ✏ch0.281
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Table 2: IGA algorithm
Trajectory of θ during the training
, the gradient of the loss for task ε1
, the gradient of the loss for task ε2
, the gradient of the loss for task ε3
, the gradient over all tasks
Figure 2: The relation of the θ-
updates in IGA to the gradient com-
puted at each task.
Proposition 3.3. Suppose Φ ∈ I and suppose that ∗ satisfies the controllability condition Then for
this ∗, Φ = arg maxZ∈σ(X) I(Y ;Z|∗).
The situation considered here is not too unrealistic. In the case of the animal-recognition example we
mentioned above, this can happen if ∗ψ is a person who wants to take a picture of every animal in
front of an all-green background for the Chroma-key purpose. With such ∗, the biological feature of
an animal would always be the best feature. However, on its own, it is still difficult to verify when
such condition is satisfied. We, therefore, propose still another form of the requirement for Φ;
Proposition 3.4. suppose that there exists ∗ that satisfies the controllability condition. Then there
exists no Φ˜ ∈ I with Φ ∈ σ(Φ˜) suc th t I(Y ; Φ) < I(Y ; Φ˜).
3.1 Maximal Invariant Predictor
The proposition 3.4 states that, unless Φ is a maximal element of I, there is no hope in finding an
environment in which E[Y |Φ] is OOD optimal. This motivates to find Φ ∈ I satisfying
Φ∗ ∈ arg max
Φ∈I
I(Y ; Φ) = arg max
I(Y ;E|Φ)=0
I(Y ; Φ). (5)
We will refer this condition as Maximal Invariant Predictor(MIP) condition. Our MIP result provides
justification to the hypoth sis claimed in [12](blog). We can also make a little stronger statement
when appropriate conditions are met. Note that, in cases like Figure 1, all invariant features are
generat d by a common invariant feature vector [X1, X3, X4]. This ype of case may also arise when
the data is generated by undirected graphical model that is a perfect map [8](Appedix C). In these
cases, MIP is unique and the propos tion 3.4 would imply that Φ cannot be OOD optimal unless it
achieves maxΦ∈I I(Y ; Φ). It turns out that, if we use these facts, we can claim the following:
Theorem 3.5. Suppose that I can be generated by one invariant subset of r.vs, and that there exists
at least one Φ ∈ I for which there is  that satisfies the controllability condition. Then E[Y |Φ] is
OOD optimal if Φ is MIP.
4 Inter-environmental Gradient Alignment Algorithm (for question (II))
As our answer to the question (II), we present Inter-environmental Gradient Alignment (IGA), an
algorithm to optimize the MIP objective. Table 2 is a summary of our algorithm. We use Eˆ to
denote the empirical expectation. Let Gtrain = {1, 2, ...k} ⊂ supp(E) denote a size= k set of
environments from which the user can collect the dataset. IGA assumes that the user is given a set of
datasets {D;  ∈ Gtrain}, with each D being a set of samples from p(y, x|). Because we assume
nothing about the underlying model structure and the type of the dataset, the identities and the effects
of  are not disclosed to the user in any way whatsoever. In the actual dataset,  is only observable as
an integer index of datasets. Now, if qθ(y|x) is the prediction model and L(θ) is the prediction loss
of qθ(y|x) on D, IGA seeks to optimize
arg min
θ
E[LE(θ)] + λ trace(Var(∇θLE(θ))). (6)
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4.1 Derivation of IGA
We derive (6) from the MIP objective (5). To evaluate I(Y ; Φ) and I(Y ; E|Φ), we need to be able
to evaluate both p(y|φ, ) and p(y|φ). However, the complexity of p(y|φ, ) is usually unknown.
The relationship between p(y|φ, ) is p(y|φ) is unknown as well. To resolve this problem, we use
specific parametrizations to represent these distributions. Note that because Φ ∈ σ(X) (so that Φ
can be written as a function of X), p(y|φ) can be written as q(y|x) for some φ-related distribution q.
Representing q with θ-parametrized family of functions h(·|θ), we may write p(y|φ, ) and p(y|φ) as
p(y|φ) ∼= qθ(y|x) = h(y|x; θ − α∇θE[LE(θ)]) (7)
p(y|φ, ) ∼= qθ(y|x, ) = h(y|x; θ − α∇θL(θ)). (8)
The advantage of this parametrization is multifold. First, when we evaluate these approximations
empirically, the  in our approximations only appears as an index in the empirical expectation. We do
not have to use the real identity of  in the evaluation of the approximation. Second, if the model is
regular enough, we can expect E[qθ(y|x, E)] ∼= qθ(y|x) for small enough α. Finally, by its design,
qθ(y|x, ) is closer to p(y|x, ) than qθ(y|x) at all time, agreeing with the requirement we stated
above. See Appendix C.1 for more discussion about our parametrization. Now, I(Y ; Φ) in (6) can be
evaluated as E[LE(θ)]. The regularization term I(Y ; E|Φ) can be approximated as
I(Y ; E|Φ) ∼= E[dKL(qθ(Y |X, E)‖qθ(Y |X))]
∼= E[LE(θ − α∇θE[LE(θ)])− LE(θ − α∇θLE(θ))] ∼= α trace(Var(∇θLE(θ))). (9)
Thus, qθ(y|x, ) is close to qθ(y|x) if α is small. Figure 2 is an illustration of the relation of each
∇L to the actual direction of update. For more detailed computation, see Appendix C.
4.2 Other OOD algorithms
IRM [1] is an algorithm that aims to achieve the same goal under the same set of assumptions. IRM
practically assumes that, throughout the optimization process of both φ and the predictor function
with respect to φ, the functional form of log p(y|φ) is linear about φ. We, on the other hand, lift this
condition at the price of becoming unable to explicitly identify the form of Φ in the predictor. IRM
also does not derive its algorithm from a theoretically proven objective. Causal DAG based algorithms
[29, 36] aims to identify the members of Pa(Y ) that maximizes the prediction performance. By its
design, most of these algorithms require the user to use the knowledge of either the network itself or
the DAG node-set. However, identification of causal DAG is itself a difficult problem that can require
massive computation resources [7, 29], and it might not always be worth the effort if the sole purpose
is to obtain the OOD-optimal inference model.
5 Experiment
We evaluated the efficacy of our method on Colored-MNIST and its extension. For more detail of the
setting and the implementation, please see Appendix D.
5.1 Experimental setup
Extended Colored-MNIST (EC-MNIST) Because our extension generalizes the original Colored-
MNIST (C-MNIST) in [1], we describe our Extended Colored-MNIST (EC-MNIST) first. Unlike the
original C-MNIST, the invariant predictor set I (3) in our version contains more than one variable.
Our version is particularly different from the original one in that it can describe a case in which the
domain invariant feature alone is not necessarily sufficient for the optimal environment-agnostic
prediction. Each member of our EC-MNIST dataset is constructed as follows;
1. Set xch2 to 1 with probability ch2. Set it to 0 with probability 1− ch2.
2. Generate a binary label yˆobs from y with the following rule: yˆobs = 0 if y ∈ {0 ∼ 4} and
yˆobs = 1 otherwise. If ch2 = k, construct yobs by flipping yˆobs with probability pk(k ∈ {0, 1}).
3. Put yobs = xˆch0, and construct xch0 from xˆch by flipping xˆch1 with probability ch0.
4. Construct xobs as xfig × [xch0, (1 − xch0), xch2]. As an RGB image, this will come out as an
image in which the red scale is turned on and the green scale is turned off if xch0 = 1, and
other-way around if xch0 = 0. Blue scale is turned on only if xch2 = 1.
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E Yobs Y
Xch0 Xfig
Figure 3: The graphical
model of C-MNIST
E Yobs Y
Xch0 XfigXch2
Figure 4: The graphical
model of EC-MNIST
OOD accuracy
Model C-MNIST EC-MNIST
Oracle 0.75 0.75
Xfig 0.75 0.25
ERM 0.172±.029 0.176±.029
IRM 0.592±.011 0.430±.080
Ours 0.620±.015 0.594±.013
Table 3: Numerical performance of
OOD algorithms. Xfig designates
the figure-only oracle (i.e. the upper
bound of ADA).
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(a) IRM on C-MNIST
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(c) IRM on EC-MNIST
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(d) Ours on EC-MNIST
Figure 5: The plot of regularization parameter λ against the accuracies on C-MNIST (p = 0.25) and
on EC-MNIST (p0 = 0.25, p1 = 0.75).
Figure 4 is the graphical model for the generation of EC-MNIST. In the experiment on this dataset,
only (Yobs, Xobs) are assumed observable. At training times, the machine learner will be given a set
of datasets Dtrain = {D;  ∈ Rtrain} in which D is a set of observations gathered when E = . In
the test time, the learner will be challenged to make an inference of Yobs from Xobs in the presence
of an unknown environment ∗. If ∗ is, far away from any members of Rtrain, overfitting of model
to Dtrain can result in catastrophic test performance.
For our EC-MNIST, Yobs can be predicted at maximal probability of ch2 max{p0, 1− p0}+ (1−
ech2) max{p1, 1 − p1}. In this problem, Xfig is a E independent factor. At the same time, Xch2
is a member of I, and Xfig together with Xch2 can create better predictor than Xfig alone. In
fact, the oracle prediction by Xfig alone can attain an average value as high as max{ch2p0 + (1−
ch2)p1, ch2(1− p0) + (1− ch2)(1− p1)}, which is lower than the that of the [Xfig, Xch2] oracle.
This follows from Fatou’s lemma [13]. In this problem, the oracle with Xfig alone coincides with the
upper bound of Adversarial Domain Adaptation(ADA) [21]. Thus, ADA cannot provide an optimal
solution in this case. IRM [1] also discusses such a case in their work.
Colored MNIST (C-MNIST): The original C-MNIST in [1] is a special case of our EC-MNIST in
which the distribution of xch2 does not vary with . Figure 3 is a schematic of the data generation
process. Notice that if one uses Xfig alone, one can make the predictions at the optimal accuracy
of max(1 − p, p). This is a situation that is considered in the study of ADA. In this sense, our
EC-MNIST is more suited for the investigation of the pathological cases in OOD study.
5.2 Result
We compared our algorithm against Invariant Risk Minimization (IRM)[1], Empirical Risk Minimiza-
tion (ERM), and the oracle(s).
Colored-MNIST The left column in table 3 compares the results of the algorithms in terms of the
OOD accuracy (2). As we see in Table, our method outperforms both ERM and IRM. Figure 12(a)(b)
plots the OOD accuracy against the regularization parameter. In general, alarger regularization
parameter promotes the OOD performance. The OOD accuracy plateaus around λ ∼ 104.
Extended Colored-MNIST The right column in Table 3 compares the results of the algorithms in
terms of the OOD performance (2). Again in this set of experiments, we perform better than ERM and
IRM. We also perform better than the Xfig oracle. Because Xch2 is necessary in order to outperform
the Xfig oracle (see section 5.1), our result suggests that we are actually using the feature Xch2 in
making the prediction. Figure 12(c)(d) plots the OOD accuracy against the regularization parameter.
Again, a larger regularization parameter generally promotes the OOD performance.
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6 Relations to other topics
In an effort to address the problem similar to the OOD problem, the methods of distributional
robustness [4, 16, 27, 32] use the notion of distance between a pair of distributions to bound the error
between the loss over Gtrain and the loss on the newly encountered environment. However, when one
does not have much knowledge about the new distribution to encounter, it would be difficult to know
the distance of the new distribution from the training set, let alone the appropriate metric to measure
it. In our problem setting, we consider situations in which the distributional perturbation cannot be
easily bounded numerically. In terms of application, Fairness is also a closely related field of study
[26], and it aims to train a model whose output is invariant with respect to a particular environmental
factor. However, it is essentially different from our study in that our study aims to train a model that
works well a completely unknown environment.
Broader Impact
Our study is an effort toward the learning of a model that requires no additional dataset to perform well
in a newly encountered environment. Further study in this field might allow safer/ more economical
training of the model. For example, our study might allow the user to train a good model without
collecting dataset from a dangerous/risky environment. Further study of the OOD problem might
also be helpful in promoting the fairness of the prediction [26]. However, one must be wary of the
treatment of the environmental factor. In this study, we consider the situations in which the identity
of the environmental factor is unknown. This is actually the case in many applications; the effect of
the hidden environmental factor might be observable only through the partition of datasets. In such
cases, a user with ulterior motive might be able to fake the identity of the environment by using a
particular partition of dataset. For example, when the mission is to train a model that can perform
well on people of all ages, a user with ulterior motive might collect a dataset of one age group from a
particular socio-political group and a dataset of another age group from a yet-another socio-political
group. Such a user might advertise his/her predictor as an age agnostic predictor, when in truth the
advertised environmental factor (age) do not agree with the true environmental factor. As it applies
to many statistical methods, one must pay close attention to the data collection process in order to
ensure the fair analysis.
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Appendix
A Why invariant features?
We give more explanation about our motivation in solving the OOD problem. As mentioned in the
introduction, OOD problem arises when one has to deal with sets of datasets coming from possibly
different distributions. For example, when we are to conduct image-recognition from a dataset of
animal pictures collected by a group of photographers, we might have to consider the fact that some
photographer might favor a picture of a given animal in a certain posture at a certain set of locations at
a certain time of the day, and some do not. If camel happens to be always found in desert in the set of
pictures taken by Jerry the photographer, an animal classifier trained on his dataset may characterize
camel as a horse-like figure in desert. Meanwhile, it might be the case that Tom the photographer
prefers to take a picture of any animal at a zoo. Indeed, the animal classifier trained on Jerry’s dataset
will most likely fail to recognize Tom’s picture of camel as camel, because a picture of a camel in a
cage does not agree with the description of the camel learned by the classifier.
Such behavior shall not be considered as a bug, because a horse-like figure in desert is definitely
a characterizing description of camel on the distribution that underlies the set of natural images
taken by Jerry. This type of problem can arise in a more subtle way. Some studies report that in
practice, the machine learner may associate the label with even more subtle features like a texture or
a pixel-pattern that cannot be discerned by humans [17, 15].
Then how shall we formalize what is “reasonable” and what is not? If the system of concern is
governed by a certain causal relation, the exterior factor can only affect the input-output distribution
in a certain way, and some parts of the relations in the system will remain unchanged [28, 7]. We
can borrow from this philosophy; we can say that the exterior factor is affecting the distribution in a
“reasonable” manner if there is always some part of the input-output relation that remains invariant
under its influence. We can then work with the assumption that some part of the input-output relation
is shared in common by all distributions to be considered. For the aforementioned camel example,
camels’essential biological feature in the picture is not affected by the person who takes the picture.
This is an example of the approach based on invariance. By finding the part of the system that stays
invariant under the effect of environmental factor, one may be able to find a solution to the OOD
problem. Our study explains when this is actually possible.
We do not necessarily say that this is the only way to go in all situations. For example, if environmental
factor and its effects are known in advance, we may take a completely different strategy. In the animal
picture recognition problem we mentioned above, if we know from the beginning that ”photographer”
is the environmental factor and that they affect the ”background” part of the image, one may be able
to improve the generalization ability of the trained model by allowing it to leverage the similarity
relations among the photographers. In such cases, methods of distributional robustness might be
particularly helpful [4, 16, 27, 32].
But in many cases, figuring out what is affecting the dataset is a difficult problem on its own, and it is
often not known how similar the new photographer is to the set of photographers we have seen. This
is the motivation behind the invariance-based approach to the OOD problem.
B Proof of the Invariance Results
In this section we provide the proofs for the theoretical results we presented in the section 3 of the main
manuscript. Let E , X , Y be random variables defined with probability triple (Ω,F , P ). Throughout,
we will follow the notation rules we introduced in the main part of the manuscript. Following
the convention in probability, we use σ(Z) to denote a sigma algebra generated by X , and write
W ∈ σ(Z) whenever W is measurable with respect to Z. We will generally use upper case letters to
denote random variables, and use lower case letters to denote the corresponding realizations. Unless
otherwise noted, we will use E to represent the expectation with respect to P . We will also use ⊥ to
represent independency relation, and use A ⊥ B|C to convey that P (A,B|C) = P (A|C)P (B|C).
Now, let Φ be a random variable that is mesurable with respect to σ(X), and let us define the
following elements that can be derived from Φ:
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1. Fψ = {E ∈ σ(E);E ⊥ Φ}) is a set of random variables representable as a function of E
that are independent from variable Φ
2. Eψ ∈ Fψ. If it exists, we define this to be a random variable that is maximal in the sense
that there is no other Z ∈ Fψ with σ(Eψ) ( σ(Z).
3. Eφ = Ecψ; that is, Eφ ⊥ Eψ and σ(Eφ, Eφ) = σ(E).
As for the existence of the last decomposition, we appeal to the result of [10], which claims that
, for any joint distribution of (X,Y ) we can find a function f and a noise NY ⊥ X , such that
Y = f(X,NY ). Therefore, for every  ∈ supp(E), let us WLOG suppose a map r for which
r(φ, ψ) = , and use (φ, ψ) and  interchangeably. Let us also define the invariant set I by
I = {Φ ∈ σ(X); (Y |Φ, E) = (Y |Φ), Y 6⊥ Φ} (10)
and that this set is non-empty. Then the following lemma will be useful for the main result B.2, which
provides a set of conditions under which the Φ ∈ I satisfies the OOD optimality:
Lemma B.1. If Φ ∈ I, then Eψ ⊥ (Φ, Y ).
Proof. By definition, Y ⊥ E|Φ so in particular, Y ⊥ Eψ|Φ and Y ⊥ Eφ|Φ. Moreover, by definition,
Eψ ⊥ Φ. Thus P (Eψ|Y,Φ) = P (Eψ|Φ) = P (Eψ) and Eψ ⊥ (Φ, Y ), as desired.
We are now ready to present the proposition B.2. In an equation that uses multiple E notation, will
use a notation like EZ to help seeing that the inside the symbol is an integration about Z.
Proposition B.2. Let g be a strictly convex, differentiable function and let D be the corresponding
Bregman Loss function. Let Φ ∈ σ(I), and let wφ be the measurable function such that Φ = wφ(X).
Also, put f∗(X) = E[Y |Φ] = g∗(wφ(X)) and suppose that, for all φ there exists ˜ψ such that
X ⊥ Y |(Φ, φ, ˜ψ) (11)
Then
f∗ = arg min
f
sup
∈supp(E)
E[D(f(X), Y )|] (12)
Proof. We are going to leverage the fact that, if G is a sub sigma algebra of F to which Y is
measurable, then [2]
arg min
Z∈G
E[D(Z, Y )] = E[Y |G]. (13)
We are also going to use the fact that the Bregman loss function
D(a, b) = g(a)− g(b)− 〈a− b,∇g(b)〉
is convex about its first coordinate, a. Now, in order to show the claim, we need to show that
sup E[D(f(X), Y )|] ≥ sup E[D(f∗(X), Y )|] for all measurable f . To show this, for any fixed
 we need to be able to find one ′ such that
E[D(f(X), Y )|′] ≥ E[(D(f∗(X), Y )|]. (14)
Suppose a fixed  and suppose that  = r(φ, ψ) for the appropriate invertible map r, and let ′ be
such that ′ = r(φ, ˜ψ) with ˜ψ that satisfies the condition in the claim. Now, the Bregman Loss
function D(x, y) is convex with respect to x. With Jensen’s inequality and repeated application of
Tower rule [11],
EX,Y [D(f(X), Y )|′] = EΦ,Y [EX [D(f(X), Y )|′,Φ, Y ]] (15)
≥ EΦ,Y [D(EX [f(X)|Φ, Y, ′], Y )|′]] (16)
= EΦ,Y [(D(EX [f(X)|Φ, ′], Y )|′]] (17)
= EΦ,Y [D(h(Φ, ′), Y )|′] (18)
where we set h(Φ, ′) = E[f(X)|Φ, ′] and used Jensen’s inequality in the second line. Here, the
random variable that is integrated in the last expression is Φ and Y only, and eφ, ψ, ˜ψ are all
13
constant. Moreover, by the lemma B.1, (Y,Φ)|φ, ˜ψ = (Y,Φ)|φ, ψ . Therefore, using the property
of ˜ψ ,
EΦ,Y [D(h(Φ, ′), Y )|φ, ˜ψ] = EΦ,Y [D(h(Φ, φ, ˜ψ), Y )|φ, ˜ψ] (19)
= EΦ,Y [D(h(Φ, φ, ˜ψ), Y )|φ, ψ] (20)
≥ EΦ,Y [D(EY [Y |Φ, φ, ψ], Y )|eφ, ψ] (21)
= EΦ,Y [D(E[Y |Φ], Y )|φ, ψ] (22)
= EΦ,Y [D(f∗(X), Y )|φ, ψ] (23)
Above, the inequality in the third line follows just from the optimality of the conditional expecation
about the Bregman divergence, and the equality in the fourth line follows from the fact that Φ ∈ I.
All together we have
E[D(f(X), Y )|′] ≥ [(D(f∗(X), Y )|]. (24)
Indeed, the condition in the claim B.2 does not hold for just any arbitrary Φ ∈ I. In order for g∗(Φ)
to be optimal in the sense of B.2, Φ has to be special in some sense.
Proposition B.3. Suppose Φ ∈ I and suppose that  satisfies X ⊥ Y |Φ, . Then for this particular
,
Φ = arg max
Z∈σ(X)
I(Y ;Z|).
Proof. Suppose that there exists B ∈ σ(X) with I(Y ;B,Φ|) > I(Y ; Φ|). Notice then that
I(Y ;B,Φ|) = I(Y ; Φ|) + I(Y ;B|Φ, ) (25)
and it follows that I(Y ;B|Φ, ) > 0. Since I(Y ;X|Φ, ) ≥ I(Y ;B|Φ, ) this implies that Y 6⊥
X|Φ,  and in particular,  does not satisfy X ⊥ Y |Φ, . Thus, in order for X ⊥ Y |Φ,  to hold for ,
such B cannot exist. In other words, Φ must be optimal among all Z ∈ σ(X) on any environment
satisfying (11) .
The necessary condition for (11) can be also more succinctly stated as follows.
Proposition B.4. Suppose Φ ∈ I and suppose that for some ∗, Φ ⊥ Y |∗ Then there exists no
Φ˜ ∈ I with Φ ∈ σ(Φ˜) such that I(Y ; Φ) < I(Y ; Φ˜).
Proof. Let Φ˜ be as stated in the assumption. Then since g(X) ⊥ Y |Φ, e∗, it particularly follows that
Φ˜(X) ⊥ Y |∗. Thus we have
P (Y |Φ˜) = P (Y |Φ˜, ∗) (26)
= P (Y |Φ˜,Φ, ∗) (27)
= P (Y |Φ, ∗) (28)
= P (Y |Φ) (29)
Where the first and the last equalities follow from the invariance property, the second equality
follows from the tower rule of conditional expectation, and the third equality follows from the
assumption about ∗. Note that both Φ and Φ˜ are functions about X . Also, note that the mutual
information depends only on conditional distribution. It follows that I(Y ; Φ˜) = I(Y ; Φ), and the
claim follows.
Theorem B.5. Suppose that there exists at least one Φ for which there is a corresponding ψ for
every φ such that X ⊥ Y |Φ, φ, ψ. Suppose also that I is generated by one Φ0. In this case
E[Y |Φ∗] is OOD optimal if
Φ∗ = arg max
Φ∈I
I(Y ; Φ). (30)
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Proof. If Φ˜ ∈ I is such that for every φ there is a corresponding ψ, Φ is automatically OOD
optimal, and it needs to be maximal by the proposition B.4. Now, if I is generated by one Φ0,
then Φ0 is the unique maximal variable in the sense that it is equivalent to Φ∗ up to its sigma
field. Because Φ˜ ∈ σ(Φ0), σ(Φ0) = σ(Φ˜) necessarily by the maximality of Φ˜ as well. We
thus have σ(Φ0) = σ(Φ˜) = σ(Φ∗). Thus, for Φ0 there exists ψ satisfying 11 for every φ, and
E[Y |Φ0] = E[Y |Φ∗] is OOD optimal.
As one explicit example, that I is generated by one variable can happen when the underlying
distribution P is UG-faithful, that is, P is faithful to the independence relations for which there exists
some undirected graph G that induces a perfect map [14, 24, 8] More succinctly stated, we have the
following corollary.
Corollary B.6. Suppose that there exists at least one Φ for which there is a corresponding ψ for
every φ such that X ⊥ Y |Φ, φ, ψ, and suppose that P is UG-faithful to some undirected graph.
Then MIP implies OOD optimality.
Proof. If P is UG-faithful to some undirected graph, we know that strong union law of the conditional
independence applies. That is, if X ⊥ Y |Φ1, E and X ⊥ Y |Φ2, E , then X ⊥ Y |Φ1,Φ2, E as well.
Let Φ∗ be a MIP. If there exists another Φ ∈ I such that Φ /∈ σ(Φ∗), then Φ0 = [Φ,Φ∗] has larger
mutual information than Φ∗. Also, by the strong union property, Φ0 ∈ I. This contradicts the
maximality of Φ∗, so I = σ(Φ∗) necessarily, and the claim follows by the application of the theorem
B.
This corollary might be applicable to some DAG cases as well. For more detailed relation between
DAG and undirected graph, see [6]. We shall also mention that, when P is UG-faithful to some
undirected graph, the MIP is everything that excludes E and Y . As we emphasize over and over, we
are considering the case in which the identity of E as well as the correlation amongst the covariates
and variates, so even if it is known that P is faithful to some undirected graph, finding MIP might be
better strategy in such case.
The following is another sufficient condition for the OOD optimality that can hold if we can make a
slightly stronger assumption about E .
Corollary B.7. Suppose that E admits an independence decomposition (Eφ, Eψ) such that Eψ = Ecφ
and Eφ ⊥ Ψ. If there exists one ˜ψ for which Ψ ⊥ Y |˜ψ , then E[Y |Φ] is OOD optimal.
Proof. Since Φ ⊥ (Ψ, Eψ), we have (Φ ⊥ Ψ)|Eψ because
P (Φ|Ψ, Eψ) = P (Φ) = P (Φ|Eψ) (31)
Likewise, by the assumption we have Eφ ⊥ (Ψ, Eψ), so we have (Eφ ⊥ Ψ)|Eψ. Now, we also have
the assumption that Ψ ⊥ Y |˜ψ . Altogether we have (Ψ ⊥ (Y, Eφ,Φ))|˜ψ . This tells us that
P (Ψ|Y, Eφ,Φ, ˜ψ) = P (Ψ|˜ψ) = P (Ψ|Y, ˜ψ) (32)
This is to say that Ψ ⊥ Y |Φ, Eφ, ˜ψ , and the claim follows by the application of B.2.
Wa also want to make a comment regarding the choice of Eψ .
Remark B.8. Making Eψ maximal in the assumption 3 in general cases the difficulty of satisfying
11. To see this, suppose that Eψ is not maximal, and that there exists E˜ψ with the corresponding
complement E˜φ for which σ(E˜ψ) ( Eψ. Now, again in the way of [10], let E ′ψ ⊥ Eψ be such that
σ(E ′ψ, Eψ) = σ(E˜ψ). This way we can let the triplet (E˜φ, E ′ψ, Eψ) to represent e, and let the pair
(E˜φ, E ′ψ) serve as a Eφ. Whenever one can say that, for all φ there exists ψ satisfying (11), I can
also say as well that, for all e˜φ there exists e˜ψ = (′ψ, ψ) for which (11) holds. This is clear by
construction. However, the reverse is not true in general. Even if for ˜φ there exists ˜ψ for which (11)
holds, it is not necessarily true that, for all φ there exists ψ satisfying (11). To see this, suppose that,
for a given ˜φ, there is a unique (
′∗
ψ , 
∗
ψ) such that (11) holds. In this case, for any φ = (˜φ, 
′
ψ)
with ′ψ 6= 
′∗
ψ , there is no ψ for which (11) holds.
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˜ψ
Figure 6: (Left) A rough schematic view of the condition assumed in the corollary B.7, interpreted in
the language of graphical model. (Right) When there is a ˜ψ that breaks the edge from Y to Ψ, the
conditional expectation E[Y |Φ] will be OOD optimal.
C More details about Method
C.1 Difficulties in finding the MIP
At a first glance, the concept we presented in the last section seems to require two steps: (i) the
search for the solution Φ∗ of (30) and (ii) the computation of E[Y |Φ∗], which is a function of
Φ∗. However, finding Φ∗ is difficult on its own because I(Y ; Φ) requires p(Y |Φ)(density) for its
evaluation. Without reasonably accurate knowledge about the density of X and Y , it is hard to
compute (30), let alone the condition for Φ’s invariance.
Classic constrained optimization methods often use regularization terms to enforce the constraint. Let
us use Q to approximate P , and let us parametrize Q by ξ and Φ by η. We can interpret our problem
(30) as the optimization of
arg min
ξ,η
E[dKL[p(Y |X)‖p(Y |Φη)]]
+ E[dKL[p(Y |Φη)‖qξ(Y |Φη)]] + λIq(Y ; E|Φη)
(33)
about both Φ and q. The last regularization term encourages Φ to be in I, and the second term
encourages q to be close to p. The first term encourages Φ to be closely correlated with Y . Now,
Iq(Y, E|Φη) can be approximated by
E[dKL(qξ(Y |Φη, E)‖qξ(Y |Φη))] (34)
and it also follows that
E[dKL[p(Y |X)‖qξ(Y |Φη)]]
= E[dKL[p(Y |X)‖p(Y |Φη)]]
+ E[dKL[p(Y |Φη)‖qξ(Y |Φη)]].
(35)
With the understanding that the pair of the parameters (ξ, η) represents a function, let us write
dKL[p(Y |X)‖qξ(Y |Φη)] as Le(ξ, η). We can think of (33) as the minimizer of the following
equation about ξ, η;
E[LE(ξ, η)] + λE[dKL (qξ(Y |Φη, E)‖qξ(Y |Φη))]. (36)
However, we encounter another problem yet again. In general, the form of q(y|φ) as a function of
φ depends on the choice of φ 5. This problem is subtle but important. For instance, if qξ(y|φη) is
modeled as f(y, x, ξ, η), then f(y, x, ξ, η′) for η′ 6= η is generally not equal to qξ(y|φη′). Rather, it
will most likely equal q˜ξ(y|φη′) for completely other q˜ξ. To see this, note that qξ(y|φη′) is solution
about the optimization of arg minr dKL[qξ(y|φη)‖r(y|φη′)] about the density r, and it is clear that
the optimal r depends on η. Thus, the choice of η and the choice of ξ are not independent, and the
simultaneous update of ξ and η can be nonsensical.
While aiming for different invariant feature, IRM[1] too encountered a similar problem and en-
deavored to skirt this problem by assuming that E[Y |Φ] is linear with respect to Φ, and modeled
E[Y |Φ] = 〈1,Φ〉 by requiring Φ to absorb all linear transformation. However, it is unlikely that
E[Y |Φ] takes the same form throughout the algorithm in search of a good Φ. The same things can be
said to P (Y ∈ A|Φ) for any A, which is, in essence, E[1A(Y )|Z].
5Recall that φ is a symbol representing the realization of Φ
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C.2 Penalty derivation
In this section, we provide the derivation of the penalty term we omitted in the section 4.2. For the
notations, please take a look at the main manuscript.
I(Y ; E|Φ) ∼= Iq(Y ; E|Φ) = E[dKL(qθ(Y |X, E)‖qθ(Y |X))] (37)
∼= E[log qθ(Y |X, E)− log qθ(Y |X)] (38)
= E[LE(θ − α∇θE[LE(θ)])− LE(θ − α∇θLE(θ))] (39)
∼= α(E[∇θLE(θ)T∇θLE(θ)]− E[∇θLE(θ)]TE[∇θLE(θ)]) (40)
= α trace(Var(∇θLE(θ)) (41)
Also, in our implementation, we took advantage of the smallness of α to approximate q(y|x; θ) in the
first term with g(y|x; θ) instead of g(y|x; θ − α∇θEe[Le(θ)]). In fact, faithfully computing the first
term with g(y|x; θ − α∇θE[LE(θ)]) did not make much difference in the training process.
D Implementation Detail
In this section we describe the details of the experiment design along with the architectures of the
models we used. In order to present a self-contained material, we first restate the experimental setting
we already described in the main manuscript.
D.1 Colored MNIST
Colored MNIST is an experiment that was used in [1]. The goal of the task in Colored MNIST is
to predict the label of a given digit in the presence of varying exterior factor, E . The left panel of
the figure 8 is a Bayesian Network representation of this experiment. Each member of the Colored
MNIST dataset is constructed from an image-label pair (x, y) in MNIST, as follows.
1. Assign a binary label yˆobs from y with the following rule: yˆobs = 0 if y ∈ {0 ∼ 4} and
yˆobs = 1 otherwise.
2. Flip yˆobs with a fixed probability p to produce yobs.
3. Let xfig be the binary image corresponding to y.
4. Put yobs = xˆch1, and construct xch1 from xˆch by flipping xˆch1 with probability e.
5. Construct xods = xfig×[xch0, (1−xch0), 0].(that is, red if xch1 = 1 and green if xch1 = 0.)
Indeed, xobs has exactly same information as the pair (xfig, xch1).
In this experiment, only (Yobs, Xobs) are assumed observable. At training times, the machine learner
will be given a set of datasets Dtrain = {De; e ∈ Rtrain} in which De is a set of observations
gathered when E = e. We set |Rtrain| = 2, and choose |De| = 25000. More particularly, for the e1
we chose the flip-rate(p) to be 0.1, and chose p = 0.2 for the e2. Each image was resized to 14× 14
resolution.
For the test evaluation, we randomly sampled 10 instances of p uniformly from the range [0, 1] to
construct Rtest, and approximated the OOD accuracy by computing the worst performance over all
Rtest . We used 5 seeds to produce each numerical result. For the model, we used 4 Layers MLP
with 2500 units per each layer and elu activation[9], and did not use bias term in the last sigmoid
activation. We used batch normalization (BN)[18] for each layer, and optimized the model using
Adam[20] with alpha = 0.0015, beta1=0.0, beta2=0.9 over 500 iterations. In general, less number of
iterations yielded better results when |Rtrain| was small (less overfitting).
D.2 Extended Colored MNIST
As described in the main manuscript, Extended Colored MNIST is a modified version of colored
MNIST, in which the dataset was constructed using the following procedure. The right panel of the
figure 8 is a Bayesian Network representation of this experiment.
1. Set xch2 to 1 with probability ech2. Set it to 0 with probability 1− ech2.
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2. Construct yˆobs in the same way as in Colored MNIST. If ech2 = k, construct yobs by flipping
yˆobs with probability pk(k ∈ {0, 1}.)
3. Put yobs = xˆch0, and construct xch0 from xˆch by flipping xˆch1 with probability ech0.
4. Construct xobs as xfig × [xch0, (1− xch0), xch2]. As an RGB image, this will come out as
an image in which the red scale is turned on and the green scale is turned off if xch0 = 1,
and otherway around if xch0 = 0. Blue scale is turned-on only if xch2 = 1.
In this experiment, we set |Rtrain| = 5, and choose |De| = 10000, and resized each image in the
dataset to 14 × 14 resolution. To produce e ∈ Rtrain, we selected ech0 randomly from the range
[0.1, 0.2], and selected ech2 randomly from the range [0.3, 0.4].
Mean while, we set |Rtest| = 9. To produce n-th member of Rtest, we set ech0 = 0.1 and we
selected ech2 randomly from the range [0.0, 1.0]. We chose p0 = 0.25, p1 = 0.75 for both Rtest and
Rtrain.
We used 5 seeds to produce each numerical result. For the model, we used 4 Layers MLP with
2500 units per each layer, and did not use bias term in the last sigmoid activation. We used batch
normalization for each layer, and optimized the model using Adam with alpha = 0.0005, beta1=0.0,
beta2=0.9 over 2000 iterations. The performance-values of IRM in the Table 3 of the main article are
the results produced by the model that achieved the best average train accuracy among all models
trained with λ > 104. The averages were computed over 5 seeds.
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(a) Example images of Col-
ored MNIST. Only two chan-
nels are used for all images,
and the colors are flipped
randomly by the exterior
factor.
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(b) Example images of Ex-
tended Colored MNIST. The
first two channels and the
third channel are perturbed
by the different mechanism.
See the main manuscript for
the way of the construction.
Figure 7: Example of Colored MNIST and Extended Colored MNIST
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E Yobs Y
Xch0 Xfig
E Yobs Y
Xch0 XfigXch2
Figure 8: The graphical model of Colored MNIST(left) and Extended Colored MNIST(right)
E Additional Result
The result of Extended Colored Mnist with p0 = 0.25, p1 = 0.65 for both Rtest and Rtrain. Our
algorithm outperforms the Invariant Risk Minimization(IRM)[1] in this case as well in Figure 9.
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(b) Our
Figure 9: Result on Extended Colored MNIST (p0 = 0.25, p1 = 0.65)
In general, IRM does not work well with standard gradient descent when we implement MLP without
Batch Normalization (Figure 10).
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Figure 10: Result on Colored MNIST with MLP without BN.
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We shall note that the original implementation of the IRM published in Github (https://github.
com/facebookresearch/InvariantRiskMinimization) uses a very specific schedule for the
regularization parameter λ, and it makes λ to jump to a very large value at a very specific timing.
The following figures are the result of their original algorithm on MNIST and Extended Colored
MNIST implemented with various jump-timings of λ. For Colored MNIST, the original IRM works
for specific choices of the jump timing(200 ∼ 300). For Extended Colored MNIST, the original
algorithm does not work too well for any choice of the jump timings. Meanwhile, IRM works
relatively well on Colored MNIST consistently if we apply batch normalization, and it works well
even without ”jumping” the λ. For the tables we present in the main manuscript, we reported the
result of IRM implemented with batch normalization, which consistently yielded better results than
the original implementation.
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Figure 11: The plot of jump timing against the accuracies on Colored MNIST
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(b) MLP with BN
Figure 12: Results on Extended Colored MNIST.
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Figure 13: The plot of jump timing against the accuracies on Extended Colored MNIST.
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