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Abstract
Identifying codes are designed for locating faulty processors in multiprocessor systems. In
this paper we consider a natural extension of this problem and introduce strongly identifying
codes. Several lower bounds and constructions are given and relations between di/erent types
of identifying codes are examined. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
Consider the Cartesian product Fn2 = F2 × · · · × F2 of n copies of the binary 6eld
F2. We endow this vector space with the Hamming metric; the Hamming distance
d(x; y) between vectors x and y is the number of coordinates in which they di/er.
The Hamming weight w(x) of x is de6ned as d(x; 0). We call the set {i | xi =0} the
support of x = (x1; : : : ; xn). As usual, we denote by |X | the cardinality of a set X ,
Bt(x) = {y∈Fn2 |d(x; y)6 t}
and
St(x) = {y∈Fn2 |d(x; y) = t}:
The following problem was introduced by Karpovsky et al. [15]. Let 2n processors
be arranged in the nodes of Fn2 . A processor can check all the processors within
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Hamming distance t and reports NO if something is wrong in these processors and
YES otherwise. We want to choose a subset of processors (i.e. a subset of Fn2 ) such
that if there are problems in at most l processors, we know the locations of these
malfunctioning processors by looking at the reports from the processors in the chosen
subset.
In this model, we expect to get correct reports from all the processors of the chosen
subset. In other words, the faulty processors must be able to transmit the correct reports
of their state as well. In this paper, we consider the situation where malfunctioning
processors send a report which may be correct or wrong. We can also think that
only the processors with the “NO” answers transmit the report and a malfunctioning
processor may send a report or be silent.
Let C be a subset of Fn2 , i.e., C is a code of length n. For any X ⊆ Fn2 we de6ne
its “codeword neighbourhood” by
It(X ) = It(C;X ) =
( ⋃
x∈X
Bt(x)
)
∩ C:
In order to 6nd the malfunctioning processors we require that C satis6es the following.
Let for any di/erent subsets X and Y of Fn2 (|X |; |Y |6 l) the sets It(X )\S and It(Y )\T ,
where S ⊆ X ∩ C and T ⊆ Y ∩ C, be nonempty and distinct. Then obviously we can
always distinguish between X and Y . The sets It(X )\S and It(X )\S ′ where S; S ′ ⊆
X ∩C (S = S ′) are automatically di/erent from each other. This leads to the following
de6nition.
Denition 1. Let C ⊆ Fn2 be a code and t; l¿ 0 integers. For X ⊆ Fn2 we de6ne
It(X ) = {U | It(X )\(X ∩ C) ⊆ U ⊆ It(X )}: (1)
If for all X1; X2 ⊆ Fn2 ; where X1 =X2 and |X1|; |X2|6 l; we have It(X1)∩It(X2) = ∅;
then we say that C is a strongly (t;6 l)-identifying code.
If we replace (1) by It(X ) = {It(X )}, we get the de6nition of a (regular) (t;6 l)-
identifying code in the sense of Karpovsky et al. [15].
Denition 2. The code C ⊆ Fn2 is called (t;6 l)-identifying; if for all X1; X2 ⊆ Fn2 ;
X1 =X2; with |X1|6 l and |X2|6 l we have It(X1) = It(X2):
Therefore, a strongly identifying code is always a (regular) identifying code. A
strongly (t;6 l)-identifying code is abbreviated by a SID code when the parameters t
and l are known from the context, and we denote a strongly (t;6 1)-identifying code
by a strongly t-identifying code.
We denote It({x1; : : : ; xs}) = It(x1; : : : ; xs) and I ′t (y) = It(y)\{y}. In this paper, we
consider strongly (t;6 1)-identifying codes (the more general case l¿ 2 is examined
in [16]). To verify that a code C ⊆ Fn2 is (t;6 1)-identifying one must check that
It(y) = It(x) = I ′t (y) and I ′t (x) = I ′t (y) for all x; y∈Fn2 (x =y) and that the sets It(x)
and I ′t (x) are nonempty for all x∈Fn2 .
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The smallest cardinality of a strongly t-identifying code of length n is denoted by
M SIDt (n). Usually, we omit t from these notations if t=1. A code attaining the smallest
cardinality is called optimal. We say that x t-covers y; if d(x; y)6 t; and again we
omit t, if t = 1.
2. Constructions
In what follows, we often use the fact that three Hamming spheres of radius one
intersect in a unique point, if the intersection is nonempty. Indeed, if the intersection
contains a point, say x, then either x is one of the centres of the spheres or not. In
both cases one immediately checks that the intersection contains only x.
The direct sum of the codes C1 ⊆ Fn12 and C2 ⊆ Fn22 is
C1 ⊕ C2 = {(c1; c2) | c1 ∈C1; c2 ∈C2} ⊆ Fn1+n22 :
Theorem 1. For n¿ 4: M SID(n)6 2n−1:
Proof. The set Fn−12 ⊕ {0} is a strongly 1-identifying code. Here each codeword x is
covered by exactly n codewords and every non-codeword y= y′1; where y′ ∈Fn−12 is
covered by the unique codeword y′0: Thus clearly I(y) = I(x) = I ′(y) and I ′(x) = I ′(y)
for any distinct words x and y.
Theorem 2. Let C ⊆ Fn2 be a (1;6 1)-identifying code with the property that
d(c; C\{c}) = 1 for all c∈C. Then D = C ⊕ F2 is strongly 1-identifying.
Proof. We know by [1] that D is (1;6 1)-identifying. Let us now compare I ′(c);
c∈D; to I(x) and I ′(c′) for all x∈Fn+12 and c′ ∈D (c = c′). If c; x and c′ are in
Fn2 ⊕ {1}; then I(x) = I ′(c) = I ′(c′) because of the unique word in I ′(c) ∩ (Fn2 ⊕ {0}).
Assume then that x and c′ are in Fn2 ⊕{1} and c is in Fn2 ⊕{0}. We have I(x) = I ′(c);
since if x ∈ D; then there exists c1 ∈ I ′(c) in Fn2⊕{0} such that c1 ∈ I(x); and if on the
other hand x∈D; then there exists c1 ∈ I(x) in Fn2 ⊕ {1} such that c1 ∈ I ′(c). Finally;
I ′(c) = I ′(c′) because the contrary would only be possible if in C the corresponding
words of Fn2 ; say; cC and c
′
C were only covered by one another. However; since C is
a (1;6 1)-identifying code; this cannot be true.
Corollary 1. If C is a strongly 1-identifying code; then its direct sum with F2 is as well.
Codes that are (1;6 2)-identifying have been considered in [14,18]. The smallest
cardinality of a (1;6 2)-identifying code of length n is denoted by M (62)(n): In the
next theorem, we show that a (1;6 2)-identifying code is strongly (1;6 1)-identifying.
Theorem 3. M SID(n)6M (62)(n):
Proof. Let C be a (1;6 2)-identifying code with M (62)(n) codewords. By [14;
Theorem 2] every word in Fn2 is covered by at least three codewords. Thus for
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all x∈Fn2 the set I(x) is unique. Moreover; I ′(c) = I ′(c′) for all c; c′ ∈C (c = c′).
In particular; if I ′(c) = {c1; c2} = I ′(c′); then I(c1; c) = I(c1; c′) and this is a
contradiction.
Example 1. Let C be a code such that every word of the ambient space is covered
by at least three codewords of C. As the previous proof indicates; C is then strongly
1-identifying provided that there does not exist a pair of codewords c and c′ such that
I ′(c)= {c1; c2}= I ′(c′): It can be checked (by computer) that this is the case with the
code of length 13 and cardinality 1920 from [17]; which gives the smallest currently
known cardinality among the codes of length 13 such that every point in F132 is covered
at least three times. Hence M SID(13)6 1920:
The covering radius of a code C is de6ned via R=maxx∈Fn2 minc∈C d(x; c): Denote
by K(n; R) the smallest cardinality of a binary code of length n and covering radius
R. Bounds for K(n; R) can be found from [5].
Theorem 4. M SID(n)6 2n · K(n− 1; 2):
Proof. Let D be a code of length n−1 with covering radius two attaining K(n−1; 2).
Now C′ = F2 ⊕D has the property that every word in Fn2 is at distance 0 or 2 from a
codeword (this is not necessarily the closest codeword). Let C′ = {c1; c2; : : : ; c|C′|}.
We show that C = {a + e | a∈C′; e∈ S1(0)} is a SID code. Let x∈Fn2 and denote
Hj = {cj + e | e∈ S1(0)}, j = 1; : : : ; |C′|. We have d(x; cj) = 0 or 2 if and only if
|I(x)∩Hj|¿ 2 (and if and only if |I ′(x)∩Hj|¿ 2). Thus using I(x) (or I ′(x)) we can
6nd a codeword cj at distance zero or two (without loss of generality, we may assume
cj = 0). If |I(x)∩Hj|= n, then x= 0. If |I(x)∩Hj|= 2, then the union of supports of
these two words is the support of x and again x is uniquely identi6ed.
The result above can also be proved using Theorem 2 and a modi6cation of the
code used to obtain [15, Theorem 8].
In the previous proof we constructed a code C′ with the property⋃
c∈C′
(S0(c) ∪ S2(c)) = Fn2 : (2)
Can we construct a code satisfying (2), whose cardinality is smaller than 2K(n−1; 2)?
Following the techniques of [3] we next show that it is impossible. Let C be a code
satisfying (2). Evidently, requirement (2) is equivalent to the condition that every
even-weight word is at distance zero or two from a codeword of even weight and
every odd-weight word is at distance zero or two from an odd-weight codeword. Denote
Ce={c∈C |w(c) is even}: Since the minimum distance of Ce is at least two, puncturing
yields a code of length n − 1, cardinality |Ce| and covering radius at most two. This
implies that |Ce|¿K(n − 1; 2): Similarly, |C\Ce|¿K(n − 1; 2): Combining these we
obtain |C|¿ 2K(n− 1; 2):
Example 2. Any n − 1 codewords of weight one are enough to identify all words of
weight two. By using this idea in the previous theorem when n = 6 we notice that
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we can remove four words. For example; if C′ = {000000; 100000; 011111; 111111};
then C= {a+ e | a∈C′; e∈ S1(0)}\{110000; 100000; 001111; 011111} is a SID code of
cardinality 20: Here we have to notice that we cannot remove codewords freely; both
100000 and 000000 cannot be removed.
Theorem 5. Assume that 26 t ¡n=2. Let C′ ⊆ Fn2 be a code with covering radius 2t
attaining K(n; 2t). Let further B=Bt−1(0) and A consist of all the words of length n
and weight t such that at least t − 1 of the coordinate positions belong to the same
residue class modulo two. Thus for every 2t-element subset S of the set {1; 2; : : : ; n}
there is a collection of words of A such that the union of their supports is S. Then
the code C = C′ + (A ∪ B) = {c + d | c∈C′; d∈A ∪ B} is strongly t-identifying.
Proof. Let us assume that x is the unknown word; and we are given a set J (x); which
is either I(x) or I ′(x) (but of course we do not know which).
By the de6nition of C′, there is a word c∈C′ such that d(x; c)6 2t. We easily
6nd such a word c simply by checking whether or not J (x) ∩ (c + (A ∪ B)) = ∅. In
particular, it is clear that all the sets I(x) and I ′(x) are nonempty. Without loss of
generality assume that c = 0∈C and that d(x; c)6 2t, i.e., w(x)6 2t.
Consider the smallest weight s occurring in J (x). Clearly, s=w(x)−t if t ¡w(x)6 2t;
and s=0 if 06w(x)6 t—except when x=0 and J (x)=I ′(x), but in this case J (x) con-
tains all the words of weight one, which is not true if w(x)= t+1 (because n¿ t+2),
so this case can be disposed of. So, if s¿ 0, we can deduce that w(x) = s + t, and
obtain the support of x as the union of the supports of the codewords of weight s in
J (x). Assume therefore that s= 0 (i.e., 0∈ J (x)). Then 06w(x)6 t.
Let now ‘ be the largest weight such that at most one of the words of A∪B of that
weight is missing from J (x). Because n¿ 2t + 1 (and hence n¿ t + 2), we see that
‘= t−w(x). The case w(x)=0 is now clear. Let us 6rst assume that w(x) =(t+1)=2.
Then we know that w(x) = ‘ + 1, and (even in the case J (x) = I ′(x)) the union of
supports of the words of weight ‘ + 1 that are not in J (x) is exactly the complement
of the support of x. Indeed, if 26w(x)6 t, then this is immediate; if w(x) = 1, we
use the fact that every 2t-element subset with an empty intersection with the support
of x can be obtained as a union of supports of some words in A. Assume 6nally that
w(x) = ‘ + 1 = (t + 1)=2. We know that 1¡ (t + 1)=2¡t, and n¿ t + 2. If i is an
element which is not in the support of x, at least two of the words of weight ‘ + 1
that are not in J (x) contain i; if i is in the support of x, there is at most one. Again
we 6nd the support of x.
The fact that the code C in the previous theorem is (regular) (t;6 1)-identifying
was already shown in [2].
No asymptotically better bounds than the ones in Theorems 4 and 5 are known even
for (regular) identifying codes [15,2].
Denition 3. Denote by Wt(n; k; l) the minimum number of codewords in any code C
of length n whose codewords all have weight l and which has the property that all the
sets It(C; x); x∈ Sk(0); are nonempty and di/erent.
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Trivially, W1(n; 2; 1) = n− 1: Let us look at the values of W1(n; 3; 2).
If we denote by D(C) the smallest number of di/erent codewords of C whose sum
is the all-zero word, we get the following theorem.
Theorem 6. Let RC = S2(0)\C; C ⊆ S2(0). The sets I( RC; x) are nonempty and distinct
for all words x of weight three if and only if D(C)¿ 5.
Proof. Clearly; there is a word x of weight three for which I( RC; x) = ∅ if and only
if C contains three words whose sum is the all-zero word. Any word x∈ S3(0) for
which |I( RC; x)|¿ 2 is obviously uniquely identi6ed. We only need to check whether
there exist cases in which for two words of weight three; say x1 and x2 with supports
{i; j; k} and {i; j; m}; we have I( RC; x1) = {c}= I( RC; x2) where the support of c equals
{i; j}. This happens if and only if the words with the supports {i; k}; {j; k}; {i; m} and
{j; m} are all in C; i.e.; if and only if some four codewords of C add up to the all-zero
word.
According to the theorem above, determining the values of W1(n; 3; 2) is equivalent to
6nding the largest code C ⊆ Fn2 whose codewords are all of weight two and D(C)¿ 5.
Consider an undirected graph whose vertex set is the set of the coordinates {1; : : : ; n}
and an edge is a pair of such coordinates (that is, the support of a word of weight
two). Hence calculating W1(n; 3; 2) is equivalent to 6nding a graph with the maximal
number of edges and with the length of the shortest cycle (girth) at least 6ve.
The problem of 6nding such graphs is well-known and several exact values of
W1(n; 3; 2) are known (see, e.g., [11,12,19] and the references therein). For exam-
ple, the values of W1(n; 3; 2) are 1, 3, 5, 9, 13, 18, 24, 30, 39, 48, 57, 68, 79, 92, 105,
119 for the lengths n= 3; : : : ; 18, respectively. It also follows that
lim
n→∞
W1(n; 3; 2)
n2
=
1
2
:
Example 3. The constant weight code S2(0)\{1100000; 0110000; 0011000; 0001100;
0000110; 1000010; 1000001; 0001001} attains the value W1(7; 3; 2) = 13.
Theorem 7. Suppose n¿ 7: If A is a code attaining the value W1(n; 3; 2); then every
word of weight one is covered by at least three codewords of A.
Proof. Suppose on the contrary that there is a word x of weight one; which is covered
by less than three codewords. Let {s} be the support of x. Without loss of generality
we can assume that s = 1: Denote by i the number of codewords of weight two that
cover x:
If i= 0; then none of the words with support {1; j}; for j = 2; : : : ; n; is a codeword.
There are n − 1 such words. One easily checks that the code consisting of all the
words of length n¿ 8 and weight two except the ones with supports {1; 2}; {2; 3}; : : : ;
{n−1; n}; {n; 1} and {1; 5} still identi6es all the words of weight three. From this and
Example 3, we can deduce that for n¿ 7 there are at least n+1 words of weight two
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that do not belong to A. Hence there is also a word whose support is {k; l}; (k; l¿ 2,
k = l); which is not in A: But now the word of weight three with support {1; k; l} is
not covered at all, a contradiction.
If i=1; then for some j the word with support {1; j} is a codeword. Now there must
be also three words of weight two which begin with zero and are not codewords. If
any of them does not contain j in its support then we are done as in the previous case.
Without loss of generality words with supports {j; k1} and {j; k2} are not codewords,
for some k1 and k2; k1 = k2: But now the words of weight three with supports {1; j; k1}
and {1; j; k2} cannot be distinguished, because both are only covered by the word with
support {1; j}:
If i=2; then for some j1 and j2 words with supports {1; j1} and {1; j2} are codewords.
Now there are at least four words of weight two that begin with zero and are not
codewords. As in the previous case either j1 or j2 must occur in the support of each
of them. This means without loss of generality that there are words with supports
{j1; k1} and {j1; k2}; k1 = j2, k2 = j2, k1 = k2, that are not codewords. (The remaining
two noncodewords can have supports {j1; j2} and {j2; k}:) And we get a contradiction
as in the previous case.
Theorem 8. For n¿ 7;
M SID(n)6 (W1(n; 3; 2) + n− 1)K(n; 3):
Proof. Let A be a set which attains the value W1(n; 3; 2); B realizing the value
W1(n; 2; 1)= n− 1; and D a code of length n and covering radius three. We show that
(A ∪ B) + D is SID.
Let x∈Fn2 and denote H (d) = {d + y |y∈A ∪ B}. Then d(x; d)6 3 if and only
if H (d) ∩ I(x) = ∅ (and if and only if H (d) ∩ I ′(x) = ∅). Therefore, using I(x) (or
I ′(x)) we can 6nd a codeword d∈D such that d(x; d)6 3. Without loss of generality,
assume that d= 0.
If x= 0, then we immediately know it, because I(x) and I ′(x) both contain at least
n− 1¿ 3 words of weight one, which uniquely identify x. Assume that x =0. If I(x)
(or I ′(x)) contains 0, then we know that w(x)=1, and by Theorem 7, at least three of
the words in A cover x, and therefore uniquely identify it. We can now assume that
we know that w(x)¿ 2. Then w(x) = 2 if and only if I(x) (or I ′(x)) contains at least
one word of weight one. When it is known that w(x) = 2, the words in B uniquely
identify x. When we know that w(x) = 3, then words of A uniquely identify x.
3. Nonexistence results
Denote by Ni the number of codewords of weight i in C.
Lemma 1. Let C be a strongly 1-identifying code of length n¿ 3: If 0 ∈ C then at
least 2n=3 codewords of weight two are needed to identify all the words of weight
one. If 0∈C; then we need at least 2(n− 1)=3 codewords of weight two.
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Proof. Assume 6rst that 0 ∈ C. If s denotes the number of words x∈ S1(0) such that
|I ′(x)|= 1; then
s+ 2(n− s)6
∑
x∈S1(0)
|I ′(x)|= 2N2:
Since s6N2; we get N2¿ 2n=3.
Assume then that 0∈C. Then I ′(x)={0} for at most one x∈ S1(0). Considering the
sets I ′(x)\{0}, we similarly get
N2 + 2(n− N2 − 1)6
∑
x∈S1(0)
|I ′(x)\{0}|= 2N2;
and the second claim follows.
Theorem 9.
M SID(n)¿
⌈
2n · 2n=3
( n2 ) + 2n=3 − 2(n− 1)=3
⌉
:
Proof. Assume that C is a code with M SID(n) codewords. Applying Lemma 1 to all
the words of Fn2 we get
(2n −M SID(n))2n=3+M SID(n)2(n− 1)=36M SID(n)
(
n
2
)
;
from which the theorem follows.
Lemma 2. If C is an optimal strongly 1-identifying code of length at least four; then
for all x∈Fn2 we have |I ′(x)|6 n− 1:
Proof. Suppose on the contrary that for some x we have |I ′(C; x)| = n. Without loss
of generality we can assume that x = 0. We will show that C\{y} is a SID code; we
choose y in the following way: we take y∈ S1(0) such that |I(C;y) ∩ S2(0)| = 1; if
such a word exists; otherwise we take any y∈ S1(0): It suSces to show that
I ′(v) = I(w) = I(v) and I ′(v) = I ′(w) = I(v) (3)
for all w∈B1(y) and v∈Fn2 . Here and from now on the notations I and I ′ all refer
to the code C\{y}. Since |I ′(0)|= n− 1¿ 3 we may always exclude the cases w= 0
and v= 0.
Assume 6rst that also v∈B1(y) and 0 = v =w =0. Then either w =y or v =y; say
w =y. Now w + y∈ I ′(w) ∩ S1(0) but w + y ∈ I(v). This implies (3) in this case.
Suppose then that v ∈ B1(y). Let 6rst w(v)¿ 3. Since C is SID, we get (3) for
w=y. If w =y, I ′(w)∩ S1(0) = ∅ and I(v)∩ S1(0)= ∅. This gives (3) for these v. Let
then w(v)=2. Now there clearly exists a codeword a∈ I ′(v)∩S1(0) such that a ∈ I(w)
(because w =0). Let 6nally w(v) = 1: Since I ′(C; v) = I ′(C;y) we may assume that
w(w) = 2. The choice of y guarantees that there exists a word of weight two in I ′(v)
which does not belong to I(w). Therefore, we have (3) for all w and v.
In the proof of the next lower bound (cf. [15, Theorem 3] and [1, Theorem 9]) we
use the concept of excess, cf., e.g., [5]: Assume that C ⊆ Fn2 has covering radius one.
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If a vector x∈Fn2 is 1-covered by exactly i + 1 codewords of C then we say that the
excess E(x) on x is i: In general, the excess E(V ) on a subset V ⊆ Fn2 is de6ned by
E(V ) =
∑
x∈V E(x):
Theorem 10.
M SID(6)¿ 18; M SID(7)¿ 32; M SID(8)¿ 57:
For n¿ 9;
M SID(n)¿
⌈
2n+1(n2 − 2n+ 4)
n3 − n2 + 2n+ 8
⌉
:
Proof. Let C be a code realizing M SID(n) with n¿ 6. The number of points for which
|I(x)| = 1 is at most M SID(n). The points x with |I(x)| = 2 are called sons and the
ones with |I(x)|¿ 2 are called fathers. If |I(x)|=2; then there exists a unique point y
such that I(x) ⊂ I(y) and is called the father of x. A family consists of a father and
its sons. The space is partitioned by the families and the points with |I(x)|= 1.
Assume that f is a father and denote by S = S(f) the set of sons of f. Let
|I(f)|= i¿ 3: We shall examine the average excess of a family, i.e., the function
|S|+ i − 1
|S|+ 1 =: g(i; |S|):
Let us bound above the number of sons of a father and thus bound below the average
excess of a family. Without loss of generality we can assume that the father f is the
all-zero word. Clearly, a father may have at most ( i2 ) sons, but as we shall see, we
can often say more.
Assume 6rst that f ∈ C. By the previous lemma we know that i6 n− 1: Suppose
6rst that i = n− 1. Let c ∈ I(f).
Denote by x the unique word not in I(f) but for which d(f; x) = 1. We show that
all the n−2 words in B1(c)\{f; c; x+ c} cannot be sons of f. Indeed, there must be a
codeword c′ = c in I(c), otherwise I ′(c) = ∅, and if c′ = x+ c we are done, so assume
c′ = x + c is the unique codeword in I ′(c). There has to be a codeword c′′ of weight
three in I(c′): otherwise I(c′) = I(c). We have c′′ = c + x + z for some z ∈ I(f). But
then c + z cannot be a son, since |I(c + x)|¿ 3: Consequently, c∈ I(f) can have at
most n − 3 sons of f at distance one from it. Counting in two ways the pairs (c; s)
where c∈ I(f), s∈ S and d(c; s) = 1 we obtain 2|S|6 (n − 3)|I(f)| which implies
|S|6 (n− 3)(n− 1)=2=:U1.
Consider the case f ∈ C and i = n − 2. Denote by x1 and x2 the two words not
in I(f) but at distance one from f. Because C is SID, I ′(x1 + c) = I ′(x2 + c), and
therefore one of these contains a codeword of C of weight three, which is not contained
in the other. Without loss of generality, x1 + c+ z ∈C for some z ∈ I(f), z = c. Then
c; z; x1 + c+ z ∈ I(c+ z) and hence c+ z is not a son. Thus there cannot be n− 3 sons
in S1(c). Counting as above, we get |S|6 (n− 2)(n− 4)=2=:U2.
Notice that for other values i = 4; : : : ; n the function g(i; ( i2 )) is decreasing, and
g(3; ( 32 )) = g(6; (
6
2 )): Hence for i = 3; : : : ; n − 3 we may bound g(i; ( i2 )) below by
g1(n):=g(n− 3; ( n−32 )), when n¿ 9.
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Assume now that f∈C and |I(f)|=i. In this case, S consists of the sons at distance
one and two from f. Since a son is covered by exactly two codewords, there can be
only one son at distance one from f. Indeed, if s1; s2 ∈ S and d(f; s1) = d(f; s2) = 1,
then I ′(s1) = I ′(s2) = {f}. Consequently, |S|6 ( i−12 ) + 1, because there are at most(
i−1
2
)
sons of weight two.
Notice that g(i; ( i−12 ) + 1) is decreasing on i (i = 4; : : : ; n) and we may bound it
below by g2(n):=g(n; (
n−1
2 ) + 1) for n¿ 6:
The minimum of g(3; ( 32 )); g(4; (
4
2 )); g(5; (
5
2 )) and g2(3) is g(3; (
3
2 ))=5=4: So to 6nd
the minimum of the above mentioned lower estimates on g(i; |S|) we need to compare
the functions g1(n); g(n − 1; U1); g(n − 2; U2); g2(n); and 5=4: When 66 n6 8 the
minimum is 5=4 and for n¿ 9 the minimum is g2(n): Denote by M (n) the minimum.
Consequently, the average excess of a family is at least M (n) and hence for every
family F the excess of it E(F)¿M (n)|F|. Since the excess on Fn2 by C is (n+ 1)
M SID(n)− 2n we get
(n+ 1)M SID(n)− 2n¿ (2n −M SID(n))M (n):
Routine calculations give the claim.
There exist (see, [20, Construction 4:24]) in6nite sequences of codes (Ci)∞i=1 of
length ni →∞ and covering radius two such that
lim
i→∞
K(ni; 2)|B2(0)|
2ni
= 1:
Such a family exists, for example, for the lengths ni = 2i + 5 · 2i=2−2 − 2 where i¿ 4
is even.
Combining this result with Theorems 4 and 10, we have an in6nite sequence of
strongly identifying codes such that the ratio between their cardinalities and the lower
bound of Theorem 10 approaches one. Using the results of [15], we also see that we
have an in6nite sequence of lengths such that asymptotically the ratio between the
smallest cardinalities of identifying codes and strongly identifying codes tends to one.
4. Short codes
Theorem 11. M SID(3) = 6; M SID(4) = 8:
Proof. The lower bound on M SID(3) follows from Theorem 9 and the upper bound
from Theorem 4.
The upper bound in the case n=4 comes from Theorem 1. Suppose that M SID(4)6 7
and let C be a code attaining the value M SID(4): Throughout the proof we will only be
using the condition that the sets I ′(x) are nonempty and di/erent (a fact that we will
need in the last section). We can assume that neither 0000 nor 1111 is a codeword.
Namely, if every word-complement pair contains at least one codeword, there would
be at least eight codewords.
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By Lemma 1 we need at least 2 · 4=3 = 3 codewords of weight two to identify
all words of weight one. Assume that N2 = 3. These codewords can be chosen in two
ways. Either there are two words of weight one that are covered by two codewords, or
there is a word which is covered by three codewords; in both cases all the other words
of weight one are covered by one codeword each. In the 6rst case, if x is a word of
weight one such that |I ′(x)| = 2 then there exists a word y of weight three such that
I ′(y)= I ′(x); so we need at least four codewords of weight two. In the second case, if
x is the word for which |I ′(x)|=3 then for the complement Rx of x we have I ′( Rx) = ∅,
so again N2¿ 4:
Because I ′(0000) = ∅ and I ′(1111) = ∅, we have N1¿ 1 and N3¿ 1. Because
I ′(x) = ∅ for all x of weight two, there is a codeword c of weight one such that
its complement is also a codeword, or N1 +N3¿ 4. Without loss of generality, we can
assume that 1000 and 0111 are codewords. Because I ′(1100), I ′(1010) and I ′(1001)
must all be di/erent, we need at least two more codewords of weight one or three.
Again N1 + N3¿ 4:
Theorem 12. M SID(5) = 14:
Proof. A strongly 1-identifying code of length 5 and cardinality 14 is {10000; 01000;
00100; 11000; 01100; 01010; 00011; 11010; 10101; 01101; 01011; 11101; 11011; 10111}.
Throughout the proof of the lower bound we will again only be using the condition
that the sets I ′(x) are nonempty and di/erent.
Let C be a strongly 1-identifying code of length 6ve. To prove the lower bound
we can assume that neither 00000 nor 11111 is a codeword. Namely, if every word-
complement pair contained at least one codeword, then there would be at least 16
codewords. We will prove that N1 + N3¿ 7. By symmetry (considering the code
{1 + c | c∈C}) we then know that also N2 + N4¿ 7, and the claim follows. Because
I ′(00000) is not empty, N1¿ 1:
Case 1: N1 = 1: We can assume that 10000∈C: Denote A = {11000; 10100; 10010;
10001}. We know the sets I ′(x), x∈A are di/erent and, because I ′(00000)={10000},
each contain at least one codeword of weight three. Hence C contains at least three
codewords of weight three that begin with 1, say c1, c2 and c3. Each of these three code-
words covers one word of weight two that is not in A: But still we have
three words of weight two that are not covered by them. If c1, c2 and c3 are at
distance one from one word in A; then the remaining three words of weight two
that are not covered, say x1, x2 and x3, are all at distance one from one word of
weight three. Because I ′(x1), I ′(x2) and I ′(x3) must be nonempty and di/erent, there
must be at least three more codewords of weight three, and hence N1 + N3¿ 7: Sup-
pose therefore that two words from the set A are covered by two of the codewords c1,
c2 and c3 and two by one. Without loss of generality, we can assume that c1, c2 and
c3 are 11100; 10110 and 10011: Now the words 01010; 01001 and 00101 are not cov-
ered. The only possibility to make I ′(01010), I ′(01001) and I ′(00101) all nonempty
and di/erent using only two more codewords of weight three is to choose 01101 and
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01011 as codewords. But then I ′(01111)= I ′(01001); so we need all in all at least six
codewords of weight three, and hence N1 + N3¿ 7:
Case 2: N1 = 2: Without loss of generality assume 10000; 01000∈C: Because
I ′(00000) = I ′(11000) we can assume 11100∈C: Because I ′(10010) = I ′(10001), at
least one of the words 11010, 11001, 10110 or 10101 must be in C. The 6rst two
and the last two cases are symmetric. In the 6rst case N1 +N3¿ 7, because I ′(00110),
I ′(00101) and I ′(00011) are nonempty and di/erent, and we need three more code-
words of weight three. In the last case suppose that 10110 is a codeword. Again
I ′(00110), I ′(00101) and I ′(00011) must be nonempty and di/erent, which requires
three codewords of weight three, but of course 10110 can be used as one of them. Let
us assume that N3 =5. Then of the remaining two codewords of weight three (at least)
one has to cover either 01010 or 01001 but not both. There are now three possibilities
to choose them: (1) 00111, 01101, now I ′(01111)= I ′(00101); (2) 01101, 01011, now
I ′(11011)= I ′(00011); (3) 01101, 10011, now I ′(01111)= I ′(00101): So in each case
we need at least one more codeword of weight three, and so N1 + N3¿ 7:
Case 3: N1¿ 3: By Lemma 1 we know that N3¿ 4; so N1 + N3¿ 7.
For the usual (1;6 1)-identifying codes of lengths 2, 3, 4 and 5 the smallest
cardinalities are 3, 4, 7 and 10, respectively. Other values of the cardinalities of
(1;6 1)-identifying codes can be found from [1].
Key to Table 1: Lower bounds Upper bounds
a Theorem 9 A Theorem 11
b Theorem 11 B Theorem 1
c Theorem 12 C Theorem 12
d Theorem 10 D Example 2
E Theorem 8
F Theorem 2
G Theorem 3
H Theorem 4
I Example 1.
Table 1
Bounds on MSID(n)
n M SID(n)
3 a 6 A, F
4 b 8 B, F
5 c 14 C, F
6 d 18–20 D, F
7 d 32–38 E
8 d 57–64 F
9 d 102–128 F
10 d 186–256 F
11 d 341–512 G, F
12 d 629–1024 G, F
13 d 1169–1920 I
14 d 2182–3584 H
15 d 4091–6144 G
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5. On (t;6 l)-identifying code with nontransmitting faulty vertices
In the introduction we considered faulty processors, which did or did not send the
report on their neighbourhood. A malfunctioning processor may also always be un-
able to transmit the report and thus we always get incorrect information about the
neighbourhood of this processor. In this section, we brieTy discuss this variant.
Denition 4. Let C; X ⊆ Fn2 . De6ne It(X ) = It(X )\(X ∩C). If for all distinct subsets
X ⊆ Fn2 of cardinality at most l the sets It(X ) are di/erent; then the code C is called
a (t;6 l)-identifying code with nontransmitting faulty vertices.
A strongly (t;6 l)- identifying code is also a (t;6 l)-identifying code with non-
transmitting faulty vertices by the de6nitions. The smallest cardinality of a (1;6 1)-
identifying code of length n with nontransmitting faulty vertices (abbreviated to an
IDNT code) is denoted by M IDNT(n).
Theorem 13. A (1;6 1)-identifying code with nontransmitting faulty vertices is a
strongly (1;6 1)-identifying code if and only if there are no codewords c1 and c2
such that I(c1) = I(c2) = {c1; c2}.
Proof. Let C be IDNT. If C is also SID; then clearly no such codewords c1 and c2
exist.
Let us verify the other direction. Since I ′(x) = I ′(y) by the de6nition of IDNT, it
suSces to check that I(x) = I(y) and I(x) = I ′(y) for all distinct words x and y.
Assume that I(x) = I ′(y) for some x and y. We may assume that x∈C, otherwise
we are done by the IDNT property. Now I ′(y) = I ′(x) ∪ {x} and thus d(x; y) = 1 and
B1(x) ∩ B1(y) = {x; y}. Since I ′(x) = ∅, we get a contradiction.
Suppose then that I(x) = I(y). Now we may assume that x; y∈C, otherwise we are
done by the arguments above. Again d(x; y)=1 and we get a contradiction by the fact
that there are no codewords x and y such that I(x) = I(y) = {x; y}.
The direct sum of an IDNT code C and F2 leads to a new IDNT code if and
only if C is a SID code. Namely, if in C there are codewords c1 and c2 such that
I(c1) = {c1; c2}= I(c2) then in C ⊕ {0; 1} there are four codewords c10; c11; c20 and
c21 for which I ′(c10)= I ′(c21)= {c11; c20}; and thus C⊕{0; 1} is not an IDNT code.
Example 4. Let C1 = {000; 110; 101; 011} and
C2 = {0; 1} ⊕ {x∈F52 |w(x) =1}:
The code C2 is IDNT; but not (1;6 1)-identifying; because the words 000000 and
100000 cannot be distinguished. Of course; C2 is not strongly (1;6 1)-identifying
either. A (1;6 1)-identifying code is not always IDNT either; which is clear from C1.
This code also shows that a (1;6 1)-identifying code is not always SID. The code C2
also illustrates that C ⊕ {0; 1} may be IDNT; although C is not (see Fig. 1).
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Fig. 1. The relationships between the three concepts: cf. Example 4.
Theorem 14. M IDNT(3) = 6; M IDNT(4) = 8; M IDNT(5) = 14:
Proof. Lemma 1 holds for IDNT codes; thus the lower bound of Theorem 9 is still
valid. Hence M IDNT(3)¿ 6. For lengths four and 6ve we have seen that the proofs of
the lower bounds in Theorems 11 and 12 also work in the IDNT case. The theorem
now follows because strongly identifying codes are IDNT codes.
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