We present a modified GPU (graphics processing unit) version of MrBayes, called ta (MC) 3 (GPU MrBayes V3.1), for Bayesian phylogenetic inference on protein data sets. Our main contributions are 1) utilizing 64-bit variables, thereby enabling ta (MC) 3 to process larger data sets than MrBayes; and 2) to use Kahan summation to improve accuracy, convergence rates, and consequently runtime. Versus the current fastest software, we achieve a speedup of up to around 2.5 (and up to around 90 vs. serial MrBayes), and more on multi-GPU hardware. GPU MrBayes V3.1 is available from http://sourceforge.net/projects/mrbayes-gpu/. Over a range of computational domains, researchers are realizing the potential of modern graphics cards, or graphics processing units (GPUs). Here, we present a modified version of MrBayes, which we call ta (MC) 3 (GPU MrBayes V3.1), designed to utilize NVIDIA brand GPUs, and even multi-GPU hardware. This software will be able to run using modern NVIDIA GPU cards with Compute Capability of 2.0 and above. Although this article focuses on protein data sets, these modifications also accelerate inference for DNA and codon data sets (see the supplementary material, Supplementary Material online, for runtime comparisons).
The Bayesian method for phylogenetic inference, while computationally intensive, is considered one of the most reliable methods. MrBayes (Huelsenbeck and Ronquist 2001 ) is a popular program for performing Bayesian phylogenetic inference through Metropolis Coupled Markov Chain Monte Carlo (MC) 3 sampling. It can process DNA, RNA, and protein sequence data; in this work, we focus on protein sequence data.
Over a range of computational domains, researchers are realizing the potential of modern graphics cards, or graphics processing units (GPUs). Here, we present a modified version of MrBayes, which we call ta (MC) 3 (GPU MrBayes V3.1), designed to utilize NVIDIA brand GPUs, and even multi-GPU hardware. This software will be able to run using modern NVIDIA GPU cards with Compute Capability of 2.0 and above. Although this article focuses on protein data sets, these modifications also accelerate inference for DNA and codon data sets (see the supplementary material, Supplementary Material online, for runtime comparisons).
We will compare ta(MC) 3 against: 1) MrBayes (version 3.2.1), which is equipped with the BEAGLE library (Ronquist et al. 2012) , which supports GPU accelerated computing; and 2) another modified version of MrBayes, a(MC) 3 (Bao et al. 2013 ) (see also Zhou et al. 2011) , which is a CPU-GPU cooperative program, and ta(MC) 3 's predecessor. Our major contributions are as follows:
To improve computational efficiency when analyzing large protein data sets, we present an efficient task mapping strategy which makes better use of GPU cores and GPU memory and reduces redundant operations. We introduce the option of using 64-bit variables. This enables ta (MC) 3 to process data sets that cannot otherwise be processed (we include two such data sets in our experiments below). Although, since version 3.2, MrBayes has supported some 64-bit variables, it is still incapable of analyzing larger data sets. Specifically, it uses 32-bit memory addresses, and a single such variable can only be used for 4 GB memory, so if the data set requires more than 4 GB memory per GPU to be analyzed, a(MC) 3 will not be able to perform. Modern GPUs, however, have more memory than this. We implement Kahan summation to reduce the accumulation of round-off errors. This results in chains converging faster compared with ta(MC) 3 without Kahan summation (some experimental results are provided in the supplementary material, Supplementary Material online).
The technical improvements, for example, task management and GPU memory access procedures, improve the program's runtime a lot; the details of these improvements will be published elsewhere.
Experimental runtimes are listed in table 1. We perform these experiments on protein data sets from a range of animals studied in phylogenetics research. The last two data sets are currently unpublished data sets used by the seventh and eighth authors for their research in of the phylogeny of insects. The platform used has the following specifications: CentOS 6.2; 1 Â Intel Xeon E5645 (6 cores; 2.4 GHz); 6 Â 4 GB DDR3 1333 RAM; 8 Â NVIDIA GeForce GTX Titan.
We can see ta(MC) 3 is consistently at least twice as fast as a(MC) 3 , and up to 2.5 times as fast. Further, it consistently outperforms the current version of MrBayes which utilizes the BEAGLE library (listed under MrB + BEAG). The later two data sets in table 1 are unable to be processed by MrBayes or a(MC) for they do not use 64-bit variables to allocate memory for some larger data.
To further test the capabilities of ta(MC) 3 , we run it on a GPU cluster on the Tianhe-1 A supercomputer. We inspect the run-times for 2, 4, 8, and 16 GPUs, and observe a greater benefit of from multi-GPU hardware on larger data sets.
To summarize, we have presented a modified GPU-accelerated version of MrBayes for protein sequence data, which is faster than its predecessors and able to process larger data sets that its predecessors are incapable of processing. The inferred results of ta (MC) 3 are essentially the same with MrBayes version 3.1.2 and 3.2.1 (further details are included in the supplementary material, Supplementary Material online).
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