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Tato pra´ce se zaby´va´ pouzˇ´ıva´n´ım evolucˇn´ıho algoritmu SOMA a testova´n´ım jeho variant
zameˇrˇeny´ch na rˇesˇen´ı dynamicky´ch proble´mu˚. Na zacˇa´tku strucˇneˇ seznamuje s problemati-
kou evolucˇn´ıch algoritmu˚ a pote´ se zameˇrˇuje na evolucˇn´ı algoritmus SOMA. Popisuje pot´ızˇe,
se ktery´mi se poty´ka´, jak pro staticke´ tak i dynamicke´ u´lohy. Zminˇuje postupy, ktere´ se
pouzˇ´ıvaj´ı pro jejich odstranˇova´n´ı. Popisuje nejcˇasteˇji pouzˇ´ıvane´ strategie – All To One, All
To Random, All To All a All To All Adaptive a poukazuje na jejich vy´hody a nedostatky.
Da´le je navrhnuta i dalˇs´ı strategie prohleda´va´n´ı zameˇrˇena´ na funkce dynamicky se meˇn´ıc´ı
neza´visle na beˇhu algoritmu. Samostatna´ kapitola je veˇnova´na projektove´ cˇa´sti pra´ce. Je
zde popsa´n postup implementace a propojova´n´ı jednotlivy´ch pouzˇity´ch programu˚. Tato cˇa´st
je dostupna´ na prˇilozˇene´m CD spolu s vy´sledky testova´n´ı jednotlivy´ch strategi´ı. Tabulky




This study is focused on SOMA evolution algorithm and testing its versions aimed to solve
dynamic problems. At the beginning it briefly explains principes of evolution algorithms a
then it looks closer on SOMA algorithm. It describes its contemporary troubles for static
and dynamic problems. There are also mentioned ways for their correction. It also describes
the mostly used strategies – All To One, All To Random, All To All and All To All Adaptive
and shows their advantages and disadvantages. Furthermore another searching strategy is
proposed focused on dynamic functions that are changing independently on program. The
separate chapter is about project part of the study. There is described implementation
and merging of used programs. This part is available on included CD along with results of
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S rozvojem informacˇn´ıch technologi´ı se lide´ zacˇ´ınaj´ı sta´le v´ıce zaj´ımat o mozˇnosti sestaven´ı
programu, ktery´ je schopen sa´m se ucˇit a adaptovat na vsˇechny zadane´ proble´my. Jak bylo
postupneˇ zjiˇst’ova´no, nen´ı zdaleka tak snadne´ dosa´hnout v oblasti umeˇle´ inteligence pokroku
pomoc´ı konvencˇn´ıho programovac´ıho prˇ´ıstupu. Bylo nutne´ zvolit jine´ metody.
Nyn´ı se uzˇ neˇjakou dobu objevuj´ı algoritmy schopne´ vyhleda´vat rˇesˇen´ı pomoc´ı metod,
ktere´ v sobeˇ nemaj´ı jen pevneˇ dany´ ko´d, ale nav´ıc se v nich objevuje cˇa´st, ktera´ se ne tak
docela prˇedv´ıdatelneˇ meˇn´ı.
Vy´hody teˇchto evolucˇn´ıch algoritmu˚, jak se jim rˇ´ıka´, jsou patrne´ na prvn´ı pohled:
Tam, kde je dostatecˇneˇ prˇesne´ a rychle´ rˇesˇen´ı slozˇite´ho proble´mu trˇeba, mohou standardneˇ
pouzˇ´ıvane´ algoritmy selhat kv˚uli vy´pocˇetn´ı na´rocˇnosti. Analyticka´ i numericka´ rˇesˇen´ı maj´ı
sva´ cˇasova´ omezen´ı. Zde pra´veˇ nastupuj´ı evolucˇn´ı algoritmy s jejich netradicˇn´ımi prˇ´ıstupy.
Pokud si spra´vneˇ vyberete algoritmus, by´va´ rˇesˇen´ı nalezeno mnohem rychleji a u´sporneˇji.
Samozrˇejmeˇ, jako te´meˇrˇ kazˇda´ veˇc, maj´ı i evolucˇn´ı algoritmy sva´ omezen´ı. Jejich asi
hlavn´ı a nejveˇtsˇ´ı nevy´hodou je cˇa´stecˇna´ stochasticˇnost a z n´ı vyply´vaj´ıc´ı neprˇedv´ıdatelnost
rˇesˇen´ı. Vzhledem k te´to skutecˇnosti se matematicke´ d˚ukazy sestavuj´ı velmi obt´ızˇneˇ. Po-
znatky o teˇchto algoritmech se tedy zakla´daj´ı hlavneˇ na empiricky´ch za´kladech, ktere´ vsˇak
jejich pouzˇitelnost a zˇivotaschopnost jednoznacˇneˇ potvrzuj´ı.





Evolucˇn´ı algoritmy jsou jednou z neˇkolika odveˇtv´ı takzvane´ho softcomputingu – inteli-
gentn´ıch vy´pocˇt˚u. Mimo neˇ tam patrˇ´ı naprˇ´ıklad neuronove´ s´ıteˇ a fuzzy syste´my.
Zde se zacˇ´ına´ programova´n´ı dosta´vat do okamzˇiku, kdy ko´d pro nalezen´ı rˇesˇen´ı nen´ı
pevneˇ da´n programem, ale slouzˇ´ı pouze k vytvorˇen´ı prostrˇed´ı, pomoc´ı ktere´ho bude rˇesˇen´ı
hleda´no. Konkre´tn´ı postup nen´ı prˇesneˇ da´n ani zna´m, protozˇe v softcomputingu se obvykle
do jiste´ mı´ry vyuzˇ´ıva´ na´hody.
Za´kladem hleda´n´ı rˇesˇen´ı pomoc´ı evolucˇn´ıch algoritmu˚ je prˇeveden´ı proble´mu na u´cˇelovou
funkci, u ktere´ bude v cyklech zvany´ch generace hleda´no optimum.
Proble´m je pak rˇesˇen pomoc´ı populace mozˇny´ch aproximac´ı rˇesˇen´ı, na ktere´ jsou apli-
kova´ny evolucˇn´ı principy. Kazˇda´ vhodna´ aproximace rˇesˇen´ı (jedinec) postoup´ı do dalˇs´ı gene-
race neˇjak upravena. Nevhodne´ varianty podlehnou selekcˇn´ımu tlaku, kdy do dalˇs´ı generace
postupuje omezeny´ pocˇet jedinc˚u. Takto se dosa´hne vy´vinu populace a s kazˇdou dalˇs´ı ge-
nerac´ı se populace v´ıce prˇiblizˇuje skutecˇne´mu rˇesˇen´ı.
Du˚lezˇitou podmı´nkou funkcˇnosti evolucˇn´ıch algoritmu˚ je fakt, zˇe kazˇda´ dalˇs´ı generace
mus´ı z´ıskat lepsˇ´ı (nebo stejnou) aproximaci rˇesˇen´ı. Pokud by byla tato podmı´nka porusˇena,
je jaky´koliv algoritmus degradova´n na pouhe´ stochasticke´ prohleda´va´n´ı stavove´ho prostoru.
Jedn´ım z cˇasto pouzˇ´ıvany´ch evolucˇn´ıch algoritmu˚ jsou geneticke´ algoritmy. Ty pracuj´ı
s jedinci reprezentovany´mi rˇeteˇzci bina´rn´ıch cˇ´ısel, do ktery´ch je zako´dova´no kandida´tn´ı
rˇesˇen´ı. Tyto rˇeteˇzce jsou ekvivalentem chromozoma´ln´ı DNA v prˇ´ırodeˇ. Stejneˇ jako ona
podle´haj´ı nejen zmeˇna´m pomoc´ı krˇ´ızˇen´ı a mutac´ı, ale i selekcˇn´ımu tlaku ”zvencˇ´ı“.
Podle pozˇadovane´ prˇesnosti nalezene´ aproximace rˇesˇen´ı jsou zvoleny ukoncˇovac´ı pod-
mı´nky. Zpravidla je bud’ stanoven konecˇny´ pocˇet generac´ı, anebo se oveˇrˇuje mı´ra stagnace





Acˇkoliv jsme se zmı´nili o jiny´ch evolucˇn´ıch algoritmech, je tato pra´ce prima´rneˇ veˇnova´na
SOMA – tedy SamoOrganizuj´ıc´ımu se Migracˇn´ımu Algoritmu.
Jeho prvn´ı verze vznikla v roce 1999 a od te´ doby prosˇel tento algoritmus mnohy´mi
zmeˇnami a vylepsˇen´ımi. Beˇzˇneˇ se rˇad´ı mezi evolucˇn´ı algoritmy, nicme´neˇ jeho cˇinnost je
vsˇak zalozˇena na geometricky´ch principech a nov´ı jedinci jsou interpretova´ni v kroc´ıch na
trajektori´ıch prˇesunu. Jedne´ generaci v Geneticky´ch algoritmech odpov´ıda´ migracˇn´ı kolo
v SOMA [4]. Podobnost s geneticky´mi algoritmy, cˇi diferencia´ln´ı evoluc´ı spocˇ´ıva´ hlavneˇ ve
stejny´ch vy´sledc´ıch po jednom evolucˇn´ım cyklu (migracˇn´ım kole).
Inspirac´ı k tvorbeˇ tohoto algoritmu byla spolupra´ce jedinc˚u v prˇ´ırodeˇ prˇi hleda´n´ı naprˇ.
zdroje potravy (mravenci). Jakmile neˇkdo nalezne lepsˇ´ı zdroj, vydaj´ı se ostatn´ı za n´ım.
Jako kazˇdy´ evolucˇn´ı algoritmus i SOMA je navrzˇena pro vyhleda´va´n´ı globa´ln´ıch extre´mu˚
zadane´ n-rozmeˇrne´ funkce. Algoritmus je specializova´n pouze na hleda´n´ı maxim funkce. Je
jasne´, zˇe pokud budeme cht´ıt hledat globa´ln´ı minimum, u´plneˇ postacˇ´ı obra´tit zname´nko
v u´cˇelove´ funkci. Vy´pocˇet povrchu cele´ te´to funkce je vsˇak pro nalezen´ı extre´mu velmi
obt´ızˇny´, a proto se mu snazˇ´ıme co nejv´ıce vyhy´bat.
3.2 Za´kladn´ı princip funkce SOMA
Pro snazsˇ´ı pochopen´ı dalˇs´ı cˇa´sti bude dobre´ popsat alesponˇ neˇktere´ n´ızˇe pouzˇite´ pojmy:
• D – pocˇet dimenz´ı u´cˇelove´ funkce
• PathLength – de´lka prozkouma´vane´ cesty jedince v na´sobc´ıch vzda´lenosti od Leadera;
nastavuje se v rozmez´ı 〈1, 1; 5〉
• Step – zlomky PathLength, kde se provede vyhodnocen´ı u´cˇelove´ funkce; nastavuje se
v rozmez´ı 〈0, 11;PathLength〉
• NP – pocˇet jedinc˚u v populaci; jejich mnozˇstv´ı je dobre´ nastavovat v prˇ´ıme´ u´meˇrˇe
s pocˇtem dimenz´ı
• PRT – pertubacˇn´ı vektor
Jakmile se SOMA spust´ı jsou na hyperplochu na´hodneˇ vygenerova´ni jedinci a je vypo-
cˇ´ıta´na hodnota u´cˇelove´ funkce na jejich pozic´ıch.
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Na zacˇa´tku kazˇde´ho kola je ze vsˇech jedinc˚u vyb´ıra´n jedinec s nejlepsˇ´ı hodnotou funkce
– Leader. Jeho pozice je v neˇktery´ch ohledech privilegovana´ (naprˇ´ıklad se nemus´ı hy´bat).
Nyn´ı zacˇ´ına´ migrace. Jej´ı pr˚ubeˇh se liˇs´ı podle zvolene´ strategie, takzˇe zat´ım pop´ıˇseme
pouze za´kladn´ı verzi.
Zde se kazˇdy´ jedinec vyda´va´ na cestu za Leaderem. De´lka cesty jedince (PathLength) je
nastavena relativneˇ podle jeho vzda´lenosti od vedouc´ıho jedince. Obdobneˇ je z´ıska´na de´lka
jednoho kroku (Step).
Jakmile jsou pro kazˇde´ho jedince z´ıska´ny tyto hodnoty, vypocˇ´ıta´ se pro kazˇdou sourˇad-
nici smeˇrovy´ vektor a kazˇdy´ jedinec podle neˇj zacˇne skoky prohleda´vat body na hyperplosˇe
vytycˇene´ de´lkou kroku, dokud se nedostane na konec sve´ cesty 3.1.
Obra´zek 3.1: Pricip SOMA – Jedinci (cˇ´ısla) se pohybuj´ı smeˇrem za Leaderem (L) a na cesteˇ
prohleda´vaj´ı body dane´ velikost´ı kroku.
Je vy´hodne´, kdyzˇ cesta jedince nekoncˇ´ı na mı´steˇ, kde se nale´za´ vedouc´ı jedinec, ale
pokracˇuje azˇ za neˇj. Dı´ky tomu se zajist´ı urcˇita´ zˇa´douc´ı diverzita populace – zabra´n´ı se tak
prˇ´ıliˇsne´mu nahloucˇen´ı jedinc˚u na jednom mı´steˇ. Ze stejny´ch d˚uvod˚u se take´ de´lka jednoho
kroku nastavuje tak, aby jedinec neprova´deˇl vy´pocˇet hodnoty na stejne´m mı´steˇ, na jake´m se
pra´veˇ nale´za´ Leader. Jak je vidno, toto umı´steˇn´ı by mohlo znamenat do konecˇny´ch d˚usledk˚u
azˇ prˇekryt´ı jedince s Leaderem, ktere´ by trvalo azˇ do skoncˇen´ı beˇhu cele´ho algoritmu.
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Z cele´ sve´ cesty si jedinec pamatuje vzˇdy umı´steˇn´ı s nejlepsˇ´ı mozˇnou hodnotou. V okam-
zˇiku, kdy dojde na konec sve´ cesty se na neˇj prˇemı´st´ı.
Jakmile sv˚uj tah provedou vsˇichni jedninci, koncˇ´ı migracˇn´ı kolo a z ”novy´ch“ jedinc˚u se
opeˇt vybere novy´ Leader.
Jak je videˇt, je samotny´ princip algoritmu velice jednoduchy´ a nikde nen´ı nutne´ prova´deˇt
vy´pocˇet slozˇiteˇjˇs´ı nezˇ jednoduche´ deˇlen´ı [5].
3.3 Pertubacˇn´ı vektor
Za´kladn´ı princip fungova´n´ı algoritmu byl samozrˇejmeˇ jizˇ dlouhou dobu vylepsˇova´n a upra-
vova´n, aby SOMA poda´val co nejlesˇ´ı vy´sledky. Jedn´ım z velky´ch proble´mu˚, ktery´mi algo-
ritmus trpeˇl, byla ztra´ta diverzity populace (obr. 3.3).
V okamzˇiku, kdy se jedinci prˇ´ıliˇs nahloucˇ´ı kolem jednoho bodu, je velice teˇzˇke´ donutit je
prohleda´vat i zbylou cˇa´st stavove´ho prostoru, kde se ve skutecˇnosti mu˚zˇe nale´zat globa´ln´ı
extre´m.
Obra´zek 3.2: Ztra´ta diverzity populace – Zde jsou jedinci dosud rozmı´steˇni tak, zˇe se svou
PathLength (vyznacˇena u´secˇkami; nastavena na 2,5) jsou schopni prozkoumat oblast zhruba
o rozmeˇrech sˇede´ cˇa´sti plochy. Leader je vyznacˇen cˇerveneˇ.
Obra´zek 3.3: Ztra´ta diverzity populace – Pokud se vsˇak jedinci prˇ´ıliˇs nahloucˇ´ı kolem Leadera
(cˇerveneˇ), plocha prohleda´vane´ho prostoru se mu˚zˇe drasticky zmensˇit.
Toto uva´znut´ı v loka´ln´ım extre´mu se cˇa´stecˇneˇ rˇesˇ´ı takzvany´m pertubacˇn´ım vektorem
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(pertubace – porucha, rusˇen´ı). Jednodusˇe to znamena´, zˇe prˇ´ımy´ pohyb jedince je rusˇen
tak, aby jeho dra´ha nemusela by´t prˇ´ıma´ a jedinec nav´ıc z´ıskal i mozˇnost cˇa´stecˇneˇ meˇnit
sv˚uj smeˇr. Byla vyzkousˇena mozˇnost donutit vybocˇovat jedince z dra´hy pomoc´ı zmeˇn jeho
smeˇrove´ho vektoru. Kupodivu se vsˇak uka´zalo, zˇe velice podobneˇ kvalitn´ı vy´sledky prˇina´sˇ´ı
i proste´ nulova´n´ı neˇktery´ch ze sourˇadnic vektoru v jednotlivy´ch kroc´ıch [5].
Nakonec je tedy na´hodnost v pohybu jedinc˚u rˇesˇena takto. Vy´pocˇet dalˇs´ıho bodu na
cesteˇ se pocˇ´ıta´ pro kazˇdy´ rozmeˇr kazˇde´ho jedince podle vzorce:
(Indiid leader − Indin) · d · Step · PRT i + Indin,
kde Ind je hodnota i -te´ho rozmeˇru n-te´ho jedince, Indid leader obdobneˇ hodnota Lea-
dera, d pocˇet krok˚u Step a PRT zna´zornˇuje konkre´tn´ı rozmeˇr pertubacˇn´ıho vektoru, ktery´
je slozˇen z jednicˇek a nul. Ze vzorce je videˇt jak urcˇuje, zda se bude jedinec v dane´m rozmeˇru
pohybovat.
Jak jizˇ bylo rˇecˇeno, hlavn´ım prˇ´ınosem zaveden´ı pertubacˇn´ıho vektoru do SOMA je pra´veˇ
prˇispeˇn´ı k udrzˇen´ı diverzity populace. Dalˇs´ı podrobnosti jsou popsa´ny v cˇa´sti veˇnovane´
staticky´m a dynamicky´m proble´mu˚m algoritmu.
3.4 Staticke´ proble´my
Staticky´mi proble´my jsou mysˇleny situace, ke ktery´m mu˚zˇe doj´ıt, kdyzˇ je funkce staticka´ –
nemeˇn´ı se v cˇase (v pr˚ubeˇhu evolucˇn´ıho procesu).
3.4.1 Ztra´ta diverzity
Jako kazˇdy´ podobny´ algoritmus ma´ i SOMA sve´ specificke´ pot´ızˇe zp˚usobuj´ıc´ı sn´ızˇen´ı efe-
tivity, ktere´ je nutne´ rˇesˇit. Asi nejveˇtsˇ´ım proble´mem SOMA je ztra´ta diverzity populace,
o neˇmzˇ jsme se jizˇ kra´tce zmı´nili.
Pokud vsˇe pracuje, jak ma´, jsou jednici na hyperplosˇe rozprostrˇeni pomeˇrneˇ pravidelneˇ.
Jediny´m rozd´ılem jsou v takove´m prˇ´ıpadeˇ mı´sta hledany´ch extre´mu˚. Zde docha´z´ı k jiste´mu
nahloucˇen´ı, cozˇ je v omezene´ mı´ˇre nutne´ k uprˇesnˇova´n´ı pozice hledane´ho mı´sta globa´ln´ıho
maxima. Pot´ızˇe nasta´vaj´ı, jakmile pozici bl´ızkou neˇjake´mu extre´mu obsad´ı prˇ´ıliˇs mnoho
nebo dokonce vsˇichni jedinci. Nezrˇ´ıdka se totizˇ sta´va´, zˇe ono mı´sto nen´ı globa´ln´ım, ale
pouze loka´ln´ım extre´mem.
S jedinci rozmı´steˇny´mi na jedine´m mı´steˇ ma´ algoritmus prˇehled o velmi omezene´ cˇa´sti
stavove´ho prostoru a globa´ln´ı extre´m se bez odstraneˇn´ı nahloucˇen´ı nemus´ı v˚ubec naj´ıt.
Prˇ´ıkladem tohoto stavu mu˚zˇe by´t takzvana´ ”jehla v kupce sena“ (obr. 3.4 a 3.5).
Jak je na obra´zku videˇt, jedinci se pohybuj´ı smeˇrem k sˇiroke´mu vrcholu, prˇicˇemzˇ
skutecˇny´ extre´m z˚usta´va´ nepovsˇimnut. Vzhledem k povaze pohybu jedinc˚u (pouze za Lea-
derem), je nen´ı mozˇne´ prˇinutit k opeˇtovne´mu ”rozchodu“ a vy´razneˇ lepsˇ´ı hodnota nebude
nikdy nalezena.
3.4.2 Uva´znut´ı na rovne´ plosˇe
Druhy´m zmı´neˇny´m proble´mem je uva´znut´ı na rovne´ plosˇe. V tomto prˇ´ıpadeˇ se situace kom-
plikuje v specia´ln´ım prˇ´ıpadeˇ, a to v momenteˇ, kdy je veˇtsˇina hyperplochy rovina rovnobeˇzˇna´
s osami.
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Obra´zek 3.4: ”Jehla v kupce sena“ – S PathLength = 2,5 se jedinec 1 mu˚zˇe dostat nejda´le
do bodu A, kdy vsˇak sta´le nedosa´hne extre´mu. Pokud by se jedinec 2 prˇesunul azˇ do bodu
B, nalezl by dalˇs´ı cestou globa´ln´ı extre´m. Nejlepsˇ´ı bod na jeho cesteˇ ale lezˇ´ı v okol´ı Leadera
(L), takzˇe optima nebude dosazˇeno.
Obra´zek 3.5: ”Jehla v kupce sena“ – Jakmile se jedinci nahloucˇ´ı kolem sˇiroke´ho loka´ln´ıho
extre´mu, nen´ı jizˇ mozˇne´ bez u´pravy algoritmu naj´ıt ten globa´ln´ı. Oproti obr. 3.4 je videˇt,
zˇe bod A je mnohem da´le od hledane´ho optima.
V takove´m prˇ´ıpadeˇ jedinci mohou ve sve´m pohybu minout dostatecˇneˇ u´zky´ vrchol a
dojde tak k uva´znut´ı, kdy vsˇechna mozˇna´ mı´sta prohleda´vana´ jedinci maj´ı stejnou hodnotu.
V tomto prˇ´ıpadeˇ usta´va´ pohyb jedinc˚u.
Jedno z navrzˇeny´ch rˇesˇen´ı nut´ı jedince v prˇ´ıpadeˇ nalezen´ı bodu se stejnou hodnotou
prˇesunout se tam. Takto by se jedinci vzˇdy prˇesunuli na konec sve´ mozˇne´ dra´hy a prˇi
vhodneˇ nastavene´ PathLength by se cela´ populace postupneˇ kyvadloviteˇ rozhoupa´vala a
zveˇtsˇovala tak prohleda´vany´ prostor. Pertubace by za´rovenˇ zajistila lepsˇ´ı prohleda´n´ı mı´st,
ktera´ by se jinak mohla nale´zat mezi cestami jedinc˚u.
Tento proces by vsˇak trval neˇkolik migracˇn´ıch kol, nezˇ by dosˇlo k dostatecˇne´mu roz-
pty´len´ı jedinc˚u a azˇ potom by zacˇalo opeˇtovne´ uprˇesneˇn´ı pozice extre´mu.
Dalˇs´ı informace o teˇchto proble´mech naleznete na [1].
3.5 Dynamicke´ proble´my
Zde se u´cˇelova´ funkce postupneˇ meˇn´ı s cˇasem a tak s sebou prˇina´sˇ´ı dalˇs´ı rozmeˇr pot´ızˇ´ı a kla-
sicka´ SOMA nen´ı schopna u´cˇinneˇ sledovat globa´ln´ı extre´m. Vy´sˇe popsane´ staticke´ proble´my
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nemus´ı nasta´vat prˇ´ıliˇs cˇasto, ale v dynamicky´ch funkc´ıch jejich negativn´ı ovlivnˇova´n´ı kvality
vy´pocˇtu dramaticky roste.
Da´le tedy pop´ıˇseme jak tyto proble´my rˇesˇit.
Ztra´ta diverzity populace, ktera´ se v prˇ´ıpadeˇ staticke´ funkce s jedn´ım vrcholem mu˚zˇe
zda´t nesˇkodnou, zp˚usob´ı se zmeˇnou pozice tohoto vrcholu obrovske´ pot´ızˇe.
Jedinci se nahloucˇ´ı na jednom mı´steˇ a d´ıky tomu nen´ı mozˇne´ doc´ılit neˇjake´ho veˇtsˇ´ıho
skoku. Jakmile se tedy vrchol zacˇne pomalu posouvat stranou, jedinci se ho pokus´ı na´sle-
dovat. Vsˇe za´lezˇ´ı na rychlosti posunu vrcholu a na mı´ˇre s jakou je diverzita zachova´na.
Bude-li se vrchol pohybovat jen zvolna, mu˚zˇe se jedinc˚um darˇit udrzˇet se na jeho vrcholu.
Prˇi veˇtsˇ´ı rychlosti pohybu vrcholu za n´ım budou nahloucˇen´ı jedinci postupneˇ zaosta´vat, azˇ
nakonec u´plneˇ ztrat´ı jeho stopu. Pokud se vsˇak vrchol bude pohybovat velky´mi skoky, pak
jej prˇ´ıliˇs nahloucˇena´ skupina jedinc˚u mu˚zˇe ztratit i v jedine´m kole.
Dalˇs´ı kriticka´ situace nasta´va´, kdyzˇ se meˇn´ı vy´sˇka globa´ln´ıho extre´mu. Vy´sˇe uvedeny´
proble´m ”jehla v kupce sena“ (obr. 3.4 a 3.5) se sta´va´ dalˇs´ı past´ı na jedince: Zat´ımco se
jedinci dostanou na pozici uprostrˇed mı´rne´ho kopce, zacˇne na jeho okraji r˚ust tenka´ jehla,
ktera´ rychle prˇesa´hne dosud globa´ln´ı maximum. Vzhledem k tomu, zˇe jedinci nemaj´ı d˚uvod
opustit sve´ pozice, z˚usta´va´ skutecˇny´ extre´m nepovsˇimnut.
V neposledn´ı rˇadeˇ take´ vyvsta´va´ ota´zka nalezen´ı rˇesˇen´ı funkce podle zp˚usobu, jaky´m se
meˇn´ı.
V za´sadeˇ se funkce mu˚zˇe meˇnit:
• po neˇkolika migracˇn´ıch kolech – prˇed dalˇs´ı zmeˇnou funkce maj´ı jedinci dost cˇasu nale´zt
rˇesˇen´ı
• kazˇde´ migracˇn´ı kolo – v takove´m prˇ´ıpadeˇ hodneˇ za´lezˇ´ı na velikosti zmeˇny funkce
• neza´visle na beˇhu algoritmu – V tomto prˇ´ıpadeˇ nasta´vaj´ı pot´ızˇe, jakmile cˇa´st jedinc˚u,
kterˇ´ı se jizˇ pohnuli, ma´ na´hle neplatne´ informace, protozˇe tver u´cˇelove´ funkce se jizˇ
posunul. Z teˇchto mylny´ch informac´ı vsˇak mu˚zˇe vycha´zet zbytek populace, a vznika´
tak proble´m.
Tyto pot´ızˇe se podarˇilo vy´razneˇ zredukovat pouzˇit´ım nove´ho vylepsˇen´ı, ktere´ v roce 2006
zavedl Michal Hlavinka. Jeho prˇ´ınos paradoxneˇ spocˇ´ıva´ v zaveden´ı omezene´ de´lky zˇivota
jedince.
Teˇm je v tomto prˇ´ıpadeˇ prˇideˇlen cˇas, po ktery´ budou existovat. Jakmile uplyne pocˇet
kol, ktery´ maj´ı stanoven, jedinec je vymaza´n z pozice, na ktere´ se nacha´z´ı a okamzˇiteˇ je
opeˇt vytvorˇen na na´hodneˇ vybrane´m mı´steˇ s vynulovany´m veˇkem. Vy´kon algoritmu se take´
odv´ıj´ı od tohoto faktoru – maxima´ln´ıho veˇku, ktere´ho se mu˚zˇe jedinec dozˇ´ıt.
Samozrˇejmost´ı je, zˇe prˇi pocˇa´tecˇn´ı inicializaci algoritmu nen´ı vsˇem jedinc˚um nastaven
stejny´ veˇk, aby se dosa´hlo rovnomeˇrne´ho umı´ra´n´ı.
Dalˇs´ı d˚ulezˇitou veˇc´ı je privilegovanost Leadera. Jelikozˇ nejlepsˇ´ıho jedince nelze ztratit
(dosˇlo by k degeneraci vy´sledk˚u), je Leaderovi udeˇlena vyj´ımka a nesta´rne.
Dı´ky znouvytva´rˇen´ı jedinc˚u na na´hodny´ch pozic´ıch je udrzˇova´na rovnova´ha mezi do-
statecˇnou diverzitou a prˇesnost´ı nalezene´ho rˇesˇen´ı, ktera´ je pro spra´vny´ chod algoritmu
kl´ıcˇova´.
3.6 Varianty algoritmu
Azˇ doposud jsme se veˇnovali nejrozsˇ´ıˇreneˇjˇs´ı strategii prohleda´va´n´ı prostoru. Beˇhem cˇasu,
kdy byla SOMA vylepsˇova´na, se ale take´ objevily alternativn´ı strategie. Jejich podstatou
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je zmeˇna chova´n´ı kazˇde´ho jedince podle jine´ho vzorce. Takovy´ch strategi´ı existuje neˇkolik
a kazˇda´ ma´, jak uzˇ to by´va´, sve´ klady a za´pory, ktere´ tu budou probra´ny.
3.6.1 All To Random
Strategie All To Random se uzˇ podle na´zvu orientuje na smeˇr veˇtsˇ´ı stochasticˇnosti prˇi
hleda´n´ı extre´mu. Aby vsˇak nedosˇlo k degradaci algoritmu je sta´le nutne´ zachovat konver-
genci vy´sledk˚u ke spra´vne´mu rˇesˇen´ı. Jinak rˇecˇeno: Funkce doposud nelezeny´ch nejlepsˇ´ıch
jedinc˚u mus´ı by´t neklesaj´ıc´ı.
Za´kladn´ım principem te´to strategie je pohyb vesˇkery´ch jedinc˚u, ne za Leaderem – nej-
lepsˇ´ım jedincem, ale za na´hodneˇ vybrany´m jedincem, ktery´ se v tomto ohledu chova´ ob-
dobneˇ jako Leader ze strategie All To One.
Kazˇde´ kolo je tedy na´hodneˇ vybra´n neˇjaky´ jedinec, za ktery´m se ostatn´ı vydaj´ı podle
stejne´ho principu jako ze za´kladn´ı strategie.
Vsˇimneˇte si, zˇe jedine´, co je pro tuto strategii nutne´ zmeˇnit, je pouze urcˇen´ı, kdo bude
na´sledova´n.
Strategie All To Random ma´ dozajista vy´hodu v lepsˇ´ım prohleda´va´n´ı cele´ho stavove´ho
prostoru, protozˇe na´hodny´ pohyb jedinc˚u omezuje sˇanci na ztra´tu diverzity populace. Je
jasne´, zˇe prakticky s kazˇdou dalˇs´ı migrac´ı se te´meˇrˇ vsˇichni jedinci vydaj´ı zcela jiny´m smeˇrem.
Nevy´hodou by v takove´m prˇ´ıpadeˇ ovsˇem bylo obt´ızˇneˇji uprˇesnitelne´ doposud nalezene´
rˇesˇen´ı. Souvis´ı to pra´veˇ se zmensˇen´ım sˇance na ztra´tu diverzity populace. Vzhledem ke
skutecˇnosti, zˇe se jedinci pohybuj´ı po velke´m u´zemı´ a nejlepsˇ´ı jedinec je te´meˇrˇ ignorova´n,
bude kolem neˇj minima´ln´ı pocˇet ”na´sledn´ık˚u“.
3.6.2 All To All
Dalˇs´ı mozˇnost´ı prohleda´va´n´ı je strategie All To All. Zde uzˇ je rozd´ıl od za´kladn´ı strategie
v´ıce patrny´. Leader se sice chova´ stejneˇ jako v prˇedchoz´ı strategii, ale pohyb jedinc˚u se
skla´da´ z v´ıce nezˇ jedne´ jedine´ cesty.
Kazˇdy´ jedinec se chova´ tak, jako by Leaderem byl kazˇdy´ jiny´ jedinec – vsˇe v jednom
sve´m tahu. Je pro neˇj tedy vytycˇeno tolik tras kolik je celkem ostatn´ıch jedinc˚u. Z teˇchto
cest je nakonec vybra´n bod s nejlepsˇ´ım ohodnocen´ım (princip prohleda´va´n´ı kazˇde´ cesty
je stejny´ jako v All To One, jen na´sledovany´ jedinec nen´ı pouze Leader), kam se jedinec
prˇesune (obr. 3.6).
Jizˇ je videˇt, zˇe tato strategie prohleda´va´ stavovy´ prostor velice d˚ukladneˇ a vzhledem
k tomu, zˇe mezi mozˇny´mi cestami kazˇde´ho jedince je vzˇdy i ta za Leaderem, tak nevznika´
proble´m jako ve strategii All To Random, kde nen´ı tak d˚ukladneˇ prohleda´va´no okol´ı Lea-
dera.
Mı´sto toho ma´ tato varianta algoritmu jine´ u´skal´ı. Kazˇde´ migracˇn´ı kolo s sebou velky´
pocˇet evaluac´ı. Nav´ıc pocˇet teˇchto vy´pocˇt˚u roste kvadraticky u´meˇrneˇ mnozˇstv´ı jedinc˚u.
3.6.3 All To All Adaptive
Podobna´ prˇedchoz´ı varianteˇ je strategie All To All Adaptive. Leader se chova´ stejneˇ jako
ve vy´sˇe uvedene´m All To All. Rozd´ıl spocˇ´ıva´ ve zp˚usobu pohybu jedince.
Zat´ımco v All To All se jedinec prˇemı´st´ı na novou pozici azˇ po ukoncˇen´ı procha´zen´ı
vsˇech vytycˇeny´ch cest, v All To All Adaptive je prova´deˇn prˇesun jedince na lepsˇ´ı pozici
po kazˇde´ prohle´dnute´ cesteˇ. Dra´ha jedince se tedy liˇs´ı od ”hveˇzdy“ ze strategie All To All.
Pohyb je sp´ıˇs pobobny´ tvaru lomene´ cˇa´ry.
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Obra´zek 3.6: Ilustrace vy´pocˇtu pohybu jedince ve strategii All To All. Jedinec (zeleneˇ)
prohleda´ vsˇechny trasy za ostatn´ımi jedinci (2, 3, 4 a 5), jejichzˇ de´lka je dana´ velikost´ı
PathLength (zde 2,5) a pote´ se prˇesune na nejlepsˇ´ı pozici, kterou nalezne. Leader je vy-
znacˇen cˇerveneˇ. Sˇipka ukazuje zhruba na mı´sto, kam se jedinec prˇesune. Prˇesna´ pozice je
ovlivneˇna de´lkou kroku jedince.
Pro lepsˇ´ı pochopen´ı rozd´ılu v pohybu jedinc˚u u strategi´ı All To All a All To All Adaptive
si mu˚zˇete prostudovat obra´zky 3.6 a 3.7.
Jak je videˇt tato strategie bude mı´t stejne´ klady a za´pory jako strategie prˇedchoz´ı.
3.6.4 Nova´ varianta algoritmu – All To Elite
All To Elite je autorem pra´ce vytvorˇena´ alternativa ke strategii pohybu jedinc˚u po hy-
perplosˇe. Alesponˇ cˇa´stecˇneˇ vycha´z´ı ze vsˇch vy´sˇe uvedeny´ch strategi´ı, nicme´neˇ principia´lneˇ
je zase neˇco jine´ho.
Za´kladem je v tomto prˇ´ıpadeˇ informace, zˇe jedinci se nepohybuj´ı jen za jedn´ım jediny´m
Leaderem.
Ten je zde pouze jedn´ım cˇlenem elity – skupiny jedinc˚u s nejlepsˇ´ım ohodnocen´ım. Jej´ı
velikost je nastavitelna´, ale je dobre´, je-li elity me´neˇ nezˇ polovina jedinc˚u. Kdyzˇ nastav´ıme
jako elitn´ı vsˇechny jedince, zacˇne se algoritmus chovat podobneˇ jako se strategi´ı All To Ran-
dom, nicme´neˇ principy vyhleda´va´n´ı nejlepsˇ´ıch jedinc˚u budou v takove´m prˇ´ıpadeˇ algoritmus
zpomalovat.
Kazˇde´ migracˇn´ı kolo je nalezena nova´ elita a zacˇne pohyb: Pro kazˇde´ho jedince (vcˇetneˇ
elity) je na´hodneˇ vybra´n jeden (jiny´) cˇlen elity, za ktery´m se vyda´. Dı´ky veˇtsˇ´ımu pocˇtu
na´sledovany´ch jedinc˚u, kterˇ´ı maj´ı dobre´ ohodnocen´ı mu˚zˇe by´t prohleda´no veˇtsˇ´ı mnozˇstv´ı
extre´mu˚ za mensˇ´ı pocˇet kol. Protozˇe je c´ılem cˇasto opeˇt jiny´ elitn´ı jedinec, prˇedcha´z´ı tato
strategie za´niku diverzity populace. Jakmile ma´ funkce v´ıce maxim, jedinci je prozkoumaj´ı
vy´razneˇ rychleji nezˇ v za´kladn´ı strategii. Pokud je na druhou stranu extre´m jen jediny´, je
velmi pravdeˇpodone´, zˇe beˇhem kra´tke´ doby budou vsˇichni elitn´ı jedinci nahloucˇeni kolem
neˇj.
Za toto samozrˇejmeˇ strategie plat´ı sn´ızˇen´ım prohleda´va´n´ı nejblizˇsˇ´ıch mı´st kolem nej-
lepsˇ´ıho jedince a take´ vzr˚ustem vy´pocˇetn´ı na´rocˇnosti kv˚uli porovna´va´n´ı kvality jedinc˚u.
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Obra´zek 3.7: Ilustrace vy´pocˇtu pohybu jedince ve strategii All To All Adaptive. Vybrany´
jedinec (zeleneˇ), ktery´ se ma´ pohybovat, z cesty za dalˇs´ım jedincem v porˇad´ı (2) vybere
nejlepsˇ´ı bod (A). Ten se pro neˇj sta´va´ vy´choz´ım bodem pro jeho dalˇs´ı pohyb. Opeˇt nalezne
nejlepsˇ´ı bod na cesteˇ za 3 (B). Prˇi pr˚uchodu cesty z B za jedincem cˇ. 4, nen´ı nalezena
lepsˇ´ı nezˇ vy´choz´ı pozice a jedinec z˚usta´va´ na pozici. Sˇipka ukazuje zhruba na mı´sto, kam




Popis implementace a u´pravy ko´du
4.1 U´loha s pohybuj´ıc´ımi se vrcholy
Pra´ce vyuzˇ´ıvala zdrojovy´ch ko´d˚u programu Pohybuj´ıc´ı se vrcholy – Moving Peaks Ben-
chmark.
Tento program nebylo potrˇeba prˇ´ımo modifikovat a lze ho sta´hnout ze [2]. Byl vytvorˇen a
je urcˇen pro generova´n´ı v´ıcerozmeˇrne´ dynamicke´ funkce s v´ıce vrcholy. Jako implementacˇn´ı
jazyk byl zvolen C, cozˇ je pro propojen´ı se zdrojovy´mi ko´dy knihovny SOMA velmi vy´hodne´.
Kl´ıcˇovy´mi funkcemi pro propojen´ı byly funkce dummy\_eval a eval\_movpeaks, ktere´
obeˇ vrac´ı hodnotu funkce v bodeˇ dany´m parametry. Rozd´ıl spocˇ´ıva´ ve zp˚usobu vyhodnocen´ı.
Zat´ımco eval\_movpeaks provede kompletn´ı vy´pocˇet hodnot a zapocˇ´ıta´ evaluaci funkce pro
pozdeˇjˇs´ı vy´pocˇet velikosti chyby a podobneˇ, dummy\_eval pouze vra´t´ı hodnotu funkce. Tato
vlastnost je uzˇitecˇna´ prˇi inicializaci SOMA a prˇi prˇ´ılezˇitostech, kdy by zapocˇ´ıta´n´ı hodnoty
meˇlo pro vy´sledky zkresluj´ıc´ı vy´znam.
Soucˇa´st´ı Moving peaks je i mnozˇstv´ı nastavitelny´ch parametr˚u. Bylo by dobre´ zmı´nit
alesponˇ ty, ktere´ na´s budou nejv´ıce zaj´ımat.
• change frequency – pocˇet vyhodnocen´ı funkce, po ktere´m se zmeˇn´ı
• number of peaks – pocˇet vrchol˚u, ktery´ bude funkce mı´t
• geno size – hodnota nastavuje pocˇet rozmeˇr˚u funkce
• vlength – nastavuje, o kolik se pohnou vrcholy prˇi zmeˇneˇ tvaru funkce
• height severity – nastavuje, o kolik se zmeˇn´ı vy´sˇka vrchol˚u prˇi zmeˇneˇ tvaru funkce
• width severity – nastavuje, o kolik se zmeˇn´ı sˇ´ıˇrka vrchol˚u prˇi zmeˇneˇ tvaru funkce
• mincoordinate – hodnota minima na vsˇech osa´ch
• maxcoordinate – hodnota maxima na vsˇech osa´ch
• minheight – minima´ln´ı vy´sˇka vrcholu
• maxheight – maxima´ln´ı vy´sˇka vrcholu
• standardheight – vytvorˇ´ı vrcholy dane´ vy´sˇky; je-li nastaveno na nulu, tvorˇ´ı je na´hodneˇ
v dane´m rozmez´ı
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• minwidth – minima´ln´ı sˇ´ıˇrka vrcholu
• maxwidth – maxima´ln´ı sˇ´ıˇrka vrcholu
• standardwidth – vytvorˇ´ı vrcholy dane´ sˇ´ıˇrky; je-li nastaveno na nulu, tvorˇ´ı je na´hodneˇ
v dane´m rozmez´ı
Tyto parametry se nastavuj´ı uvnitrˇ souboru movpeaks.c.
4.2 SOMA knihovna
Hlavn´ı cˇa´st´ı implementace, ktera´ byla nutna´ pro testova´n´ı, bylo propojen´ı dvou programu˚.
Prvn´ım z nich byla knihovna SOMA, jej´ızˇ tvorbou a popisem se zaby´va´ [1].
Byla naprogramovana´ s d˚urazem kladeny´m na prˇenositelnost a pouzˇitelnost s jiny´mi
programy. Obsahuje metody pro beˇh SOMA se za´kladn´ı strategi´ı All To One. Jako pro-
gramovac´ı jazyk byl zvolen C++. Vzhledem k objektove´ formeˇ tohoto programu je velmi
snadne´ mu porozumeˇt, a prova´deˇt i prˇ´ıpadne´ zmeˇny v ko´du. Soucˇa´st´ı je i graficky´ vy´stup
v podobeˇ animace slouzˇ´ıc´ı k snadne´mu zobrazen´ı postupu hleda´n´ı rˇesˇen´ı. Acˇkoliv jsou zob-
razova´ny pouze prvn´ı dva rozmeˇry testovac´ı funkce, je animace velmi dobry´m zp˚usobem,
jak mı´t mozˇnost videˇt pr˚ubeˇh rˇesˇen´ı zadane´ho proble´mu. Vy´stup se automaticky ukla´da´ do
souboru soma.gif (pokud je tedy zapnute´ generova´n´ı animace).
Bylo by dobre´ alesponˇ kra´tce vysveˇtlit, k cˇemu slouzˇ´ı jednotlive´ soubory tohoto pro-
gramu.
• error.h, error.c – tyto soubory slouzˇ´ı k vy´pisu chybovy´ch hla´sˇek na standardn´ı
chybovy´ vy´stup
• function.h – je hlavicˇkovy´m souborem pro soubor urcˇeny´ k propojen´ı SOMA kni-
hovny s jiny´m programem. Jeho na´zev nen´ı pevneˇ da´n.
• individual.h, individual.cpp – tyto soubory obsahuj´ı trˇ´ıdu Individual (jedinec),
kde jsou definova´ny operace s jedinci
• main.cpp – hlavn´ı soubor SOMA, ktery´ obsahuje inicializaci a nastaven´ı parametr˚u
• mygif.h, mygif.cpp – tyto soubory vykona´vaj´ı funkce spojene´ s generova´n´ım ani-
mace. Nemaj´ı v sobeˇ zˇa´dne´ cˇa´sti, ktere´ by neˇjak ovlivnˇovaly prohleda´va´n´ı
• param.h, param.cpp – zde je trˇ´ıda s parametry jedinc˚u
• soma.h, soma.cpp – tyto soubory jsou ja´drem cele´ho programu, jsou zde pouzˇ´ıva´ny
trˇ´ıdy z ostatn´ıch soubor˚u a metody, ktere´ popisuj´ı vlastn´ı pohyb jedinc˚u po hyperplosˇe
Vzhledem k povaze pra´ce bylo vsˇak nutne´ narusˇit strukturu knihovny a nyn´ı je upra-
vena tak, aby byla schopna´ spra´vneˇ komunikovat s druhy´m programem – Moving Peaks
Benchmark. Vygenerova´no bylo v´ıce podobny´ch variant algoritmu, ktere´ se liˇs´ı strategi´ı
prohleda´va´n´ı. Zmeˇny, ktere´ byly provedeny v p˚uvodn´ım ko´du se tak liˇs´ı v kazˇde´ verzi stra-
tegie.
Za´kladem bylo vytvorˇen´ı souboru dmovpeaks.h, kde docha´z´ı ke komunikaci s obeˇma
programy. Jedinou informac´ı, kterou SOMA pro sv˚uj beˇh potrˇebuje, je hodnota u´cˇelove´
funkce v zadane´m bodeˇ.






class cF_dmovpeaks : public cFunction
{
public:
double *gen; /* pomocna´ promeˇnna´ pro prˇevod do pole typu double */
unsigned long successRate; /* promeˇnna´ preo vy´pocˇet success rate */
cF_dmovpeaks() {
init_peaks(); /* vytvorˇenı´ funkce */
successRate=0;






gen = new double[dim];
}
virtual ~cF_dmovpeaks() {
free_peaks(); /* ukoncˇenı´ moving peaks */
free(gen);




/* vra´tı´ aktua´lnı´ hodnotu globa´lnı´ho extre´mu */
double BestVal() const { return global_max; }
/* vra´tı´ true v~prˇı´padeˇ, zˇe je nalezeno dostatecˇneˇ prˇesne´ maximum */
bool isSolution(const cIndividual &ind)
const { return (ind.Value>global_max-0.01); }
/* prˇedstavenı´ se funkce */
void Introduce() const
{
std::cout<<"Dynamic: Moving peaks function\n\;
}














/* vy´pocˇet pouze pro u´cˇely, kdy ho nenı´









Pro testova´n´ı bylo vyuzˇito vy´pocˇtu hodnoty oﬄine error. Tato hodnota uda´va´ rozd´ıl
rˇesˇen´ı nalezene´ho konkre´tn´ım jedincem od skutecˇne´ho globa´ln´ıho maxima. Tato hodnota
ma´ udrzˇova´nu nerostouc´ı posloupnost a je resetova´na pouze v okamzˇitku zmeˇny funkce.
Obra´zek 4.1: Ilustrace tvaru grafu oﬄine error: Na ose Y je vyna´sˇena fitness konkre´tn´ı
evaluace, na ose X jsou jednotlive´ evaluace. Modre´ svisle´ cˇa´ry zna´zornˇuj´ı okamzˇik zmeˇny
tvaru u´cˇelove´ funkce. Zeleneˇ je vynesen graf online error – odchylky od spra´vne´ho rˇesˇen´ı.
Cˇerveneˇ je videˇt graf oﬄine error, ktery´ je v u´sec´ıch mezi zmeˇnami funkce nerostouc´ı.
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Vy´pocˇet hodnoty pr˚umeˇrne´ho oﬄine error tedy prob´ıha´ po kazˇde´ evaluaci podle vzorce:
averageOfflineError =
averageOfflineError · evalCount+ leastOffErrV alue
evalCount+ 1
,
kde evalCount odpov´ıda´ celkove´mu pocˇtu dosud provedeny´ch vyhodnocen´ı funkce a
leastOffErrV alue je nejmensˇ´ı dosud nalezena´ hodnota chyby, ktera´ je s kazˇdou zmeˇnou
tvaru funkce resetova´na.
Vy´pocˇet oﬄine error byl ve starsˇ´ıch verz´ıch algoritmu implementova´n vlastn´ı, pozdeˇji,
po dalˇs´ıch u´prava´ch algoritmu, bylo vyuzˇito vy´pocˇtu te´to hodnoty prˇ´ımo programem Mo-
ving Peaks Benchmark.
Dalˇs´ı pocˇ´ıtanou hodnotou byl Success rate – pod´ıl pocˇtu dosazˇen´ı globa´ln´ıho optima
k celkove´mu pocˇtu pokus˚u/beˇh˚u. Tento vy´pocˇet bylo mozˇne´ prove´st pomoc´ı funkce z Mo-
ving Peaks Benchmark get_right_peak(). Tato funkce vrac´ı vy´sledek typu bool, podle
toho, zda bylo prˇi posledn´ım vyhodnocen´ı funkce nalezeno optimum. Z celkove´ho pocˇtu
vyhodnocen´ı funkce get_right_peak() se pote´ spocˇ´ıtal aritmeticky´ pr˚umeˇr.
Vy´sledne´ hodnoty pro jednotliva´ testova´n´ı jsou umı´steˇna v kapitole Testy.
4.4 Implementace strategi´ı
Dalˇs´ı cˇa´st´ı u´prav algoritmu byla reimplementace SOMA knihovny pro dalˇs´ı strategie nezˇ
All To One. Vzhledem k male´mu pocˇtu u´prav nutne´mu k te´to zmeˇneˇ byla prvn´ı verze
upravene´ho programu uzp˚usobena tak, zˇe mohla ovla´dat vsˇechny pozdeˇji pouzˇite´ strategie,
cozˇ by mohlo by´t pro komplexn´ı testova´n´ı, ktere´ by mohlo trvat velmi dlouho prˇ´ınosem.
Uka´zalo se vsˇak, zˇe s rostouc´ım mnozˇstv´ım pouzˇity´ch prˇ´ıkaz˚u neu´meˇrneˇ klesa´ rychlost
algoritmu.
Proto bylo prˇikrocˇeno k implementac´ım jednotlivy´ch strategi´ı kazˇde´ zvla´sˇt’. Postupem
cˇasu se uka´zalo, zˇe je nutne´ programy propojit obeˇma smeˇry, cozˇ je v rozporu se zp˚usobem
jaky´m je knihovna SOMA napsa´na. Nakonec bylo nutne´ prove´st zmeˇny, ktere´ pouzˇitou
implementaci SOMA prˇ´ımo uzp˚usobuj´ı na komunikaci s Moving Peaks Benchmark.
Strategii All To One nebylo nutne´ nijak modifikovat, pouze byly prˇida´ny cˇa´sti ko´du pro
komunikaci s Moving Peaks Benchmark a pro vy´pocˇet potrˇebny´ch hodnot a nen´ı nutne´ ji
snad da´le popisovat.
Male´ u´pravy byly potrˇeba pro strategii All To Random. V tom to prˇ´ıpadeˇ bylo nutne´
zajistit, aby se jedinci pokazˇde´ vyda´vali za jiny´m jedincem, prˇicˇemzˇ Leader by meˇl z˚ustat
nehybny´.
Hlavn´ı u´prava byla provedena v souboru soma.cpp, kde bylo nutne´ pozmeˇnit ko´d v me-
todeˇ doStep(). Tato metoda se stala c´ılem zmeˇn i pro ostatn´ı strategie. Oproti All To One
prˇibyla v tomto prˇ´ıpadeˇ promeˇnna´ id_target, ktera´ reprezentuje na´sledovane´ho jedince.
Do n´ı je kazˇde´ kolo ukla´da´na na´hodna´ hodnota v rozmez´ı pocˇtu jedinc˚u. Na´sledova´n je tak
kazˇde´ kolo na´hodneˇ vybrany´ jedinec.
Strategie All TO All Adaptive vyzˇadovala u´pravu ve stejne´ metodeˇ, acˇkoliv vy´razneˇ
slozˇiteˇjˇs´ı. Pro tento prˇ´ıpad bylo nutne´ prˇidat dalˇs´ı cykl tak, aby kazˇdy´ jedinec na´sledoval po-
stupneˇ vsˇechny ostatn´ı jedince. Jako v prˇedchoz´ı varianteˇ jedinci na´sleduj´ı pokazˇde´ neˇkoho
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jine´ho, ale v tomto prˇ´ıpadeˇ kazˇdy´ z nich jako by prova´deˇl neˇkolik migracˇn´ıch kol sa´m za
sebe. Nakonec se prˇesune na nejlepsˇ´ı nalezenou polohu. Upraveno je take´ sta´rnut´ı jedince
a to tak, aby veˇk prˇiby´val po cele´ se´rii migrac´ı, jinak by mohlo docha´zet azˇ k neˇkolike´mu
u´mrt´ı jedince beˇhem jedine´ho migracˇn´ıho kola.
All to All prˇinesla kupodivu slozˇiteˇjˇs´ı u´pravy ko´du nezˇ jej´ı sesterska´ strategie All To
All Adaptive. Hlavn´ı zmeˇnou oproti n´ı je nutnost ukla´da´n´ı si hodnot nejlepsˇ´ıch jedinc˚u na
dosud prosˇly´ch pozic´ıch (obr. 3.6), aby bylo v˚ubec mozˇne´ realizovat posledn´ı krok – prˇesun
jedince na pozici.
K uchova´n´ı hodnot byla na pole upravena promeˇnna´ pomBestInd.
Posledn´ı implementovanou strategi´ı je All To Elite, kde bylo nutne´ zave´st ukla´da´n´ı nej-
lepsˇ´ıch jedinc˚u do obousmeˇrneˇ prˇ´ıstupne´ fronty. V nasˇem prˇ´ıpadeˇ je to:
deque<unsigned long> bestID
V metodeˇ doStep() je provedena zmeˇna tak, aby byl prˇed kazˇdy´m pohybem jedince, zvolen
na´hodneˇ vybrany´ cˇlen elity, ktery´ bude v za´peˇt´ı na´sledova´n. Samozrˇejmost´ı je kontrola, zda
jedinec nebude na´sledovat sa´m sebe. Po nalezen´ı nove´ho umı´steˇn´ı, je zjiˇsteˇno, zda jedinec
nema´ lepsˇ´ı hodnotu nezˇ aktua´ln´ı nejslabsˇ´ı elitn´ı cˇlen. Je-li tomu tak, je jedinec postupneˇ
porovna´va´n s cˇleny bestID, dokud nen´ı nalezen elitn´ı jedinec jehozˇ hodnota je vysˇsˇ´ı nebo
nen´ı dosazˇeno konce. Pote´ je kandida´t zarˇazen na u´kor nejslabsˇ´ıho jedince do elity.
Za´sahy bylo v tomto prˇ´ıpadeˇ nutne´ prove´st i do dalˇs´ıch metod, kv˚uli inicializaci, reini-




Na SOMA byly provedeny se´rie test˚u zameˇrˇene´ na z´ıska´n´ı mı´ry u´speˇsˇnosti prˇi rˇesˇen´ı funkc´ı
generovany´ch pomoc´ı Moving Peaks Benchmark. Vy´sledny´mi hodnotami byl jednak oﬄine
error a take´ mı´ra u´speˇsˇnosti nalezen´ı spra´vne´ho vrcholu – success rate. Testova´ny byly
strategie All To One a All To Elite.
Pro testova´n´ı byly pevneˇ nastaveny nastaveny tyto parametry:
• Nastaven´ı programu Moving Peaks Benchmark
– pocˇet vrchol˚u: 10
– pohyb vrcholu prˇi zmeˇneˇ funkce: 1,0
– pocˇet rozmeˇr˚u: 5
– mı´ra zmeˇny vy´sˇky vrchol˚u: 1,0
– mı´ra zmeˇny sˇ´ıˇrky vrchol˚u: 0,01
– hranice plochy pro vsˇechny rozmeˇry: 〈0,0; 100,0〉
– rozmez´ı vy´sˇek vytvorˇeny´ch vrchol˚u: 〈30,0; 70,0〉
– standardn´ı vy´sˇka vrcholu je tvorˇena na´hodneˇ
– rozmez´ı sˇ´ıˇrek vytvorˇeny´ch vrchol˚u: 〈1,0; 12,0〉
– standardn´ı sˇ´ıˇrka vrcholu je tvorˇena na´hodneˇ
– pocˇet vyhodnocen´ı funkce prˇed zmeˇnou funkce nastaven na 0, zmeˇna je prova´-
deˇna rucˇneˇ vola´n´ım change_peaks
• Nastaven´ı programu SOMA
– PathLength: 2,8
– Step: PathLength/(20,0 · 1,1) .= 0,127
– pocˇet jedinc˚u: 25-kra´t pocˇet rozmeˇr˚u
– mı´ra pertubace: 0,7
– maxima´ln´ı veˇk jedince: 7
• Dalˇs´ı nastaven´ı
– celkovy´ pocˇet vyhodnocen´ı funkce: 500000
– pocˇet evaluac´ı na zmeˇnu funkce: 5000
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Pocˇet vyhodnocen´ı funkce mu˚zˇe dosahovat o neˇco vysˇsˇ´ıch hodnot, protozˇe algoritmus
vzˇdy dokoncˇ´ı celou migraci.
Kazˇdy´ rˇa´dek v tabulce byl z´ıska´n vy´pocˇtem hodnot jednoho sta beˇh˚u algoritmu. Hod-
nota uvedena´ v za´vorka´ch je standardn´ı odchylka.
Z tabulek je videˇt, zˇe hodnoty oﬄine error dosahuj´ı i prˇi male´m mnozˇstv´ı vrchol˚u velky´ch
hodnotovy´ch vy´kyv˚u. Vysveˇtlen´ım je v takove´m prˇ´ıpadeˇ to, zˇe tvar funkce se cˇasto meˇn´ı
uprostrˇed migracˇn´ıho kola a vy´pocˇty cˇa´sti jedinc˚u tak z´ıskaj´ı hodnoty, ktere´ uzˇ nejsou
spra´vne´. V takove´m prˇ´ıpadeˇ velikost chyby velice brzy stoupne do neprˇ´ıjemneˇ vysoky´ch
hodnot. Tento proble´m zat´ım nen´ı mozˇne´ uspokojiveˇ rˇesˇit.
5.1 All To One
Tato se´rie test˚u byla zameˇrˇena na chova´n´ı algoritmu SOMA se strategi´ı prohleda´va´n´ı All
To One.
V tabulce 5.1 byl pocˇ´ıta´n oﬄine error a success rate pro 1, 2, 3, 5, 8 a 10 rozmeˇr˚u. Pocˇet
vrchol˚u byl fixneˇ nastaven na 10 a mı´ra pohybu vrcholu byla 1,0.
Pocˇet rozmeˇr˚u Oﬄine error Success rate
1 0,32 (0,02) 0,96 (0,01)
2 0,87 (0,04) 0,48 (0,03)
3 3,16 (1,76) 0,82 (0,21)
5 6,48 (5,53) 0,65 (0,20)
8 2,88 (3,01) 0,89 (0,21)
10 51,42 (19,6) 0,25 (0,00)
Tabulka 5.1: All To One – meˇn´ıc´ı se pocˇet rozmeˇr˚u
Jak je z vy´sledk˚u videˇt, s rostouc´ım pocˇtem rozmeˇr˚u na´hle prudce roste chyba. Pocˇet
jedinc˚u totizˇ roste u´meˇrneˇ s mnozˇstv´ım rozmeˇr˚u a t´ım pa´dem stoupa´ i pocˇet evaluac´ı u´cˇelove´
funkce kazˇde´ migracˇn´ı kolo.
Prˇi deseti rozmeˇrech jizˇ pocˇet evaluac´ı u´cˇelove´ funkce beˇhem jedne´ migrace prˇesa´hne
5000, cozˇ je hodnota, kdy se meˇn´ı tvar u´cˇelove´ funkce. Beˇhem kazˇde´ migrace tak dojde ke
zmeˇneˇ jej´ıho tvaru, cozˇ se negativneˇ odraz´ı na vy´sledc´ıch. Pocˇet evaluac´ı za jedno kolo pro
tento prˇ´ıpad vypocˇteme pomoc´ı vzorce:
(NP − 1) · PathLength
Step
,
kde NP znamena´ pocˇet jedinc˚u. Jakmile dosad´ıme pouzˇite´ hodnoty pro 10 rozmeˇr˚u
dostaneme:
(250− 1) · 2, 8
0, 127
.= 5490,
V prˇ´ıpadeˇ vy´pocˇtu s 8 rozmeˇry vycha´z´ı vy´sledek zhruba 4390, cozˇ znamena´, zˇe beˇhem
migrace nedocha´z´ı vzˇdy ke zmeˇneˇ tvaru u´cˇelove´ funkce.
Pro v´ıce nezˇ deset rozmeˇr˚u je proto jizˇ navrzˇen jiny´ vzorec pro vy´pocˇet pocˇtu jedinc˚u:
NP = 250 + 10(dim− 10),
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kde dim odpov´ıda´ pocˇtu rozmeˇr˚u funkce. Pomoc´ı tohoto vzorce prˇiby´va´ s kazˇdy´m dalˇs´ım
prˇidany´m rozmeˇrem pouze vy´razneˇ me´neˇ jedinc˚u. Tak se zabra´n´ı prˇ´ıliˇsne´mu na´r˚ustu eva-
luac´ı. Ukazuje se, zˇe pro tyto hodnoty mnozˇstv´ı jedinc˚u jsou vy´sledky srovnatelne´ [1].
V druhe´ tabulce 5.2 se meˇnil pocˇet vrchol˚u v rozmez´ı 1 – 500, kdy uzˇ bylo vy´razneˇ zna´t
zpomalen´ı rychlosti vy´pocˇtu. Rozmeˇr˚u bylo da´no pevneˇ 5 a mı´ra pohybu vrcholu byla 1,0.
Pocˇet vrchol˚u Oﬄine error Success rate
1 11,43 (8,48) 1,00 (0,00)
3 12,32 (6,47) 0,71 (0,34)
5 4,35 (3,39) 0,83 (0,15)
8 21,76 (6,07) 0,13 (0,29)
10 4,42 (3,54) 0,82 (0,17)
12 18,73 (6,31) 0,15 (0,16)
15 8,96 (4,56) 0,09 (0,09)
18 11,97 (3,55) 0,05 (0,10)
50 9,60 (0,24) 0,00 (0,01)
100 7,00 (1,75) 0,02 (0,02)
200 4,49 (1,64) 0,03 (0,01)
500 5,53 (1,28) 0,01 (0,01)
Tabulka 5.2: All To One – meˇn´ıc´ı se pocˇet vrchol˚u
Z vy´sledk˚u se da´ vypozorovat tendence poklesu oﬄine error. Zat´ımco prˇi me´neˇ vrcholech
maj´ı jedinci velkou pravdeˇpodobnost umı´steˇn´ı na sˇpatne´ pozici, s rostouc´ım mnozˇstv´ım
vrchol˚u se postupneˇ ”rod´ı“ na lepsˇ´ıch pozic´ıch s cˇ´ım da´l veˇtsˇ´ı pravdeˇpodobnost´ı. Je videˇt,
zˇe i pocˇa´tecˇn´ı rozkol´ısanost odchylky se sp´ıˇse urovna´va´. Samozrˇejmeˇ spolu s rostouc´ım
mnozˇstv´ım vrchol˚u klesa´ pravdeˇpodobnost, zˇe se jedinec prˇi sve´ cesteˇ dostane na ten pravy´.
Dalˇs´ım krite´riem test˚u byla vzda´lenost, o kterou poskocˇily vrcholy prˇi zmeˇneˇ funkce.
Hodnoty v tabulce 5.3 byly postupneˇ nastaveny na 1, 5, 10 a 50. Vy´pocˇet byl prova´deˇn pro
5 rozmeˇr˚u a 10 vrchol˚u.
Velikost zmeˇny Oﬄine error Success rate
1 5,39 (3,45) 0,70 (0,09)
5 11,98 (1,23) 0,72 (0,00)
10 22,43 (0,99) 0,72 (0,00)
50 50,01 (0,78) 0,53 (0,03)
Tabulka 5.3: All To One – zmeˇna velikosti pohybu vrchol˚u
Zde je videˇt, zˇe u jedinc˚u sta´le docha´z´ı k nahloucˇen´ı, ktere´ se projevuje prˇ´ımo u´meˇrneˇ
roustouc´ı mı´rou chybovosti. Pokud se vrchol pohne v´ıce, vetsˇ´ımu mnozˇstv´ı jedinc˚u klesne
fitness funkce.
5.2 All To Elite
Dalˇs´ı sada obdobny´ch test˚u se zameˇrˇila na strategii All To Elite. Tato strategie meˇla pevneˇ
nastaveno deset elitn´ıch jedinc˚u. Jak je jizˇ videˇt z na´sleduj´ıc´ıch tabulek, vy´sledky strategi´ı
jsou pomeˇrneˇ podobne´.
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Tabulka 5.4 ukazuje vy´sledky pro 1, 2, 3, 5, 8 a 10 rozmeˇr˚u.
V porovna´n´ı se strategi´ı All To One prˇina´sˇ´ı hodnota oﬄine error drobne´ zlepsˇen´ı. Na-
proti tomu hodnoty success rate dosahuj´ı o neˇco horsˇ´ıch vy´sledk˚u. Vzhledem k povaze
prohleda´va´n´ı All To Elite se ovsˇem zhorsˇen´ı teˇchto hodnot dalo ocˇeka´vat.
Pocˇet rozmeˇr˚u Oﬄine error Success rate
1 0,29 (0,02) 0,96 (0,01)
2 0,85 (0,03) 0,47 (0,01)
3 2,67 (1,26) 0,87 (0,13)
5 4,36 (1,00) 0,72 (0,02)
8 2,36 (1,27) 0,93 (0,10)
10 47,37 (19,91) 0,25 (0,00)
Tabulka 5.4: All To Elite – meˇn´ıc´ı se pocˇet rozmeˇr˚u
Srovnatelny´ch vy´sledk˚u se dosa´hlo i prˇi testova´n´ı se zmeˇnou mnozˇstv´ı vrchol˚u v tabulce
5.5. Hodnoty All To Elite sice veˇtsˇinou dosahuj´ı lepsˇ´ıho oﬄine error, nicme´neˇ ne vzˇdy.
A jako v prˇ´ıpadeˇ zmeˇny pocˇtu rozmeˇr˚u je hodnota success rate v porovna´n´ı se strategi´ı All
To One o neˇco horsˇ´ı.
Pocˇet vrchol˚u Oﬄine error Success rate
1 9,39 (5,35) 1,00 (0,00)
3 11,36 (6,28) 0,54 (0,36)
5 15,75 (4,30) 0,08 (0,19)
8 24,41 (6,39) 0,10 (0,29)
10 4,91 (3,20) 0,71 (0,07)
12 12,69 (2,03) 0,01 (0,01)
15 7,58 (1,95) 0,07 (0,08)
18 15,64 (2,78) 0,02 (0,07)
50 4,06 (0,07) 0,08 (0,01)
100 3,30 (0,30) 0,13 (0,02)
200 4,81 (1,04) 0,03 (0,03)
500 5,13 (0,79) 0,02 (0,01)
Tabulka 5.5: All To Elite – meˇn´ıc´ı se pocˇet vrchol˚u
I v prˇ´ıpadeˇ porovna´va´n´ı podle velikosti skoku vrchol˚u (tabulka 5.6) vyhra´va´ All To Elite
na oﬄine error pouze o male´ rozd´ıly v hodnota´ch.
Velikost zmeˇny Oﬄine error Success rate
1 4,55 (1,67) 0,72 (0,03)
5 10,54 (0,48) 0,72 (0,00)
10 18,78 (0,65) 0,72 (0,00)
50 48,90 (0,87) 0,54 (0,03)
Tabulka 5.6: All To Elite – zmeˇna velikosti pohybu vrchol˚u
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Obra´zek 5.1: Graf oﬄine error u strategi´ı All To One a All To Elite pro r˚uzny´ pocˇet rozmeˇr˚u
Prˇesne´ vy´sledky jednotlivy´ch experiment˚u, animace migrac´ı vsˇech uvedeny´ch strategi´ı
a testy strategi´ı All To All/Random/Adaptive naleznete na prˇilozˇene´m me´diu.
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Obra´zek 5.2: Graf oﬄine error u strategi´ı All To One a All To Elite pro r˚uzny´ pocˇet vrchol˚u





Dalo by se rˇ´ıci, zˇe z testovany´ch strategi´ı vysˇla le´pe All To Elite. Oﬄine error v nale´za´n´ı
rˇesˇen´ı prˇi zmeˇneˇ pocˇtu rozmeˇr˚u vysˇel v pr˚umeˇru o 14 procent le´pe nezˇ u strategie All To
One. Obdobne´ho u´speˇchu bylo dosazˇeno prˇi porovna´va´n´ı teˇchto strategi´ı prˇi zmeˇneˇ velikosti
skoku vrcholu. Zde vysˇel All To Elite o necely´ch 12 procent le´pe. Zhorsˇen´ı oproti All To
One vsˇak nastalo prˇi zmeˇneˇ pocˇtu vrchol˚u, kdy oﬄine error All To Elite vysˇel v pr˚umeˇru
o 11 procent h˚urˇe.
Velka´ cˇa´st s´ıly SOMA spocˇ´ıva´ v jej´ı jednoduchosti, kde prakticky v cele´m algorimu nen´ı
nutne´ pouzˇ´ıt operaci slozˇiteˇjˇs´ı nezˇ na´soben´ı a nen´ı tak snadne´ prova´deˇt u´pravy, ktere´ by
efektivitu algoritmu vy´razneˇ zvy´sˇily.
Patrneˇ by se dalo dosa´hnout dalˇs´ıho vylepsˇen´ı algoritmu pomoc´ı modifikace mnozˇstv´ı
elitn´ıch jedinc˚u v za´vislosti na pocˇtu dimenz´ı, rozmeˇrech plochy a mnozˇstv´ı pouzˇity´ch
jedinc˚u. Lecˇ vzhledem k mnozˇstv´ı parametr˚u nastavitelny´ch pro SOMA, nebylo zdaleka
mozˇne´ prove´st vsˇechny testy, a proto vy´sledky nemusely vzˇdy dosa´hnout optima´ln´ıch hod-
not.
Pravdou tak sta´le z˚usta´va´ tvrzen´ı va´zˇ´ıc´ı se k evolucˇn´ım algoritmu˚m zna´ma´ jako ”no
free lunch theorem“ [3]: V evolucˇn´ıch algoritmech neexistuje takovy´, ktery´ by byl scho-
pen poda´vat nejlepsˇ´ı vy´sledky ve vsˇech typech zadany´ch proble´mu˚. Specializace algoritmu
s sebou prˇinese zhorsˇen´ı pro jine´ typy u´kol˚u.
Dalˇs´ı informace, vcˇetneˇ konkre´tn´ıch vy´sledk˚u test˚u, ktere´ zde nemus´ı by´t vsˇechny uve-
deny, jsou obsazˇeny na prˇilozˇene´m me´diu.
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