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A FORMALIZATION OF CONVEX POLYHEDRA BASED ON THE SIMPLEX
METHOD
XAVIER ALLAMIGEON AND RICARDO D. KATZ
Abstract. We present a formalization of convex polyhedra in the proof assistant Coq. The cornerstone
of our work is a complete implementation of the simplex method, together with the proof of its correctness
and termination. This allows us to define the basic predicates over polyhedra in an effective way (i.e. as
programs), and relate them with the corresponding usual logical counterparts. To this end, we make an
extensive use of the Boolean reflection methodology. The benefit of this approach is that we can easily
derive the proof of several fundamental results on polyhedra, such as Farkas’ Lemma, the duality theorem
of linear programming, and Minkowski’s Theorem.
1. Introduction
Context. Convex polyhedra play a major role in many different areas of mathematics and computer science,
including algebraic geometry, combinatorics, optimization and operations research, control theory, software
verification, compilation and program optimization, constraint solving, etc. Their success mainly comes from
the fact that they provide a convenient tradeoff between expressivity (conjunction of linear inequalities) and
tractability. As an illustration of the latter aspect, linear programming, i.e., the optimization of a linear
function over linear inequality constraints, can be solved in polynomial time [18].
Among the aforementioned applications of polyhedra, there are some which are critical. For instance, in
software verification (e.g., by abstract interpretation), or in control theory, polyhedra are used to compute
over-approximations of the set of reachable states or trajectories, in order to provide guarantees on the safety
of programs [9], and the stability of dynamical systems [15]. On the mathematical side, polyhedra are still a
very active research subject. For instance, whether linear programming can be solved in strongly polynomial
complexity, i.e., by a polynomial time algorithm only doing a number of arithmetic operations bounded by
a polynomial in the dimension and the number of constraints, is still an open question, appearing in the
list of problems for the 21th century of Smale [24]. Another open problem is the existence of a polynomial
upper bound on the diameter of polytopes, following the counterexample of [22] to the linear upper bound
conjectured by Hirsch in 1957. In this context, (informal) mathematical software play an increasing role
in testing or disproving conjectures (see e.g. [7]). All this advocates for the formalization of the theory of
convex polyhedra in a proof assistant, in order to increase the level of trust in their applications.
Contributions. In this paper, we present the first steps of a formalization of the theory of convex polyhedra
in the proof assistant Coq. A motivation for using Coq comes from the longer term objective of formally
proving some mathematical results relying on large-scale computation (e.g., the counterexample to the Hirsch
conjecture given in [19], a polytope in dimension 20 with 36 425 vertices). The originality of our approach
lies in the fact that our formalization is carried out in an effective way, in the sense that the basic predicates
over polyhedra (emptiness, boundedness, membership, etc) are defined by means of Coq programs. All
these predicates are then proven to correspond to the usual logical statements. The latter take the form
of the existence of certificates: for instance, the emptiness of a polyhedron is shown to be equivalent to
the existence of a certificate of inconsistency of the defining system of inequalities (this is known as Farkas’
Lemma, see Corollary 2 below for the precise statement). This equivalence between Boolean predicates
and formulas living in the kind Prop is implemented by using the Boolean reflection methodology, and the
supporting tools provided by the Mathematical Components library and its tactic language [14]. The benefit
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of the effective nature of our approach is demonstrated by the fact that we easily arrive at the proof of
fundamental results on polyhedra, such as several versions of Farkas’ Lemma, the duality theorem of linear
programming, separation from convex hulls, Minkowski’s Theorem, etc.
Our effective approach is made possible by implementing the simplex method inside Coq, and proving its
correctness and termination. Recall that the simplex method is the first algorithm introduced to solve linear
programming [10]. Two difficulties need to be overcome to formalize it. On the one hand, we need to deal
with its termination. More precisely, the simplex method iterates over the so-called bases. Its termination
depends on the specification of a pivoting rule, whose aim is to determine, at each iteration, the next basis.
In this work, we have focused on proving that the lexicographic rule [11] ensures termination. On the other
hand, the simplex method is actually composed of two parts. The part previously described, called Phase II,
requires an initial basis to start with. Finding such a basis is the purpose of Phase I. It consists in building
an extended problem (having a trivial initial basis), and applying to it the Phase II algorithm. Both phases
need to be formalized to obtain a fully functional algorithm.
We point out that our goal here is not to obtain a practically efficient implementation of the simplex
method (e.g., via the code extraction facility of Coq). Rather, we use the simplex method as a tool in our
proofs and, in fact, it turns out to be the cornerstone of our approach, given the intuitionistic nature of
the logic in Coq. Thus, we adopt the opposite approach of most textbooks on linear programming where,
firstly, theoretical results (like the ones mentioned above) are proven, and then the correctness of the simplex
method is derived from them.
The formalization presented in this paper can be found in a library developed by the authors called Coq-
Polyhedra. This library is available through a git repository at https://github.com/nhojem/Coq-Polyhedra. The
branch JAR provides the frozen version of the library corresponding to the results presented in this paper.1
As mentioned above, our formalization is based on the Mathematical Components library [14] (MathComp
for short), which is available at https://github.com/math-comp/math-comp. On top of providing a convenient
way to use Boolean reflection, this library contains most of the mathematical tools needed to formalize the
simplex method (linear algebra, advanced manipulations of matrices, etc).
Related Work. Our approach has been strongly influenced by the formalization of abstract linear algebra in
the Mathematical Components library, which is done in an effective way by exploiting a variant of Gaussian
elimination [13].
As far as we know, this is the first formalization of the simplex method in the Calculus of Constructions.
In this paradigm, the only work concerning convex polyhedra we are aware of is the implementation of
Fourier–Motzkin elimination on linear inequalities in Coq, leading to a proof of Farkas’ Lemma [21]. Our
work follows a different approach, relying on the theory of linear programming, which has the advantage of
providing certificates for the basic predicates over polyhedra. Concerning other families of logics, HOL Light
provides a very complete formalization of convex polyhedra [16], including several important results (Farkas’
Lemma, Minkowski’s Theorem, Euler–Poincare´ formula, etc). The classical nature of the logic implemented
in HOL Light makes it difficult to compare this work with ours. In Isabelle, an implementation of a simplex-
based satisfiability procedure for linear arithmetic has been carried out [25]. This is motivated by obtaining
a practical and executable code for SMT solving purposes. Here, we are driven by using the simplex method
for mathematical proving, which explains why we obtain a completely different kind of formalization.
Our approach has to be distinguished from the previous works aiming at integrating external oracles based
on the simplex method [20, 5] (and more broadly, on constraint solvers [6, 1]) into proof assistants. In such
approaches, the simplex method is implemented in an “informal backend” whose aim is to provide certificates
of the validity of some linear inequalities, which are then checked inside the proof assistant. The basic goal is
to automate the deduction of some linear inequalities in proof assistants (e.g., the tactics Micromega of Coq).
Another possible application is to certify a posteriori the computation made by (informal) static analysis
tools [12]. In contrast, the effectiveness of our approach is based on the implementation of the simplex
method inside the proof assistant. In this way, the basic properties of polyhedra which are addressed in our
work are defined by means of the value returned by the simplex method, and the proofs that these definitions
are correct follow from the correctness proof of the simplex method.
1It can be downloaded by executing git clone -b JAR https://github.com/nhojem/Coq-Polyhedra.git. Instructions
for building can be found in the README.md file.
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minimize 3x1 + x2
subject to x1 + x2 ≥ 4
−x1 − 3x2 ≥ −23
4x1 − x2 ≥ 1
−2x1 + x2 ≥ −11
x2 ≥ 1
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Figure 1. A linear program. The feasible set is depicted in gray. The direction in which
the objective function decreases is represented by a dashdotted oriented line, and some level
sets (i.e., sets of the form {x ∈ R2 | 3x1 + x2 = α}, where α ∈ R) are drawn in blue dotted
lines. The optimal basic point is represented by a green square, while the the other basic
points are represented by dots. All are annotated with the corresponding bases.
Organization of the Paper. In Sect. 2, we introduce basic concepts and results on polyhedra and linear
programming. In Sect. 3, we describe the main components of the simplex method, and start its formalization.
The lexicographic rule is dealt with in Sect. 4. The two phases of the simplex method are formalized in
Sect. 5 and 6, along with some of the main mathematical results that can be derived from them. Finally, we
discuss the outcome of our work in Sect. 7.
By convention, all Coq definitions, functions, theorems, etc introduced in this work are highlighted in blue
when they appear for the first time. This is to distinguish them from the existing material, in particular those
brought from the MathComp library. We inform the reader that the vast majority of the results described
in this paper (especially the ones of Sect. 3 to 6) are gathered in the file simplex.v of Coq-Polyhedra.
2. Polyhedra, Linear Programming and Duality
A (convex) polyhedron is a set of the form
P(A, b) := {x ∈ Rn | Ax ≥ b} ,
where A ∈ Rm×n, b ∈ Rm, and the inequality ≥ is taken entrywise, meaning that y ≥ z when yi ≥ zi for all
i. In geometric terms, a polyhedron corresponds to the intersection of finitely many halfspaces. A (affine)
halfspace refers to a set of the form {x ∈ Rn | 〈a, x〉 ≥ β}, where a ∈ Rn, β ∈ R, and 〈·, ·〉 stands for the
Euclidean scalar product, i.e., 〈x, y〉 :=
∑
i xiyi.
More generally, convex polyhedra can be defined over any ordered field (see e.g. [17]). This is why our
formalization relies on a variable R of the type realFieldType of MathComp, whose purpose is to represent an
ordered field in which any inequality is decidable. Assume that m and n are variables of type nat. The types
'M[R]_(m,n) and 'cV[R]_m provided by MathComp respectively represent matrices of size m × n and column
vectors of size m with entries of type R. In this paper, we usually omit R in the notation of these types, for
the sake of readability. The polyhedron associated with A:'M_(m,n) and b:'cV_m is then defined by means of
a Boolean predicate, using the construction pred of MathComp:
Definition polyhedron A b := [pred x : 'cV_n | (A *m x) >=m b].
Here, *m stands for the matrix product, and >=m for the entrywise ordering of vectors: y <=m z if and only
if y i 0 <= z i 0 for all i, where y i 0 and z i 0 are respectively the ith entry of the vectors y and z (see
vector_order.v in Coq-Polyhedra).2 In this way, polyhedron A b is essentially a function from 'cV_n to bool,
which evaluates whether a vector x satisfies (A *m x) >=m b. The construction pred of MathComp allows us
to use the notation x \in polyhedron A b, which means that x satisfies (A *m x) >=m b.
2The double index in y i 0 and z i 0 comes from the fact that column vectors are encoded as matrices (with one column).
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Linear programming consists in optimizing a linear function x ∈ Rn 7→ 〈c, x〉 over a polyhedron, such as:
(LP(A, b, c))
minimize 〈c, x〉
subject to Ax ≥ b , x ∈ Rn
A problem of the form LP(A, b, c) is referred to as a linear program (see Fig. 1 for an example). A vector
x ∈ Rn satisfying the constraint Ax ≥ b is a feasible point of this linear program. The polyhedron P(A, b),
which consists of the feasible points, is called the feasible set. The function x 7→ 〈c, x〉 is the objective
function. The optimal value is defined as the infimum of 〈c, x〉 for x ∈ P(A, b). A point x ∈ P(A, b) reaching
this infimum is called optimal solution. When P(A, b) is not empty, the linear program LP(A, b, c) is said
to be feasible, and its optimal value is either finite, or −∞ (when the quantity 〈c, x〉 is not bounded from
below over P(A, b)). In the latter case, we say that the linear program is unbounded (from below). Finally,
when P(A, b) is empty, the linear program is infeasible, and its value is defined to be +∞.
A fundamental result in linear programming relates the optimal value of the linear programLP(A, b, c) with
the one of another linear program which is dual to it. In more detail, the dual linear program of LP(A, b, c)
is the following optimization problem:
(DualLP(A, b, c))
maximize 〈b, u〉
subject to ATu = c , u ≥ 0 , u ∈ Rm
where AT stands for the transpose of A. Notice that DualLP(A, b, c) is a linear program as well. Indeed, its
constraints can be rewritten into the block system
(1)

 A
T
−AT
Im

 u ≥

 c−c
0

 ,
where Im stands for the m × m identity matrix. Similarly, the maximization problem can be turned
into a minimization problem with objective function x 7→ 〈−b, x〉. We denote by Q(A, c) the feasible set
of DualLP(A, b, c), and we refer to it as the dual polyhedron. Assuming c is a variable of type 'cV_n (i.e.,
representing a vector in Rn), we adopt a specific formalization for this polyhedron, as follows:
Definition dual_polyhedron A c := [pred u : 'cV_m | AˆT *m u == c & (u >=m 0)].
where 0 denotes the zero vector of 'cV_m. Here and below, the notation == stands for the Boolean equality,
which applies to any type with a decidable equality. As opposed to the dual linear program, LP(A, b, c)
is referred to as the primal linear program. The interplay between the primal and dual linear programs is
described by the following result:
Theorem 1 (Strong duality). If one of the programs LP(A, b, c) or DualLP(A, b, c) is feasible, then they
have the same optimal value.
In addition, when both are feasible, the optimal value is attained by a primal feasible point x∗ ∈ P(A, b)
and by a dual feasible point u∗ ∈ Q(A, c).
In particular, when DualLP(A, b, c) is feasible, its optimal value is +∞ if and only if the primal lin-
ear program LP(A, b, c) is infeasible. This holds for any choice of the vector c, including c = 0. Since
DualLP(A, b, 0) obviously admits u = 0 as a feasible point, we readily obtain a characterization of the
emptiness of the polyhedron P(A, b), which is known as Farkas’ Lemma:
Corollary 2 (Farkas’ Lemma). The polyhedron P(A, b) is empty if, and only if, the optimal value of
DualLP(A, b, 0) is +∞, or, equivalently, there exists d ∈ Rm such that d ≥ 0, AT d = 0 and 〈b, d〉 > 0.3
The first part of Corollary 2 shows a way to formalize the emptiness property of polyhedra in an effective
way, e.g., as a program computing the value of DualLP(A, b, 0) inside the proof assistant and comparing it
to +∞. This is precisely the approach that we have adopted in this work. As we shall see in Sect. 7, it also
applies to several other properties of polyhedra.
3When such a d exists, the value of the objective function of DualLP(A, b, 0) can be made arbitrarily large by considering
points of the form αd, for α ≥ 0, which obviously belong to Q(A, 0) (due to the latter property, d is called a dual feasible
direction, see Sect. 5.2).
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3. The Three Ingredients of the Simplex Method
3.1. Bases and Basic Points. To solve the linear program LP(A, b, c), the simplex method iterates over
the feasible bases, up to reaching one corresponding to an optimal solution or concluding that the optimal
value is −∞. A basis is a subset I of {1, . . . ,m} with cardinality n such that the square matrix AI , formed
by the rows Ai of A indexed by i ∈ I, is invertible. Each basis I is associated with a basic point x
I defined
as:
xI := (AI)
−1bI .
The basis I is said to be feasible when the point xI is feasible. It is said to be optimal when xI is an optimal
solution of the linear program. We refer to Fig. 1 for an illustration.
In geometric terms, a basis corresponds to a set of n hyperplanes Aix = bi which intersect in a single
point. The basis is feasible when this point belongs to the feasible set P(A, b). It can be shown that the
feasible basic points precisely correspond to the vertices, i.e., the 0-dimensional faces, of the polyhedron
P(A, b) (albeit we do not prove nor need this property in this paper).
The formalization of bases and feasible bases is performed by introducing three layers of types. We start
with a type corresponding to prebases, i.e., subsets of {1, . . . ,m} with cardinality n. This is implemented by
using a dependant pair formed by a subset I : {set 'I_m} and a proof of the equality #|I| == n:
Inductive prebasis := Prebasis (I : {set 'I_m}) of (#|I| == n).
Here, 'I_m stands for the finite subtype of naturals i:nat such that i < m (cf. Interface finType of MathComp).
A term I of type {set 'I_m} represents a finite set of elements of type 'I_m, and #|I| corresponds to its
cardinality.
Defining bases then requires us to deal with submatrices of the form AI . This is the purpose of the library
row_submx.v of Coq-Polyhedra, where we define:
Definition row_submx (p : nat) (Q : 'M_(m,p)) (I : {set 'I_m}) :=
(\matrix_(i < #|I|, j < p) Q (enum_val i) j) : 'M_(#|I|, p).
In this definition, (\matrix_(i < q,j < p) Expr(i,j)) : 'M_(q,p) is the matrix whose (i,j) entry is Expr(i,j),
and the function enum_val applied to i:'I_(#|I|) retrieves the ith element of I. When I has cardinality n
and Q has type 'M_(m,n), the submatrix row_submx Q I does not have type 'M_n, i.e., that of square matrices
of size n × n. Indeed, in MathComp, matrices are defined using dependent types (depending on the size).
Therefore, the types 'M_n and 'M_(#|I|,n) are distinct, so we use the MathComp function castmx to explicitly
do the glueing job:
Definition matrix_of_prebasis (p : nat) (Q : 'M_(m,p)) (I : prebasis) :=
castmx (prebasis_card I, erefl p) (row_submx Q I) : 'M_(n,p).
where prebasis_card I is a proof of the fact that #|I| = n and erefl p of the fact that p = p. Assuming the
variables A:'M_(m,n) and b:'cV_m have been previously declared, the type representing bases is then defined
by:
Inductive basis := Basis (I : prebasis) of (matrix_of_prebasis A I) \in unitmx.
where the predicate unitmx represents the set of matrices of 'M_n which are invertible. The basic point
associated with a basis is determined by the function:
Definition point_of_basis (I : basis) := (invmx (matrix_of_prebasis A I)) *m (matrix_of_prebasis b I).
where invmx Q returns the inverse of the matrix Q. From this, we can define the type of feasible bases:
Inductive feasible_basis := FeasibleBasis (I : basis) of point_of_basis I \in polyhedron A b.
3.2. Reduced Costs. As mentioned above, the simplex method iterates over the feasible bases until reaching
one corresponding to an optimal solution or concluding that the optimal value is −∞. This stopping criterion
is determined using the so-called reduced cost vector. The reduced cost vector associated with the basis I
is defined as uI := A−TI c, where A
−T
I denotes the inverse of the transpose matrix of AI . On the Coq side,
assuming c is a variable of type 'cV_n, this leads to:
Definition reduced_cost_of_basis (I : basis) := (invmx (matrix_of_prebasis A I)ˆT) *m c : 'cV_n.
where QˆT stands for the transpose of the matrix Q. When uI ≥ 0 and I is feasible, the associated basic point
is optimal:
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Lemma optimal_cert_on_basis (I : feasible_basis) : (reduced_cost_of_basis I) >=m 0 ->
forall y, y \in polyhedron A b -> '[c, point_of_basis I] <= '[c,y].
Here, the notation '[.,.] corresponds to the scalar product 〈·, ·〉:
Definition vdot u v := \sum_i (u i 0) * (v i 0).
Notation "''[' u , v ]" := vdot u v.
We refer to the file inner_product.v in Coq-Polyhedra for properties of vdot.
The proof of Lemma optimal_cert_on_basis relies on two properties. The first one, known as weak duality,
states that the value of the objective function of LP(A, b, c) at any feasible point is greater than or equal to
the value of the objective function of DualLP(A, b, c) at any dual feasible point:
Lemma weak_duality x u : x \in polyhedron A b -> u \in dual_polyhedron -> '[c, x] >= '[b, u].
The second property is the following geometric interpretation of the reduced cost vector in terms of the dual
linear program DualLP(A, b, c). Given a basis I, we introduce the extended reduced cost vector u¯I ∈ Rm,
which is defined by u¯Ii := u
I
i if i ∈ I, and u¯
I
i := 0 otherwise. On the Coq side, this extended vector is
built by the function ext_reduced_cost_of_basis: basis -> 'cV_m (whose exact definition is omitted here for
reasons of space). Then, when uI ≥ 0, we can show that u¯I is a dual feasible point:
Lemma ext_reduced_cost_dual_feasible (I : basis) :
let: u := reduced_cost_of_basis I in
(u >=m 0) = (ext_reduced_cost_of_basis I \in dual_polyhedron A c).
Moreover, u¯I has the same objective value as the basic point xI :
Lemma eq_primal_dual_value (I : basis) : '[c, point_of_basis I] = '[b, ext_reduced_cost_of_basis I].
Thus, as a consequence of Lemma weak_duality, we conclude that the basic point xI reaches the optimal value
of LP(A, b, c) when uI ≥ 0.
Another consequence of this interpretation of the reduced cost vector is that the termination of the simplex
method immediately provides a proof of the duality theorem of linear programming: the reduced cost vector
yields to the dual feasible point u¯I which has the same value as the primal feasible point xI .
3.3. Pivoting. Pivoting refers to the operation of moving from a feasible basis to a “better” one, chosen
according to what is known as the pivoting rule. More precisely, when the reduced cost vector uI associated
with the current feasible basis I does not satisfy the condition uI ≥ 0, the pivoting rule selects an index
i ∈ {1, . . . , n} such that uIi < 0. The ith element of I, which in what follows we denote by l, is called the
leaving variable. Then, the direction vector d := (AI)
−1ei (where ei is the ith vector of the canonical base
of Rn) is built:
Definition direction (I : basis) (i : 'I_n) :=
let: ei := (delta_mx i 0):'cV_n in
(invmx (matrix_of_prebasis A I)) *m ei.
(here delta_mx i j is the matrix with a 1 in the (i,j) entry and 0 elsewhere) along which the objective
function x 7→ 〈c, x〉 decreases:
Lemma direction_improvement c (I : basis) (i : 'I_n) :
(reduced_cost_of_basis I) i 0 < 0 -> '[c, direction I i] < 0.
As a consequence, the simplex method moves along the halfline {xI + λd | λ ≥ 0} in order to decrease the
value of the objective function. When d is a feasible direction, meaning that Ad ≥ 0, this halfline is entirely
contained in the polyhedron P(A, b). In this case, we can easily show that the linear program LP(A, b, c) is
unbounded:
Definition feasible_dir A := [pred d | (A *m d) >=m 0].
Lemma unbounded_cert_on_basis (I : feasible_basis) (i : 'I_n) :
feasible_dir A (direction I i) -> (reduced_cost_of_basis I) i 0 < 0 ->
forall M, exists x, (x \in polyhedron A b) /\ ('[c,x] < M).
In contrast, if d is not a feasible direction, moving along the halfline above makes the simplex method
eventually hit the boundary of one of the halfspaces {x ∈ Rn | Ajx ≥ bj} delimiting P(A, b). This happens
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precisely when λ reaches the threshold value λ¯ defined by:
(2) λ¯ := min
j
{
bj −Ajx
I
Ajd
| Ajd < 0
}
.
The indices attaining the minimum in Eq. (2) correspond to the halfspaces which are hit. Then, the pivoting
rule selects one of them, say j, which is called the entering variable, and the next basis is defined as
J := (I \ {l}) ∪ {j}. In this way, it can be shown that J is a feasible basis, and that 〈c, xJ 〉 ≤ 〈c, xI〉.
The major difficulty arising in this scheme is the possibility that λ¯ = 0, or, equivalently, that several
bases correspond to the same basic point. Such bases are said to be degenerate, and constitute the only
obstacle to the termination of the simplex method. In the presence of degenerate bases, the pivoting rule
needs to choose carefully the entering and leaving variables in order to avoid cycling over degenerate bases.
Our formalization of the simplex method is based on a rule having this property, called the lexicographic
rule [11], which is described in the next section.
4. Lexicographic Pivoting Rule
In informal terms, the lexicographic rule acts as if the vector b was replaced by a perturbed vector b˜
defined by b˜i := bi − ε
i, where ε is a small positive parameter (here εi is the usual exponentiation). The
advantage of perturbing b in such a way is that there is no degenerate basis anymore, see Fig. 2 for an
example. In the formalization, which is carried out in Section Lexicographic_rule of simplex.v, we have
chosen to use a symbolic perturbation scheme in order to avoid dealing with numerical values for ε. Indeed,
finding how small ε should be chosen is tedious, and this would make proofs unnecessarily complicated and
hard to maintain. We first describe the principle of the symbolic perturbation scheme, and then present our
formalization of the lexicographic perturbation rule.
4.1. Symbolic perturbation scheme. The symbolic perturbation scheme relies on the fact that we only
need to manipulate perturbed real quantities in which the perturbation in ε is of order less than or equal to
m. This means that a real number v is perturbed into a quantity of the form:
v + v1ε+ · · ·+ vmε
m ,
where v1, . . . , vm ∈ R and ε > 0. Such a perturbation is symbolically represented by the row vector
(v, v1, . . . , vm) ∈ R
1×(1+m).
We can easily lift the standard operations over such perturbed reals to their symbolic encoding. The
addition of two perturbed quantities v˜ =
∑m
i=0 viε
i and w˜ =
∑m
i=0 wiε
i is represented by the entrywise
addition (v0 + w0, . . . , vm + wm) of the corresponding vectors (v0, . . . , vm) and (w0, . . . , wm). The multipli-
cation of v˜ by a (nonperturbed) scalar λ ∈ R corresponds to the multiplication of (v0, . . . , vm) by λ, i.e.,
(λv0, . . . , λvm). The total order ≤ between perturbed reals is given by the lexicographic order ≤lex between
the corresponding vectors: v˜ ≤ w˜ ⇐⇒ (v0, . . . , vm) ≤lex (w0, . . . , wm), the latter equivalence being valid
as soon as ε is sufficiently small. By extension, a matrix x ∈ Rp×(1+m) can be seen as representing the
perturbed vector x˜ ∈ Rp, where x˜i is the perturbed real represented by the ith row of x (which is of size
1 +m). In this case, the first column of x corresponds to the vector of Rp being perturbed.
As an example, the perturbed vector b˜ described above is represented by the row block matrix
(
b −Im
)
∈
R
m×(1+m) because its ith row is the vector (bi, 0, . . . , 0,−1, 0, . . . , 0), so it represents the quantity bi − ε
i, as
desired. Using the facilities of MathComp, this row block matrix is implemented as follows:
Definition b_pert := (row_mx b -(1%:M)):'M_(m,1+m).
where row_mx U V is the row block matrix obtained by concatenating the matrices U and V, and 1%:M is the
identity matrix.
As a consequence, the symbolic perturbation scheme leads us to consider polyhedra over Rn×(1+m) instead
of Rn, replacing the entrywise order ≤ between elements of Rm that we previously used to define P(A, b)
by the row-wise order over elements of Rm×(1+m), where rows are compared according to the lexicographic
order ≤lex. In more detail, the perturbed polyhedron
P(A, b˜) =
{
x ∈ Rn | ∀i ∈ [m] , Aix ≤ b˜i
}
,
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x1
x3
Figure 2. Left: a pyramid with square base, defined by the inequalities 2x2 − x3 ≥ −1,
2x1 − x3 ≥ −1, −2x2 − x3 ≥ −1, −2x1 − x3 ≥ −1, and x3 ≥ −1. Its apex (represented by
an orange dot) is the basic point associated with four different bases. Each of these bases
corresponds to a set composed of three distinct defining halfspaces containing this point
in their boundary. Right: a perturbation of this polyhedron, as described in Sect. 4, with
ε = 0.5. In this case, no basis is degenerate, since each basic point (in particular the two on
the top, depicted by green dots) belongs to the boundary of precisely three defining halfs-
paces.
is encoded by the set of x ∈ Rn×(1+m) satisfying the following system of lexicographic inequalities:
(3) Aix ≤lex (bi, 0, . . . , 0,−1, 0, . . . , 0) , for all i ∈ [m] .
We point out that the matrix A ∈ Rm×n is not perturbed, so that Aix stands for the standard matrix
multiplication of the ith row of A by x, yielding a row vector of size 1 +m.
4.2. Lex-feasible bases, and non-degeneracy. In the perturbed setting, the notion of bases defined in
Sect. 3.1 remains unchanged, as it solely depends on the matrix A. In contrast, the notion of feasibility, and
subsequently, of feasible bases, has now to be understood in the sense of the inequality constraints given in
Eq. (3). In other words, in the perturbed setting the basic point associated with the basis I is defined by:
Definition point_of_basis_pert (I : basis) :=
(invmx (matrix_of_prebasis A I)) *m (matrix_of_prebasis b_pert I) : 'M_(n,1+m).
Logically, its type corresponds to elements of Rn×(1+m). The lemma:
Lemma rel_points_of_basis (I : basis) : point_of_basis I = col 0 (point_of_basis_pert I).
shows that point_of_basis_pert I represents a perturbation of the nonperturbed basic point point_of_basis I,
in the sense that the first column of the former coincides with the latter.
The bases that are feasible in the perturbed setting, which we refer to as lex-feasible bases to avoid confu-
sion, are the bases I:basis such that the associated symbolically perturbed basic point point_of_basis_pert I
satisfies the constraints given in Eq. (3):
Definition is_lex_feasible (I : basis) :=
[forall i, ((row i A) *m (point_of_basis_pert I)) >=lex (row i b_pert)].
Inductive lex_feasible_basis := LexFeasibleBasis (I : basis) of is_lex_feasible I.
where >=lex is the lexicographic ordering over row vectors (see vector_order.v in Coq-Polyhedra). We observe
that any lex-feasible basis is feasible:
Lemma lex_feasible_basis_is_feasible (I : lex_feasible_basis) : is_feasible I.
as a consequence of Lemma rel_points_of_basis and the fact that (u <=lex v) -> u 0 0 <= v 0 0. We point
out that, in general, not every feasible basis is lex-feasible.
As stated previously, the benefit of the symbolic perturbation scheme is to remove degenerate bases, i.e.,
no two distinct bases correspond to the same perturbed basic point:
Lemma eq_pert_point_imp_eq_bas (I I' : basis) :
point_of_basis_pert I = point_of_basis_pert I' -> I == I'.
This turns out to be an immediate consequence of the fact that the (1+j)th column of point_of_basis_pert I
is nonzero if, and only if, j belongs to I:
Lemma col_point_of_basis_pert (I : basis) (j : 'I_m) :
(col (rshift 1 j) (point_of_basis_pert I) != 0) = (j \in I).
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Here and below, given p:nat and k:'I_q, the term rshift p k provided by MathComp stands for the element
of type 'I_(p+q) corresponding to the integer p+k. The previous result can be proved as follows. Since the
matrix AI is invertible, the (1+j)th column of point_of_basis_pert I is nonzero if, and only if, the (1+j)
th column of matrix_of_prebasis b_pert I is. In consequence, Lemma col_point_of_basis_pert can be derived
from the following lemma:
Lemma col_b_pert (I : prebasis) (j : 'I_m) :
(col (rshift 1 j) (matrix_of_prebasis b_pert I) != 0) = (j \in I).
which directly results from the way the vector b_pert is defined. Indeed, the (1+j)th column of the matrix
matrix_of_prebasis b_pert I has only zero entries, except in the case where j \in I (in this case, the entry
corresponding to the index of j in I is −1).
4.3. Pivoting over lex-feasible bases. The simplex method with the lexicographic rule iterates over lex-
feasible bases. By Lemma lex_feasible_basis_is_feasible, this actually corresponds to iterating over a certain
subset of the feasible bases of the original polyhedron P(A, b).
The formalization of the lexicographic rule closely follows the description of the pivoting step given in
Sect. 3.3. The only difference is that some of the quantities there are perturbed, and so they are replaced
by their symbolic encoding. Note that, in contrast, the definition and properties of the reduced cost and
direction vectors of Sect. 3.2 and 3.3 are still valid in the perturbed setting, as the matrix A and the vector
c are not perturbed.
We now assume that two variables I:lex_feasible_basis and i:'I_n have been declared, and we make the
following assumptions:4
Hypothesis leaving: (reduced_cost_of_basis I) i 0 < 0.
Hypothesis infeasible_dir: ˜˜(feasible_dir A (direction I i)).
where ˜˜b stands for the Boolean negation of b of type bool. These two assumptions ensure that the current
basis I is not optimal, and that the linear program is not unbounded along the direction direction I i, see
Sect. 3.3. For the sake of readability, we simply denote direction I i by d in the rest of the section.
Our aim is to determine an entering variable. In the symbolic perturbation scheme, every ratio appearing
in Eq. (2) turns out to be a row vector encoding a perturbed real:
Definition lex_gap (j : 'I_m) :=
let: x_pert := point_of_basis_pert I in
((A *m d) j 0)ˆ-1 *: ((row j b_pert) - ((row j A) *m x_pert)) : 'rV_(1+m).
where 'rV_(1+m) stands for the type of row vectors of size 1 +m, and *: for the product of a scalar by a
matrix (i.e., if lamb:R and Q:'M_(q,p), then lamb *: Q is the matrix of type 'M_(q,p) whose (i,j) entry is
lamb * (Q i j)). In order to obtain in the perturbed setting the analog of the threshold value λ¯ defined in
Eq. (2), we determine the minimum of these ratios in the lexicographic sense, using the function lex_min_seq S
introduced in the file vector_order.v of Coq-Polyhedra. The entering variable is then computed as follows:
Definition lex_ent_var_nat :=
let: J := [seq j <- (enum 'I_m) | (A *m d) j 0 < 0] in
let: min_gap := lex_min_seq [seq lex_gap j | j <- J] in
find (fun j => (j \in J) && (min_gap == lex_gap j)) (enum 'I_m).
where enum 'I_m represents a duplicate-free list of all the j \in 'I_m, and the MathComp function find P S
returns the index of the first item in the sequence S for which the Boolean predicate P holds, if any. Next,
we prove that lex_ent_var_nat (of type nat) is strictly less than m, which allows us to built the corresponding
element of type 'I_m called lex_ent_var.
We are now ready to build the next basis:
Definition lex_rule_set := lex_ent_var |: (I :\ (enum_val [...] i)).
Here, the operation (I :\ (enum_val [...] i)) removes the ith element of I (i.e., the leaving variable l, see
Sect. 3.3) from I, while lex_ent_var |: [...] adds lex_ent_var to the resulting set (both functions :\ and |:
are provided by MathComp).
4The command Hypothesis h:P is synonymous to the command Variable h:P that is used for local declarations when h is
an identifier and P is a proposition. This means that h is a proof term of P. The hypothesis is then added to list of hypotheses
(or, equivalently, of variables) of the subsequent statements.
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We first prove that lex_rule_set has cardinality n and that it constitutes a basis:
Lemma lex_rule_card : #|lex_rule_set| == n.
Lemma lex_rule_is_basis : is_basis (Prebasis lex_rule_card).
Definition lex_rule_basis := Basis lex_rule_is_basis.
The proof of Lemma lex_rule_is_basis is obtained by noticing that the row of A indexed by lex_ent_var is not
a linear combination of the rows Ak for k ∈ I \ {l}, where l is the leaving variable as above. Indeed, by the
definition of lex_ent_var and lex_ent_var_nat, the multiplication of this row of A by the direction vector d is
a negative real, while Akd = 0 for all k ∈ I \ {l} by the definition of d.
It next remains to show that lex_rule_basis is lex-feasible, which, in turn, leads to the definition of the
new lex-feasible basis lex_rule_lex_bas:
Lemma lex_rule_lex_feasibility : is_lex_feasible lex_rule_basis.
Definition lex_rule_lex_bas := LexFeasibleBasis lex_rule_lex_feasibility.
We establish Lemma lex_rule_lex_feasibility by showing the following identity:
Lemma lex_rule_rel_succ_points :
let x := point_of_basis_pert I in
let x' := point_of_basis_pert lex_rule_basis in
x' = x + d *m (lex_gap lex_ent_var).
Recall that the quantity lex_gap lex_ent_var is the analog of the threshold λ¯ in the perturbed setting. Thus,
Lemma lex_rule_rel_succ_points means that the new basic point x' is obtained from the previous basic point x
by moving along the direction d. The lex-feasibility of x' essentially follows from the lex-minimality of lex_gap
lex_ent_var among the quantities lex_gap j for j ranging over the elements satisfying (A *m d) j 0 < 0 (we
refer to the definition of lex_ent_var_nat above).
Finally, we prove that the analog of the objective function in the perturbed setting is strictly decreasing
in the lexicographic sense:
Lemma lex_rule_dec :
let: J := lex_rule_lex_bas in
(cˆT *m point_of_basis_pert I) >lex (cˆT *m point_of_basis_pert J).
To prove this lemma, we naturally exploit Lemma lex_rule_rel_succ_points and the fact that '[c,d] < 0 (see
Lemma direction_improvement in Sect. 3.3). Above all, we prove:
Lemma lex_min_gap_lex_pos : lex_gap lex_rule_dec >lex 0.
While the inequality lex_gap lex_rule_dec >=lex 0 is easy to obtain, the fact that lex_gap lex_rule_dec != 0
is established by contradiction, exploiting the absence of degenerate bases in the perturbed setting (Lemma
eq_pert_point_imp_eq_bas).
5. Phase II of the Simplex Method, and Farkas’ Lemma
5.1. Phase II. In this section, we present our implementation of Phase II of the simplex method. We do
it before the one of Phase I because, as we will explain in Sect. 6, Phase II is used in Phase I. Phase II
of the simplex method determines the optimal value of LP(A, b, c), supposing that an initial feasible basis
bas0:feasible_basis is known. De facto, this makes the underlying assumption that this linear program is
feasible.
Our formalization of Phase II, which is developed in Section Phase2 of simplex.v, consists in iterating the
function lex_rule_lex_bas until determining that LP(A, b, c) is unbounded (i.e., identifying that the direction
vector is feasible), or finding an optimal basis (i.e., identifying that the associated reduced cost vector is
nonnegative). Termination is expected to be guaranteed by the fact that no basis can appear twice (as a
consequence of Lemma lex_rule_dec above) and that the number of bases is finite.
One might be tempted to start the iteration of lex_rule_lex_bas from bas0. However, albeit feasible,
there is no reason for bas0 to be lex-feasible. Fortunately, it can be shown that, up to reordering the
defining inequalities of P(A, b), we can make bas0 lex-feasible. More precisely, it can be proved that if
{m−n+1, . . . ,m} is a feasible basis, then it is also lex-feasible. Thus, it is enough to reorder the inequalities
in such a way that the ones corresponding to indices in bas0 become the last inequalities of the system.
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Instead of applying permutations on the rows of A and b, we choose to apply the inverse permutation on
the symbolic perturbation components of b_pert, and leave the initial problem LP(A, b, c) unchanged. As a
consequence, we modify the previous definition of b_pert as follows:
Definition b_pert := (row_mx b (-(perm_mx s))).
where s:'S_m represents a permutation of the set {1, . . . ,m}, and perm_mx builds the corresponding permuta-
tion matrix (see the libraries perm and matrix of MathComp). All the previous results remain valid under this
change. The only difference is that now they are additionally parametrized by the permutation s, appearing
as a global variable in Section Lexicographic_rule.
Following the discussion above, we define a permutation s0 (for reasons of space, we omit here its Coq
definition) such that the inequalities corresponding to indices in bas0 become the last ones, and prove that
it satisfies the expected result:
Lemma feasible_to_lex_feasible : is_lex_feasible s0 bas0.
The function performing one iteration of the Phase II algorithm with the lexicographic rule is built as
follows:
Definition basic_step (bas : lex_feasible_basis) :=
let u := reduced_cost_of_basis bas in
if [pick i | u i 0 < 0] is Some i
then let d := direction bas i in
if (@idPn (feasible_dir A d)) is ReflectT infeasible_dir
then Lex_next_basis (lex_rule_lex_bas infeasible_dir)
else Lex_final (Lex_res_unbounded (bas, i))
else Lex_final (Lex_res_optimal_basis bas).
Here, the MathComp syntax if-is-then-else is just syntactic sugar for theCoq pattern matching mechanism.
Besides, @idPn (feasible_dir A d) returns a proof (namely, infeasible_dir) of the fact that the direction
vector d is not feasible, when the Boolean (feasible_dir A d) is equal to false. Finally, when there exists
an index i such that the Boolean predicate P holds, [pick i | P] returns Some i (the first index with this
property is chosen by definition), and None otherwise.
The return type of basic_step is an inductive type defined as follows:
Inductive lex_intermediate_result :=
| Lex_final of lex_final_result
| Lex_next_basis of (lex_feasible_basis s0).
This means that basic_step returns either a next basis (constructor Lex_next_basis), or indicates that the
method should stop (constructor Lex_final). In the latter case, it carries out a term of type lex_final_result,
which is defined by:
Inductive lex_final_result :=
| Lex_res_unbounded of (lex_feasible_basis s0) * 'I_n
| Lex_res_optimal_basis of (lex_feasible_basis s0).
The constructor Lex_res_optimal_basis is intended to correspond to an optimal lex-feasible basis. The other
constructor Lex_res_unbounded provides a lex-feasible basis I and an index i:'I_n which are expected to
identify a feasible direction direction I i along which the objective function of LP(A, b, c) is unbounded.
The recursive function which iterates the function basic_step is the following:
Function lex_phase2 bas {measure basis_height bas} :=
match basic_step bas with
| Lex_final final_res => final_res
| Lex_next_basis bas' => lex_phase2 bas'
end.
It is defined in the framework provided by the library RecDef of Coq, see [4]. More precisely, its termination
(and subsequently, the fact that Coq accepts the definition) is established by identifying an integer quantity
which is strictly decreased every time the function basic_step returns a next basis:
Definition basis_height bas := #|[set bas':(lex_feasible_basis s0) |
(cˆT *m (point_of_basis_pert s0 bas')) <lex (cˆT *m (point_of_basis_pert s0 bas))]|.
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This quantity represents the number of lex-feasible bases for which the value of the objective function is
(lexicographically) strictly less than the value of this function at the current lex-feasible basis. The fact that
basis_height decreases at each iteration is a direct consequence of Lemma lex_rule_dec.
Gathering all these components, we finally arrive at the definition of the function implementing Phase II:
Definition phase2 :=
let: lex_bas0 := LexFeasibleBasis feasible_to_lex_feasible in
lex_to_phase2_final_result ((@lex_phase2 s0) c lex_bas0).
where lex_to_phase2_final_result is a function which transforms an element of type lex_final_result into
an element of type:
Inductive phase2_final_result :=
| Phase2_res_unbounded of feasible_basis * 'I_n
| Phase2_res_optimal_basis of feasible_basis.
that is, it essentially transforms a lex-feasible basis into a feasible basis. This is possible thanks to Lemma
lex_feasible_basis_is_feasible, see Sect. 4.2.
We present the correctness specification of phase2 by means of an adhoc inductive predicate. Such a
presentation is idiomatic in the Mathematical Components library. The advantage is that it provides a
convenient way to perform case analysis on the result of phase2.
Inductive phase2_spec : phase2_final_result -> Type :=
| Phase2_unbounded (p:feasible_basis * 'I_n) of
(reduced_cost_of_basis p.1) p.2 0 < 0 /\ feasible_dir A (direction p.1 p.2) :
phase2_spec (Phase2_res_unbounded p)
| Phase2_optimal_basis (bas:feasible_basis) of
(reduced_cost_of_basis bas) >=m 0 : phase2_spec (Phase2_res_optimal_basis bas).
Lemma phase2P : phase2_spec phase2.
To be more precise, Lemma phase2P states that when the function phase2 returns a result of the form
Phase2_res_unbounded (bas,i), the pair (bas,i) satisfies (reduced_cost_of_basis bas) i 0 < 0 and feasible_dir
A (direction bas i). Since these are precisely the hypotheses of Lemma unbounded_cert_on_basis of Sect. 3.3,
it follows that (bas,i) is a certificate that LP(A, b, c) is unbounded. Similarly, if the result of phase2 is
of the form Phase2_res_optimal_basis bas, we have (reduced_cost_of_basis bas) >=m 0, and then by Lemma
optimal_cert_on_basis of Sect. 3.2 we conclude that bas is optimal. In other words, Lemma phase2P proves that
the function phase2 meets the specification of the terminal case of Phase II that we made at the beginning
of this section.
5.2. Effective Definition of Feasibility, and Farkas’ Lemma. We can now formalize the notion of
feasibility, i.e., the property that a polyhedron P(A, b) is empty or not, as a Boolean predicate.5 We still
assume that the variables A:'M_(m,n) and b:'cV_m are declared. Following the discussion at the end of Sect. 2,
this predicate is defined by means of the function phase2 applied to DualLP(A, b, 0). This is a linear program
in dimension m, with objective function x 7→ 〈−b, x〉 (when expressed as a minimization problem) and
feasible set given by the predicate dual_polyhedron A 0. In order to apply phase2, we need to manipulate this
set as a polyhedron of the form P(Adual, 0), defined by the 2n+m inequalities in Eq. (1) with c = 0:
Definition dualA := col_mx (col_mx AˆT (-AˆT)) (1%:M) : 'M_((n+n)+m, m).
Lemma dual_coneE : dual_polyhedron A 0 =i polyhedron dualA 0.
where =i stands for the extensional equality between Boolean predicates in MathComp.
We need an initial dual feasible basis dual_feasible_bas0 to run phase2 on the dual linear program. This
basis is built from the indices of the last m inequalities in the system defining P(Adual, 0):
Definition dual_set0 := [set (rshift (n+n) i) | i in [set: 'I_m] ].
where [set: 'I_m] represents the set of elements i of type 'I_m. We easily verify that this forms a basis,
since the corresponding submatrix of dualA is the identity:
5We make a slight abuse of language, since feasibility usually applies to linear programs, or systems of contraints. By
extension, we apply it to polyhedra: P(A, b) is feasible if it is nonempty.
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Lemma dual_set0_card : (#|dual_set0| == m)%N.
Definition dual_pb0 := Prebasis dual_set0_card.
Lemma dualA_pb0_is_id : matrix_of_prebasis dualA dual_pb0 = 1%:M.
Lemma dual_pb0_is_basis : is_basis dualA dual_pb0.
Definition dual_bas0 := Basis dual_pb0_is_basis.
Moreover, the associated basic point is the identically null point, which ensures that dual_bas0 is feasible.
Lemma [...] : point_of_basis 0 dual_bas0 = 0.
Lemma dual_bas0_is_feasible : is_feasible 0 dual_bas0.
Definition dual_feasible_bas0 := FeasibleBasis dual_bas0_is_feasible.
Thanks to this, we can now define the property that the polyhedron P(A, b) is feasible as follows:
Definition feasible := if phase2 dual_feasible_bas0 (-b) is Phase2_res_optimal_basis _
then true else false.
The correctness of our definition is established by showing that the predicate feasible is equivalent to the
existence of a point x in P(A, b). This is presented by means of Boolean reflection, using the reflect relation
of MathComp:6
Lemma feasibleP : reflect (exists x, x \in polyhedron A b) feasible.
The feasibility certificate x is constructed from the extended reduced cost vector v of the optimal basis of
DualLP(A, b, 0) returned by phase2. As P(Adual, 0) is defined by 2n+m inequalities, this extended reduced
cost vector is of type 'cV_((n+n)+m). In the proof of Lemma feasibleP, the point x is then defined as:
pose x := (dsubmx (usubmx v) - usubmx (usubmx v)).
Here, usubmx:'cV_(p+q) -> 'cV_p and dsubmx:'cV_(p+q) -> 'cV_q are MathComp functions which respectively
return the up and down subvectors of a block vector z:'cV_(p+q). Showing that x \in polyhedron A b is done
by a sequence of rewritings, starting from the fact that v belongs to the dual polyhedron associated with
DualLP(A, b, 0), as proved in Lemma ext_reduced_cost_dual_feasible of Sect. 3.2.
In a similar way, we prove the following characterization of the emptiness of P(A, b), which precisely
corresponds to Farkas’ Lemma:
Lemma infeasibleP : reflect (exists d, dual_feasible_dir A d /\ '[b,d] > 0) (˜˜feasible).
where dual_feasible_dir is the analog of the predicate feasible_dir in the case of the dual polyhedron:
Definition dual_feasible_dir := [pred d | (AˆT *m d == 0) && (d >=m 0)].
Indeed, ˜˜feasible amounts to the fact that phase2 returns an unboundedness certificate Phase2_res_unbounded
(bas,i) for DualLP(A, b, 0). The emptiness certificate d of P(A, b) is defined as the dual feasible direction
direction bas i. The inequality '[-b,d] < 0 is directly derived from Lemma direction_improvement of Sect. 3.3.
6. Complete Implementation of the Simplex Method
6.1. The Pointed Case. In order to obtain a full formalization of the simplex method, it remains to
implement a Phase I algorithm. Its purpose is twofold: (i) determine whether the linear program LP(A, b, c)
is feasible or not, (ii) in the former case, return an initial feasible basis for Phase II. There is one obstacle
to the definition of such a Phase I algorithm: even if a linear program is feasible, it may not have any
feasible basis. For instance, consider the linear program over the variables x1, x2 which aims at minimizing
x2 subject to −1 ≤ x2 ≤ 1. Its feasible set is a cylinder around the x1-axis, so it does not have any vertex,
or, equivalently, basic point. A necessary and sufficient condition for the existence of a feasible basis is that
the rank of A be equal to n. When this condition is fulfilled, the feasible set P(A, b) is said to pointed. We
now describe the Phase I algorithm under this assumption. This is developed in Section Pointed_simplex of
simplex.v.
Hypothesis Hpointed : (\rank A >= n)%N.
6If P:Prop and b:bool, the statement reflect P b means that either b = true and P , or b = false and ˜P hold. We
refer to [14] for an introduction on the way Boolean reflection is used in MathComp.
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(Here, %N means that the inequality should be interpreted over natural numbers.)
From the hypothesis on the rank of A, we can extract an invertible square submatrix of A, which provides
an initial basis bas0 of LP(A, b, c) (see the function build_row_base defined in row_submx.v). Beware that
the basis bas0 is not necessarily a feasible one. As a consequence, we split the inequalities in the system
Ax ≥ b into two complementary groups, AKx ≥ bK and ALx ≥ bL, where the K is the set of indices
i ∈ {1, . . . ,m} for which the basic point point_of_basis bas0 does not satisfy the inequality Aix ≥ bi, and
L := {1, . . . ,m} \K. We denote by p the cardinality of the set K. Phase I is based on applying Phase II
algorithm to the following “extended” problem over the vector z = (x, y) ∈ Rn+p:
(LPPhase I)
minimize 〈e, y −AKx〉
subject to AKx ≤ bK + y , ALx ≥ bL , y ≥ 0 , (x, y) ∈ R
n+p
where e ∈ Rp stands for the all-1-vector. The constraints defining the feasible set of LPPhase I are gathered
into a single system Aextz ≥ bext. Similarly, the objective function of LPPhase I can be written as a linear
function z 7→ 〈cext, z〉 of z = (x, y).
The linear program LPPhase I has two important properties. On the one hand, its optimal value can be
bounded (from below) by the quantity Mext := 〈e,−bK〉:
Definition Mext := '[const_mx 1, - (row_submx b K)].
Lemma cext_min_value z : (z \in polyhedron Aext bext) -> '[cext, z] >= Mext.
On the other hand, the optimal value of LPPhase I is equal to Mext if, and only if, the original prob-
lem LP(A, b, c) is feasible. The “only if” implication follows from the following lemma, which also provides
a feasibility witness of LP(A, b, c):
Lemma feasible_cext_eq_min_active z :
z \in polyhedron Aext bext -> '[cext,z] = Mext -> (usubmx z \in polyhedron A b).
Regarding the “if” implication, an infeasibility certificate of LP(A, b, c) can be constructed by means of a
feasible point u¯ ∈ Rm+p of the dual of LPPhase I whose objective value 〈bext, u¯〉 is strictly greater than Mext.
This certificate is built by the following function:
Definition dual_from_ext (u : 'cV_(m+p)) :=
\col_i (if i \in K then 1 - (usubmx u) i 0 else (usubmx u) i 0).
where \col_i Expr(i) is the column vector whose ith entry is Expr(i). As expected, this certificate satisfies:
Lemma dual_polyhedron_from_ext u :
u \in dual_polyhedron Aext cext -> dual_feasible_dir A (dual_from_ext u).
Lemma dual_from_ext_obj u : '[bext, u] > Mext -> '[b, dual_from_ext u] > 0.
In this way, by using Lemma infeasibleP of Sect. 5.2 we readily obtain a proof that LP(A, b, c) is infeasible.
Finally, we can build an initial feasible basis feasible_bas0_ext for LPPhase I by considering the union of
bas0 with the set {m+ 1, . . . ,m + p} of the indices of the last p constraints y ≥ 0 of LPPhase I. We let the
reader check that the associated basic point is ( x0 ) ∈ R
n+p, where x is point_of_basis bas0, and that this
point is feasible.
As a consequence, we can apply phase2 to solve LPPhase I, starting from the basis feasible_bas0_ext. In
this way, we obtain an optimal basis bas of LPPhase I. If the associated basic point z
∗ satisfies 〈cext, z
∗〉 >
Mext, we build an infeasibility certificate of LP(A, b, c) using the function dual_from_ext, as described above.
Otherwise (i.e., if 〈cext, z
∗〉 = Mext), we construct a feasible basis bas' of LP(A, b, c) that we use to execute
phase2 on LP(A, b, c) and finally obtain its optimal value. This basis bas' is provided by the function
extract_feasible_basis of simplex.v. The definition of this function relies on the notion of extreme point. A
point x ∈ P(A, b) is said to be extreme if it is not possible to express x as a strict convex combination of two
distinct points of P(A, b). This is formalized in the file polyhedron.v of Coq-Polyhedra as follows:
Definition is_extreme x (P : pred 'cV_n) :=
x \in P /\ (forall y z, forall lamb,
y \in P -> z \in P -> (0 < lamb < 1) -> x = lamb *: y + (1 - lamb) *: z -> x = y /\ x = z).
(here extremality is defined more generally for a set composed of all the x:'cV_n for which a given predicate
P holds). We prove that the extreme points of P(A, b) are precisely the feasible basic points of LP(A, b, c)
(or, intuitively, its vertices). In more detail, we show (see Theorem extremality_active_ineq of polyhedron.v)
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that the extremality of x in P(A, b) is equivalent to the fact that the rank of the submatrix AI(x) is n, where
I(x) is the set of i ∈ [m] such that Aix = bi. As a consequence, every feasible basic point is extreme:
Lemma feasible_point_of_basis_is_extreme (I : feasible_basis) :
is_extreme (point_of_basis I) (polyhedron A b).
Conversely, if x is extreme, we can extract a feasible basis I such that x is the associated basic point. The
set I is built thanks to the function build_row_base (in row_submx.v) in such a way that AI is an invertible
submatrix of AI(x), and thus of A. This extraction procedure is formalized by the following function:
Definition extract_feasible_basis x (Hextr: is_extreme x (polyhedron A b)) := [...]: feasible_basis A b.
Lemma extract_feasible_basis_point_of_basis x (Hextr: is_extreme x (polyhedron A b)) :
x = point_of_basis (extract_feasible_basis Hextr).
Now, let x∗ ∈ Rn and y∗ ∈ Rp be such that z∗ = (x∗, y∗). As a consequence of the previous discussion, we
can build the feasible basis bas' of LP(A, b, c) from a proof that x∗ is an extreme point of P(A, b). This
proof is obtained by exploiting the fact that 〈cext, z
∗〉 = Mext and that z
∗ is extreme in P(Aext, bext), see
Lemma extremality_ext in simplex.v. The extremality of z∗ naturally follows from the application of Lemma
feasible_point_of_basis_is_extreme to the feasible basis bas of LPPhase I.
The previous discussion precisely describes the way we have implemented the function pointed_simplex,
which completely solves the linear program LP(A, b, c) under the pointedness assumption.
6.2. The General Case. In general, we can always reduce to the pointed case by showing that LP(A, b, c)
is equivalent to the following linear program in which the original variable x ∈ Rn is substituted by v − w
with v, w ≥ 0:
(LPPointed)
minimize 〈c, (v − w)〉
subject to A(v − w) ≥ b , v ≥ 0 , w ≥ 0 , (v, w) ∈ Rn+n
The feasible set of LPPointed is pointed because of the constraints v, w ≥ 0. Thus, we can apply to it
the function pointed_simplex of the previous section. In this way, we define the function simplex, which is
able to solve any linear program LP(A, b, c). It is implemented in Section General_simplex of simplex.v. Its
correctness proof is formalized by means of the following inductive type:
Inductive simplex_spec : simplex_final_result -> Type :=
| Infeasible d of (dual_feasible_dir A d /\ '[b, d] > 0):
simplex_spec (Simplex_infeasible d)
| Unbounded p of [/\ (p.1 \in polyhedron A b), (feasible_dir A p.2) & ('[c,p.2] < 0)]:
simplex_spec (Simplex_unbounded p)
| Optimal_point p of [/\ (p.1 \in polyhedron A b), (p.2 \in dual_polyhedron A c) & '[c,p.1] = '[b,p.2]]:
simplex_spec (Simplex_optimal_point p).
Lemma simplexP : simplex_spec simplex.
In other words, when simplex returns a result of the form Simplex_infeasible d, then d is a certificate of
infeasibility of LP(A, b, c), see Lemma infeasibleP in Sect. 5.2.
Similarly, the unboundedness of the linear program LP(A, b, c) is characterized by the fact that simplex
returns a result of the form Simplex_unbounded (x,d). In this case, the point x belongs to the polyhedron
P(A, b), and d is a feasible direction along which the objective function strictly decreases ('[c,d] < 0).
Equivalently, we can define a predicate corresponding to this situation, and prove that it is correct, as
follows:
Definition unbounded := if simplex is Simplex_unbounded _ then true else false.
Lemma unboundedP : reflect (forall M, exists y, y \in polyhedron A b /\ '[c,y] < M) unbounded.
Given any M, the certificate y is built by taking a point of the form x+ λd, where λ ≥ 0 is sufficiently large.
Finally, when simplex returns Simplex_optimal_point (x,u), this means that x is an optimal solution of
LP(A, b, c), and u is a dual feasible element which certificates its optimality (by means of Lemma weak_duality
of Sect. 3.2, since '[c,x] = '[b,u]). Thanks to this, we can define in an effective way the fact that LP(A, b, c)
admits an optimal solution, in which case we say that it is bounded, and define its optimal value as follows:
Definition bounded := if simplex is Simplex_optimal_point _ then true else false.
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Definition opt_value := if simplex is Simplex_optimal_point (x,_) then '[c,x]
else 0. (* not used *)
The correctness of these functions is given by:
Lemma boundedP :
reflect ((exists x, x \in polyhedron A b /\ '[c,x] = opt_value) /\ (forall y, y \in polyhedron A b ->
opt_value <= '[c,y])) bounded.
As expected, this means that bounded holds if and only if there is a point x of P(A, b) with value opt_value,
and any other point of P(A, b) has a value which is greater than or equal to opt_value.
7. Outcome of the Effective Approach
Several duality results immediately follow from the correctness statements of the simplex method and the
resulting predicates feasible, unbounded and bounded. In order to present them, we assume that the variables
A:'M_(m,n), b:'cV_m and c:'cV_n have been declared, and we define
Definition dualb := (col_mx (col_mx c (-c)) (0:'cV_m)).
i.e., dualb represents the vector appearing in the right-hand side of Eq. (1). We also define dualA as in
Sect. 5.2. In this way, feasible dualA dualb is equivalent to the fact that the dual polyhedron Q(A, c) is
feasible:
Lemma dual_feasibleP : reflect (exists u, u \in dual_polyhedron A c) (feasible dualA dualb).
Then, the second part of Th. 1 is given by:
Theorem strong_duality_primal_dual_feasible : feasible A b -> feasible dualA dualb ->
exists x, exists u, [/\ x \in polyhedron A b, u \in dual_polyhedron A c & '[c,x] = '[b, u]].
The remaining cases of Th. 1, i.e., the cases in which one of the two linear programs is infeasible, are described
by:
Lemma strong_duality_primal_feasible_dual_infeasible :
feasible A b -> ˜˜(feasible dualA dualb) -> unbounded A b c.
Lemma strong_duality_primal_infeasible_dual_feasible :
˜˜(feasible A b) -> feasible dualA dualb -> unbounded dualA dualb (-b).
(recall that the objective function of DualLP(A, b, c) is x 7→ 〈−b, x〉). We also obtain the following well-known
form of Farkas’ Lemma characterizing the logical implication between linear inequalities:
Lemma farkas_lemma_on_inequalities z : feasible A b ->
(forall x, x \in polyhedron A b -> '[c,x] >= z) <->
(exists u, [/\ u >=m 0, AˆT *m u = c & '[b,u] >= z]).
All these results, which are obtained in a few lines of proof, can be found in the file duality.v of Coq-
Polyhedra.
The membership to the convex hull of a finite set of points is another property which can be defined in
an effective way in our framework. Recall that a point x ∈ Rn belongs to the convex hull of a (finite) set
{vi}1≤i≤p ⊂ R
n if there exists λ ∈ Rp such that x =
∑p
i=1 λiv
i, λ ≥ 0 and
∑
i λi = 1. The latter constraints
define a polyhedron over λ ∈ Rp, and the membership of x amounts to the fact that this polyhedron is
feasible. This is how we arrive at the following definition of the Boolean predicate is_in_convex_hull in the
file minkowski.v of Coq-Polyhedra, where the set {vi}1≤i≤p is formalized as a matrix V:'M_(n,p) with columns
vi:
Let e := (const_mx 1) : 'cV_p. (* vector with constant entry 1 *)
Definition is_in_convex_hull (x : 'cV_n) :=
let Ax := col_mx (col_mx (col_mx V (-V)) (col_mx eˆT (-eˆT))) 1%:M in
let bx := col_mx (col_mx (col_mx x (-x)) (col_mx 1 (-1))) (0:'cV_p) in
feasible Ax bx.
Lemma is_in_convex_hullP (x : 'cV_n) :
reflect (exists lamb:'cV_p, [/\ (lamb >=m 0), '[e, lamb] = 1 & x = V *m lamb]) (is_in_convex_hull x).
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The separation result states that if x does not belong to the convex hull of {vi}1≤i≤p, then there is a
hyperplane separating x from {vi}1≤i≤p. This means that x is located on one side of the hyperplane, while
the points vi are on the other side. We establish this result as follows:
Theorem separation (x : 'cV_n) : ˜˜(is_in_convex_hull x) ->
exists c, [forall i, '[c, col i V] > '[c, x]].
The certificate c is built as (dsubmx (usubmx (usubmx d)))-(usubmx (usubmx (usubmx d))) where d is the infea-
sibility certificate of the polyhedron over λ ∈ Rp. Our proof of the separation result reduces to technical
manipulations of block matrices, as the one allowing us to define c in terms of the infeasibility certificate.
Finally, Minkowski’s Theorem states that any bounded polyhedron is equal to the convex hull of its ver-
tices. We recover this result as the extensional equality of the predicates polyhedron A b and is_in_convex_hull
matrix_of_vertices, where matrix_of_vertices is the matrix whose columns are the basic points of P(A, b):
Theorem minkowski : bounded_polyhedron A b ->
polyhedron A b =i is_in_convex_hull matrix_of_vertices.
Here, bounded_polyhedron A b is the Boolean predicate given by the disjunction of the negation of feasible A b
and the conjunction of (bounded A b ei) && (bounded A b -ei) for all i:'I_n, where ei:=(delta_mx i 0):'cV_n
is the ith vector of the canonical base of Rn. Equivalently, this means that P(A, b) is bounded in the ℓ1-
norm. The most difficult part of Theorem minkowski is proven in a few lines: if x ∈ P(A, b) does not belong
to the convex hull of the basic points, Theorem separation exhibits a certificate c such that 〈c, x〉 < 〈c, xI〉 for
all feasible bases I of P(A, b). However, the program pointed_simplex is able to provide an optimal feasible
basis for LP(A, b, c), i.e., a basis I∗ satisfying 〈c, xI
∗
〉 ≤ 〈c, x〉. This yields a contradiction.
8. Conclusion
We have presented a formalization of convex polyhedra in Coq. Its main feature is that it is based on
an implementation of the simplex method, leading to an effective formalization of the basic predicates over
polyhedra. We have illustrated the outcome of this approach with several results of the theory of convex
polyhedra.
Our implementation of the simplex method, especially that of Phase I, closely follows the presentation
of this method made by Schrijver in [23, Section 11.1]. The main difference is that we have chosen to
implement the lexicographic rule [11] instead of Bland’s rule (this choice is motivated by future work, as
explained below). In contrast, the way we define the basic properties of polyhedra by means of the simplex
method is non-standard, and is driven by the intuitionistic nature of the logic in Coq. This leads us to
derive the proof of the main mathematical statements on polyhedra from the correctness proof of the simplex
method, while most textbooks follow the reversed approach (for instance, the duality theorem is proved by
means of high-level arguments based on convex analysis, and the correctness proof of the simplex method is
derived from this theorem). This makes it difficult to compare pen-and-paper proofs of the results considered
here with their formalization (which consists, according to coqwc, of 2 784 lines of proof).
As a future work, we plan to deal with faces, which is a central notion in the combinatorial theory of poly-
hedra (early steps of an effective definition of faces are already available in the file face.v of Coq-Polyhedra).
The simplex method should also greatly help us to prove adjacency properties on faces, in particular, prop-
erties related with the connectivity of the (vertex-edge) graph of polyhedra. Another direction of work is to
exploit our library to certify computational results on polyhedra, possibly on large-scale instances. A basic
problem is to formally check that a certain polyhedron (defined by inequalities) is precisely the convex hull
of a certain set of points. This is again a problem in which the simplex method with the lexicographic rule
plays a central role [2, 3]. The high-level nature of the data structures used in MathComp (unary integers,
abstract fields, several layers of dependent types, etc) forbids any computational experiment. However, we
have already done promising experiments with low-level data structures (e.g., based on efficient implemen-
tations of large numbers such as BigN, BigZ, BigQ) which indicate that Coq may scale to large instances as
we target. It remains to translate our formally proven statements to these “computation oriented” data
structures. In this respect, we plan to investigate the approach based on refinements, like the one of [8].
17
Acknowledgements
The authors are very grateful to A. Mahboubi for her help to improve the presentation of this paper,
and to G. Gonthier, F. Hivert and P.-Y. Strub for fruitful discussions. The second author is also grateful to
M. Cristia´ for introducing him to the topic of automated theorem proving. The authors thank the anonymous
reviewers for their suggestions and remarks. An abridged version of this work appeared in the proceedings
of ITP’17. The authors finally thank the referees of the ITP paper for their comments and suggestions.
References
[1] Armand, M., Faure, G., Gre´goire, B., Keller, C., The´ry, L., Werner, B.: A modular integration of sat/smt solvers to coq
through proof witnesses. In: J.P. Jouannaud, Z. Shao (eds.) Certified Programs and Proofs, pp. 135–150. Springer Berlin
Heidelberg, Berlin, Heidelberg (2011)
[2] Avis, D.: A revised implementation of the reverse search vertex enumeration algorithm. In: G. Kalai, G.M. Ziegler (eds.)
Polytopes — Combinatorics and Computation. Birkha¨user Basel, Basel (2000). DOI 10.1007/978-3-0348-8438-9 9
[3] Avis, D., Fukuda, K.: A pivoting algorithm for convex hulls and vertex enumeration of arrangements and polyhedra.
Discrete & Computational Geometry 8(3) (1992). DOI 10.1007/BF02293050
[4] Barthe, G., Forest, J., Pichardie, D., Rusu, V.: Defining and reasoning about recursive functions: A practical tool for
the Coq proof assistant. In: M. Hagiya, P. Wadler (eds.) Proceedings of FLOPS 2006. Springer Berlin Heidelberg (2006).
DOI 10.1007/11737414 9
[5] Besson, F.: Fast reflexive arithmetic tactics the linear case and beyond. In: T. Altenkirch, C. McBride (eds.) Proceedings
of TYPES 2006. Springer (2007). DOI 10.1007/978-3-540-74464-1 4
[6] Bo¨hme, S., Weber, T.: Fast lcf-style proof reconstruction for z3. In: M. Kaufmann, L.C. Paulson (eds.) Interactive Theorem
Proving, pp. 179–194. Springer Berlin Heidelberg, Berlin, Heidelberg (2010)
[7] Bremner, D., Deza, A., Hua, W., Schewe, L.: More bounds on the diameters of convex polytopes. Optimization Methods
and Software 28(3) (2013). DOI 10.1080/10556788.2012.668906
[8] Cohen, C., De´ne`s, M., Mo¨rtberg, A.: Refinements for free! In: G. Gonthier, M. Norrish (eds.) Proceedongs of CPP 2013.
Springer (2013). DOI 10.1007/978-3-319-03545-1 10
[9] Cousot, P., Halbwachs, N.: Automatic discovery of linear restraints among variables of a program. In: Proceedings of
POPL 1978. ACM Press, Tucson, Arizona (1978)
[10] Dantzig, G.B.: Maximization of a Linear Function of Variables Subject to Linear Inequalities, in Activity Analysis of
Production and Allocation. Wiley (1951)
[11] Dantzig, G.B., Orden, A., Wolfe, P.: The generalized simplex method for minimizing a linear form under linear inequality
restraints. Pacific J. Math. 5(2) (1955)
[12] Fouilhe, A., Boulme´, S.: A certifying frontend for (sub)polyhedral abstract domains. In: D. Giannakopoulou, D. Kroening
(eds.) Proceedings of VSTTE 2014. Springer (2014). DOI 10.1007/978-3-319-12154-3 13
[13] Gonthier, G.: Point-free, set-free concrete linear algebra. In: M. van Eekelen, H. Geuvers, J. Schmaltz, F. Wiedijk (eds.)
Proceedings of ITP 2011. Springer (2011). DOI 10.1007/978-3-642-22863-6 10
[14] Gonthier, G., Mahboubi, A., Tassi, E.: A Small Scale Reflection Extension for the Coq system. Research Report RR-6455,
Inria Saclay Ile de France (2016)
[15] Guglielmi, N., Laglia, L., Protasov, V.: Polytope Lyapunov functions for stable and for stabilizable LSS. Foundations of
Computational Mathematics 17(2) (2017). DOI 10.1007/s10208-015-9301-9
[16] Harrison, J.: The HOL Light theory of Euclidean space. Journal of Automated Reasoning 50 (2013)
[17] Joswig, M., Loho, G., Lorenz, B., Schro¨ter, B.: Linear programs and convex hulls over fields of puiseux fractions. In:
I.S. Kotsireas, S.M. Rump, C.K. Yap (eds.) Mathematical Aspects of Computer and Information Sciences, pp. 429–445.
Springer International Publishing, Cham (2016)
[18] Khachiyan, L.: Polynomial algorithms in linear programming. USSR Computational Mathematics and Mathematical
Physics 20(1) (1980). DOI http://dx.doi.org/10.1016/0041-5553(80)90061-0
[19] Matschke, B., Santos, F., Weibel, C.: The width of five-dimensional prismatoids. Proceedings of the London Mathematical
Society 110(3), 647–672 (2015). DOI 10.1112/plms/pdu064. URL http://dx.doi.org/10.1112/plms/pdu064
[20] Obua, S.: Proving bounds for real linear programs in isabelle/hol. In: J. Hurd, T. Melham (eds.) Theorem Proving in
Higher Order Logics, pp. 227–244. Springer Berlin Heidelberg, Berlin, Heidelberg (2005)
[21] Sakaguchi, K.: Vass. https://github.com/pi8027/vass (2016)
[22] Santos, F.: A counterexample to the Hirsch conjecture. Ann. Math. 176(1) (2012). DOI 10.4007/annals.2012.176.1.7
[23] Schrijver, A.: Theory of Linear and Integer Programming. John Wiley & Sons, Inc., New York, NY, USA (1986)
[24] Smale, S.: Mathematical problems for the next century. Mathematical Intelligencer 20 (1998)
[25] Spasic´, M., Maric´, F.: Formalization of incremental simplex algorithm by stepwise refinement. In: D. Giannakopoulou,
D. Me´ry (eds.) Proceedings of FM 2012. Springer (2012). DOI 10.1007/978-3-642-32759-9 35
INRIA and CMAP, Ecole polytechnique, CNRS, 91128 Palaiseau Cedex, France
E-mail address: xavier.allamigeon@inria.fr
CIFASIS-CONICET, Bv. 27 de Febrero 210 bis, 2000 Rosario, Argentina
E-mail address: katz@cifasis-conicet.gov.ar
18
