In this paper, the problem of delay-dependent stability is investigated for uncertain Markovian jump neural networks with leakage delay, two additive time-varying delay components, and nonlinear perturbations. The Markovian jumping parameters in the connection weight matrices and two additive time-varying delay components are assumed to be different in the system model, and the Markovian jumping parameters in each of the two additive time-varying delay components are also different. The relationship between the time-varying delays and their upper delay bounds is efficiently utilized to study the suggested system in two cases: with known or unknown parameters, which leads to more information of the lower and upper bounds of the time-varying delays that can be used. By constructing a newly augmented Lyapunov-Krasovskii functional and using the extended Wirtinger inequality and a reciprocally convex method, several sufficient criteria are derived to guarantee the stability of the proposed model. Numerical examples and their simulations are given to show the effectiveness and advantage of the proposed method.
Introduction
Over the last decades, considerable attention has been devoted to the study of neural networks because they have been extensively applied in many areas, such as signal processing, optimization problem, static image treatment, and so on [-]. However, significant differences between an ideal and a practical neural networks are often encountered due to the limitations of hardware. These differences can cause unpredictable problems such as time delays, uncertainties, etc. [-] . A special type of time delay, namely, leakage delay, is a time delay that exists in the negative feedback terms of the system which has a tendency to destabilize a system [-]. In [], Peng discusses global attractive periodic solutions of BAM neural networks with continuously distributed delays in the leakage terms. Very recently, the stability problem for a class of dynamical systems with leakage delay and nonlinear perturbations is investigated in [] . Further, Zhao et al. [] deal with the passivity problem for a class of stochastic neural networks with time-varying delays and leakage delay as well as generalized activation functions by the free-weighting method and stochastic analysis technique. In addition, it is well known that nonlinear perturbations exist widely in practice and may cause instability, oscillation, and poor performance of real systems. With this regard, many attentions have been paid to the problem of nonlinear perturbed systems with time delays [, -]. However, it is rare to see the study of the stability problem for Markovian jump neural networks with leakage delay, two additive time-varying delays, and nonlinear perturbations.
In applications, there will be some parameter variations in the structures of neural networks. These changes may be abrupt or may be continuous variations. Abrupt variations can be described by the switch or Markovian jump systems [-] . For Markovian jump systems with one time-varying delay component, the finite-time boundedness of delayed Markovian jumping neural networks is studied in [] . However, in [] , the Markovian jumping parameters in the connection weight matrices and discrete delays are the same. Furthermore, the state estimation problem of delayed Markovian jump neural networks is investigated in [] , where the Markovian jumping parameters in the connection weight matrices and delays are assumed to be different. For Markovian jump systems with two additive time-varying delay components, in [], Chen et al. discuss the problem of delaydependent stability and dissipativity analysis of generalized Markovian jump neural networks with two delay components, where the two delay components are not related to the Markovian jumping parameters. Once again, the Markovian jump neural network is investigated in [] , in the considered system, two additive time-delay components are two mode-dependent time-varying delays, which have the same Markovian jumping parameters with connection weight matrices. Motivated by [] , it is natural to consider the case that the Markovian jumping parameters in the connection weight matrices and each of the two additive time-varying delay components are different. In fact, when the modes in the connection weight matrices are fixed, two additive time-varying delay components may also have finite modes due to the dynamic systems subject to abrupt variation frequently in their structures, and the switching between different modes can also be governed by a Markov chain. The Markovian jumping parameters in the connection weight matrices and two additive time-varying delay components may be different. Similarly, when the modes in the connection weight matrices and one of the two additive time-varying delay components are fixed, the other time delay of the two additive time-varying components may have different finite modes as well. So the Markovian jumping parameters in the connection weight matrices and each of the two additive time-varying delay components may be different. To the best of the authors' knowledge, there are results as regards the stability of delayed neural networks with three different Markovian jumping parameters.
Due to the complexity of neural networks, parameter uncertainties which often destroy the stability of systems can be commonly encountered. Fortunately, one can obtain the ranges of some fundamental coefficients by engineering experience even from incomplete information. Therefore, to meet the practical applications, it is of great importance and significance to study the robustness of delayed neural networks [-]. In the field of robust analysis, how to estimate more accurately the derivatives of the constructed Lyapunov-Krasovskii functional is a crucial step in reducing the conservatism. There have been many methods in the existing works such as Jenson's inequality [] , the reciprocally convex approach [] , the integral inequality technique [] , and so on. It is worth noting that there is still room for improvement. First, both sides of Jenson's inequality in [] are integrals about the state. In this paper, the extended Wirtinger inequality is introduced, which indicates the relationship between the state and the derivative of the state. Second, all the above mentioned works do not consider the relationship between time-varying delays and their upper bounds. In [] , the relationship between the time-varying delay and its upper bound is taken into account when estimating the upper bound of the derivative of Lyapunov functional, and it is seen that d  (t) is not simply enlarged as h  , instead, the relationship that d  (t) + (h  -d  (t)) = h  is considered. Recently, the relationship between time-varying delays and their upper bounds is further considered in [] . According to the
, the authors consider two cases while calculating the derivative of the Lyapunov functional:
But so far, this method has not been fully used to investigate the robust stability of Markovian jump neural networks with two additive time-varying delay components. Third, since the relationship between time-varying delays and their upper bounds is fully considered, the extended reciprocally convex approach in [] will be used to deal with the robust stability problem of Markovian jump neural networks with two additive time-varying delay components.
Enlightened by the above discussion, the problem of robust stability for neural networks with mode-dependent time-varying delays and nonlinear perturbations is studied in this paper. The Markovian jumping parameters in the connection weight matrices and each of the two additive time-varying components are assumed to be different in the system model. Accordingly, a new weak infinitesimal operator is first proposed to act on the Lyapunov-Krasovskii functional with three different Markovian jumping parameters. The relationship between the time-varying delays and their upper delay bounds is efficiently utilized. According to which interval time-varying delay h(t) belongs to, different methods are used to estimate the derivatives of the constructed Lyapunov-Krasovskii functional. By constructing a newly augmented Lyapunov-Krasovskii functional and using the extended Wirtinger inequality, extended reciprocally convex method, several sufficient conditions are derived to guarantee the stability of the proposed model for all admissible parameter uncertainties. Numerical examples and their simulations are given to show the smaller conservatism and the effectiveness of the proposed method.
Notations Throughout this paper, the superscripts - and T stand for the inverse and transpose of a matrix, respectively; P >  means that the matrix P is symmetric positive definite; R n denotes n-dimensional Euclidean space; R m×n is the set of m × n real matrices; * denotes the symmetric block in symmetric matrix; · refers to the induced matrix -norm; 
Problem statement and preliminaries
Let {r t , t ≥ }, {δ t , t ≥ }, and { t , t ≥ } be three right-continuous Markov chains on a complete probability space ( , F, P) taking values in finite state spaces ς  = {, , . . . , N  }, ς  = {, , . . . , N  }, and ς  = {, , . . . , N  }, respectively. The transition probability matrices
respectively, the transition rate from mode i at time t to mode j at time t + , mode q at time t to mode k  at time t + and mode r at time t to mode k  at time t + . Moreover,
In this paper, we consider the following dynamical system:
T ∈ R n represents the neuron state vector; C(r t ) = diag{c  (r t ), c  (r t ), . . . , c n (r t )} is a diagonal matrix with positive entries. The matrices A(r t ) represent the discretely delayed connection weight matrices; σ ≥  is the leakage delay, h  (t, δ t ) and h  (t, t ) are continuous mode-dependent time-varying functions that represent the two delay components in the state which satisfy
where h  , h  , μ  , and μ  are constants scalars, and we denote h qr
represents the nonlinear term of system () which satisfies f (t, , ) =  and
where α ≥  and β ≥  are two real constants, E α and E β are two known real matrices.
Remark  For Markovian jump systems with two additive time-varying delay components, the two additive time-varying delay components may be irrelated to Markovian jumping parameters [] ; the Markovian jumping parameters in the two additive timevarying delay components may be the same as the one in the connection weight matrices [] . In fact, when the modes in the connection weight matrices are fixed, two additive time-varying delay components may also has finite modes, and the switching between different modes can also be governed by a Markov chain. So the Markovian jumping parameters in the connection weight matrices and two additive time-varying delay components may be different. Similarly, when the modes in the connection weight matrices and one of the two additive time-varying delay components are fixed, the other time delay of the two additive time-varying components may has different finite modes as well. So the Markovian jumping parameters in the connection weight matrices and each of the two additive time-varying delay components may be different. Therefore, the considered model () with three different Markovian jumping parameters needs to be introduced.
Moreover, the system () has an equivalent form as follows:
Before proceeding, the following definition and lemmas are introduced.
The weak infinitesimal operator acting on a
Remark  Due to three different Markovian jumping parameters being introduced in the model considered, a weak infinitesimal operator acting on a Lyapunov-Krasovskii functional with three different Markovian jumping parameters is first proposed in Definition . 
Lemma . ([]) Given any real matrix M >  of appropriate dimension and a vector function
ω(·) : [a, b] → R n , such that the integrations concerned are well defined, then a b ω(s) ds T M a b ω(s) ds ≤ (b -a) a b ω T (s)Mω(s) ds. Lemma . ([]) For k i (t) ∈ [, ],N i=  k i (t) η T i R i η i ≥ ⎡ ⎢ ⎢ ⎣ η  . . . η N ⎤ ⎥ ⎥ ⎦ T ⎡ ⎢ ⎢ ⎣ R  · · · S ,N * . . . . . . * * R N ⎤ ⎥ ⎥ ⎦ ⎡ ⎢ ⎢ ⎣ η  . . . η N ⎤ ⎥ ⎥ ⎦ .
Lemma . ([]) For any positive semi-definite matrix
the following integral inequality holds:
For any matrix R > , the following inequality holds:
In the sequel, for simplicity, when r t = i, δ t = q, and t = r, C(r t ), A(r t ), h  (t, δ t ) and h  (t, t ) will be written as C i , A i , h q (t) and h r (t), respectively.
Main results
For the sake of the simplicity of the matrix representation, e i (i = , . . . , ) are defined as block entry matrices. (For example,
.) The notations for some matrices and vectors are defined below (see the Appendix). Now, we have the following result. 
and
Proof Consider the new augmented Lyapunov-Krasovskii functional as follows:
where
When r t = i, δ t = q, and t = r, the weak infinitesimal operator L of the stochastic process {x t , r t , δ t , t }, t ≥  along system () is
Here, it should be noted that
Thus, LV  can be represented as
By calculation of LV  , we have
Using Lemma . and Lemma . yields
From () to (), an upper bound of LV  can be
With the condition ofḣ i (t) ≤ μ i (i = , ), an upper bound of LV  is obtained:
and ı represents h  and h  , h  , and h  , respectively. ζ
, and h(t), respectively; ζ  (t) = [,ẋ
Calculation of LV  and LV  leads to
By Lemmas . and ., one can obtain
h(t) and h represent h  (t) and h  , h  (t) and h  , h(t) and h, respectively.
By utilizing Lemma ., it yields
For the time-varying delays and their upper delay bounds we have the following relationship:
We consider two cases:
, by some calculation and using Lemma . and Lemma ., we have
From (), ()-(), ()-(), we can obtain
Case : when h(t) ∈ [h  , h], by using Lemma ., we have
From (), ()-(), (), (), (), (), we have
Then through (), ()-(), one can obtain
It follows from () that, for any ε > ,
For any appropriately dimensioned matrices G i (i = , , . . . , ), the following zero equality holds:
Therefore, from equations ()-(), an upper bound of LV can be written as
From (), it is clear that miqr (t) is a function for h  (t) and h  (t), by using a convex polyhedron method, the LMIs described by () can guarantee miqr (t) <  to be true. Thus, using Dynkin's formula, when t ≥ , it can be induced that
Because of the definition of ξ T (t), we have
Applying the integral mean value theorem, there exists η
Using the Newton-Leibniz formula, we know
Therefore, the model () or () has a unique equilibrium point which is globally asymptotically stable. Remark  It should be noted that V  contains the new integral term
upper limits of the integral are t -h  and t -h  , respectively but not t and t ; The inner integral upper limits of the double integral is t -h  but not t . More information about the lower bound of the h  (t) and h  (t) is sufficiently used in the Lyapunov functional (). , the integral mean value theorem is adopted in this paper to prove the considered system is globally asymptotically stable.
In the following, we will investigate the stability of delayed Markovian jump neural networks with nonlinear perturbations and unknown parameters. We havė
where C(t) and A(t) are unknown matrices denoting time-varying parameter uncertainties and such that the following condition holds:
where M, V  and V  are known constant matrices and F(t) is the unknown time-varying matrix-value function satisfying
Definition  The trivial solution of system () is said to be robustly globally asymptotically stable if the trivial solution of the system () is globally asymptotically stable for all admissible unknown parameters. 
Theorem . For given scalars
. . , ), and 
and 
Remark  Compared to [] , in this paper, the augmented vector ξ (t) has integrating terms 
Numerical examples
In this section, two numerical examples are introduced (by using MATLAB) to show the effectiveness and the smaller conservativeness of our results.
Example . Consider the neural networks () with the parameters
where h ≥ , σ ≥  and λ >  are some real constants. When h = , the maximum leakage delay bounds for guaranteeing the global stability of system () with different λ are listed in Table  
Conclusions
In this paper, based on the extended Wirtinger inequality and the reciprocally convex method, the robust stability problem for Markovian jump neural networks with leakage delay, two additive time-varying delays, and nonlinear perturbations have been investigated. The Markovian jumping parameters in the connection weight matrices and each of the two additive discrete delays are assumed to be different in the system model. Accordingly, a weak infinitesimal operator acting on the Lyapunov-Krasovskii functional is first proposed. The relationship between time-varying delays and their upper delay bounds is efficiently utilized to estimate the time-derivative of the Lyapunov-Krasovskii functional, which shows that more information of the lower and upper delay bounds of time-varying delays can be used. By constructing a newly augmented Lyapunov-Krasovskii functional and using the convex polyhedron method, several sufficient criteria are derived to guarantee the stability of the proposed model for all admissible parameter uncertainties. Numerical examples and their simulations are given to show the effectiveness and usefulness of the proposed method. In future work, we will study the state estimation, H ∞ performance, and passivity analysis of the proposed model.
