We propose a robust and efficient algorithm for the recovery of the jointly sparse support in compressed sensing with multiple measurement vectors (the MMV problem). When the unknown matrix of the jointly sparse signals has full rank, MUSIC is a guaranteed algorithm for this problem, achieving the fundamental algebraic bound on the minimum number of measurements. We focus instead on the unfavorable but practically significant case of rank deficiency or bad conditioning. This situation arises with limited number of measurements, or with highly correlated signal components. In this case MUSIC fails, and in practice none of the existing MMV methods can consistently approach the algebraic bounds. We propose iMUSIC, which overcomes these limitations by combining the advantages of both existing methods and MUSIC. It is a computationally efficient algorithm with a performance guarantee.
I. INTRODUCTION
Compressed sensing addresses the reconstruction of a sparse signal from its linear measurements, fewer than the number of unknowns. Algorithms and theory have been developed to solve this underdetermined inverse problem with the sparsity prior on the solution. The single measurement vector (SMV) problem corresponds to the reconstruction of a single sparse signal. The multiple measurement vectors (MMV) problem addresses the joint reconstruction of N jointly sparse signals, which share a common support, from their N measurement vectors obtained with a common measurement matrix.
Let X 0 ∈ K n×N 1 denote a matrix with jointly sparse columns. Then, the joint reconstruction from MMV can be formulated as an inverse problem Y = AX with a matrix variable X ∈ K n×N where Y ∈ K m denotes the multiple measurements Y = AX 0 obtained with measurement matrix A ∈ K m×n . The set of indices of the nonzero rows of X 0 is called the row support of X 0 .
Various applications can be formulated as MMV problems. In the mid 1990's, Bresler and Feng introduced "spectrumblind sampling" [1] , [2] -the first compressed sampling scheme and theory. Their scheme enables sub-Nyquist minimum-rate sampling and perfect reconstruction of multi-band signals (analog or discrete, in one or more dimensions) with unknown but sparse spectral support. They reduced the spectrum-blind reconstruction problem to a finite-dimensional MMV problem. Rao et al. (cf. [3] , and the references therein) introduced an MMV formulation and methods for the recovery of sparse brain excitations. Malioutov et al. posed the direction of arrival (DOA) estimation problem as a MMV problem [4] . For the typically small number of sources in this problem, the indicator function of the quantized angles can be modeled to be sparse.
Reconstruction Algorithms have been developed to exploit the joint support structure in the MMV problem. Bresler and Feng proposed to use MUSIC [5] for the case where the nonzero rows of X 0 have full rank [1] , [2] , [6] . They also proposed methods based on a greedy search (a normalized version of orthogonal matching pursuit), on alternating projections, and on approximate dynamic programming. Malioutov et al. proposed ℓ 1 -SVD, which relaxes the combinatorial support recovery problem to a cost penalized by a mixed norm [4] .
Inspired by the successful algorithms for the SMV case in compressed sensing, analogous algorithms have been proposed and analyzed for the MMV case. These include extension of basis pursuit to mixed norm minimization, [7] , and of SMV best s-sparse solvers such as orthogonal matching pursuit (OMP) and FOCUSS to the MMV case [8] , [7] , [9] . Although MMV algorithms empirically performed better than their SMV counterparts, the improvement owing to the joint reconstruction has not yet been theoretically quantified.
Under a favorable setting where the matrix composed of the nonzero rows of X 0 has full rank, MUSIC is guaranteed to recover the joint support and hence achieves the so called algebraic bound. However, if the number of measurement vectors N is smaller than the sparsity level s, then no more than N rows of X 0 can be linearly independent, and rank deficiency might arise. In other applications, such as spectrum blind sampling or the DOA problem, N can be large or even infinite. Even in this case though, the rank might be smaller than s or the condition number of the submatrix of nonzero rows of X 0 can be very large. For example, the condition number of the nonzero rows of X 0 in the DOA problem can be large due to coherence between the sources or the multi-path effect. Under these unfavorable settings, existing MMV algorithms do not achieve the algebraic bound.
We propose a new robust and efficient algorithm, iMUSIC (Iterative MUSIC Algorithm) to recover the joint support in the MMV problem. It is robust against rank deficiency and/or ill-conditioning, its computational requirements are similar to 2 those of OMP and MUSIC, and unlike previous algorithms for the MMV problem, it achieves the algebraic bounds [8] , [7] on the required number of measurements. Performance guarantees are provided for the new algorithm and its components. The performance guarantee in this paper for the MMV version of OMP in terms of the restricted orthogonality property may be of independent interest.
II. PROBLEM FORMULATION

A. Notations
For matrix A ∈ K m×n , let a k denote the k-th column of A. Let [n] denote the set of indices, {1, 2, . . . , n}. For J ⊂ [n], A J will denote a matrix composed of the columns of A indexed by J. The orthogonal projection onto the range space of A and its orthogonal complement will be denoted by P A and P ⊥ A , respectively.
B. Subspace Formulation
H denote the singular value decomposition of the measurement Y = AX 0 . We assume that the rank r of X 0 can be exactly estimated from Y Y H , i.e., r = rank(U ) = rank(X 0 ). Unlike [4] , we only use in the algorithm the subspace (so-called signal subspace) spanned by U , and solve the following problem:
Since the columns of A J are not orthogonal, P0 is coupled over the elements in J, and its solution would require, in principle, a combinatorially expensive search. Instead, MUSIC considers a decoupled reformulation of P0, whereas M-OMP solves the problem by a greedy search. We call the version of OMP applied to the MMV problem using U as data subspace M-OMP or SM-OMP, in short. For the analysis, we assume that the columns of A are normalized in ℓ 2 norm.
Assuming that A has maximal spark of m + 1, the algebraic sufficient condition for unique recovery of X 0 [8] : m > 2s − r provides a performance benchmark for MMV. Practical algorithms require stronger conditions.
III. GUARANTEES FOR MUSIC & SM-OMP
Because both MUSIC and SM-OMP are components in the proposed algorithm, it is important to consider their performance.
A. Preliminaries
spark(A) is defined as the minimal number of linearly dependent columns of A [10] . The restricted isometry property (RIP) of order s [11] , has been used to derive performance guarantees for compressed sensing algorithms. The restricted isometry constant (RIC) δ s of order s is defined by the smallest constant that satisfies
n with x 0 s for some constant γ > 0.
B. Performance of MUSIC for the MMV problem
As applied to the MMV problem, [1] , [6] , [2] , MUSIC finds the set J of s indices from [n] that minimize k∈J P ⊥ U a k 2 , thus decoupling the search into sorting { P ⊥ U a k 2 , k ∈ [n]} and selecting the indices of the s smallest elements. The problem can equivalently be formulated as P1 : max
For the full rank case, r = s and subject to the mild condition spark(A) = s + 1 (or δ s+1 < 1), MUSIC is guaranteed to find J 0 whenever m > s [1] , [2] , [6] . This is remarkable in the context of compressive sensing for the following reasons. First, this is the only instance of a polynomial-time algorithm with a performance guarantee under a condition that coincides with the necessary condition for unique recovery by any algorithm, no matter how complex. Second, MUSIC is simple and cheap, involving little more than a single SVD (or EVD) of the data followed by thresholding. In fact, efficient methods for partial SVD/EVD, or other rank-revealing decompositions can further reduce the cost. Unfortunately, as is well-known [5] in the sensor array literature, and also demonstrated by numerical experiments in Section VI, MUSIC fails when X 0 is rank-deficient.
J ← J ∪ {k * };
5: end while
C. Performance of Subspace OMP for the MMV problem
For the rank-deficient MMV problem, Bresler and Feng, and Venkataramani and Bresler proposed the use of a greedy algorithm which is very similar to M-OMP (involving an additional normalization, which appears to provide only marginal performance improvement over M-OMP). Because it is more amenable to analysis, we consider M-OMP [8] instead.
Subspace M-OMP is obtained by applying M-OMP to an orthogonal basis for the signal subspace. Let J 1 ⊂ [n] denote the selection given in previous steps of OMP. Then, the next step of OMP solves
Proposition 3.1:
If A satisfies the RIP of order s ′ + 1 with RIC δ s ′ +1 such that
If the previous selections are correct, i.e., J 1 ⊂ J 0 , then s ′ = s. Otherwise, s ′ is greater than s. This suggests that the condition for success in subsequent steps becomes more demanding once incorrect selections have been made in the previous steps. Even if all previous steps were successful, the required condition is slightly stronger than for the first step.
Corollary 3.2:
If A satisfies the RIP of order s + 1 with RIC δ s+1 such that
then SM-OMP will succeed in finding J 0 . For small δ s+1 , the above sufficient condition can be approximated as δ s+1 < 1 2.5+ √ 2 r s . In particular, when r = 1, the required condition can be compared to the previously proposed condition for the performance guarantee of OMP for the SMV problem [12] , which requires δ s+1 <
Unlike the SMV case, the threshold depends on the ratio r s rather than not on s alone. Hence, the condition becomes less demanding with increasing rank r.
Although the conditions for success of SM-OMP are improved by joint reconstruction with r > 1 (compared to the SMV problem), empirically the number of measurements m required by SM-OMP significantly exceeds the algebraic bounds. In other words, SM-OMP (or for that matter, other variations of OMP), can not take full advantage of the joint reconstruction in the MMV problem.
IV. MUSIC WITH AUGMENTED SIGNAL SUBSPACE
We propose an algorithm that uses SM-OMP to find a subset J 1 of J 0 with cardinality s − r and then finds the remaining r components in J 0 \ J 1 by MUSIC with the augmented subspace described next. The idea is to minimize the number of error-prone steps of SM-OMP, replacing them by MUSIC, which is guaranteed to find the remaining components. Since it is 2 The constant has been adjusted for the complex scalar field case, i.e., K = C. The condition in [12] Remark 4.2: The condition spark(X H 0 ) = r + 1 implies that every r nonzero rows of X 0 must be linearly independent. This is distinct from the rank condition on X 0 , which says that among the N columns of X 0 , there exist s that are linearly independent. This condition is satisfied with overwhelming probability for random X 0 . If SM-OMP was successful in finding s−r correct components, and the rank of the augmented signal subspace is s, then MUSIC with the augmented signal subspace will be successful in finding the remaining r components, (with no RIP conditions, other than spark conditions). Thus, augmentation of the signal subspace by initialization with SM-OMP can overcome the restriction of MUSIC to the full rank case, making the combined iMUSIC0 algorithm successful. In particular, for r close to s, i.e., small rank deficiency, only a few (s − r) steps of SM-OMP are required to succeed. This is the key to the substantial improvement provided by iMUSIC0 over SM-OMP.
Note that the performance guarantee of the MUSIC step only depends on the success of the preceding step of finding the partial support of cardinality s − r, which so far used SM-OMP. Other algorithms such as IHT [13] that provide a better performance guarantee for the SMV case might be alternative candidates for this step.
V. ERROR CORRECTION BY ITERATIVE UPDATE
iMUSIC0 in the previous section assumes the success of SM-OMP in the first s − r steps. If there is any error in the first s − r selection by OMP, then iMUSIC0 is not guaranteed to find J 0 . We observe that when SM-OMP fails, it only misses few elements of J 0 . Therefore, we may expect that when it fails, the initialization, iMUSIC0, may contain only a few errors. These are corrected in iMUSIC by iterative updates. iMUSIC is similar to subspace pursuit [14] in the sense that both add more candidates for J 0 and refine the candidates jointly into s finalists by solving a least squares problem. However, some operations of subspace pursuit may not be appropriate for the MMV problem.
Algorithm 3 iMUSIC(A,Y,s)
while stop criterion is false do 5:
while κ(A J ) < κ max do 7:
end while 10:
J s ← {j k ∈ J for the s largest |x * k |};
13:
J ← {j k ∈ J for the (s − r) largest |x * k |}; 14: end while
A. Iterative Updates
iMUSIC too uses MUSIC with the augmented subspace. When |J 1 ∩ J 0 | < s − r, MUSIC with U aims to find at least one missing element in J 0 \ J 1 .
B. Refinement
The refinement is done by thresholding, in Step 12, the row norms of the solution to the least square problem. This motivates the criterion, in Step 6, for controlling the cardinality of J. For the MMV problem, due to the joint sparsity, the required number of measurement m can be close to s or as small as s + 1. In this case, the cardinality J of the merged support can be close to or even exceed m leading to instability or ill-posedness of the least squares problem in the refinement Step 10. iMUSIC avoids this by constraining the growth of J to keep the condition number of A J below a given threshold.
VI. NUMERICAL RESULTS
We compared the performance of the following algorithms: MMV basis pursuit (M-BP), which denotes the mixed norm minimization [7] , M-OMP [8] , MUSIC [2] , iMUSIC0, and iMUSIC. The measurement matrix A was generated as a random selection of m rows from the n×n DFT matrix. The joint support was chosen randomly. Given the noisy multiple measurements Y = AX 0 + Z corrupted by an additive iid Gaussian noise Z, the rank r was estimated as the numerical rank of Y . Let Y = U ΣV H denote the singular value decomposition of Y . As suggested in [4] , M-OMP and M-BP solved a reduced problem where Y is replaced by U Σ to enhance the computational efficiency.
The algorithms were tested on iid Gaussian X 0 with condition number κ(X 0 ) close to 1. The performance is assessed by the rate of successful support recovery. As shown in Fig. 1 , MUSIC fails when rank(X 0 ) < s. M-OMP is little affected by the rank defect, but its performance does not improve much even when r gets closer to s (r = 6). When r = 6, even iMUSIC0 (the first iteration of iMUSIC) nearly achieves the algebraic bound (m s + 1). The improvement by the correction of iMUSIC is greater for small r (r = 2).
In order to see the effect of a large condition number, we also tested the algorithms on a generic matrix with geometrically decaying spectrum. The k-th singular value σ k of X 0 is given as σ k = κ −(k−1)/(r−1) for k = 1, . . . , r so that the condition number of X 0 becomes κ. The singular vectors were generated as random orthonormal columns. performance of the algorithms for the weak noise case. We note that M-BP and MUSIC are sensitive to the ill-conditioning of X 0 while the other two show consistent performances. However, the performance of M-OMP is not satisfactory compared to the others even though it is quite invariant to the rank defect.
VII. CONCLUSION
We propose an efficient and robust algorithm iMUSIC for the MMV problem. iMUSIC is initialized by a reduced number of steps of OMP. With successful initialization, even the first iteration of iMUSIC provides, in general, the correct solution. Otherwise, possible errors in the initialization can be corrected by iterative updates using MUSIC with an augmented subspace. The proposed algorithm is computationally efficient, in particular compared to mixed norm minimization, which involves second-order cone programming. Under unfavorable conditions such as rank deficiency or ill-conditioning, empirically, iMUSIC performed better than existing MMV algorithms. An extension of the performance guarantees to the entire algorithm including the correction and the noisy case is the subject of ongoing work.
