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Abstract. Simulation-based management of processes has always been a big challenge
because of the difficulty to merge two apparently opposed ideas: the real time handling
demanded by the process, and the traditionally strong time consumption linked to the sim-
ulation. However, very often processes are monitored or controlled by performing relatively
few measures on some specific points of the domain. Then, one strategy for accelerating
the simulation might be based on trying to compute the response only where it is needed.
For this reason this work revisits a classical technique, the harmonic analysis, which is
combined with recent model reduction techniques giving place to an advanced harmonic
technique for solving linear parabolic equations and, in particular, the transient heat equa-
tion. Thanks to fact that Reciprocity principle applies in the frequency domain, the solu-
tion can be computed where it is of interest by performing an inexpensive postprocessing
of a pre-computed transfer function. This transfer function, that must be valid for a suffi-
ciently large range of frequencies, is efficiently computed by using the Proper Generalized
Decomposition method.
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1 INTRODUCTION
Consider a body Ω ⊂ Rd, d ≤ 3, whose boundary ∂Ω is partitioned in a Dirichlet,
ΓD, and a Neumann, ΓN , part such that ∂Ω = ΓD ∪ ΓN and ΓD
⋂
ΓN = ∅. The time
interval of interest is I =]0, T ]. Under the assumption of a isotropic and homogeneous
linear material, the temperature evolution uˆ(x, t),x ∈ Ω and t ∈ I, is described by the
transient heat equation: 

∂uˆ
∂t
−∆uˆ = 0 in Ω× I,
uˆ = 0 on ΓD × I,
n ·∇uˆ = qˆ on ΓN × I,
uˆ = uˆ0 on Ω× {0},
(1)
where, without loss of generality, all material constants are suppressed for the sake of
clarity, n is the exterior unit normal to ΓN and qˆ = qˆ(x, t) is a heat flux on the Neumann
boundary, which could eventually include convective heat exchanges. Note that homoge-
nous Dirichlet boundary conditions are imposed without loss of generality because the
problem is linear.
Let us assume an imposed heat flux of frequency ω, i.e. qˆ(x, t) = ξ(x) exp(iωt) for
x ∈ ΓN , and ξ(x) ∈ R. Due to the linearity, we simply state that the response will have
the same frequency but with a phase lag, namely
uˆ(x, t) = u(x;ω)eiωt. (2)
Note, that now, in the frequency domain formulation the unknown u(x;ω) ∈ C. Moreover,
to emphasize the parametric dependence of the solution u on ω, this is explicitly indicated
in the expression u(x;ω). Introducing (2) into (1) the frequency domain problem is defined
as 

iωu−∆u = 0 in Ω,
u = 0 on ΓD,
n ·∇u = ξ on ΓN .
(3)
It can be proved, although it is not shown here, that (3) satisfies the reciprocity prin-
ciple, which roughly can be stated as the temperature measured at a point A when an
external heat flux is applied at B (i.e. heat source) is the same that if the heat flux
was applied in A and the temperature measured in B. Then, when a problem involving a
moving load has to be adressed we would prefer a model related to a unitary heat source
applied where the temperature measurement is performed. The result of such computa-
tion gives place to a transfer function, denoted as h(x;ω), which relates the measurement
point and the rest of the boundary (except the Dirichlet boundary), where the heat flux
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applies: 

iωh−∆h = 0 in Ω,
h = 0 on ΓD,
n ·∇h = 1 on ΓM ⊂ ΓN ,
(4)
where ΓM represents the boundary where the temperature is measured. We enfatize
the parametric dependence of h on ω by denoting h(x;ω). Now, the variational form
associated to Eq. (4) reads: find h ∈ H1ΓD such that
(∇h,∇v) + iω(h, v) =
〈
1, v
〉
∀v ∈ H1ΓD , (5)
where both h, v ∈ C,
H1ΓD =
{
v ∈ H1(Ω) : v = 0 on ΓD
}
,
and as a matter of notation
(z, w) =
∫
Ω
z · w¯ dΩ,
〈
z, w
〉
=
∫
ΓN
z · w¯ dΓ,
being w¯ the complex conjugate of w.
2 PGD FREQUENCY-SPACE SEPARATED REPRESENTATION
One of the key points of this work is to compute h(x, ω), x ∈ Ω and ω ∈ K by using
the PGD framework [1, 2, 3], in which ω will be considered as an extra-coordinate [4],
like the physical space x, instead of computing h(x) for each ω. We define:
h(x, ω) ≈
N∑
i=1
Xi(x) ·Wi(ω) , x ∈ Ω , ω ∈ K (6)
Eq. (6) is built-up by performing a Greedy algorithm, a sort of enrichment procedure
where new terms are progressively added to the series until the convergence quantified by
using an appropriate error estimator is reached [5, 6].
Thus, suppose that we have already computed n terms of the solution, and we seek a
new one for enriching the solution. The n+ 1 approximation reads:
hn+1 = hn + S(x) ·R(ω) =
n∑
i=1
Xi(x) ·Wi(ω) + S(x) · R(ω). (7)
In what follows, the dependence of Xi, S on x and Wi, R on ω will be frequently
ommited to alleviate the notation. The variational form of the problem to be solved
reads: find h ∈ U such that∫
K
(∇h,∇v) dω +
∫
K
iω(h, v) dω =
∫
K
〈
1, v
〉
dω ∀v ∈ U , (8)
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being
U =
{
h : h(·, ω) ∈ H1(Ω), h(x, ·) ∈ L2(K), h = 0 on ΓD ×K
}
.
Given the separated nature of the solution, as a test function we consider
v = vS(x) · R(ω) + S(x) · vR(ω).
By introducing Eq. (7) into (8)
∫
K
∫
Ω
R∇S · ∇v¯ dx dω +
∫
K
iω
∫
Ω
RS · v¯ dx dω =
=
∫
K
∫
ΓN
1 · v¯ dx dω−
n∑
i=1
∫
K
∫
Ω
Wi∇Xi · ∇v¯ dx dω−
n∑
i=1
∫
K
iω
∫
Ω
WiXi · v¯ dx dω ∀v ∈ U .
(9)
As stated before, now we perform a fixed point algorithm by first computing S from
the assumption of function R is known, and vice versa, i.e.
1. Compute S from R known. Then, v = vS(x) · R(ω) and S can be computed from
Eq. (9) because all integrals defined on K can be computed.
2. Compute R from S known. Then, v = S(x) · vR(ω) and R can be computed from
Eq. (9) because all integrals defined on Ω can be computed.
Details are ommited for the sake of brevity, and we refer to the bibliography for infor-
mation [1, 2, 3].
3 COMING BACK TO THE TRANSIENT SOLUTION
In Section 2 a solution valid not only for a single frequency but for all of them in a given
range has been computed. Here we assume that we need to know the temperature in a
certain location ΓM on the boundary, and there is an excitation moving on the domain
boundary. As we have previously computed a transfer function h(x, ω) by applying a unit
flux in ΓM , then by reciprocity:
0 =
〈
1, u
〉
−
〈
q, h
〉
(10)
from where u(x, ω) can be computed. Then the transient response can be recovered
by performing the Inverse Fourier transform, i.e.
uˆ(x, t) =
∫ +∞
−∞
u(x, ω)eiωt dω (11)
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4 NUMERICAL EXAMPLE
Aiming to demonstrate the ability of the proposed method for solving transient models,
here we solve an example defined in a 2D geometry which involves a flux moving over the
upper boundary of a plate domain. A punctual heat flux moves at a constant velocity,
v = 1.0 m/s, over the upper boundary. The heat flux vanishes on the other domain
boundaries, except on both the left and right edges where where a homogeneous Dirichlet
condition has been considered. A measurement is performed at the middle point of the
bottom boundary. The domain dimensions are 1.0 m long and 0.25 m high. The heat
flux intensity is considered to be unitary and, for the sake of simplicity, constant through
the time. Regarding the material properties, we consider unit values.
As it has been explained throughout this paper, a unitary heat flux can be applied
where the measurement is going to be performed. Once the generalized transfer function,
h(x, ω), has been computed via the PGD method, thanks to the reciprocity principle, we
are able to reconstruct the solution at the measurement point, u(x, ω), and then u(x, t),
by performing a simple postprocessing. Thus we divide the study in two parts:
- The off-line computation of the generalized transfer function, h(x, ω), related to a
unitary flux applied at the measurement point.
- The postprocessing step, i.e. the explotation of the generalized transfer function to
reconstruct uˆ(x, t).
A symmetric range on frequencies spanning from f ∈ [−60, 60] Hz is considered. The
PGD solution in the form shown in Eq. (6) was achieved in only 7 terms, for a residual
error of 0.01%. The first three space terms (modes) are shown in Fig. 1. The real part is
placed in the left column while the imaginary part appears in the second one.
Fig. 2 shows the first three frequency modes. Each plot contains two curves, being the
blue one the real part and the red one the imaginary part of each frequency mode. As
expected, the real part is symmetric with respect the zero frequency, while the imaginary
part is anti-symmetric. It can be noticed by looking at line markers that frequency mesh is
not uniform, it is finner around the zero frequency because solution is quite sharp around
this location while it becomes smoother as it gets away from the zero frequency.
After reconstructing the solution for certain frequencies (here we consider −60, 0, 60
Hz), we can compare the result against direct FEM computation. It is worthy to remind
that once the generalized transfer function has been computed, extracting the solution for
a particular frequency implies only a particularization, whereas a direct FEM computation
requires solving a problem for each value of the frequency. Fig. 3 depicts the error map
for both the real and imaginary parts, obtaining a good agreement.
Once the generalized transfer function has been verified, we use it for computing the
transient response at the point M when the load moves over the upper boundary, in the
time interval t ∈ (0, 1] s of interest, as shown in Fig. 4. The reference solution has been
computed by finite elements, using an explicit integration method. Notice that for the
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Figure 1: First three PGD space modes: real (left column) and imaginary (right column)
parts
reference solution it is needed to solve at least as many problems as load positions are
considered on the boundary, even if in the linear case this is not a major difficuty. Here
we have considered 21 positions of the flux. Fig. 4 shows that both the PGD and the
reference solutions are very close one another.
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Figure 2: First three PGD frequency modes: real (blue) and imaginary (red) parts
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Figure 3: PGD vs Direct FEM calculation: error map |h− href |. Real part (left column)
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Figure 4: Temperature evolution at point M during the heat flux path on the upper
boundary
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5 CONCLUSIONS
In this work we propose the use of an advanced harmonic technique for solving the linear
transient heat equation. The technique here proposed does not present major advantages
for fixed thermal sources, but when these sources move, the combination of this procedure
and the reciprocity principle that only works in the frequency domain, allows very fast
computations. Thus, two are the main ingredients: the reciprocity principle and the PGD
method. However, let us suppose that the heat source presents a certain evolution along
the time, which in a Fourier sense means that an arbitrary set of frequencies are being
excited, and consequently the model has to be solved for each involved frequency. And
here it is where the second ingredient shows up, because the PGD method allows an
efficient computation of parametric solutions. This parametric solution can be seen as a
sort of Computational Vademecum because it constains the whole necessary information,
and thus, it can be computed once only and then the only work to do is a postprocessing
which involves computationally cheap operations.
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