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Abstract—In this paper, a real-time Internet of Things (IoT)
monitoring system is considered in which multiple IoT devices
must transmit timely updates on the status information of a
common underlying physical process to a common destination.
In particular, a real-world IoT scenario is considered in which
multiple (partially) observed status information by different IoT
devices are required at the destination, so that the real-time
status of the physical process can be properly re-constructed.
By taking into account such correlated status information at the
IoT devices, the problem of IoT device scheduling is studied
in order to jointly minimize the average age of information
(AoI) at the destination and the average energy cost at the IoT
devices. Particularly, two types of IoT devices are considered:
Type-I devices whose status updates randomly arrive and type-
II devices whose status updates can be generated-at-will with an
associated sampling cost. This stochastic problem is formulated
as an infinite horizon average cost Markov decision process
(MDP). The optimal scheduling policy is shown to be threshold-
based with respect to the AoI at the destination, and the threshold
is non-increasing with the channel condition of each device. For a
special case in which all devices are type-II, the original MDP can
be reduced to an MDP with much smaller state and action spaces.
The optimal policy is further shown to have a similar threshold-
based structure and the threshold is non-decreasing with an
energy cost function of the devices. Simulation results illustrate
the structure of the optimal policy and show the effectiveness of
the optimal policy compared with a myopic baseline policy.
Index Terms—Internet of things, status update, age of infor-
mation, scheduling.
I. INTRODUCTION
In emerging Internet of Things (IoT) applications [1]–[3],
such as environmental monitoring, drone control, and smart
surveillance, it is critical to ensure a timely delivery of status
information of the underlying physical processes that are being
monitored by various of IoT devices. However, conventional
performance measures, such as delay and throughput, cannot
properly capture the timeliness of the status information from
the perspective of the information destination. In particularly,
minimizing the delay or maximizing the throughput, may not
maintain the status information at the destination as fresh as
possible [4].
Recently, the notion of age of information (AoI) has been
proposed as a promising candidate for quantifying the fresh-
ness of IoT status information [5]. Typically, the AoI is defined
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as the time elapsed since the most recently received status
packet at the destination was collected by the IoT devices,
and hence it naturally captures how fresh the information
is from the destinations perspective. Due to the importance
of information freshness in the IoT, the concept of AoI has
received significant attention in a variety of scenarios that
include multi-user networks [6]–[9], multi-hop networks [10],
[11], IoT monitoring systems [12]–[14], energy harvesting
systems [15]–[17], cognitive networks [18], [19], and remote
estimation systems [20].
These existing works, e.g., [4]–[20], assume that different
devices are associated with different independent physical
processes and, hence, the AoI at the destination will change
upon receiving a “fresher” status update from only one device.
However, for certain IoT applications, updates from different
devices could be correlated in the sense that multiple devices
can be associated with one common physical process. In these
scenarios, the (partially) observed status updates by multiple
devices are required at the destination, so that the real-time sta-
tus information can be properly re-constructed. For example,
for smart camera networks [2], in which multiple cameras with
possible overlapping fields of view are monitoring a common
scene, the remote monitor can only re-construct the full image
of the scene after receiving the images acquired from multiple
cameras. Thus, for such scenarios, the AoI at the destination
will only change upon receiving the fresher status updates
from multiple devices, which renders the existing approaches
in [4]–[20] no longer applicable.
Recently, the works in [21] and [22] considered remote
estimation systems with spatially correlated processes and
proposed updating strategies to improve the estimation error.
For monitoring systems with common observations, the work
in [23] proposed scheduling policies to minimize the average
AoI and the work in [24] analyzed the average AoI from a
queueing theoretic perspective. However, the authors in [23]
and [24] assume that the AoI at the destination changes if
a fresh status update from only one device is delivered. In
[25], the authors study joint node assignment and scheduling
to minimize the maximum peak AoI for wireless camera
networks with multi-view processing. However, the status
packets at each camera are assumed be already enqueued in
its buffer. Clearly, it remains unknown how to schedule the
IoT devices to minimize the average AoI for IoT monitoring
systems, in which multiple updates from different devices are
required at the destination and the status packets can randomly
arrive or be generated at the devices.
The main contribution of this paper is, thus, a novel design
of the optimal IoT device scheduling policy that jointly
minimizes the average AoI at the destination and the energy
cost at the IoT devices for a real-time IoT monitoring system
with correlated devices. We consider two types of correlated
devices: type-I devices whose status updates randomly arrive
and type-II devices whose status updates can be generated-at-
will. We formulate this problem as an infinite horizon average
cost Markov decision process (MDP). By exploiting the prop-
erties of the AoI dynamics and analyzing the monotonicity
property of the value function for the MDP, we show that the
optimal scheduling policy is threshold-based with respect to
the AoI at the destination and the threshold is non-increasing
with the channel condition of each device. For a special case
with only type-II devices, we reduce the original MDP to an
MDP with much smaller state and action spaces, and we show
that the optimal scheduling policy is also threshold-based and
the threshold is non-decreasing with an energy cost function
of the IoT devices. Simulation results validate the structural
analysis of the optimal policy and show its effectiveness over
a myopic baseline policy.
The rest of this paper is organized as follows. Section II
introduces the system model. In Section III, we present the
problem formulation and the optimality equation. In Section
IV, we characterize the structural properties of the optimal
policy. Section V presents the analysis for a special IoT case.
Simulation results and analysis are provided in Section VI.
Finally, conclusions are drawn in Section VII.
II. SYSTEM MODEL
As illustrated in Fig. 1, we consider a real-time IoT
monitoring system in which a set N of N IoT devices
can collect the real-time status information of a common
underlying physical process and update the status packets to
a common remote destination node (e.g., a base station or
fusion center). In our model, each IoT device can only observe
partial status information of its underlying physical process,
and, hence, multiple status packets from different IoT devices
are required at the destination so that the real-time status of the
physical process can be properly re-constructed. Let M ≥ 2
be the number of different IoT devices that are needed at
the destination for successful status reconstruction. Such a
scenario with correlated IoT devices is relevant to practical
IoT applications, for example, smart camera networks with
overlapping fields of view [2]. Note that, this is different from
prior works [4]–[20] in which different devices are associated
with different independent physical processes and the status
packet from only one device is needed to re-construct the
real-time status of the corresponding physical process.
We consider a discrete-time system with unit slot length
that is indexed by t = 1, 2, · · · . For each IoT device n ∈ N ,
let hn(t) ∈ Hn be the channel state at time slot t, where Hn
is the finite channel state space of device n. We assume i.i.d.
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Fig. 1: Illustration of a real-time monitoring system with two
types of correlated IoT devices.
block fading wireless channels for all devices, and we consider
the channel state processes {hn(t)}(n ∈ N ) to be mutually
independent. Let h(t) , (hn(t))n∈N ∈ H ,
∏
n∈N Hn be
the system channel state vector at slot t, whereH is the system
channel state space.
We consider two types of IoT devices, namely, a set
N1 ⊆ N of N1 type-I devices and a set N2 = N \ N1 of
N2 type II devices. For each type-I device, at the beginning
of each slot, a (partially observed) status packet (if any) of
the underlying physical process randomly arrives and will be
stored in its buffer while replacing the older one (if any)
that was not transmitted. We assume that the status packet
arrivals for different type-I devices are mutually independent,
and for each type-I device n ∈ N1, the process of the status
packet arrivals is an i.i.d. Bernoulli process with mean rate
λn ∈ [0, 1]. On the other hand, at each slot, each type-II
device can collect the partially observed real-time status of
the physical process and generate a status packet at will.
We assume that the time for generating a status packet is
negligible for each type-II device, as is commonly used in the
literature (e.g., [4], [8], [9] and [11]).
A. Monitoring Model
In each slot, the network must decide which IoT devices
must be scheduled so as to update their status packets to the
destination. For each IoT device n ∈ N , let un(t) ∈ {0, 1}
be the scheduling action at slot t, where un(t) = 1 in-
dicates device n is scheduled to transmit its status packet
and un(t) = 0, otherwise. In each slot, we consider that
at most M IoT devices can transmit their status packets
concurrently without transmission collisions over different
orthogonal channels. Thus, we have
∑
n∈N un(t) ≤ M for
all t. Let u(t) , (un(t))n∈N ∈ U be the system scheduling
action at slot t, where U , {(un)n∈N |un ∈ {0, 1}, ∀n ∈
N and
∑
n∈N un ≤ M} is the feasible system scheduling
action space.
For each device n ∈ N , let Cun(hn) be the minimum
transmission power required by device n to deliver its status
packet to the destination within a slot when its channel state
is hn. Without loss of generality, we assume that C
u
n(hn) is
non-increasing with hn, i.e., a large hn implies better channel
condition. Each type-II device n ∈ N2 will incur an non-
zero sampling cost Csn for generating a status packet. Note
that, there is no such sampling cost for any type-I devices.
For notational convenience, we set Csn = 0 for each type-I
device n ∈ N1. Then, for each device n ∈ N , the energy
cost associated with action un(t) under channel state hn(t) is
given by: Cn(un(t), hn(t)) = un(t)(C
s
n + C
u
n(hn(t))).
B. Age of Information Model
The AoI is adopted as the performance metric to quantify
the freshness of the status information update at the desti-
nation, which is defined as the time elapsed since the most
recent status update of the physical process was received (re-
constructed) at the destination. Let ∆(t) be the AoI at the
destination at the beginning of slot t. Note that, a type-I
device can only transmit its currently available status packet
to the destination, and, thus, the AoI at the destination ∆(t)
would depend on the age of the status packet in the buffer
of each type-I device. For each type-I device n ∈ N1, let
An(t) be the AoI at device n at the beginning of slot t. We
denote by Aˆn and ∆ˆ the upper limits of the AoI at type-
I device n and the AoI at the destination, respectively. We
assume that Aˆn and ∆ˆ are finite, as a status packet with
an infinite age is not meaningful for a real-time monitoring
system. Let A ,
∏
n∈N1
An and ∆ , {1, 2, · · · , ∆ˆ} be,
respectively, the state spaces for the AoI at type-I devices
and the AoI at the destination, where An , {1, 2, · · · , Aˆn}.
Let A(t) , (An(t))n∈N1 ∈ A be the system AoI state at
type-I devices. Note that, a type-II device can immediately
generate a status packet if scheduled. Thus, with a slight abuse
of notation, we also denote by An(t) the AoI at each type-II
device n ∈ N2, and we set An(t) = 0 for all n ∈ N2 and t.
We can now show how A(t) and ∆(t) evolve with the
scheduling action u(t). For the AoI at a type-I device, if there
is a status packet arriving at device n ∈ N1 at slot t, then
the AoI An(t) will decrease to one, otherwise, the AoI will
increase by one. Thus, the dynamics of An(t) for each type-I
device n ∈ N1 are given by:
An(t+ 1) =
{
1, if a status update arrives at device n at t,
min{An(t) + 1, Aˆn}, otherwise.
(1)
For the AoI at the destination, if fewer than M devices
are scheduled at slot t, then the AoI ∆(t) will increase by
one, otherwise, to re-construct the status information of the
physical process according to the received status packets from
M devices, the AoI will be the largest age of the received
status packets from all the scheduled devices plus one. Thus,
the AoI dynamics of the destination are given by:
∆(t+ 1) (2)
=
{
min{max
n∈N
un(t)An(t) + 1, ∆ˆ}, if
∑
n∈N un(t) =M,
min{∆(t) + 1, ∆ˆ}, otherwise.
Clearly, it is not optimal to choose the scheduling action
u such that 0 <
∑
n∈N un < M , as the destination will
not benefit from receiving status packets from fewer than M
devices, yielding energy waste at the devices. Note that, the
dynamics in (2) are different from those in prior art [4]–[20]
in which the status packet from only one device is required
for the destination to re-construct the real-time status of the
physical process.
III. PROBLEM FORMULATION AND OPTIMALITY
A. Problem Formulation
We aim at controlling the IoT devices scheduling process
so as to jointly minimize the average AoI at the destination
and the energy cost at the IoT devices, under correlated IoT
devices. Given an observed system AoI state at type-I devices
A, the AoI state at the destination ∆, and the system channel
state h, we can determine the system scheduling action u
according to the following policy.
Definition 1: A feasible stationary scheduling policy pi
is a mapping from the state spaces for the AoI at type-I
devices, the AoI at the destination, and the system channel
A×∆×H to the feasible system scheduling action space U ,
i.e., pi(A,∆,h) = u.
Under the dynamics in (1) and (2), the induced random
process {A(t),∆(t),h(t)} for a given feasible stationary
scheduling policy pi is a controlled Markov chain with the
following transition probability:
Pr[A′,∆′,h′|A,∆,h,u]
=
∏
n∈N1
Pr[A′n|An] Pr[∆
′|A,∆,u]
∏
n∈N
Pr[h′n], (3)
where
Pr[A′n|An] = Pr[An(t+ 1) = An|An(t) = An]
=


λn, if A
′
n = 1,
1− λn, if A′n = min{An + 1, Aˆn},
0, otherwise,
(4)
and
Pr[∆′|A,∆,u]
= Pr[∆′(t+ 1) = ∆′|A(t+ 1) = A,∆(t) = ∆,u(t) = u]
=
{
1, if ∆′satisfies the dynamics of in (2),
0, otherwise.
(5)
Then, under a feasible stationary policy pi and a given initial
system state (A1,∆1,h1) ∈ A×∆×H, the average AoI at
the destination and the average energy cost for device n ∈ N
are respectively given by:
∆¯pi , lim sup
T→∞
1
T
T∑
t=1
E [∆(t)|A1,∆1,h1] ,
C¯pin , lim sup
T→∞
1
T
T∑
t=1
E [un(t)(C
s
n + C
u
n(hn(t))|A1,∆1,h1] ,
where the expectations are taken with respect to the mea-
sure induced by policy pi. Our goal is to find the optimal
scheduling policy pi that jointly minimizes the average AoI
at the destination and the average energy cost for all IoT
devices. By using the widely used weighted-sum method for
multi-objective optimization problems [26], we formulate the
following problem:
min
pi
∆¯pi +
∑
n∈N
βnC¯
pi
n , (6)
where pi is a feasible stationary policy in Definition 1 and
βn > 0 for all n ∈ N are the weighting factors on the average
energy cost for device n, mimicking the soft constraints on the
average energy cost for each device. The problem in (6) is an
infinite horizon average cost MDP. To guarantee the existence
of optimal stationary polices, we focus on stationary unichain
polices, as is commonly done (e.g., [9] and [27]).
B. Optimality Equation
According to [28, Propositions 5.2.1, 5.2.3, and 5.2.5], the
optimal scheduling policy pi∗ can be obtained by solving the
following Bellman equation:
θ + V (A,∆,h) = min
u∈U
{
∆+
∑
n∈N
βnun(C
s
n + C
u
n(hn))
+
∑
A′,∆,h′
Pr[A′,∆′,h′|A,∆,h,u]V (A′,∆′,h′)
}
, (7)
where Pr[A′,∆′,h′|A,∆,h,u] is given by (3), θ is the
optimal value for all initial system states (A1,∆1,h1) ∈
A×∆×H, and V (A,∆,h) is the value function. The optimal
policy achieving the optimal value θ is given by:
pi∗(A,∆,h) = argmin
u∈U
{
∆+
∑
n∈N
βnun(C
s
n + C
u
n(hn))
+
∑
A′,∆,h′
Pr[A′,∆′,h′|A,∆,h,u]V (A′,∆′,h′)
}
. (8)
It can be seen that obtaining the optimal policy pi∗ in (8)
requires determining the value function V (·) by solving the
Bellman equation in (7), for which, there is generally no
closed-form solution. Moreover, the numerical solutions (e.g.,
value iteration) do not usually provide many design insights,
which further motivate us to study the structural properties of
the optimal policy pi∗ for a better understanding of the system.
IV. STRUCTURAL PROPERTIES OF THE OPTIMAL POLICY
We characterize the structural properties of the optimal
policy pi∗ to the MDP in (6). First, by using the dynamics
in (1) and (2), we first show the monotonicity property of the
value function V (A,∆,h) in the following Lemma.1
Lemma 1: V (A,∆,h) is non-decreasing with An for all
n ∈ N1 and ∆, and is non-increasing with hn for all n ∈ N .
Then, we present the structure of optimal policy pi∗. Before
that, we define the following function:
φu(A,h) ,
{
minΦu(A,h), if Φu(A,h) 6= ∅,
+∞, otherwise,
, (9)
1All proof are omitted due to space limitations.
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(b) Fixed A and h \ h1.
Fig. 2: Structure of the optimal scheduling policy pi∗. N1 = 2,
N2 = 3, M = 2, ∆ˆ = Aˆn = 6, |Hn| = 5, and βn = 1,
∀n ∈ N .
where Φu(A,h) , {∆|∆ ∈ ∆ and J(A,∆,h,u) ≤
J(A,∆,h,v), ∀v ∈ U and v 6= u} and
J(A,∆,h,u) , ∆ +
∑
n∈N βnun(C
s
n + C
u
n(hn)) +∑
A′,∆,h′ Pr[A
′,∆′,h′|A,∆,h,u]V (A′,∆′,h′), which is
related to the right-hand side of the Bellman equation in (7).
Theorem 1: If ∃n ∈ N , such that u∗n = 1, then
pi∗(A,∆,h) = u∗ for all (A,∆,h) ∈ A × ∆ × H such
that
∆ ≥ φu∗(A,h). (10)
Moreover, φu∗(A,h) is non-increasing with hn, ∀n ∈ N .
From Theorem 1, we know that, for given A and h, the
optimal scheduling policy is threshold-based with respect to
the AoI at the destination ∆. Fig. 2 illustrates the analytical
results of Theorem 1. Fig. 2 shows that, when ∆ is small,
it is not efficient to schedule the IoT devices to update
their status packets to the destination, as a higher energy
cost per age reduction is consumed. Meanwhile, whenever
∆ is large, it is more efficient to schedule the devices, as
the previous re-constructed status of the physical process
becomes rather outdated. Moreover, the monotonicity of the
threshold φu∗(A,h) in Fig. 2(b) indicates that, when the
channel condition is better, it is more efficient to schedule
the IoT devices, as a lower energy cost is consumed. Such
a threshold-based structure can be exploited to design low-
complexity structure-aware optimal algorithms, by following
approaches similar to those in [12] and [13].
V. SPECIAL CASE: IOT MONITORING SYSTEM WITH ONLY
TYPE-II DEVICES
We now consider a special IoT monitoring system with only
type-II devices, i.e., N2 = N . Note that, here, the system
states consist of only the AoI at the destination ∆ and the
system channel state h. The dynamics of the AoI at the
destination are given by
∆(t+ 1) =
{
1, if
∑
n∈N u(t) =M,
min{∆(t) + 1, ∆ˆ}, otherwise.
(11)
Given an observed ∆ and h, the system scheduling action
u is determined according to a feasible stationary scheduling
policy pi (with some abuse of notation), which is a mapping
from the system state space ∆ × H to the feasible system
action space U , i.e., pi(∆,h) = u. Under the dynamics (11),
the induced random process {∆(t),h(t)} for a given policy
pi is a controlled Markov chain with the transition probability
Pr[∆′,h′|∆,h,u] = Pr[∆′|∆,u]
∏
n∈N Pr[h
′
n], where
Pr[∆′|∆,u] = Pr[∆′(t+ 1) = ∆′|∆(t) = ∆,u(t) = u]
=
{
1, if ∆′satisfies the dynamics of in (11),
0, otherwise.
(12)
As previously done, we can formulate the problem as in (6)
and obtain the associated Bellman equation:
θ + V (∆,h) = min
u∈U
{
∆+
∑
n∈N
βnun(C
s
n + C
u
n(hn))
+
∑
∆,h′
Pr[∆′,h′|∆,h,u]V (∆′,h′)
}
. (13)
The optimal policy pi∗ can be determined by:
pi∗(∆,h) = argmin
u∈U
{
∆+
∑
n∈N
βnun(C
s
n + C
u
n(hn))
+
∑
∆,h′
Pr[∆′,h′|∆,h,u]V (∆′,h′)
}
. (14)
From (11), we can see that, for given (∆,h), the next AoI
state at the destination ∆′ is the same for any M scheduled
devices. Thus, by (14), we know that if pi∗(∆,h) 6= 0N , then
pi∗(∆,h) = u† must satisfy that:
u†n =
{
1, if n ∈ N (h),
0, otherwise.
(15)
Here, N (h) = {i ∈ N : |j ∈ N : βi(Csi + C
u
i (hi)) >
βj(C
s
j + C
u
j (hj))| < M} is the set of the devices hav-
ing the M smallest values of the weighted energy cost
βn(C
s
n + C
u
n(hn)). Now, for each h ∈ H, define Ch ,∑
n∈N (h) βn(C
s
n + C
u
n(hn)) as the energy cost state of all
IoT devices. Let Ch be the set of all possible Ch. Clearly, the
optimal control policy pi∗ in (14) depends on ∆ and Ch. Thus,
we can obtain an equivalent MDP, in which, the system state
space is ∆×Ch and the action space is U˜(Ch) = {0N ,u†}. It
can be seen that the equivalent MDP has smaller state and ac-
tion spaces as |Ch| ≤ |H| and |U˜(Ch)| = 2 ≤ |U| = 1+
(
N
M
)
.
Then, we have the corresponding Bellman equation as follows:
θ + V (∆, Ch) = min
{
∆+ E[V (min{∆+ 1, ∆ˆ}, C′h)],
∆+ Ch + E[V (1, C
′
h)]
}
, (16)
where the expectation is taken over the distribution of Ch.
Along the structural analysis in Section IV, we characterize
the structural properties of the optimal policy pi∗ for the
special case with only type-II devices.
Theorem 2: For each (∆, Ch) ∈ ∆ × Ch, there exists a
threshold ψ(Ch) such that
pi∗(∆, Ch) =
{
u
†, if ∆ ≥ ψ(Ch),
0N , otherwise.
(17)
3.69 4.09 4.66 4.95 5.82
1
2
3
4
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6
Fig. 3: Structure of the optimal scheduling policy pi∗ for the
special case of an IoT with only type-II devices. N = 3,
M = 2, ∆ˆ = Aˆn = 6, |Hn| = 4, and βn = 1, ∀n.
In (17), ψ(Ch) is non-decreasing with Ch.
Theorem 2 reveals that the scheduling action is threshold-
based with respect to ∆, as illustrated in Fig. 3. Moreover,
the monotonicity property of ψ(Ch) shown in Fig. 3 indicates
that it is more efficient to schedule the IoT devices when the
channel condition is better, as Ch is non-increasing with h.
VI. SIMULATION RESULTS AND ANALYSIS
In this section, we compare the performance of the optimal
policy with a myopic baseline policy for the system in which
there are N1 = 2 type-I devices and N2 = 3 type-II devices,
and the status packets from M = 2 devices are needed
at the destination. For the myopic policy, in each slot, we
choose the scheduling action that maximizes the AoI reduc-
tion at the destination minus the weighted energy cost, i.e.,
u(t) = argminu(t)∈U ∆(t)−∆(t+1)−
∑
n∈N βnun(t)(C
s
n+
Cun(hn(t))). We consider that there are in total 4 possible
channel states for each device, which are randomly selected
from [1, 2] and the corresponding distribution probabilities are
{1/4, 1/4, 1/4, 1/4}. We assume that the arrival rate λn for
each type-I device is randomly selected from [0.3, 0.8], the
updating cost for each device is Cun(hn) = C
u
n/hn, where
Cun is randomly selected from [2, 3], and the sampling cost
Csn for each type-II device is randomly selected from [1, 2].
The weighting factors are assumed to be same for all devices.
Fig. 4 shows the average weighted cost, the average AoI at
the destination, and the average energy cost, resulting from the
optimal policy and the myopic baseline policy, under different
weighting factors β. The simulation results are obtained by
averaging over 50, 000 time slots. Fig. 4 demonstrates that the
optimal policy can respectively reduce the average weighed
cost and the average AoI at the destination by up to 14% and
36% over the myopic baseline policy, with a higher energy
cost. Hence, the optimal policy can make better decisions by
fully utilizing the energy at the IoT device. Moreover, for both
polices, when the weighting factor β increases, the average
AoI at the destination increases while the average energy cost
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Fig. 4: Performance comparison between the optimal policy and the myopic baseline policy.
decreases. This reveals the tradeoff between the AoI at the
destination and the energy cost at the devices.
VII. CONCLUSION
In this paper, we have studied the optimal device scheduling
process that jointly minimizes the average AoI at the des-
tination and the energy cost at the devices for a real-time
IoT monitoring system with two types of correlated devices.
We have formulated this problem as an infinite horizon MDP
and shown that the optimal policy is threshold-based with
respect to the AoI at the destination and the threshold is
non-increasing with the channel condition. For a special case
with only type-II devices, we have reduced the original MDP
to an MDP with smaller state and action spaces, and shown
a threshold-based structure of the optimal policy, for which,
the threshold is non-decreasing with an energy cost function.
Simulation results have verified the analytical results and
illustrated the effectiveness of the optimal policy.
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