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自動並列化機能は、プログラムの並列性を調べ、SX-7 の実装する 32 個のプロセッサを有
効に使って並列処理(共有並列処理)できるようプログラムを並列化します。 
コンパイラのサポートする言語仕様は、C言語では、ISO/EC 9899:1990[1992](いわゆ



















double a[100], b[100], c[100]; 
for (i=0; i<100; i++) 
   c[i] = a[i] + b[i]; 
通常の演算命令では、一組のデータに対する演算処理を逐次的に実行し、計算を実行、
完了します。この演算命令を、ベクトル命令と対比させるためにスカラ命令と呼びます。 
図 1 スカラ命令(スカラ加算)の実行イメージ 
a[0]+b[0]     
 a[1]+b[1]    
  a[2]+b[2]   
   ･････  



















for (i=0; i<99; i++) { 
   a[i] = 2.0;     // 代入文 2-1 
















a[0]=2.0     // 代入文 2-1 
b[0]=a[1]    // 代入文 2-2 
a[1]=2.0     // 代入文 2-1 
b[1]=a[2]    // 代入文 2-2 
： 
a[98]=2.0    // 代入文 2-1 
b[98]=a[99]  // 代入文 2-2 
ベクトル化した場合の実行順序 
 
a[0]=2.0     // 代入文 2-1 
a[1]=2.0     // 代入文 2-1 
： 
a[98]=2.0    // 代入文 2-1 
b[0]=a[1]    // 代入文 2-2 
b[1]=a[2]    // 代入文 2-2 
： 












for (i=0; i<100; i++) { 
   a[i] = s;      // 代入文 3-1 (スカラ変数sの引用) 














































double a[2048][2048], b[2048][2048]; 
for (i=0; i<2048; i++) { 
   for (j=1; j<2048; j++) { 
      a[j][i] = a[j][i] * b[j][i]; 






例 5は、複素数の配列 a、b、cの要素の乗算を行うループです。 
例5  
struct Complex { 
   double real; 
   double imag; 
} a[1024], b[1024], c[1024]; 
for (i=0; i<1024; i++) { 
   a[i].real = b[i].real*c[i].real – b[i].imag*c[i].imag; 












void copy(double *a, double *b, int n) { 
   for (i=0; i<n; i++) 
      *b++ = *a++; 
} 
引数であるポインタa、b の値がループ中で同じにならない(重ならない)ときは、引数ポイ
ンタに restrict 修飾子を指定でき、ループをベクトル化することができます。例 7は、例6の
プログラムに対して restrict 修飾子を指定した例です。 
例7  
void copy(double * restrict a, double * restrict b, int n) { 
   for (i=0; i<n; i++) 






struct Layer { 
   int x[4096]; 
   int y[4096]; 
   int z[4096]; 
};  
void merge_layer(struct Layer * restrict dest, struct Layer * restrict src) { 
   for (i=0; i<4096; i++) { 
      dest->x[i] += src->x[i]; 
      dest->y[i] += src->y[i]; 
      dest->z[i] += src->z[i]; 














i = 0; 
while (i < n) { 
   // 処理 




for (i = 0; i < n; i++) { 





プログラムの例 10では、Iが DO 変数で、J が指標変数です。Fortran の DO 文は、C/C++
の for 文に似ています。 
例10 
J=N 
DO I=1,N     ! このDO文は「for (i = 0; i < n; i++)」相当 
   A(I)=0.0 
   B(J)=A(I)*2 









int i, j; 
long n; 
… 
for (i = 0, j = 1; i < n; i++) {  // 比較時に変数 iが long型に型変換 
   // 処理 








プ中で利用している整数型(long、unsigned long、int、unsigned int など)を一つの型に統一
するとよいです。 
先ほどの例 11では、変数i、jはint型(32ビット)、nはlong型(64ビット)です。nの値が2
ギガより小さい値にしかならないのであれば、n の型を int 型に変更します。 
例12  
int i, j; 
int n; 
… 
for (i = 0, j = 1; i < n; i++) { 
   // 処理 





例 13の for ループでは下線部がループの終了判定の条件式です。このループは「(イン
ダクション変数 iが変数 nより小さい)、かつ、(p[i]の値が 0 である)」間ループを繰り返しま
す。 
例13  
int i, n; 
double *p, *q; 
… 
for (i = 0; (i < n) && (p[i] == 0); i++) { 























int i, n; 
double *p, *q; 
… 
for (i = 0; i < n; i++) {
   if (p[i] != 0) break





























int、unsigned int、long、unsigned long、float、double 







char *b1, *b2, *b3; 
int red[1024], green[1024], blue[1024], pix[1024]; 
int i; 
for (i = 0; i < 1024; i++) { 
   b1 = &red[i], b2 = &green[i], b3 = &blue[i]; 











unsigned int b1, b2, b3; 
int red[1024], green[1024], blue[1024], pix[1024]; 
int i; 
for (i = 0; i < 1024; i++) { 
   b1 = (red[i] >> 24)  & 0xffU; 
   b2 = (green[i] >> 16) & 0xffU; 
   b3 = (blue[i] >> 8)  & 0xffU; 



















いい、ポインタq はポインタp のエリアス、a はp のエリアスと呼びます。 
例17  
double a; 
double *p, *q; 
p = &a; 















double &p = a; 
double q; 
q = a;       // 文 20-1 
q = p;       // 文 20-2 
例では、リファレンスp は変数 aのエリアスです。文 20-1 と文20-2は同じメモリ領

















double func(double *p, double *q, int n) 
{ 
    int i; 
    for (i = 0; i < n; i++) 
        *p++ = *q++; 
} 
    ↓ 
double func(double * restrict p, double * restrict q, int n) 
{ 
    int i; 
    for (i = 0; i < n; i++) 
        *p++ = *q++; 
} 
ポインタp、qは restrict 修飾されているので、コンパイラは、p、qはエリアスを持たな






class Vec { 
    double *d; 
    int esize; 
public: 
    Vec(int i); 
    Vec & operator=(const Vec &x); 
    … 
}; 
Vec & Vec::operator=(const Vec & x) { 
    for (int i=0; i<esize; i++) 
        d[i]=x.d[i]; 




















    for (int i=0; i<thi



























    double * restrict d; 
    int esize; 
public: 
    Vec(int i); 
    Vec & operator=(const Vec & restrict x) restrict; 
    … 
}; 
Vec & Vec::operator=(const Vec & restrict x) restrict 
{ 
    for (int i=0; i<esize; i++) 
        d[i]=x.d[i]; 
    return *this; 
} 





































例23 ソースプログラム           コンパイラによる変形 
for (i=0; i<99; i++) {          for (i=0; i<99; i++) { 
   a[i]=2.0;   // 代入文 23-1       b[i]=a[i+1];  // 代入文 23-2 
   b[i]=a[i+1]; // 代入文 23-2       a[i]=2.0;    // 代入文 23-1 
}                   } 
このプログラムを右のように変形すると、ベクトル化した場合でも配列の定義・引用関係








for (j=0; j<a->szx; j++) {           // 外側ループ 
   for (i=0; i<a->szy; i++) {         // 内側ループ 
      a->d[j][i+1] = a->d[j][i] + b->d[j][i]; 
   } 
} 
 ↓ コンパイラによる変形のイメージ 
for (i=0; i<a->szy; i++) {          // 元の内側ループ 
   for (j=0; j<a->szx; j++) {        // 元の外側ループ 
      a->d[j][i+1] = a->d[j][i] + b->d[j][i];  










for (i=0; i<100; i++) 
   a[i] = a[i+k] + b[i]; 
 ↓ コンパイラによる変形のイメージ 
if (k >= 0 || k < =-100) { 
#pragma cdir nodep 
   for (i=0; i<100; i++)    // ベクトル化する 
      a[i] = a[i+k] + b[i]; 
} else { 
#pragma cdir novector 
   for (i=0; i<100; i++)    // ベクトル化しない 
      a[i] = a[i+k] + b[i]; 
} 
ポインタを使用していて依存関係が不明なときも、条件ベクトル化を行います。例26では、




for (i=0; i<n; i++) 
   (*a++) = (*b++) + (*c++); 
 ↓ コンパイラによる変形のイメージ 
if (((a <= b) || (a - b >= n)) && ((a <= c) || (a - c >= n))) { 
#pragma cdir nodep 
    for (i=0; i<n; i++) 
       (*a++) = (*b++) + (*c++); 
} else { 
#pragma cdir novector 
    for (i=0; i<n; i++) 








while (a<end) { 







for (i=0; i<n; i++) { 







for (i=0; i<n; i++) { 
   if (xmax < x[i]) 







for (j=0; j<n; j++) 
   for (i=0; i<m; i++) 
      a->d[j][i] = b->d[j][i] + c->d[j][i]; 
for (j=0; j<n; j++)  
   for (i=0; i<m; i++)  
      d->d[j][i] = e->d[j][i] + f->d[j][i]+s; 
 ↓ コンパイラによる変形のイメージ 
for (j=0; j<n; j++) { 
   for (i=0; i<m; i++) { 
      a->d[j][i] = b->d[j][i] + c->d[j][i]; 
      d->d[j][i] = e->d[j][i] + f->d[j][i]+s; 









for (j=0; j<n; j++) 
   for (i=0; i<m; i++) 
      a->d[j][i] = b->d[j][i] + c->d[j][i]; 
for (i=0; i<l; i++) 
   x[i] = 0.0; 
for (j=0; j<n; j++) 
   for (i=0; i<m; i++) 
      d->d[j][i] = e->d[j][i] + f->d[j][i]+s; 
 ↓ (書き換え) 
for (j=0; j<n; j++) 
   for (i=0; i<m; i++) 
      a->d[j][i] = b->d[j][i] + c->d[j][i]; 
for (j=0; j<n; j++) 
   for (i=0; i<m; i++) 
      d->d[j][i] = e->d[j][i] + f->d[j][i]+s; 
for (i=0; i<l; i++) 




































































#pragma cdir novector 
   for (i=0; i<m; i++) 







#pragma cdir nodep 
   for (i=0; i<N; i++) 
      a[i] = a[i + nk]; 





#pragma cdir nodep 
   for (i=0; i<N; i++) 
      a[ ip[ i ] ] = a[ ip[ i ]] + b[ i ]; 


































for (i=0; i<4; i++) 
   a[i] = i; 
↓ (ループ展開) 
a[0] = 0.0; 
a[1] = 1.0; 
a[2] = 2.0; 




例36 繰り返し数が8 回のループをループ展開するためのコンパイラオプションの指定 
% sxcc –pvctl,expand=8 a.c 
例37 コンパイラ指示行の指定 
#pragma cdir expand 
   for (i=0; i<8; i++) 






for (j = 0; j < N; j++) 
   x[j] = y[j] * z[j]; 
   for (i=0; i<5; i++)  // 最内側ループ(ベクトル化対象) 
      a[j][i] = i; 
↓ (ループ展開) 
for (j = 0; j < N; j++) {   // 最内側ループ(ベクトル化対象)  
   x[j] = y[j] * z[j]; 
   a[j][0] = 0.0; 
   a[j][1] = 1.0; 
   a[j][2] = 2.0; 
   a[j][3] = 3.0; 









for (i=0; i<512; i++) 
   c[i] = a[i] + b[i]; 
↓ (計算のために実行されるベクトル命令) 
VR1 ← a        // 配列 aから256個の要素をロード 
VR2 ← b        // 配列 bから256個の要素をロード 
VR3 ← VR1 + VR2   // ロードした256個の要素を加算 
c ← VR3        // 256個の計算結果を配列cにストア 
VR1 ← a        // 配列 aから256個の要素をロード 
VR2 ← b        // 配列 bから256個の要素をロード 
VR3 ← VR1 + VR2   // ロードした256個の要素を加算 












void func(int n) { 
   … 
#pragma cdir shortloop 
   for (i=0; i<n; i++) 







double sum(double * restrict first, double * restrict last) { 
   double s = 0.0; 
   while (first != last) { 
       s += *first; 
       first++; 
   } 












double sum(double * restrict first, double * restrict last) { 
   double s = 0.0; 
   while (first < last) { 
       s += *first; 
       first++; 
   } 













 図 9 並列化の実行イメージ 
 
for (j=75; j<100; j++) { 
   for (i=0; i<1000; i++) { 
      a[j][i] = b[j][i] + c[j][i];  
   } 
} 
for (j=50; j<75; j++) { 
   for (i=0; i<1000; i++) { 
      a[j][i] = b[j][i] + c[j][i];  
   } 
} 
for (j=25; j<50; j++) { 
   for (i=0; i<1000; i++) { 
      a[j][i] = b[j][i] + c[j][i];  
   } 
} 
for (j=0; j<25; j++) { 
   for (i=0; i<1000; i++) { 
      a[j][i] = b[j][i] + c[j][i];  
   } 
} for (j=0; j<100; j++) { 
   for (i=0; i<1000; i++) { 
      a[j][i] = b[j][i] + c[j][i]; 




































図 10 並列化の実行時間  
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int main () { 
#pragma cdir reserve 
   ......... 
   main$1(); 
   ......... 
#pragma cdir release 
} 
void main$1() { 
   初期化 
#pragma cdir parloop for 
   for(i=0; i<n; i++) { 
      ～ 
   } 
} 
int main() { 
   .......  
   for(i=0; i<n; i++) { 
      ～ 
   } 





















 void fun(double ***a, int *h) 
{ 
   int i, j, k; 
   for (i=0; i<100; i++) {                // 並列化 
      for (j=0; j<100; j++) { 
         for (k=0; k<999; k++) {            // ベクトル化 
            a[i][j][k] = (a[i][j][k+1] + a[i][j][k]) * 0.5; 
         } 
      } 
      h[i] = h[i] + 1; 


















for (i=0; i<100; i++) {     // ベクトル化 
  a[i] = b[i] + c[i]; 
} 
for (i=0; i<10000; i++) {    // ベクトル化+並列化 










   double **a, 
   double **b, 
   double **c) 
{ 
   for (j=0; j<4; j++) 
      for (i=0; i<10000; i++) 
         a[j][i] = b[j][i] * b[j][i]; 
   for (j=0; j<4; j++)  
      for (i=0; i<10000; i++)  






for (i=0; i<10000; i++) {  // 並列化 
   a[0][j] = b[0][j] * b[0][j]; 
   a[1][j] = b[1][j] * b[1][j]; 
   a[2][j] = b[2][j] * b[2][j]; 
   a[3][j] = b[3][j] * b[3][j]; 
   b[0][j] = c[0][j] - a[0][j]; 
   b[1][j] = c[1][j] - a[1][j]; 
   b[2][j] = c[2][j] - a[2][j]; 
























 if (nx*ny > n  
      && (id-ic == 0 || abs(id-ic) >= nx) { 
    
   並列コード 
    
} else { 
    
   非並列コード 




for (i=0; i<nx; i++) { 
   aa = a; 
   bb = b; 
   for (j=0; j<ny; j++) { 
      aa = aa + x[i+1] * g[j-1]; 
      bb = bb + x[i-1] * g[j-1]; 
   } 
   y[ic+i] = -aa; 














for (i=0; i<n; i++) { 
   a[i] = b[i+1]; 










 ループの繰り返し  参照   定義 
1      b[1]   b[0] 
2      b[2]   b[1] 
3      b[3]   b[2] 
4      b[4]   b[3] 











ループの繰り返し  参照   定義 
1      b[1]   b[0] 
2      b[2]   b[1] 
3      b[3]   b[2] 
4      b[4]   b[3] 











for (i=0; i<n; i++) { 
   c[i] = t; 





for (i=0; i<n; i++) { 
   t = c[i]; 
   … 




for (j=0; j<n; j++) { 
   for (i=0; i<n; i++) { 
      if (a[j][i] >= del) { 
         ii = ii + 1; 
         ic[j][ii] = ii; 
      } 
   } 
   for (i=0; i<ii; i++) { 
      b[j][i] = ic[j][i] + sin(c[ii,j]); 
   } 
} 






for (j=0; j<n; j++) { 
   for (i=0; i<n; i++) { 
      a[j][i] = b[j][i] * b[j][i]; 
      if (a[j][i] >= del) break;    // ループからの飛び出し 
      if (c[j][i] >= 0) 
         b[j][i] = c[j][i] - a[j][i]; 
      else 
         b[j][i] = c[j][i] + a[j][i]; 































 if (n > 250) { 
   ベクトル+並列コード 
} else { 
   ベクトルコード 
} 
#pragma cdir inner 
   for (i=0; i<n; i++) { 
      a[i] = b[i]*b[i] + c[i]*c[i]; 














 #pragma cdir nosync 
   for (j=0; j<ny; j++) {      // 並列化 
      for (i=0; i<nx; i++) { 
         a[j+1][k1][i] = a[j][k2][i] + b[i];  
      } 












for (i=0; i<n; i++) { 
   for (j=1; j<m; j++) { 
      a[j][i] = a[j-1][i] * b[j][i]; 
   } 
} 
for (j=1; j<m; j++) { 
   for (i=0; i<n; i++) { 
      a[j][i] = a[j-1][i] * b[j][i]; 









setenv△C_PROGINF△YES  または、setenv△C_PROGINF△DETAIL 
を指定することで、表示されます(△は空白一文字を意味します)。東北大学では既定値
としてD ETAILが設定されています。 










 図 11 proginf情報 
 
    ******    プログラム  情報    ****** 
    経過時間 (秒)                 :          6.774000 
    ユーザ時間 (秒)               :          4.911325 
    システム時間 (秒)             :          0.230647 
    ベクトル命令実行時間 (秒)     :          4.846089 
    全命令実行数                  :         380150140.
    ベクトル命令実行数            :         205713526.
    ベクトル命令実行要素数        :       52468073111.
    浮動小数点データ実行要素数    :       14758745137.
    MOPS 値                       :      10718.595612 
    MFLOPS 値                     :       3005.043295 
①→平均ベクトル長                :        255.054075 
②→ベクトル演算率 (%)            :         99.668639 
    メモリ使用量 (MB)             :       1820.031250 
    MIPS 値                       :         77.402761 
    命令キャッシュミス (秒)       :          0.014333 
    オペランドキャッシュミス (秒) :          0.010467 



















図 12 並列処理時のproginf情報 
 
     ******    プログラム 情報    ****** 
  経過時間 (秒)                 :          1.625086 
  ユーザ時間 (秒)               :          4.123287 
  システム時間 (秒)             :          0.051459 
  ベクトル命令実行時間 (秒)     :          3.782491 
  全命令実行数                  :         282719454. 
  ベクトル命令実行数            :         129887663. 
  ベクトル命令実行要素数        :       33130449430. 
  浮動小数点データ実行要素数    :       14758810705. 
  MOPS 値                        :       8072.026328 
  MFLOPS 値                     :       3579.379923 
  MOPS 値   (実行時間換算)      :      31341.015790   (*) 
  MFLOPS 値 (実行時間換算)      :      13897.551635   (*) 
  平均ベクトル長                :        255.070025 
  ベクトル演算率 (%)            :         99.540815 
  メモリ使用量 (MB)             :       1920.000000 
  最大同時実行可能プロセッサ数  :                 4.  (*) 
     1台以上で実行した時間 (秒) :          1.061972   (*) 
     2台以上で実行した時間 (秒) :          1.058297   (*) 
     3台以上で実行した時間 (秒) :          1.057302   (*) 
     4台以上で実行した時間 (秒) :          0.945636   (*) 
  イベントビジー回数            :                 0.  (*) 
  イベント待ち時間 (秒)         :          0.000000   (*) 
  ロックビジー回数              :                 0.  (*) 
  ロック待ち時間 (秒)           :          0.000000   (*) 
  バリアビジー回数              :                 0.  (*) 
  バリア待ち時間 (秒)           :          0.000000   (*) 
  MIPS 値                        :         68.566523 
  MIPS 値 (実行時間換算)        :        266.221194   (*) 
  命令キャッシュミス (秒)       :          0.003629 
  オペランドキャッシュミス (秒) :          0.006416 

































% sxcc -ftrace test.c          … –ftraceオプションを指定 
% a.out                … 実行ファイルを実行 
% ftrace++              … ftrace++コマンドを実行 
C++プログラムのとき 
% sxc++ -ftrace,demangled test.cpp  … –ftrace,demangledオプションを指定 
% a.out                … 実行ファイルを実行 
% ftrace++              … ftrace++コマンドを実行 







































  FLOW TRACE ANALYSI  LIST 
*---------------------* 
Execution : Tue Oct 15 19:17:28 2002 




PROG.UNIT  FREQUENCY  EXCLUSIVE     AVER.TIME  MOPS MFLOPS V.OP  AVER.  VECTOR …… BANK 
                 TIME[sec](  % )    [msec]            RATIO V.LEN   TIME  …… CONF 
 
Compute()         1    24.094( 75.4) 24094.325  268.9  123.8 89.70  25.6  18.966 …… 6.152 
compute$1       512     4.815( 15.1)     9.403 1350.0  672.5 99.63 503.3   3.807 …… 1.8695 
 -micro1        128     1.531(  4.8)    11.958 1073.2  534.5 99.61 503.3   0.938 …… 0.4645 
 -micro2        128     1.086(  3.4)     8.485 1504.8  749.8 99.65 503.3   0.961 …… 0.4743 
 -micro3        128     1.104(  3.5)     8.622 1480.7  738.0 99.68 503.3   0.991  …… 0.4839 
 -micro4        128     1.094(  3.4)     8.549 1451.5  722.9 99.60 503.3   0.917  …… 0.4467 
fft_z(Complex *, int) 
              128     1.569(  4.9)    12.257  391.9  197.5 98.58  27.1   1.568  …… 0.5035 
fft_z$1         512     1.352(  4.2)     2.640 1859.8  897.0 99.67 503.5   1.94  …… 0.3935 
 -micro1        128     0.341(  1. )     2.663 1602.8  772.1 99.55 503.5   0.264  …… 0.086 
 -micro2        128     0.336(  1. )     2.628 1937.9  935.1 99.72 503.5   0.315  …… 0.1036 
 -micro3        128     0.337(  1. )     2.634 1951.6  941.7 99.72 503.5   0.316  …… 0.1035 
 -micro4        128     0.337(  1. )     2.634 1949.8  940.5 99.68 503.5   0.299  …… 0.0995 
bc_z(Complex *, Complex *, int) 
             2048     0.031(  0.1)     0.15  494.0  182.7 91.68  26.5   0.22  …… 0.0032 
                       :
---------------------------------------------------------------------------- 
total          412    31.942(100. )     7.51  506.0  242.9 95. 7  57.6  25.79  …… 8.923 
平均 
ベクトル長
ベクトル
演算率
実行時間 Call回数関数名 
より詳しい使い方については、「C++/SXプログラミングの手引」の「8.3 簡易性能解析機
能」をご参照ください。 
5. おわりに 
以上、C、C++プログラムの自動ベクトル化と自動並列化についてご紹介させていただき
ました。今回は特に、スパーーコンピュータを初めて使われる方にも分りやすくご説明した
つもりです。しかしすべてをご紹介することはできませんでしたので、さらに詳細につきまし
ては、「C++/SX プログラミングの手引」を参照してくださるようお願い致します。 
皆様がSX-７とC、C++コンパイラを使っていただく上で、本稿が、多少なりともお役に立
てれば幸いです。 
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