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ABSTRACT
Many wireless communication systems will need to accommodate a larger number 
of users in the future. One application in particular in which this is critical is low data rate, 
long range communication links with very large numbers of nodes, such as the internet of 
things (IoT), possibly the internet of flying things (IoFT), etc. These systems demand 
advanced multi-access techniques with minimal multiple access interference (MAI). They 
should also be robust to multiple impairments, including multipath channel distortions, 
Doppler spreading, and interference. Chirp waveforms are one type of waveform set that 
can satisfy future system demands in the presence of these impairments. When the constant 
amplitude variety of chirp is used, this exhibits a desirable very low peak to average power 
ratio (PAPR). The ridge-shaped ambiguity function of chirp signals can also be useful for 
radar and channel modeling (sounding) applications. Hence chirps are promising 
candidates for many such applications. Chirps are specified in the IEEE 802.15.4a standard 
as chirp spread spectrum (CSS). Another growing application area requiring advanced 
communications is aviation. In particular, unmanned aircraft systems (UAS), also known 
as unmanned aerial vehicles (UAVs), and “drones,” will in the future operate within 
airspace along with commercial, cargo, and other piloted aircraft. The command and 
control (C2), or control and non-payload communications (CNPC) link must provide 
highly reliable safety critical information for the control of the UAV both in terrestrial-
based line of sight conditions and in satellite communication links. Chirp signaling features 
make chirp signal sets good candidates to meet CNPC link requirements.  
vi 
In this dissertation, we investigate multi-user chirp signaling for future aviation 
communication and channel sensing systems. We describe the basics of chirp signaling, 
chirp sounding, and investigate via mathematical analysis, computer simulations, and some 
experiments, the effects of aviation channel-induced non-idealities such as Doppler and 
asynchronism on the chirp signaling schemes. We also describe a hybrid design where the 
system is not only a communication entity but also does channel estimation (sounding). 
We describe methods to increase spectral efficiency and how to avoid multiple access 
interference among users (and intersymbol interference for a given user). We also 
conducted experiments on chirp channel sounding using a small drone and software 
defined radios, and provide some channel characterization results. 
The majority of this work, and our major contributions, pertain to detailed 
evaluation of performance of multi-user chirp spread spectrum systems under a variety of 
conditions. We find, analytically, new expressions for bit error rate performance of binary 
coherent and noncoherent chirp spread spectrum signals, and we compare and validate 
numerical and analytical results with simulations. These error probability expressions are 
general, and can be used for any multi-user chirp signaling set. We also design more 
practical sets of chirp signals that out-perform existing chirp signal sets when 
synchronization is imperfect, a condition we term quasi-synchronous. These new practical 
chirp designs employ nonlinear trajectories in the time-frequency plane. Our new chirp 
designs also outperform existing schemes in the presence of Doppler shifts. We provide 
examples of air to ground link performance with empirical channel models to illustrate the 
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1.1 BACKGROUND: CHIRP OR FREQUENCY-MODULATED CONTINUOUS 
WAVE (FMCW) SIGNALING 
A frequency modulated continuous-wave (FMCW) signal, also known as a chirp, 
refers to a signal in which frequency changes over time. In the literature, different chirp 
waveforms have been categorized: linear, various types of nonlinear, amplitude variant as 
well as constant amplitude forms. Flying animals chirping during their flight has inspired 
researchers to investigate the reason behind using this type of frequency variant signal for 
communication and environment sensing. Other types of animals such as bats and dolphins 
also use chirps for communication, hunting, and navigation and surveillance [1]. In this 
dissertation, we focus on this class of waveforms for their application in wireless 
communication, in particular aviation communications.  
Birds are a highly mobile group of vertebrates that use vocal (acoustic) chirp signals 
for communication over long distances, through dense vegetation and in dim light. They 
“call” each other with short, acoustically simple sounds that have a social or survival 
content and often without any sex-specific versions. Bird “songs” on the other hand, have 
a musical and complicated structure and are usually used by the males to attract a mate or 
defend a territory. In [1], different kinds of birds calls and songs were investigated in 
time/frequency domains and interestingly, showed that birds use up or down-sweeping 
nonlinear chirps for communication and possibly sensing the environment; they even 
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change the chirp time/frequency slope during a message. These flying animals, and also 
bats, have incited researchers to investigate multiple aspects of chirp signaling for 
communication and environment sensing, radar-like functions, hunting, etc.  
Chirp waveforms have been used for many years in radar and sonar applications [2]-
[5]. The chirp technique proposal made by S. Darlington in 1947 is related to waveguide 
transmission for pulsed radar systems with long range performance and high range 
resolution [4]. B. M Oliver first used “chirp” in his memorandum entitled “not with a Bang, 
but a Chirp” and 6 years later, acoustic chirp devices were developed at Bell Labs. 
Hardware constraints were a limiting factor for their development. Chirp or frequency 
modulated continuous wave (FMCW) signals, where frequency is “swept” as a function of 
time, are the most common form of CW signals in use for radar applications [6]. The ridge-
shaped ambiguity function of chirp signals can be useful for radar and channel modeling 
(sounding) applications [7], [8]. Short-range applications of chirps include automotive 
radar or sense and avoid for small unmanned aerial systems (UAS) with low size, weight, 
and power (SWaP) requirements [9] and in high frequency (HF) over the horizon (OTH) 
[10] communications. In highly variable channels where links may experience distortions 
such as multipath propagation, fading, and Doppler spread, these effects can significantly 
degrade wideband communication reliability. The good temporal resolution of the chirp 
autocorrelation function and potential large processing gain provide resistance to 
interference, fading and Doppler. All these make chirp signals a good candidate for 
communication links in such environments. 
Another application of chirp signals is in underwater wireless communication, using 
a wideband signal, as discussed in [11], [8]. The use of chirp waveforms for underwater 
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communication is practical because of the low wave velocity in underwater media (1500 
m/s). This low velocity also often yields rapidly time varying multipath fading in which 
the multipath path signal will take longer to arrive at the receiver, and this yields higher 
delay spreads than in many conventional, e.g., terrestrial, channels.  
A co-designed wireless communication and radar system using orthogonal frequency 
division multiplexing (OFDM) and a chirp waveform is discussed in [8]. In [12], the 
authors described an experimental communication system employing chirp modulation in 
the HF band. The spread spectrum signaling characteristic of chirp signaling can be used 
to resolve multipath components (MPCs) for diversity. 
1.2 DISSERTATION MOTIVATION 
Aviation communication links must often be highly reliable, for reasons of 
efficiency as well as safety. This can be especially challenging due to their dispersive and 
rapidly time-varying channels. Command and control (C2) and non-command and control 
(nC2) links (sometimes referred to as payload) communications, detect, sense, and avoid, 
and related sensors require extremely robust, secure, always available links, and should 
satisfy a high level of data integrity as well. While independently some or most of these 
systems do exist, the need for low size, weight, power, and cost to meet the business targets 
for economic reasons are key drivers in aviation technology development.  
As previously noted, the spectral efficiency of chirp spread spectrum is not good 
for any single signal, but in a multi-user or multiple access system the aggregate spectral 
efficiency can be very good. Chirps also have other benefits such as ridge shaped 
correlation, interference resistance, low PAPR, and potentially low-cost terminals. Most 
classic aviation links require fairly low data rated, therefore CSS can be a good candidate. 
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In the future, C2 and nC2 links might demand higher spectral efficiency and multi-user 
CSS systems can provide this.  
Different methods for generating chirp signals are provided in [13]-[18]. These 
methods can be categorized into linear, nonlinear, amplitude variant, bandwidth variant, 
and orthogonal/non-orthogonal. Dispersive and rapidly time-varying channels and local 
transmitter and receiver drift/jitter are dominant phenomena in most aeronautical 
communication links and systems, hence the selection of chirp signal sets should account 
for this. In this dissertation, we will investigate new types of chirps as good possible 
candidates for aeronautical channels.  
1.3 DISSERTATION CONTENTS 
Chirp signaling, basics, applications, and signal generation methods presented in 
Chapter 2. One application in particular, which is channel characterization and its receiver 
detectors, is explained in Chapter three. Next, we focus on chirp signaling for 
communication in a fully synchronized system in Chapter 4. We describe a multi-user chirp 
spread spectrum system and analytically derive the bit error probability (or, bit error ratio, 
BER) for a multi-user system whose signals are not orthogonal because of asynchronism. 
In Chapter 5, we investigate the quasi-synchronous case in depth, and analytically derive 
cross correlations, and evaluate statistics. In addition, we propose two nonlinear chirp 
waveforms that we show have superior performance in comparison to the traditional linear 
chirp case. In Chapter 6, we evaluate our proposed waveform performance in an empirical 
aeronautical channel and compare with existing chirp designs. Chapter 7 contains the 
derivation of the BER for noncoherent receivers. We validate results with simulation. In 
Chapter 8, we introduce practical non-idealities to model a more realistic channel and after 
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analyzing the Doppler effect on chirp signaling, we impose both asynchronism and Doppler 
together into our system and analyze the effects. Chapter 9 contains a summary, 
conclusions, and suggestions for future work.  
1.4 DISSERTATION OBJECTIVES 
In this section, a list of the dissertation objectives is presented. 
1. Design and evaluate new chirp spread spectrum signal designs that can perform 
well in the presence of modest asynchronism and Doppler shifts. 
2. Develop analytical (BER) performance expressions for existing linear chirp spread 
spectrum signals in the presence of modest asynchronism, Doppler shifts or any 
impairment that can be quantified by inter-signal correlation.  
3. Evaluate the (BER) performance of our new chirp spread spectrum signals in 
comparison to existing waveforms in the literature. 
4. Evaluate the performance of our new chirp signal designs for a realistic air-ground 
channel conditions.  
1.5 DISSERTATION CONTRIBUTIONS 
We have submitted one IEEE journal paper, and 6 conference papers, and one 
patent application1. We also have in review another magazine paper that is not related to 
the main topic of this dissertation. Some parts of the results in the last two chapters will be 
used in additional future papers.  
[J1] N. Hosseini, and D. W. Matolak, "Quasi-Synchronous Multi User Orthogonal Chirp 
Spread Spectrum Signaling," in review, IEEE Transaction on Wireless Communication, 
March 2020. 
 
1 The notation J denotes journal paper, C denotes conference paper and P denotes patent.  
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[J2] N. Hosseini, et. al., “Attenuation of Several Common Building Materials in 
Millimeter-Wave Frequency Bands: 28, 73 and 91 GHz,” in review, IEEE Antennas and 
Propagation Magazine, Feb. 2020. 
[C1] N. Hosseini, and D. W. Matolak, "Software defined radios as cognitive relays for 
satellite ground stations incurring terrestrial interference," Proc. IEEE Cognitive 
Communications for Aerospace Applications Workshop (CCAA), Cleveland, OH, Month 
2017. 
[C2] N. Hosseini, and D. W. Matolak, "Wide band channel characterization for low altitude 
unmanned aerial system communication using software defined radios," Proc. IEEE/AIAA 
Integrated Communications Navigation and Surveillance Conference (ICNS), Herndon, 
VA, 2018. (Best paper student paper award).  
[C3] N. Hosseini, H. Jamal, J. Haque, T. Magesacher, D. W. Matolak, "UAV Command 
and Control, Navigation and Surveillance: A Review of Potential 5G and Satellite 
Systems," IEEE Aerospace Conference, Big Sky, MT, USA, March 2019. 
[C4] N. Hosseini and D. W. Matolak, "Chirp Spread Spectrum Signaling for Future Air-
Ground Communications," IEEE Military Communications Conference (MILCOM), 
Norfolk, VA, USA, November 2019. 
[C5] M. Erturk, N. Hosseini, H. Jamal, A. Sahin, D. W. Matolak, "Requirements and 
Technologies Towards UAM: Communication, Navigation, and Surveillance " Proc. 
IEEE/AIAA Integrated Communications Navigation and Surveillance Conference (ICNS), 
Herndon, VA, April 2020. 
[C6] A. Sahin, N. Hosseini, H. Jamal, and D. W. Matolak, "DFT-spread-OFDM Based 
Chirp Transmission," to appear, WAMICOM Conference, Tampa, Florida, December 2020. 
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CHIRP SIGNALING BASICS AND LITERATURE REVIEW
2.1 CHIRP WAVEFORM BASICS 
Different methods have been proposed to generate FM or chirp signals. The 
simplest instance is a linear frequency modulated (LFM) signal. Nonlinear frequency 
modulated (NLFM) signals can be generated for different applications that will be 
discussed in subsequent sections. The arbitrary core complex baseband function of a chirp 




exp( 𝑗𝜒(𝑡) )                 0 < 𝑡 < 𝑇, (2.1) 








The phase 𝜒(𝑡) can take different mathematical forms depending on desired 
characteristics, e.g., linearity, orthogonality and bandwidth; for chirps, f(t) is not a constant; 
for the classic LFM, f(t)=at+b, a linear function of time, with a and b real constants.  
In signal processing sciences, orthogonal signals and functions are very useful in a 
variety of topics. For complex base band signals, two signals are orthogonal if their cross 










The value of cross correlation can be interpreted as a measure of how similar two 
signals are. We can use this orthogonality between N signals to accommodate them in a 
given bandwidth to transmit multiple data bits or use this same bandwidth for multiple user 
signals. In the following subsections, we introduce three different methods to generate 
orthogonal chirps and build multi-user systems.  
2.1.1 Amplitude Variant LFM Chirps 
The LFM chirps method of [13] create time-variant (TV) signals whose frequency 
changes linearly with time, while different bandwidths are assigned to each user and each 
signal also has amplitude variation with time. These signals are defined as, 
 









) ,  0 < t < T , 
(2.4) 
where c is defined as the time-frequency slope constant and 𝑡r is a reference time. The 
corresponding instantaneous frequency (IF) is 𝑓IF(𝑡) =
2𝑐𝑛𝑡 (a line with slope of 2c𝑛), 𝑡 ∈ (0, 𝑇). By choosing 𝑐𝑛 =
2𝑛−1
2𝑇2
 for user indices n=1, 2, 
…N, the system will maintain inter-signal orthogonality and the bandwidth of the N-user 
system can be shown to be, 
 
𝐵 =
2 𝑁max − 1
𝑇
  . 
(2.5)  
The bandwidth of an individual user signal is 2/T. The time domain waveforms for Nmax=25 




Figure 2.1. Multi-user amplitude-variant LFM chirp time domain representation. 
Time-frequency (TF) representations of these amplitude variant signals for 25 
orthogonal linear chirps are also plotted in Fig. 2.2. This amplitude variation is potentially 
undesirable due to higher PAPR value; in addition, in this waveform design each user 
signal has different bandwidth.  
 
Figure 2.2. Multi-user LFM chirp time-frequency domain. 
2.1.2 Fractional Fourier Transform (FrFT) Method 
Consider the kernel 𝐾α(t, u) of a linear canonical transform called the fractional 
Fourier transform given by [14], 
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 𝐾𝛼(𝑡, 𝑢) = 𝐴𝛼 exp{𝑗𝜋(𝑡




 and 0 < |𝛼| < 𝜋. Note that the choice of the parameter 𝛼 
allows us to have different system designs that can satisfy requirements such as the desired 
number of users who share the communications resources, and the bandwidth occupied by 








) ,            𝑛 = 0,1, … ,𝑀 − 1  . (2.7) 
This choice guaranteed that the cross correlation between the nth and mth signals, 𝜌𝑛,𝑚 =
0, for all 𝑛 ≠ 𝑚. The IF of the chirps produced in this way is found to be, 
 𝑓𝑛(𝑡) =  −𝑡cot (𝛼) +
𝑛
𝑇
         𝑛 = 0,1, … ,𝑀 − 1. (2.8) 
The function cot(𝛼) determines the upchirp/downchirp and the slope of lines in the time 
frequency domain. Time domain and frequency domain representations, and the time-
frequency domain representation for an arbitrary 𝛼 (here cot(𝛼)=25) are plotted in Fig. 2.3 
(a) to (c). 
 
(a)                                               (b)                                        (c) 
Figure 2.3. (a) Time domain representation, (b) Frequency domain representation, and (c) 





2.1.3 Fresnel Method 
The Fresnel transform is an integral transformation originating from classical optics 
that mathematically describes the near field optical diffraction caused when a 
monochromatic plane wave with wavelength λ encounters a slit (grating). In this 
dissertation, the core formula for generating frequency-modulated (chirp) waveforms is 
adopted from the kernel Fresnel transform theorem method. This was used in describing 
the Talbot effect, where the discrete Fresnel transform (DFnT) provides the coefficients of 
the optical field of the Talbot image that was first observed by Talbot [15], and is discussed 
in lightwave and optical communication applications [16]. Using the continuous Fresnel 
transform provided in [17] for the special case of a monochromatic point source (delta 
function) of unit amplitude,  
 





∫ 𝑆(𝑋) exp [
𝑗𝜋
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where FTz{ }( ) denote the Fresnel transform, 𝜗 is the monochromatic light wavelength, z 
is the axial distance between input plane and diffraction plane, and variables X and x refer 
to the spatial coordinates in input and diffraction planes, respectively. 
The Fresnel transform presentation in (2.9) can be expressed in the form of a 
convolution, as noted in [18], 
 ?̂?(𝑥) = s(𝑥) ∗ ρa(𝑥), (2.10) 
where ρa(𝑋) = exp (
𝑗2𝜋𝑧
𝜗
)  exp [
𝑗𝜋
𝜗𝑧
(𝑋)2]. Now by considering, 𝜗 =
√8𝑇
√𝑁




where N is the number of N orthogonal linear chirps, T is the time (symbol) duration and 
T(𝑡) = {
1     0 ≤ 𝑡 < 𝑇
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒










𝑡2] , 0 ≤ 𝑡 < 𝑇. 
(2.11) 
By modifying the formula we can easily generate orthogonal linear “up-chirps” (low to 
high frequency) and “down-chirps” (high to low frequency) with time (symbol) duration 
T. In complex baseband form, the mth waveform can be written as, 
 










,               0 ≤ 𝑡 < 𝑇. 
(2.12) 
The total bandwidth of the system with N users will be 𝐵 =
2𝑁
𝑇
























Time domain and frequency domain representations, and the TF representation are plotted 
in Fig. 2.4. (a) to (c). 
 
(a)                                               (b)                                           (c) 
Figure 2.4. (a) Time domain representation, (b) Frequency domain representation, and (c) 
Time/Frequency representation of waveforms of (2.13). 
2.2 AVIATION COMMUNICATION LINKS AND REQUIREMENTS 
Aviation communication links must often be highly reliable. Even if a line of sight 
(LOS) component is present, depending on altitude, antenna patterns, and velocity, both 
air-ground (AG) and air-air (AA) channels can be dispersive and rapidly time-varying. 
Hence new and robust signaling schemes are of interest for aviation communications [19], 
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since the number of flights for commercial, military, freight, and especially unmanned 
aerial vehicles (UAVs) is increasing. In the recent years, authors have studied the 
performance of a variety of signaling schemes over multiple AG channels [20]-[23]. These 
AG channels are often classified by the environment in which the ground site (GS) is 
located, e.g., near-urban, or by the type of earth surface over which the flight is made, e.g., 
over-water, hilly terrain, etc. Allowing UAS to operate within national airspace along with 
commercial and other piloted aircraft will likely require dedicated and protected aviation 
and aerospace spectrum—at least in the near term, while regulatory departments/authorities 
adapt to their use.  
The command and control (C2), or control and non-payload communications 
(CNPC) link provides safety critical information for the control of the UAV both in 
terrestrial-based LOS conditions and in direct satellite communication links for so-called 
beyond LOS (BLOS) conditions. The non-payload communication link is dedicated to 
secure and reliable communications between the remote pilot ground control station and 
the aircraft to ensure reliable, safe and effective UAV flight operation. 
 
Figure 2.5. Illustration of chirp signaling and air-ground channel. 
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In contrast, the payload communication link is used for data applications, and often 
requires high throughput. Payload communication types depend on the application (e.g., 
public safety, agriculture), and can hence vary significantly. The disruption of payload 
links—albeit inconvenient—is not critical, whereas CNPC link disruption can be critical. 
The functions of CNPC can be related to different types of information such as command 
messages, non-payload telemetry data, support for navigation aids, air traffic control 
(ATC) voice relay, air traffic services data relay, target track data, airborne weather radar 
downlink data, non-payload video downlink data, etc.  
The cellular industry is also eager to use UAVs to expand its revenue and capacity 
to provide cost effective wireless connectivity for nodes without coverage or under 
interference with the existing infrastructure. Additional cellular applications, e.g., as user 
equipment or relays such as software defined radio [24], are also likely. 
For medium and large UAVs, in the USA a standard has been adopted for CNPC, 
created by the Radio Technical Commission for Aeronautics (RTCA) [25]. This standard 
specifically pertains to the L-band (~900-1000 MHz) and a portion of C-band allocated to 
aviation (5.03-5.091 GHz). Estimated total UAV CNPC bandwidth requirements for the 
year 2030 are 34 MHz for the terrestrial-based LOS CNPC, and 56 MHz for the satellite 
based BLOS CNPC link [26]. In the United States, UAS CNPC deployment is under study 
for terrestrial networks (based on proprietary handover functionality). The frequency bands 
likely to be allocated for CNPC are L-band and C-band. For future CNPC BLOS CNPC, 
satellite communications using L, C, Ku, or Ka bands, as well as networked terrestrial and 
C-band terrestrial will be considered. For small UAVs, the situation is less developed. Both 
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the RTCA and the cellular community (i.e., 3GPP) are conducting investigations for this 
use case, but work is still in progress. 
A potential candidate for terrestrial C2/CNPC-links for UAVs is the ultra-reliable 
and low latency communications (URLLC) service category. This aims at an average 
latency of less than 0.5 ms and a probability of transmission success exceeding 1 − 10−5 
through evolutionary and revolutionary changes in the (4G cellular) air interface. One such 
interface is named 5G new radio (5G-NR). Recently developed dedicated short-range 
communications (DSRC) for vehicle-to-vehicle (V2V) communications in 5G will also 
likely yield air-interface and network technologies that can be used or adapted to cover 
both AG links for individual UAVs as well as intra-swarm (air-to-air) links for UAV fleets. 
Additional CNPC candidates include several proposed for the so-called “long range” 
(LoRa) communications [27]. These are at least partly aimed at the internet of things 
applications, and hence tend to support fairly low data rates (kbps) with simplified 
protocols. The reliability of links using these technologies would likely need improvement 
before they could be used for CNPC.  
Another aspect of aeronautical communication is positioning and sense and avoid 
technologies. The FAA regulations will strictly ask urban air mobility (UAM) drones and 
all manned aircraft to “squawk” regularly, which means to broadcast their ID and position 
via drone remote ID gear; for manned aircraft ID is transmitted using ADS-B systems and 
transponders. This is essential for sense and avoid systems and full “situational awareness” 
is the goal of FAA and industry. By 2020, all aerial vehicles are required to equip with 
ADS-B “out” systems, which allows vehicles to broadcast their position, vector, altitude 
and velocity. All manned aircraft operating in controlled airspace also use Mode C 
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transponders, however, as reported in [28], regulations excluded manned aircraft without 
electrical systems. As reported in [28], 30 percent of crop dusters in the Mississippi Delta 
had no electrical system, hence this exception will apply to a large number of smaller 
aircraft. Regarding compliance with this regulation, as reported in a study by the FAA,  just 
six months after the mandatory ADS-B order only 44 percent of general aviation aircraft 
had installed ADS-B out equipment. Note that FAA only mandates ADS-B out equipment 
and not ADS-B “in,” which gives aircraft the ability to follow the position and ID of other 
nearby air traffic targets.  
The FAA has still not decided on whether or not to equip drones with ADS-B out 
because of concerns of saturating the ADS-B broadcast frequency channel. Note that ADS-
B “in” does not have a similar problem (as it is receive-only) and this is under consideration 
for small drone mounting. Hence this is an open topic for the small drone industry to see if 
customers are willing to pay for drone remote ID receivers. The author in [28] claimed that 
the drone community and FAA regulators understand this problem and are designing UAS 
traffic management (UTM) with drone remote ID and ADS-B “in” as an internal part of 
collision avoidance and sense and avoid plans. In this dissertation, we aim to provide a 
reliable multi user communication scheme based on aeronautical requirements (Fig. 2.5) 
that can address some of the challenges mentioned in this section.  
2.3 RADAR 
Although this dissertation focus is not chirp signal application in radar systems, we 
briefly introduce this aspect of chirp application here. Constant envelope, significant 
robustness against non-linear distortion, and sharp ridge correlation are unique features of 
chirp signals that enable them to be utilized for echolocation and radar systems. As 
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mentioned in chapter 1, bats and dolphins use chirps for navigation.  Chirp signals in radar 
systems provide a longer range and higher resolution than other form of waveforms. Chirp 
radar sensors have recently been used for automotive applications such as adaptive cruise 
control, avoidance of collision, and in drone sense and avoid systems. These RF radars are 
less sensitive to fog and snow compared to LiDAR and cameras. FMCW or chirp radar 
algorithms perform full-dimensional fast Fourier transforms (FFTs) for detecting speed of 
moving objects. As discussed in [7], we can implement two detectors for processing the 
received radar signal. The matched filter requires high complexity, whereas the heterodyne 
detector, which is the multiplication of the received signal by the a local copy of the 
transmitted signal, generates a low frequency sinusoidal signal so called “beat signal” 
which by post processing can yield range and speed. This detector also requires complex 
post processing. Many algorithms have been proposed to overcome the complexity of 
FMCW radars [34], [35]. The authors in [44] comprehensively describe the theory and 
design of chirp radars. They showed the possibility of designing a high performance linear 
frequency modulated chirp radar. They established the first milestone to chirp radars. In 
[45], the authors described detect and avoid radar application of chirps. Sense and avoid 
for small-UAS with low size, weight, and power (SWaP) requirements were also discussed 
in [45]. Their sense and avoid radar system was designed to be a multi-channel, frequency 
modulated continuous wave (FMCW) or chirp radar. Such chirp systems simultaneously 
transmit swept frequency signals and receive target echoes.   
Similar approaches were used for channel characterization, which we describe in 
the next section except that for this application the transmitter and receiver can be located 
at different coordinates (a bi-static mode). As described in [45] and [7], windowing and 
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fast-Fourier transforms are performed to obtain range (LoS component power) and speed 
(Doppler) of the target. One challenge in detect and avoid chirp systems is dealing with the 
leakage of signal resulting from the LoS radiating path. The authors in [45] used Analog 
Devices radar ready ICs (ADF4158 and AD8283) 6 channel analog to digital converter 
(ADC) in their modified evaluation board. This solution was motivated by cost and safety 
requirements for future small UAVs. This dissertation mainly focuses on chirp signaling 
for communication and channel sounding but all these features can be integrated into one 
system.  
2.4 CHANNEL CHARACTERIZATION 
Many studies have been done for estimating channel characteristics, in multiple 
environments. Such measurements are often termed “sounding.” In many channel 
measurement campaigns, sophisticated channel sounders were used [29]-[33], but there is 
limited work on research of chirp waveforms for sounding in VLL scenarios, particularly 
with software defined radios (SDRs). Channel sounding is done by exciting the channel 
with a known input signal. The aim is to estimate some characteristics of the channel. For 
narrowband channels, this is typically the attenuation, which may include fading. For 
wideband channels, one desires an estimate of the channel impulse response (CIR), or its 
Fourier transform, the channel transfer function (CTF). Since most channels have time (and 
spatial) variation, they are often characterized statistically. For the CIR, one wants the 
amplitudes, delays, and time variation of all multipath components (MPCs). This enables 
computation of delay spread and Doppler spreads, which are important to determine the 
appropriate communication signaling design. Designing a communication system without 
accurate channel knowledge will yield sub-optimal performance. For example, if a signal’s 
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bandwidth is larger than the channel’s coherence bandwidth, distortion results, and this 
must either be mitigated (increasing complexity), or performance degradation (e.g., larger 
error probability) must be accepted. In this dissertation, we briefly discuss the use of chirp 
signals for channel measurement and sounding applications, particularly for aeronautical 
channel characteristic and very low level (VLL) aircraft.  
2.5 COMMUNICATION 
There are many benefits of using chirp signals in communication systems. Chirp 
waveforms have many attractive features, such as low peak to average power ratio (PAPR) 
and the ability for use as spread spectrum (SS) signals. Hence chirps—a form of frequency 
modulation—are promising candidates for many such applications. Chirps are specified in 
the IEEE 802.15.4a standard as chirp spread spectrum (CSS). Many wireless 
communication systems will need to accommodate a larger number of users in the future. 
One application in which this is critical is very low data rate, long range communication 
links with very large numbers of transceivers, such as the internet of things (IoT), internet 
of flying things (IoFT), etc.  
These systems should have advanced multi-access techniques with minimal 
multiple access interference (MAI). They should also be robust to multiple impairments, 
including multipath channel distortions, Doppler spreading, and interference. Time 
frequency (TF) waveforms like chirps have several useful properties including energy 
efficiency, and if wideband enough, robustness to interference, non-linear distortion, 
multipath fading, and eavesdropping. They can also be used for high resolution ranging 
and channel estimation. Underwater acoustic wireless communication systems can also use 
chirp waveforms to advantage in the presence of very rapid underwater acoustic fading. 
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The “long-range” (LoRa) technology developed for IoT applications uses a proprietary 
CSS modulation scheme that aims to provide wide-area, low power and low cost IoT 
communications.  
The term chirp is typically used to refer to a frequency that changes linearly over 
time, but this can be generalized. In the literature, different chirp waveforms have been 
categorized: linear, various types of nonlinear, amplitude variant as well as constant 
amplitude forms. Modulation can be accomplished in several ways, one of the simplest 
being binary chirps that sweep either up or down in frequency over a bit period. Chirps can 
of course be used in on-off signaling or as basic waveforms for frequency shift keying 
(FSK). Higher-order modulation can be attained with chirps in a number of ways, e.g., by 
using multiple sub-bands, different start/stop frequencies (somewhat akin to pulse position 
modulation, PPM), and via distinct chirp waveforms within a given band. A disadvantage 
of CSS signaling is spectral inefficiency. As with other forms of SS, this can be addressed 
by accommodating multiple users in the available bandwidth with a set of properly 
designed chirps. For multiple access, a set of chirp signals is required, and all waveforms 
in this set would ideally be orthogonal, to eliminate multiple access interference (MAI). In 
[13], the authors proposed an orthogonal linear amplitude variant chirp modulation scheme 
where each user employs a unique frequency modulated chirp rate. The scheme defines 
orthogonal linear chirps with different TF slopes or chirp rates. To satisfy orthogonality 
with their design, they impose amplitude variation; this is discussed in section 2.1.1 in 
detail. This approach showed improvement in multi user system BER performance in 
multipath fading channels when compared to FSK frequency hopping code division 
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multiple access (FH-CDMA) schemes. Their analysis and evaluation were based on a 
perfectly synchronized condition.  
The authors of [16] used a set of orthogonal linear chirped waveforms based on the 
Fresnel transform and its convolution theorem to design an orthogonal chirp division 
multiplexing (OCDM) system. They compared this to orthogonal frequency division 
multiplexing (OFDM) and showed that their OCDM system outperformed the conventional 
OFDM system by exhibiting greater resilience to inter-symbol interference due to 
insufficient guard interval. Compared to OFDM, the OCDM scheme had identical PAPR 
performance and only slightly higher complexity. Discrete Fourier transform-precoded-
OFDM (DFT-P-OFDM) outperformed OCDM in terms of PAPR and had identical BER 
performance. In this work, the authors also assumed perfect synchronization between all 
transmitters and receivers. In [40], the authors presented orthogonal quadratic and 
exponential non-linear chirp designs. Users are assigned unique chirp rates that vary either 
quadratically or exponentially versus time (yielding different signal bandwidths among 
users). These designs also required amplitude variation to maintain orthogonality. A similar 
approach was followed in [41] for nonlinear trigonometric and hyperbolic CSS waveforms, 
again assuming full synchronization. The authors in [46] presented another set of 
orthogonal chirps by exploiting the advantages of the fractional Fourier transform (FrFT) 
adapted from [47]. They claimed that the proposed method has lower MAI than the 
conventional method in [47] and should yield better system performance. They supported 
their claim by evaluating BER performance over the AWGN channel. Their signal 
amplitude is constant over the chirp duration, but again, a fully synchronous system was 
assumed. The authors in [48] proposed an iterative receiver to improve BER performance 
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in frequency-selective fading channels and opened the possibility of space-time coding 
multiple input multiple output (MIMO) schemes for orthogonal code division chirps 
(OCDM). Finally, in [49] and [50] we discussed the implementation of a low complexity 
transceiver based on discrete Fourier transform spread orthogonal frequency division 
multiplexing (DFT-s-OFDM). In this work, we provided insight into how chirp waveforms 
for radar and communication can be synthesized without major modifications to the 






CHIRP WAVEFORMS FOR CHANNEL CHARACTERIZATION 
3.1 CHIRP CHANNEL SOUNDING PRINCIPLES  
Unmodulated continuous-wave (CW) sounders transmit a single tone (sinusoid) 
with a constant frequency. The lack of modulation of the source only allows for the 
determination of Doppler shift and amplitude at that specific frequency. In contrast, a 
frequency modulated continuous-wave (FMCW) signal, also known as a chirp, employs 
frequency modulation at the signal source to enable channel transfer function 
measurements. The FMCW sounder usually transmits a signal that has a linear frequency 
increase or decrease over a frequency range of B Hz in T seconds, where B/T Hz/s is known 
as the “sweep rate” and the “time bandwidth product” BT is the “dispersion factor” [36]. 
Mathematically a chirp signal is expressed as in Chapter 2, eq. (2.12) 
The chirp bandwidth (B) and waveform repetition frequency (WRF) are the two 
main parameters that should be considered in designing chirp signals for sounders. The 
WRF value is proportional to the reciprocal of the chirp duration, i.e., proportional to 1/T. 
The maximum Doppler shift that the chirp sounder can detect depends on the repetition 
frequency as 𝑊𝑅𝐹 ≥ 2𝑓𝑑𝑚𝑎𝑥, where fdmax is the maximum Doppler frequency shift in each 
specific scenario. The channel delay resolution increases as bandwidth increases. Unlike 
pulsed-sounders, the spectrum of chirp sounders is predominantly contained within the 
frequency range of the swept bandwidth, therefore filtering may not be necessary prior to 
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transmission (although some filtering is generally applied). Chirp sounder receivers must 
process the received signal to extract channel characteristics, and there are typically two 
options for receiver structures. 
3.1.1 Detectors 
The technique of matched filtering is known to maximize sample time SNR; the 
matched filter CIR is the conjugate of the time-reversed transmitted signal pulse. This 
filtering can also be expressed as a correlation. This correlation enables estimation of the 
CIR parameters (i.e., MPC delays and amplitudes), and with their time variation, Doppler 
spread can also be estimated. A block diagram of a matched filter detector for a chirp 
sounder is depicted in Fig. 3.1. 
 
Figure 3.1.   Matched filter block diagram. 
The output of the matched filter is found by convolving the chirp signal with the 
matched filter response, therefore the matched filter accomplishes time compression by 
delaying the frequencies in their reverse order, thereby bringing all the frequencies back in 
phase. The output of the matched filter for a chirp signal with a 1 MHz bandwidth and one-





Figure 3.2.   The compressed signal at matched filter output. 
As depicted in Fig. 3.2, the envelope of the compressed signal is of the form of a 
sin(x)/x function; this is the Fourier transform of a rectangular pulse over the bandwidth of 
the chirp signal. The success of the matched-filter detector technique in a multipath channel 
critically depends on producing a compressed-pulse waveform at the output of the matched 
filter with side-lobes as small as possible—so that sidelobes are not confused with MPCs. 
The amplitude of time domain side-lobes of the compressed signal determine the resolution 
of multipath components in the sounder. The first and the largest side-lobe is only 13.5 dB 
below the peak of the compressed pulse and the side-lobes after that decrease by 
approximately 3 dB per side-lobe interval (Fig.3.3). To minimize the effects of these 
unwanted side-lobes on the system performance, different methods such as windowing 
have been proposed. In this dissertation, we weight the transmitted signal in either the time 
or frequency domain by using various weighting functions. Thus although the theoretical 
time delay resolution of a chirp signal is 1/B seconds, practically it also depends on the 
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window function used to reduce the side-lobes of the compressed signal. Proper windowing 
can increase time delay resolution while it costs in signal-to-noise ratio (SNR). Therefore, 
there is a tradeoff between resolution and the main lobe signal amplitude in designing the 
window function. Our windowing function is based on an algorithm introduced in [41], 
and is called Taylor windowing. Although the Hamming windowing has the best 
windowing performance for sounders with noise floor nearly -60 dB relative to the desired 
signal, the main lobe degradation is significant (approximately – 11 dB). An illustration of 
these different windowing functions is depicted in Fig.3.3. 
 
Figure 3.3.   Plots of two well-known windowing functions. 
In Fig.3.3, the amplitude of the Hamming main lobe is smaller than for the other 
two, but its side lobes are lower. Taylor windowing on the other hand, has a tradeoff 
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between Hamming and no windowing. In our simulations and measurements, we chose 
Taylor windowing since it reduces sidelobes well enough. 
The technique of heterodyne detection is based on the multiplication of the received signal 
by a delayed replica of the transmitted signal 𝑦(𝑡 − 𝜏0). The frequency sweeps upward 
linearly, then the output of the multiplication is low pass filtered. The spectrum of the 
receiver output is then analyzed to achieve the sin(x)/x compression. The block diagram is 
depicted in Fig. 3.4. 
 
Figure 3.4.   Heterodyne detector block diagram. 
The advantage of a heterodyne detector compared to the matched filter detector is 
that the heterodyne detector compresses the signal in frequency instead of time, and this 
feature enables the use of low bandwidth digitizers and channel data acquisition, where 
digitizer bandwidth depends on the maximum time delay or the range of the farthest 
multipath component. This behavior is favorable for current SDRs that are limited in data 
acquisition speed. However, matched filter detection gives the multipath structure in real 
time as the output consists of the time-compressed signal, whereas the heterodyne detector 
requires a post processing spectrum analyzer to perform the same function. Therefore, 
applying the fast Fourier transform (FFT) over a single sweep gives a sin(x)/x main lobe 
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centered at the frequency corresponding to the time delay between transmitter chirp and 
replica in the receiver.  
In the post-processing step, applying the FFT algorithm gives a spectrum that is extended 
in frequency from zero to half the sampling frequency 𝑓𝑠, thus these samples can be scaled 
to the time delay domain using sweep rate B/T according to 𝜏𝑖 = (
𝑇
𝐵
) 𝑓𝑖, where 𝜏𝑖 is the 
time delay of the ith multipath component. 
3.2 SIMULATION AND EMULATION 
In this section, we show the simulation and emulation results based on the concepts 
provided in the previous section. Our proposed scenario is the characterization of a 
moderately dense environment with several multipath components for AA communication 
between two VLL UAS moving in random directions with a relative speed of ∆𝑣 as 
depicted in Fig. 3.5 (a). An example of impulse response of the channel is also plotted in 
Fig. 3.5 (b), based on the objects present in Fig. 3.5 (a). Note that the number of multipath 




Figure 3.5.   Example channel environment with example impulse response. 
In this scenario, assuming two UAS with relative speed of ∆𝑣 maneuvering and 
communicating at frequency 𝑓0 and based on (14) yields a Doppler bandwidth of ∆𝑓. 
Therefore in our channel sounding we require a chirp with WRF value larger than (2𝑓𝑑𝑚𝑎𝑥) 
where 𝑓𝑑𝑚𝑎𝑥 is the maximum detectable Doppler frequency shift, equal to the maximum 







where 𝑐 is the speed of electromagnetic wave in the air, and  is the angle between the 
propagation and relative velocity vectors. As an example, for 𝑓0 = 2.42 GHz and ∆𝑣 =30 
miles/hr (13.4 m/s) the maximum Doppler shift is ∆𝑓 ≅ 108.1 Hz. Thus, based on previous 
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criteria, the chirp signal WRF should be at least 216.1 Hz. However, to allow a margin for 
additional shifts due to receiver oscillator frequency offsets, our Doppler shift range is set 
to 250 Hz. Considering a chirp signal with bandwidth 𝐵 = 25 MHz, the minimum nominal 
time delay resolution will be 40 ns, which corresponds to a 12 m minimum distance 
difference between any (e.g., line-of-sight (LOS) and multipath) components in order to be 
resolvable in our channel sounder power delay profile (PDP). Considering all the criteria 
described in the example channel scenario, we generated a chirp FMCW waveform with 
parameters defined in Table 3.1. 
Table 3.1. Proposed FMCW waveform parameters. 
Parameter Value 
Center frequency 2.42 GHz 
Bandwidth (B) 25 MHz 
WRF (1/T) 500 Hz 
Sampling rate 50 MHz 
AA communication between two moving VLL entities can be described as via a strong 
LOS path signal and signals that arrive at the receiver by several different paths due to 
reflections from obstacles in the environment. This channel can be simulated as a frequency 
selective fading Rician stochastic model in a pre-defined radio channel propagation 
scenario described in Table 3.2.  
Table 3.2. Proposed channel parameters. 
Parameter Value 
Number of MPCs 4 





[1, 0.4, 0.1, 0.07, 0.04] 
Total relative speed ∆𝑣 30 miles/hr 
Channel fading model Ricean, K=8 dB 





Our simulated channel model is adapted from [37], where an improved sum-of-
sinusoids (SOS) based model was proposed for the accurate simulation of time-correlated 
and frequency selective Rician fading channels. Filter-based models for fading processes 
are usually based on passing a Gaussian process through a linear filter with a transfer 
function equal to the square root of the Doppler power spectral density (PSD), but this 
method can have higher computational complexity [38]. Both models are well established. 
We add additive white Gaussian noise (AWGN) with noise floor relative amplitude of -
100 dB. 
 




For matched filter simulations, we generated the chirp signal according to Table 
3.1 parameters. We weighted the signal by a Taylor window function, then input it to the 
SOS based frequency selective fading model. Then the output of the channel simulator was 
convolved with a time-reversed version of the transmitted chirp signal, as described in 
subsection 3.1.1. In Fig.3.6 (a) we show a time compressed version view of all PDPs. The 
MPC delay values are more distinguishable in the “top view” of Fig. 11 (b). As described 
in Table 3.2, four multipath components were present, at delays of 30, 140, 290 and 330 
ns. The first component with a delay of 30 ns was not resolvable since our delay resolution 
is 40 ns, and hence this was combined with the LOS component.  
To obtain the delay Doppler spectrum and time variability of the simulated channel, 
analysis over a number of sweep times is performed, which is possible by taking the Fourier 
transform over N sweeps, where the spectrum is also in the form of a sinc function with 
frequencies centered at the Doppler shift frequencies. The corresponding delay Doppler 
spectrum is depicted in Fig. 3.6 (c). 
 




For heterodyne simulations, spectrum analysis applied to the output of the detector was 
employed, with the low pass filter cut off frequency set to 2.5 kHz, corresponding to 400 
ns as described in the previous section. As expected, results from the heterodyne detector 
in Fig. 3.7 show more distinguishable multipath components, due to the structure of the 
heterodyne detector, while the Doppler spectrum conveys essentially the same information 
as from the matched filter detector. 
For proof of design and concept, we conducted a simple outdoor measurement. The 
chirp measurement setup parameters are based on those listed in Table 3.1. A block 
diagram for the sounding measurement is presented in Fig.3.8. The selected SDR model 
for this measurement was the Ettus N210 with the UBX40 daughterboard and a 5 dB gain 
omni-directional antenna. As illustrated in Fig.3.9, our transmitter was mounted on top of 
the University of South Carolina Swearingen Engineering Building to emulate a low 
altitude UAS hovering situation. This transmitter sent its signal with a down tilted omni-
directional antenna so that its main lobe was projected on the street with the receiver. The 
other SDR, as a receiver, was mounted on top of a 2007 Mazda 6 car roof. 
 
 
Figure 3.8.   Block diagram of SDR sounder experiment. 
The complex chirp signal samples were generated in MATLAB® and fed as I/Q 
complex data to the transmitter that up-converts the signal to the 2.43 GHz radio frequency. 
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At the receiver, the distorted signal was captured by the second USRP. Then the data was 
input to the SDR heterodyne detector designed in GNURadio (an open-source toolkit 
software for SDRs). The matched filter detector requires synchronization for precise sweep 
length match, therefore in our measurements we employed the heterodyne detector. 
 
Figure 3.9.   Measurement environment. 
The car speed increased to approximately 30 miles per hour and stayed constant 
over the path depicted with the red line in Fig.3.9, and then reduced its speed to stop at the 
end of the street (lower left).  
Note that in our USRP the total number of samples to be stored using the heterodyne 
detector is 2𝐵𝜏𝑚𝑎𝑥 where 𝜏𝑚𝑎𝑥 is the maximum expected time delay. This value is 
significantly smaller than the 2𝐵𝑇 of the matched filter. An example measured PDP from 
a single sweep is depicted in Fig. 3.10 where a significant LOS component arrived along 
with other smaller magnitude multipath components.Fig. 3.11 shows measured PDPs 
during the measurement. As we expected, most of the dominant multipath components had 
delays close to that of the main LOS component (and were hence unresolvable), however 
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due to the movement of the RX we expect Doppler shifts and possible receiver oscillator 
frequency offset. Fig. 3.11 (c) presents the measured delay Doppler spectrum result for this 
test.  
 
Figure 3.10.   Single measure PDP. 
 
Figure 3.11.   Measurement results showing (a) PDPs over time, (b) PDPs in “contour” 




Another set of measurements was performed using an SDR (USRP B210) as 
transmitter mounted on a YUNEEC drone and a ground station (Rohde and Schwartz 
FSW43) acting as a receiver on the ground. The SDR transmitted a 50 MHz chirp, while 
the ground station captured the signal and did the post processing steps described in the 
previous section. In this experiment, we measured some standard drone movements such 
as, landing, rotating, transitioning from LoS to NLoS, NLoS alone maneuver. 
Measurements were performed for two aeronautical frequency bands, C-band and L-band. 
Fig. 17 shows the SDR mounted on the drone. 
 
Figure 3.12.   Drone and SDR that used as a chirp transmitter.  
The power delay profile results and RMS delay spread vs. time for C-band flights 
are plotted in Fig. 3.13. Note that this measurement focused on observing the trend in 




Figure 3.13.   Drone movement air to ground channel measurement in C-band (a) Landing, 
(b) LoS to NLoS, (c) NLOS, (d) Rotation. 
As we can see in Fig. 3.13. (a), when the drone did its landing movement, the LoS 
signal power decreased and the RMS delay spread also decreased, which shows that 
multipath components decreased during landing. We do though see jumps in RMS delay 
spread, which emanates from sudden appearance of multipath components in specific 
locations. Fig. 3.13. (b) also shows that signal power decreased when the drone moved 
from ground site to behind a building (NLoS). RMS delay spread also increased due this 
LOS power reduction. Fig. 3.13. (c) also shows that in NLoS, we lost signal due to the high 
attenuation of the obstacle (building). Fig. 3.13. (d) represents results for a rotation 
maneuver which shows the effect on the PDP where we have periodic attenuation when 
the antenna does not face the ground station and the drone itself became an obstacle for the 
direct LOS between drone antenna and ground station.  




Figure 3.14.   Drone movement air to ground channel measurement in L-band (a) Landing, 
(b) LoS to NLoS, (c) NLOS, (d) Rotation. 
 For L-band we also see agreement in trends, as expected. When we move far from 
the ground station the LoS component power decreased, and when we expected more 
multipath components the RMS delay spread increased. In the L-band case since the 
frequency was lower we see signals even in NLoS situation. Note that this experiment was 
conducted primarily for observing trends of PDP and RMS delay spread, and as a proof of 
concept for our sounding system. For accurate channel characterization, we need exact 






CHIRP WAVEFORMS FOR COMMUNICATIONS 
There are multiple ways to modulate chirps for data communication: mapping M-
ary symbols to M of the N chirps in the set, using chirps of the opposite slope (e.g., 
“downchirps” as well as “upchirps”), on-off signaling, and even using different 
starting/stopping frequencies. This latter method is used in the LoRa technology [39], 
where with a linear chirp frequency fchirp in the range [fmin, fmax], two different symbols can 
be represented during a symbol interval by either (0) a sweep from fmin to fmax, or by (1) a 
sweep from fm to fmax immediately followed by sweep from fmin to fm, with the second 
symbol’s start frequency fm in the range fmin < fm < fmax. For any multiuser systems this 
LoRa approach requires additional frequency separation between user signals (hence a 
larger total bandwidth) to avoid the detrimental effect of asynchronous cross correlations. 
Other mappings from symbols to TF plane trajectories are obviously possible, and 
represent an area for future investigation. Here we restrict ourselves to one example M-ary 
modulation which can be viewed as a form of MFSK, as this can serve to illustrate the 
differences among the different types of chirps we have thus far described.  
4.1 SINGLE USER BINARY CHIRP SPREAD SPECTRUM 
Here we focus on binary single user CSS, and we present both real and complex 
passband block diagrams. Subsequently, we find the BER performance. The block diagram 
for a binary single user CSS system showing the real transmitted and received bandpass 




Figure 4.1.   Block diagram of binary single user CSS system.  
The actual complex baseband waveform for this binary single user linear CSS system, for 
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where T is the symbol (bit) duration and i{0,1} represents the information symbol (bit). 
Equation (4.1) represents a single symbol within a general sequence of 𝐽 symbols of 











𝑝(𝑡 − 𝑛𝑇) 
(4.2) 
where A0 is the signal amplitude, k is an equiprobable M-ary symbol 𝑘 ∈ {0,1, … ,𝑀 − 1} 
which for our binary case, of course M=2, T is the symbol duration and function p(t) is the 
unit rectangular pulse, equal to one for 0<t<T and zero otherwise. The bandpass signal can 






(𝑡) = ℛℯ{𝑠(𝑡)𝑒𝑗𝜔𝑐𝑡 } = 𝑠ℛ(𝑡) cos(𝜔𝑐𝑡) − 𝑠I(𝑡) sin(𝜔𝑐𝑡),      (4.3) 
where for deriving BER we consider the (memoryless) additive white Gaussian noise 
(AWGN) channel. Hence we can analyze only a single bit, in which case in (4.3) we have 
 𝑠ℛ(𝑡) = 𝐴cos [
𝜋𝑁
𝑇2
(𝑡)2  + π/4 ] and 𝑠I(𝑡) = 𝐴sin [
𝜋𝑁
𝑇2
(𝑡)2  + π/4 ] if “0” is transmitted, 
and 𝑠ℛ(𝑡) = 𝐴cos [
𝜋𝑁
𝑇2
(𝑡 + 2𝑇)2   + π/4 ] and 𝑠I(𝑡) = 𝐴sin [
𝜋𝑁
𝑇2
(𝑡 + 2𝑇)2   + π/4 ] if “1” 
is transmitted.  
The noise w(t) is stationary Gaussian, and zero mean, and added to the transmitted signal 
x(t) to form the received signal y(t). Throughout this analysis, we consider symbol “0” is 
transmitted and the procedure and results for symbol “1” will be analogous. The received 
signal at the coherent receiver can be written as, 
 𝑦(𝑡) = 𝑠0ℛ(𝑡) cos(𝜔𝑐𝑡) − 𝑠0I(𝑡) sin(𝜔𝑐𝑡) + w(t) .    (4.4) 
The received signal is down converted and passed through a low pass filter (LPF) (see Fig. 
4.1). This LPF rejects the double-frequency component and rejects out of band noise. At 
the filter outputs we will have, 
  𝑦𝐵𝐵ℛ(𝑡) = 𝑠0ℛ(𝑡) + 𝑤(𝑡) 
𝑦𝐵𝐵I(𝑡) = 𝑠0I(𝑡) + 𝑤(𝑡) 
  
(4.5) 
Note that for convenience we demodulate with 2 𝑐𝑜𝑠(𝜔𝑐𝑡). Since the signals for the two 
bits are in different bands and hence orthogonal we can write the two signal space basis 
functions as, 
 𝜙𝑘𝐼  
 (𝑡) = 𝑠𝑘𝐼
 (𝑡) 
𝜙𝑘ℛ  
 (𝑡) = 𝑠𝑘ℛ
 (𝑡)    ,            
 
(4.6) 
where k here is either 0 or 1. The received signal will be correlated with a copy of the 
transmitted signal for each symbol, and a decision circuit will compare results of 
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correlation, and make a decision selecting the largest value as the symbol estimate. The 
correlator outputs for the first bit can be expressed as, 
 






























  and 𝑟0ℑ represents the detector branch outputs for the transmitted symbol (0), 
and 𝑟1ℜ













































  and 𝑟0ℑ
  consist of a signal and noise component whereas 𝑟1ℜ
  and 𝑟1ℑ
   consist 




































In the receiver, the “0” and “1” branch outputs are added, hence 𝑟0 
 = 𝑟0ℜ
 + 𝑟0ℑ
  is Gaussian 
with mean 2Es, variance N0Es, and 𝑟1 is a zero mean Gaussian with the same variance. 
Figure 4.2 shows the pdfs (likelihood functions) for the two variables. 
 
Figure 4.2.   Likelihood functions and decision regions for binary CSS FSK system of Fig. 
4.1. 
The probability of error can be written as P[error] = P(0 transmitted and 1 decided), 
which corresponds to area B in Fig. 4.2. This can be written as,  
 














where R is the decision threshold, which is set to Es. Via a change of variables, setting 𝑥 =
𝑟
𝜎
, and 𝑑𝑥 =
𝑑𝑟
𝜎
, we obtain 
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(4.11) 
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(4.12) 
Therefore, the final BER can be written as,  
 
𝑃[𝑒𝑟𝑟𝑜𝑟]  =  𝑄 (
𝑅
𝜎
) = 𝑄 (
𝐸𝑠
√𝑁0𝐸𝑠






In the prior derivation, we considered noise to be white, with autocorrelation a 
Dirac delta function. If we consider noise as passband noise, the autocorrelation (for an 
ideal rectangular spectrum) will be a sinc function. As we show Appendix A, for small 
values of T this sinc is well approximated by a Dirac delta function, yielding the same final 
result. In multi-user orthogonal signaling, we expect the same error result as (4.13) since 
multiple access interference is equal to zero. 
In the complex base-band case, after a coherent detection at the receiver the base 
band signal including additive complex noise at the receiver can be written as, 
 𝑦0(𝑡) = s0(t) + 𝑤(𝑡). (4.14) 
Now we consider this complex baseband case and show that the final performance result 
agrees with the prior bandpass signal analysis. The block diagram for the complex 




Figure 4.3.   Complex baseband block diagram. 
where 𝑤(𝑡) is complex noise (𝑛𝐼(𝑡) + 𝑗𝑛𝑄(𝑡)) and therefore, the signal decision statistics 
at the outputs of the two branches can be written as,  
 𝑟0𝑐
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(4.15) 
Expansion of (4.15) results in the same expression as (4.8), and therefore, the same means 
and variances for the decision statistics.  Similar to the procedure in the bandpass using 
(4.11) and following the same procedure, the final BER performance derivation in complex 
base-band analysis for both are identical: 
 
𝑃[𝑒𝑟𝑟𝑜𝑟]  =  𝑄 (
𝑅
𝜎
) = 𝑄 (
𝐸𝑠
√𝑁0𝐸𝑠





4.2 MULTI-USER BINARY CHIRP SPREAD SPECTRUM 
For a multiuser M-ary orthogonal linear chirp spread spectrum system the k’th 
user’s transmitted baseband signal is, 
 











𝑛=0 𝑝(𝑡 − 𝑛𝑇), 
(4.17) 
where Ak is the signal amplitude, k∈ {0,1, … ,𝑁 − 1} is user index, vk(n) is the nth 
equiprobable M-ary symbol 𝑣𝑘(𝑛) ∈ {0,1, … ,𝑀 − 1}, T is the symbol duration and 
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function p(t) is the unit rectangular pulse equal to one for 0<t<T and zero otherwise. Here 
we first consider two users, N=2, and binary symbols (M=2) assuming N/T>>1. 
The multi-user complex base-band CSS block diagram is shown in Fig. 4.4. Note 
that another system architecture is to place each user’s symbols into one subband, for an 
FDM scheme. The scheme we use ensures that all subbands are occupied for any number 
of active users; the FDM approach is an area for future work.  
 
Figure 4.4.   Multi-user complex baseband block diagram for CSS. 
The symbol to waveform mapping block is equivalent to sub-band selection. In the 
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(4.18) 
The time-frequency plot for one time slot of transmission is presented in Fig. 4.5. 
 
Figure 4.5.   Time-frequency representation of two linear CSS user signals. 
Symbol “0” for each user is located in the same sub-band and these transmissions 
can induce multi-user interference (MUI) if not synchronized. Similarly for symbol “1”.  
In fully synchronized multi-user mode, the receiver correlates the received signal 
with the complex conjugate of the desired user transmitted signal for both symbols “0” and 
“1”. For example, for symbol “0” sent, one branch (the “0” correlator output) contains 
signal plus noise and the other branch (the “1” correlator output) contains only noise. If the 
signals are not orthogonal, the noise-only branch will also contain multi-user interference. 
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Note that in this section, we assume two signals are not orthogonal to derive the BER 
expression. Later we explicitly discuss asynchronism as a reason for non-orthogonality.  















where 𝐴2𝑇𝑠 is the signal energy and is also equal to √𝐸00𝐸10, used in general cross-
correlation expressions. In this scenario for any user 0, we assume the receiver can estimate 
its own user signal delay. In the rest of this section, we focus on binary CSS, and derive 
the BER expression for any user, in the presence of up to N-1 asynchronous other-user 
signals, for these linear chirp signals.  
Without loss of generality, we derive the BER for user k=0, in the presence of a 
single interfering (asynchronous) user signal, user m=1. We then show that it is 
straightforward to generalize to an arbitrary number of interfering users, and that the 
expression holds for any selected user. We also analyze assuming that user 0 transmits a 
symbol v0(0)=0; with equally-likely data symbols, the derivation and results are identical 
for transmission of the symbol v0(0)=1. For our AWGN channel, we can analyze detection 
of a single symbol to determine BER, and we assume transmission of the first bit (n=0 in 
(4.17)), from time t=0 to T. 
In our system, the “0” symbols all lie within the same sub-band, whereas all the “1” 
symbols lie in the adjacent sub-band; for the AWGN channel there is no “inter-sub-band 
interference.” We assume that user 0’s receiver is synchronized to its transmission, and the 
receiver correlates the received signal with the complex conjugate of the user 0 transmitted 
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signal for both possible symbols 0 and 1. The bit decision is made by selecting the largest 
correlator output. Interfering user m=1’s transmission is equally likely to be either a 0 or a 
1, so we account for both possibilities. The interfering user m=1 signal is delayed by 𝜖 
relative to user 0. Therefore, (4.15) can be written as, 
 
𝑟0c































  consists of a signal, MAI and noise component when user 1 sends 
a “0,” and signal and noise when user 1 sends “1”, whereas 𝑟0𝑠
  consists of noise only when 
user 1 sends a “0,” or noise and MAI when user 1 sends “1”. Each variable is Gaussian 




 ) = 0                     𝑈𝑠𝑒𝑟1 𝑠𝑒𝑛𝑑𝑠 "0"
𝐸(𝑟0𝑠
 ) = 𝐸𝑠 𝜌01(𝜖)         𝑈𝑠𝑒𝑟1 𝑠𝑒𝑛𝑑𝑠 "1"
., 
(4.21) 
where 𝜌01(𝜖) = ∫ 𝑠01
∗ (𝑡)s11(t − 𝜖)
𝑇𝑠
0
𝑑𝑡 is the cross correlation between the signal of user 
zero and the delayed version of user one’s signal. As described previously, the decision 




(a)                                                                             (b) 
Figure 4.6. Likelihood functions and decision boundaries for non-orthogonal two-user CSS 
system in (a) user 1 sends “0” (b) user 1 sends “1”. 
The variances of each random variable are identical and calculated in (4.9). The 
decision boundaries are shown in Fig. 30, and by going through a similar procedure to that 













































User 1 will have the same error probability with the corresponding cross correlation. Note 
that when the correlation is zero (when 𝜖 = 0), this expression becomes that of the 
orthogonal scheme, (4.16). The three-user system performance, also allowing for unequal 


















































































































The final BER expression for this asynchronous linear CSS N user system for arbitrary 







































with 𝑎(ξ, i) ∈ {0,1}} the ith coefficient in the binary expansion for decimal number ξ, i.e, 
 






and 𝛒  is the cross correlation vector of dimension (𝑁 − 1) × 1, with superscript T in the 
BER equation denoting transpose. This vector is 
 








i.e., vector 𝛒𝒌 includes all cross-correlation values ρkm except ρkk. For unequal received 























































Even though we have derived the BER equation for the linear chirps, the expression 
here is applicable to any non-orthogonal case, corresponding to any physical mechanism, 
as long as we can compute the signal cross correlations. In subsequent chapters we show 
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that this holds when Doppler is the physical effect that causes nonorthogonality. In later 




QUASI-SYNCHRONOUS MULTI-USER CSS 
5.1 MULTIPLE ACCESS INTERFERENCE 
Many modern communication systems have been developed assuming quasi-
synchronous conditions, where clocks of different user terminals (or, nodes) are not 
perfectly synchronized, but are “close” to synchronized. Their mean clock frequencies may 
be essentially identical, but drift and jitter cause clocks to deviate from this mean over the 
long and short terms. This asynchronism is usually bounded (a small portion of a symbol 
duration 𝛿𝑇, |𝛿|<<1) in many communication systems. Fig. 5.1. shows a simple illustration 
of clock jitter and drift in a system with one transmitter and two receivers. Figure 5.2 
presents an example of aeronautical communication application that inherently yields 
asynchronism. 
 




Figure 5.2. Illustration of different propagation path delays that yield asynchronism in air-
ground links. 
As we can see in Fig. 5.2, in the aeronautical chirp signaling application, the 
received chirp signals are delayed by different amounts due to different aircraft distances 
to the ground station. For the chirp waveforms of (2.12), a delayed chirp signal can be 
written as, 
 











,        𝑚 ≤ 𝑡 < 𝑇 + 𝑚   
(5.1) 
where 𝑚 is the delay associated with clock drift or uncompensated propagation delay for 
user m. Generally, these delays are modeled as random with some distribution, and with 
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value limited between 0 to T since other than packet transmission boundaries, effects of 
asynchronism recur over subsequent symbols. 
A time/frequency domain representation of the set of quasi-synchronous signals of 
the form of (5.1) for only one asynchronous user (k=2) is depicted in Fig. 5.3. We note that 
for certain values of timing offset 2, the non-synchronized TF signal can overlap another 
signal in the set nearly completely over a part of a symbol, and this yields relatively large 
multiple access interference. Note that effect is periodic: that is delays more than T, e.g., 
𝑇 + 𝜖 are equivalent to delays if 𝜖 when we analyzing transmission of many symbols.  
 
Figure 5.3. Time/frequency domain representation of quasi-synchronous transmission of 
linear chirps with one asynchronous user. 
Multiple access interference (MAI) is quantified by the cross correlation between 
signals of the form of (12) and (43). Computing the cross correlation values requires an 











                                














































where again 𝑘 is usually modeled as a random variable representing the timing offset of 
user k, and in the second line we have used the unit-energy of each waveform. Fortunately, 
this integral has a closed form solution for any arbitrary offset denoted 𝜆, as written in (45): 
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where C is the constant of integration. The integral in (5.3) is well-defined except when 
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) .            𝑒𝑙𝑠𝑒
   
 
(5.4) 
By dividing the integral into two parts as indicated in Fig. 5.3 and setting 𝜆 = 𝑘 and 𝑇 −

































































where =kT-mT- 𝑘N, 2=kT-mT+(T- 𝑘)N, (i) denotes 𝑘 =(k-m)T/N and (ii) denotes 
otherwise. This expression has the smallest value (0) when =0 or =T. Correlation is of 
course one when 𝑚 = 𝑘 and =0. 
In order to get insight into the distribution of values of cross correlation for a quasi-
synchronous situation, we calculated the set of pairwise cross correlations between each 
pair of waveforms versus delay, for a finely quantized set of discrete delay values. This 
yields a matrix of cross-correlations for each value of delay. As Fig. 5.4 depicts, each 
element of the matrices (𝜌𝑚𝑘   𝑚 ≠ 𝑘) represents a cross correlation between user m and 
delayed user k. From the set of J matrices for J distinct values of timing offset, we can 
compute statistics of the set of cross correlations, as a function of offset , or as a function 
of user indices for a given delay. The set of matrices forms a tensor. For any matrix 
(specific value of offset) the upper and lower triangular entries are identical (𝜌mk= 𝜌km), 




Figure 5.4.   Illustration of cross correlation tensor. 
As one would expect, all users experience the highest value of cross correlation 
when the two waveforms fully or partially “overlap” in the time-frequency plane. An 
example set of mean correlations across a set of N=25 linear chirps with duration T sec and 
frequency separation of 1/T Hz is shown in Fig. 5.5, where we have shown both analytical 
and numerically computed results. Numerical results from trapezoidal method integration 
(in MATLAB®) yield a very close fit to analytical results. Also, note the symmetry about 
the delay 0.5T. Average cross correlation is of course only one statistic of interest. 
 
Figure 5.5.   Average values of analytical and numerically evaluated cross correlation 
versus delay for N= 25 users. 
61 
 
The histogram in Fig. 5.6, presents the distribution of all cross correlation values 
for all delays for this N=25 linear chirp signal set. Approximately 90.76% of the cross 
correlation values are below <0.2, and the median value is 0.0479 for a delay quantization 
of T/500.  
 
Figure 5.6.   Histogram of analytical and numerically evaluated cross correlations for N=25 
users.  
5.2 NONLINEAR WAVEFORM DESIGN 
In this section, we propose two non-linear chirp signal sets which, qualitatively 
speaking, have more “spacing” between each signal’s time/frequency trace. This approach 
aims to fully use the available time-frequency “space” for signals, and increase resilience 
to timing offsets for the practical QS case. We compare performance with the linear set. 
Non-linear chirp waveforms can easily be generated with arbitrary shapes in the 
time/frequency plane. The most well-known examples are exponential, quadratic, and 
sawtooth [40], [41]. Here we propose two specific mathematical derivations for generating 
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nonlinear chirp waveforms with no amplitude variation (with the aim of keeping PAPR 
low). A nonlinearity function Ψ(t) is defined as in (5.6). This phase function can modify 
the instantaneous frequency to any desired nonlinear TF shape. One can find the chirp 
signal’s time-frequency shape via the time derivative 𝛹′(𝑡)/(2𝜋) to find instantaneous 
frequency versus time. 
 











, 0 ≤ 𝑡 < 𝑇   
(5.6) 
References [40] and [41] used different derivations for their nonlinear chirp signals, 
but a close look at their mathematical derivation (discounting their amplitude variation) 
shows nonlinearities of quadratic (t2), sinusoidal (sin(t)) and hyperbolic sinusoidal (sinh(t)) 
form. Note that it is the phase function shape vs. time that we use for naming. 
 
5.2.1 Case 1: Sinusoidal Chirp 
Case one uses a sinusoidal function for 𝛹(𝑡)) (different from that in [40] and [41]); 
see Fig. 32 for an example illustration, with signal waveforms given by, 
 













𝑠𝑖𝑛 (2𝜋𝑓0𝑡)  )
, 0 ≤ 𝑡 < 𝑇   
 
(5.7) 
where 𝛼 and 𝑓𝑜 are selectable constants that can produce different time/frequency shapes. 


























, respectively, as these qualitatively produce 
a larger “area coverage” in the TF plane than the linear set of signals. An example is plotted 
in Fig. 32. 
5.2.2 Case 2: Quartic Chirp 
In order to further increase the spacing between each signal’s time/frequency trace, 
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. This design yields a larger time/frequency coverage than the 
linear and sinusoidal nonlinear Case 1. TF plots of both nonlinear waveforms using (50) 
and (52) are shown for N=100 in Fig. 32. Note that not all N waveforms are shown: 
specifically only the two lowest and highest frequency signals are plotted to bound each 
signal type’s area. The nonlinear cases clearly occupy larger total areas in the TF plane. As 
Fig. 32 depicts, the sinusoidal Case 1 signal set occupies a slightly larger TF area than the 
linear set but keeps the same starting and ending frequency and the same total bandwidth. 
The quartic Case 2 covers the largest area, with different starting and ending frequencies, 




Figure 5.7.   Time-frequency plane representation of example linear and two nonlinear 
signal sets, N=100. 
5.3 NONLINEAR VERSUS LINEAR MULTIPLE ACCESS INTERFERENCE  
For the linear quasi-synchronous chirps, the cross-correlation was derived in closed 
form (5.5). Yet for arbitrary (non-linear) chirp waveforms one can generally not find any 
closed form solution. Yet we can compute these cross-correlations numerically for any TF 
shape. 
We computed cross correlations for a different number of signals for the linear and 
our two nonlinear cases in fully loaded mode. Fully loaded mode means all N users are 
sending a symbol during each symbol period of duration T. The non-fully-loaded case has 
only K signals present, with 0<K<N. Naturally aggregate correlations will be smaller if 
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fewer signals are present, so the fully loaded case is the worst case. We also initially assume 
perfect power control, i.e., all user signals are received with the same power. Figure 5.8 (a) 
to (c) show average correlation values for these three chirp types for three different values 
of N. Insets in the figure show these correlations at two smaller delay ranges, 0.05T and 
0.01T, for study as QS signal candidates. We observe that the quartic Case 2 nonlinear 
signals yield a smaller average correlation value for the entire range of timing offset for the 
two smaller values of N, once the timing offset exceeds some very small threshold value, 
whereas the sinusoidal case 1 has approximately the same mean correlations as the linear 
case. This threshold delay value where the quartic mean correlations become less than the 
correlations of the other signal types is approximately 0.015T, 0.01T, and 0.005T for total 
numbers of system users equal to 10, 20, and 50, respectively. Note also that correlation 










Figure 5.8.   Normalized average cross correlation versus delay for linear, sinusoidal case1, 
and quartic case 2 for (a) N=10, (b) N=20 and (c) N=50 signals. 
Fig. 5.8 (c) shows that for the largest value of N, the nonlinear cases have lower 
mean correlations only up to fairly small delays (e.g., 0.15T for the quartic), but this still 
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qualifies them for QS operation. For a more complete representation of the cross 
correlation distribution, we provide a histogram of all cross correlation values for all offsets 
for our three signal sets in Fig. 5.9 (a) to (c). Although all histograms show the same general 
shape and range, the largest correlation values, which cause the most severe MAI, are less 









Figure 5.9.   Probability of occurrence of normalized cross correlations for linear, 
sinusoidal case1 and quartic case 2 chirps, for (a) N=10, (b) N=20 and (c) N=50 signals. 
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5.4 BER PERFORMANCE EVALUATION 
Our multi user nonlinear chirp spread spectrum system block diagram is shown in 
Fig. 4.4. In the transmitter, for each user’s data, a block of b bits is translated to one of 
M=2b (M=2 here) symbols. Each symbol is mapped to a specific one of M sub-bands, and 
within each sub-band, a set of N chirp waveforms is used to accommodate the N users. 
Keeping all M symbol waveforms of a given user within its own sub-band, and allocating 
N sub-bands to N users is a related or “dual” variation (specifically FDM) whose 
performance depends on system loading and channel conditions (synchronism, fading, 
Doppler, etc.)2. Each sub-band has bandwidth 2N/T, so the entire system bandwidth is 
2NM/T and spectral efficiency of a fully loaded system is log2(M)/(2M) bps/Hz.  
At the receiver, matched filters convolve the received signal with a bank of time-
reversed versions of the transmitted chirps. An alternative heterodyne detector (correlator) 
can also be used instead of matched filter detectors, as explained in [7]. Integrators and 
decision circuits complete the receiver symbol detection. 
Performance (BER vs. SNR) for a fixed delay value of 0.1T for two users presented 
in Fig. 5.10. Figure 5.11, shows this for different numbers of users. In this section, we 
assume the desired user has no delay and all other users will have delay of 𝜖. In both Figures 
5.10 and 5.11, we see excellent agreement between analytical and simulation results. Note 
that each user’s performance is related to their position within the set and the delays of 
other user signals.  
 
 
2 The FDM version will generally be less sensitive to asynchronism if user signal received 




Figure 5.10.   BER vs. SNR for analysis and simulation for two users in linear BCSS, with 
N=2. 
 
Figure 5.11.   BER vs. SNR comparing simulation versus theoretical results for different 
number of users and fixed timing offset. 
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 As previously noted, each user signal’s delay is assumed perfectly known at its 
receiver. Delay tracking using coherent delay-locked loops (DLLs), similar to previous 
efforts for CDMA systems [42], can address this, but this synchronization is out of the 
scope of this dissertation. Our simulated performance results assume perfect delay 
estimation of each desired user signal.  
We next consider results for a practical random distribution of timing offsets. 
Specifically, we model each delay as a zero-mean Gaussian random variable with a 
standard deviation 𝜎. All results are for an AWGN QS channel except for the last set of 
results for air-ground channels. For specific (known) values of delay, the analytical results 
are obtained from (4.24) from Chapter 4. For the linear chirps, we use correlation derivation 
directly; for the nonlinear cases, we use the same BER formulas after numerical 
computation of the correlations for the appropriate values of delay.  
Fig. 5.12 (a) to (c) depicts simulated bit error ratio performance versus bit energy 
to noise density ratio (Eb/N0) for fully loaded linear and nonlinear Cases 1 and 2 for both 
fully synchronized and quasi-synchronous conditions for N= 10, 20, and 50, and binary 
modulation (M=2). For these results, the zero-mean Gaussian delay has standard deviation 
(𝜎) of 0.01T and 0.1T. Fig. 5.12 (a) shows system performance in a perfectly synchronized 
system. The first thing to observe is that the nonlinear chirp signals are not orthogonal. 
Hence their performance degrades as the number of signals and MAI increase, particularly 
for the sinusoidal nonlinear case. However, as we can see in Fig. 5.12 (b),  very small 
values of random delays with 𝜎 = 0.01𝑇 significantly degrade the performance of the 
linear chirps, whereas the degradation of the quartic nonlinear case is moderate. For the 
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largest value of 𝜎 in Fig. 5.12 (c), the nonlinear quartic case 2 is superior to the other sets 









Figure 5.12.   Multiuser binary chirp spread spectrum simulated BER vs. Eb/N0 for fully 
loaded systems for (a) synchronized CSS system for N=10, N=20 and N=50, (b) quasi-
synchronized CSS system with 𝝈 = 𝟎. 𝟎𝟏𝑻 for N=10, N=20 and N=50, and (c) quasi-
synchronized CSS system with 𝝈 = 𝟎. 𝟏𝑻  for N=10, N=20 and N=50. 
Another difference between these cases is that for both linear and sinusoidal chirps, 
all signals have the same starting and ending frequencies but the quartic case signals do not 
(see Fig. 5.7). Since the sinusoidal chirps do not extend the TF plane area coverage by 
much over the linear chirps, the sinusoidal Case 1 only slightly outperforms the linear case 
in Fig. 37 (b) and (c) in quasi-synchronous conditions. Synchronization on the order of 𝜎 <
0.01𝑇 is very close to perfect, but the 0.1T value is more practical, particularly for mobile 
platforms. We note again that our BER equations can be used for any TF waveform shape, 
as long as we can compute (here, numerically) the required correlation values at the 
specified values of delay; we also show analytical sinusoidal and quartic chirp performance 
in Fig. 5.12 (c) for the two-user case. 
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Also worth study is performance of partially-loaded systems. As Fig. 5.13 depicts, 
quartic CSS performance in both a fully synchronized and QS conditions will improve with 
the use of fewer signals (K < N=40) when the K signals are selected to be maximally and 
equally spaced in the TF plane. This behavior has been observed for any arbitrary value of 
N. 
 
Figure 5.13.   Half- and quarter-loaded system BER vs. Eb/N0 for linear and quartic chirp 
signals in fully synchronized and QS conditions with 𝝈=0.1T, and N=40. 
To further illustrate performance gains of our nonlinear chirp designs, we compare 
the performance of the nonlinear chirps with other chirp waveforms in the literature [13], 
[40] and [41] in quasi-synchronous conditions. This includes the amplitude-varying linear 
chirp, the quadratic, exponential, and hyperbolic sinusoidal. Fig. 5.14 shows BER vs. Eb/N0 
for 𝜎 = 0.1𝑇 and 𝜎 = 0.01𝑇. The quartic nonlinear set outperforms the other chirp 
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waveforms for the practical case of 𝜎 = 0.1𝑇. For the smaller value of 𝜎 = 0.01𝑇, 
performance of all sets is very close except for the poorest-performing exponential case of 
[10]. Note that this plot is for a fully loaded system of 10 users. Waveforms from [13], [40] 
and [41] have different bandwidths for each user but the same total system bandwidth was 
set to be identical for all selected waveforms. Moreover, all the other chirp signals in these 
references have amplitude variation, yielding a larger peak-to-average power ratio, 
whereas our waveforms have constant envelope. 
 
Figure 5.14.   BER vs. Eb/N0 of proposed and existing CSS waveforms in [13], [40] and 
[41] for fully loaded quasi-synchronous conditions. 
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5.5 PAPR EVALUATION 
In implementing CSS systems one node may act individually and transmit a single 
chirp signal. For cellular-like systems, a base station or gateway must transmit multiple 
chirps simultaneously Hence the PAPR of the sum of these constant-envelope chirps will 
not be unity. In Fig. 5.15, we illustrate two different topologies: Fig. 5.15 (a) shows a mesh 
topology in which each node only transmits a single chirp signal at any given time, and 
Fig. 5.15 (b) shows a cellular-like (or “star”) topology in which the base station or gateway 
has to transmit all chirps simultaneously.  
 
Figure 5.15.   (a) Mesh topology (b) Star topology. 
For single chirp, as noted, the constant envelope signal has PAPR=1 (0 dB), but for 
the summation of chirps PAPR is larger. In this section, we show PAPR results for the 






The definition of PAPR in logarithmic scale can be written as,  
 













Here we computing PAPR numerically. We assume the worst case scenario where 
all users have the same symbol in a specific sub-band. This means we have N users added 
together and PAPR calculated based on the summation. In fully loaded mode, PAPR versus 
the number of users is plotted in Fig. 5.16. As we can observe the linear and sinusoidal 
chirps have lower PAPR than the quartic case. However, in Fig. 5.17, we see that in quasi-
synchronized mode with a fully loaded system, all three waveforms perform equally in 
terms of worst-case PAPR. Our observations confirm that this is true even for a very small 
delays e.g., 𝜎 = 0.01T.  The synchronized linear and sinusoidal chirps do still have smaller 
worst case PAPR than the QS quartic chirps. 
 




Figure 5.17.   PAPR versus number of users in quasi synchronized (𝜎 = 0.2𝑇) - fully 
loaded mode. 
 
Interestingly, we can conclude that if the system intentionally imposes asynchrony 
at the gateway or base station, This can be beneficial in the quartic case. In MIMO systems 
this can be useful since each frontend has different clocks and therefore, jitter/drifts are 





MULTI-USER CHIRP SPREAD SPECTRUM PERFORMANCE IN AERONAUTICAL 
CHANNELS 
6.1 CHANNEL CHARACTERISTICS 
To provide results for a practical application, we simulated CSS performance over 
a dispersive air-ground channel. The empirical channel models are based on air to ground 
measurement results sponsored by NASA, reported in [20] – [23]. Table 3 lists channel 
parameters for two locations: suburban Palmdale, CA, and the near urban setting for 
Cleveland, OH considering up to nine multipath components (MPCs), or “taps.”  







Mean RMS delay 
spread 
53.78 ns 16.6 ns 
Maximum RMS 
delay spread 
1.2541 µs 70.13 ns 
Frequency 5.06 GHz 5.06 GHz 
Sounding bandwidth 50 MHZ
 50 MHZ 




Example sequences of simulated power delay profiles are shown in Fig. 6.1 and 
Fig. 6.2 As can be seen, RMS delay spreads are larger for suburban Palmdale than for the 
near urban Cleveland channel because of strong reflection MPCs from several large 
buildings and obstacles. Since we employ no equalization or multipath mitigation in these 
initial results, we expect poorer performance in the suburban case with larger delay spreads. 
the LOS component is always present in typical AG channels, and the second strong 
reflection is coming from the ground denoted by the second tap. We classify other MPCs 
as intermittent taps since they are only present for a short duration (hence further obviating 
their amplitude estimation). Tap 3 is defined as the only intermittent tap, or the tap with 
the smallest excess delay if multiple intermittent taps are present. Tap 4 is the tap with the 
second smallest excess delay if multiple intermittent taps are present, etc.  
 





Figure 6.2.   Simulated power delay profile sequence for near urban suburban Palmdale, 
CA air-ground channel. 
6.2 PERFORMANCE EVALUATION 
Here we simulated transmission of our linear and two proposed chirp waveforms 
through the example air to ground channels described in the previous section. Besides, we 
also define a canonical fading channel with two additional experimental results and 
investigate our system performance in those channels. The links for the example AG 
channels are a set of air to ground links emulating a multipoint to point air to ground system 
with a total data rate of 100 kbit/s and the total bandwidth of 400 kHz. Thus, the AG 
channels with delay spreads as listed are mostly flat fading with occasional dispersion when 




First, we investigate flat memoryless and fast frequency selective fading effects on 
the chirp spread spectrum systems that use either the classical linear chirp or our proposed 
quartic nonlinear waveform. In the memoryless flat fading we have zero variation of the 
channel during a symbol time (Ts), but each symbol sees a different realization of the fading 
distribution. In general, this condition is not quite realistic for most channels where 
coherence time tc is larger than the symbol time (tc >> Ts), but can be approximated in such 
slowly fading channels via interleaving. In addition, analytical performance evaluation is 
also often possible in this case. In contrast, in our fast-fading dispersive channel there is 
variation within a symbol time. Both effects are illustrated for linear CSS waveforms in 
Fig. 6.3. 
 
Figure 6.3.    Time domain representation of CSS signals in (a) no fading, (b) memoryless 
flat fading, and (c) fast (freq-selective) fading, for fDT=0.01. 
Fig. 6.3 shows bit error ratio (BER) versus received energy per bit to noise density 
ratio Eb/N0 for several cases. Signaling and the simulated system are as described in 
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Chapter 5 and the number of users is N=10 for all cases except the black line that represents 
the single-user, no fading (additive white Gaussian noise) channel. Signal bandwidths of 
the systems are equal (20/T). No equalization is used, and for the chirps we distribute delays 
randomly with a zero-mean Gaussian distribution, standard deviation 0.1T. As we can see 
in Fig. 6.4, the fast fading with fDT=0.01 has slightly better BER performance than our 
memoryless flat fading Rician case, for quartic case more so than in the linear case. The 
fully synchronous linear case (achieving orthogonality) is also shown for comparison. Most 
notably, the quartic chirp waveforms again outperform the linear chirps.  
 
Figure 6.4.   Simulated BER vs. SNR chirp performance in two types of Rician fading 
(K=12 dB), in quasi-synchronous conditions (𝜎 = 0.1𝑇). 
 
The performance was simulated for another empirical AG channel in [22], for a 
hilly suburban setting. This AG channel is represented as a two ray model with Rician 
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fading, with a mean K-factor of 12 dB (for L-band), along with 3rd to up to 6th rays that are 
statistically modeled intermittent MPCs as with the near-urban and suburban channels. 
Based on the results in [22], two cases of mean and worst-case delay spreads can be 
modeled. In Figures. 6.5 and 6.6 we depict example hilly suburban AG channel power 
delay profiles versus time for the mean and worst-case, respectively. As expected, we can 
see the delay spreads in Fig. 6.6 are larger than those in Fig. 6.5. 
 







Figure 6.6.   Worst-case channel PDPs vs. time for empirical AG hilly suburban model in 
[22]. 
 
Fig. 6.7 plots the BER vs. SNR performance results for these channels for our 
designated systems with T=10 s, corresponding to B= 2 MHz for an N=10 users system, 
and with the zero-mean Gaussian random timing offsets of two different standard deviation 
values. Once again, the quartic chirps outperform the linear chirps in this realistic AG 




Figure 6.7.   BER vs. SNR for chirp signaling in quasi-synchronous conditions, over AG 
hilly channel model of [22]. 
 
In another effort, we simulate with N=10 users, each transmitting at 10 kbps over 
this bandwidth, the value of which is comparable to that proposed for other AG systems 
[43]. Sub-urban Palmdale, CA and near urban Cleveland, OH selected with the fact that 
sub-urabn Palmdale delay spread was larger than near urban Cleveland. Transmissions 
from aircraft are received at the ground station quasi-synchronously, with zero-mean 
Gaussian distributed timing offsets with 𝜎=0.1T, with each AG signal encountering its own 
unique channel. Fig. 6.8, present BER vs. Eb/N0 for both described aeronautical channel. 
As expected performance of near urban Cleveland is superior and quartic case also show 




Figure 6.8.   BER vs. Eb/N0 for CSS signals over simulated air-ground channels based on 











NONCOHERENT MULTI-USER CHIRP SPREAD SPECTRUM  
In this chapter, we investigate non-coherent detection for CSS signals. This may be 
of interest if for some reason receiver hardware cannot ensure the local waveforms have 
the same starting phase as the known transmitted signals, e.g., for very inexpensive 
receivers. The analysis pertains explicitly to the linear chirp case, but is equally valid for 
other chirp signals. We also assume the additive white Gaussian noise channel. The 
transmitter block diagram is the same as that for the coherent case. The baseband 
noncoherent detection receiver is shown in Fig.7.1. 
 
Figure 7.1. Binary chirp non-coherent detection receiver baseband block diagram. 
 The receiver essentially correlates with the two possible transmitted signals, s0 and 
s1. The phase  represents the unknown receiver phase or equivalently, the phase change 
imposed by the channel. 
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7.1 SINGLE USER 
As noted, the transmitter has the same structure as described in the previous section 
(coherent detection). For our binary linear chirp modulation, the two possible transmitted 









𝑡2         
          𝑖𝑓 "0" 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑
𝑠1 






      𝑖𝑓 "1" 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑
       , 0 < 𝑡 < 𝑇. 
 
(7.1) 
Considering the unknown phase at the receiver for non-coherent detection, in Fig. 7.1 to 
assess performance we must find the variables 𝑔𝐼0, 𝑔𝑄0 and 𝑔𝐼2, 𝑔𝑄2, when our user sends 
“0”. (Via symmetry, performance when a “1” is sent is identical.) Since the channel is 
AWGN, performance can be evaluated via single-symbol detection. According to Fig.7.1 
we can write,  
 



















































































where 𝑤(𝑡) is the white Gaussian noise. With some simplifications we can obtain, 
90 
 
 𝑔𝐼0 = (𝐴𝑇𝑐𝑜𝑠( ) + 𝑛𝐼0)
2










where 𝑛𝐼0, 𝑛𝑄0, 𝑛𝐼1 and 𝑛𝑄1 are jointly Gaussian independent random variables with zero 
means and defined as, 
 












with v equal to 0 or 1. The effect of phase uncertainty 𝑒𝑗𝜃 can be absorbed into the noise 
component, whose distribution is circularly symmetric, hence phase rotation will not affect 
the statistics. The variance of the components in (7.4), using our assumption N/T >>1 can 
be found as, 
 𝐸[𝑛𝐼2] = 𝐸[𝑛𝑄2] ≅ 𝑁0𝑇. (7.5) 
The decision statistic 𝑟1 is then given by, 
 𝑟1 = √(𝑛𝐼1)2 + (𝑛𝑄1)2. (7.6) 
We know that the square root of the sum of the squares of two independent Gaussian 
random variables with both zero mean and the same variance is a Rayleigh random 











where 𝜎2 ≅ 𝑁0𝑇. 
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The Rician distribution is the result of square root of the sum of squares of two 
















where 𝑎 = √𝜇1
2 + 𝜇2
2 = √𝐴2𝑇2𝑐𝑜𝑠2( ) + 𝐴2𝑇2 sin2( ) = 𝐴𝑇. This pertains to the 














where 𝐼0 is the modified Bessel function of first kind, zero order. 
These two distributions are independent 𝑓𝑅1,𝑅0(𝑟1, 𝑟0) = 𝑓(𝑟0)𝑓(𝑟1), and we can 
















)  𝑓𝑜𝑟 𝑟1, 𝑟0 ≥ 0. 
(7.10) 
Then with our assumption of a zero sent, the probability of error is, 
 

































































Now if we change variables, 𝑢 = √2𝑟0 and 𝑞 =
𝐴𝑇
√2






















































The average error probability is obtained by averaging this expression over the 
random unknown phase distribution. We model this phase as uniformly distributed, hence 






































7.2 TWO USERS, CORRELATED (QUASI SYNCHRONOUS) CASE 
The signals output from the correlators of Fig. 7.1 are similar to those described in 
the previous section, but now we assume user one’s signal is delayed by 𝜖. We assume that 
user 0 again sends a 0. In this case the correlator “g” variables of Fig. 7.1 are 
 
 
𝑔𝐼𝑣 = |∫ℜ𝑒{[𝑠00(𝑡) + 𝑠10(𝑡 − 𝜖) + 𝑤(𝑡)]𝑠00
∗ (𝑡)𝑒𝑗𝜃 }|
2
𝑔𝑄𝑣 = |∫ℑ𝑚{[𝑠00(𝑡) + 𝑠10(𝑡 − 𝜖) + 𝑤(𝑡)]𝑠00
∗ (𝑡)𝑒𝑗𝜃 }|
2𝑖𝑓 𝑢𝑠𝑒𝑟1 𝑠𝑒𝑛𝑡 "0"
 
 
𝑔𝐼𝑣 = |∫ℜ𝑒{[𝑠00(𝑡) + 𝑠11(𝑡 − 𝜖) + 𝑤(𝑡)]𝑠01
∗ (𝑡)𝑒𝑗𝜃 }|
2
𝑔𝑄𝑣 = |∫ℑ𝑚{[𝑠00(𝑡) + 𝑠11(𝑡 − 𝜖) + 𝑤(𝑡)]𝑠01
∗ (𝑡)𝑒𝑗𝜃 }|






Figure 7.2 shows a complete block diagram for a noncoherent CSS system for N users and 
M-ary modulation. As noted, the transmitter structure is identical to that in the coherent 
case. The channel spectrum contains sub-bands for each symbol, with user signals included 
in the appropriate sub-bands. 
 
Figure 7.2. General multiuser, M-ary non-coherent CSS detection block diagram. 
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In the fully synchronized case, we showed that any two such linear CSS signals are 
orthogonal. In case of asynchronism/quasi-synchronism represented by delay , for two 
example users we have cross correlation, 
 
𝜌01(𝜖) = ∫[𝑠10(𝑡 − 𝜖)𝑠00



















The two signals are correlated with complex cross correlation (𝜌ℜ + 𝑗𝜌ℑ),   
 
𝜌01(𝜖) = ∫[𝑠10(𝑡 − 𝜖)𝑠00
∗ (𝑡)] = 𝐴𝑇(𝜌10ℜ + 𝑗𝜌10ℑ) 
(7.17) 
In the noncoherent case with unknown phase, using Euler’s formula we can write, 
 
𝜌01(𝜖) = ∫[𝑠10(𝑡 − 𝜖)𝑠00
∗ (𝑡)𝑒𝑗𝜃] = 𝐴𝑇(𝜌10ℜ + 𝑖𝜌10ℑ)(cos( ) + 𝑖 sin( ))
= AT[𝜌10ℜ cos( ) − 𝜌10ℑ sin( )
+ 𝑖(𝜌10ℑ cos( ) + 𝜌10ℜ sin( ) )] 
 
(7.18) 
where 𝜌10ℜ and 𝜌10ℑ are the real and imaginary parts of the cross correlation value between 
user 1’s signal delayed by  relative to that of user 0’s signal.   





𝑔𝐼0,0 = |𝐴𝑇𝑐𝑜𝑠( ) + 𝐴𝑇𝜌10ℜ 𝑐𝑜𝑠( ) − 𝐴𝑇𝜌10ℑ 𝑠𝑖𝑛( ) + ∫ℜ𝑒{𝑤(𝑡)𝑠00
∗ (𝑡)𝑒𝑗𝜃 }|
2












− − − − − − −−− −−− 
𝑔𝐼0,0 = |𝐴𝑇𝑐𝑜𝑠( ) + ∫ℜ𝑒{𝑤(𝑡)𝑠00
∗ (𝑡)𝑒𝑗𝜃 }|
2





𝑔𝐼0,1 = |𝐴𝑇𝜌10ℜ cos( ) − 𝐴𝑇𝜌10ℑ sin( ) + ∫ℜ𝑒{𝑤(𝑡)𝑠01
∗ (𝑡)𝑒𝑗𝜃 }|
2
𝑔𝑄0,1 = |𝐴𝑇𝜌10ℑ cos( ) + 𝐴𝑇𝜌10ℜ sin( )  + ∫ℑ𝑚{𝑤(𝑡)𝑠01
∗ (𝑡)𝑒𝑗𝜃 }|
2










𝑖𝑓 𝑢𝑠𝑒𝑟1  
𝑠𝑒𝑛𝑡 "1" 
 
Statistically, we assume each symbol is equiprobable. We continue without loss of 
generality to assume that user 0 sends “0”. Following the same procedure as in the single 
user fully synchronized case, for user 1 sending a “0,” since the two branch variables  𝑔𝐼0,1 
and 𝑔𝑄0,1 are added, as described in (7.6)-(7.8), this leads to 𝑎 a Rayleigh distribution for 





(𝐴𝑇𝑐𝑜𝑠( ) + 𝐴𝑇𝜌10ℜ 𝑐𝑜𝑠( ) − 𝐴𝑇𝜌10ℑ 𝑠𝑖𝑛( ))
2
+(𝐴𝑇𝑠𝑖𝑛( ) + 𝐴𝑇𝜌10ℑ 𝑐𝑜𝑠( ) + 𝐴𝑇𝜌10ℜ 𝑠𝑖𝑛( ))
2   
 
= 𝐴𝑇√1 + 𝜌10ℜ
2 + 𝜌10ℑ







where 𝜇1 and 𝜇2 are the mean values of 𝑔𝐼0,0 and 𝑔𝑄0,0, respectively. By substituting (7.18) 
into (7.8) and following the development of (7.9) to (7.14), we can find the final error 
probability expression when user 0 sends “0” as,  
 










We note that if the correlations are zero, i.e., for the synchronous case, (7.21) reduces to 
the single-user NC FSK result, as expected. 
Next, if user 1 sends “1”, the Rician distribution again results for the RV formed as 
described in the single user case by the square root of the sum of squares of two 
independent (𝑔𝐼00 and 𝑔𝑄00) and identically distributed Gaussian random variables with the 















































where 𝑌 = √(𝐴𝑇𝜌10ℜ cos( ) − 𝐴𝑇𝜌10ℑ sin( ))
2







2 , then using the fact that the two distributions are independent we can 



















)  𝑓𝑜𝑟 𝑟1, 𝑟0 ≥ 0. 
 
(7.25) 
Then the error probability expression for this case is, 

































Here we know that this integral of the Rician distribution results in a Marcum Q-






















This function 𝑄𝑘 is the Marcum Q function, defined as,  
 








































































The solution for this integral is provided in Appendix B as 
 
𝐼 = ∫ 𝑥 exp(−
𝑝2𝑥2
2




































 and 𝛼 =
1
𝜎





















































Then, the final BER result for two asynchronous (correlated) user signals, 




































where again 𝑌 = 𝐴𝑇√𝜌10ℜ
2 + 𝜌10ℑ
2  and 𝑋 = 𝐴𝑇. This can be expressed in terms of received 







































































As in the coherent case, by expanding the derivation to include N users in 
the system, we can find a general BER expression for the N-user noncoherent 



















































where 𝑋𝜁{𝒃𝜻̅̅ ̅} = 𝐴𝑇 (1 +  (𝒃𝜻
𝑻̅̅ ̅ × 𝝆𝒎)
2
+ (𝒃𝜻
𝑻̅̅ ̅ × 𝝆𝒎)
2
+ 2(𝒃𝜻
𝑻̅̅ ̅ × 𝝆𝒎)), 𝒃𝜻
 ̅̅ ̅ =  𝟏 − 𝒃𝜻
  and 







where 𝐛𝜻 and 𝝆𝒎 are vectors of size (𝑁 − 1) × 1, with superscript T denoting transpose: 
 
𝐛𝜻 = [
𝑎( , 0) 
𝑎( , 1)
⋮




with 𝑎( , i) ∈ {0,1}} the ith coefficient in the binary expansion for decimal number , i.e, 
 





and 𝝆𝒎 is the cross correlation vector of dimension (𝑁 − 1) × 1, which is a column of the 













And for unequal energy, cross correlation vector changes to,  
 
































i.e., vector 𝛒𝒎 includes all cross-correlation values ρkm except ρmm. 

































]. As in the coherent case, although our 
derivation focused on the linear chirp signals, the BER expression is general, and can be 
used for any specific chirp signaling set, as long as we can compute the cross correlations. 
Performance (BER) versus SNR is presented for different values of 𝜖 for N=2 users 
in Fig. 7.3, where the user m=0 signal is fully synchronized and user k=1 signal is shifted 





Figure 7.3. BER vs. SNR for two-user noncoherent linear CSS. 
For the N-user system, whose BER performance is given for any user by (7.33), 
example results are plotted in Fig. 7.4. These are for the user m=0 signal, which has no 
timing offset, whereas the other user k=1 signal is shifted by 𝜖 = 0.1𝑇. Simulation results 
agree perfectly with theory.   
 
Figure 7.4. BER vs. SNR for N-user noncoherent linear CSS. 
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As we observed in the coherent QS case, here again our nonlinear quartic case has 
better performance than the conventional linear chirps when non-coherently detected. 
Next, we compare linear and quartic chirp signals for different values of timing offset 𝜖. 
As we see in Figure 7.5, noncoherent detection does not necessarily follow the coherent 
system characteristic in which an increase in number of users or delay worsens the 
performance. As we can see in Fig. 7.5, for all values of delay quartic is superior than linear 
in noncoherent case. 
 
Figure 7.5.  BER vs. SNR for linear and quartic chirp signals for 10-user noncoherent CSS 





PERFORMANCE OF CHIRPS IN COMBINED DOPPLER AND ASYNCHRONISM  
8.1 DOPPLER EFFECTS ON CHIRPS 
In this section, we investigate the Doppler effect due to transmitter and/or receiver 
movements. In aeronautical communication the aircraft can travel at high speed, so we 
expect higher Doppler shifts than in terrestrial links. Later we consider both asynchronism 
and Doppler effects to assess performance in a realistic situation. Fig. 8.1 shows the 
concept of Doppler for an aircraft using chirp signaling in flight and when stationary.  
 
 
Figure 8.1.  Doppler concept illustration for chirp spread spectrum system.  
 
In our time-frequency representation, we can show the Doppler effect on example 
linear chirp signals as illustrated in Fig. 8.2. Any given user’s signal experiences a shift in 
frequency, and if large enough, this shift may cause the signal’s frequency-domain content 




Figure 8.2.  Time-frequency domain representation of Doppler effect on a specific linear 
chirp signal (𝒔𝟎𝟎).  
 
As we have noted previously in this dissertation, the effect of any signal upon any 
other signal is quantified by the cross-correlation. In case of no Doppler shifts, the cross-
correlation between any two signals (m and k) for the fully synchronized situation can be 












As we have noted, when synchronized and aligned in frequency (i.e., no Doppler 
shifts) the cross-correlation expression is always zero for any value of k and m. In our 
analysis of Doppler shifts, we consider constant velocity for the transmitter (or receiver) 
with the receiver (or transmitter) fixed in position, i.e., one platform is non-mobile. The 
analysis of acceleration and any higher-order kinematic temporal derivatives (e.g., 
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acceleration, jerk) is reserved as an area for future work. Also, we focus on the case where 
the channel has a strong LOS component, and the Doppler spread caused by multipath 
components can be neglected; this too could be an area for future investigation. 
If we consider a Doppler shift of ∆𝑓 for one user (m) signal in an N user system, 
the cross-correlation expression can be written as,  
 















































To help interpret (8.2), we consider an example five-user signal set. For the situation in 
which only the user m=0 signal has a Doppler shift, the cross-correlation that user k=1 
experiences for a range of Doppler shifts equal to B=N/T =5/T Hz is plotted in Fig. 8.3.  
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Figure 8.3.  Cross-correlation magnitude that user k=1 signal experiences due to Doppler 
shift of user m=0 signal, in a five-user system. 
We can see as the user m=0 signal is Doppler shifted in frequency, the correlation increases 
to a maximum when the two user signals overlap each other (𝜌10 = 1 when the shift is 
(𝑘 − 𝑚)/𝑁. As the signal Doppler frequency further increases, this overlap eventually 
occurs with other user signals, and the cross-correlation with the user 1 signal reaches zero. 
We validate our analysis with the numerically computed result. Note that we normalize the 
Doppler shift since larger values of Doppler shift have no effect on the signals when they 
are outside their subband.  
Similarly, the cross-correlation that user k=2 experiences is shown in Fig. 8.4. As 
expected, the peak occurs when the user 0 signal’s Doppler shift is exactly equal to the 




Figure 8.4.  Cross-correlation magnitude that user k=2 signal experience due to the Doppler 
shift of user m=0 signal, in a five user system. 
The analytical and numerical results for N=10 user signals, with cross-correlations 
that user k=1 and k=5 signals experience, are plotted in Fig.8.5 (a) and (b), respectively. 
As with the previous two figures, we can predict the peak values at Doppler shift values 
corresponding to complete overlap in frequency. 
 
                                    (a)                                                                   (b) 
Figure 8.5.  (a) Cross-correlation magnitude vs. normalized Doppler shift ∆𝑓 that user 
k=1 signal experiences due to the user m=0 signal Doppler shift in an N=10 user system. 
(b) Cross-correlation vs. normalized Doppler shift ∆𝑓 that user k=5 signal experiences 
due to the user m=0 signal Doppler shift in an N=10 user system. 
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Now we can compare the three chirp waveforms discussed in the previous chapter 
in terms of resilience to the Doppler shift. Fig. 8.6 shows the cross-correlation from the 
perspective of user signal k=1 versus normalized Doppler shift for the three chirp 
waveforms—linear, sinusoidal, and quartic—when user m=0 has Doppler shift. An 
analogous plot for user k=5 is presented in Fig. 8.7. 
 
Figure 8.6. Cross-correlation magnitude with user k=1 signal versus normalized Doppler 




Figure 8.7.  Cross-correlation magnitude with user k=5 signal versus normalized Doppler 
shift for three chirpwaveforms in a set of N=10 users. 
We can see in both investigated cases that the quartic chirp signals have smaller cross-
correlation peaks, whereas the other two waveforms experience a larger correlation when 
two signals overlap. A graphical explanation is that the nonlinear TF signals have a time-
frequency curve shape that results in less correlation—some of the quartic signals have 
distinct shapes, and hence “full overlap” does not occur. As can be seen from the figures, 
this does not mean that the quartic case is always better in all Doppler shifts, but it can be 
an advantage for some ranges of Doppler shifts.  
In order to gain insight into the range of cross-correlation values, a histogram of all 
possible correlation values that all users experience during one signal’s Doppler shift (user 
m=0) is plotted in Fig. 8.8. This figure plots correlations for signal 0 Doppler shifted by up 




Figure 8.8.  Histogram of all possible cross-correlation values that users experience when 
user m=0 has Doppler frequency up to 2N/T=20/T Hz, for an N=10 user system. 
Fig. 8.8 only presents histograms for the linear and quartic cases. We see again that the 
linear signals attain peak correlations with magnitude unity whereas the quartic signals do 
not. Analogous histograms for a set of N=20 user signals are presented in Fig. 8.9. 
 
Figure 8.9.  Histogram of all possible cross-correlation values that users experience when 
user m=0 has Doppler frequency up to 2N/T=40/T Hz, for an N=20 user system. 
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Again, with a larger number of users (and larger total system bandwidth) we see 
fewer correlation values around the maximum for the quartic case. The histograms in 
Figures 8.8 and 8.9 show that although in a case by case performance evaluation we cannot 
show that the quartic case is always superior to the linear, if we consider all users with a 
distribution of all Doppler shifts possible, the quartic will never yield the peak values of 
correlation that the linear case does.  
8.2 BER PERFORMANCE IN PRESENCE OF DOPPLER SHIFTS 
Next we turn to BER performance in the presence of Doppler shifts. Some coherent 
BER performance examples are presented in Fig. 8.10, to show how performance changes 
with the Doppler shift. In this scenario, the user k=1 signal has no Doppler shift, and all N-
1=10-1=9 other user signals experience a deterministic Doppler that shift ranges from 0 to 
B, we then average out the cross-correlation value and show three different Doppler points 
that has totally different BER performance results. We use the peak values of Doppler shift 
labeled as (a), (b) and (c) and calculate BER performance for user k=1 where the other N-
1 users experience specific Doppler shifts defined as in (a), (b) and (c); subsequently, we 
present average BER performance over all users.  
 




                             (c)                                                                             (d) 
Figure 8.10. BER for user k=1 signal vs. SNR for the three chirp waveforms (linear, 
sinusoidal, and quartic) when the other N-1=9 user signals have three distinct values of 
Doppler shift: (a) ∆𝑓 = 0.052B, (b) ∆𝑓 = 0.076B, (c) ∆𝑓 = 0.106B . Figure (d) shows the 
average cross correlation for ∆𝑓 =0 to B. 
This figure is an example of variation in performance of three investigated signals 
in the presence of Doppler shifts. The three points (a,b and c) chosen for performance 
evaluation of the coherent CSS system are the respective peaks of the average 𝜌 vs. ∆𝑓 /B 
plots, as seen in Fig. 8.10. For these results, we shifted each individual user signal’s starting 
and ending frequency except for that of the selected user under investigation (k=1). We 
then found cross correlations between the selected user and one of the shifted signals and 
then average the cross correlation between all pair of signals. Note again that here we see 
that at zero Doppler shift the quartic signal is not the best waveform since as noted in 
Chapter 5, even with no Doppler shift, in synchronous conditions our nonlinear waveforms 
have a non-zero (but small) cross correlation. Overall we can claim the quartic chirp design 
has better performance than the other two signal sets considering all users in all Doppler 
shifts.  
Theoretically, we can make use of the Doppler cross correlation expression in (8.2) 
in the BER expressions we found for coherent detection in (4.24) and noncoherent 
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detection in (7.34). This yields the BER performance example plotted in Fig. 8.11. For this 
specific Doppler value we see how the quartic signal case improved performance to no 
doppler orthogonal linear performance.  
 
Figure 8.11.  BER vs. SNR for the two chirp waveforms (linear,and quartic) for different 
values of Doppler shift that user k=3 experiences for N=12 when the N-1 other users are 
Doppler shifted. Results (4.24) for coherent (7.34) for noncoherent detectors. 
 
8.3 COMBINED EFFECTS OF DOPPLER AND ASYNCHRONISM 
In many realistic channels, platforms experience clock jitter/drifts, imperfect timing 
estimation, and movement that causes both asynchronism and Doppler shifts. These effects 
can degrade the performance even more than a single non-ideality such as asynchronism 
or Doppler shift alone, and hence analyzing performance in the presence of these multiple 
imperfections is practically important. In this section, we consider both Doppler shifts and 
asynchronism effects and analyze the cross-correlation and our system performance under 
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both effects. Fig. 8.12 shows the time-frequency domain for the user 𝑠00 linear chirp signal 
that is not only shifted in time but is also shifted in frequency from Doppler.  
 
Figure 8.12.  Time-frequency domain representation of Doppler and asynchronism effects 
for linear chirps. 
 
The cross-correlation between any two signals indexed 𝑚 and 𝑘, with signal m 
offset in time by  and Doppler shifted by ∆𝑓 can be written as, 
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𝑗𝜋(𝑘2𝑇2 + 2𝑘𝑁𝑇𝑡 − 𝑚2𝑇2 + 2𝑚𝑁𝑇(𝜖 − 𝑡) + 𝑁(𝑁𝜆(2𝑡 − 𝜖) − 2∆𝑓𝑇2𝑡))
𝑁𝑇2
)




where 𝐶 is the integral constant,  the delay caused by asynchronism and ∆𝑓 is the Doppler 
shift. 
 As previously described in (Chapter 5), we have to divide the integral into two parts 
as,  
 




















+ ∫exp( j𝜋 (
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2𝜋(∆𝑓𝑇2 − 𝑘𝑇 +𝑚𝑇 − 𝑁𝜖)
× [exp(−𝑗𝜋 (
















2𝜋(∆𝑓𝑇2 − 𝑘𝑇 +𝑚𝑇 − 𝑁(−𝑇 + 𝜖))
× [exp(−𝑗𝜋 (




𝑘2𝑇2 −𝑚2𝑇2 + 2𝑚𝑁𝑇(−𝑇 + 𝜖) + 𝑁(𝑁(−𝑇 + 𝜖)(−𝜖))
𝑁𝑇2
))] 
Figure 8.13 shows cross-correlation that (a) user two and (b) user four experiences 
from the Doppler shift of the user m=0 signal for 𝜖 = 0.1𝑇. An interesting observation is 
that we no longer see perfectly orthogonal (𝜌𝑚𝑘 = 0) conditions for any Doppler shifts 
because of the time-shifting. Similarly we do not experience full overlap (𝜌 = 1). This 
leads to a hypothesis that Doppler shift along with asynchronism may prevent peak cross-
correlations. 
 
                             (a)                                                              (b) 
Figure 8.13.  Cross-correlation magnitude versus normalized Doppler shift that (a) user 
k=4 and (b) user k=2 signal experience due to the Doppler shift plus asynchronism of the 
user m=0 signal, for 𝜖 = 0.1𝑇 in an N=5 user system. 
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Analogous results appear for a system with N=10 users as plotted in Fig. 8.14. Here 
again correlations reach neither the maximum possible value (𝜌=1) nor the minimum 
orthogonal value (𝜌=0). Figure 8.15 shows cross-correlation for different values of 𝜖 that 
the user k=2 signal experiences in an N=5 user system.  
 
                             (a)                                                                  (b) 
Figure 8.14.  Cross-correlation magnitude versus normalized Doppler shift that (a) user 
k=2 and (b) user k=4 signal experience due to the Doppler shift plus asynchronism of the 
user m=0 signal for 𝜖 = 0.1𝑇 in an N=10 user system. 
 
                             (a)                                                                 (b) 
Figure 8.15.  Cross-correlation magnitude that user k=2 signal experiences due to the 
Doppler shift plus asynchronism of the user m=0 signal for (a) 𝜖 = 0.3𝑇, (b) 𝜖 = 0.6𝑇 in 
an N=10 user system. 
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Another interesting observation here is that if we compare Fig. 8.15 with Fig. 8.5, 
we observe less severe or large value cross correlations when we have both Doppler plus 
asynchronism. Note that this does not prove better performance in such conditions, but is 
an interesting observation.  
8.4 PERFORMANCE EVALUATION OF PROPOSED NONLINEAR CASES 
UNDER DOPPLER AND ASYNCHRONISM 
After quantifying the effects of Doppler and asynchronism together for some 
example cases, now we want to investigate our proposed nonlinear chirp designs in such 
conditions, and compare with the linear and other nonlinear chirps. The cross correlations 
versus normalized Doppler shift for 𝜖 = 0.05𝑇 for different values of N are plotted in Fig. 
8.16. In these graphs, we plot the correlation that the user k=4 signal experiences when 







Figure 8.16.  Cross-correlation magnitude vs. normalized Doppler shift for user k=4 due 
to the Doppler shift plus asynchronism of other users signal for 𝜖 = 0.05𝑇 for (a) N=10, 
and (b) N=50 users, and (c) with the same timing offset  and N=10 for several other chirps 
in the literature, i.e., linear LFM [13], nonlinear quadratic and nonlinear exponential [40]. 
The specific linear LFM definition is provided in Chapter 2 and [13].  
As we can see in Fig. 8.16 (a) and (b), the nonlinear quartic case has lower peaks 
but a broader main lobe in its values of cross-correlation. In Fig. 8.16 (c), we illustrate the 
correlations for linear and some nonlinear chirps from the literature to show that the 
nonlinear chirps have this reduced-correlation-peak advantage over the typical linear chirp. 
Note that as mentioned in Chapter 5, the other nonlinear chirps also have other 
disadvantages in comparison to our proposed nonlinear signals, such as amplitude 
variation, bandwidth variation, and larger peak to power ratio).  
We marked two points (A and B) in Fig. 8.16 (a), to investigate BER performance 





                             (a)                                                           (b) 
Figure 8.17.  BER vs. SNR performance for two discrete values of Doppler shift (points in 
Fig. 8.16(a)) of user k=4 experience when other users experience two different Doppler 
shifts (a) A, and (b) B. 
Note that for a clear plot we show only the linear and quartic signal performance. 
From Fig. 8.17, we can see that each user individually may experience different 
performances with different Doppler shift values. Therefore, we still cannot conclude 
which signal is better in such conditions. We also observe different amounts of degradation 
when going from coherent to non-coherent detection. Obviously, this is only the effect that 
one user signal experiences.  
We next show histograms of all cross correlations in Fig. 8.18, for all users, when 
𝜖 = 0.05𝑇 and Doppler changes from 0 to B. This means we selected one user with no 
delay and no Doppler, and all other users experience delay and Doppler shifts and we 
calculated the cross correlation. Subsequently, we repeat the same procedure for each user 
signal until we calculate all cross correlation values. As Fig. 8.18 presents, the quartic case 
has smaller maximum cross correlation values overall. Note that the nonlinear cases have 
more moderate (small) cross correlation values and less large values of cross correlation. 
The correlation standard deviations in Fig. 8.18 (a) for linear, sinusoidal, and quartic cases 
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are 0.155, 0.1537, and 0.1335, respectively and for Fig. 8.18 (b) with N=50, 0.0714, 0.0691 
and 0.0614.  
 
                             (a)                                                          (b) 
Figure 8.18.  Cross-correlation that all users experience due to the Doppler shift plus 
asynchronism of 𝜖 = 0.05𝑇, for (a) N=10 and (b) N=50 user signals. 
8.5 SIMULATION RESULTS FOR A REALISTIC AG SCENARIO 
To complete this chapter, we defined an aeronautical (AG) example application of 
our proposed multiuser CSS system. The defined scenario includes five airplanes 
representing N=5 users as illustrated in Fig. 8.19.  
 
Figure 8.19. Scenario overview for simulation. 
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In this scenario, pertinent to civil aviation, all airplanes are in flight toward an 
airport. Here we neglect accelerations, and the receiver at the ground station is stationary; 
relative speed is only the speed of the aircraft. All users use C-band, in the 5.2 GHz 
frequency range, have unequal energy signal Gaussian distributed at the receiver with 
𝜇𝑒 =0 dB mean and 𝜎𝑒 =3 dB standard variation value. Aircraft velocity is modeled as 
selected from a Gaussian distribution with a mean value of 𝜇𝑣 =600 km/h and a standard 
deviation of 𝜎𝑣 =50 km/h. The system bandwidth values for binary CSS are set to be 𝐵1 =
50 𝑘𝐻𝑧 and 𝐵2 = 5 𝑀𝐻𝑧 (𝐵 ≪ 𝑓𝑐)—we evaluate for two different signal bandwidths. The 




) = 5.77 𝑘𝐻𝑧 and a standard deviation of 𝜎𝐷 = 0.48 𝑘𝐻𝑧. We 
assume data is transmitted continuously from aircraft to the receiver at the airport 
(downlink). Here we assume the user transmitters has clocks with drift (𝜖) that is modeled 
as Gaussian with mean 𝜇𝜖 =0.1T and standard deviation of 𝜎𝜖 = 0.05𝑇. The simulation 
parameters are presented in Table. 8.1.  
Table 8.1. Parameters of defined AG chirp simulation scenario. 
Numer of users (N) 5 
Center frequency (𝑓𝑐) 5.2 GHz 
Bandwidth (B) 50 kHz 5 MHz 
Doppler shift (∆𝑓) 𝒩(0.11𝐵, 0.0096𝐵) 𝒩(0.00115𝐵, 9.6 × 10−5𝐵) 




The Doppler shift over one FSK subband’s bandwidth for the two example values 
of bandwidth can be found as 𝒩(0.11𝐵, 0.0096𝐵) and 𝒩(0.00115𝐵, 9.6 × 10−5𝐵). 
Using these parameters in our simulation we generated BER performance results for both 
a specific user, in Fig. 8.20, and the for the average BER performance over all users in Fig. 
8.21. Note that here we imposed Doppler and asynchronism on all user signals except the 
“reference” user signal k=3. 
 
                             (a)                                                             (b) 
Figure 8.20.  BER vs. SNR performance for user (k=3) in the presence of Doppler shifts 
on all other user signals, plus asynchronism for (a) B=50 kHz (b) B=5 MHz signal, for 
N=5 user coherent system. 
We can observe the better performance of the quartic chirps in this scenario. The 
average BER performance over all aircraft appears in Fig. 8.21 (a) and (b) for B= 50 kHz 
and B= 5 MHz respectively, and we chose different values of bandwidth to show the 
absolute effect of Doppler. Figure 8.21 conveys an interesting fact that Doppler shifts can 
improve the performance for linear and sinusoidal chirp signals more than for quartic 
signals, while the quartic chirps already achieve some of this by having different TF shapes 
and avoiding full TF overlaps. Note that the randomly selected delays and Doppler shifts 
are different random variables for the two different signal bandwidths, hence these results 
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in Figures 8.20 and 8.21 are just two representative examples of performance in the 
presence of these impairments. 
 
                                  (a)                                                       (b) 
Figure 8.21.  Average BER vs. SNR performance for all users in the presence of Doppler 






CONCLUSIONS AND FUTURE WORK 
In this dissertation, we explored chirp signaling for future communication systems. 
We briefly introduced chirp applications in the literature and investigated channel 
characterization using chirp signaling. We discussed an implementation of FMCW (chirp) 
sounders using SDRs for VLL UAS. We then reviewed two types of chirp detectors and 
discussed their relative merits. Experimental results were provided for an emulated UAS 
experiment, illustrating the ability of the SDR chirp sounder to yield estimates of channel 
power delay profiles and scattering functions (delay-Doppler functions). We performed an 
experimental measurement campaign for our chirp sounding techniques using a small 
drone and two software defined radios and presented results. We analytically found cross 
correlation and BER expressions for coherent and noncoherent chirp spread spectrum 
receivers, and validated our theoretical findings with simulation results. Next, we 
investigated the effect of asynchronism and Doppler on our CSS signals, and presented 
new CSS designs that employ a non-linear trajectory in the time-frequency plane. In 
contrast to other nonlinear chirps in the literature, our new designs retain the desirable 
constant-envelope property and have equal bandwidths for all user signals. Finally, we 
evaluated our new CSS signal designs on realistic aeronautical channels.  
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9.1 DISSERTATION CONCLUSIONS 
From a communication perspective, multi-user chirp spread spectrum system 
performance in synchronous, quasi-synchronous, with Doppler shifts, and both 
asynchronism and Doppler shift conditions have been investigated, both for the classic 
linear chirp and two new nonlinear chirps. As we have noted throughout, our new designs 
essentially outperform all existing chirps for these conditions. We derived a closed form 
expression for the cross correlation for the linear chirps, and closed-form expressions for 
the bit error ratio for coherent and non-coherent binary multi user chirp spread spectrum 
signaling in quasi-synchronous conditions. These BER expressions are general, and can be 
used for arbitrary chirp signal designs as long as cross-correlations can be computed. The 
BER pertains to our FSK-like signaling approach. 
We validated our analysis via numerical and simulation results, and provided 
example correlation statistics for the linear and our new nonlinear chirps. The linear chirps 
are generally best in perfectly synchronized cases, but we showed that since our nonlinear 
cases use more “time-frequency space,” they can outperform nearly all other chirp designs 
we have evaluated, for a range of assumed Gaussian-distributed timing offsets. The 
performance of our new designs is particularly superior in non-fully-loaded systems. Our 
new quartic nonlinear chirp design performs best among all candidate chirp signals in 
asynchronous conditions.  
We also illustrated performance improvements of our new designs over a realistic 
dispersive air-ground channel. We simulated performance in some “canonical” Rician 
fading channels, and in realistic aeronautical channels based on extensive measurements. 
The BER performance of our proposed quartic chirps is superior to that of the linear chirps 
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for these practical AG channels. In addition, we analyzed Doppler shift effects on linear, 
sinusoidal, and quartic chirp signal sets. We evaluated cross-correlation for these three 
waveforms and showed that our quartic nonlinear case, as well as other nonlinear signals 
in the literature, exhibits smaller peak cross-correlation values. Finally, to evaluate a more 
realistic situation, we imposed both Doppler and asynchronism together, and evaluated our 
coherent and noncoherent receiver performance. We observed that the performance is 
highly dependent on the specific Doppler shift values, but our new nonlinear chirp signals 
still perform well.  
 
9.2 FUTURE WORK 
Possible extensions of this dissertation work are listed below: 
• Implemention of a multi-user CSS system using software defined radios and 
evaluation of the BER performance, and comparison with simulation and 
analytical results. 
• Investigation of M-ary CSS modulation, BER performance evaluation via 
analysis and simulations. 
• Exploration of other modulations that do not rely on the FSK-like structure. 
This could be an “OFDM-like” design, or designs that use non-conventional 
time-frequency plane trajectories (e.g., the “PPM-like” IoT chirps). 
• Exploration of the use of “mixed” nonlinear (and linear) chirps in the same 
system. For example, one might employ some quartic, some sinusoidal, and 
some linear chirps simultaneously. 
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• Evaluation of our nonlinear chirp designs in other types of channels, e.g, highly 
dispersive terrestrial channels, rapidly fading underwater acoustic channels, etc. 
• Search for additional, alternative nonlinear signal designs that retain 
orthogonality in fully synchronous conditions and also perform better than 
linear chirps in quasi-synchronous, Doppler or other conditions. 
• Investigate the security improvements attainable with chirp communication 
systems that vary chirp TF trajectories over time, i.e., via “chirp pattern 
hopping.”  
• Investigate and compare the proposed chirp system with classic aeronautical 
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𝜗𝑠𝑖𝑛𝑐(𝜗 ) = 𝛿( ) 
 
(A1) 
where in our case, specifically = 𝑡 − 𝜏 and 𝜗 = 𝐵 = 2𝑁𝑀/𝑇. Getting the Fourier 
transform of (62) we can write, 
 






)              
 
(A2) 
where Π(∗) is a rectangular function. It can be shown that Y(0)=1 for any 𝜗. Now we 
investigate if 𝑦(𝜏) exhibits the sifting property of the Dirac delta, that is,  
 
∫ℎ(𝑡)𝑦(𝑡 − 𝜏)𝑑𝑡 = ℎ(𝜏) 
 
(A3) 
where h is an arbitrary function (well-behaved, e.g., square-integrable, etc.) and 𝑦( ) is 
defined as, 




We use the definition of convolution, written as,  
 
(ℎ ∗ 𝑣)(𝑥) = ∫ℎ(𝜏)𝑣(𝑥 − 𝜏)𝑑𝜏 
 
(A5) 
By substituting 𝑣(𝑥) = 𝑔(−𝑥) in (A5), 
 (ℎ ∗ 𝑣)(𝑥) = ∫ℎ(𝜏)𝑣(𝑥 − 𝜏) 𝑑𝜏 = ∫ℎ(𝜏)𝑔(𝑥 − 𝜏)𝑑𝜏 (A6) 
Setting g to our function y, ∫ℎ(𝑡)𝑦(𝑡 − 𝜏)𝑑𝑡 = ℎ(𝜏) ∗ 𝑦(−𝜏). Then we take Fourier 
transform to obtain. 
 
ℱ{ℎ(𝜏) ∗ 𝑦(−𝜏)} = 𝐻(𝑓)𝑌(−𝑓)  = ℎ(𝜏)           
 
(A7) 
Via the properties of the Dirac delta, if y(t) is 𝛿(𝑡), ℱ−1{𝐻(𝑓)𝑌(−𝑓)}= ℎ(𝜏), thus 
 
ℱ−1{𝐻(𝑓)𝑌(−𝑓)} = ℱ−1{𝐻(𝑓)𝑌(𝑓)}












NONCOHERENT CSS INTEGRAL 
Here we find a solution for the following integral, 
 








We know that, 
 





By substituting (B2) into (B1),  
 









) 𝐼0(𝑎𝑥𝑏) − 𝑄(𝛼𝑥, 𝛽))𝑑𝑥   
























































































































        
𝑓𝑜𝑟 𝐴 > 0, 𝐵 > 0 𝑎𝑛𝑑 |arg  𝜏| <
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Now we denote the third term of (B8) F,  
 










From Marcum Q function properties we have,  
 𝜕𝑄(𝐴, 𝐵)
𝜕𝛽
= −𝐵 exp (−
𝐴2 + 𝐵2
2
) 𝐼0(𝐴𝐵),  
 
(B10) 
then by taking the derivative of F with respect to 𝛽, we can write,  
 𝜕𝐹
𝜕𝛽
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(B13) 




































































































































































































Finally, we can write,  
 
𝐼 =
1
𝑝2
[exp (
𝑐2
2𝑝2
)𝑄 (
𝛽𝑝
√(𝛼2 + 𝑝2)
,
𝑎𝑐
𝑝√(𝛼2 + 𝑝2)
)
− (
𝛼2
(𝛼2 + 𝑝2)
) exp(
−𝑝2𝛽2 + 𝑐2
2(𝛼2 + 𝑝2)
) 𝐼0 (
𝑎𝛽𝑐
𝛼2 + 𝑝2
)]. 
 
 
(B17) 
 
