Abstract-In bibliographies like DBLP and Citeseer, there are three kinds of entity-name problems that need to be solved. First, multiple entities share one name, which is called the name sharing problem. Second, one entity has different names, which is called the name variant problem. Third, multiple entities share multiple names, which is called the name mixing problem. We aim to solve these problems based on one model in this paper. We call this task complete entity resolution. Different from previous work, our work use global information based on data with two types of information, words and author names. We propose a generative latent topic model that involves both author names and words -the LDA-dual model, by extending the LDA (Latent Dirichlet Allocation) model. We also propose a method to obtain model parameters that is global information. Based on obtained model parameters, we propose two algorithms to solve the three problems mentioned above. Experimental results demonstrate the effectiveness and great potential of the proposed model and algorithms.
I. INTRODUCTION
Bibliography websites like DBLP [1] and Citeseer provide much convenience for scientists and researchers to search or browse the citations of papers. A citation includes authors' names, paper title, venue of publication, publication year, etc. The information are very useful. But there are problems about the correctness of the information. Entities, particularly authors, are frequently inconsistent with their names. We identify three major entity-name problems -the name sharing problem, the name variant problem and the name mixing problem. These problems cause confusion for users of bibliography websites. Now we use real examples to explain these problems.
The name sharing problem A full name may be shared by multiple authors. DBLP bibliography treats these authors as one entity and lists all citations under the shared name in a single page. And users of DBLP cannot distinguish those authors with the same full name. This causes confusion and handicaps the usage of this bibliography. We call this problem the name sharing problem or multiple-entity-one-name problem.
In Figure 1 (left), all 23 citations with the full name Michael Johnson are listed in a single web page at the DBLP website. But based on our investigation, citations listed under this name are from five different entities.
This problem has attracted much attention from researchers in recent years. Different names for this problem are name disambiguation [2] [3], object distinction [4] , mixed citation [5] and author disambiguation [6] .
The name variant problem
The second problem is called the name variant problem or one-entity-multiple-name problem. An author may have multiple full names which are called name variants of this author. But DBLP treats these full names as from different entities and lists them in separate web pages. For example, in Figure 1 (right), Clement Yu and Clement T. Yu represent the same entity. But DBLP treats them as the names of two entities and lists the citations in separate web pages.
This problem has been also referred to as the entity resolution [7] or split citation [5] problem. And it has been researched for quite a few years because of its strong connection with data cleaning and record linkage.
The name mixing problem The two problems above may intertwine. In that case, multiple entities share multiple names. This is called the name mixing problem or multiple-name-multiple-entity problem. For example, in Figure 2 , four entities share the name Guohui Li and two of them share another name Guo-Hui Li. But citations under Guohui Li and those under Guo-Hui Li appear in separate web pages in DBLP. Solving this problem requires solving name sharing problem and name variant problem simultaneously.
Challenges and potential solutions
The three problems are very challenging. First, authors may move from one place to another, so their coauthors may change significantly. That makes it difficult to integrate citations before and after their moves. Second, authors may change research interests and collaborate with a wide variety of other researchers. If they share identical names, it is difficult to differentiate their citations. Third, the two scenarios above may happen simultaneously and cause more intricacies. Furthermore, for the name mixing problem with the two scenarios, intricacies would be very extensive.
We try to see through these intricacies and describe citations and documents by something invariant, the global information for a corpus or a bibliography. We explain it with the help of an example of two citations. Inspired by the LDA model [8] , we try to catch global information by topic. we propose the LDA-dual model in which we extend the notion topic in LDA. While it is only a Dirichlet distribution over words in the LDA, a topic is represented by two Dirichlet distributions in the LDA-dual, one over words and the other over author names. Then a topic is characterized by a series of words and a series of author names. For example, topic physics might be characterized by "relativity" and "Einstein", and other words and names.
Topics come from the whole corpus, so we call them global information. Author names, the paper title, etc for a citation are called local information. The two citations above have little local information in common, but they probably have much global information in common that helps estimate similarity of two citations.
Complete entity resolution
We propose the notion of complete entity resolution to refer to the three entity-name problems in a bibliography. Previous work does not solve the three problems simultaneously.
Work in [7] is aimed at entity resolution. It is aimed at solving only the name variant problem and using only author names in citations. In this paper, we solve name sharing and name variant problem, and use both author names and words, both global and local information of documents.
We first learn the LDA-dual model to grasp global information, for representing a citation by a vector that is a mixture of topics. The topic similarity of two citations is computed based on two vectors. Other similarities are computed based on local information like coauthor names, titles, etc. Based on these similarities, a classifier is used to decide if two citations are from the same person. And based on the classifier, we propose two algorithms to solve the name sharing problem and the name variant problem.
Contributions
Our contributions in this paper are summarized below.
• We propose a generative model, LDA-dual. Different from previous models, the model involves two types of datawords and author names.
• We propose an approach to obtain the model parameters for a corpus. And we deduce a series of conditional probabilities in support of Gibbs sampling. Different from previous work, hyperparameter vectors α, β and γ are also included in the sampling process by means of Metropolis-Hasting within Gibbs.
• Based on the model parameters, we propose two algorithm to solve the name sharing problem and the name variant problem.
The rest of the paper is organized as follows. In Section II we propose the LDA-dual model. Section III presents how to learn model parameters by Gibbs sampling. Section IV discusses LDA-dual's application in entity, including two algorithms for the name sharing and name variant problems. Section V reports experimental results. Section VI is related work. Section VII is conclusion. Appendix is proofs of propositions.
II. THE LDA-DUAL MODEL To obtain global information of a corpus, we propose a generative latent topic model that we called the LDA-dual model as shown in Figure 3 . The explanations to the symbols are included in Table I . This is a kind of graphical model [9] . There is a conditional dependence assumption for this kind of model, i.e., each node in Figure 3 is conditionally independent of its non-descendants, given its immediate parents [10] . The assumption is the basis for most derived conditional probabilities in Sections II and III in this paper.
The LDA-dual model is extended from the Latent Dirichlet Allocation (LDA) model [8] . The LDA model has two basic assumptions. First, every document is a mixture of topics. Second, every topic is a Dirichlet distribution over words in the vocabulary. The LDA model has been widely applied to analyzing documents that include one type of information like words. But It has not been applied to documents that contain two or more types of information, such as a bibliography that includes both words and author names, a demographic document that includes words, person names and place names, etc. To apply to documents containing author names as well as words, we extend LDA in our model by adding the third assumption -every topic is a Dirichlet distribution over all author names.
In our model, words and author names are generated in a parallel manner for a document. Specifically, given the number of words and the number of author names, this model generates every word by first choosing a topic and then choosing a
? Fig. 3 . The LDA-dual model. w and a are observed variables. The notations of the model are given in Table I. word according to the topic's Dirichlet distribution over words.
And it generates every author name by first choosing a topic and then choosing an author name according to the topic's Dirichlet distribution over author names. The latent variable topic is slightly different from that in LDA. To understand that easily, we can think of a topic as a research group, a group of people who share research interests and coauthor papers, because a research group includes information for both words and author names. In Section III, we learn this model by Gibbs sampling. In Section IV, we present an application of this model to complete entity resolution. After all, this model can also be applied to other domains in which documents include two types of information.
A. Documents
We first define documents that include two types of information. It is called words and author names in this paper, but it can have other names for different domains. 
D } and the author names part is
A sample of topic is a topic that is drawn from the set of topics T and corresponds to a word or an author name in a document. It is denoted by z (w) if corresponding to a word, or z (a) if corresponding to an author name. A sample of topic can be considered as a mapping from a word or an author name to a topic.
B. Generative process
Two probability distributions are involved in this modelthe Dirichlet distribution and the multinomial distribution.
(a). Dirichlet distribution In the LDA model [8] and the LDA-dual model, we obtain a mixture of topics, denoted by θ, by drawing a sample from a 
. Here θ is a T -dimensional vector and T t=1 θ t = 1, where θ t is the tth component of θ. In this paper, hyperparameter α is a vector and called Dirichlet prior vector. Here α t > 0, where α t is the tth component of α. Γ(·) is the Gamma function [11] .
Similarly, φ is drawn from a Dirichlet distribution with hyperparameter β. ψ is drawn from a Dirichlet distribution with hyperparameter γ.
(b). Multinomial distribution In the LDA model [8] [12] , given a mixture of topics θ, one topic is drawn from a probability distribution. This distribution is a special case of the multinomial distribution of n independent trials, with n = 1. A word is drawn from the multinomial distribution with the parameter φ. In addition, in the LDA-dual model, an author name is drawn from the multinomial distribution with the parameter ψ.
The Dirichlet distribution is conjugate prior of the multinomial distribution. This relationship helps integrate some intermediate latent variables like θ, φ and ψ in parameter estimation in Section III.
Based on the Dirichlet distribution and multinomial distribution, this model involves several generative steps which are represented by nodes and arrows between nodes as shown in Figure 3 . Steps 1 and 4 below appeared in [8] , and Steps 2 and 6 appeared in [12] . Steps 3, 5 and 7 are introduced in this model.
θ|α ∼ Dirichlet(α):
For a document, choose a mixture of topics θ from a Dirichlet distribution with hyperparameter vector α. For a corpus of D documents, there are D such θ's and they construct a D × T matrix, denoted by Θ. Each row of Θ is a θ corresponding to a document. θ d denotes the dth row that corresponds to the dth document.
2. φ|β ∼ Dirichlet(β): For a topic, choose φ from a Dirichlet distribution over words with hyperparameter vector β. Since we have T topics altogether, there are T such φ's and they construct a T × W matrix, denoted by Φ. Each row of Φ is a φ corresponding to a topic. φ t denotes the tth row that corresponds to the tth topic.
3. ψ|γ ∼ Dirichlet(γ): For a topic, choose ψ from a Dirichlet distribution over author names with hyperparameter vector γ. There are T such ψ's and they construct a T × A matrix, denoted by Ψ. Each row of Ψ is a ψ corresponding to a topic. ψ t denotes the tth row that corresponds to the tth topic.
4.
For a word in a document, choose a sample of topic z
given θ, a mixture of topic for the document. This is a multinomial process.
z (a) |θ ∼ M ultinomial(θ):
For an author name in a document, choose a sample of topic z (a) given θ, a mixture of topic for the document. 6 .
Choose a word w, given a sample of topic z (w) and its corresponding φ, the distribution over words for topic
Choose an author name a, given a sample of topic z (a) and its corresponding ψ, the distribution over author names for topic z (a) . Definition 3: A topic assignment z of a document d is the set of samples of topics for this document. We define
. z is called the total topic assignment, and z (w) and z (a) are called partial topic assignments. Definition 4: A topic assignment Z is a set of samples of topic for a corpus D.
and z A topic assignment can be understood as a function that maps from a collection of words and author names to the set of topics, while the sample of topic is a mapping from a word or an author name to a topic.
C. An illustrative example
Here is an example for explanation. This is a case of the name mixing problem. Two entities share two namesGeorge Bush and George W. Bush.
Example 1: A tiny corpus includes only two documents. Document #1 includes three citations under George Bush: 
D. The probability of a corpus
We intend to derive the conditional probability of corpus D given α, β and γ to see if we can estimate parameters by EM algorithms. We can obtain the probability of a document d, by summing over z and integrating over θ, Φ, Ψ:
(1) Based on the probability of a document, we obtain the probability of a corpus:
The integrals in Formula (1) are intractable [13] [8], due to the coupling of z (w) and φ, and that of z (a) and ψ. So It is quite difficult to estimate parameters α, β and γ by EM algorithms.
Fortunately, some approximate inference algorithms could be used in this case, such as variational approximation [8] We extended the work in [7] [12]. [7] [12] used Gibbs Sampling for the LDA model. In their work, Dirichlet priors like α are single values, instead of vectors. Also, Dirichlet priors are fixed and excluded from sampling process. Furthermore, their sampling process involves only one kind of information -words [12] or author names [7] .
Instead, in our sampling process, two types of data, both words and author names, are considered in our algorithm. And Dirichlet priors α, β and γ are vectors and they are included in the sampling process as well as samples of topic. The method of Metropolis-Hasting within Gibbs [17] is employed to sample Dirichlet prior vectors.
A. Posterior distribution
In order to estimate model parameters, we simulate the posterior distribution of model parameters given a corpus. We do not need to include all model parameters in the distribution, some parameters can be eliminated. Specifically, θ can be integrated out, because the Dirichlet distribution of θ is conjugate prior of the multinomial distribution of Z. For the similar reason, φ and ψ can be integrated out.
Then we just need the posterior distribution of α, β, γ and topic assignment Z, given a corpus D. That is the critical part for Gibbs sampling.
According to generative processes of the LDAdual model in Figure 3 , considering the conditional independence assumption, we have the joint probability for a document:
In a similar way, we get the joint probability for a corpus:
. And then we obtain the posterior distribution for Gibbs Sampling, the joint probability of Z, α, β and γ given a corpus:
Here p(D) can be considered as a normalizing constant. In the following propositions, we determine
. For convenience, we use an order number to refer to a topic, a document, a word in the vocabulary, or an author name in the name list thereafter. For example, topic t is the tth topic in the set of topics T .
Proposition 1: Suppose D is a corpus of D documents, Z is a total topic assignment of D, and α is a Dirichlet prior vector in the LDA-dual model. Then the probability of Z given α is 
where β w is the wth component of vector β, T is the number of topics, W is the size of the vocabulary W, n tw is the number of times topic t is assigned to word w in the vocabulary according to the topic assignment Z (w) , and n t is the number of times topic t is assigned to words according to Z (w) .
is a partial topic assignment of D for author names, and γ is a Dirichlet prior vector in the LDAdual model. Then the probability of D (a) , the author names part of D, given Z (a) and γ, is
where γ a is the ath component of vector γ, T is the number of topics, A is the size of the author name list A, m ta is the number of times topic t is assigned to author name a in the author name list, according to the topic assignment Z (a) , and m t is the number of times topic t is assigned to author names according to Z (a) . The proof of Proposition 1 is in Appendix. We do not include proofs of Propositions 2 and 3 due to space limit. In Formulas (4), (5) and (6), D, T , W , A, N d and M d are constants. n dt and m dt are counts in Z. n tw and n t are counts in Z (w) . m ta and m t are counts in Z (a) . After putting Formulas (4), (5) and (6) into Formula (3), Formula (3) can be used to derive univariate conditional distributions that can be directly used in Gibbs sampling.
B. Univariate conditional distributions 1) Conditional distribution of a sample of topic:
Now we find out the conditional distribution of a sample of topic, for a word or an author name, over topics.
Considering the sample of topic z
i }, where \ is set difference. We consider the conditional probability p(z
and (5).
, α, β and γ are assumed to be fixed. Therefore in Formula (4), as the topic t changes, only n dt changes. So for different t, the corresponding different factor in Formula (4) is n dt + m dt − 1 + α t , i.e., n
where n
−i . Similarly, in Formula (5), as the topic t changes, only n tw and n t change. So for different t, the corresponding different factors in Formula (5) are n tw − 1 + β w (i.e., n
In summary, based on Formulas (3), (4) and (5), we have the conditional distribution of the sample of topic z
Formula (7) agrees with our intuition. On its right side, the fraction means word i's weight in topic t, and n
Similarly, based on Formulas (3), (4) and (6)
where −j . The sampling method for a sample of topic is straightforward because it is trivial to draw a topic from the conditional distributions in Formulas (7) and (8) .
2) Conditional distribution of a component of Dirichlet prior vectors:
We also include Dirichlet prior vectors α, β and γ into our sampling process. Each time we sample one component of a Dirichlet prior vector, assuming other components and parameters are fixed.
a) For a component of α: We consider the prior distribution of α t , the tth component of α. [22] claims that lognormal can be used when "mean values are low, variances are large, and values cannot be negative". For this reason, the prior distribution p(α t ) is assumed to be a log-normal distribution over (0, +∞). Then ln α t is normally distributed and we assume the mean as 0 and the variance as σ 2 . Then we
2 ). In Formula (4), we consider α t , the tth component of α, assuming other parameters are fixed. As α t changes, only (3) and (4), we have the conditional probability of α t :
where x > 0 is a real number, α (−t) is the remaining vector after removing the tth component α t from α, and α
is the ith component of vector α (−t) . b) For a component of β: Similarly, for β w , the wth component of β, assuming the prior distribution p(β w ) is the same log-normal distribution as p(α t ), based on Formulas (3) and (5), we have the conditional probability of β w , β's wth component:
From the formula above, we have interesting observations about the Dirichlet prior vector β. Note that each component of β, β w , corresponds to a word w in the vocabulary W. We found that a word w appears more frequently and more evenly over topics, it has larger chance to be associated with a higher β w . For example, in DBLP, the word algorithm has higher β w than the word clustering. c) For a component of γ: For γ a , the ath component of γ, based on Formulas (3) and (6), we have the conditional probability of γ a , γ's ath component:
The formula above indicates that if an author name a appears more frequently and more evenly over topics, it has larger change to be associated with a higher γ a . In DBLP, if an author name has more publications and the publications cover more topics, it has a higher γ a .
C. The method to sample components of α, β and γ
The conditional distributions in Formulas (9), (10) and (11) are continuous probability density functions. Therefore, we employ the method of Metropolis-Hastings within Gibbs [17] , [19] . We use log-normal distribution as the proposal density
from which a tentative new value x are drawn, given the current value x. So we have a =
xP (x) for the Metropolis-Hastings algorithm, where P (x) is the right part of any one of Formula (9), (10) and (11) . If a > 1, the tentative new value is accepted; otherwise, it is accepted by probability a . The proposal density's parameter σ is tuned to guarantee that the acceptance rate is around 0.5. This value is recommended for the random walk chain [17] .
D. Model parameters after sampling
After Gibbs sampling is finished, we get the model parameters: α, β, γ and Z. And we can estimate Φ, Ψ, and p(t). The tth row and wth column of Φ is
Here n tw and n t come from Z. Formula (12) is an extension to the estimation of φ in [12] that is for single-value β. The tth row and ath column of Ψ is
The probability of a topic t is
Here, N is the number of words and M is the number of author names in the corpus D, and other symbols are the same as in Propositions 1, 2 and 3. Then we can apply the derived model parameters to a test documentd.
E. The illustrative example revisited
In the example in Section II-C, after learning the model by Gibbs sampling, model parameters could be as follows.
Dirichlet prior vectors:
α = (1.1, 0.9), β = (0.4, 0.6, 1.1, 0.9), γ = (0.9, 0.3, 0.6, 0.2).
Topic assignment for Document #1:
1.1 George Bush (2) , D. Cheney (1) : Iraq (1) war (2) . (2) , C. Powell (2) : Gulf (2) war (1) .
George Bush

(1) : Gulf (2) report (2) . Topic assignment for Document #2: 2.1 George W. Bush (1) , D. Cheney (1) : Iraq (1) report (1) .
Here superscripts (1) and (2) denote samples of topic for words and author names. For example, "George Bush (2) " means topic 2 is assigned to the author name "George Bush".
Based on the parameters given above, by Formula (12), we obtain the matrix Φ, the topics' distributions over words in W (φ i is for topic i): By Formula (13), we obtain the matrix Ψ, the topics' distributions over author names in A (ψ i is for topic i): By Formula (14), we obtain topics' probabilities: p(t = 1) = 0.54, p(t = 2) = 0.46.
F. Smoothing for new words or author names
If a test document is not in the corpus D, it is possible that it contains new words that are not in the vocabulary W. How to deal with the new words is an issue. When we try to represent a new document by a mixture of topics, using Formula (15), we need the value of φ tw for each word. But for a new word, we cannot compute φ tw by Formula (12) because of no corresponding β w . Therefore, we use the following method for computing φ tw for new words in a test document.
For each new word in test documentd, we append it to the vocabulary W, and extend current W -dimensional β to a (W + 1)-dimensional vector by adding a component with the value min{β 1 , . . . , β W }, and then W is incremented by 1. We repeat this process until all new words have been added to W. For each new word, we let its n tw be 0.
On the other hand, there can be new author names in a test document. Similarly, we can update γ and A as we do to β and W.
After new words and new author names are included in W and A, Φ and Ψ can be re-computed by Formulas (12) and (13) and applied to the new document. By Formulas (15) and (16) , the new document can be represented by a mixture of topics.
G. Document representation by model parameters 1) A document as a mixture of topics:
Based on the derived model parameters, we can estimate a test document's mixture of topics. We define the test documentd's weight for a topic t is as below (15) where Nd and Md are the numbers of words and author names ind, respectively; w i and a j as subscripts are the order numbers ofd's ith word and jth author name in W and A, respectively. Other notations have been defined in Formulas (12), (13) or (14) .
Therefore we can get the documentd's distribution over topics, denoted by the vectorθd = (θd 1 , . . . ,θd T ), wherê
and t = 1, 2, . . . , T .
2) Topic similarity of two documents:
The topic similarity of two documents should be proportional to the probability that the two documents d 1 and d 2 belong to the same topic. Therefore, based on Formula (16), it is defined as
This formula is used in Section IV.
IV. COMPLETE ENTITY RESOLUTION
In this section, we present an application of the LDA-dual model -complete entity resolution for all author names in a given corpus.
Complete entity resolution consists of four steps: (1) obtain topic information for each document or citation in the corpus through Gibbs sampling; (2) build a classifier based on pairwise feature of two citations; (3) solve the name sharing problem by spectral clustering after constructing graphs for each ambiguous name, with the classifier's support; (4) solve the name variant and name mixing problems with help of the classifier. The first step has been presented in Sections III and III-G. We now introduce the other three steps.
Based on model parameters, the topic similarity of two citations can be computed by Formula (17) . Based on topic similarity and some other features, we build a classifier. Its features are a series of similarities or distances between two citations. Its class label has two values -merge when it decides that the two citations are from the same entity, and not merge otherwise.
To solve the name sharing problem, we use spectral clustering based on the classifier that has been learned. Given an ambiguous name shared by multiple entities, all citations that the name appears in can be obtained. For this name, we construct a graph in which citations are nodes. Edges of the graph are decided by the classifier. For a pair of nodes, an edge is assigned to them, only if their corresponding two citations are decided to be merge by the classifier.
If the classifier was perfect, i.e., free of errors, the graph would consist of some cliques and each clique would represent an entity. In this ideal case, it is trivial to find entities. In case the classifier has errors, K-way spectral clustering [23] [24] [25] is employed to retrieve entities after a graph is constructed.
After the name sharing problem is solved, we solve the name variant and name mixing problems based on the classifier previously learned. Given two names, we decide if they are from one entity. Two sets of citations are collected for the two names, respectively. Each pair of two citations from the two sets is decided by the classifier. If the ratio of merge surpasses a predefined threshold m thresh , the two names are considered as from the same entity.
A. Building the classifier
The classifier is used to decide if two citations are from one entity. In our case, we tried the decision tree algorithm C4.5 and support vector machines.
We use the following features: (1) coauthor names similarity, (2) title similarity, (3) topic similarity, (4) venue similarity, and (5) 2 have the same last name and the difference of two first names is only letter cases or '-', we define δ(a 1 , a 2 ) = 0.5, e.g., Guohui Li and Guo-Hui Li.
Except the scenarios above, the name distance of a 1 and a 2 is defined as their edit distance. The edit distance of two strings is defined as the minimum number of operations that transform one string to the other and the operations include inserting, deleting and replacing a character. Here, two author names are treated as two strings.
2) Coauthor names similarity:
We use Dice's coefficient [26] 3) Title similarity: For two citations, the title similarity is computed as cosine similarity [26] based on tf-idf weights of words in the two titles. Each title is represented by a vector. Each component of the vector is computed based on term frequency (tf ) and inverse document frequency (idf ) of a word.
In addition, cosine similarity is also used to compute venue similarity of two citations.
4) Manual effort on labeling:
We did not directly use unsupervised learning for citations under an author name to solve the name sharing problem. The reason is that it is difficult to determine the weights for all kinds of similarities. Instead, we employ a classifier.
To build the training set of the classifier, manual effort is needed to label each pair of citations as merge or not merge. In some cases, manual effort is little. For example, if we know there is only one entity under a name, a pair is labeled as merge easily if two citations in the pair are from this name. On the other hand, for two very different names, a pair can be labeled as not merge easily if one citation is from one name and the other citation from the other name.
B. Solving the name sharing problem
To solve the name sharing problem based on the classifier, we first construct a graph for each ambiguous name shared by K entities, and then employ K-way spectral clustering [23] [24] [25] to retrieve entities from this graph, as in Algorithm 1. K, the number of entities under an author name, is prior knowledge.
1) Constructing graphs:
For a given ambiguous name, we first obtain a collection of all citations of the ambiguous name, and then construct a graph. Each node of the graph corresponds to a citation in the collection. The edges are determined by the classifier. If the classifier decides to merge the two citations, we draw an edge connecting two nodes corresponding to the two citations. Otherwise, no edge is drawn between them. Each edge has an equivalent weight that is 1.
2) Retrieving clusters: For K-way spectral clustering, there are three methods of spectral relaxation to apply -ratio cut [23] , normalized cut [25] and min-max cut [24] . We applied the three methods to the application in this paper and found that ratio cut has the best performance. Algorithm 1 solving the name sharing problem Input: S: classifier that decides two citations as merge or not merge, a: an ambiguous author name, C: the set of citations of author name a, k: the number of entities sharing author name a. Output: C 1 , . . . , C k : the sets of citations for k identified entities, where
Method:
1: Create a graph G(V, E) 2: V (G) ← C {V is the set of vertices of graph G} 3: E(G) ← φ {E is the set of edges of graph G} 4: for each citation i ∈ C do 5: for each citation j ∈ C and j = i do 6: if S decides citation pair (i, j) as "merge" then
. . , u k are eigenvectors corresponding to the k smallest eigenvalues of the Laplacian matrix of graph G} 9: Use k-means to cluster rows of U into k clusters. 10: Assign each citation in C into k clusters accordingly.
{each row of U corresponds to a vertex in G and a citation in C} 11: return C 1 , . . . , C k According to Ky Fan's theorem [27] , we can retrieve clusters from the subspace of k eigenvectors corresponding to the k smallest eigenvalues of the Laplacian matrix L of the graph, using another algorithm like k-means [25] .
Assume we have obtained k eigenvectors of L:
Each row of matrix U corresponds to a node in the graph. We cluster rows of U by k-means and then we obtain the clusters of nodes.
C. Solving the name variant problem
After the name sharing problem is solved, we solve the name variant problem by Algorithm 2.
Given two names a 1 and a 2 , if the name distance δ(a 1 , a 2 ) is larger than a predefined threshold d thresh , say 3, we think they are from different entities. Otherwise we need to use the classifier to determine if they are from the same entity.
Two sets of citations, C 1 and C 2 , are collected for a 1 and a 2 , respectively. Any citation c 1 ∈ C 1 will be compared to any citation c 2 ∈ C 2 . All pairs (c 1 , c 2 ) will be decided to merge or not merge by the classifier. Let d be the count of merge. If the ratio of merge d mn is greater than a threshold m thresh , say, 0.3, we consider the two names a 1 and a 2 are from the same entity; otherwise they are from different entities. We will discuss selection of m thresh in Section V-F.
After the name sharing problem and the name variant problem are solved, the name mixing problem is also solved because it is a combination of the former two problems. for each author name a 2 ∈ A and a 2 = a 1 do 5: if name distance δ(a 1 , a 2 ) ≤ d thresh then 6: C 2 ← set of citations of a 2
7:
numM erge ← 0
8:
for each citation i ∈ C 1 do 9: for each citation j ∈ C 2 do 10: if S decides citation pair (i, j) as "merge" then 11: numM erge ← numM erge + 1 12: mergeRatio ← numMerge |C1||C2|
13:
if mergeRatio ≥ m thresh then 14 :
A. Data sets
We choose the DBLP bibliography [1] as the test bed for our experimentation. Within the DBLP website, we can obtain a web page for an author name as shown in Figure 1 . The web page lists all citations for which the author name appears as one of the coauthor. Each citation includes coauthors' names and links to their web pages, paper titles, venues of publication, publication years, etc.
A perfect corpus for experiments is the whole DBLP bibliography. For this case, Gibbs sampling process needs prohibitory hardware support like a main frame, or even a supercomputer that work in [12] was done on. Due to hardware limits, in our experiments, we select a medium-size corpus that is a subset of the whole bibliography.
To collect data for the corpus, we start from several author names' DBLP web pages and crawl for a few levels following the links on the web pages. Please note that there is no special criterion for the selection of the initial author names. The corpus includes 82721 words and 28678 author names, and the size of the vocabulary is 7736 and the size of author name list (the number of distinct author names) is 7470. Our objective is complete entity resolution in the corpus, assuming a list of ambiguous author names is given and the number of entities behind each ambiguous author name is known.
B. Gibbs sampling process
Because we include α, β and γ in the sampling process, our performance is not very sensitive to the selection of topics T . Generally, the larger the corpus is, the bigger T is. In our case, we select T to be 50. Furthermore, our approach is more adaptive or less sensitive to the selection of T , because the sampling will tune the values of α, β and γ in response to different T selections.
Another parameter is σ of log-normal distributions of each component of α, β and γ. We find when 1 ≤ σ ≤ 2, the performance is the best.
One iteration of the Gibbs sampling process includes sampling for every word and author name in corpus D according to Formulas (7) and (8) and sampling for every component of vectors α, β and γ.
In our method, sampling of vectors α, β and γ has the same complexity as sampling of words and author names. So the time complexity of sampling was not increased due to adding vectors to the sampling process.
The sampling process is finished when the perplexity is stable. The perplexity is the reciprocal of geometric mean of the probabilities of words and names, similar as in [8] . The smaller it is, the better. Generally after 150 iterations, less than one hour, it becomes stable. Figure 4 shows that as the number iterations increases, the perplexity decreases (left) and α, β and γ converge (right).
In addition, once sampling is finished, the topic similarity of any two citations can be computed as in Section III-G.2.
C. Precision and recall
we adopt precision and recall as our measurement of performance. First we define two sets: S a = {(i, j)| citations i and j are merged by algorithm a, and i = j}, and S r = {(i, j)| citations i and j are merged in reality, and i = j}. Then we define precision and recall for algorithm a as follows:
F-measure is defined as the harmonic mean of precision and recall. This measure is directly applied to the classifier in Section IV-A and Algorithm 1. For Algorithm 2, we can redefine S a and S r by replacing citations with author names, and precision and recall can be calculated similarly.
D. Training the classifier
The classifier is used to determine if two citations are from the same entity. Its performance is critical because it is the basis of Algorithms 1 and 2. We compare two classifiersthe decision tree algorithm C4.5 and support vector machines (SVMs) in the Weka machine learning package [28] . To train the classifier, we use training data that is from about 2200 pairs of citations. The two citations in a pair are either from the citations of the same author name, or from similar author names. We eliminate the pairs of citations that share no similar coauthor names, because they are not useful when the classifier is used.
For each pair of citations, we compute values of five features: (1) coauthor name similarity, (2) title similarity, (3) topic similarity, (4) venue similarity, (5) minimum name distance between coauthors. Then the five values construct one instance. This instance's class label is prior knowledge, either "merge" (positive) or "not merge" (negative). For n pairs of citations, we have n instances with class label values. This is our training data set for the classifier.
Among the five features, feature #3 topic similarity is computed based on global information provided by the LDAdual model described in Section II. This is an important improvement in this paper. To find out how useful this feature is, we perform comparison experiments on three different training data sets, each of which is based on one of the models as follows.
• LDA-dual model: feature #3 is computed based on the LDA-dual model and all five features are used in the data set.
• LDA model: feature #3 is computed based on the LDA model and all five features are used in the data set.
• No topic model: feature #3 is filtered out and only four features are used in the data set.
All training data sets have the same class label feature and the same number of instances.
We test classifiers by 10-fold cross validation and get average precision, recall and F-measure. The comparison results are in Figure 5 . The classifiers have the better performance on topic models than no topic model. And among the topic models, the LDA-dual model is better than the LDA model. From this comparison, we can also see C4.5 and SVMs have almost the same performance.
E. Solving the name sharing problem
For an author name that is shared by multiple entities, we treat each citation under this name as a document. Based on the classifier, we construct a graph and do spectral clustering with three methods for spectral relaxations -ratio cut, normalized cut, and min-max cut. The ratio cut makes the number of vertices balanced in clusters, while the normalized cut makes the number of edges balanced. The min-max cut has no preference for balance. We compared three cuts on our data when we run Algorithm 1 and found that ratio cut has the best performance, as shown in Figure 6 (left). The experimental result for some cases are listed in Table  II . We have precision and recall over 0.9 for most tested cases. And in the cases of Guohui Li and Lei Yu, there are entities who moved from one place to another and our algorithm successfully identified them.
To minimize bias during learning, before solving the name sharing problem for an ambiguous author name, citations related to the author name are removed from the training data and the classifier is re-trained. And if the author name does not appear in the training data, the classifier is used without re-training.
F. Solving the name variant problem
We solve the name variant problem by Algorithm 2. There are two thresholds to be determined in advance: d thresh and m thresh . d thresh is the admission threshold of name distance. If the name distance of two author names is greater than this value, they are considered from different entities and are dismissed. This threshold determines efficiency of the algorithm. If d thresh is too large, the algorithm will be time consuming. In our experiment, we let d thresh be between 1 and 3. The other threshold m thresh is a threshold for name merging, and 0 ≤ m thresh ≤ 1. For a pair of author names, if their merging rate of citation pair surpasses m thresh , they are considered from the same entity. Figure 6 (right) gives the relationship of m thresh and precision, recall and F-measure of this algorithm. As m thresh increases, precision increases and recall decreases. When 0.1 ≤ m thresh ≤ 0.35, the algorithm has the highest F-measure. Our algorithm has a high precision 0.99 and recall 0.917. This is because the classifier that has been learned earlier has high performance, after including topic information of the corpus. Previous work in [7] achieved precision 0.997 and recall 0.988 on the Citeseer data set. The performance difference could result from different data sets used. Another potential reason is that [7] considered only the name variant problem, while we consider the name sharing problem and the name mixing problem as well as the name variant problem. That makes our tasks and criteria a little different.
VI. RELATED WORK
The related work include two facets -probabilistic models and entity resolution.
Probabilistic models Probabilistic models of latent variables have been proposed and applied in information retrieval for years. [29] introduced probabilistic Latent Semantic Indexing (pLSI), an approach for automated document indexing based on a statistical latent class model. [8] pointed out a limitation of the pLSI modelproviding no probabilistic model at the level of document, and then proposed Latent Dirichlet Allocation (LDA), a generative probabilistic model, with the latent variable topic introduced. Based on the LDA model, [12] employed Gibbs Sampling, a Monte Carlo method [16] [19] [20] [18] , to discover topics in a corpus. And the number of topics is estimated by maximizing log likelihood. [30] [31] extended LDA by introducing author into the model. In the model documents are generated by topicword and author-topic distributions that are learned from data. But it is not clear that the model can be used in name disambiguation. [7] extended and applied LDA to entity resolution. The document, topic and word previously in LDA correspond to the citation, group label and author reference, respectively, in [7] . The group label is a latent variable already. And they added another latent variable -author label (unambiguous author name) and a noise model of name variants.
Entity resolution
There have been quite a few papers on entity resolution or name disambiguation. Some focus on name sharing problem [2] [5] [3] [6] [4] . [3] aimed to solve the name sharing problem by constructing and analyzing a social network. [6] tried to solve the name sharing problem by analyzing results returned from search engines. [4] proposed DISTINCT method. Some other researchers aimed at solving the name variant problem, like [7] [32] [33] [34] . The problem is also called entity resolution.
VII. CONCLUSIONS
In this paper, we proposed a new solution to the problem of complete entity resolution.
The LDA-dual model is a graphical model proposed as an extension to the LDA model by considering two types of information in documents, while the LDA model considers only one type of information. From the LDA-dual model we derived a corpus's posterior distribution and three propositions. We then proposed an improved process to learn the model from a corpus by Gibbs sampling, including Dirichlet priors in the sampling. The model is then applied to help solve two subproblems of complete entity resolution.
One main difference between our approach and other techniques is that we emphasize the use of the global information of a corpus like topics based on learning the LDA-dual model.
By this global information, we learn a high-performance classifier on which our complete entity resolution is based.
We have carried out preliminary experiments to evaluate the accuracy of the proposed solution. The results are very promising. For the cases we tested, both the name sharing and the name variant problems were solved with high accuracy. We plan to test our solution using much larger data sets in the near future, and further apply the LDA-dual model to other domains with two types of information for document analysis or other applications. The current smoothing method for new words and new author names does not scale, and it will be improved in the future. 
This completes the proof of Proposition 1.
