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Abstract
This article is concerned with the existence and the long time behavior of weak
solutions to certain coupled systems of fourth-order degenerate parabolic equa-
tions of gradient flow type. The underlying metric is a Wasserstein-like trans-
portation distance for vector-valued functions, with nonlinear mobilities in each
component. Under the hypothesis of (flat) convexity of the driving free energy
functional, weak solutions are constructed by means of the variational mini-
mizing movement scheme for metric gradient flows. The essential regularity
estimates are derived by variational methods.
Keywords: Fourth-order system, gradient flow, minimizing movement scheme,
modified Wasserstein distance, weak solution
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1. Introduction
In this article, we study the existence and the large-time behavior of vector
valued solutions u : R≥0 × R → S ⊂ Rn to the following coupled system of
nonlinear fourth-order equations in one spatial dimension:
∂tu+ ∂x
(
M(u)
[
∂2x∇pf(∂xu, u)− ∂x∇zf(∂xu, u)
])
= 0, (1.1)
for t > 0 and x ∈ R, subject to the initial condition u(0, ·) = u0 for a given
function u0 : R→ S. We refer to the cuboid
S = [Sℓ1, S
r
1 ]× · · · × [Sℓn, Srn] ⊂ Rn (1.2)
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with given lower-left and upper-right corners Sℓ, Sr ∈ Rn, respectively, as value
space. The mobility matrix M(·) : S → Rn×n is assumed to be fully decoupled
in the sense of [35], that is:
M(z) =

m1(z1)
m2(z2)
. . .
mn(zn)
 , (1.3)
with n nonnegative and concave (scalar) mobility functions mk : [S
ℓ
k, S
r
k]→ R.
For the precise assumptions on M, see Definition 2.1 below. Finally, f : Rn ×
S → R is a prescribed smooth free energy density f = f(p, z), with properties
that are specified in Assumption 2.2 below. Notice that the gradients ∇z and
∇p in (1.1) act with respect to the n components of u and of ∂xu, respectively.
Introducing the gradient-dependent free energy functional
E(u) =
∫
R
f(∂xu, u) dx, (1.4)
it becomes apparent that (1.1) is — formally — a gradient flow in the potential
landscape of E ,
∂tu = ∂x
[
M(u) ∂x
δE
δu
(u)
]
. (1.5)
The main purpose of the paper at hand is to carry out a new approach — alter-
native to the already existing ones — to prove the existence of weak solutions
to equations of type (1.1) on the basis of the indicated gradient flow structure,
using variational methods. The key to fit (1.5) into the theory of gradient flows
in metric spaces are the recent results [35] concerning the induced metrics WM
on the space M (R;S) of S-valued measurable functions. A brief review of some
essential properties of WM is provided in Section 3.2. Gradient flows in WM
for simpler functionals than (1.4) have been studied in [35], following up on the
results [10, 22, 7] for scalar equations with nonlinear mobility functions.
The initial motivation for studying (1.1) is its similarity to multi-component
Cahn-Hilliard systems (see e.g. [14] for a review on their derivation), which are
of the general form
∂tu− ∂x
(
M˜(u)∂xµ(u)
)
= 0, µ(u) = −Γ∂2xu+∇zΨ(u). (1.6)
Here Γ ∈ Rn×n is a positive definite matrix, Ψ : S˜ → R is the homogeneous
part of the free energy density, and M˜(·) : S˜ → Rn×n is usually referred to as
Onsager matrix. In the notations above, the (total) free energy density would
be given by
f˜(p, z) =
1
2
pTΓp+Ψ(z). (1.7)
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In (1.6), a typical choice for the value space S˜ ⊂ Rn is the (n− 1)-dimensional
Gibbs-simplex (the entries of z ∈ S˜ are non-negative and sum up to one), and
an adapted Onsager matrix is given by M˜(z) = diag(z) − zzT. Properties of
solutions to (1.6) have been studied by various authors, and the first rigorous
existence result has been given in [11].
Although the Cahn-Hilliard systems (1.6) themselves are in principle amend-
able to the approach that is carried out below, we prefer to present our method
in the formally more transparent setting in which the value space is given by the
cuboid (1.2), and the mobility matrix has the diagonal form (1.3). The cross
diffusion between the n species is thus induced be means of the free energy E
— like by choosing Γ non-diagonal in (1.7) above — but not by means of the
mobility matrix M. Structurally, our PDE system (1.1) lies in between the
Cahn-Hilliard systems (1.6) and the fourth order thin film approximations of
multi-layered fluids, see e.g. [19], which come with a fully decoupled M con-
taining linear mobility functions mj(zj) = mjzj. Analytically, (1.1) is much
closer to (1.6), since the key difficulty arises from the nonlinear mobility func-
tions in M: the metric WM is much more difficult to handle than a tensorized
L2-Wasserstein distance.
Apart from the restriction to fully decoupled mobilities, we shall make two
further simplifying assumptions, with the intension not to obscure the main
conceptual ideas that are involved:
• The entropy density f is supposed to be smooth and strictly convex, see
Assumption 2.2 below, so unlike in the original Cahn-Hilliard problem,
there is no meta-stability involved. Consequently, the only stationary
solution is a spatially homogeneous state. The analytical reason for this
restriction is simple: since we are working on the whole axis R, a choice
like in (1.7) with Ψ being concave leads to a free energy E in (1.4) that is
unbounded from below. On the other hand, we admit densities f that do
not necessarily decompose as in (1.7); for instance, the matrix Γ is allowed
to depend on z in a mild way, see the example in Remark 2.3 below.
• The space dimension is one, which helps to simplify notations significantly.
The extension of our results to higher space dimensions would require some
more technical effort, but no conceptually new ingredients.
The proof of existence of weak solutions below follows the same main lines
as in our recent work [35, 24]. The backbone is the variational minimizing
movement scheme for gradient flows [9, 15, 2]: For a given step size τ > 0,
define a sequence (ukτ )k≥0 recursively by u
0
τ := u
0,
ukτ := argmin
u∈M (R;S)
(
1
2τ
WM(u, u
k−1
τ )
2 + E(u)
)
for k ∈ N. (1.8)
We show that the piecewise constant (in time) interpolants uτ along the sequence
(ukτ )k∈N from (1.8) converge in a suitable space as τ ց 0 to a limit map u which
is a weak solution to system (1.1) in the sense specified in Definition 2.4 below.
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The presented strategy of proof counts by now as “classical” in the context of
gradient flows in the L2-Wasserstein distance: after the seminal contributions by
Jordan, Kinderlehrer and Otto [15] and Otto [27] on second order equations, it
has also been employed e.g. for fourth-order equations [12, 13, 25, 24], equations
of fractional order [21], and systems [18, 4, 6, 31, 5, 16, 32]. For the distances
with nonlinear mobility, existence results have been derived by this method e.g.
in [23, 33, 34] for the scalar case.
As a closing remark in favor of the variational approach presented here in
comparison to the original existence proof for (1.6) from [11] (or other “classical”
approaches on the basis of [17, 1] etc.), we stress that once the gradient flow
structure of (1.1) has been properly identified, and the details for the metric
WM have been worked out [35], our construction of weak solutions follows a
pre-defined route that works in a rather general setting. In particular, there
is no need to introduce artificial regularizations of the degeneracies in (1.1),
the natural hypotheses on the initial datum are obtained from finiteness of the
initial free energy, and — most importantly — the key a priori estimate follows
naturally from the energy dissipation along the heat flow.
2. Notations, hypotheses and results
2.1. Notations
We recall that Sℓ, Sr ∈ Rn are two given vectors with Sℓj < Srr for all
j ∈ {1, . . . , n} that define the value space S as the corresponding n-cuboid
(1.2). As in [35], we distinguish two qualitatively different cases by introducing
a reference state z ∈ S relatively to which certain quantities (e.g. the mass of
an element in M (R;S)) are measured:
Case (A): Reference state z = Sℓ.
Case (B): Reference state z ∈ int(S).
The respective case will always be indicated with (A) and/or (B) if necessary.
Note that in case (A), the function u− z is nonnegative for each u ∈ M (R;S).
The space of measurable S-valued functions u : R → S is denoted by
M (R;S). For each u ∈ M (R;S) and a given reference point z ∈ S, we in-
troduce the quantities m0(u− z) ∈ Rn and m2(u − z) ∈ Rn by
[m0(u− z)]j =
∫
R
(
uj(x)− zj
)
dx, [m2(u− z)]j =
∫
R
x2
(
uj(x)− zj
)
dx.
We write 0 <m0(u− z) <∞ to say that all components are positive and finite,
and we abbreviate |m2(u−z)| =
∑n
j=1[m2(u−z)]j . On the subspaces L2(R;Rn)
and H1(R;Rn) of M (R;S), we use the following norms:
‖u− z‖L2 =
 n∑
j=1
∫
R
(
uj(x) − zj
)2
dx

1
2
,
4
‖u− z‖H1 =
(‖u− z‖2L2 + ‖∂x(u − z)‖2L2) 12 .
Now define, in the respective case (A) or (B), the auxiliary space Xz ⊂ M (R;S)
as follows.
(A) Let u0 ∈ M (R;S) be the initial datum with 0 < m0(u0 − z) <∞. Set
Xz := {u ∈ M (R;S) : m0(u− z) = m0(u0 − z),
|m2(u − z)| <∞, ‖∂xu‖L2 <∞}.
(B) Here, simply put Xz := {u ∈ M (R;S) : ‖u− z‖H1 <∞}.
2.2. Hypotheses on the mobility matrix
For the mobility matrix M, we assume that it is induced by a function
h : S → R of the form h(z) = ∑nj=1 hj(zj), that is (∇2zh(z))−1 = M(z), or
simplymj =
1
h′′
j
, for z ∈ int(S). We additionally require that for all j = 1, . . . , n,
the following holds (compare to [35]):
(H1) hj is α-Ho¨lder continuous on [S
ℓ
j , S
r
j ] for each α < 1, and smooth on
(Sℓj , S
r
j );
(H2) hj is strictly convex and non-positive with hj(S
ℓ
j) = hj(S
r
j ) = 0;
(H3) 1h′′
j
↾(Sℓ
j
,Sr
j
) extends continuously to a concave function mj ∈ C2([Sℓj , Srj ])
with mj(S
ℓ
j) =mj(S
r
j ) = 0.
These conditions are rather restrictive: essentially, they imply that, as s ց Sℓj
and zj ր Srj , respectively; hj behaves like a multiple of (zj − Sℓj) log(zj − Sℓj)
and of (Srj − zj) log(Srj − zj), and accordingly mj behaves like a multiple of
zj − Sℓj and of Srj − zj ; see Remark 2.3 below.
With h satisfying the conditions above, we introduce the associated heat
entropy functional, that will be the source for our key a priori estimate on
solutions to (1.1).
Definition 2.1 (Heat entropy). Let S and z as above, and assume that h
satisfies (H1)–(H3). Define the heat entropy functional H : M (R;S)→ R∞ by
H(u) =
∫
R
hz(u) dx,
where, depending on the cases (A) or (B),
(A) hz(z) := h(z);
(B) hz(z) := h(z)− h(z)−∇zh(z)T(z − z).
Note that hz is nonpositive in case (A) and nonnegative in case (B). Further,
in both cases, hz(z) = 0 and hz is strictly convex with ∇2zhz = ∇2zh.
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2.3. Hypotheses on the free energy
For the free energy functional E , we assume the following.
Assumption 2.2 (Free energy). We assume that a smooth function f : Rn ×
S → R with the following properties is given:
(i) Normalization: f(0, z) = 0 and ∇pf(0, z) = ∇zf(0, z) = 0
(ii) Growth condition: there exist Cf > 0 and Cf > 0 such that for all p ∈ Rn,
z ∈ S and (π, ζ) ∈ Rn × Rn, one has — in the respective case (A) or (B)
—
(A) Cf |π|2 ≤
(
π
ζ
)T
∇2(p,z)f(p, z)
(
π
ζ
)
≤ Cf (|π|2 + |ζ|2);
(B) Cf (|π|2 + |ζ|2) ≤
(
π
ζ
)T
∇2(p,z)f(p, z)
(
π
ζ
)
≤ Cf (|π|2 + |ζ|2).
The free energy functional E : M (R;S)→ R∞ is then defined by
E(u) =
{∫
R
f(∂x, u) dx if u ∈ Xz,
+∞ otherwise.
The assumption of normalization has been made for convenience, in order
to avoid additional terms inside the integral representation of E . Note that any
smooth free energy density g : Rn × S → R satisfying the growth conditions
gives rise to a normalized f that satisfies the growth conditions with the same
constants Cf > 0 and Cf > 0 via
f(p, z) := g(p, z)− [g(0, z) + pT∇pg(0, z) + (z − z)T∇zg(0, z)].
Remark 2.3 (Examples). (a) The paradigmatic example for h satisfying
(H1)–(H3) is given by
hj(s) =

(s− Sℓj) log(s− Sℓj) + (Srj − s) log
(
Srj − s
)
−(Srj − Sℓj) log(Srj − Sℓj) if s ∈ (Sℓj , Srj ),
0 if s ∈ {Sℓj , Srj },
and yields
mj(s) =
1
Srj − Sℓj
(s− Sℓj)(Srj − s),
for each j ∈ {1, . . . , n}.
(b) The Cahn-Hilliard functional given in (1.7) is admissible, provided that the
homogeneous free energy density Ψ is uniformly convex, i.e., ∇2zΨ ≥ λ for
some λ > 0. An admissible generalization of that example is
f(p, z) =
1
2
(
ε+ a(z)
)
pTΓp+Ψ(z),
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where Γ ∈ Rn×n is still a symmetric positive definite matrix, ε > 0 is a
constant, Ψ : S → R>0 is smooth and uniformly convex, jointly in the n
coordinates of z, and a : S → R>0 is such that
a(z)D2a(z) ≥ Da(z)TDa(z)
for all z ∈ S. For instance, one may choose
a(z) =
n∑
k=1
eµkzk
with arbitrary exponential weights µ1, . . . , µn ∈ R.
2.4. Summary of results
Our notion of weak solution is as follows:
Definition 2.4 (Weak solution). A map u : R≥0×R→ S is called weak solution
to (1.1) if the following holds:
(a) u(t, ·) ∈ Xz for all t > 0;
(b) u− z ∈ L2loc(R≥0;H2(R;Rn));
(c) u satisfies the following integral formulation of (1.1),∫ ∞
0
∫
R
(
∂tϕ
Tu+N(u)[ϕ]
)
dxdt = 0,
with N(u)[ϕ] = ∂x
(
M(u)∂xϕ
)T
[∇zf(∂xu, u)− ∂x∇pf(∂xu, u)] ,
(2.1)
for all ϕ ∈ C∞c (R>0 × R;Rn).
The existence result that we prove is this:
Theorem 2.5 (Existence of weak solutions to (1.1)). Assume that h, Xz and
f are subject to the conditions mentioned above. Additionally, suppose that
u0 ∈ M (R;S) and either, depending on the case,
(A) 0 <m0(u
0 − z) <∞, |m2(u0 − z)| <∞, and ∂xu0 ∈ L2(R;Rn), or
(B) u0 − z ∈ H1(R;Rn).
Then, there exists a weak solution u : R≥0×R→ S with the additional properties
u(0, ·) = u0; (2.2)
u ∈ C1/2(R≥0; (M (R;S),WM)); (2.3)
u− z ∈ L∞(R≥0;H1(R;Rn));
and, in the case (A), for all t > 0:
m0(u(t)− z) = m0(u0 − z); (2.4)
|m2(u(t)− z)| <∞. (2.5)
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We emphasize that the initial condition (2.2) only makes sense in combina-
tion with the continuity from (2.3). In particular, u(t, ·) converges to u0 weakly∗
as tց 0.
There is an additional a priori estimate that follows from our construction,
and that one implies some information on the long time asymptotics of the
corresponding weak solutions. We summarize this:
Theorem 2.6 (Long time asymptotics). The solutions whose existence has been
discussed in Theorem 2.5 above have the following additional properties:
• In case (A): for each p < 415 , there is a Kp > 0 such that
E(u(T )) ≤ KpT−p for all T ≥ 1. (2.6)
In particular, u− z converges to zero in H1(R;Rn) as t→∞.
• Given δ > 0, there exists
– in case (A), for each p > 13 a set Θ ⊂ R>0 such that (denoting the
Lebesgue measure on R by L)
L (Θ ∩ {t ≤ T }) ≤ δT p for every T > 0;
– in case (B), a set Θ ⊂ R>0 with L (Θ) ≤ δ,
such that ‖∂2xu(t)‖L2 converges to zero, and u(t) converges uniformly to
the constant z as t→∞ with t ∈ R>0 \Θ.
These results are probably much weaker than one would expect for the be-
havior of the gradient flow for a strictly convex functional like E . Note, however,
that the uniform convexity of E on the flat space H1(R;Rn) is “not seen” by
the metric WM. Indeed, geodesic λ-convexity — even with negative λ — with
respect toWM is apparently an extremely rare property for functionals to have
[35]. Therefore, it seems unlikely that significantly better estimates on the long
time asymptotics can be derived without additional information on the solution
that go beyond its characterization as gradient flow.
2.5. Outline of the further paper
The plan of the paper is the following: first, we begin with a summary of
the relevant properties of the distance WM and the associated heat entropy H.
Then, we study the minimization problem (1.8) and its solutions ukτ , deriving
an additional regularity estimate with the so-called flow interchange technique.
The same technique is also used to derive an approximate time-discrete weak
formulation satisfied by the piecewise-constant interpolants uτ . The proof of
Theorem 2.5 is completed by passing to the continuous-time limit τ ց 0. Fi-
nally, Theorem 2.6 follows as a combination of several estimates that have been
derived in the course of the existence proof.
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3. Some analytical preliminaries
In this section, we collect some results on the distance WM and the asso-
ciated heat entropy H which we frequently make use of later. We begin with
some general theory.
3.1. Abstract gradient flows
A sequence (uk)k∈N of measurable functions uk : R→ A for some closed set
A ⊂ Rn is said to converge weakly∗ to some limit map u : R → A, if for all
ρ ∈ C0c (R;Rn), one has
lim
k→∞
∫
R
ρ(x)Tuk(x) dx =
∫
R
ρ(x)Tu(x) dx.
We will use the following notion of gradient flow from [8, 2]:
Definition 3.1 (κ-flows). Let A : X→ R∞ be a proper and lower semicontinu-
ous functional on the (pseudo-)metric space (X,d) and let κ ∈ R. A continuous
semigroup SA on (X,d) satisfying the evolution variational estimate
1
2
d+
ds
d2(SAs (w), w˜) +
κ
2
d2(SAs (w), w˜) +A(SAs (w)) ≤ A(w˜)
for arbitrary w, w˜ ∈ Dom(A) and for all s ≥ 0, as well as the monotonicity
condition
A(SAt (w)) ≤ A(SAs (w)) ∀0 ≤ s ≤ t
for all w ∈ X, is called κ-flow or gradient flow of A.
Remark 3.2. The concept of κ-contractive flows is closely related to that of
geodesic κ-convexity. Indeed, if a functional A : X → R∞ induces a κ-flow,
it also is κ-convex along geodesics [8, 20]. The converse is more subtle, and
typically requires additional property of A. In the context of the L2-Wasserstein
metric, this has been exhaustively discussed, see e.g. [26, 28].
The above-mentioned notion of contractive gradient flow is useful for the
derivation of a priori estimates via entropy dissipation. Specifically, we use the
flow interchange technique from [25]:
Theorem 3.3 (Flow interchange lemma [25, Thm. 3.2]). Let B be a proper,
lower semicontinuous and geodesically λ-convex functional on (X,d) and as-
sume that there exists a λ-flow SB. Let furthermore A be another proper,
lower semicontinuous functional on (X,d) such that Dom(A) ⊂ Dom(B). As-
sume that, for arbitrary τ > 0 and w˜ ∈ X, the Yosida penalized functional
w 7→ 12τ d2(w, w˜) +A(w) possesses a minimizer w∗ on X.
Then, the following holds:
B(w∗) + τDBA(w∗) + λ
2
d2(w∗, w˜) ≤ B(w˜).
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There, DBA(w) denotes the dissipation of the functional A along the λ-flow SB
of the functional B with starting point w, i.e.
DBA(w) := lim sup
sց0
A(w) −A(SBs (w))
s
.
We need another auxiliary theorem: since system (1.1) is nonlinear, only
weak convergence of the family of discrete solutions (uτ )τ>0 does not suffice to
obtain a weak solution in the limit as τ ց 0. However, in this metric framework,
the following theorem provides an approach similarly to the classical Aubin-
Lions compactness lemma:
Theorem 3.4 (Extension of the Aubin-Lions lemma [30, Thm. 2]). Let Y
be a Banach space and let A : Y → [0,∞] be lower semicontinuous and have
relatively compact sublevels in Y. Let furthermore W : Y × Y → [0,∞] be
lower semicontinuous and such that W(w, w˜) = 0 for w, w˜ ∈ Dom(A) implies
w = w˜.
If for a sequence (wk)k∈N of measurable functions wk : (0, T )→ Y, one has
sup
k∈N
∫ T
0
A(wk(t)) dt <∞, (3.1)
lim
hց0
sup
k∈N
∫ T−h
0
W(wk(t+ h), wk(t)) dt = 0, (3.2)
then there exists a subsequence that converges in measure w.r.t. t ∈ (0, T ) to a
limit w : (0, T )→ Y.
3.2. Modified Wasserstein distances
The pseudo-metric WM on M (R;S) is defined via an extension of the clas-
sical Benamou-Brenier formula [3] for the L2-Wasserstein distance: for u0, u1 ∈
M (R;S), let
WM(u0, u1) := inf
{∫ 1
0
∫
R
wTs M(us)
−1ws dxds :
(us, ws)s∈[0,1] ∈ C , us|s=0 = u0, us|s=1 = u1
}1/2
,
(3.3)
where C is a suitable subclass of solutions to the (multi-component) continuity
equation ∂sus + ∂xws = 0 on [0, 1]×R in the sense of distributions, see [10, 35]
for more details. Since the n species u1, . . . , un do not interact with each other
via M due to its decoupled structure (1.3), one has that
WM(u, u˜)
2 =Wm1(u1, u˜1)
2 + · · ·+Wmn(un, u˜n)2,
i.e., WM is the canonical product of the distances Wmk for each of the scalar
components which have been defined in [10, 22] as in (3.3) for the scalar case
n = 1.
The following two theorems are collections of results from [10, 22, 23, 35].
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Theorem 3.5 (Properties of the distance WM). Assume that h : S → R of
the form h(z) =
∑n
j=1 hj(zj) satisfies (H1)–(H3) and that the fully decoupled
mobility M is induced by h. The following statements hold:
(a) For all j ∈ {1, . . . , n}, one has mj ∈ C2([Sℓj , Srj ]) with m′′j (s) ≤ 0 for all
s ∈ (Sℓj , Srj ), mj(s) > 0 for all s ∈ (Sℓj , Srj ) and mj(Sℓj) = 0 = mj(Srj ). In
consequence, the minimization problem (3.3) in the definition of WM on
M (R;S) is convex.
(b) If u ∈ M (R;S) and K ⊂ M (R;S) are such that WM(·, u) is bounded on
K, then K is relatively compact w.r.t. weak∗-convergence.
(c) The functional WM is in both arguments lower semicontinuous w.r.t.
weak∗-convergence.
(d) There exists a constant L > 0 such that for all u0, u1 ∈ M (R;S), one has
|m2(u0 − Sℓ)| ≤ L
(|m2(u1 − Sℓ)|+WM(u0, u1)2) .
As a consequence of the above, the subset of all u ∈ M (R;S) which have finite
WM-distance to a specified reference u∗ ∈ M (R;S) is a complete metric space
with respect to WM, and the convergence w.r.t. WM is stronger than weak∗
convergence on that set.
Even though geodesic convexity w.r.t. WM is a very rare property [7, 35],
the following holds:
Theorem 3.6 (Heat entropy and potential energy). Assume that h : S → R
of the form h(z) =
∑n
j=1 hj(zj) satisfies (H1)–(H3) and that the fully decoupled
mobility M is induced by h. The following statements hold:
(a) The heat entropy H defined in Definition 2.1 is finite on Xz. More precisely,
for each α ∈ (13 , 1), there exists a constant Cα > 0 such that, depending on
the case (A) or (B),
(A) − Cα
(|m0(u− z)|+ |m2(u− z)|α) ≤ H(u) ≤ 0, (3.4)
(B) 0 ≤ H(u) ≤ Cα‖u− z‖2L2, (3.5)
for all u ∈ Xz. Furthermore, H is 0-convex along geodesics in the space
(M (R;S),WM), and it induces a 0-flow S
H which coincides with the (multi-
component) heat flow, i.e.,
∂sS
H
s (u) = ∂
2
xS
H
s (u) for all s > 0, and S
H
0 (u) = u.
(b) Fix α > 0 and ρ ∈ C∞c (R;Rn), and define the (regularized) potential energy
functional
V : M (R;S)→ R∞, V(u) = αH(u) +
∫
R
ρ(x)Tu(x) dx.
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There exists C > 0 depending only onM and ρ such that V is λ-convex along
geodesics in (M (R;S),WM) and induces a λ-flow S
V , for λ := −C( 1α +1).
Moreover, if û ∈ M (R;S) is such that û − z ∈ H1(R), then us := SVs (û) is
a classical solution to the viscous nonlinear continuity equation
∂sus = α∂
2
xus + ∂x(M(us)∂xρ), for all s > 0, (3.6)
the curve s 7→ us − z is continuous in H1(R) on R≥0, and us(x) is smooth
with respect to (s, x) ∈ R>0 × R.
Proof. These claims have been shown in [35] — see in particular Proposition
5.8 therein — except for the refined version of the lower bound in (3.4), which
we prove now. Since each hj is α-Ho¨lder continuous for any given α ∈ (13 , 1) by
hypothesis (H1), there is some Kα such that hj(zj) ≥ −Kα(zj − zj)α. Hence∫
R
hk(uk(x)) dx ≥ −Kα
∫
R
(
uk(x)− zk
)α
dx
≥ −Kα
(∫
R
(1 + x2)−
α
1−α dx
)1−α(∫
R
(1 + x2)
(
uk(x)− zk
)
dx
)α
≥ −Kαωα
([
m0(u− z)
]α
k
+
[
m2(u − z)
]α
k
)
,
where ωα =
∫
R
(1 + x2)−
α
1−α dx is finite since α ∈ (13 , 1). Addition of the
estimates above for k = 1, . . . , n and another elementary estimate on the α
power yield (3.4).
4. The variational scheme
In this section, we study the variational scheme (1.8) and show that the
discrete solution uτ is well-defined and enjoys an additional regularity property.
For the latter, we use the flow interchange lemma (Theorem 3.3) with the heat
entropy H from Definition 2.1 as auxiliary functional. In advance, we prove
some elementary properties of the free energy functional E .
Proposition 4.1 (Properties of the free energy). The following statements hold:
(a) For all u ∈ Xz, the following holds depending on the case (A) or (B):
(A) Cf‖∂x(u− z)‖2L2 ≤ E(u) ≤ Cf‖u− z‖2H1 ;
(B) Cf‖u− z‖2H1 ≤ E(u) ≤ Cf‖u− z‖2H1 .
In particular, E is finite on Xz.
(b) If uk − z ⇀ u− z weakly in H1(R;Rn), then
E(u) ≤ lim inf
k→∞
E(uk).
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Proof. Notice for (a) that the indicated definition of E yield together with the
convexity and growth properties from Assumption 2.2 and Taylor’s theorem
that
Cf
∫
R
|∂x(u− z)|2 dx ≤ E(u) ≤ Cf
∫
R
[|∂x(u− z)|2 + |u− z|2] dx,
in case (A), or
Cf
∫
R
[|∂x(u− z)|2 + |u− z|2] dx ≤ E(u) ≤ Cf ∫
R
[|∂x(u − z)|2 + |u− z|2] dx,
in case (B), respectively. The lower semicontinuity in (b) of E with respect to
weak convergence in H1(R;Rn) is a consequence of convexity and nonnegativity
of the integrand in E , see for instance [29, Thm. 10.16].
In advance of the proof of well-posedness of the variational scheme (1.8),
we make the following observation in the case (A): Since ‖u − z‖L1 is fixed
on Xz and ‖u − z‖L∞ is uniformly bounded for u ∈ M (R;S) as the value
space S is compact, an interpolation inequality shows that all Lp(R;Rn) norms
of elements in Xz are bounded by a uniform constant. Thus, in view of the
assumed convexity of f from Assumption 2.2, it suffices to control the gradient
in order to control the whole Sobolev norm.
Proposition 4.2 (Minimizing movement scheme). Let τ > 0 and u˜ ∈ Xz.
Then, the minimization problem in (1.8) for un−1τ = u˜ has a solution u
∗ ∈ Xz.
Moreover, one has
τ‖∂2xu∗‖2L2 ≤
1
Cf
[H(u˜)−H(u∗)], (4.1)
where the heat entropy H is defined as in Definition 2.1. In particular, u∗− z ∈
H2(R;Rn).
Proof. We prove the existence of a minimizer in (1.8) with the direct method
from the calculus of variations. Thanks to the coercivity estimates from Propo-
sition 4.1(a), the Yosida penalized functional
Eτ (·; u˜) : M (R;S)→ R∞, u 7→ 1
2τ
W2
M
(u, u˜) + E(u)
is nonnegative. Consequently, a minimizing sequence (uk)k∈N for Eτ (·; u˜) neces-
sarily belongs to Xz and satisfies for all k ∈ N:
W2
M
(uk, u˜) ≤ C,
‖uk − z‖H1 ≤ C,
for some constant C > 0 which does not depend on k. The relative compactness
property in Theorem 3.5(b) and Alaoglu’s theorem then yield the existence of
a map u∗ ∈ Xz such that, on a suitable subsequence, uk ∗⇀ u in M (R;S) and
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uk − z ⇀ u∗ − z weakly in H1(R;Rn). With the lower semicontinuity from
Theorem 3.5(c) and Proposition 4.1(b), we infer that u∗ indeed is a minimizer
of Eτ (·; u˜).
For the proof of the additional regularity estimate (4.1), we use the flow
interchange principle for the auxiliary functional H which induces the heat flow
as 0-flow, recall Theorem 3.6(a). Theorem 3.3 now yields
τDHE(u∗) ≤ H(u˜)−H(u∗). (4.2)
We now derive the dissipation DHE(u∗), and write us := SHs (u∗) for brevity:
− d
ds
E(us) =
∫
R
(
∂xu
T
s∇2zf(∂xus, us)∂xus − ∂xuTs ∂x[∇2pf(∂xus, us)∂2xus]
− ∂xuTs ∂x[∇pzf(∂xus, us)]∂xus
)
dx
=
∫
R
(
∂2xus
∂xus
)T
∇2(p,z)f(∂xus, us)
(
∂2xus
∂xus
)
dx ≥ Cf‖∂2xus‖2L2,
using integration by parts and in the last step Assumption 2.2. Weak lower
semicontinuity of the L2-norm yields
DHE(u∗) ≥ lim inf
sց0
(
− d
ds
E(us)
)
≥ Cf‖∂2xu∗‖2L2 ,
and hence (4.1) by combining with (4.2).
Hence, the minimizing movement scheme (1.8) produces, for each initial
datum u0 ∈ Xz and τ > 0, a sequence (ukτ )k∈N and a time-discrete solution uτ .
We now prove a series of a priori estimates.
Proposition 4.3 (Classical energy estimates). For each τ > 0, the following
holds.
(a) The function t 7→ E(uτ (t)) is monotonically decreasing in t ≥ 0.
(b)
∞∑
k=1
WM(u
k
τ , u
k−1
τ )
2 ≤ 2τ(E(u0)− inf E).
(c) For all s, t ≥ 0, one has
WM(uτ (s), uτ (t)) ≤
[
2(E(u0)− inf E)max(τ, |t− s|)]1/2 .
(d) Only in case (A): there exists a τ-independent constant M > 0 such that
m2(uτ (t)− z) ≤M(1 + t) holds for all t ≥ 0.
Proof. The derivation of the estimates (a), (b) and (c) are indeed classical, see
e.g. [2]; they follow from Eτ (ukτ ;uk−1τ ) ≤ Eτ (ukτ ;ukτ ) for each k. To conclude (d),
simply combine (c) with Theorem 3.5(d).
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Lemma 4.4. Under the general hypotheses, we have
• in case (A): for each q > 13 , there exists a Cq > 0 such that∫ T
0
‖∂2xuτ (t)‖2L2 dt ≤ Cq(1 + T q) for all T > 0;
• in case (B): there exists a C > 0 such that∫ T
0
‖∂2xuτ (t)‖2L2 dt ≤ C for all T > 0;
and the respective constants Cq and C are τ-uniform.
Proof. Since uτ is piecewise constant in t, we obtain:∫ T
0
‖∂xuτ (t)‖2L2 dt ≤
K∑
k=1
τ‖∂xukτ‖2L2 ≤
K∑
k=1
[
1
Cf
(H(uk−1τ )−H(ukτ ))
]
,
forK :=
⌊
T
τ
⌋
+1, where we used (4.1) in the last step. Simplifying the telescopic
sum, we get ∫ T
0
‖∂xuτ (t)‖2L2 dt ≤
1
Cf
(H(u0)−H(uKτ )).
In the case (A), we employ the bound (3.4) on H by the second moment, and
use property (d) from Proposition 4.3. For the estimate in case (B), we use
(3.5).
Proposition 4.5 (Further a priori estimates). For given T > 0 and τ > 0,
there exist constants C > 0 such that for all τ ∈ (0, τ ], the following holds:
(a) ‖uτ − z‖L∞([0,T ];H1) ≤ C.
(b) ‖uτ − z‖L2([0,T ];H2) ≤ C.
Proof. Using Proposition 4.3(a) and the coercivity condition on E from Propo-
sition 4.1(a), we immediately obtain (a) above (recall that in the case (A),
‖uτ(t, ·)− z‖L2 is bounded by a fixed constant). Estimate (b) is a consequence
of Lemma 4.4.
5. Discrete weak formulation
This section is concerned with the derivation of the approximate, time-
discrete weak formulation satisfied by the discrete solution uτ . One more time,
we employ the flow interchange technique: this time, the auxiliary flow is in-
duced by the regularized potential energy V from Theorem 3.6(b). We introduce
the following notation: for a temporal test function ψ ∈ C∞c (R>0) and each
τ > 0, define the piecewise constant approximation ψτ : R≥0 → R by
ψτ (s) := ψ
(⌊ s
τ
⌋
τ
)
for all s ≥ 0.
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Lemma 5.1 (Discrete weak formulation). Fix a terminal time T > 0 and a
pair of test functions ρ ∈ C∞c (R;Rn), ψ ∈ C∞c ((0, T )). Let α > 0, and set
λ = λ(α) = −C ( 1α + 1) with C from Theorem 3.6(b). Then, the discrete
solution uτ obtained from the scheme (1.8) satisfies the following discrete weak
formulation:∣∣∣∣∣
∫ ∞
0
∫
R
[
ψτ (t+ τ)− ψτ (t)
τ
ρTuτ (t) + ψτ (t)N
(
uτ (t)
)
[ρ]
]
dxdt
∣∣∣∣∣
≤ ‖ψ‖C0
(
α[H(u0) +M(1 + T )] + (−λ)τE(u0)), (5.1)
where M > 0 is a τ-independent constant, and the nonlinear operator N is given
in (2.1).
Proof. Since by Theorem 3.6(b) the regularized potential energy V induces a λ-
flow on (M (R;S),WM), we may apply the flow interchange lemma (Theorem
3.3) to obtain for all k ∈ N:
V(ukτ ) + τDVE(ukτ ) +
λ
2
W2
M
(ukτ , u
k−1
τ ) ≤ V(uk−1τ ). (5.2)
Recall that the flow us := S
V
s (u
k
τ ) generated by V satisfies the viscous nonlinear
continuity equation (3.6), is such that us(x) is smooth with respect to (s, x) ∈
R>0×R, and us−z → ukτ −z in H1(R) as sց 0. The corresponding dissipation
can thus be calculated explicitly, using
fs := f(∂xus, us), ∇pfs := ∇pf(∂xus, us), etc.,
for brevity:
− d
ds
E(us) = −
∫
R
[∇pfs∂x∂sus +∇zfs∂sus] dx
=
∫
R
[
α∂2xus + ∂x
(
M(us)∂xρ
)]T[
∂x∇pfs −∇zfs
]
dx
= α
∫
R
(
∂2xus
∂xus
)T
∇2(p,z)fs
(
∂2xus
∂xus
)
dx−
∫
R
N(us)[ρ] dx.
Thanks to the coercivity estimate from Assumption 2.2, we obtain
− d
ds
E(us) ≥ αCf
∫
R
|∂2xu|2 dx−
∫
R
N(us)[ρ] dx. (5.3)
We wish to pass to the limit s ց 0 in order to produce a sensible lower bound
on DVE(ukτ ) in (5.2) above; this step is a little delicate. First, let us consider
Zs := ∂x∇pfs −∇zfs = ∇ppfs∂2xus +∇pzfs∂xus −∇zfs. (5.4)
From Assumption 2.2, we know that the functions ∇ppf and ∇pzf are bounded
by Cf on R
n×S, and it easily follows that the function∇zf is globally Lipschitz,
with Lipschitz constant Cf . Therefore,
‖Zs‖L2 ≤ ‖∇ppfs∂2xus‖L2 + ‖∇pzfs∂xus‖L2 + ‖∇zfs‖L2
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≤ Cf
(‖∂2xus‖L2 + ‖∂xus‖L2 + ‖us − z‖H1).
Further, thanks to the smoothness of the mobilities mj , see Theorem 3.5, there
is an appropriate constant CM such that∥∥∂x(M(us)∂xρ)∥∥L2 ≤ CM‖ρ‖H2(1 + ‖∂xus‖L2).
Note that ρ ∈ H2(R) since ρ is smooth and of compact support. This yields a
rough lower bound on the dissipation:
− d
ds
E(us)
≥ αCf‖∂2xu‖2L2 − CMCf‖ρ‖H2
(
1 + ‖us − z‖H1
)(‖∂2xus‖L2 + 2‖us − z‖H1)
≥ 1
2
αCf‖∂2xu‖2L2 −K(1 + ‖us − z‖2H1),
for some constant K depending on α, Cf , Cf , CM, and ‖ρ‖H2 . From here, the
continuity of s 7→ us−z in H1(R), and the flow interchange estimate (5.2) imply
that ‖∂2xu‖L2 remains bounded as s ց 0. Therefore, in addition to the strong
convergence us− z → ukτ − z in H1(R), we have the respective convergence also
weakly in H2(R), and strongly in W 1,∞(R).
This is sufficient to pass to the limit sց 0 in (5.3). Using the aforementioned
strong convergence in W 1,∞, it follows that
∇ppfs = ∇ppf(∂xus, us)→ ∇ppf(∂xukτ , ukτ ) uniformly on R,
and likewise for ∇pzfs and ∇zfs. For Zs from (5.4) this yields, in combination
with the weak convergence of us − z in H2(R), the weak convergence
Zs ⇀∇ppf(∂xukτ , ukτ )∂2xu+∇pzf(∂xukτ , ukτ )∂xu−∇zf(∂xukτ , ukτ)
= ∂x∇pf(∂xukτ , ukτ )−∇zf(∂xukτ , ukτ )
in L2(R). Finally, recall that ρ is smooth and of compact support, therefore the
strong convergence of us − z in H1(R) is more than sufficient to conclude that
∂x
(
M(us)∂xρ
)→ ∂x(M(ukτ )∂xρ)
in L2(R). Hence, using the lower semi-continuity of the L2-norm under weak
convergence, we end up with
DVE(ukτ ) = lim sup
sց0
[
− d
ds
E(us)
]
≥
∫
R
∂x
(
M(ukτ )∂xρ
)T[
∂x∇pf(∂xukτ , ukτ )−∇zf(∂xukτ , ukτ )
]
dx
= −
∫
R
N(ukτ )[ρ] dx.
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Now insert this into (5.2):
τ
∫
R
[
ρT
ukτ − uk−1τ
τ
−N(ukτ )[ρ]
]
dx
≤ α(H(uk−1τ )−H(ukτ ))+ (−λ)2 WM(ukτ , uk−1τ )2.
(5.5)
Each step in the derivation of (5.5) remains valid upon replacing consistenly ρ
by −ρ everywhere. Thus, the right-hand side in (5.5) is even a bound on the
absolute value of the expression on the left-hand side. Next, we multiply the
resulting inequality by the absolute value of ψkτ := ψ((k − 1)τ); since clearly
|ψkτ | ≤ ‖ψ‖C0 , we obtain∣∣∣∣τ ∫
R
[
−ψkτ ρT
ukτ − uk−1τ
τ
+ ψkτN(u
k
τ )[ρ]
]
dx
∣∣∣∣
≤ ‖ψ‖C0
[
α
(H(uk−1τ )−H(ukτ ))+ (−λ)2 WM(ukτ , uk−1τ )2
]
.
(5.6)
Now we sum over k = 1, 2, . . . , Nτ , where Nτ is the smallest integer with Nτ τ >
T ; notice that on the left-hand side, we can actually sum to infinity, since
ψ(t) = 0 for all t ≥ T . We apply the triangle inequality to the left-hand side,
observe that
−τ
∞∑
k=1
∫
R
ρT
ukτ − uk−1τ
τ
ψkτ dx = τ
∞∑
k=0
∫
R
ψk+1τ − ψkτ
ρ
T
τukτ dx,
and write the time summation over n as an integral with respect to time, ending
up with∣∣∣∣∫ ∞
0
∫
R
[
ψτ (t+ τ) − ψτ (τ)
τ
ρTuτ (t) + ψ(t)N
(
uτ (t)
)
[ρ]
]
dxdt
∣∣∣∣
≤ ‖ψ‖C0
[
α
(H(u0τ )−H(uτ (Nτ τ))) + (−λ)2
∞∑
k=1
WM(u
k
τ , u
k−1
τ )
2
]
.
For simplification of the right-hand side, we use the lower bound on H from
Theorem 3.6 in combination with the a priori estimate 4.3(d), and the energy
estimate in Proposition 4.3(b). This proves the claim.
6. Passage to the continuous-time limit
The proof of Theorem 2.5 can now be completed by passing to the
continuous-time limit τ ց 0. Using the a priori estimates from Propositions 4.3
and 4.5, we first pass to a strong limit uτ → u. The remainder of the proof then
is concerned with obtaining the continuous weak formulation (2.1) of system
(1.1) from the discrete weak formulation (5.1) and the convergence properties
of (uτ )τ>0. In summary, we have:
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Proposition 6.1 (Continuous-time limit). Let T > 0 be given, (τk)k∈N be a
vanishing sequence of step sizes, i.e. τk ց 0 as k → ∞, and (uτk)k∈N be the
corresponding sequence of discrete solutions obtained by the minimizing move-
ment scheme (1.8). Then, there exists a (non-relabelled) subsequence and a limit
curve u : [0, T ]→ Xz such that as k →∞:
(a) uτk(t) converges weakly∗ to u(t), pointwise with respect to t ∈ [0, T ];
(b) uτk − z ⇀ u− z weakly in L2([0, T ];H2(R;Rn));
(c) uτk − z → u− z strongly in L2([0, T ];H1loc(R;Rn)),
with the properties
u(0, ·) = u0,
u ∈ C1/2([0, T ]; (M (R;S),WM)),
u− z ∈ L∞([0, T ];H1(R;Rn)).
Moreover, the limit u is a weak solution to (1.1) in the sense of Definition 2.4.
Proof. For the convergence in (a), we use the refined version of the Arzela`-Ascoli
theorem [2, Thm. 3.3.1], which also provides the claimed Ho¨lder continuity of u
with respect to WM. The cited theorem is applicable thanks to the τ -uniform
quasi-Ho¨lder continuity of the curves uτ in the sense of Proposition 4.3(c) and
the fact that the set of u ∈ M (R;S) at finite distance to the initial datum
u0 is a complete metric space with respect to WM, see Theorem 3.5. In case
(A), thanks to the τ -uniform bound on the second momenta of the uτ , see
Proposition 4.3(d), it follows that the second momenta of the limit u obey the
same bound, and moreover, by Prokhorov’s theorem, the masses m0(uτ −z) are
preserved in the limit τ ց 0. Thus, u is a curve in Xz.
Convergence (b) is an immediate consequences of the a priori estimate in
Proposition 4.5(b) and Alaoglu’s theorem. Further, from the time-monotonicity
of the free energy E , see Proposition 4.3(a), and the coercivity and lower semi-
continuity of E stated in Proposition 4.1, we infer u−z ∈ L∞([0, T ];H1(R;Rn)).
The next step is to prove the strong convergence asserted in (c) using The-
orem 3.4. Fix a bounded interval I ⊂ R and define
Y := {w ∈ M (I;S) : w − z ∈ H1(I;Rn)},
endowed with ‖w‖Y := ‖w − z‖H1(I), which is isometric to a closed subset of
H1(I;Rn) and the map
A(u) :=
{
‖u− z‖2H2(I) if u− z ∈ H2(I;Rn),
+∞ otherwise,
which has relatively compact sublevels in Y due to Rellich’s theorem. Further-
more, define the pseudo-distance W as
W(w, w˜) := inf
{
WM(w
′, w˜′) : w′, w˜′ ∈ M (R;S),
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WM(w
′, u0) ≤W, WM(w˜′, u0) ≤W, w′|I = w, w˜′|I = w˜
}
,
where W > 0 is the constant for which one has
WM(uτ (t), u
0) ≤W,
uniformly in t ∈ [0, T ] and τ ∈ (0, τ ], recall Proposition 4.3(b). Thanks to
the properties of WM (cf. Theorem 3.5), one easily sees that finiteness of the
infimum above yields the existence of a minimizer, and that the requirements
for W of Theorem 3.4 are fulfilled. We verify the hypotheses (3.1)&(3.2) for
the sequence (uk)k∈N defined by uk := uτk |[0,∞)×I : (3.1) is immediate because
of the a priori estimate from Proposition 4.5(b). For (3.2), we first notice that
W(uk(t+ h), uk(t)) ≤WM(uτk(t+ h), uτk(t))
by construction of W. We claim that
sup
k∈N
∫ T−h
0
WM(uτk(t+ h), uτk(t)) dt
≤ max
(
1,
√
T + τ
)√
2(E(u0)− inf E)(T + τ )h,
(6.1)
for all h ∈ (0, τ), from which (3.2) follows. Indeed, let us fix k ∈ N, and consider
two cases. If h ∈ (0, τk], then
∫ T−h
0
WM(uτk(t+ h), uτk(t)) dt =
⌊
T
τk
⌋∑
i=1
hWM(u
i
τk
, ui+1τk )
≤
√
2(E(u0)− inf E)
√
h2
⌊
T
τk
⌋
≤
√
2(E(u0)− inf E)(T + τ )h,
thanks to Ho¨lder’s inequality and Proposition 4.3(b). If instead h ∈ (τk, τ ], then
we directly get from Proposition 4.3(c):∫ T−h
0
WM(uτk(t+ h), uτk(t)) dt ≤ (T − h)
√
2(E(u0)− inf E)h
≤ (T + τ )
√
2(E(u0)− inf E)h.
Hence, (6.1) holds and the application of Theorem 3.4 yields the existence of
a (non-relabelled) subsequence which converges in H1(I;Rn) to (the spatial
restriction to I of) u in measure w.r.t. t ∈ (0, T ). Employing the estimate from
Proposition 4.5(a) and the dominated convergence theorem, we conclude that
uτk − z → u− z strongly in L2([0, T ];H1(I;Rn)),
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proving claim (c) for a prescribed interval I. By a diagonal argument, setting
IR := [−R,R] and letting Rր∞, we deduce that (c) is true simultaneously for
every bounded interval I, extracting a further subsequence. Moreover, extract-
ing a further subsequence if necessary, uτk converges to u almost everywhere in
[0, T ]× R.
It now remains to prove that the limit map u fulfills the weak formulation
(2.1). Fix ρ ∈ C∞c (R;Rn) and ψ ∈ C∞c ((0, T )), and apply Lemma 5.1 about the
discrete weak formulation. Choosing αk :=
√
τk for each k ∈ N, we obtain from
(5.1):∣∣∣∣∣
∫ ∞
0
∫
R
[
ψτk(t+ τk)− ψτk(t)
τk
ρTuτk(t) + ψτk(t)N
(
uτk(t)
)
[ρ]
]
dxdt
∣∣∣∣∣
≤ ‖ψ‖C0
(√
τk[H(u0) +M(1 + T )] + Cτk
(
1 +
1√
τk
)
E(u0)
)
≤ C′√τk,
with a constant C′ that is independent of τk, and thus the absolute value on the
left-hand side converges to zero as τk → 0. We wish to identify the limit inside
the absolute value with the left-hand side of (2.1), with ϕ(t, x) = ψ(t)ρ(x).
For the first integral, it suffices to observe that
ψτk(t+ τk)− ψτk(t)
τk
→ ∂tψ(t)
uniformly with respect to t ∈ [0, T ], thanks to the smoothness of ψ. Indeed,
since ρ is smooth and of compact support, we trivially have from the strong
convergence of uτk in L
2([0, T ];H1loc(R;R
n)) that ρTuτk → ρTu in L2([0, T ] ×
R;Rn), and hence∫ ∞
0
∫
R
ψτk(t+ τk)− ψτk(t)
τk
ρTuτk(t) dxdt→
∫ ∞
0
∫
R
∂tψ(t)ρ
Tu(t) dxdt.
To show the convergence of the integal of N(uτk)[ρ] to the one of N(u)[ρ], we
recall that
N(uτk)[ρ] = −∂x
(
M(uτk)∂xρ
)T
Zk
with, using the abbreviations ∇zfk = ∇zf(∂xuτk , uτk) etc.,
Zk = ∂x∇pfk −∇zfk = ∇ppfk∂2xuτk +∇pzfk∂xuτk −∇zfk.
Let us first discuss the convergence
∂x
(
M(uτk)∂xρ
)→ ∂x(M(uτk)∂xρ) in L2([0, T ]× R;Rn). (6.2)
Since z 7→M(z) is a C2-smooth function on the compact set S, the convergence
of uτk in L
2([0, T ];H1loc(R;R
n)) induces convergence ofM(uτk) in the respective
space L2([0, T ];H1loc(R;R
n×n)). Since ρ is smooth and of compact support, we
arrive at (6.2).
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Now, we study convergence of Zk. As noted before, (p, z) 7→ ∇zf(p, z) is a
globally Lipschitz continuous function on Rn ×S, and both (p, z) 7→ ∇ppf(p, z)
and (p, z) 7→ ∇pzf(p, z) are globally bounded. Hence, convergence of uτk in
L2([0, T ];H1loc(R;R
n)) implies on the one hand
∇zfk → ∇zf(∂xu, u) in L2([0, T ];L2loc(R;Rn)). (6.3)
And on the other hand, it implies pointwise convergence of uτk and ∂xuτk almost
everywhere on [0, T ]×R, and thereby also pointwise convergence of ∇ppfk and
∇pzfk to their respective limits ∇ppf(∂xu, u) and ∇pzf(∂xu, u), almost every-
where on [0, T ]× R. Now we can make use of the weak convergence of uτk in
L2([0, T ];H2(R;Rn)), which implies weak convergence of both ∂xuτk and ∂
2
xuτk
in L2([0, T ]×R;Rn): thanks to Lemma Appendix A.1, this allows to conclude
∇ppfk∂2xuτk ⇀ ∇ppf(∂xu, u)∂2xu in L2([0, T ]× R;Rn), (6.4)
∇pzfk∂xuτk ⇀ ∇pzf(∂xu, u)∂xu in L2([0, T ]× R;Rn). (6.5)
Summation of (6.3), (6.4), and (6.5) yields that
Zk ⇀∇ppf(∂xu, u)∂2xu+∇pzf(∂xu, u)∂xu−∇zf(∂xu, u)
= ∂x∇pf(∂xu, u)−∇zf(∂xu, u) =: Z0
in each space L2([0, T ];L2(J ;Rn)) for a compact interval J ⊂ R. Since ρ has
compact support, so do all the expressions ∂x
(
M(uτk)∂xρ
)
, and we obtain for
the product∫ ∞
0
∫
R
N(uτk)[ρ] dxdt = −
∫ ∞
0
∫
R
∂x
(
M(uτk)∂xρ)
TZk dxdt
−→ −
∫ ∞
0
∫
R
∂x
(
M(u)∂xρ)
TZ0 dxdt =
∫ ∞
0
∫
R
N(u)[ρ] dxdt.
In summary, we have shown that the limit u of uτk satisfies the weak formulation
(2.1) for each test function ϕ of the form ϕ(t, x) = ψ(t)ρ(x) with ψ ∈ C∞c ((0, T ))
and ρ ∈ C∞c (R), where T > 0 is arbitrary. By standard approximation argu-
ments, it follows that (2.1) holds indeed for all ϕ ∈ C∞c (R>0 × R).
7. Long time asymptotics
We shall now prove Theorem 2.6, which comes more or less as a corollary to
the existence proof, specifically from the a priori estimate in Lemma 4.4.
Let us start by proving the second claim in Theorem 2.6, which is eas-
ier: since ∂2xuτk converges weakly to ∂
2
xu in L
2([0, T ];L2(R;Rn)), and since the
L2-norm of ∂2xu is a weakly lower semicontinuous functional, the estimates in
Lemma 4.4 pass to the limit τk ց 0, and yield, respectively,∫ T
0
‖∂2xu(t)‖2L2 dt ≤ Cq(1 + T q), or
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∫ T
0
‖∂2xu(t)‖2L2 dt ≤ C,
for all T > 0, where q > 13 is arbitrary. The result now follows immediately
from an abstract measure theoretic argument that we recall for convenience in
Lemma Appendix A.3.
The first claim in Theorem 2.6 is a bit more subtle. Fix some q ∈ (13 , 1) and
some τ > 0, and consider again the respective estimate in Lemma 4.4. Given a
time T ≥ 1, one necessarily finds some tTτ ≤ T such that
‖∂2xuτ (tTτ )‖2L2 ≤
Cq(1 + T
q)
T
≤ 2CqT−(1−q).
With the help of the interpolation estimates (A.1) and (A.2) from Lemma
Appendix A.2 in the Appendix, and recalling (2.4), it now follows that
‖uτ (tTτ )− z‖2H1 =
n∑
j=1
(‖∂xuτ,j(tTτ )‖2L2 + ‖uτ,j(tTτ )− zj‖2L2)
=
n∑
j=1
(
‖∂2xuτ,j(tTτ )‖
6
5
L2
[
m0(u
0 − z)] 45
j
+ ‖∂2xuτ,j(tTτ )‖
2
5
L2
[
m0(u
0 − z)] 85
j
)
≤ K
(
‖∂2xuτ‖
6
5
L2 + ‖∂2xuτ‖
2
5
L2
)
≤ KC 65q T− 25 (1−q),
where the constant K depends only on m0(u
0 − z). Combining this with the
estimate on E in Proposition 4.1(a) and the monotonicity from Proposition
4.3(a), we obtain
E(uτ (T )) ≤ E(uτ (tTτ )) ≤ KC
2
3
q T
− 2
5
(1−q).
This estimate is true for each τ > 0 and any T ≥ 1. Thanks to the lower semi-
continuity of E from Proposition 4.1(b), it passes to the limit along the sequence
τk ց 0, and thus produces (2.6), with p = 25 (1 − q). Since any q ∈ (13 , 1) is
admissible in the calculation above, any p > 415 can be attained.
Appendix A. Some technical lemmas
In this section, we collect some small technical results that are presumably
well-known, but for which we were not able to find appropriate references.
Lemma Appendix A.1. Let Ω ⊂ Rd be some open set. Assume that (fk) and
(gk) are bounded sequences in L
∞(Ω) and in L2(Ω), respectively, and assume
that fk → f pointwise almost everywhere, and gk ⇀ g weakly in L2(Ω). Then
fkgk ⇀ fg weakly in L
2(Ω).
Proof. Let η ∈ L2(Ω) be arbitrary. Write
η(fkgk − fg) = (ηfk − ηf)gk + ηf(gk − g).
23
Thanks to the hypotheses on (fk), the product ηfk converges to ηf strongly in
L2(Ω) by dominated convergence. Thus
lim
k→∞
∣∣∣∣∫
Ω
η(fkgk − fg) dx
∣∣∣∣
≤ lim
k→∞
‖ηfk − ηf‖L2‖gk‖L2 + lim
k→∞
∫
Ω
ηf(gk − g) dx = 0.
This is true for every η ∈ L2(Ω), hence fkgk goes to fg weakly in L2(Ω).
Lemma Appendix A.2. For each f ∈ H2(R) ∩ L1(R), we have
‖f‖L2 ≤ ‖∂2xf‖
1
5
L2‖f‖
4
5
L1, (A.1)
‖∂xf‖L2 ≤ ‖∂2xf‖
3
5
L2‖f‖
2
5
L1. (A.2)
Proof. As usual, it suffices to prove the statement for smooth functions f of
compact support. As an auxiliary result, we show that
‖f‖L∞ ≤ ‖∂xf‖
1
2
L2‖f‖
1
2
L2. (A.3)
By the fundamental theorem of calculus, an integration by parts, and the
Cauchy-Schwarz inequality, one finds for each a ∈ R that
f(a)2 =
1
2
∫ a
−∞
∂x(f
2) dx− 1
2
∫ ∞
a
∂x(f
2) dx
=
∫ a
−∞
f∂xf dx−
∫ ∞
a
f∂xf dx
≤ ‖f‖L2(R<0)‖∂xf‖L2(R<0) + ‖f‖L2(R>0)‖∂xf‖L2(R>0) ≤ ‖∂xf‖L2‖f‖L2.
With the help of (A.3), we conclude that
‖f‖2L2 =
∫
R
f2 dx ≤ ‖f‖L∞‖f‖L1 ≤ ‖∂xf‖
1
2
L2‖f‖
1
2
L2‖f‖L1.
Collecting powers of ‖f‖L2 on the left-hand side yields another auxiliary esti-
mate:
‖f‖L2 ≤ ‖∂xf‖
1
3
L2‖f‖
2
3
L1. (A.4)
As the last ingredient, we note that
‖∂xf‖2L2 =
∫
R
(∂xf)
2 dx = −
∫
R
f ∂2xf dx ≤ ‖∂2xf‖L2‖f‖L2. (A.5)
To prove (A.1), substitute the estimate (A.5) for ‖∂xf‖L2 into the right-hand
side of (A.4), then collect powers of ‖f‖L2 on the left-hand side. To prove (A.2),
substitute the estimate (A.4) for ‖f‖L2 into the last expression in formula (A.4),
then collect powers of ‖∂xf‖L2.
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Lemma Appendix A.3. Let a non-negative measurable function f : R>0 →
R≥0 be given. Assume that there are a C > 0 and some q < 1 such that∫ T
0
f(t) dt ≤ C(1 + T q) for all T > 0. (A.6)
Then, given δ > 0 and p < q, there is a measurable set Θ ⊂ R>0 with the
following properites:
1. L (Θ ∩ {t ≤ T }) ≤ δT p for all T ≥ 0, and
2. f(t)→ 0 for t→∞ and t ∈ R>0 \Θ.
If q = 0, i.e., f is integrable on R>0, then one can even take p = 0 above, that
is, the set Θ can be chosen of arbitrarily small Lebesgue measure.
Proof. Let δ > 0 and p < q be given. For each n = 1, 2, . . ., define the time
instance
Tn := max
(
1,
(
2C
δ
n2(n+ 1)
) 1
q−p
)
,
and the corresponding measurable set
Sn :=
{
t ∈ R>0 : f(t) ≥ 1
n
, t ≥ Tn
}
.
We have for every T ≥ Tn that
1
n
L (Sn ∩ {t ≤ T }) ≤
∫ T
0
f(t) dt
≤ C(1 + T q) ≤ 2CT q ≤ 2C
T
p−q
n
T p ≤ 1
n
δ
n(n+ 1)
T p.
On the other hand, for every T < Tn, we have that L (Sn ∩ {t ≤ T }) = 0 by
definition of Sn. We thus conclude that
L (Sn ∩ {t ≤ T }) ≤ δ
n(n+ 1)
T p (A.7)
holds for every T > 0. Now define Θ as the union of all Sn. Adding up (A.7)
for all n = 1, 2, . . ., we obtain
L (Θ ∩ {t ≤ T }) ≤
(
∞∑
n=1
1
n(n+ 1)
)
δT p = δT p.
Let (tm) be any sequence with tm → ∞ and tm ∈ R>0 \ Θ. By construction,
tm > Tn implies that f(tm) <
1
n , and therefore f(tm)→ 0.
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In the case q = 0, one can modify the definition of the Tn in order to improve
the result. Indeed, since f is integrable on R>0, each set Sn has finite Lebesgue
measure, for any choice of Tn. By the properties of the Lebesgue measure, one
can make L (Sn) smaller than any given positive value by choosing Tn sufficiently
large. In particular, we can choose Tn such that
L (Sn) ≤ δ
n(n+ 1)
,
which replaces (A.7) above.
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