A harmonic new better than used in expectation (HNBUE) variable is a random variable which is dominated by an exponential distribution in the convex stochastic order. We use a recently obtained condition on stochastic equality under convex domination to derive characterizations of the exponential distribution and bounds for HNBUE variables based on the mean values of the order statistics of the variable. We apply the results to generate discrepancy measures to test if a random variable is exponential against the alternative that is HNBUE, but not exponential.
Introduction
Stochastic orderings have important applications in diverse fields. For instance, several notions of stochastic orders have been extensively used in Economics to compare risks of alternative investments or income levels in different populations.
Stochastic dominance rules of convex (or concave) type are specially useful in the analysis of poverty and income inequality (see for instance [10] ).
Partial order relationships among random variables also play a fundamental role in reliability theory, where several orderings have been introduced to compare lifetime distributions, which is useful in the analysis of systems reliability. Moreover, stochastic orders are also behind several concepts of aging since important classes of distributions can be defined by comparing, in different orderings, a lifetime variable (or its remaining time at age t) with the exponential distribution, which satisfies the non-ageing property. We also refer the interested reader to the books [12; 13] for a comprehensive treatment on stochastic orders and its multiple applications.
We consider the class of distributions with the harmonic new better than used in expectation (HNBUE) (resp. harmonic new worse than used in expectation (HNWUE)) property. These two classes of random variables are defined by means of the comparison with the exponential distribution with respect to the convex order. We recall that given two integrable random variables X and Y , we say that X is less or equal Y in the convex order, and we write X ≤ cx Y , if Ef (X) ≤ Ef (Y ), for every convex function f : R → R for which the previous expectations are well defined. A nonnegative variable X is said to be HNBUE (resp. HNWUE) if X ≤ cx Y (resp. Y ≤ cx X), where Y is an exponential random variable.
The class of variables HNBUE (and its dual HNWUE) is a fairly large class of random variables in reliability theory which contains the class of NBUE (new better than used in expectation) distributions and, in consequence, it includes all IFR (increasing failure rate), IFRA (increasing failure rate average) and NBU (new better than used) distributions. See [2] for a detailed study of these classes of lifetime distributions.
In this paper we use a specific result in [4] on stochastic equality under convex-type domination to derive characterizations of the exponential distribution in the classes of HNBUE and HNWUE variables. At the same time, we obtain bounds for some functions of the expected value of the order statistics of random variables with these properties. These results can in turn be applied to define simple discrepancy measures (with a precise interpretation in terms of the expected system lifetime of series and parallel systems) which are useful to test the null hypothesis that a random variable follows an exponential distribution against the alternative that it follows a HNBUE (or HNWUE) distribution.
The paper is structured as follows: In next section we obtain some characterizations of the exponential distribution and derive bounds on certain functions of the mean order statistics for HNBUE (or HNWUE) variables. Testing of exponentiality against HNBUE or HNWUE alternatives is discussed in Section 3. All the proofs are included in a final appendix.
Bounds and characterizations
Let X and Y be two integrable random variables taking values on R with distribution functions F and G, respectively. We denote by F −1 and G −1 the respective quantile functions, i.e.,
For a measurable real function ω on [0, 1], we define
whenever the above integral exists. The integral in (1) can be interpreted as a weighted and signed Wasserstein distance between the variables X and Y .
In what follows I denotes the class of non decreasing real functions on [0, 1] and I * stands for the subclass of strictly increasing functions of I. We also use the notation X = st Y to indicate the equality in distribution of X and Y .
Next result (stated and proved in [4] ) establishes a characterization of the convex order through the ∆-distance defined above and a simple condition guaranteeing the equality in distribution of two ordered random variables: Theorem 1. Let X and Y be two integrable random variables. We have:
We shall show that the ∆-distance (1) used in Theorem 1 is closely connected with the mean value of certain functions of the order statistics. Before applying the last theorem to obtain characterizations of exponentiality we need to introduce some notation. Given an integrable random variable X, for k ≥ 1, let X X X k := (X 1 , . . . , X k ) be a random sample of X. We denote by X i:k the i-th order statistics
by S m:k (X) (resp. s m:k (X)) the expectation of the sum of the m greatest (resp. smallest) order statistics of X X X k , i.e.,
with the convention
If the variable X measures the lifetime of certain item, the function S m:k (X) (resp., s m:k (X)) is nothing but the sum of the expected lifetime of the m items with longest (resp., shortest) life out of a random sample of size k of X. In particular, S 1:k (X) = EX k:k (resp., s 1:k (X) = EX 1:k ) is the expected system lifetime of a parallel (resp., series) system with k independent components distributed as X.
Let µ e i:k denote the mean of the i-th order statistics of a random sample of size k of a variable with the exponential distribution with mean 1, that is
The following result is a consequence of Theorem 1: Proposition 1. Let X be an integrable HNBUE or HNWUE random variable with mean µ. The following conditions are equivalent:
(a) X is exponential with mean µ.
(b) For some k ≥ 2 and 1 ≤ m < k or for some p ≥ 2 and 1 ≤ l < p,
where µ e i:k is given in (3).
On taking m = 0 and l = 1 in (b) of the last proposition, we obtain the
, which is the main result of Basu and Kirmani [3] . A generalization of [5, Theorem 4.1] can be given in an analogous way. Notice that this condition can also be written in terms of the so-called S-Gini index (see e.g. [15] ) of a nonnegative random variable with positive mean defined by
The S-Gini index provides information on the (normalized) difference between the mean lifetime and the expected system lifetime of a series system with p independent components as X.
We can hence assert: If X is HNBUE or HNWUE then X has an exponential distribution if and only if G p (X) = 1 − 1/p, for some p ≥ 2. The case p = 2 leads to the usual Gini coefficient
The other simplest choice, m = 1 and p = 0, generates a condition on the
Putting together the two conditions we can also assert that the expected system lifetime of just one series (or parallel) system with k ≥ 2 independent components whose lifetimes are distributed as a HNBUE or HNWUE variable X can be used to detect whether X is exponential or not.
By taking p = k and m = l = 1, we obtain that the expected range, E(X k:k − X 1:k ), for any k ≥ 2, can also be used to deduce if a distribution with the HNBUE or HNWUE property is exponential. In general, by selecting different values for m, k, l, p in last proposition, it is possible to derive many new conditions that lead to the exponential distribution.
The definition itself of a HNBUE variable X implies that Eφ
where Y is an exponential random variable with mean EX and φ is a convex function such that the expectations are well defined. However, in the context of reliability theory, instead of bounds for the expected value of functions of X, it is sometimes more important to have bounds for the expectation of the order statistics of random samples of X. The proof of the next proposition directly follows from the proof of the previous proposition and Theorem 1 (a).
Proposition 2. Let X be a nonnegative HNBUE (respectively HNWUE) random variable with mean µ. For all k, p ≥ 1, 0 ≤ m ≤ k and 0 ≤ l ≤ p, we have
Tests for exponentiality against HNBUE alternatives

Discrepancy measures and critical regions
If the variable X measures the life length of certain unit, the results in Section 2 can be applied to generate measures of discrepancy to test the null hypothesis H 0 : X is an exponential variable, that is, the unit does not age with time, against the alternative H 1 : X is HNBUE (or HNWUE), but it does age with time. The discrepancies are obtained by selecting different values for m, k, l and p in Propositions 1 and 2. Here, we discuss three possibilities which are relatively simple for analysis, provide a natural interpretation and give satisfactory results. The first one is a discrepancy based on the expected maximum out of k observations:
The second discrepancy focusses on the expected minimum instead of the expected maximum:
The case k = 2 corresponds to the usual Gini index whereas larger values of k correspond to the S-Gini index mentioned above. Finally, the third discrepancy takes into account the expected range over k observations, and therefore uses the information contained by the two first discrepancies:
Remark 1. It should be pointed out that, due to the strong dependency among the order statistics, we have
The first equalities above follow from EX 1:2 + EX 2:2 = 2 EX while for the last one we use 2 E(X 3:3 − X 1:3 ) = 3 E(X 2:2 − X 1:2 ). Therefore, the discrepancy ∆ 2 can be interpreted in 4 different ways: ∆ 2 measures the difference between the expected system lifetime of a series (or a parallel) system from X with two independent components and the corresponding from an exponential variable. Furthermore, it can be also viewed as a quantity that gives information about the deviation from the exponentiality in the expected range length of two or three independent variables as X.
By the results of Section 2, the three discrepancies fulfill ∆ k,• = 0 under the null hypothesis (exponentiality) and ∆ k,• > 0 under the HNBUE alternative (∆ k,• < 0 under the HNWUE alternative), where here, and hereafter, we use the notation ∆ k,• to indicate any of the discrepancy measures described above (∆ k,max , ∆ k,min and ∆ k,range ). Therefore, starting from a sample X 1 , . . . , X n of n independent observations with the same distribution as X, it seems natural to estimate ∆ k,•
and reject H 0 whenever the estimate is large enough (in the case HNBUE) or small enough (in the case HNWUE).
The estimation of the discrepancies involves the estimation of the expected extreme order statistics EX 1:k and EX k:k (k ≥ 2). We adopt here a plug-in approach and use the estimators that result from computing the expectations under the empirical distribution F n corresponding to the sample. It turns out that the resulting estimators belong to the class of L-statistics:
As a direct consequence, our tests are based on the following estimated discrepan-
whereX is the sample mean. Hencê
Remark 2. The estimator of the quantity ∆ 2 defined in (5) is simplŷ
The statistics∆ k,max and∆ k,min are similar to those already proposed in [9] for the same testing problem. Moreover, the unbiased version of∆ 2 was analyzed in depth by Hendi et al in [6] where the exact distribution of this statistic is obtained.
Our results give some insight by relating∆ k,max and∆ k,min with the mean order statistics, which has the advantage of providing them with a precise meaning in reliability theory.
The following proposition establishes the asymptotic normality of the estimated discrepancies under the null hypothesis and gives expressions for the corresponding asymptotic variances. We use the notation "−→ d " to indicate "convergence in distribution".
Proposition 3.
Assume that H 0 holds and that n → ∞ and let U be a random variable uniformly distributed on (0, 1). Then,
Proposition 3 gives a result on the asymptotic behavior of the estimated discrepancies under the exponential distribution. Slight straightforward modifications of the proof yield the asymptotic distribution under a general distribution F fulfilling mild regularity conditions. Alternative approaches to study the asymptotic behavior of S-Gini estimates can also be found in [14] and [16] .
We highlight the result for the estimator∆ 2 because of its simplicity and usefulness in the subsequent applications: Corollary 1. Let us assume that H 0 holds and that n → ∞. We have that
By Proposition 3, it turns out that a suitable critical region with asymptotic level α is simply given by R = { √ n∆ k,• /σ k,• > z α } for any of the estimated discrepancies introduced above. However, it can be shown that∆ k,• are biased estimators and that the biases, although asymptotically negligible, distort the significance levels of the tests when applied to finite samples. Fortunately, taking into account formula (3) for the expectation of the order statistics under the exponential distribution, it is straightforward to compute a bias correction of any of the discrepancies∆ k,• under H 0 . If we denote by B 0 (∆ k,• ) these bias corrections, the tests that we finally propose have the following critical region:
Notice that the biases are O(n −1 ) and therefore the bias correction does not affect the asymptotic behavior of the estimators.
Simulation study
In order to examine the performance of the tests introduced above in terms of significance level and power we have carried out a simulation experiment. The design of the experiment mimics that of [8] so that the results can be compared. Table 1 The results of the simulation indicate that the true significance levels of the tests based on∆ k,max and∆ k,range seems to be slightly below the nominal one.
However, the opposite happens for∆ k,min . This fact is more relevant for n = 20
and k = 4. Larger sample sizes (n = 50 and n = 100) yield empirical significance levels fairly similar to the nominal ones. 
respectively. The six columns in Tables 2, 3 and 4 display the empirical powers for the tests with the critical region (7) based on the discrepancy measures with In terms of power there is not any test that is clearly better than the others.
The observed differences in power can be accounted for the fact that the actual significance levels are not exactly equal to the nominal value α = 0.05. The value of k does not seem to have a systematic effect on the power either although k = 2 tends to give better results than k = 3 and k = 4. The empirical powers in Tables   2 and 3 are similar to those reported in [8] (in that paper, the case n = 100 is not considered).
As a conclusion we recommend the use of the test based on∆ 2 since it gives results comparable to the other tests and exhibits three worthy advantages: a) the empirical level practically coincides with the nominal one for the sample sizes considered in the study, b) the expression of the asymptotic variance (see Corollary 1) is remarkably simple and makes this test straightforward to implement and use.
Finally, c) this test has a clear interpretation in reliability theory as it was pointed out in Remark 1 above. 
Appendix: Proofs
Proof of Proposition 1: First, we note that if X is exponentially distributed with mean µ, it is easy to check that, for k, p ≥ 1, 0 ≤ m ≤ k and 0 ≤ l ≤ p, we have
where µ e i:j is defined in (3). Thus, condition (a) obviously implies (b). Now, let us assume that X is an HNBUE variable (the proof for HNWUE variables runs in a similar fashion) and that (b) holds for some fixed k ≥ 2 and 1 ≤ m < k or for some p ≥ 2 and 1 ≤ l < p. We obviously have,
By [1, eq. (5.2.8)], we have, for all j ≥ 1 and 1 ≤ i ≤ j,
Therefore, by (10), we obtain
where
where β i,j stands for a Beta(i, j) random variable for 1 ≤ i ≤ j and β 0,j is degenerate at 0. For the last step in the equality above we have used [7, eq. To see this notice that by the mean value theorem, for i = 1, . . . , n there exists θ i ∈ ((i − 1)/n, i/n) such that
and since X is integrable the last expression is O p (1/n).
The estimator∆ k,max can be written in the following way: 
The integral in the above expression can be worked out:
Replacing this result in (13) yields:
(c) The proof of this part is totally analogous to that of part (a).
