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Abstract
Observations play a major role in diagnosis. The nature of an observation varies according to
the class of the considered system. In static systems, an observation is the value of a variable at
a single time point. In dynamic continuous systems, such a value is observed over a time interval.
In discrete-event systems, an observation consists of a sequence of temporally ordered events. In
any case, what is observed is assumed not to be ambiguous. This certainty principle, whilst being
a useful simplification for a variety of contexts, may become inappropriate for a wide range of
real systems, where the communication between the system and the observer is either bound to
generate spurious messages, to randomly lose messages, or to lose temporal constraints among them.
Consequently, the observation may be underconstrained. To cope with this uncertainty, a number
of principles affecting both the observations and the modeled behavior of a system are introduced,
that are independent of any specific processing technique. Furthermore, the notion of an uncertain
temporal observation for discrete-event systems is introduced and accommodated within a graph
whose nodes are labeled by uncertain messages, while edges define a partial temporal ordering
among messages. This way, an uncertain observation implicitly defines a finite set of observations in
the traditional sense. Thus, solving an uncertain diagnostic problem amounts to solving at one time
several traditional diagnostic problems. The notion of an uncertain observation is further generalized
to that of a complex observation. Both notions can be exploited by any diagnostic approach pertinent
to discrete-event systems. Complex observations are contextualized in the framework of diagnosis
of active systems and substantiated by a sample application in the domain of power transmission
networks.  2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Model-based diagnosis (MBD) is a problem solving task aimed at troubleshooting a
physical system, given an observation of the system and the models describing its structure
and behavior. A solution produced by a diagnostic session is a set of candidate diagnoses,
each diagnosis being a set of faulty components (or a set of specific faults assigned to
components) that explains the observation. Thus, the system observation is an integral part
of any diagnostic problem and the input of any diagnostic process.
In the 1980s it was common to assume the system to be diagnosed as static and its
observation was given at a single time point [11,33]. More recently, diagnostic tasks that
disregard any temporal information have successfully been adopted also for some classes
of dynamic systems [37].
According to the classification of these tasks provided in [5], single-snapshot diagnosis
is performed on the data gathered by taking a single snapshot of the behavior of the device,
while symptom-collection diagnosis is performed on a set of observations collected within
a temporal window, without keeping track of their temporal locations and extents. In both
cases, each candidate diagnosis explains the union of all the observed data, provided that
they are globally consistent.
Slightly different is state-based diagnosis that, like symptom-collection diagnosis,
accounts for several snapshots of the system taken during a temporal window. However,
unlike symptom-collection diagnosis, each snapshot is solved independently by a single-
snapshot diagnosis, and a candidate diagnosis is a set of faults that is a solution of each and
every snapshot.
The above types of diagnostic tasks lead to significant computational advantages since
they deal with a static model describing the behavior of a device (or of its components),
either normal, abnormal, or both. However, these diagnostic tasks are meaningless or
even infeasible for those systems whose faults may change during the time span of the
observation and/or whose temporal characteristics in the manifestation of faults is essential
in order to discriminate among different faults.
The relevance of the temporal dimension within both observations and behavioral
models, has been constantly acknowledged since the beginning of MBD research [15,17–
19,22]. However, considering the temporal dimension makes MBD significantly complex,
both from the conceptual and practical point of views [5].
In temporal MBD, the observation is endowed with both a logical content, expressing
what pieces of information have been observed, and a temporal content, expressing
when they have been observed. Dually, the notion of a candidate diagnosis is twofold:
it encompasses both the set of faults explaining the logical content of the observation,
and the time constraints explaining the temporal location of the observation. The logical
and temporal aspects of diagnoses are considered separately in order to classify distinct
approaches to temporal MBD [5]. However, from the computational point of view, they
are closely related to each other and cannot be generated separately.
This intuition is substantiated by the notion of an explanatory diagnosis [30,31],
according to which a diagnosis is a conjectured sequence of actions or events that accounts
for the observed behavior of the system to be diagnosed, rather than the mere identification
of a set of faulty components. This is the notion of diagnosis we adopt, which is stronger
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than the previous one, typical of atemporal MBD, as conjecturing what happened to the
system assists in the prediction of what is wrong with the system but the converse does not
hold in general.
In order to cope with the conceptual and computational difficulties of temporal MBD,
several simplifying assumptions have been made in different approaches. This paper is
focused on one of the approaches that model the dynamic and/or time-varying behavior
of physical systems by means of discrete state changes. A discrete-change abstraction is
simpler than a continuous-change one but, at the same time, is quite powerful since, for
diagnostic purposes, many continuous-variable systems can be modeled as discrete [14,
28].
The goal of our research [2–4,23–26] is modeling real systems and coping with relevant
diagnostic problems in the most general way, so that MBD technology can be applied
diffusely. This is quite difficult in practice, both for the variety of characteristics real
systems may exhibit and for their large size. Physical systems may be composite and their
behavior may be either synchronous, asynchronous, or a combination of both. Each fault
may be either persistent or intermittent, and there may be fault propagation and precedence
constraints between different faults. Furthermore, there may be several causes triggering
and affecting system evolution, these being either internal, such as parameter shifts, or
external, such as exogenous actions (both spontaneous and controlled) and test/repair
interventions.
In the last few years, a good deal of research efforts have been devoted to MBD of
systems modeled as discrete-event [8–10,12,13,32,34–36]. The behavior of discrete-event
systems (DESs) is typically nondeterministic, owing to faults, parameter shifts, and also
state quantization in case of discrete (qualitative) descriptions of analog systems. Besides,
in a pure discrete-event perspective, the simplest ontology of time consists just of temporal
ordering constraints among state transitions. Thus, the favorite behavioral models for MBD
of DESs in the literature are finite untimed nondeterministic automata. These are indeed
the modeling primitives adopted also by our approach.
However, while all the approaches in the literature that exploit untimed automata,
including the authors’ previous work, deal with observations which are totally temporally
ordered sequences of observed events, in this paper a more structured notion of an
observation, called uncertain observation, is proposed. According to it, observed events are
related to one another by means of partial precedence relations. This allows one to account
for the possible timestamps of observed events, if available, in order to find out their
reciprocal order, without, however, considering the exact values of time points, thereby
preserving the untimed (and, then, purely discrete-event) nature of the approach.
Moreover, the current proposal relaxes another strong assumption of all the state-of-
the-art approaches to MBD of DESs, namely, the preciseness of events. In this work,
observable events may have an imprecise value ranging over a set of labels, namely an
uncertain value, both in behavioral models and observations.
Besides, another dimension of the observation of a composite system is explored,
namely the source of an observed event, that is, the component that generated it. This
dimension may be uncertain too. The full combination of this form of uncertainty with the
other forms gives raise to a further notion of an observation, called complex observation.
94 G. Lamperti, M. Zanella / Artificial Intelligence 137 (2002) 91–163
As outlined in Section 8.3, the new notion of an observation subsumes not only all the
notions provided by the authors in previous works but also other notions in the literature.
Besides, the revised approach allows for an (intuitive) representation of several real world
situations. In fact, DESs may be only partially observable, and affected by masking
phenomena. Their observation may be transmitted to the observer/s by means of one or
more channels, whose misbehaviors may cause loss and/or noise. Each observed label can
be possibly timestamped, and there may be several (not necessarily synchronized) clocks
for generating the timestamps. The observer/s, in turn, may be able to discriminate among
observable labels or not.
The extended expressive power of both the modeling primitives and the notion of an
observation leads to a larger search space of the diagnostic algorithms. In fact, the solution
of a diagnostic problem featuring an uncertain/complex observation is, in principle, the
union of the solutions of all the diagnostic problems inherent to the univocal observations,
called observation instances, such an observation represents. An observation instance is
a totally temporally ordered sequence of precise events, pertaining to the whole system,
which complies with the logical and temporal constraints of the relevant observation.
The challenge faced in this work is to enable the diagnostic algorithm to cope with
any uncertain/complex observation uniformly, without generating or processing the single
observation instances.
The remainder of this paper is organized as follows. Section 2 informally surveys the
background of the present research. Section 3 provides a classification of four orthogonal
uncertainty principles governing the representation of both observations and behavioral
models. Section 4 formalizes the concept of an uncertain observation. Section 5 presents
a technique for behavior reconstruction based on an uncertain observation. Section 6
introduces the concept of a complex observation. Section 7 substantiates the notion of
a complex observation within the application domain of power transmission networks.
Section 8 relates this paper with previous work and with several recent proposals in the
literature. Concluding remarks are drawn in Section 9.
2. Background
This section provides, with the help of simple examples, a quick introduction to
diagnosis of a class of DESs, called active systems. The interested reader can find a more
systematic and formal presentation in [3,4,24].
2.1. System
Active systems are composite DESs whose components are endowed with input and
output terminals, which are connected with each other through directed connection links.
On the left of Fig. 1, the topology of a system Θ is represented, that embodies two
components, namely, P and Q, and two links, L1, from Q to P , and L2, from P to Q.
Identifiers of input and output terminals are I and O , respectively. Generally speaking, a
component may have several input and output terminals.
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Fig. 1. System Θ and relevant behavioral models.
A cluster is a connected sub-graph of the system topology, which incorporates one or
several system components and all the links among them. A system is a cluster itself.
A cluster ξ is identified by two fields: the set C of components and the set L of links,
namely
ξ = (C,L). (1)
Components may generate events, each of which is either directed to the external world,
to a neighboring component, or to a passive external observer. In addition, the external
world may asynchronously generate events directed to the system. Every event directed
from a component to another is transmitted on a link, which is either synchronous or
asynchronous. In the former case, the event is available to the neighboring component
as soon as it is transmitted and is immediately consumed. In the latter case, the event
is temporally saved in the link.1 Each link is characterized by a capacity, which is
the (finite) maximum number of events that can be buffered within the link, and by
a management policy (called saturation mode). In the example, we assume that both links
are asynchronous, have a capacity equal to one, and a policy such that a new event can be
generated only if there is room for it within the link. The dangling set of a link L is the
actual set of events buffered in L at a given time.
A (behavioral) model describes the complete behavior of a component type. Shown
on the right of Fig. 1 are the behavioral models of P (top) and Q (bottom). Incidentally,
system Θ includes one instance of each component type: in general, a system may include
several instances of any component type.
A model is a finite nondeterministic automaton, expressing output events as a function
of the input event and the internal state. For example, the model of Q includes two states,
namely Q1 and Q2, and three transitions, q1, q2, and q3. A generic transition from state S
to state S′ is denoted by
S
α|β−→ S′, (2)
1 For the sake of simplicity, and without loss of generality for the specific contribution of this paper, we
consider asynchronous links only.
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where α is the (triggering) input event, while β is the set of output events. For example,
transition q2 can be specified as
Q0
(e2,I )|(e1,O),(c,Msg)−−−−−−−−−−−−−→Q1. (3)
This means that q2 is triggered by the input e2 on terminal I , and generates the set of output
events {(e1,O), (c,Msg)}. In particular, output event (e1,O) implies that e1 is buffered
within the link connected with terminal O , that is, L1.
An output sent to the message terminal, Msg, such as (c,Msg), is a message. Only
outputs on terminal Msg are observable. Transition q2 is observable, insofar as it involves
a message, while p2 is silent. On the other hand, p2 is faulty since it generates an output f1
on Flt, the (virtual) fault terminal. This means that transition p2 is performed only if the
relevant component is affected by fault f1. A transition can generate one output at most on
each output terminal.
In Fig. 1, faulty transitions are represented by dotted arrows. Note the orthogonality
between the notions of observable and faulty transitions: transition p2 is faulty and not
observable, while q1 is both faulty and observable. Generally speaking, there may be also
transitions which are neither faulty nor observable. Each component is implicitly endowed
with a (virtual) standard input terminal, In, which is meant to connect the component with
the external world.
2.2. Reaction
A system, while operating, is either quiescent or reacting. A quiescent system has no
buffered events within its links and it neither changes its state nor produces any output
event. A quiescent system becomes reacting upon the arrival of an event on the standard
input (In) of a component.
Before the reaction starts, every component is waiting in a state; afterwards, during the
reaction, it undergoes a sequence of transitions, namely a history of the component, which
connects the initial state with a final state. For example, assuming that the initial state of P
is P0, a possible history of P is
h(P )= 〈p1,p2,p3,p1,p3〉. (4)
The concept of a history can be straightforwardly extended to clusters. The history of a
cluster is a sequence of transitions, each one relevant to a component included in the cluster,
which connects the initial state of the cluster (that is, the composition of the initial states
of its components, while all links are assumed to be empty) with a final state. A possible
history of system Θ is the following:
h(Θ)= 〈p1, q1,p2, q2,p3,p1, q3,p3〉, (5)
where the initial states for P and Q are P0 and Q0, respectively. The final state of the
cluster history, which is the state of the cluster at the end of the reaction, is a quiescent
state, that is, a state wherein the dangling sets of all the links included in the cluster are
empty.
The totally temporally ordered sequence of messages generated by the system during a
reaction, while performing the whole sequence of transitions in its history, is the reaction
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Table 1
Signature of every occurrence









signature of the system. Each message in the signature is endowed with a logical content,
a temporal content, and a source. The logical content is the (unique) value bringing the
information of the message. Such a value belongs to a finite domain of discrete values,
named labels, associated with the system. The temporal content is the (unique) position of
the message within the sequence of messages, which is ordered according to the message
emission order. The source of a message is the (unique) component that generated such
a message. For instance, if system Θ during a reaction followed history h(Θ), then its
signature would be that described in Table 1, where the temporal order is downward.
2.3. Observation
The observation of a system consists in what was observed by the observer during
a system reaction. Such an observation is taken as input by the diagnosis task in order
to find out whether the system evolved normally or not. During the reaction, the system
generated a reaction signature. However, generally speaking, the reaction signature is not
exactly what was observed by the observer. In other words, the observation taken as input
by the diagnosis task usually does not coincide with the signature. In fact, when dealing
with observations, two additional entities are to be considered besides the system to be
observed: the observer and the transmission means between the system and the observer.
Both the features of the transmission process and the ability of the observer to observe may
make what is observed uncertain, either in the logical content, or in the temporal content,
or in the source of messages, or in any combination of them.
For instance, the logical content of messages and the temporal order in which they
are generated may be preserved during the transmission, while information about the
source of each message is not sent to the observer. Such an observation is called linear
and is typically produced when there is just one channel from the system to the observer,
transmitting one message at a time in the order in which messages are emitted, and such a
channel is not affected by any loss or noise. Besides, the observer is capable of detecting
each message value.
For example, the reaction signature of Table 1 produces the following linear observation
OBS(Θ)= 〈b, b, c, a, b, c, a〉. (6)
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Given a reaction signature, there is only one corresponding linear observation. The vice
versa does not hold in general, as the same linear observation may be produced by several
distinct signatures of the system.
Moreover, even if information about the source of messages is not sent to the observer,
the latter does not necessarily ignore which component sent which message(s). In fact,
if the sets of labels inherent to distinct components are disjoint, each label univocally
corresponds to a component. However, this is not the general case (and it does not even
hold in observation (6)).
An important operation is the restriction of a cluster observation OBS(ξ) on a set of
components C ′ ⊆ C(ξ), denoted by OBS〈C′〉(ξ). For example, the restriction of the system
observation (6) on component P will generate the following sequence of messages
OBS〈{P }〉(Θ)= 〈b, a, b, a〉. (7)
Furthermore, given a cluster ξ ′ = (C ′,L′), ξ ′ ⊆ ξ , by definition
OBS〈ξ ′〉(ξ)=OBS〈C′〉(ξ). (8)
2.4. Reconstruction
Reconstruction is the central task of the diagnostic method. Given a diagnostic problem
℘(ξ) relevant to a cluster ξ
℘ (ξ)= (OBS(ξ), ξ0), (9)
where OBS(ξ) and ξ0 are the observation gathered during the reaction and the initial state
of ξ before the reaction started, respectively, the goal of reconstruction is to find out the
whole set of histories of ξ that entail OBS(ξ), starting from the initial state ξ0. Although
the number of such histories may be very large and, possibly, infinite, all of them can
be represented by a finite structure called an active space. An active space is a finite
automaton where each node represents a possible state of ξ , while each edge denotes a
transition of a component belonging to ξ . Each path from the initial state of the automaton
(corresponding to the initial state ξ0) to a final state (where ξ is quiescent) is a possible
history of ξ .
Once generated the active space relevant to a given diagnostic problem, the candidate
diagnoses are determined by looking for possible faulty transitions within the active space.
At least, two different classes of diagnoses can be conceived: shallow and deep diagnosis.
The shallow diagnosis is the (possibly empty) set of faulty components. The deep diagnosis
is the set of pairs (C,f ), where C is a component while f is a faulty event. As such,
deep diagnosis is more informative than shallow diagnosis. The shallow diagnosis can be
obtained by projecting the deep diagnosis on the component field, while it is impossible
to determine the deep diagnosis from the shallow one. In what follows, ‘diagnosis’ is a
synonymous for ‘shallow diagnosis’.
Example 1 (Reconstruction from linear observations). With reference to the system Θ
shown in Fig. 1, consider the following diagnostic problem:
℘(Θ)= (OBS(Θ)= 〈b, b, c, a, b, c, a〉,Θ0 = (P0,Q0)). (10)
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In order to generate the corresponding active space, the reconstruction technique performs
a simulation of the behavior of Θ , starting from Θ0. The search space is called
reconstruction space. The starting node of the search is Θ0, associated with the information
that all links are empty. The search proceeds by applying all the triggerable transitions from
the current node based on the behavioral models of components. Generally speaking, given
a linear observation OBS(Θ), in order for a transition to be triggerable, all the following
conditions must be true:
(1) The transition is among those leaving one of the component states in the current node.
(2) If the input event of the transition comes from a link L of the system, the relevant input
must be the first event in the queue of events within L.
(3) If the transition is a transition of a component C and it generates a message, the latter
must be consistent with the ordering relationship among messages in OBS(Θ).
(4) If the transition generates an event directed to a neighboring component, it must be
consistent with the management policy of the relevant link.
Since in the initial node all the internal links of the system are assumed to be empty, the
first transition of each system history is necessarily triggered by an event coming from the
external world (and, then, received on the standard input of a component).
If in the current node no transition is triggerable, the current node is a failure node
which does not belong to any history. A node whose possible next nodes are all failure
nodes is a failure node itself. In order to maintain information on the current node of the
reconstruction space, each node N stores three different pieces of information
N = (σ,,D), (11)
where:
(1) σ is the record of component states (e.g., (P0,Q1));
(2)  is the index of the observation, specifically, an integer denoting the number of
messages already generated up to the current node (e.g.,  = 3 means that the first
three messages of OBS(Θ)= 〈b, b, c, a, b, c, a〉 have already been considered, namely
the sub-sequence 〈b, b, c〉);
(3) D is the dangling set, that is, the set of queues of messages within the internal links of
Θ , in the example, L1 and L2 (e.g., {〈e1〉, 〈〉}).
If the current node is final, no further search is performed starting from it. A node of the
active space is final if and only if:
(1) the index  is complete, that is, it equals the number of messages in OBS(Θ); for
instance, in this example,  is complete when = 7;
(2) every queue in the dangling set D is empty.
Shown in Fig. 2 is the reconstruction space for our example, representing all the nodes
visited in order to generate the active space. The (incidentally unique) final state is denoted
by a double circle. Edges are labeled with the identifier of a component transition possibly
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Fig. 2. Reconstruction space relevant to the diagnostic problem of Eq. (10).
followed by the relevant message (within brackets). As usual, faulty transitions (p2 and q1)
are depicted as dotted arrows. The dashed part of the graph represents failure nodes and
transitions leading to failure nodes. For example, (P1,Q1,3, 〈〉, 〈e2〉) is a failure node since
from it no transition can be triggered, as transition q3 (which is, in principle, triggerable
by the stored event e2) would generate message c, which is inconsistent with the current
index value (the next message in OBS(Θ) is a, rather than ε).
The resulting active space incidentally incorporates only one system history, which is
indeed that of Eq. (5), as expected since OBS(Θ) is the observation of Eq. (6). In general,
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given a linear observation, there are several (possibly infinite) reconstructed histories in the
active space since the same linear observation can be produced by distinct histories. Thus,
the reconstruction generates not only the actual history of the reaction but also all the other
histories that have the same linear observation. The whole set of histories included in an
active space A is the extension of A, denoted by ‖A‖.
The reconstruction method (and, hence, the diagnostic method as well) is sound as
every reconstructed history entails the given linear observation (and, based on such an
observation, it is impossible to discriminate among distinct histories). Besides, the method
is complete as all the histories that entail the given linear observation are reconstructed.
Considering Fig. 2, the candidate diagnosis is
δ = {P,Q} (12)
as both faulty transitions p2 and q1 are incorporated within the system history.
3. Uncertainty principles
This section introduces four uncertainty principles, namely loss, logical, source and
temporal uncertainty, inherent to the representation of messages both in the behavioral
models and observations of active systems. Although presented by exploiting the active
system formalism surveyed in the previous section, such principles are valid for DESs in
general, and they are independent of the adopted diagnostic technique. Besides, the above
principles are required to be orthogonal to one another. That is, they may be combined with
each other without any restriction or loss of generality. The fulfillment of this orthogonality
requirement leads to two further notions of an observation, namely uncertain observation
and complex observation. They are discussed in detail within the context of active systems
in the next three sections, wherein a diagnostic method based on them is presented.
3.1. Loss uncertainty
Assuming that the logical content of the messages generated during a reaction cannot be
randomly lost is an over-constrained assumption for a wide range of real systems in which
messages may get lost because of misbehaviors of the transmission from the system to the
observer.
Principle 1 (Loss uncertainty). In a behavioral model, the set of messages generated by the
observable transitions is divided into two disjoint subsets: the subset of reliable messages,
and the subset of unreliable messages. When a message is unreliable, it may get lost,
otherwise it cannot be lost.
One may argue that a simple solution imposed by Principle 1 might be to extend the
behavioral models with additional unobservable shadow transitions, one for each transition
generating an unreliable message. For example, if the message generated by p3 may get
lost, we might extend the model of P by inserting the p′3 additional transition
p′3 = P1
(e1,I )−→ P0. (13)
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This solution, however, is somehow cumbersome, as it requires to repeat, for each
observable transition whose message may get lost, a ‘shadow’ transition which differs
from it only in the lack of the observable event in the output set.
A cleaner solution is to introduce the notion of a null label, denoted by ε, and making
the message a variable ranging over a domain of two labels, the observable label and the
null label. Considering our example, transition p3 would be specified as follows:
p3 = P1 (e1,I )|(X∈{a,ε},Msg)−−−−−−−−−−−−−→ P0. (14)
The semantics is the following: when transition p3 is fired, the observer may or may not
receive a label. Due to this nondeterminism, the behavior of the system may vary during
a reaction in which p3 is triggered more than once. For example, if it is triggered twice,
the first time the label might be received, while the second time it might not.
If the above solution is adopted, unreliable messages in behavioral models are clearly
distinguished from reliable messages. With shadow transitions, instead, such unreliability
is not so evident. This is a typical situation when designing formal notations to describe
knowledge (in our case, knowledge about behavioral models). In fact, the same requirement
may be specified either by means of a low-level (existing) notation (in our case, shadow
transitions), or through a new ad-hoc notation especially designed for the purpose (in our
example, the message ranging over a domain). In the latter case, the benefit is twofold:
(1) The knowledge designer is provided with a higher-level formalism, where specific
requirements are directly supported by the notation, thereby restricting the gap
between the knowledge and the way it is specified.
(2) A high-level construct can be treated more efficiently by an ad-hoc processing
method (a diagnostic method in the case at hand) than its mapping onto low-level,
unspecialized constructs.
In other words, the benefit is both conceptually ergonomic (for humans) and practical (for
the diagnostic technique). In particular, a diagnostic technique dealing with the proposed
high-level construct (as well as with all the constructs that will be introduced in order to
substantiate the next three uncertainty principles and their orthogonality) is described in
Sections 5 and 6.
3.2. Logical uncertainty
The uniqueness of the logical content of messages, both in behavioral models and in
observations, is another over-simplified assumption for real systems owing to the following
reasons.
(1) The value of the message generated by a transition may vary from an occurrence of
the transition to another, this depending, for example, on the granularity level of the
modeled components.
(2) One or more messages generated during a reaction may interfere with a noisy
environment that may change their original logical content during the transmission
from the system to the observer. In the most general case, owing to noise, given what
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has been received by the observer, the messages emitted by the system can only be
hypothesized with uncertainty.
(3) The observer may be incapable of discriminating the exact value of a received label
due, for instance, to sensitivity problems.
Principle 2 (Logical uncertainty). In behavioral models and/or observations, a message
may be ambiguous, that is, its value may be one out of a given set of labels.
The three causes listed above determine three orthogonal forms of nondeterminism.
(1) The nondeterministic behavior of the system in generating messages can be repre-
sented in the behavioral models of components. So, for instance, if an observable tran-
sition T1 sometimes generates a and sometimes c, the message generated by T1 can
be represented as X ∈ {a, c} in the behavioral models. Or, suppose that transition T2
sometimes generates a and sometimes nothing (that is, the transition sometimes is
observable and sometimes not). The message generated by T2 can be represented as
X ∈ {a, ε}. This particular case of logical uncertainty cannot be distinguished from
that of loss uncertainty, even if they have different semantics: the former means that
label a may be either generated or not by the system, while the latter means that label a
is always generated but it may get lost during the transmission.
(2) The nondeterministic behavior of noisy transmission channel(s) can be modeled in
the observation. For instance, if, given a received message, the observer draws that
the message generated by the system is either a, or b or c, the logical content of
the message in the observation can be represented as a variable ranging over these
three labels, i.e., X ∈ {a, b, c}. We assume that this ambiguous message is given in the
observation, that is, this is the starting point for the diagnosis task: we do not deal with
any domain-dependent knowledge which can be exploited to hypothesize which is/are
the emitted message(s) given something received by the observer. Most importantly,
we put a constraint on the set of hypothesized messages: such a set must always include
the message that was actually generated by the system.
When appropriate, the set of messages hypothesized by the observer might also be, for
instance
X′ ∈ {a, c, ε}, (15)
where the null label denotes the additional possibility that no message at all has been
generated by the system, that is, the observer has received just pure noise.
(3) Nondeterminism in message reception can be modeled within the observation. So, for
instance, if the observer cannot discriminate whether the received label is b or c, the
logical content of the relevant message in the observation is recorded as X ∈ {b, c}.
Most importantly, we put a constraint on the set of labels within which the observer
cannot discriminate: such a set must always include the label that was actually received
by the observer.
As seen above, a possible substantiation of the first form of nondeterminism supported
by Principle 2 is to extend the notation introduced for Principle 1 in such a way that the
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message generated by a transition is a variable ranging over a finite set of labels, instead of
two labels only. Thus, a variable message X will be defined as follows:
X ∈ { 1,  2, . . . ,  n}, (16)
where each  i , which may also be the null label, is a possible value for X. For example,
transition p3 in Fig. 1 might be defined with an ambiguous message as follows:
p3 = P1 (e1,I )|(X∈{a,b,c},Msg)−−−−−−−−−−−−−→ P0, (17)
where the actual observable label generated by the transition is either a, b, or c.
Considering Eq. (17), even if X is ambiguous in the behavioral model of P , each time
transition p3 is triggered the generated label will be one and only one out of {a, b, c}. For
example, assume that an occurrence of p3 produces c. Thus, if there is no problem with
transmission or reception, the message received by the observer will be c. Conversely,
a message within an observation may be ambiguous even if the relevant behavioral model
does not involve any ambiguous message at all. In such a case, the ambiguity is generated
during the transmission or the reception. Finally, it is possible to have a combination of the
ambiguities in the behavioral models and in the observation. For example, suppose again
that an occurrence of p3 in Eq. (17) generated message c and that there were transmission
problems (second form of nondeterminism). At the reception, the observer hypothesizes,
for instance, that the message generated by the system is either a or c, that is, in the
observation the received message is
X′ ∈ {a, c}. (18)
As stated in point (2) above, an important assumption with ambiguous messages for
observations is that the actual generated label will be included in the set relevant to the
received message. As a matter of fact, in Eq. (18), the generated label c is included within
the set of the received message X′.
Suppose now that there are both transmission and reception problems, that is the
observation is affected by both forms of nondeterminism (2) and (3). Assume, for instance,
that the observer, who has received a label, cannot discriminate whether it is b or c, and
that, if b has been received, then it can be drawn that the message generated by the system
is either a, or b or c, and that, if c has been received, then it can be drawn that the message
generated by the system is c. The solution is that in the observation the relevant message
is X′ ∈ {a, b, c}.
According to the orthogonality requirement stated in Section 3, Principle 1 and
Principle 2 are required to be orthogonal to each other. Pragmatically, this means that
the set of possible labels of a logically ambiguous message in the behavioral models may
include the null value ε for representing the possibility that such a message may get lost.
For example, a different specification of transition p3 of Eq. (17) might be the following:
p3 = P1 (e1,I )|(X∈{a,b,c,ε},Msg)−−−−−−−−−−−−−→ P0, (19)
where the inclusion of ε within the domain of X means that the triggering of p3 might
generate no label at all (logical uncertainty), or that such a label may get lost during the
transmission (loss uncertainty) or both.
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3.3. Source uncertainty
When conjecturing what has happened to a composite system, given the system
observation, it is necessary to conjecture which component generated each message. In
the real world, sometimes this conjecture is certain since, for instance, messages emitted
by distinct components are transmitted on distinct channels. Sometimes, instead, the
conjecture is uncertain since, for instance, messages coming from distinct components
are not received by the observer on distinct channels and messages having the same logical
content may be generated by several components.
Principle 3 (Source uncertainty). The sender component of a message may be ambiguous,
that is, it may be one out of a given set of components.
As hinted in Section 2.3, this kind of uncertainty is already present in linear
observations. Consider, for example, once again the linear observation of system Θ
OBS(Θ)= 〈b, b, c, a, b, c, a〉. (20)
Unlike a and c, each of which is generated by a known component, message b may be
either generated by P or Q. This is named a shared message. In the authors’ approach to
diagnosis of active systems, shared messages are not a problem as far as the reconstruction
process is monolithic, that is, when it yields the active space in a single step, like in
Example 1. However, as shown in [3,4], the reconstruction may be performed in a modular
way, following several specified steps. Each step focuses on a cluster of the system, and is
based on the restriction (see Section 2.3) of the system observation on such a cluster.
In our example, we might focus on clusters ξp and ξq , incorporating only component P
and component Q, respectively, and, therefore, the system observation of Eq. (20) should
be restricted on such clusters. However, we have two distinct clusters and just one channel
transmitting the messages generated by both clusters to the observer. The problem raises
when we have to deal with a b message, as we do not know which component actually
generated it.
A similar problem raises also in other approaches to model-based diagnosis of DESs,
whenever a global observation is given but diagnosis is performed at a local level.
A simple solution might be to express the global observation by enumerating all the
possible combinations, where each combination makes a different assumption on the actual
sender component of each of the three b’s. In our example, eight different assumptions
should be considered. It is easy to show that the number of possible combinations is
exponential with the occurrences of the shared message within the global observation.
Besides, in the perspective of the authors’ approach, the restriction of each combination on
the considered clusters has to be obtained, then the reconstruction step for each different
observation restriction has to be carried out, and, eventually, the union of the results has to
be made.
A more elegant solution is to project each shared message m into a variable message
ranging over the domain {m,ε}. This way, all the assumptions are implicitly considered
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without any need for enumeration. Coming back to our example, the restriction of OBS(Θ)
will lead to the following result:
OBS〈ξp〉(Θ)= 〈X,X,a,X,a〉,
OBS〈ξq 〉(Θ)= 〈X,X,c,X, c〉,
(21)
where X ∈ {b, ε} is the variable message resulting from the restriction of b. Interestingly
enough, this shows that the need in the observation for a message represented by means of
a variable whose domain includes the null label ε comes as well when source uncertainty
is concerned, even if we deal with observations without any logical uncertainty.
Substantiating the orthogonality requirement by combining Principles 1 and 3 does
not need any intervention from the point of view of the modeling primitives. In fact,
the constructs inherent to Principle 1 concern behavioral models and those inherent to
Principle 3 concern observations, thus, there is no interference between them.
Instead, combining Principles 2 and 3 requires considering the representation of
observations, since the constructs inherent to Principle 2 concern both behavioral models
and observations. So, we have to combine logically uncertain messages with source
uncertain messages in the observations, in order to obtain messages which are uncertain
in both respects. Pragmatically, this means that the set of possible labels of a logically
ambiguous message in the observation may include the null label ε as well, this
representing the possibility that such a message may have not been generated by the
relevant cluster the observation refers to. For instance, if the logically uncertain message
X ∈ {a, c} is also source uncertain, then it has to be represented as X′ ∈ {a, c, ε} in the
observation restriction inherent to any cluster which may have generatedX. In each cluster
observation, this case cannot be distinguished from that represented in Eq. (15).
3.4. Temporal uncertainty
Temporal uncertainty is related to the temporal ordering relationships among messages
in observations. Assuming that the total temporal emission order is known in the
observation, as done in a linear observation, is unacceptable in many real world situations.
Thus, a more flexible ordering structure is needed, that allows a partial ordering
relationship among messages.
Principle 4 (Temporal uncertainty). Messages within an observation are related to one
another by means of a partial ordering relationship.
A natural way for substantiating Principle 4 is to accommodate the messages relevant
to an observation within a directed acyclic graph, called an observation graph, which
corresponds to a temporally uncertain observation, where nodes and edges represent the
logical content of messages and the partial ordering among them, respectively.
For example, an observation graph is displayed in Fig. 3. The ordering relationship is
not necessarily defined for all pairs of nodes, and the acyclicity of an observation graph
reflects the acyclicity of the temporal relationship.
Not surprisingly, the notion of a temporally uncertain observation subsumes and
generalizes that of linear observation. At the other hand of the spectrum there is a totally
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Fig. 3. Observation graph.
Fig. 4. Special cases of observation graphs: linear observation (left), itemized observation (center), and temporally
unconstrained observation (right).
temporally uncertain observation (or temporally unconstrained observation), that is, an
observation wherein the temporal content of every message is unknown. In between
there are several cases of temporally uncertain observations, among which are itemized
observations. An itemized observation consists of several totally temporally ordered
sequences of messages: this is the case, for instance, when there are several channels
transmitting messages from the system to the observer, each inherent to a set of components
and transmitting one message at a time in the order in which messages are generated.
Shown in Fig. 4 are three observation graphs, all having the same logical content (which
is the same as in Fig. 3) but featuring distinct temporal contents: from left to right, they
represent the linear observation of Eq. (6), an itemized observation, and a temporally
unconstrained observation, respectively. For both the itemized (center) and unconstrained
(right) observations, the corresponding graphs are disconnected.
In order to substantiate orthogonality for all the four uncertainty principles, we should
combine Principle 4 with Principles 1, 2, and 3.
Combining Principles 1 and 4 does not affect the modeling primitives introduced in the
previous sections as they concern distinct domains: the former is inherent to behavioral
models and the latter to observations.
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Fig. 5. Observation graph with logically uncertain messages.
To combine Principles 2 and 4, we have to allow the nodes of an observation graph to
be labeled by logically uncertain messages. In other words, a node may contain a variable
whose value ranges over a finite set of labels, possibly including the null label ε, as
displayed in Fig. 5. Each node has an identifier ωi , which is unique within the observation
graph. Instead, the same message may be duplicated in different nodes. For instance, b is
the message both associated with ω1 and ω5. The observation graph incorporates three
nodes labeled by variable messages, specifically, ω2, ω4, and ω6, two of which involve the
null label ε.
Combining Principles 2, 3, and 4 needs further attention. In fact, source uncertainty
is either independent of temporal uncertainty or not. If the two forms of uncertainty
are independent of each other, the temporal relationships between (possibly logically
uncertain) messages in the observation are not a function of the sender components of
such messages. Observations like this, which are represented by means of an observation
graph as in Fig. 5, are called uncertain: they are dealt with in the next section. In this case,
substantiating the orthogonality of Principle 3 with respect to Principles 2 and 4 amounts to
providing rules for generating observation restrictions which generalize those informally
presented in Section 3.3 for linear observations.
Instead, if source uncertainty and temporal uncertainty are dependent of each other,
combining Principles 2, 3 and 4 leads to the notion of a complex observation, which is
introduced in Section 6.
4. Uncertain observations
This section focuses on the formalization of uncertain observations, based on the
informal discussion of Section 3.
Definition 1 (Message). Let Λ be a set of labels and V a set of variables such that ∀X ∈ V
the value of X is ‖X‖ ⊆ (Λ ∪ {ε}), where ε denotes the null label. The set µ=Λ ∪ V is
the domain of messages. The extension of a message m ∈ µ is the set defined as follows:
‖m‖ =
{ { } if m=  ,  ∈Λ,
‖X‖ if m=X, X ∈ V . (22)
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Intuitively, the extension of a message is the set of labels associated with the message.
Example 2. Considering Fig. 5, the extension of the message relevant to ω1 is the
singleton {b}, while the extension relevant to ω6 is {a, b, c}.
Definition 2 (Uncertain observation). An uncertain observation OBS(ξ) of a cluster ξ is a
directed (not necessarily connected) acyclic graph
OBS(ξ)= (Ω,Υ,Ω0,Ωf) (23)
such that Ω is the set of nodes, where each ω ∈Ω is marked with a message Msg(ω) ∈µ,
Υ :Ω → 2Ω is the set of edges, Ω0 ⊆Ω the set of roots, and Ωf ⊆Ω the set of leaves.
The ‘≺’ temporal precedence relationship among nodes of the graph is defined as
follows:
(1) (Basis) If ω → ω′ ∈ Υ then ω≺ ω′;
(2) (Transitivity) If ω≺ ω′ and ω′ ≺ ω′′ then ω ≺ ω′′;
(3) (Canonicity) If ω → ω′ ∈ Υ then ω′′ ∈Ω (ω ≺ ω′′ ≺ ω′).
Furthermore, by definition,
(4) (Generalization) ω ω′ iff ω≺ ω′ or ω= ω′;
(5) (Lower Bound) ∀ω0 ∈Ω0 (ω ∈Ω | ω ≺ ω0);
(6) (Upper Bound) ∀ωf ∈Ωf (ω ∈Ω | ωf ≺ ω).
Example 3. The observation graph relevant to the uncertain observation OBS(Θ) shown in
Fig. 5 is such that Ω = {ω1, . . . ,ω6}, Ω0 = {ω1}, Ωf = {ω6}, and Υ is represented by the
edges among nodes. We have Msg(ω1) = b, while Msg(ω4) = Z, where ‖Z‖ = {b, c, ε}.
Since ω1 → ω2 ∈ Υ , we have ω1 ≺ ω2 and, since ω2 ≺ ω4, for transitivity we also have
ω1 ≺ ω4.
4.1. Observation index
Keeping trace of the messages generated by each reconstructed sequence of transitions
is of primary importance in the reconstruction of the system behavior. As detailed
in Section 2.4, this amounts to including, within each system/cluster state in the
reconstruction process, an appropriate index of the observation. Such an index univocally
specifies the set of messages which have already been generated (consumed) if that state
is reached. For a linear observation OBS(ξ)= 〈 1, . . . ,  k〉, such an index has been defined
as (OBS(ξ))= i , where i is an integer ranging over [0, . . . , k] (see Fig. 2).
In the diagnostic technique based on uncertain observations,  is expected to identify
the set of messages, in the observation graph, which have been consumed already. A natural
extension of the above approach is to define  as the smallest set of nodes such that all the
other preceding nodes, along with those in , represent the set of consumed messages.
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Definition 3 (Uncertain-observation index). An index  of an uncertain observation
OBS(ξ)= (Ω,Υ,Ω0,Ωf) is a subset of Ω such that:
∀ω ∈  (ω′ ∈  | ω′ ≺ ω). (24)
The following functions, Cons and Next, are defined on . Cons() computes the set of
already consumed messages, while Next() yields the whole set of messages each of which
can be consumed at the next reconstruction step.
(1) Cons()= {ω | ω ∈Ω,ω′ ∈ ,ω ω′};
(2) Next()= Front()∪Front+(), where Front() includes all the successive nodes of
, formally:
Front()=
{ {ω | ω ∈Ω,ω /∈ Cons(),
∀ω′ → ω ∈ Υ (ω′ ∈ Cons())} if  = ∅,
Ω0 otherwise,
while Front+() is computed as a closure of Front() by Algorithm 1.
 is said to be complete either when all the messages have been consumed or all the
remaining messages include the null label, that is, when(
Cons()=Ω)∨ (∀ω ∈ (Ω −Cons()) (ε ∈ ‖Msg(ω)‖)). (25)
Algorithm 1 (Closure). The Closure function takes as input an uncertain observation
OBS(ξ) and the frontier of the index  of OBS(ξ), and yields a set F+ of nodes in OBS(ξ).
The essential part of the algorithm is the loop in lines 4–10, in which F+ is incrementally
updated with those nodes which are either preceded by nodes in Cons() or by nodes
including the null label ε.
function Closure(OBS(ξ),Front()): F+ ⊆Ω
input
OBS(ξ)= (Ω,Υ,Ω0,Ωf): an uncertain observation of cluster ξ ,
Front(): frontier of the index ;
1. begin
2. F+ := ∅;
3. Temp := Front();
4. repeat
5. Temp′ := ∅;
6. for each ω ∈Ω such that
7. ∀ω′ → ω ∈ Υ ((ω′ ∈ Temp, ε ∈ ‖Msg(ω′)‖) or ω′ ∈ Cons()) do
7. Temp′ := Temp′ ∪ {ω};
8. F+ := F+ ∪ Temp′;
9. Temp := Temp∪ Temp′
10. until Temp′ = ∅;
11. return F+
12. end.
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Example 4. A possible index relevant to Fig. 5 is  = {ω2,ω3}. Condition (24) is met,
as ω2 and ω3 are not involved in any precedence relationship between them. The set of
consumed messages identified by such an index is Cons()= {ω1,ω2,ω3}. Moreover, the
index also identifies the set of next consistent messages, that is, the set of nodes for which
all the preceding nodes have been consumed already, in our case, Next()= {ω4,ω5}.
The Next function is composed of two sets, Front() and Front+(), where Front+()
represents a sort of ε-closure of Front(), that is, the nodes reachable from Front() under
the assumption of null messages. In our case, Front()= {ω4,ω5} and Front+()= ∅.
Instead, if we consider Fig. 5 with  = {ω1}, we will have Front() = {ω2,ω3} and
Front+()= {ω4}, under the assumption of the null label for Y . Even if we assume the null
label for Z too, we cannot include ω6 in Front+(), as ω5 /∈ Cons(). The only complete
index in Fig. 5 is {ω6}.
Finally, if ω6 included the null label, we would have another complete index, namely
{ω5}, as Cons({ω5}) = {ω1,ω2,ω3,ω5} and Ω − Cons({ω5}) = {ω4,ω6}, where the null
label belongs to both the extensions of ω4 and ω6.
4.2. Uncertain-observation restriction
As pointed out in Section 3.3, a modular approach to system behavior reconstruction
requires that the system observation be projected (restricted) on the clusters corresponding
to a decomposition of the system. A decomposition Ξ of a cluster ξ is a set of disjoint
clusters, Ξ = {ξ1, . . . , ξn}, such that ⋃ni=1 C(ξi) = C(ξ). Given a decomposition of a
system, it is possible to reconstruct (possibly in parallel) the behavior of the single
clusters and eventually to merge these reconstructions into the actual system behavior [3,4].
Therefore, the relevant techniques for observation restriction are expected to be extended to
observation graphs as well. However, this is not so straightforward as is the case of certain
observations.
Given a cluster ξ = (C,L) and a sub-cluster ξ ′ = (C ′,L′) of ξ , the restriction of an
uncertain observation OBS(ξ) on ξ ′, denoted by OBS〈ξ ′〉(ξ), is expected to generate a new
uncertain observation, that is, a new observation graph
OBS(ξ ′)=OBS〈ξ ′〉(ξ)= (Ω ′,Υ ′,Ω ′0,Ω ′f) (26)
with, in general, different nodes and edges. Essentially, rules are required for determining
the new set of nodes Ω ′ and the new set of edges Υ ′. The new set of roots and leaves, Ω ′0
and Ω ′f , respectively, can then be determined from Ω ′ and Υ ′ as specified in Definition 2.
Example 5. In order to state rules for the construction of Ω ′, consider our reference
example illustrated in Fig. 1. Remember that labels a and c are generated by componentsP
and Q, respectively, while label b is shared between them. Assume to have a node ω
in OBS(Θ) to be restricted on cluster ξp , that is, the cluster incorporating the single
component P . Table 2 lists several possible message extensions (first column) along with
their restriction on ξp (second column). For example, the restriction of a does not change
the operand, as a is generated by P only. Instead, as already discussed in Section 3.3, the
restriction of b generates the extension {b, ε}, as b may have been generated either by P
or Q. In general, when ε is in the original extension, it is in the extension of the restriction
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Table 2
Transformation of message extensions





a, ε a, ε
a, b a, b, ε
a, c a, ε
b, c b, ε
b, ε b, ε
c, ε ε
a, b, c a, b, ε
a, b, ε a, b, ε
b, c, ε b, ε
a, b, c, ε a, b, ε
too. Another rule is the following: every c is transformed by the restriction into the null
label, as c cannot be generated by P . For example, the restriction of c produces the null
label and {a, c} is transformed into {a, ε}. Finally, the possible duplication of ε is removed
from the resulting extension. So, the restriction of {a, b, c, ε} would produce two extra
null labels (one from b and one from c), but these are removed from the result, which is
therefore {a, b, ε}.
Definition 4 (Uncertain-observation restriction). Let Λ(ξ) denote the set of observable
labels in Λ relevant to components in ξ . The restriction ω′ = ω〈ξ ′〉, ω ∈ Ω , ξ ′ ⊂ ξ , is
defined by the following rules:
(1) If m ∈ ‖Msg(ω)‖ and m ∈Λ(ξ ′) then m ∈ ‖Msg(ω′)‖;
(2) If m ∈ ‖Msg(ω)‖ and m ∈Λ(ξ ′) and m ∈Λ(ξ − ξ ′) then ε ∈ ‖Msg(ω′)‖;
(3) If m ∈ ‖Msg(ω)‖ and m /∈Λ(ξ ′) then ε ∈ ‖Msg(ω′)‖;
(4) If ε ∈ ‖Msg(ω)‖ then ε ∈ ‖Msg(ω′)‖.
A node ω′ resulting from the above rules will belong to Ω ′ if and only if
‖Msg(ω′)‖ = {ε}. (27)
The restriction of Υ into Υ ′ is dictated by the following rule: ω′1 → ω′2 ∈ Υ ′, ω′1 ∈ Ω ′,
ω′2 ∈Ω ′, ω′1 = ω1〈ξ ′〉, ω′2 = ω2〈ξ ′〉 iff
(1) (Precedence) ω1 ≺ ω2 in OBS(ξ);
(2) (Canonicity) ω′3 ∈Ω ′, ω′3 = ω3〈ξ ′〉, such that ω1 ≺ ω3 ≺ ω2 in OBS(ξ).
Example 6. Consider the observation graph outlined in Fig. 5, namely OBS(Θ). The
restriction OBS〈ξp〉(Θ) is shown in Fig. 6. The restricted nodes follow the transformations
specified in Table 2. The restriction of node ω3 is missing, as it produces the extension {ε}.
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Fig. 6. Restriction of the observation graph of Fig. 5 on cluster ξp .
According to the rule on the preservation of the canonicity of the graph, the edge ω′1 → ω′5
is missing, as it is derivable by transitivity from ω′1 → ω′2 and ω′2 → ω′5. The set of roots
and the set of leaves of the resulting graph are the singletons Ω ′0 = {ω′1} and Ω ′f = {ω′6},
respectively.
4.3. Uncertain-observation extension
An uncertain observation implicitly defines a finite set of sequences of logically
unambiguous observable labels, called observation instances. Intuitively, an observation
instance can be made up from an observation graph by choosing a label within the
extension of each message, and by putting the selected labels into a sequence which
respects the temporal precedence relationship imposed by the graph, and, eventually, by
eliminating the null labels.
Example 7. Considering Fig. 5, an instance of OBS(Θ) is 〈b, c, b, c, a〉, which corresponds
to the following choice:〈
b(ω1), ε(ω2), c(ω3), b(ω5), c(ω4), a(ω6)
〉
, (28)
where the ordering relationships within the sequence of labels is consistent with the
precedence relationships imposed by the observation graph.
Definition 5 (Uncertain-observation extension). Let Qω = 〈ω1, . . . ,ωp〉 be a sequence of
nodes of an uncertain observation OBS(ξ) such that:
(1) {ω1, . . . ,ωp} =/(OBS(ξ));
(2) ∀i ∈ [1, . . . , p], ∀j ∈ [1, . . . , p], i = j (if ωi ≺ ωj in OBS(ξ) then ωi precedes ωj
in Qω).
Let Q = 〈 1, . . . ,  p〉, where ∀i ∈ [1, . . . , p]( i ∈ ‖Msg(ωi)‖,ωi ∈Qω). Let
Q′ = 〈 ′1, . . . ,  ′p′ 〉 (29)
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where p′  p, be the sequence obtained from Q by removing the null messages. By
definition, Q′ ∈ ‖Qω‖. Q′ is called an instance of OBS(ξ). The extension of OBS(ξ),
denoted by ‖OBS(ξ)‖, is the whole set of the instances of OBS(ξ).
The ith instance of an observation can be thought of as a special case of an observation,
whose graph, denoted by OBS(i)(ξ), is a sequence of nodes corresponding to the messages
in the instance. An observation instance OBS(i)(ξ) is not necessarily an observation that
can actually be generated by cluster ξ . However, according to the assumptions made in
Section 3.2, given the observation graph OBS(ξ), there exists at least one observation
instance OBS(i)(ξ) that can be generated by ξ .
5. Solving uncertain diagnostic problems
In Section 2.4 we gave an informal presentation on how an active space can be generated
based on a given diagnostic problem (OBS(ξ), ξ0), where ξ0 is the state of the cluster ξ
before the reaction and OBS(ξ) a linear observation of ξ . In this section, we present a
technique that allows us to cope with an uncertain diagnostic problem, where the given
observation is uncertain.
5.1. Index space
In order to reconstruct the system behavior relevant to an uncertain diagnostic problem
we need to know all possible sets of sub-sequences of observable labels which are
consistent with the observation graph and use the identifiers of such sub-sequences as the
index field within each node of the reconstruction space. To this end, we define (in three
steps) the index space of an uncertain observation.
Definition 6 (Rough index space). The rough index space of an uncertain observation




)= (Sr,Lr,Tr, Sr0,Srf), (30)
where
Sr = { |  is an index for OBS(ξ)} is the set of states;
Lr =Ω is the set of labels;
Tr :Sr ×Lr → Sr is the transition function defined as follows:  ω→′ ∈ Tr iff:
(1) ω ∈ Front() (see Definition 3),
(2) ′ = ( ∪ {ω})− {ω′ | ω′ ∈ ,ω′ ≺ ω};
Sr0 =0 = ∅ is the initial state;
Srf = { ∈ Sr | Cons()=Ω} is the set of final states.
Example 8. Consider a variation of system Θ , named Φ , shown in Fig. 7. With respect to
Fig. 1, we have introduced uncertainty in the observable transitions p3 and q2. The former
generates an unreliable message (see Principle 1), as it involves the null label ε, while the
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Fig. 7. System Φ and relevant behavioral models with uncertain messages.
Fig. 8. Uncertain observation for system Φ (left), and relevant rough index space (center) and (non)deterministic
index space (right).
latter is now ambiguous, as it may generate either b or c. Consequently, both transitions
are labeled by variables, namely Xp and Xq , instead of the original messages a and c,
respectively.
An uncertain observation for OBS(Φ) is depicted on the left of Fig. 8. The rough index
space of OBS(Φ) is shown on the center of the same figure. Each node in Rspace(OBS(Φ))
is labeled by the set  of integers identifying the relevant set of nodes in OBS(Φ). For
instance, {2,3} is a shorthand for {ω2,ω3}. Besides, each edge is marked by one ωi which
belongs to Front(), the frontier of  in OBS(Φ). Starting from the initial state ∅, the
only possible observation node is ω1, as Front(∅) = {ω1}. Thus, the edge is ∅ ω1→{1}. By
contrast, since Front({1})= {2,3}, two different edges leave node {1}, which are marked
by ω2 and ω3, respectively.
An important property of a rough index space is that each path from the root to a final
state corresponds to a different sequence in which all nodes of the observation graph can
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be consumed. The whole set of such sequences equals the set of sequences of consumed
nodes which are consistent with the precedence relationships within the observation graph.
For instance, one of these sequences is 〈ω1,ω3,ω2,ω4〉, which yields the sequence of
messages 〈b, c, b, a〉.
Definition 7 (Nondeterministic index space). The nondeterministic index space of an




)= (Sn,Ln,Tn, Sn0 ,Snf ) (31)
obtained from Rspace(OBS(ξ))= (Sr,Lr,Tr, Sr0,Srf) as follows:
Sn = Sr is the set of states;
Ln = { |  ∈ ‖Msg(ω)‖, ω ∈ Lr} is the set of labels;
Tn :Sn ×Ln → 2Sr is the nondeterministic transition function defined as follows:
S
 → S′ ∈ Tn iff S ω→ S′ ∈ Tr,  ∈ ‖Msg(ω)‖; (32)
Sn0 = Sr0 = ∅ is the initial state;
Snf = Srf is the set of final states.
Example 9. Shown on the right of Fig. 8 is the nondeterministic index space
Nspace(OBS(Φ)). Incidentally, this is isomorphic to Rspace(OBS(Φ)), but the transitions
are marked by the observable labels of the messages relevant to ωi . Since in our example
all the messages are constant labels (either a, b, or c), each ωi is simply replaced by the
corresponding observable label. The resulting automaton is in general nondeterministic, as
several transitions marked by the same label may leave the same state. This is not the case
for our example, as Nspace(OBS(Φ)) is in fact deterministic.
Example 10. Within the nondeterministic index space of the uncertain observation of
Fig. 5, shown on the left of Fig. 9, several transitions marked by the same label leave
the same state. For example, two out of the four transitions leaving state {2} are marked
by c.
Definition 8 (Deterministic index space). The deterministic index space or, simply, the




)= (S,L,T, S0,Sf) (33)
obtained by transforming Nspace(OBS(ξ)) = (Sn,Ln,Tn, Sn0 ,Snf ) into a deterministic
finite automaton [1], where
S⊆ 2Sn is the set of states;
L= Ln is the set of labels;
T :S×L → S is the transition function;
S0 is the initial state;
Sf is the set of final states.
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Fig. 9. Nondeterministic index space (left) and deterministic index space (right) for the uncertain observation in
Fig. 5.
The extension of Space(OBS(ξ)), denoted by ‖Space(OBS(ξ))‖, is the (finite) set of
sequences of observable labels corresponding to the whole set of paths from S0 to a state
Sf ∈ Sf.2
The viable labels of a state S of an index space Space(OBS(ξ)) = (S,L,T, S0,Sf) is
the set of observable labels which mark the transitions leaving S, that is
Viable(S)= { | S  → S′ ∈ T}. (34)
Example 11. Considering Fig. 8, the index space of OBS(Φ) coincides with the re-
levant nondeterministic index space. Instead, the index space shown on the right of
Fig. 9 substantially differs from the corresponding nondeterministic index space on
the left. In accordance with the subset construction algorithm [1], which generates the
equivalent deterministic automaton, each state is identified by a subset of the states in the
nondeterministic automaton.
Theorem 1. Let Space(OBS(ξ)) be the index space of an uncertain observation OBS(ξ).
Then, the extension of the index space equals the extension of the observation, namely∥∥Space(OBS(ξ))∥∥≡ ‖OBS(ξ)‖. (35)
2 The deterministic automaton Space(OBS(ξ)) is equivalent to the nondeterministic one Nspace(OBS(ξ))
insofar as the two extensions are equal, that is, using a uniform notation, ‖Space(OBS(ξ))‖ = ‖Nspace(OBS(ξ))‖.
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Proof (Sketch). Since the extension of the deterministic index space equals the extension
of the nondeterministic index space, it is enough to prove that ‖Nspace(OBS(ξ))‖ ≡
‖OBS(ξ)‖. That is, denoting with s a generic sequence of observable labels, we have to
prove the following bidirectional entailment:
s ∈ ∥∥Nspace(OBS(ξ))∥∥⇔ s ∈ ‖OBS(ξ)‖. (36)
To this end, we extend the notion of an extension to the rough index space as follows:
‖Rspace(OBS(ξ))‖ is composed of the whole set of sequences of ωi marking a path from
the initial state to a final state of Rspace(OBS(ξ)). Now, assume s ∈ ‖OBS(ξ)‖. According
to Definition 5, there exists (at least) a relevant sequence of nodes Qω = 〈ω1, . . . ,ωp〉
that consume all the nodes in Ω(OBS(ξ)) whilst respecting the precedence relationships
imposed by OBS(ξ). The string s is obtained by picking out a label  i ∈ ‖Msg(ωi)‖ and by
discarding null messages. The sequence Qω belongs to ‖Rspace(OBS(ξ))‖ as, intuitively,
the latter represents all the possible modes in which nodes of OBS(ξ) can be consumed.
Thus, since Nspace(OBS(ξ)) is obtained by replacing an edge in Rspace(OBS(ξ)) marked
by ωi with several edges, each marked by a label in ‖Msg(ωi)‖, s will belong to
‖Nspace(OBS(ξ))‖ too. Conversely, assume that s ∈ ‖Nspace(OBS(ξ))‖. This means that
s ∈ ‖Qω‖, whereQω ∈ ‖Rspace(OBS(ξ))‖. Since a path in Rspace(ξ) represents a mode in
which nodes ωi ∈Ω(OBS(ξ)) can be consumed, it follows that, from Definition 5,Qω will
include s as an instance of ‖OBS(ξ)‖. This concludes the proof of Theorem 1. ✷
5.2. Monolithic resolution of uncertain diagnostic problems
The central point of the reconstruction of the system behavior based on an index
space is that the states of the index space are used as index fields in the search space.
Assume an uncertain diagnostic problem ℘(ξ)= (OBS(ξ), ξ0). Based on the index space
Space(OBS(ξ))= (S,L,T, S0,Sf), we can generate the relevant active space by specifying
at a given state:
(1) When a transition is triggerable from the point of view of the consistency with the
observation;
(2) How the new value ′ of the index can be computed from the old value .
The index of the initial state of the active space is the initial state of the observation index,
namely 0. Then, the reconstruction algorithm proceeds by looking for all the transitions
which are triggerable from the current state N of the reconstruction space.
Formally, from the point of view of the consistency with the observation, a transition
T = S α|β−→ S′ is triggerable from the current node N = (σ,,D) of the search space only
if at least one of the following conditions hold:
(1) T is not observable, that is, (m,Msg) /∈ β ;
(2) (m,Msg) ∈ β and ε ∈ ‖m‖;
(3) (m,Msg) ∈ β and (‖m‖ ∩ Viable()) = ∅.
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In particular, the last condition states that an observable transition is triggerable when the
extension of the relevant message includes at least an observable label out of those marking
the edges leaving the current state of the index space. The new value ′ of the index field
is generated, from the old value , based on the following rules, corresponding to the three
above conditions, respectively:
(1) ′ =  and the edge N T→N ′ is created;
(2) ′ =  and the edge N T (ε)→ N ′ is created;
(3) ′, where
  →′ ∈ T,  ∈ (‖m‖ ∩ Viable()),
and the edge N T ( )→ N ′ is created.
Thus, there exists a new value ′ for each different viable label that is in the extension of
message m.
Example 12. With reference to the system Φ depicted in Fig. 7, consider the uncertain
diagnostic problem ℘(Φ) = (OBS(Φ),Φ0), where OBS(Φ) is displayed on the left
of Fig. 8 and Φ0 = (P0,Q0). Based on the reconstruction rules stated above, the
reconstruction space for ℘(Φ) is generated as shown in Fig. 10. The triggerable transitions
from node
N = ((P1,Q0),1, {〈〉, 〈e2〉})
are q1 and q2. However, these yield three edges in the search space, one marked by q1(b),
and two marked by q2(c) and q2(b), respectively. The last two edges bring to nodes which
differ in the index field only, namely 3 and 2, respectively.
According to the third rule above, transition q2 is triggerable from N since((‖Xq‖ = {b, c})∩ (Viable(1)= {b, c}))= {b, c} = ∅, (37)
as well as transition q1 because(‖b‖ ∩ (Viable(1)= {b, c}))= {b} = ∅. (38)
By contrast, q1 is not triggerable from node ((P1,Q0),2, {〈〉, 〈e2〉}) since(‖b‖ ∩ (Viable(2)= {c}))= ∅. (39)
According to the generated active space, only two histories of Φ are consistent with ℘(Φ),
namely
h1 = 〈p1, q1,p2, q2,p3〉 and h2 = 〈p1, q2,p2, q3,p3〉,
yielding the two diagnoses δ1 = {P,Q} and δ2 = {P }, respectively. Since δ1 ∩ δ2 = {P },
we may conclude that P is faulty, while nothing can be stated about Q.
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Fig. 10. Reconstruction space of Example 12.
Theorem 2. Let ! denote the reconstruction operator yielding the active space relevant to






is the set of instances of OBS(ξ). Let ℘(i)(ξ) = (OBS(i)(ξ), ξ0) denote the diagnostic
problem relevant to the single observation instance OBS(i)(ξ). Then, the extension of the
active space relevant to the uncertain problem equals the union of the extensions of the
active spaces relevant to the single problems, that is,∥∥!(℘(ξ))∥∥≡ n⋃
i=1
∥∥!(℘(i)(ξ))∥∥. (41)
Proof (Sketch). Proving equivalence (41) amounts to proving the following two entail-
ments, where h denotes a history:
h ∈ ∥∥!(℘(ξ))∥∥⇒∃i ∈ [1, . . . , n] (h ∈ ∥∥!(℘(i)(ξ))∥∥); (42)
h ∈ ∥∥!(℘(i)(ξ))∥∥, i ∈ [1, . . . , n] ⇒ h ∈ ∥∥!(℘(ξ))∥∥. (43)
To prove formula (42), assume h ∈ ‖!(℘ (ξ))‖, where h is a sequence of transitions Ti
associated with a (possibly null) label  i , that is, h = 〈T1( 1), . . . , Tm( m)〉. Let λ =
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〈 ′1, . . . ,  ′k〉, k  m, be the sequence of observable (non null) labels generated by h.
Let OBS(i)(ξ) be the observation instance isomorphic to λ and ℘(i)(ξ) = (OBS(i)(ξ), ξ0)
the relevant diagnostic problem. Note that Space(OBS(i)(ξ)) is isomorphic to λ, that
is, the former is a linear graph composed of k + 1 nodes and k edges, the ith edge
being labeled by  ′i . In other words, ∀i ∈ [0, . . . , (k − 1)] (Viable(i ) = { ′i+1}), while
Viable(k) = ∅. By virtue of Theorem 1, λ ∈ ‖Space(OBS(ξ))‖, that is, there exists a
path in Space(OBS(ξ)) which is marked by the sequence of labels in λ. This implies that
there exists in Space(OBS(ξ)) a path P(λ) isomorphic to Space(OBS(i)(ξ)). We prove that
h ∈ ‖!(℘(i)(ξ))‖ by induction on the transitions of h.
Basis. The initial states of ‖!(℘ (ξ))‖ and ‖!(℘(i)(ξ))‖ coincide, being S0 =
(σ0,0,D0), where σ0 = ξ0, 0 = ∅, and D0 = ∅.
Induction. First, note that, due to the isomorphism of P(λ) and Space(OBS(i)(ξ)), we
may define a stateNu = (σu,u,Du) in ‖!(℘ (ξ))‖ isomorphic to a stateNc = (σc,c,Dc)
in ‖!(℘(i)(ξ))‖ when σu = σc,Du =Dc, and u corresponds to c in P(λ). In such a case,
Viable(c) ⊆ Viable(u). Let Nu and Nc denote two isomorphic nodes in !(℘ (ξ)) and
!(℘(i)(ξ)), respectively. We have to prove that, if Nu T→N ′u is in h ∈ ‖!(℘ (ξ))‖ and Nu
is isomorphic to Nc, then Nc
T→N ′c is in !(℘(i)(ξ)), where N ′c is isomorphic to N ′u. This
comes from the fact that, since the two states are isomorphic, the set of triggerable transi-
tions is the same. This is clear when T is not observable, since the fact that such a transition
is triggerable does not depend on the index, and the other two fields, σ andD, are the same.
When T is observable and  is the generated message, if T ( ) is triggerable from Nu, then
it is triggerable from Nc too. In fact, on the one hand, N ′u = (σ ′u,′u,D′u), where ′u is the
next index in P(λ). On the other, T ( ) is triggerable from Nc since, due to the isomor-
phism between Space(OBS(i)(ξ)) and P(λ), Viable(c) = { }. Thus, N ′c = (σ ′c,′c,D′c),
where σ ′u = σc, D′u =D′c, and ′c corresponds to u in P(λ), in other words, N ′u is isomor-
phic to N ′c, which conclude the induction and, therefore, the proof of formula (42).
Now we prove formula (43). We assume that h is a history within the active space
relevant to a diagnostic problem ℘(i)(ξ) = (OBS(i)(ξ), ξ0). Let λ be the sequence of ob-
servable labels generated by h. From Theorem 1, λ ∈ ‖Space(OBS(ξ))‖. We denote with
P(λ) the relevant path in !(℘ (ξ)). P(λ) is isomorphic to Space(OBS(i)(ξ)). We prove
that h ∈ ‖!(℘ (ξ))‖ by induction on the transitions of h.
Basis. The initial states of ‖!(℘ (ξ))‖ and ‖!(℘(i)(ξ))‖ coincide.
Induction. We have to prove that, if Nc
T→N ′c is in h ∈ ‖!(℘(i)(ξ))‖ and Nc is iso-
morphic to Nu, then Nu
T→N ′u is in !(℘ (ξ)), where N ′u is isomorphic to N ′c. This comes
from the fact that, since the two states Nc and Nu are isomorphic, the set of triggerable
transitions is the same. This is clear when T is not observable. When T is observable
and  is the generated message, if T ( ) is triggerable from Nc, then it is triggerable
from Nu too. In fact, on the one hand, N ′c = (σ ′c,′c,D′c), where ′c is the next index in
Space(OBS(i)(ξ)). On the other, T ( ) is triggerable from Nu since, due to the isomor-
phism between Space(OBS(i)(ξ)) and P(λ),  ∈ Viable(u). Thus, N ′u = (σ ′u,′u,D′u),
where σ ′c = σu, D′c = D′u, and ′u in P(λ) corresponds to c, in other words, N ′c is iso-
morphic to N ′u, which conclude the induction and, therefore, the proof of formula (43), as
well as the proof of Theorem 2. ✷
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5.3. Modular resolution of uncertain diagnostic problems
Up to now we have considered monolithic reconstructions only, that is, generations
of active spaces in a single step. However, as pointed out in [3] and detailed in [4,24],
the reconstruction of the system reaction can be conveniently performed in a distributed,
possibly parallel, way as well. This approach is called modular reconstruction. Intuitively,
according to the modular approach, the system is first partitioned into a set of sub-systems.
Then, partial active spaces are generated for sub-systems and merged together in a bottom-
up fashion until the global active space of the entire system is produced. This approach
presents several advantages, such as distributed and parallel computation, that may increase
the efficiency of the diagnostic process.
Even though the focus of this paper is on the notion of a temporal observation
affected by uncertainty, it is nevertheless worthwhile providing some informal hints on
the technique of modular reconstruction by means of a simple example. This allows us to
state a further remarkable property of index spaces. To this end, we have first to introduce
the notion of an index space restriction.
Definition 9 (Index space restriction). Let Space(OBS(ξ))= (S,L,T, S0,Sf) be the index
space of an observation of a cluster ξ . The restriction of Space(OBS(ξ)) on a cluster ξ ′ ⊂ ξ ,
denoted by Space〈ξ ′〉(OBS(ξ)), is a deterministic finite automaton (S′,L′,T′, S′0,S′f)
obtained from Space(OBS(ξ)) by means of the following two steps:
(1) Replace each observable label  marking transitions in T with its restriction on ξ ′, as
described in Section 4.2;
(2) Transform the nondeterministic automaton obtained in step (1) into an equivalent
deterministic one.
Example 13. Shown on the right of Fig. 11 are the restrictions of the index space
Space(OBS(Φ)), displayed in Fig. 8, on clusters ξp (top) and ξq (bottom), respectively.
Each index space is associated (on its left) with the corresponding nondeterministic
automaton (Action 1). Accordingly, the restriction on ξp follows the rules outlined in
Table 2: b is transformed into {b, ε}, c into ε, while a is unchanged. States of the (restricted)
index spaces for ξp and ξq have been identified by relevant symbols, namely pi and qj ,
respectively.
Theorem 3. Let Space(OBS(ξ)) be the index space of an observation of cluster ξ , and
ξ ′ ⊂ ξ a sub-cluster of ξ . Then, the extension of the index space of the restriction of OBS(ξ)
on ξ ′ equals the extension of the restriction on ξ ′ of the index space of the observation, that
is: ∥∥Space(OBS〈ξ ′〉(ξ))∥∥≡ ∥∥Space〈ξ ′〉(OBS(ξ))∥∥. (44)
Proof (Sketch). Equivalence (44) can be unfolded as follows:∥∥D(N (Rspace(OBS〈ξ ′〉(ξ))))∥∥≡ ∥∥D〈ξ ′〉(N (Rspace(OBS(ξ))))∥∥, (45)
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Fig. 11. Restrictions of Space(OBS(Φ)) (see Fig. 8) on ξp (top) and ξq (bottom).
where N denotes the operator yielding the nondeterministic index space relevant to the
given rough index space, while D denotes the operator yielding the deterministic index
space relevant to the given nondeterministic index space. Equivalence (45) can be split
into equivalences (46) and (47):∥∥N (Rspace(OBS〈ξ ′〉(ξ)))∥∥≡ ∥∥N〈ξ ′〉(Rspace(OBS(ξ)))∥∥; (46)∥∥D〈ξ ′〉(Nspace(OBS(ξ)))∥∥≡ ∥∥D(Nspace〈ξ ′〉(OBS(ξ)))∥∥. (47)
To prove equivalence (46), we first define the conservative restriction of an uncertain
observation OBS(ξ) on a cluster ξ ′ ⊂ ξ , denoted by OBS〈〈ξ ′〉〉(ξ). Such a definition is the
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same as Definition 4 except that all the nodes are maintained in the result, rather then
discarding those for which condition (27) hold. Thus, roughly, a conservative restriction
is a restriction in which all the restricted nodes are preserved in the resulting observation
graph, even the nodes whose message extension is the singleton {ε}, named empty nodes.
Based on the notion of a conservative restriction, equivalence (46) can be split on its turn
into equivalences (48) and (49):∥∥Nspace〈ξ ′〉(OBS(ξ))∥∥≡ ∥∥Nspace(OBS〈〈ξ ′〉〉(ξ))∥∥; (48)∥∥Nspace(OBS〈〈ξ ′〉〉(ξ))∥∥≡ ∥∥Nspace(OBS〈ξ ′〉(ξ))∥∥. (49)
Equivalence (48) can be understood insofar as the conservative restriction preserves
the topology of the observation graph, so that Rspace(OBS〈〈ξ ′〉〉(ξ)) will have the same
topology and marking labels as Rspace(OBS(ξ)). What differs are the extensions of the ωi
as, in contrast with OBS(ξ), in OBS〈〈ξ ′〉〉(ξ) the ωi are restricted. On the other hand, when
generating the nondeterministic index space from Rspace(OBS〈〈ξ ′〉〉(ξ)), the marking labels
will be exactly those which are obtained by restricting Nspace(OBS(ξ)) on ξ ′. Therefore,
equivalence (48) holds.
Now we prove equivalence (49), which can be rephrased as follows:
s ∈ ∥∥Nspace(OBS〈〈ξ ′〉〉(ξ))∥∥⇔ s ∈ ∥∥Nspace(OBS〈ξ ′〉(ξ))∥∥. (50)
To prove formula (50), assume s ∈ ‖Nspace(OBS〈〈ξ ′〉〉(ξ))‖. The string s is formed by
the observable labels marking a path in the relevant nondeterministic index space. Such
labels are picked out from the extensions of the node messages which have been ordered
in a sequence Q that respects the precedence relationships of the relevant observation
OBS〈〈ξ ′〉〉(ξ). Since OBS〈ξ ′〉(ξ) differs from OBS〈〈ξ ′〉〉(ξ) in the missing empty nodes and
since these nodes are immaterial to the generation of s, it is possible to find a sequence
of nodes in OBS〈ξ ′〉(ξ) which is the restriction of Q to the non-empty nodes, and pick
out the same observable labels in s. In other terms, s ∈ ‖Nspace(OBS〈ξ ′〉(ξ))‖. Likewise,
assume to have a string s ∈ ‖Nspace(OBS〈ξ ′〉(ξ))‖, which has been picked out from
a sequence Q of nodes in OBS〈ξ ′〉(ξ). Consider the sequence Q′ of nodes in OBS〈〈ξ ′〉〉(ξ)
whose restriction on the non-empty nodes equalsQ. Since it is possible to pick out the same
observable labels as s, we may claim that s ∈ ‖Nspace(OBS〈〈ξ ′〉〉(ξ))‖, which concludes the
proof of equivalence (49) as well as the proof of equivalence (46).
Now we prove equivalence (47), which can be rephrased as follows:
s ∈ ∥∥D〈ξ ′〉(Nspace(OBS(ξ)))∥∥⇔ s ∈ ∥∥D(Nspace〈ξ ′〉(OBS(ξ)))∥∥. (51)
On the one hand, assume s ∈ ‖D(Nspace〈ξ ′〉(OBS(ξ)))‖. Due to the equivalence of the
deterministic and nondeterministic automata, the string s is generated by a path p′n in
Nspace〈ξ ′〉(OBS(ξ)), where only observable labels are considered.3 In its turn, p′n is
obtained as a restriction on ξ ′ of (at least) a path pn in Nspace(OBS(ξ)). Consider the
path pd in D(Nspace(OBS(ξ))) generating the same sequence of observable labels as pn.
Among the strings in D〈ξ ′〉(Nspace(OBS(ξ))) obtained by restricting pd on ξ ′ is also s, as
3 Several paths in Nspace〈ξ ′〉(OBS(ξ)) may give rise to the same s , which only differ in the number and
disposition of null labels: p′n is one of them.
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the same restriction rules are applied (see Definition 4) to the labels marking pn. In other
terms, s ∈ ‖D〈ξ ′〉(Nspace(OBS(ξ)))‖.
On the other hand, assume s ∈ ‖D〈ξ ′〉(Nspace(OBS(ξ)))‖. The string s is generated
by a path p′n in D〈ξ ′〉(Nspace(OBS(ξ))). In its turn, p′n is obtained as a restriction
on ξ ′ of (at least) a path pd in D(Nspace(OBS(ξ))). The path pd is obtained from
(at least) a path pn in Nspace(OBS(ξ)). The restriction of pn on ξ ′ yields, among
other paths, a path p′n in Nspace〈ξ ′〉(OBS(ξ)) whose associated sequence of observable
labels is s. Due to the equivalence between the nondeterministic and deterministic
automata, the same path pd will be included in D(Nspace〈ξ ′〉(OBS(ξ))). In other terms,
s ∈ ‖D〈ξ ′〉(Nspace(OBS(ξ)))‖, which concludes the proof of equivalence (49) and,
consequently, the proof of equivalence (46). The latter brings us to the conclusion of the
proof of equivalence (45), that is, the proof of Theorem 3. ✷
Example 14. Consider the complex diagnostic problem coped with monolithically in
Example 12, whose search space is outlined in Fig. 10. Now, we aim to solve the
same problem in a modular way. Specifically, we divide the original problem ℘(Φ) =
(OBS(Φ),Φ0) into two sub-problems, one for cluster ξp , namely ℘(ξp)= (OBS(ξp), ξp0),
where OBS(ξp) = OBS〈ξp〉(Φ), and one for cluster ξq , where OBS(ξq) = OBS〈ξq 〉(Φ),
respectively. The active space relevant to℘(Φ) can then be generated by merging the active
spaces relevant to ℘(ξp) and ℘(ξq). That is, denoting with ! the reconstruction operator
and withM the merging operator, the following reconstruction equivalence holds:
!(℘(Φ))=MOBS(Φ)(!(℘(ξp)),!(℘(ξq))), (52)
where M incorporates the observation of Φ as an extra constraining argument. In fact,
once generated the (partial) active spaces for ξp and ξq , which are based on the (restricted)
cluster observation, the merging operator is still constrained by the (uncertain) observation
of the global system Φ . This is due to the fact that, generally speaking, several precedence
relationships are lost during the restriction, specifically, those relating messages from
different clusters.4
In principle, according to the modular resolution technique, we need to generate:
(1) the restrictions OBS〈ξp〉(Φ) and OBS〈ξq 〉(Φ), where OBS(Φ) is displayed on the left
of Fig. 8;
(2) the relevant index spaces, Space(OBS〈ξp〉(Φ)) and Space(OBS〈ξq 〉(Φ)).
All these information for ξp and ξq are shown on the top and on the bottom of Fig. 12,
respectively. For each cluster, the figure outlines the restricted observation (left), the
nondeterministic index space of the restricted observation (center), and the corresponding
4 The merging operator M behaves like the Join operator of Relational Algebra [7], denoted by ✶ and defined
as follows
r ✶p s = σp(r × s), (53)
where r and s are relations, σ and × are the Selection and Cartesian product operators, respectively, while p is a
predicate. The role of the predicate is played inM by the constraining observation OBS(Φ).
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Fig. 12. Generation of index spaces Space(OBS〈ξp 〉(Φ)) and Space(OBS〈ξq 〉(Φ)), where OBS(Φ) is the
observation displayed in Fig. 8.
index space (right). In accordance with Proposition 3, such index spaces coincide, in fact,
with those determined by restrictions in Fig. 11.
The reconstruction spaces relevant to ℘(ξp) and ℘(ξq) are shown on the top of Fig. 13.
Each node of the reconstruction spaces is identified by two fields only, namely σ , the state
of the relevant component, and , the identifier of a node in the relevant index space.
The third field, D, is immaterial, as each cluster incorporates a single component, so
that links L1 and L2 are outside the clusters. The dangling sets of such links are instead
considered in the merging of the local active spaces, as displayed on the bottom of Fig. 13.
The generation of the final active space requires some explanation. First, the σ field of
each node consists of the pairs (ξpi , ξqi ) of node identifiers of the two local active spaces,
respectively. Moreover, the index field is represented by a node k of the index space of
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Fig. 13. Modular reconstruction relevant to Example 14.
the system observation OBS(Φ), as shown on the right of Fig. 8. Finally, the dangling set
field is included as well.
From the initial state ((ξp0, ξq0),0, {〈〉, 〈〉}) (which is obtained by concatenating the
initial states of the local active spaces, namely ξp0 and ξq0 , the initial state 0 of the global
index space, and the empty dangling set), the only triggerable transition, among those
leaving the initial states ξp0 and ξq0 , is p1(b). In fact, both q1 and q2 require the input
event e2, which is not in the dangling set, this being empty. Transition p1(b) is triggerable
since the generated message b is in Viable(0)= {b} (see Definition 8 and Example 12).
The new state ((ξp1 , ξq0),1, {〈〉, 〈e2〉}) is obtained from the initial one by replacing:
(1) ξp0 with ξp1 , which is the new state reached by transition p1(b) in !(℘ (ξp));
(2) 0 with 1, which is the new state reached by the (only) transition leaving 0 in
Space(OBS(Φ)) (see Fig. 8);
(3) the empty dangling set with {〈〉, 〈e2〉}, as the activation of p1 is supposed to generate
the e2 output event on link L2.
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At this point, the set of candidate transitions correspond to those leaving either ξp1 or ξq0 ,
that is, p2, p3(ε), p3(a), q1(b), q2(b), and q2(c). In determining the triggerable transitions
among the candidates, we need to consider two constraints:
(1) the availability of the input event within the dangling set;
(2) the consistency with the current state 1 of the index space.
The first constraint restricts the set of candidate transitions to q1 and q2. The second one
allows for q1(b), q2(b), and q2(c), as Viable(1)= {b, c}.
Following this merging pattern, the global active space is eventually completed as
highlighted on the bottom of Fig. 13. As expected, it incorporates the same two histories
of the active space generated by the monolithic technique in Example 12 and displayed in
Fig. 10.
The equivalence between the monolithic and modular reconstruction is formally stated
by Theorem 4, whereM denotes the generalized merging operator (see Example 14), that
is, the merging of n 2 active spaces.
Theorem 4. Let ℘(ξ)= (OBS(ξ), ξ0) be an uncertain diagnostic problem for a cluster ξ ,





a set of relevant active spaces, where ℘(ξi) = (OBS(ξi), ξi0), ξ0 = (ξ10, . . . , ξn0), and
∀i ∈ [1, . . . , n] (OBS(ξi) = OBS〈ξi〉(ξ)). Then, the extension of the active space yielded
by the merging operator applied to R equals the extension of the active space yielded by
the monolithic reconstruction of ℘(ξ), that is,
‖MOBS(ξ)(R)‖ ≡
∥∥!(℘(ξ))∥∥. (55)
Proof (Sketch). Proposition 4 is the generalization of Theorem 1 of [3] for uncertain
observations. Hereafter, we give some arguments for why it holds. First, we need a more
formal definition of an active space, that is, a 5-tuple (S,E,T, S0,Sf), where S is the set
of states, E the set of events, T the transition function, S0 the initial state, and Sf the
set of final states. Let Ai = (Si ,Ei ,Ti , S0i ,Sfi ), be the active space relevant to ℘(ξi),
i ∈ [1, . . . , n]. Let A = (S,E,T, S0,Sf) and Â = (̂S, Ê, T̂, Ŝ0, Ŝf) be the active spaces
relevant to MOBS(ξ)(R) and !(℘ (ξ)), respectively. The proof of Proposition 4 amounts





S0 ≡ Ŝ0, (59)
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Sf ≡ Ŝf. (60)
The proofs of equivalences (57) and (59) are quite simple. Then, we should prove
equivalence (58), which can be rephrased as follows:
T ⊆ T̂, (61)
T̂ ⊆ T. (62)
Each of equivalences (61) and (62) can be proved by induction on the nodes of the relevant
active spaces, where the basis is in fact equivalence (59).
Consider equivalence (61). The induction is the following:(
T ∈ T, T =N τ→N ′, N = N̂, N̂ ∈ Ŝ )
⇒ (T̂ ∈ T̂, T = N̂ τ→ N̂ ′, N̂ ′ =N ′). (63)
Assuming the LHS of formula (63), where N = N̂ = (σ,,D), means that:
(1) the transition τ is among those marking the edges leaving one of the nodes in Si ,
corresponding to the current node N ∈ S;
(2) if the input E of τ comes from a link L from ξi to a different cluster in Ξ , E must be
the first event in the queue of events within L;
(3) if τ generates a message, the latter must be consistent with OBS(ξ);
(4) if τ generates an output E towards a link L from ξi to a different cluster in Ξ , E must
be consistent with the management policy of L.
Based on these conditions, we have to show that the RHS of formula (63) holds, that is:
(1) the transition τ is among those marking the edges leaving one of the nodes in Ŝ;
2) if the input E of τ comes from a link L within the links of ξ , E must be the first event
in the queue of events within L;
(3) if τ generates a message, the latter must be consistent with OBS(ξ);
(4) if τ generates an output E towards a link L within the links of ξ , E must be consistent
with the management policy of L.
Since the proof of conditions (1), (2), and (4) do not depend on the observation, we
draw our attention to condition (3), which can be unfolded into the following disjunctive
conditions (where τ = S α|β−→ S′):
(a) (m,Msg) /∈ β ;
(b) (m,Msg) ∈ β and ε ∈ ‖m‖;
(c) (m,Msg) ∈ β and (‖m‖ ∩ Viable()) = ∅.
Assuming that τ marks an edge leaving N̂ means that, based on the merging process,
τ marks as well an edge leaving one node within the set of nodes Ni ∈ Si corresponding
to N̂ . When either condition (a) or (b) are met, τ is triggerable from N̂ too, as no
constraints are imposed on the extension of m. On the other hand, when τ is observable
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and the extension ‖m‖ does not include ε (condition (c)), then we pick out a label
 ∈ (‖m‖ ∩ Viable()) and consider transition τ ( ), which is assumed to mark an edge
leaving N , that is, N τ( )−→N ′ ∈ T. Since N = N̂ , the index field  is the same in both N
and N̂ . Consequently, if N τ( )−→N ′ is consistent in A, then N̂ τ( )−→ N̂ ′ will be consistent
in Â too. This concludes the proof of formula (63).
Consider now equivalence (62). The induction is the following:(
T̂ ∈ T̂, T̂ = N̂ τ→ N̂ ′, N̂ =N, N ∈ S)
⇒ (T ∈ T, T =N τ→N ′, N ′ = N̂ ′). (64)
Again, we focus our proof on the consistency of the transition with the observation, as
expressed by conditions (a), (b), and (c) above. Now, the starting point is the assumption
that τ is a transition marking an edge leaving a node N̂ = (̂σ , ̂, D̂) within Â. Since
N̂ =N , we have ̂ = . The proof of formula (64) is supported by the following lemma.
Lemma 4.1. Let N̂ = (̂σ , ̂, D̂) be a node in Â and N1 = (σ1,1,D1), . . . ,Nn = (σn,
n,Dn) the corresponding nodes in A1, . . . ,An, respectively, from which N̂ is made up
by means of the merging operation. Let each Space(OBS(ξi)) be obtained, by virtue of
Theorem 3, as the restriction Space〈ξi 〉(OBS(ξ)). Let ‖i‖ denote the subset of indexes
that, according to the subset construction algorithm, identify i in the restricted index
space. Then,
∀i ∈ [1, . . . , n] ( ̂ ∈ ‖i‖). (65)
Proof (Sketch). Let P = Ŝ0 ❀ N̂ be a path in Â, that is, a prefix of a history in ‖Â‖
involving node N̂ . Consider an active space Ai and the sequence λi obtained from P as
follows. For each edge in P , let τ ( ) be the relevant marking transition. If τ is relevant to
a component in ξi , then insert  into λi , otherwise insert ε into λi . Two cases are possible:
(1) λi includes ε symbols only. This means that the nondeterministic automaton N
obtained in step (1) of Definition 9 will have a null path, that is, a path composed
of ε labels only, from the root ̂0 to ̂. Consequently, i will coincide with the root of
Space〈ξi 〉(OBS(ξ)) and ̂ will belong to ‖i‖, since ‖i‖ will include all the indexes
on the null path, from ̂0 to ̂.
(2) λi = γ aη, where γ is a sequence of either observable or ε labels, a an observable
label, and η a (possibly empty) sequence of ε labels. Let ̂a be the state reached in N
with γ a.N will have a null path from ̂a to ̂. Besides, due to the subset construction
algorithm, ̂a will be included in ‖i‖. Due to the null path η, ̂ will be included in
‖i‖ as well.
Thus, we have proved formula (65), that is, Lemma 4.1. ✷
Based on Lemma 4.1, we may conclude the proof of formula (64) as follows. Consider
the active space Ai such that ξi incorporates the component relevant to transition τ .
Consider as well the node Ni = (σi ,i ,Di ) ∈ Ŝi corresponding to N̂ . By virtue of
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Lemma 4.1, ̂ ∈ i . Thus, if  is the observable label associated with τ ,  will be a
marking label for an edge leaving i as well, in other words, τ will be a consistent
transition marking an edge leaving Ni . Therefore, τ will be a consistent transition marking
an edge leaving N too. This concludes the proof of formula (64) as well as the proof of
formula (62), which brings to the conclusion of the proof of equivalence (58).
The proofs of equivalences (56) and (60) follows directly from the way in which
equivalence (58) has been proved, as detailed in [3]. This brings us to the conclusion of the
proof of Theorem 4. ✷
5.4. Complexity analysis of index space generation
According to the worst-case analysis presented in [3], the time complexity of the
reconstruction algorithm for non-uncertain diagnostic problems is at least exponential with
the number of messages of the system observation. However, that analysis did not account
for the interface constraints imposed by the system topology. As a matter of fact, recent
experimentation with an implementation of the diagnostic method presented in [3,4] shows
that, in practice, the time response is polynomial rather than exponential.
With respect to certain diagnostic problems, what might in principle introduce
significant additional computation in dealing with uncertain diagnostic problems is the
indexing technique, as it requires the generation of an index space in several steps,
corresponding to Rspace, Nspace, and Space. Therefore, the main problem is to analyze
the complexity relevant to the generation of such spaces. Note that, in order to maintain the
presentation of the technique at the right abstraction level, we did not give any procedural
method for the generation of them, but only a declarative specification. Nevertheless, we
may have an idea about the complexity by examining, in a worst-case view, their expected
dimensions in terms of number of nodes. In doing so, we consider as basic complexity
parameter the number No of nodes in the observation graph and determine the dimension
of the spaces based on No.
To begin with, note that the transformation of Rspace into Nspace is immaterial to the
complexity, as the number of nodes in the two automata is the same. Thus, we draw our
attention to:
(1) the generation of the rough index space Rspace(OBS(ξ)) = (Sr,Lr,Tr, Sr0,Srf) based
on the uncertain observation OBS(ξ)= (Ω,Υ,Ω0,Ωf);
(2) the generation of the deterministic index space Space(OBS(ξ)) based on the nondeter-
ministic index space Nspace(OBS(ξ)).
Considering the first point, the worst case corresponds to having a totally disconnected
graph for OBS(ξ), in other words, a temporally unconstrained OBS(ξ). In such an
observation, nodes (messages) can be consumed in whatever order, as no temporal
relationships are defined among them. Thus, since the initial state of Rspace(OBS(ξ)) is
identified by the empty set, the number Nr of nodes in Rspace(OBS(ξ)) will equal the
number of subsets of Ω , that is, the cardinality of the power set ofNo:
Nr = |Sr| = 2|Ω| = 2No . (66)
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Fig. 14. Unconstrained uncertain observation (left) and relevant rough index space (right).
Thus, in the worst case, the size Nr of Rspace(OBS(ξ)) is exponential with the number of
nodes in the observation graph. The length of paths from the initial state to the final state,
namely the depth of Rspace(OBS(ξ)), denoted byDr, is No, while the numberPr of such
paths corresponds to the number of ways in which messages can be consumed, this being
the number of permutations of the nodes in Ω , that is, No!.
Example 15. Shown in Fig. 14 is an (abstract) unconstrained observation (left) and the
relevant rough index space (right), where No = 3, Nr = 23 = 8, Dr = No = 3, and
Pr =No! = 3! = 6.
As to the second point above, that is, the size of the deterministic index space, one might
be tempted by the following claim: since a state in the deterministic finite automaton (DFA)
is identified by a subset of the states in the nondeterministic finite automaton (NFA), the
number of states in DFA equals, in the worst case, the number of possible subsets of the
NFA states Nn, namely 2Nn , that is, 2(2
No)
.
Within a worst-case context, when a general graph is considered, this argument
is correct. However, it does not account for the special class of graphs relevant to
nondeterministic index spaces, that is, DAGs. In other words, Nspace(OBS(ξ)) is acyclic
because Rspace(OBS(ξ)) is acyclic. The acyclicity of Rspace(OBS(ξ)) can be intuitively
understood by realizing that each new node in it is identified by a new index of OBS(ξ),
that grows monotonically.
Generally speaking, if NFA is acyclic, not all of the subsets in 2Nn are valid. In fact, the
subset construction starts from the root and, at each step, finds all the nodes in NFA that
are reachable with a given observable label, applying the ε-closure [1] accordingly. Thus,
at each step, the new node in DFA is identified by a subset of nodes in NFA which does
not include any preceding node, as preceding nodes cannot be reached by next nodes.
Formally, denoting with ≺ the (generalized) precedence relationship between nodes in
a DAG, and given two states Sd and S′d in DFA such that Sd ≺ S′d, the following condition
holds:
∀Sn ∈ Sd, ∀S′n ∈ S′d (Sn ≺ S′n). (67)
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Consequently, the generation of new nodes is bound to stop after D steps, where D is the
depth of NFA. Now, denoting with B the branch parameter in NFA, that is, the number
of different observable labels marking the edges leaving the same node, the numberNd of
possible states in DFA is given by the following formula:
Nd = 1+B+B2 +B3 + · · · +BD−1 =
{
BD − 1 if D> 1,
D otherwise.
(68)
Thus, Nd is exponential with the depth of the (acyclic) NFA, instead of with the number
of nodes of NFA. This is a great advantage, as D equalsNo, while the number of nodes in
Nspace(OBS(ξ)) is (in the worst case) Nn = 2No .
Considering Eq. (68) in the context of index spaces, sinceD=No, the number of nodes
in Space(OBS(ξ)) will be in general:
Nd =BD − 1=BNo − 1&BNo . (69)
WhenB= 2 we have:
Nd & 2No =Nn, (70)
in other words, the number of nodes in the deterministic index space equals the number of
nodes in the nondeterministic one. WhenB> 2, the complexity of Space(OBS(ξ)) is still
exponential with the number of nodes in the observation graph, as is for Nspace(OBS(ξ)).
6. Complex observations
In this section we introduce a more general notion of an uncertain observation,
called complex observation. Based on the informal discussion of Section 3.4, complex
observations result from the combination of all the three uncertainty principles affecting
observations, provided that source and temporal uncertainties depend on each other. When
this condition holds, the precedence relationships involving source uncertain messages
vary depending on the sender components of such messages. Assume that message m1
is source uncertain, while message m2 is generated by component C2. It may occur that
m1 precedes m2 if we assume that the sender component of m1 is C2, while the reciprocal
temporal order of the two messages is unknown if we assume that the sender of m1 is C1.
This is the case, for example, when the messages emitted by C1 and C2 are stamped by
distinct clocks and the temporal distance between the timestamps of m1 and m2 is less
then the synchronization error of the two clocks. Thus, in theory, a complex observation
is represented by several distinct observation graphs, that is, several distinct uncertain
observations, each pertaining to a distinct assumption on the sender components of source
uncertain messages. However, a concise representation of all such observation graphs has
been envisaged. So, like an uncertain observation, a complex observation is represented
by a single DAG, called complex-observation graph. Each node of the DAG represents
a received message and is in general marked by a set of contextual nodes, each denoting
a distinct assumption on the sender component of such a message. A contextual node is,
on its turn, marked by a (either constant or variable) message associated with a set of
components. Such components represent the possible source of the message. The point is
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that, for each node in the DAG, only one of the labels within the union of all the message
extensions inherent to its (inner) contextual nodes is assumed to have been generated by
the system. No assumption is made on the intersection of the extensions of messages
within the same node. Consequently, the same label may be associated with different sets
of components. Precedence relationships are defined on contextual nodes. A node of an
uncertain observation is a particular case of a node of a complex observation, where the
set of contextual nodes is a singleton, whose associated source is in fact the whole set of
system components.
A complex diagnostic problem relevant to a cluster ξ is a pair (OBS(ξ), ξ0), where ξ0 is
the initial state of ξ , while OBS(ξ) is a complex observation. Like for an uncertain diag-
nostic problem, to solve a complex diagnostic problem we have to generate the index space
of the relevant complex observation. The generation of such an index space requires some
kind of additional automated reasoning. However, once generated such an index space, the
reconstruction technique is essentially the same as that for uncertain observations.
Definition 10 (Complex observation). Let µ be the domain of the messages of a cluster
ξ = (C,L) (see Definition 1). Let C ∈ (2C(ξ) − ∅) be a non-empty subset of C(ξ).
Let M ⊆ µ × C be the (non-empty) domain of contextual messages of ξ . A complex
observation OBS(ξ) of a cluster ξ = (C,L) is a 5-tuple
OBS(ξ)= (Ω,N,Υ,N0,Nf), (71)
where:
Ω is the set of noncontextual nodes;
N= {(ω,M) | ω ∈Ω,M ∈M} is the set of contextual nodes such that, denoting with
‖ω‖ the set of contextual nodes within ω ∈Ω , namely
‖ω‖ = {N |N ∈N, N = (ω,M)}, (72)
the following condition holds:
∀ω ∈Ω, ∀N = (ω,M), ∀N ′ = (ω,M ′), N =N ′ (M =M ′); (73)
Υ :N → 2N is a mapping function among contextual nodes;
N0 ⊆N is the set of roots;
Nf ⊆N is the set of leaves.
The ‘≺’ temporal precedence relationship among contextual nodes is defined as follows:
(1) (Basis) If N →N ′ ∈ Υ then N ≺N ′;
(2) (Transitivity) If N ≺N ′ and N ′ ≺N ′′ then N ≺N ′′;
(3) (Canonicity) If N →N ′ ∈ Υ then N ′′ ∈N (N ≺N ′′ ≺N ′).
Furthermore, by definition,
(4) (Generalization) N N ′ iff N ≺N ′ or N =N ′;
(5) (Lower Bound) ∀N0 ∈N0 (N ∈N |N ≺N0);
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(6) (Upper Bound) ∀Nf ∈Nf (N ∈N |Nf ≺N);
(7) (Separation) ∀(ω,M) → (ω′,M ′) ∈ Υ (ω = ω′);
(8) (Acyclicity) N ∈N (N ≺N).
A complex observation OBS(ξ) is a degenerate complex observation when there exists an
isomorphism between Ω and N, that is, when
∀ω ∈Ω (‖ω‖ = {N}). (74)
A degenerate complex observation OBS(ξ) is a strictly degenerate complex observation
when no restricting assumptions are made on the set of components associated with the
contextual messages, that is, when
∀N ∈N (N = (ω,M),M = (m,C(ξ))). (75)
Owing to the isomorphism between Ω and N, and to the lack of constraints on the
set of components in the contextual message, a strictly degenerate complex observation
OBS(ξ) = (Ω,N,Υ,N0,Nf) is in fact an uncertain observation (N,Υ,N0,Nf). Thus,
denoting with OBS, OBSd, and OBSu the classes of complex observations, degenerate
complex observations, and uncertain observations, respectively, the following relationships
hold:
OBSu ⊂OBSd ⊂OBS. (76)
Complex observations in (OBS−OBSd) are called strictly complex observations.
Example 16. Shown in Fig. 15 is the graph of a complex observation for systemΘ depicted
in Fig. 1, such that
Ω = {ω1, . . . ,ω4};







Fig. 15. Complex-observation graph relevant to Example 16.
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According to Definition 10, there cannot be two identical contextual messages within the
same noncontextual node.
Conditions (1)–(6) of Definition 10 mirror those in Definition 2, except that the
precedence relationship here refers to contextual nodes. Condition (7) prevents precedence
relationships between contextual nodes within the same noncontextual node ω. This
is justified by the fact that each contextual node within the same noncontextual node
corresponds to a different assumption as to the same uncertain message, which is unique.
Finally, condition (8) establishes the acyclicity of the (directed) graph of contextual nodes.
The peculiarity of complex observations is reflected on the notion of an observation
index  as well. According to Definition 3, the index of an uncertain observation is a set
of nodes identifying the set of consumed messages within the observation graph. When
complex observations are considered,  is expected to include contextual nodes and,
above all, to maintain information about the assumptions made in the course of message
consummation.
Example 17. Consider the complex observation displayed in Fig. 16. We adopt the
following notational shorthand: if ωi includes a single contextual node, the latter is
identified by Ni , otherwise the contextual node (ωi, ( ,C)) is identified by NCi , where
 ∈ {a, b, c} and C ∈ {P,Q}.
If the set of consumed (contextual) nodes is {N1,NQ2 ,N3}, then = {N3} is in principle
enough to identify such nodes. Conversely, if the consumed nodes are {N1,NP2 ,N3}, then
 = {NP2 ,N3} might as well identify such nodes, with the implicit assumption that node
N
Q
2 is not included in Cons(), even if NQ2 ≺N3. As a matter of fact, for the observation
graph in Fig. 16, the definition of index might be inherited from Definition 3 with the
additional rule of mutual exclusion of contextual nodes relevant to the same ω.
However, this method does not work in general. To show this, consider the complex
observation in Fig. 15 and the index  = {NP3 ,N4}. Without any additional information,
such an index is ambiguous: even though, owing to the inclusion of NP3 , we can
Fig. 16. Complex-observation graph of system Θ depicted in Fig. 1.
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exclude NQ3 from Cons(), there is still the ambiguity on which contextual node in ω2
is part of Cons(). Consequently, we are forced to include either NP2 or NQ2 in Cons().
The ambiguity stems from the fact that both solutions are consistent with , namely
Cons()= {N1,NP2 ,NP3 ,N4} and Cons()= {N1,NQ2 ,NP3 ,N4}.
Such an ambiguity can be eliminated by defining the index of a complex observation
as a pair  = (P,A), where, roughly, P is a set of contextual nodes governed by the
rules established in Definition 3, while A is the set of assumptions made throughout
message consummation. For example, the ambiguity discussed above can be overcome
by specifying either
′ = ({NP3 ,N4},{¬NQ2 ,¬NQ3 }) or ′′ = ({NP3 ,N4},{¬NP2 ,¬NQ3 }),
where ¬N means that the contextual node N is assumed not to be in Cons().5 For the
sake of conciseness, in the following, the symbol ¬ will be omitted from the elements of
the assumption set.
Definition 11 (Complex-observation index). An index of a complex observation OBS(ξ)=
(Ω,N,Υ,N0,Nf) is a pair of disjoint sets
= (P,A), (77)
where:
P⊆N is the positive set, such that ∀N ∈ P (Ni ∈ P |Ni ≺N);
A⊆N is the assumption set such that, ∀ω ∈Ω , the following conditions hold:
(1) ∃N ∈ (‖ω‖ −A);
(2) if N ∈ (‖ω‖ −A), N N ′, N ′ ∈ P then (‖ω‖− {N})⊆A.
The Cons() function is defined as follows:
Cons()= {N |N ∈ (N−A), N N ′, N ′ ∈ P}. (78)
The Front() function is defined as follows:
Front()
= {(N,A) | ω ∈Ω, N ∈ (‖ω‖ −Cons()), (N ∈ (N0 −A)∨ ∀N ′ ∈ ‖ω′‖,
ω′ ∈Ω, N ′ ≺N (N ′ ∈ (Cons()∪A)∨ (N ′ /∈ Cons(),
‖ω′‖ ⊆ (A∪ {N ′′ |N ′′ ∈ ‖ω′‖, N ′′ /∈ Cons(), N ′′ ≺N}))),
A ∈ 2N, A= (‖ω‖ − {N})∪ {N ′ |N ′ /∈ (A∪Cons()),
N ′ ≺N}}. (79)
 is said to be complete when:
{ω | (ω,M) ∈ Cons()} =Ω. (80)
5 In principle, the assumption ¬NQ3 might be derived implicitly from . However, we prefer expressing it
explicitly for uniformity reasons and, above all, as shown later, because it supports the systematic generation of
index spaces.
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Intuitively, in the definition of A given above, conditions (1) and (2) have the following
meaning, respectively:
(1) Not all of the contextual nodes within the same noncontextual node can be included
in the assumption set, as at least one contextual message is supposed to have been
generated by the system;
(2) If a contextual nodeN does not belong to the assumption set and precedes or coincides
with another contextual node N ′ belonging to the positive set, then all the other
contextual nodes in the same noncontextual node of N must belong to the assumption
set.
Function Cons() yields the set of consumed messages. These are identified by all of the
contextual nodes, not in the assumption set, which precede or coincide with a contextual
node within the positive set.
The frontier function, Front(), yields the set of contextual nodes (along with relevant
assumptions) each of which can be consumed at the next step without violating the
precedence relationships. According to formula (79), a pair (N,A) belongs to the frontier
when:
(1) N is not consumed and either it is a root that is not included in the assumption set A
of , or, for each contextual node N ′ preceding N , either:
(a) N ′ has been consumed already, or
(b) N ′ belongs to the assumption set, or
(c) N ′, along with all the other contextual nodes N ′′ relevant to the same noncontex-
tual node ω′ and preceding N , can be assumed not to have been generated without
violating the constraint that at least a contextual node in ‖ω′‖ will never belong to
the assumption set;
(2) A is the subset of N including:
(a) All the contextual nodes in ω but N , and
(b) All the contextual nodes N ′ that are not consumed, and do not belong to the
assumption set, and precede N .
Example 18. Consider Definition 11 in the context of the complex observation outlined in
Fig. 15. A possible index is
= ({NP2 ,N4},{NQ2 ,NQ3 }), (81)
for which Cons()= {N1,NP2 ,N4}. Consider  = 0 = (∅,∅), that is, the initial (empty)
index. Determining Front(0) amounts to finding the first contextual nodes that can be
consumed. All the nodes in the set of roots N0 meet the condition for N in formula (79),
namely N1 and NQ2 (see Example 16). Another contextual node which can be consumed
first is NQ3 , provided that we assume N
Q
2 not being generated. Such an assumption does
not violate point 1(c) above, as (‖ω′‖ = {NP2 ,NQ2 }) ⊆ (∅ ∪ {NQ2 } ∪ ∅}).
If we had an extra precedence relationship NP2 ≺ NQ3 in Fig. 15, point 1(c) would be
violated. Intuitively, this is due to the fact that, on the one hand, by assuming NQ2 not being
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generated, we are forced to assume that NP2 is the actual generated message. On the other,
since NP2 precedes N
Q
3 , the former is expected to be consumed already, which is not the
case.
Assuming N = NQ3 , according to formula (79), we can compute the relevant set of
assumptions as A= ({NP3 ,NQ3 } − {NQ3 })∪ {NQ2 } = {NQ2 ,NP3 }.





































According to Eq. (80), an index  is complete when all the noncontextual nodes are
involved in the set of consumed messages. In our example, the set of complete indexes
includes ({NP2 ,N4}, {NQ2 ,NP3 }), ({NP3 ,N4}, {NQ2 ,NQ3 }), ({NP3 ,N4}, {NP2 ,NQ3 }), and
({N4}, {NP2 ,NP3 }).
Definition 12 (Rough index space of complex observations). The rough index space of a




)= (Sr,Lr,Tr, Sr0,Srf) (84)
where
Sr = { |  is an index for OBS(ξ)} is the set of states;
Lr ⊆N× 2N is the set of labels;
Tr :Sr×Lr → Sr is the transition function defined as follows:  (N,A)−→ ′ ∈ Tr, where
= (P,A), ′ = (P′,A′), iff:
(1) (N,A) ∈ Front(),
(2) P′ = (P∪ {N})− {N ′ |N ′ ∈ P,N ′ ≺N},
(3) A′ =A∪A;
Sr0 =0 = (P0,N0)= (∅,∅) is the initial state;
Srf = { |  ∈ Sr, is complete} is the set of final states.
Example 19. The rough index space of the complex observation of Fig. 16 is depicted on
the left of Fig. 17. Contextual node identifiers are denoted by i and iC , that are a shorthand
for Ni and NCi , respectively, where i ∈ [1, . . . ,3] and C ∈ {P,Q}.
According to Definition 12, each state of the rough index space is an index for the
observation. Specifically, the initial state is the initial index (∅,∅). Each edge leaving
a state  is marked by an element (N,A) of the frontier of . Thus, there are two
edges leaving the initial state, that are marked by (N1,∅) and (NQ2 , {NP2 }), respectively.
According to the definition of the transition function Tr, the states reached by these two
edges are computed, on the one hand, by inserting into P the contextual node N marking
the edge and by removing all the redundant contextual nodes N ′ in P, on the other, by
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Fig. 17. Rough index space (left) and (non)deterministic index space (right) for the complex observation displayed
in Fig. 16.
Fig. 18. Rough index space for the complex observation displayed in Fig. 15.
including A into the assumption set A. For example, the following transition (from F








}) (N3,∅)−→ ({N3},{NP2 }) (85)
where both N1 and NQ2 have been eliminated from the final positive set, as N1 ≺N3 and
N
Q
2 ≺N3. As usual, final states are denoted by double circles.
Example 20. The rough index space relevant to the complex observation of Fig. 15 is
displayed in Fig. 18.
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Definition 13 (Nondeterministic index space of complex observations). The nondetermin-




)= (Sn,Ln,Tn, Sn0 ,Snf ) (86)
obtained from Rspace(OBS(ξ))= (Sr,Lr,Tr, Sr0,Srf) as follows:
Sn = Sr is the set of states;
Ln = {‖m‖ × {C} | (N,A) ∈ Lr, N = (ω,M), M = (m,C)} is the set of labels;
Tn :Sn ×Ln → 2Sn is the nondeterministic transition function defined as follows:
S
 → S′ ∈ Tn iff S (N,A)−→ S′ ∈ Tr,  ∈ ‖m‖ × {C},
N = (ω,M), M = (m,C);
Sn0 = Sr0 is the initial state;
Snf = Srf is the set of final states.
Example 21. The transformation from a rough to a nondeterministic index space
essentially replaces the transition function Tr with Tn, maintaining, however, the same
set of nodes (Sn = Sr). Fig. 19 outlines the nondeterministic index space corresponding to
the rough index space displayed in Fig. 18. Nodes in Fig. 19 are identified by the labels
A, . . . ,U marking the nodes in Fig. 18.
According to Definition 13, each edge S (N,A)−→ S′ in Tr is replaced by one or several
edges in Tn, each of which is marked by a pair (l,C), where l belongs to the extension






3 ,{NQ2 ,NP3 })−−−−−−−−→ B
Fig. 19. Nondeterministic index space for the complex observation displayed in Fig. 15.
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in Fig. 18 is replaced in Fig. 19 by two transitions, namely A (b,{Q})−→ B and A (c,{Q})−→ B , as
N =NQ3 = (ω3,M), M = (Xq, {Q}), and ‖Xq‖ = {b, c}.
The automaton in Fig. 19 is nondeterministic because it includes nodes which are left
by several transitions marked by the same label. One of these nodes is A, from which two
different transitions, directed to nodes B and D, respectively, are marked by the same label
(b, {Q}).
There is a subtle peculiarity in the way nondeterminism is governed in index spaces
relevant to complex observations. Due to the contextualization of messages, two transitions
marked by labels (l,Ci ) and (l,Cj ), respectively, where i = j , does not lead to
nondeterminism as they differ in the elements Ci and Cj . For example, in Fig. 19 there
are two transitions leaving F which are marked by (b, {Q}) and (b, {P }), respectively.
Intuitively, in the reconstruction process, candidate observable transitions are expected to
conform not only to the observable label in the index space but to the contextual part as
well. That is, the generator of the candidate transition is required to be in the relevant set
of components.
Definition 14 (Deterministic index space of complex observations). The deterministic
index space of a complex observation OBS(ξ), Space(OBS(ξ)), is the deterministic finite
automaton obtained by transforming the nondeterministic index space Nspace(OBS(ξ))
into a deterministic finite automaton, as specified in Definition 8.
Example 22. Displayed on the right of Fig. 17 is the deterministic index space relevant to
the observation in Fig. 16. This is in fact what we obtain by transforming the rough index
space into the nondeterministic index space, that is, in the particular example of Fig. 17,
Nspace(OBS(Θ))= Space(OBS(Θ)).
Fig. 20. Deterministic index space for the complex observation displayed in Fig. 15.
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Example 23. Yielded from the nondeterministic index space of Fig. 19, shown in Fig. 20
is the deterministic index space relevant to the observation of Fig. 15.
7. Complex diagnostic problems for power networks
This section is intended to substantiate the notion of a complex observation within the
domain of power transmission networks. The protection apparatus of a power transmission
network can be naturally viewed as an active system [3,4,23]. However, the information
generated during the reaction to a short circuit is likely to be uncertain in nature. Without
any support for automated reasoning (possibly under uncertainty), the operator encharged
of analyzing such information and providing recovery actions in a limited time may
possibly make harmful errors. We show how the raw information generated by the reaction
can be preprocessed and transformed into a complex observation to be used as the actual
input of a diagnostic session.
7.1. Background on power transmission networks
The protection system of a power transmission network is designed to detect dangerous
conditions, typically a short circuit on a line, to react to them by isolating an appropriate
sub-network, and to keep in operation the remaining part of the network in order to avoid
a black-out. Two distance protections are located at both ends of a line, respectively. They
are expected to recognize the presence of a short circuit on the line by monitoring the
variations of the line impedance. The protection is directional. Intuitively, it ‘faces’ the
protected line and the lines connected to that line in the same direction, but can also
perceive impedance variations on back lines. The mode in which the protection reacts
varies both according to where the short circuit is perceived (either front or back) and
to the distance of the short circuit from the protected line. The isolation of the shorted
line is carried out by tripping the breaker associated with the protection. Normally, only
two breakers are expected to be opened when a line is shorted. However, protections
and/or breakers may exhibit an abnormal behavior, so that other protections are required
to react to the short circuit as a backup to the faulty components. Consequently, when the
protection apparatus is faulty, the isolated part of the network may include several lines.
Typically, a protection may fail to locate either the direction (typically, when the protection
is erroneously inverted) or the distance of the short circuit (usually, when the short circuit
is far from the protection). A breaker, on the other hand, may fail to open even when the
tripping command from the protection is appropriate.
Fig. 21. Power transmission network (left) and characteristics of distance protection (right).
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Fig. 22. Structural and behavioral models of breaker (top), protection (center), and line (bottom).
Shown on the left of Fig. 21 is a very simple power network, composed of lines L1
and L2. Lines are connected to each other through bus-bars, depicted by solid vertical
bars. Normally, several other devices are connected to a bus-bar, including generators and
transformers. The whole set of devices relevant to a bus-bar, including the latter, form
a station. Fig. 21 incorporates three stations, namely ST1, ST2, and ST3. Black squares
denote breakers, while rhombuses represent protections. In the figure, we make use of the
following convention: a component C (either breaker or protection) on the left/right of the
bus-bar is denoted by Cl /Cr , respectively. This allows us to identify a component within
a station. To identify a component within the network, we have to specify the number of
the station. For example, Br2 denotes the breaker on the right of the bus-bar in station ST2.
Accordingly, line L1 is protected by the pairs protection/breaker (Pr1,Br1) and (Pl2,Bl2).
In normal behavior, a short circuit on line L1 causes protections Pr1 and Pl2 to react
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Fig. 23. System Π corresponding to the power transmission network outlined on the left of Fig. 21, based on the
component models shown in Fig. 22.
immediately by tripping breakers Br1 and Bl2, respectively, so as to isolate L1 from the rest
of the network. However, if something goes wrong with the pair (Pl2,Bl2), for example,
Bl2 does not open, then protection Pl3 is expected to open breaker Bl3 as a backup for the
misbehavior of Bl2. As a result, the whole network will be isolated.
The (simplified) characteristics of the distance protection is shown on the right of
Fig. 21, according to which the domain of the impedance Z is partitioned into four ranges,
namely:
(1) 0  Z  Z1, corresponding to an immediate tripping, with the short circuit on the
protected line;
(2) Z1 < Z  Z2, corresponding to a tripping at time t2, with the short circuit on a line
which is directly connected to the protected line;
(3) Z3  Z < 0, corresponding to a tripping at time t3, with the short circuit on a back
line;
(4) Z >Z2 or Z <Z3, corresponding to the absence of short circuits.
During the reaction of the protection apparatus to a short circuit, a number of messages
are sent to the operator who is monitoring the power network. Each message is a 4-tuple
(Σ,C,  , t), where
(1) Σ is the identifier of a station;
(2) C is the identifier of the component within Σ ;
(3)  is an observable label generated by C;
(4) t is a timestamp relevant to a clock K associated with Σ .
For example, when protection Pl2 perceives a short circuit on whichever line, it starts an
internal chronometer6 which governs the delay of the tripping command, and an observable
6 Such a chronometer should not be confused with the clock K of the station.
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label started is output. However, only a subset of the events characterizing the reaction
of the protection apparatus is actually observable. Without any support for automated
diagnosis, the operator is expected to locate the short circuit based on ‘manual’ analysis of
the generated messages. When the fault scenario is complex, with several breakers opened,
because of the psychological pressure stemming from strict time constraints, it is hard for
the operator to make a decision. Typically, the actions performed by the operator include
the re-connection of a subset of the isolated sub-network, so as to minimize the number
of isolated users. In fact, once assumed the location of the short circuit, breakers may be
operated directly from the control room.
7.2. Modeling the protection system
Shown in Fig. 22 are the structural and behavioral models of breaker (top), protection
(center), and line (bottom). Structurally, a breaker is characterized by a single input
terminal, I . Normally the breaker is Closed. Upon the arrival of the trip event, the breaker
may either open (transition b1) or not (faulty transition b2).
The model of a protection is slightly more complicated. The structural model
incorporates an input terminal, I , and an output terminal, O . Normally the protection is
Idle, when the impedance is within normal bounds, that is, when Z > Z2 or Z < Z3,
corresponding to the absence of short circuits. Three different events may cause the
protection to react. These are modeled by transitions p1, p2, and p3, respectively. The
protection makes a transition from either Started or Back to Tripped upon the occurrence
of temporal events t2 or t3, respectively. However, the reaction of the protection to the
impedance variation may be faulty, as specified by transitions p6, p7, and p8, either
because the protection is untimely, or delayed, or even inverted, respectively. Transitions
p2, p3, and p7, corresponding to the starting of the protection, are assumed to generate the
started label which may get lost (loss uncertainty). This is why a variable X ranging over
{started, ε} has been specified.
The structural model of a line includes two input terminals and four output terminals.
These can be grouped into pairs. Specifically, input/output pairs (I1,O1) and (I2,O2) are
meant for connection with other lines, while the pair (O3,O4) allows the line to send events
to its left and right protection, respectively.7
A line changes state from Normal to Shorted either on the occurrence of a short circuit
(faulty transition l3), or on the arrival of event Z2 at one of the input terminals.8 The set
of output events changes accordingly. In l3, the protections are sent an event Z1, which
requires them to react immediately, while an event Z2 is sent to the adjacent lines. Upon
the arrival of Z2, the reaction of the line is twofold, depending on whether such an event is
coming from the left or from the right. In the first case (Z2 coming from I1), the protection
which is required to react at the second step is on the right of the line, therefore a Z2 event
7 The protection of the left/right of a line is the protection on the right/left of a bus-bar.
8 The occurrence of a short circuit on a line is not necessarily to be modeled as a faulty event and, consequently,
the relevant transition is not necessarily a faulty transition. However, we prefer emphasizing the occurrence of
a short circuit as a faulty event so that the location of the short circuit is directly provided by the candidate
diagnosis.
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is output at terminal O4 and a Z3 is output at O3, as the relevant protection is required
to react only at the third step. In the second case (Z2 coming from I2), the roles of the
protections are swapped, so that the protection which is expected to react at the second
step, at time t2, is on the left, while the protection on the right is expected to react at the
third step, at time t3.
According to these models, the active system Π corresponding to the power transmis-
sion network depicted on the left of Fig. 21 is shown in Fig. 23. Lines L1 and L2 have two
dangling terminals each, which are not connected to any other component. In the recon-
struction process, no event can be assumed to flow through a dangling input terminal and
all events sent to a dangling output terminal are expected to get lost.
7.3. From raw to complex observations
In Section 7.1 we assumed that each message generated by Π is a 4-tuple (Σ,C,  , t).
We also assumed that each station STi embodies its own clock Ki whose time serves
to timestamp the messages relevant to components within STi , in general, Pli , Bli , Pri ,
and Bri . Shown in Table 3 is the set of timestamped messages relevant to a certain
reaction of Π . Since such messages are timestamped, they can be temporally ordered
within a sequence called raw observation of Π , denoted by Raw(Π). In fact, Table 3
shows messages in such an order. Under the ideal assumptions that:
(1) the three clocks Ki , i ∈ [1, . . . ,3], are perfectly synchronized,
(2) the temporal resolution of the clocks, that is, the minimum interval of time between
two different timestamps, is so high that each message is timestamped with a different
time, and
(3) messages are not corrupted during the transmission,
we might easily transform Raw(Π) into a linear observation where each node is
characterized by a contextual (certain) message, such as, for example, (started,Pr1) and
(trip1,Pl3), corresponding to messages 1 and 5, respectively.
Table 3
Raw observation for system Π (see Fig. 23)
Message identifier Station Device Observable label Time (msec)
m1 ST1 Pr started 0
m2 ST2 Pr started 5
m3 ST3 Pl started 10
m4 ST2 Pl trip1 20
m5 ST3 Pl trip1 25
m6 ST3 Bl open 45
m7 ST1 Pr trip2 150
m8 ST1 Br open 170
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By contrast, according to the application domain of power transmission networks, we
are bound to make the following uncertainty assumptions:
(1) The three clocks are not perfectly synchronized; thus, a given synchronization error,
σ , that is, the maximum difference of time between any pair of clocks is assumed.
(2) The temporal resolution of the clocks is not unbound.
(3) Messages can be corrupted during the transmission.
According to the first assumption, two messages mi and mj timestamped by different
clocks can be compared if and only if |t (mi) − t (mj )| > σ . Instead, if mi and mj were
timestamped by the same clock, they might be compared if and only if |t (mi)− t (mj )|>
0. In fact, owing to the second assumption, when t (mi) = t (mj ), it is impossible to
establish which message was generated first. Besides, according to the third assumption,
any of the four fields of a message may be corrupted, in particular, it may be even
unknown.
In order to diagnose Π based on the given raw observation Raw(Π) we are required to
generate the (possibly complex) observation OBS(Π).
Example 24. With reference to Table 3, assume that only the first uncertainty assumption
above holds and σ = 50 ms. Due to the synchronization error, the observation graph
of OBS(Π) = (Ω,N,Υ,N0,Nf) is expected not to be linear. Since Raw(Π) includes
eight timestamped messages, we expect Ω to include eight noncontextual nodes, one
for each message. On the other hand, since no source uncertainty is assumed (all the
messages are associated with a precise component), we expect as well OBS(Π) to be
a degenerate complex observation (see Definition 10), where each contextual node is
labeled by a contextual message of the form ( , {C}), where  is the observable label
and C the component that generated  . The observation graph relevant to OBS(Π) is
depicted in Fig. 24, where each ωi represents message mi . Note that messages relevant to
the same clock Ki are totally temporally ordered, for example, 〈ω3,ω5,ω6〉 for clock K3.
Fig. 24. Complex observation graph relevant to the raw observation of Table 3.
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Furthermore, two extra edges are given, namely ω4 → ω7 and ω6 → ω7, as for both pairs,
the difference between the two timestamps is more than 50 msec.
Example 25. Consider a variation of Example 24, obtained by assuming that also the third
uncertainty assumption above holds. We assume that, within the raw observation of Table 3,
messages 2, 4, and 5 are corrupted. Specifically, the shaded information are assumed
to be unknown, that is, the station, the device, and both station and observable label,
respectively. For example, message 4 is now (ST2, ?, trip1,20), where the question mark
denotes the unknown field. Since the message was generated by a component in station ST2
and the trip1 label belongs to the domain of protection devices, we may assume that the
contextual message relevant to ω4 is {Pl2,Pr2}. Considering message 2, (?,Pr, started,5),
what is unknown is the station, rather than the source component. Thus, since protection
Pr is either relevant to ST1 or ST2, ω2 is expected to include two contextual nodes
marked by (started, {Pr1}) and (started, {Pr2}), respectively. Furthermore, with reference
to message 5, (?,Pl, ?,25), owing to the uncertainty on both the station and the observable
label, we have to introduce a variable Y ranging over the domain of observable labels
of the protection model (see Fig. 22), namely Y ∈ {started, trip1, trip2, trip3}, and insert
into ω5 two contextual nodes marked by such a variable, one for Pl2 and one for Pl3.
Fig. 25. Complex observation graph relevant to a corruption of the raw observation shown in Table 3.
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Finally, appropriate edges between contextual nodes are given. In particular, a totally
temporal ordering is specified among contextual nodes relevant to the same station. Still,
two extra edges towards ω7 are included, one from ω6 and one from the contextual node
in ω5 relevant to Pl2. Note that the resulting observation graph in Fig. 25 is strictly com-
plex.
8. Related work
The present work is rooted in [3], wherein a comprehensive discussion of its relations
with other approaches in the general area of temporal MBD can be found. A brief
discussion of the links of the present work with previous work by the same authors and
with other works in the literature is presented in the next section, while Sections 8.2
and 8.3 provide a comparison whose scope is limited to the notions of diagnosability and
observation, respectively. A further up-to-date analysis of analogies and differences of our
approach with respect to a few recent proposals in the literature, specifically focused on
the MBD of DESs, is provided in the subsequent sections.
8.1. Previous work
The diagnostic method presented in this paper generalizes that adopted in previous
works by the authors [2–4,24,26] and encompasses on-line activities only, which are
carried out once the reaction of the system has extinguished. In particular, [2,3] present
our initial work on MBD of DESs. The emphasis is on the method, whose core is the
reconstruction of the evolution of the system during the reaction on the basis of the
observation gathered throughout the reaction itself. The main novelty of such a method is
the ability to exploit just the behavioral models of system components, without needing the
generation of any global behavioral model of the whole system. Another original feature
of our initial contributions is the class of considered DESs, namely (asynchronous) active
systems. Both these points differentiated our work at its appearance from the most relevant
existing approach to MBD of DESs, that is, the diagnoser approach by Sampath et al. [35,
36], which requires the generation of the global system model as the starting point for the
automatic synthesis of a so-called global diagnoser, and takes into account synchronous
systems only.
In [4] the concept of a reconstruction plan is formalized, that is, constraints are stated
for a recursive decomposition of the reconstruction problem at hand into sub-problems,
and a technique is described for progressively composing the active spaces inherent to
sub-problems into the active space inherent to the whole given problem. The relevant
property of not generating the global behavioral model of any (sub-)system holds also
when reconstruction is driven by a problem decomposition. The main advantages of this
modular technique are that sub-problems can be processed independently, possibly in
parallel, and that it is not necessary to perform the reconstruction inherent to the whole
system if attention is focused just on a sub-system. Besides, the aim of modularity is to
reduce the computational difficulty of the reconstruction process. Distinct decompositions
involve different computational efforts. However, how to automatically decompose the
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reconstruction problem in order to perform a modular reconstruction that is optimal
according to some (efficiency) criteria is still an open problem. So far, our claim is that the
proposed method always produces the same result, given whichever (valid) decomposition.
In [24], the class of systems considered by our approach is extended by including
also synchronous DESs as well as DESs that exhibit both synchronous and asynchronous
behavior. The successive work [26] briefly introduces the concept of a (logically and
temporally) uncertain observation and the relevant diagnostic method.
The authors have recently proposed a further approach [25], which, although based
on the same modeling primitives and reasoning mechanisms, encompasses also off-line
activities, so as to speed up the diagnostic process. Off-line activities largely consist in
preprocessing the models of system components in order to automatically generate a set of
diagnostic rules. Specifically, after the system has been decomposed into (not necessarily
disjoint) sub-systems (clusters), a set of diagnostic rules can be generated, possibly in
parallel, for each cluster. Once the reaction has extinguished, the candidate diagnoses of a
cluster whose set of diagnostic rules is available are determined on-line by checking each
and every diagnostic rule against the actual cluster observation.
Furthermore, the two methods, off-line diagnosis and on-line diagnosis, are interoper-
able, in the sense that they can be integrated within a single diagnostic procedure, even
though, in principle, each of them can be used on its own.
Most approaches to MBD of DESs in the literature share many aspects with ours,
such as compositional modeling, modeling primitives, and ontology of time. In fact, in
most approaches, including ours, systems are structurally modeled as distributed and the
behavior of each system component is basically represented as an FSM. However, the class
of systems taken into account by all approaches in the literature, including those that will be
dealt with in Sections 8.4–8.7, is smaller than that considered by ours, since our approach
is the only one modeling buffered structural links among components.
As to time abstraction, two proposals [6,34] based on the diagnoser approach [35,36]
represent time constraints explicitly, while in all the other approaches, including ours, time
is regarded as a sequence of states and the only temporal relation is the one induced by
their ordering.
Moreover, distinct approaches differ in the nature of the diagnostic task they address, in
the diagnostic algorithms they propose, if any, and in the diagnostic output.
As to the nature of the diagnostic task, diagnosis is either carried out within a monitoring
environment, while the system is operating (possibly in a faulty way), or a posteriori, while
the system is either out of work or idle. The former is the case with the diagnoser approach
[35,36] and its two temporal extensions [6,34], while the latter occurs in our approach.
As to diagnostic algorithms, [10] does not specifically introduce any algorithm, while
[35,36] propose algorithms for the off-line creation of compiled knowledge to be exploited
during monitoring. As mentioned above, the authors of the present paper have envisaged
algorithms for both on-line and off-line diagnosis and also for integrating the two. The
diagnoser approach [35,36] can cope just with persistent faults. Our approach, as well as
Rozé’s [34], can instead cope with both persistent and transient faults. Moreover, while our
approach is capable of drawing the diagnoses of any arbitrary sub-system, by processing
only the models of the involved components, all the other approaches can focus attention
just on the whole system at hand, or on any structurally independent part of it [34].
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The output of on-line diagnosis [2–4,24,26], which is the task taken into account also in
the present paper, amounts to all the possible histories of the considered system during the
reaction besides shallow and deep diagnoses, while the output of off-line diagnosis [25]
consists in a (non-ambiguous) set of shallow candidate diagnoses (specific faults assigned
to components), the same as in [34]. The diagnostic output of the diagnoser approach [35,
36], instead, is a (possibly ambiguous) set of (shallow) candidate diagnoses.
8.2. Diagnosability
The diagnoser approach [35,36] introduces two related notions of diagnosability of
DESs and provides necessary and sufficient conditions for a system to be diagnosable.
These conditions are stated on the diagnoser or on some of its variations. Thus, the
diagnoser serves two purposes: on-line monitoring with diagnosis, and off-line verification
of the diagnosability properties of the system.
While the diagnoser approach investigates the issue of diagnosability, our work has not
faced it yet in a systematic way. However, some graph-based knowledge generated by our
off-line approach [25] is suitable for analyzing fault detection and isolation too.
As already remarked, the off-line method relies on the same modeling primitives and
on some activities of the on-line method. They differ in that observation is known on-line
while it is unknown off-line. Then, while the on-line method reconstructs only the histories
that entail the observation, the off-line method reconstructs, possibly in a modular way, any
physically possible history, complying with any observation, and it later classifies distinct
histories into different matching graphs depending on the shallow diagnoses they entail.
Thus, each matching graph is the automaton representing the regular language of the only
observations that are consistent with a distinct (empty or single or multiple fault) shallow
diagnosis.
In the off-line approach, each diagnostic rule consists in a matching graph and in the
corresponding diagnosis, this meaning that, if an observation matches the matching graph,
then the relevant diagnosis is a candidate diagnosis. The actual observation of the system,
when it becomes available, is matched against all the matching graphs since, in general,
several histories entailing different diagnoses, and, therefore, belonging to different graphs,
may entail the same observation. Intuitively, this is indeed what has to be prevented if we
want to guarantee diagnosability.
In the framework of our approach we may adhere to several notions of diagnosability,
necessarily distinct from those of the diagnoser approach since the latter are aimed at
ensuring that a fault can be detected and isolated within a finite delay while the system
is being monitored, given an observable event at a time, while the former have to guarantee
that faults can be detected and isolated after a reaction has extinguished, given the whole
reaction observation.
In particular, in the context of our (both off-line and on-line) approach, limiting our
attention to shallow diagnoses and linear observations, the most restrictive definition of
diagnosability is the following: a system is diagnosable if, given any diagnostic problem, it
is possible (i) to discriminate whether the system is normal or faulty (fault detection), and,
in the latter case, (ii) to provide exactly the set of faulty components (fault isolation).
G. Lamperti, M. Zanella / Artificial Intelligence 137 (2002) 91–163 153
The (necessary and sufficient) condition for a system to be diagnosable according to the
above definition of diagnosability is that the regular languages of all the matching graphs
are mutually disjoint.
According to a less restrictive notion of a fault isolation, the minimal set of faulty
components has to be provided. The condition for the corresponding new notion of
diagnosability can be easily stated. However, discussing the topic of diagnosability any
further is beyond the scope of this paper, the same as dealing with diagnosability when
uncertain/complex observations are involved, as it would deserve a paper of its own.
8.3. Notion of an observation
According to the notion of an uncertain/complex observation introduced in this paper,
observations may be logically uncertain, and/or temporally uncertain, and/or source
uncertain, and, orthogonally, observable events may be randomly lost.
An observation is logically uncertain if its logical content is not univocal, in other
words, if it identifies more than one set of observed labels.
An observation is temporally uncertain if its temporal content is not univocal, that is, it
identifies several possible temporal locations for one or more labels in the logical content.
An observation is source uncertain if the sender component of one or more observed
labels is not univocally identified.
By definition, a notion of an observation that accommodates all the three above forms of
uncertainty is strictly complex if source uncertainty and temporal uncertainty are mutually
dependent, otherwise it is simply uncertain.
As anticipated in Section 1, this notion of an observation subsumes all the previous
notions by the same authors. In fact, [2,3] feature a special case of temporal uncertainty
as the observation of the system, if it is not empty, is a set of totally temporally ordered
sequences of precise messages, each relevant to a single component.
In [4,24], the observation of the system is still a set of totally temporally ordered
sequences of precise messages, but each sequence pertains to an arbitrary part of a partition
of all system components. The notion of an uncertain observation adopted in [26], instead,
equals the basic notion of an uncertain observation of the present paper without, however,
including all the observations which are not only uncertain but also complex.
The notion of an uncertain/complex observation is more general than the other notions
in the literature. In fact, in the diagnoser approach [35,36] and in the two proposals derived
from it [6,34], the observation is not uncertain at all, being just a sequence of certain
messages pertaining to the whole system.
In the work described in [30,31], which is related to MBD of DESs but differs from
all the aforementioned approaches since it integrates a situation calculus theory of action
with an (axiomatic) system description, the observation is inherent just to the final situation
reached by the system, that is, just to a time point.
8.4. Decentralized protocol approach
The work by Debouk, Lafortune, and Teneketzis [12,13], which proposes the decen-
tralized protocol approach, is focused on monitoring, the same way as the diagnoser ap-
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proach [35,36] from which it stems. In particular, it addresses a decentralized processing
architecture consisting of several separate local sites, each communicating information to
a coordinator that is responsible for diagnosing the failure occurred in a given system.
The modeling abstraction is the same as in the diagnoser approach, therefore, as already
remarked, the class of considered systems is smaller than that taken into account by our
approach. In addition, a system can be considered by the decentralized protocol approach
if there is a set of (categories of) observable events that makes the system diagnosable
according to the definition of diagnosability given in the diagnoser approach. This set is
decomposed into several (not necessarily disjoint) subsets, so that the system is not diag-
nosable with respect to any of them. Each subset contains the categories of events which
are observable by a distinct local site. A local site monitors the whole system at hand
based on its set of observable events, by exploiting the global diagnoser corresponding to
this set, where such a diagnoser is built following the diagnoser approach. The sites are
allowed to report to the coordinator a concise processed version of their results, according
to a communication protocol. The challenge is to enable the coordinator, which is assumed
not to be provided with any model of the system, to ‘perform as well’ as the (centralized)
diagnoser corresponding to the whole set of observable events, that is, the set with respect
to which the system is diagnosable. The centralized diagnoser is capable of detecting the
occurrence of every fault in a diagnosable system within a finite delay (that is, within a fi-
nite number of observed events). Then, in the intentions of the authors of the decentralized
protocol approach, the decentralized architecture should be able to do the same, even if,
maybe, with different delay values. The challenge, which has been faced both in case the
information transmitted by the local sites are received by the coordinator in the order they
are sent and in case they are received with a bound temporal error, has been won even if
not in the general case but rather under a set of assumptions as to the diagnosers exploited
by the local sites.
In the decentralized protocol approach, each site takes into account the whole system
and then needs a diagnoser of the whole system. The need for several global diagnosers
significantly reduces the advantages of compositional modeling and makes the approach
not applicable in practice to large systems, since the diagnoser generation runs into
significant computational difficulties, as pointed out in [34]. In fact, each diagnoser,
which is a deterministic automaton, is obtained by processing another automaton, the
global system model, which is in turn produced by the synchronous composition of the
complete behavioral models of system components, each represented as an automaton. The
decentralized protocol approach does not aim to reduce the computational complexity of
the task. Rather, it addresses the problem of limiting the amount of data exchanged among
the workstations which are in charge of monitoring and diagnosis. In our approach, instead,
what is decentralized is the actual processing, that is, the behavior reconstruction task is
recursively decomposed into sub-tasks: independent sub-tasks can possibly be carried out
in parallel by distinct processors.
In the decentralized protocol approach what is actually decentralized is the observation
and the observer: each observer, at its own site, makes a diagnosis based on its partial
observation. The notion of a decentralized observation has a relevance of its own,
regardless of the processing architecture, either centralized or decentralized, which may
be adopted for accomplishing the diagnostic task. In fact, it is realistic that distinct types
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of (physical) messages are sent to the observer/s by means of distinct communication
channels. Our notion of an uncertain observation allows for the representation of a
decentralized observation, provided that the same event is not transmitted to the observer
on several channels, a case which is instead considered by the decentralized protocol
approach. However, our approach can cope with an underconstrained temporal content
of the observation: in fact, in our approach the temporal order of the events received by the
observer on each channel is not necessarily total, as instead is assumed by the decentralized
protocol approach.
8.5. Decentralized diagnoser approach
The decentralized diagnoser approach by Pencolé [32] is an attempt to combine two
techniques for the diagnosis of DESs: the diagnoser approach [35,36] and our (on-line)
approach. The method features compositional modeling, the same as its two inspiring
approaches, and basically uses the same modeling primitives, that is, FSMs for describing
the complete component behavior. Pencolé embraces two peculiar features of our approach
that differentiate it from the diagnoser approach. In fact, he adopts the definition of
diagnosis of our approach, that is, a diagnosis is a history, and his approach, the same
as ours, can cope with both persistent and transient faults. However, the decentralized
diagnoser approach supports a restricted notion of an observation, which, although more
articulated than the linear observation of the diagnoser approach, is a simplified notion of
an itemized observation, since it consists of several totally temporally ordered sequences
of precise messages, each pertaining to a single component, but it cannot represent
homonymous messages. Moreover, as already remarked, the class of systems considered by
the decentralized diagnoser approach is smaller than that taken into account by ours. The
aim of the decentralized diagnoser approach is to improve the efficiency of our approach
while obtaining the same results, that is, all the possible evolutions of the considered
physical system over time, starting from a known initial state and complying with a given
observation.
To achieve this purpose, a so-called local diagnoser is drawn off-line from each
component behavioral model. Such a diagnoser resembles that of the diagnoser approach,
as it is an automaton wherein each transition is observable and, therefore, marked
by a message. However, a local diagnoser differs from the traditional diagnoser of
the diagnoser approach in states, as each state contains compiled knowledge about
unobservable paths (possibly including unobservable cycles). Most importantly, although
not highlighted in [32], while a traditional diagnoser is deterministic, a local diagnoser may
be nondeterministic, that is, there may be several transitions leaving the same state of the
local diagnoser which are marked by the same observable event. Each local diagnoser is
exploited for reconstructing all the possible histories of the relevant component that comply
with the component observation. First, the sequences of observable transitions that produce
the given sequence of messages are determined. This search is more efficient than it would
be if performed within the component model since it avoids performing a depth-first
search (DFS) within unobservable transitions, however it has still to make a DFS within
a nondeterministic graph, that is, within the observable transitions of the local diagnoser.
Later, the unobservable path/s that connect each pair of observable transitions belonging to
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such sequences are determined (likely by means of an efficient indexing mechanism), thus
obtaining the local histories.
Once the local histories of all the components have been reconstructed, they have to be
merged so as to produce the global histories. This is done by exploiting a reconstruction
plan, which, as in our approach, is a multilevel hierarchy specifying how to recursively
merge the reconstructed histories inherent to sub-systems so as to obtain the histories of
the whole system. However, while in our approach the reconstruction plan is built before
any reconstruction is carried out, in the decentralized diagnoser approach it is build on
the fly after the reconstruction of the local histories has been completed, so as to exploit
the information about component interactions implicit in the local histories. The rationale
is to merge beforehand the sets of histories which are deeply interconnected, that is, that
frequently exchange events with each other, and to perform the combination of independent
histories only thereafter. The information about the components a history interacts with is
annotated in the observable transitions of the history itself. This annotation is simply copied
from the corresponding transition in the local diagnoser while the history is reconstructed,
since this is also compiled knowledge included in the local diagnoser.
The local diagnoser approach is appealing in the exploitation of interaction information
for the incremental composition of histories. In fact, composing deeply interacting histories
first is a good heuristics for reducing the size of the reconstruction space, as possible
incompatible hypotheses are rapidly eliminated. Generating the reconstruction plan in
advance, as done in our approach, can benefit from the information as to potential
interactions, which are a superset of the actual interactions claimed by the reconstructed
histories. Such information is mapped to our structural model of the system. However, in
our approach the generation of a reconstruction plan can account for the repetitiveness of
structural patterns, maybe accompanied by a repetitiveness of the observations, which is
not considered by the decentralized diagnoser approach. The different kinds of heuristics
exploited by the two approaches, indeed, are not mutually exclusive, instead they are
complementary and could cooperate within a unifying processing frame.
In the decentralized diagnoser approach, the local histories of all components have
to be reconstructed before any composition is accomplished. This leads to a notion of
a reconstruction plan less general than ours. In fact, in our approach a reconstruction plan
can include also the composition of histories which are not specialized by any observation.
This composition, which is not supported by the decentralized diagnoser approach, is very
useful when the reconstructed histories are generated once and then exploited several times
for being specialized by different known observations.
8.6. Process algebra approach
Console, Picardi and Ribaudo [8,9] model distributed DESs to be diagnosed by means
of a process algebra, PEPA [20], which is usually adopted to the purpose of evaluating the
performances of concurrent processes. Thus, we refer to it as the process algebra approach.
In the process algebra approach, PEPA terms are algebraic descriptions provided by
the user to represent (i) any component behavioral model, (ii) any aggregation of several
components, (iii) any observation, and (iv) the synchronization of a system description with
an observation. The untimed semantics of a PEPA term is amenable to a representation
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as a nondeterministic automaton, called Labeled Transition System (LTS), which can be
automatically computed using the PEPA Workbench [16], a software tool that supports
modeling and analysis with PEPA. In the terminology of our approach, the LTSs of the
four aforementioned items represent (i) the behavioral model of the relevant component,
(ii) the union of all the active spaces of the considered cluster, compliant with an unknown
observation and starting from whichever initial state, (iii) a graph, which is not an
observation graph, pictorially displaying the whole system observation, and (iv) the union
of all the active spaces of the considered system, specialized by the given observation, and
starting from whichever initial state, respectively.
Points (ii) and (iv) highlight a difference between the process algebra approach and
ours. In fact, in our approach the initial state of the system is assumed to be known
and a behavior reconstruction inherent to any cluster starts from just one initial state,
which is the projection of the system initial state on that cluster. In the process algebra
approach, instead, any possible initial state is considered. Indeed, even if the authors of the
process algebra approach do not discuss this point, a single initial state could be forced.
This, however, would require a change in the behavioral descriptions of components.
Instead, in our approach, the description of the initial state is independent of the behavioral
descriptions of components.
As to point (iii), the PEPA formalism is quite expressive: every possible observation
can be considered. However, PEPA syntax is very cumbersome: it allows one to represent
sequences of observed events and alternative observations, the latter by possibly factorizing
subsequences. Thus, representing an uncertain/complex observation as a PEPA term
basically amounts to listing all the relevant alternatives, that is, all the observation
instances. The enumeration of all observation instances is exactly what the authors of the
present paper want to avoid, both in observation descriptions and during the diagnostic
process. Therefore, in our approach, the description of the observations taken as input by
the diagnostic process is very concise as it specifies just the logical and temporal constraints
between observed events, and techniques have been envisaged for processing these
constraints directly, without generating all the relevant observation instances. Moreover,
in the process algebra approach, the LTS that can be generated automatically starting
from the observation PEPA term has little or no relation with the observation graph of
our approach. From this it can be evinced that also the process of synchronization of the
system description with the observation takes into account all the observation instances.
Differently from our approach, the PEPA behavioral descriptions of components make
no assumption on which events can be observed. The decision as to which events are to
be regarded as observable is made just when the behavioral descriptions are composed
with the description of the observation. The authors of the process algebra approach
underline that this separation between the system to be diagnosed and the observation
enables a flexible testing of the diagnosability properties of the system. However, in our
opinion, a system description that is completely independent from the observer and from
the communication means between the system and the observer/s makes it difficult to
represent all the possible alterations affecting the observation. In fact, if such alterations are
not represented in the system description, they have to be represented in the observation.
But effects in the observation are the result of the composition of multiple primitive
effects: those manifesting themselves within the system, those affecting the communication
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channels, and those concerning the observer. Therefore, they are very hard to compute.
Think, for instance, how difficult it would be to represent within the observation the fact
that the observable events transmitted on a particular channel may be randomly lost. In
other words, the notion of diagnosability of a dynamic system cannot be referred just to
a system and a set of observable labels but, rather, it depends also on the communication
channels delivering the observations to the observer/s and on the observer/s’ sensitivity.
Thus the question to be answered for assessing the diagnosability of a physical system,
stated in [8,9], “Can the system be diagnosed given the available observable events, the
modeling abstractions, and a number of sensor readings?” has to be supplemented as
follows: “Can the system be diagnosed given all this and the relevant communication
channels, clocks, and observer/s?”.
In the papers introducing the process algebra approach, the whole system description is
synchronized with the whole observation, without performing any problem decomposition.
Such papers discuss neither the composition technique employed by the PEPA Workbench
nor its complexity. What can be guessed is that composition can be carried out just between
pairs of PEPA terms as the composition operator is dyadic. By composing the whole system
with the whole observation, the generation of the LTS of the whole system is forced. This
LTS is quite huge, indeed much larger than our search space as in the process algebra
approach there may be several initial states. In our view, the process algebra approach
should adopt a multilevel decomposition of the synchronization process, analogous to that
performed by our reconstruction plan. However, if the concept of a reconstruction plan
introduced in our theory should be adopted by the process algebra approach, such a plan
could just be a binary graph while in our theory it is a general graph.
In our view, the major asset and, at the same time, the major drawback of the process
algebra approach is relying on existing tools. In fact, on the one hand, this brings the
advantage of exploiting past experiences as well as a very expressive formalism and
powerful interpretation tools. On the other hand, however, the formalism is not specific
for describing diagnostic problems, and therefore it is scarcely intuitive from the user
point of view, very verbose, and it can be hardly adapted to the representation of dynamic
systems. In particular, we believe the process algebra approach cannot represent a dynamic
system endowed with feedback without resorting to timed algebraic extensions, while such
a representation is possible in an untimed fashion in our approach. Moreover, in the process
algebra approach just a subset of all the PEPA expressive features are used: useless features
are likely to cause an interpretation overhead.
8.7. Quantized system approach
In their discrete-event quantized system approach [14], Förstner and Lunze propose an
algorithm for the construction of a set of qualitative models of a quantized continuous-
variable system. Such models are then exploited for accomplishing a consistency-based
diagnosis of the considered system. A quantized system is a quantitative system whose
input and output signals are only measured through quantizers, which are devices
generating an event each time a signal changes its qualitative value. A qualitative value
represents an interval of continuous values. Even if the algorithm for generating the
model is out of the scope of this discussion and comparison, the adopted models are of
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interest here for their similarities with ours: they are in fact nondeterministic automata
wherein the occurrence of an event causes a state transition. However, the approach, unlike
ours, does not feature compositional modeling. In fact, each automaton, as generated by
the aforementioned algorithm, describes the observable behavior of the overall system
in presence of a specific fault. There is an automaton also for representing the normal
behavior, that is, the behavior corresponding to the null fault. The behavioral models,
since global, may be huge, and every state transition, differently from our approach, is
observable. In fact, silent transitions having the effect of generating internal events are
useless in the discrete-event quantized system approach, whose concern is modeling the
global system behavior and not the internal interactions among components.
Two further major differences of the discrete-event quantized system approach with
respect to ours are the following. First, the initial state of the system before the beginning
of the diagnostic process is uncertain, that is, it may range over a set of states. Second, the
assumption is made that a fault occurs before (or exactly at) the time the diagnostic process
begins and is present throughout such a process.
Our approach performs diagnosis a posteriori and, therefore, requires a simulation of
the evolution of the system. In the discrete-event quantized system approach, instead,
diagnosis is performed while monitoring the considered physical system and does not need
any simulation. The diagnostic method of the discrete-event quantized system approach is
carried out on-line iteratively, once for each observed event, assuming as the initial state/s
of the current step the final state/s reached at the previous step. At each step the diagnostic
process checks whether the current event is consistent with the evolutions described by the
given system models. If the current event does not comply with a model, such a model is
discarded, that is, it is not considered anymore during the diagnostic process. This means
that, based on the observed behavior, the faults corresponding to the discarded models are
refuted. At the end of the diagnostic process, each fault corresponding to a model that has
not been discarded is a candidate diagnosis. In fact, such a fault can justify the observed
behavior. The approach is consistency-based as it produces as output a set of diagnoses
that is complete but not sound. This, however, does not depend on the diagnostic method
but, rather, to the fact that the considered models, as generated by the algorithm proposed
in [14], represent all physically possible behaviors as well as spurious behaviors that can
not occur in the quantized system. This is a general property of qualitative modeling. In
fact, since the behavior of the quantized system does not possess in general the Markov
property, every model that possesses the Markov property, like (stochastic) automata,
can only be an approximate representation of the quantized system. Hence the effort to
determine a model of the system which is complete, in other words, which represents all
the physically possible behaviors, while, at the same time, representing a minimal set of
spurious behaviors. Different (complete) models yield different diagnostic results.
In the discrete-event quantized system approach, as in ours, attention can be focused on
(sub-)systems. This can be achieved by considering only the system models corresponding
to possible faults affecting such (sub-)systems. However, in any case, such models are
global and the observation of the whole system has to be taken into account. In our
approach, by contrast, focusing attention on a specific (sub-)system (cluster) means taking
into account only the models of its own components and its own observation.
160 G. Lamperti, M. Zanella / Artificial Intelligence 137 (2002) 91–163
The method, as described above, is untimed in nature as ours. However, as suggested
in [27], the approach can be improved by using temporal information. In fact, if the output
of the diagnostic method consists of several candidate diagnoses, they can be discriminated
based on the temporal distances of the events taken into account.
The rationale behind the discrete-event quantized system approach is the same as for
chronicle-based approaches: checking on-line the observed behavior against a signature of
the modeled behavior. In the former approach the signature is a set of automata, in the latter
it is a set of chronicles. However, as proposed by Laborie and Krivine in their automatic
chronicle generation approach [21], chronicles can indeed be derived from automata as
compiled knowledge. In particular, in the automatic chronicle generation approach, a
(timed) nondeterministic automaton describing the complete behavior of the considered
class of systems is exhaustively simulated to generate a set of traces. Afterwards, from the
set of traces a set of chronicles, which covers all the possible behaviors and optimizes
some quality criterion, is drawn. During on-line monitoring chronicle recognition is
performed. Therefore the quantized system approach is less efficient than the automatic
chronicle generation approach, as, owing to state quantization, the considered automata are
nondeterministic. The automatic chronicle generation approach, instead, is very efficient
on-line but requires a great amount of processing off-line for the exhaustive simulation of
the model, which is not guided by any observation, and for the optimization of the set of
chronicles.
The discrete-event quantized system approach is one side of the research coordinated by
Lunze on diagnosis of quantized systems [28,29], the other being a discrete-time quantized
system approach, wherein the behavioral model is a semi-Markov process. Such a research
addresses also the stochastic properties of the quantized system. In particular, a probability
can be assigned to each state transition in the automata representing the system behavior
and thus each resulting diagnosis has an associated probability.
The discrete-event quantized system approach has the main asset of bringing to bear
in the FDI community the awareness that modeling continuous variable systems as DESs
for diagnostic purposes is actually possible, and the abstraction can start from quantitative
models the control community can understand and accept. In fact, as stated in [14], it is
often true that “qualitative consideration have sufficient information to discriminate correct
and faulty behaviors” and working with qualitative models is more efficient.
9. Conclusion
This paper focuses on the notion of an observation and on its exploitation for behavior
reconstruction. The background of the present research is the authors’ previous work
on MBD of DESs [2–4,24]. Chronologically, the authors’ is the first “simulation-based”
approach to MBD of DESs in the literature: given an observation, it reconstructs the
evolution of the considered physical system over the time interval the observation refers to,
that is, it performs an a posteriori simulation. Such an approach accomplishes what in [5]
is classified as general temporal diagnosis, since both the temporal/dynamic and time-
varying behavior of a device are modeled and accounted for in the diagnostic process. This
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means implicitly assuming that both mode changes and fault changes may occur within the
temporal horizon of an observation.
The previous approach is extended in [26] and in the present paper, while preserving
its untimed nature and its main features, aimed at ensuring generality, that is, the ability to
cope with a huge class of physical systems. Among the most relevant characteristics of the
approach, existing before and after the present paper, we mention the following:
• compositional modeling;
• no need for the generation of any global system model;
• ability to focus attention on any (sub-)system, by processing the component models
and the observations inherent to the relevant (sub-)system only;
• rules for recursively breaking down the reconstruction problem into sub-problems that
can be processed independently, possibly in parallel.
The concept of uncertainty in observation appears for the first time in [26], where two
implicit assumptions made by most approaches to MBD in the literature are relaxed:
(1) each observed label is precise;
(2) the order in which observable labels are received by the observer/s reflects the order
with which they are generated, either for the whole system or on a component-by-
component basis.
The representation of an observation is accommodated in a (possibly disconnected) DAG,
called observation graph, where each node is a (possibly logically uncertain) message and
each edge is a temporal precedence relation. Logically uncertain messages are specified
by variables ranging over finite sets of observable labels. The temporal order of messages
belonging to nodes having no (direct or indirect) relation is unknown, that is, in behavior
reconstruction every possible reciprocal order has to be considered. Rough (possibly
timestamped) observations can be represented as uncertain observations. An uncertain
observation implicitly defines a finite set of totally temporally ordered sequences of precise
messages, inherent to the whole considered (sub-)system, where each sequence is an
observation instance. Solving a diagnostic problem amounts to solving at one time all such
instances.
With respect to the work presented in [26], this paper introduces a new behavior
reconstruction technique, which is based on a generalized concept of an observation index.
Moreover, it presents a systematic framework for uncertainty in observations, which is
quite pervasive in the real world.
A further form of uncertainty is introduced, namely source uncertainty, according
to which the sender component of a message may be not univocally identified. The
substantiation of source uncertainty together with the other two forms of uncertainty
(logical and temporal) gives raise to the notion of a complex observation. Such a notion
subsumes that of an uncertain observation and is able to cope with shared messages
timestamped by different clocks, a situation which is common in large and distributed
real systems. Complex observations are represented by an extended observation graph, and
the relevant reconstruction process uses an extended notion of an observation index.
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The strength of the concept of an observation defined in this paper is in the ability to
concisely represent several possible alternative observations. This is achieved by specifying
only the logical and temporal constraints of the observed events, which is quite effective,
especially considering that the best way in the literature in which possible alternative
observations can be described altogether is merely by enumeration.
It is our conviction that the essential concepts proposed in this work have a relevance
on their own, whichever the background research and the authors’ approach to MBD of
DESs. For instance, complex observations could be adopted also by the decentralized
diagnoser approach [32]. As a matter of fact, the motivations behind the modeling choices,
particularly the classification of uncertainty principles, are both independent of the context
and the task in which the observation is exploited. In particular, logically/source uncertain
observations could be considered in MBD of static systems too.
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