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Abstract
The singular value and spectral distribution of Toeplitz matrix sequences
with Lebesgue integrable generating functions is well studied. Early results
were provided in the classical Szego˝ theorem and the Avram-Parter theorem,
in which the singular value symbol coincides with the generating function.
More general versions of the theorem were later proved by Zamarashkin and
Tyrtyshnikov, and Tilli. Considering (real) nonsymmetric Toeplitz matrix
sequences, we first symmetrize them via a simple permutation matrix and
then we show that the singular value and spectral distribution of the sym-
metrized matrix sequence can be obtained analytically, by using the notion of
approximating class of sequences. In particular, under the assumption that
the symbol is sparsely vanishing, we show that roughly half of the eigen-
values of the symmetrized Toeplitz matrix (i.e. a Hankel matrix) are neg-
ative/positive for sufficiently large dimension, i.e. the matrix sequence is
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symmetric (asymptotically) indefinite.
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1. Introduction
The singular value and spectral distribution of Toeplitz matrix sequences
has been of interest over the past few decades. The earliest result on the
eigenvalue distribution of Toeplitz matrices was established by Szego˝ in [6],
namely the eigenvalues of the Toeplitz matrix Tn[f ] generated by a real-
valued f ∈ L∞([−π, π]) are asymptotically distributed as f . Considering the
same class of functions, Avram and Parter [1, 11] showed that the singular
values of Tn[f ] are distributed as |f |. Tyrtyshnikov [19, 17] later general-
ized the result for Tn[f ] generated by f ∈ L
2([−π, π]). Zamarashkin and
Tyrtyshnikov [20], and Tilli [16] further weakened the requirement on f and
showed that the same result holds for f ∈ L1([−π, π]). Based on an approx-
imation class sequence approach, Garoni, Serra-Capizzano, and Vassalos [5]
recently provided the same theorem for f ∈ L1([−π, π]) in the framework of
the newly developed theory of Generalized Locally Toeplitz (GLT) sequences
[4]. Moreover, Tyrtyshnikov in [18] studied the corresponding change in the
singular value and spectral distribution of Toeplitz matrix sequences when
certain matrix operations are applied. In this direction, the algebra of matrix
sequences generated by Toeplitz sequences is studied in [13, 14, 15].
Instead of directly dealing with a (real) nonsymmetric Toeplitz matrix
Tn ∈ R
n×n, Pestana and Wathen [12] recently suggested that one can pre-
multiply Tn by the anti-identity Yn defined as
Yn =


1
. .
.
1

 ∈ Rn×n
in order to obtain the symmetrized matrix YnTn (i.e. a Hankel matrix).
Using a suitable absolute value circulant matrix |Cn| as a preconditioner,
they further proved that the eigenvalues of |Cn|
−1YnTn are clustered at ±1,
provided that certain conditions are satisfied. The same techniques were
later shown to be applicable to certain Toeplitz-related matrices in [7, 8].
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Considering the symmetrized Toeplitz matrix sequences {YnTn[f ]}n, where
Tn[f ] is generated by f ∈ L
1[−π, π], we show that its singular value distri-
bution can be obtained analytically. Moreover, while its eigenvalues are of
course real, their modulus coincides with the singular value and precise in-
formation on the distribution of their sign can be provided. Specifically, we
show that roughly half of the eigenvalues of YnTn[f ] are negative/positive,
when the dimension is sufficiently large and f is sparsely vanishing, i.e. its
set of zeros is of (Lebesgue) measure zero. Our approach is based on the
approximation class sequences introduced in the theory of GLT sequences
(see the original definition in [13] and many examples of its use in [4]).
We finally stress that the spectral analysis of {YnTn[f ]}n is performed by
using a new trick, whose generality goes far beyond the specific case under
consideration, and such a tool can open a door to further research such as
the classical eigenvalue distribution analysis.
2. Preliminaries on Toeplitz matrices
We assume that the given n×n Toeplitz matrix Tn[f ] ∈ C
n×n is associated
with a Lebesgue integrable function f via its Fourier series
f(θ) ∼
∞∑
k=−∞
ake
ikθ
defined on [−π, π]. Thus, we have
Tn[f ] =


a0 a−1 · · · a−n+2 a−n+1
a1 a0 a−1 a−n+2
... a1 a0
. . .
...
an−2
. . .
. . . a−1
an−1 an−2 · · · a1 a0


,
where
ak =
1
2π
∫ pi
−pi
f(θ)e−ikθ dθ, k = 0,±1,±2, . . .
are the Fourier coefficients of f . The function f is called the generating
function of Tn[f ]. If f is complex-valued, then Tn[f ] is non-Hermitian for all
n sufficiently large. If f is real-valued, then Tn[f ] is Hermitian for all n. If f
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is real-valued and nonnegative, but not identically zero almost everywhere,
then Tn[f ] is Hermitian positive definite for all n. If f is real-valued and
even, Tn[f ] is (real) symmetric for all n [10, 2].
Throughout this note, we assume that f ∈ L1([−π, π]) and follow all
standard notation and terminology introduced in [4]: let Cc(C) (or Cc(R))
be the space of complex-valued continuous functions defined on C (or R)
with bounded support and φ be a functional, i.e. any function defined on
some vector space which takes values in C. Also, if g : D ⊂ Rk → K (R or
C) is a measurable function defined on a set D with 0 < µk(D) < ∞, the
functional φg is denoted such that
φg : Cc(K)→ C and φg(F ) =
1
µk(D)
∫
D
F (g(x)) dx.
Definition 2.1. [4, Definition 3.1] Let {An}n be a matrix sequence.
1. We say that {An}n has an asymptotic singular value distribution de-
scribed by a functional φ : Cc(R) → C, and we write {An}n ∼σ φ,
if
lim
n→∞
1
n
n∑
j=1
F (σj(An)) = φ(F ), ∀F ∈ Cc(R).
If φ = φ|f | for some measurable f : D ⊂ Rk → C defined on a set D
with 0 < µk(D) < ∞, we say that {An}n has an asymptotic singular
value distribution described by f and we write {An}n ∼σ f.
2. We say that {An}n has an asymptotic eigenvalue (or spectral) distribu-
tion described by a function φ : Cc(R)→ C, and we write {An}n ∼λ φ,
if
lim
n→∞
1
n
n∑
j=1
F (λj(An)) = φ(F ), ∀F ∈ Cc(C).
If φ = φf for some measurable f : D ⊂ R
k → C defined on a set D
with 0 < µk(D) <∞, we say that {An}n has an asymptotic eigenvalue
(or spectral) distribution described by f and we write {An}n ∼λ f.
3. Let {An}n be a matrix-sequence. We say that {An}n is sparsely van-
ishing (s.v.) if for every M > 0 there exists nM such that, for n ≥ nM ,
# {i ∈ {1, ..., n} : σi(An) < 1/M}
n
≤ r(M)
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where limM→∞ r(M) = 0.
Note that {An}n is sparsely vanishing if and only if
lim
M→∞
lim sup
n→∞
# {i ∈ {1, ..., n} : σi(An) < 1/M}
n
= 0,
i.e.
lim
M→∞
lim sup
n→∞
1
n
n∑
i=1
χ[0,1/M) (σi(An)) = 0.
Finally we say that {An}n is sparsely vanishing (s.v.) in the sense of
the eigenvalues if in the previous two displayed equations the quantity
σi(An) is replaced by |λi(An)| for i = 1, . . . , n.
The following result holds (see e.g. [4]).
Theorem 2.1. The following statements are true.
1. Assume {An}n ∼σ f. Then {An}n is sparsely vanishing if and only if
f is sparsely vanishing.
2. Assume {An}n ∼λ f. Then {An}n is sparsely vanishing in the eigen-
values sense if and only if f is sparsely vanishing.
3. Assume {An}n is given and assume that every matrix An is normal.
Then {An}n is sparsely vanishing if and only if {An}n is sparsely van-
ishing in the eigenvalues sense.
The generalized Szego˝ theorem that describes the singular value and spec-
tral distribution of Toeplitz sequences is given as follows:
Theorem 2.2. [4, Theorem 6.5] Suppose f ∈ L1([−π, π]). Let Tn[f ] be the
Toeplitz matrix generated by f . Then
{Tn[f ]}n ∼σ f.
If moreover f is real-valued, then
{Tn[f ]}n ∼λ f.
We introduce the following definitions and lemma in order to prove our
claim on {YnTn[f ]}n.
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Definition 2.2. [4, Definition 5.1] Let {An}n be a matrix sequence and let
{{Bn,m}n}m be a sequence of matrix sequences. We say that {{Bn,m}n}m is
an approximating class of sequences (a.c.s) for {An}n if the following condi-
tion is met: for every m there exists nm such that, for n ≥ nm,
An = Bn,m +Rn,m +Nn,m,
rank Rn,m ≤ c(m)n and ‖Nn,m‖ ≤ ω(m),
where nm, c(m) and ω(m) depend only on m, and
lim
m→∞
c(m) = lim
m→∞
ω(m) = 0.
We use {Bn,m}n
a.c.s. wrt m
−−−−−−→ {An}n to denote that {{Bn,m}n}m is an a.c.s
for {An}n.
Definition 2.3. Let fm, f : D ⊂ R
k → C be measurable functions. We say
that fm → f in measure if, for every ǫ > 0,
lim
m→∞
µk{|fm − f | > ǫ} = 0.
Lemma 2.3. [4, Corollary 5.1] Let {An}n, {Bn,m}n be matrix sequences and
let f, fm : D ⊂ R
k → C be measurable functions defined on a set D with
0 < µk(D) <∞. Suppose that
1. {Bn,m}n ∼σ fm for every m,
2. {Bn,m}n
a.c.s. wrt m
−−−−−−−→ {An}n,
3. fm → f in measure.
Then {An}n ∼σ f .
Moreover, if the first assumption is replaced by {Bn,m}n ∼λ fm for ev-
ery m, the other two assumptions are left unchanged, and all the involved
matrices are Hermitian, then {An}n ∼λ f .
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3. Preliminaries on matrix analysis
The following definitions and lemma will be used in the proof of our main
result.
Definition 3.1. [12] For any circulant matrix Cn ∈ C
n×n, the absolute
value circulant matrix |Cn| of Cn is defined by
|Cn| = (C
∗
nCn)
1/2
= (CnC
∗
n)
1/2
= Fn|Λn|F
∗
n ,
where Fn =
(
ωjk√
n
)n−1
j,k=0
, ω = e−i
2pi
n , and |Λn| is the diagonal matrix in the
eigendecomposition of Cn with all entries replaced by their magnitude.
Remark By definition, |Cn| is Hermitian positive definite provided that Cn
is nonsingular.
Definition 3.2. [9, Definition 1.3.16] A family F ⊆ Cn×n of matrices is an
arbitrary (finite or infinite) set of matrices, and a commuting family is one
in which each pair in the set commutes under multiplication.
Theorem 3.1. [9, Theorem 4.1.6] Let F be a given family of Hermitian
matrices. There exists a unitary matrix Un such that U
∗
nAnUn is diagonal for
all An ∈ F if and only if AnBn = BnAn for all An, Bn ∈ F.
4. Main results
We are now ready to provide our main result on the singular and spectral
distribution of {YnTn[f ]}n.
In Theorem 4.1, we furnish the singular value distribution of {YnTn[f ]}n
and the asymptotic inertia of YnTn[f ] that is an evaluation of the number of
positive, negative, and zero eigenvalues.
The section is concluded by a few comments and remarks on the impact
of the result.
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Theorem 4.1. Suppose f ∈ L1([−π, π]) with real Fourier coefficients and
Yn ∈ R
n×n is the anti-identity matrix. Let Tn[f ] ∈ Rn×n be the Toeplitz
matrix generated by f . Then
{YnTn[f ]}n ∼σ f.
Moreover, YnTn[f ] is (real) symmetric and if f is sparsely vanishing then
|n+(YnTn[f ])− n
−(YnTn[f ])| = o(n),
with n+(·) and n−(·) denoting the number of positive and the negative eigen-
values of its argument, respectively.
Proof Showing the first part of the statement that {YnTn[f ]}n ∼σ f is in
fact trivial. We recall the fact that premultiplying a matrix by a unitary
matrix does not change its singular values. As Yn is a permutation matrix
and we know from Theorem 2.2 or [20, 16] that {Tn[f ]}n ∼σ f holds, we
can readily conclude that {YnTn[f ]}n ∼σ f . However, for the completeness
of the theory of GLT sequences, we provide a detailed proof of the claim in
the following. In contrast to the first part, showing the second part of the
statement concerning the number of negative/positive eigenvalues of YnTn[f ]
is not as straightforward.
Proof of the first part
We first show that the theorem holds for trigonometric polynomials, and
then show that the statement also holds for f ∈ L1([−π, π]) based on an
approximation result.
Given a trigonometric polynomial pM where M is a nonnegative integer,
we have
pM(θ) =
k=M∑
k=−M
ρke
ikθ.
We consider Strang’s circulant matrix for pM
Cn[pM ] =
M∑
k=−M
ρkΠ
k
n
8
where
Πn =


0 1
1
. . .
. . .
. . .
1 0

 ∈ Rn×n
is the basic circulant matrix. As shown in the proof of Theorem 6.5 in [4],
{Cn[pM ]}n ∼σ pM holds and this fact will be used in the later step of this
proof.
We are now to prove our claim on {YnTn[pM ]}n. Recalling the definition
of absolute circulant matrices, we have |Cn[pM ]| = Fn|Λn[pM ]|F
∗
n . Thus
YnCn[pM ] = YnFnΛn[pM ]F
∗
n
= Yn FnΛ˜n[pM ]F
∗
n︸ ︷︷ ︸
C˜n[pM ]
Fn|Λn[pM ]|F
∗
n
= YnC˜n[pM ]︸ ︷︷ ︸
Qn[pM ]
|Cn[pM ]|
= Qn[pM ]|Cn[pM ]|,
where Λ˜n[pM ] is the diagonal matrix having the signs of eigenvalues of Λn[pM ]
as its eigenvalues.
Note that all circulant matrices are normal, i.e. they commute and Yn|Cn|
is symmetric for a real |Cn|, i.e. Yn|Cn| = (Yn|Cn|)
T = |Cn|
TY Tn = |Cn|Yn.
Therefore,
Qn[pM ]|Cn[pM ]| = YnC˜n[pM ]|Cn[pM ]|
= Yn|Cn[pM ]|C˜n[pM ]
= |Cn[pM ]|YnC˜n[pM ]
= |Cn[pM ]|Qn[pM ],
namely Qn[pM ] and |Cn[pM ]| commute. Moreover, both Qn[pM ] and |Cn[pM ]|
are symmetric: as C˜n[pM ] is a real circulant matrix, Qn[pM ] = YnC˜n[pM ]
is symmetric; |Cn[pM ]| is symmetric by definition. Therefore, by Theo-
rem 3.1, there exists a unitary matrix Un such that both U
∗
nQn[pM ]Un and
U∗n|Cn[pM ]|Un are diagonal.
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Furthermore, Qn[pM ] is orthogonal as
Qn[pM ]
TQn[pM ] = (YnC˜n[pM ])
T (YnC˜n[pM ])
= C˜n[pM ]
TY Tn YnC˜n[pM ]
= C˜n[pM ]
T C˜n[pM ]
= (FnΛ˜n[pM ]F
∗
n)
∗(FnΛ˜n[pM ]F ∗n)
= Fn(Λ˜n[pM ])
∗F ∗nFnΛ˜n[pM ]F
∗
n
= Fn|Λ˜n[pM ]|
2F ∗n
= FnF
∗
n
= In.
With Qn[pM ] being both symmetric and orthogonal, we have Qn[pM ] =
UnΣ[pM ]U
∗
n where Σn[pM ], having only eigenvalues ±1, is the diagonal matrix
in the eigendecomposition of Qn[pM ].
As a result,
YnCn[pM ] = Qn[pM ]|Cn[pM ]|
= UnΣn[pM ]U
∗
nUn|Λn[pM ]|U
∗
n
= Un Σn[pM ]|Λn[pM ]|︸ ︷︷ ︸
Υn[pM ]
U∗n (1)
where Υn[pM ] is the diagonal matrix in the eigendecomposition of YnCn[pM ],
having only eigenvalues ±|λj | with λj being the j-th eigenvalue of Cn[pM ].
The eigenvalues of YnCn[pM ] are therefore all of the form ±|λj| whilst its
singular values are of |λj|.
Recalling {Cn[pM ]}n ∼σ pM , we consequently have {|Cn[pM ]|}n ∼σ pM as
the singular values of Cn[pM ] are the same as those of |Cn[pM ]|. From (1),
the singular values of YnCn[pM ] are the same as those of |Cn[pM ]|. Thus, we
have
{YnCn[pM ]}n ∼σ pM . (2)
Now, we are going to prove {YnCn[pM ]}n
a.c.s. wrt m
−−−−−−→ {YnTn[pM ]}.
As shown in the proof of Theorem 6.5 of [4], we readily have
{Cn[pM ]}n
a.c.s. wrt m
−−−−−−→ {Tn[pM ]},
namely for every m there exists nm such that for n ≥ nm
Tn[pM ] = Cn,m[pM ] +Rn,m[pM ] +Nn,m[pM ], (3)
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rank Rn,m[pM ] ≤ c(m)n and ‖Nn,m[pM ]‖ ≤ ω(m),
where nm, c(m) and ω(m) depend only on m, and
lim
m→∞
c(m) = lim
m→∞
ω(m) = 0.
Multiplying the both sides of (3) by Yn, we have for every m there exists
nm such that for n ≥ nm
YnTn[pM ] = YnCn,m[pM ] + YnRn,m[pM ] + YnNn,m[pM ],
rank(YnRn,m[pM ]) = rank Rn,m[pM ] ≤ c(m)n,
and
‖YnNn,m[pM ]‖ = ‖Nn,m[pM ]‖ ≤ ω(m).
Therefore, by Definition 2.2, we have
{YnCn[pM ]}n
a.c.s. wrt m
−−−−−−→ {YnTn[pM ]}. (4)
Hence, combining (2) and (4), by Lemma 2.3 we have
{YnTn[pM ]}n ∼σ pM . (5)
As the set of trigonometric polynomials is dense in L1([−π, π]), there
exists a sequence of trigonometric polynomials {pM}M such that pM → f in
L1([−π, π]).
As shown in the proof of Theorem 6.5 [4], {Tn[pM ]}n
a.c.s. wrt M
−−−−−−−→ {Tn[f ]}
holds. Equivalently, we have
{YnTn[pM ]}n
a.c.s. wrt M
−−−−−−−→ {YnTn[f ]}. (6)
With (5) and (6), we conclude by Lemma 2.3 that
{YnTn[f ]}n ∼σ f.
Proof of the second part
We let Hν [f,−] be the ν × ν Hankel matrix generated by f containing the
negative Fourier coefficients from a−1 in position (1, 1) to a−2ν+1 in position
(ν, ν). Analogously, we let Hν [f,+] be the ν × ν Hankel matrix generated
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by f containing the positive Fourier coefficients from a1 in position (1, 1) to
a2ν−1 in position (ν, ν).
We start by considering the case of even n and writing YnTn[f ] as a 2× 2
block matrix of size n = 2ν, i.e.
YnTn[f ] =
[
YνHν [f,+]Yν YνTν [f ]
YνTν [f ] Hν [f,−]
]
.
It is worth noticing that for Lebesgue integrable f , Hν [f,+] is exactly the
Hankel matrix generated by f according to the definition given in [3]: in that
paper it was proven that {Hν [f,+]}n ∼σ 0. Since in our setting Hν [f,+] is
symmetric for every ν, it follows that {Hν [f,+]}n ∼λ 0. Hence, with Yν
being both symmetric and orthogonal, we have
{YνHν [f,+]Yν}n ∼λ,σ 0.
Similarly, we have
{Hν [f,−]}n ∼λ,σ 0
as Hν [f,−] = Hν [f¯ ,+] and f¯ (being the conjugate of f) is Lebesgue inte-
grable if and only if f is Lebesgue integrable.
Therefore, the matrix sequence {YnTn[f ]}n can be written as the sum of
a matrix sequence whose eigenvalues are clustered at zero that is
{Rn}n =
{[
YνHν [f,+]Yν O
O Hν [f,−]
]}
n
and a matrix sequence {[
O YνTν [f ]
YνTν [f ] O
]}
n
whose eigenvalues are ±σj(YνTν [f ]) = ±σj(Tν [f ]), j = 1, . . . , ν. In fact, if
we consider the singular value decomposition YνTν [f ] = UΣV
∗ = V ΣU∗,
where U∗U = V ∗V = I and the diagonal matrix Σ with the singular values
of YνTν [f ], then[
O YνTν [f ]
YνTν [f ] O
]
=
[
U O
O V
] [
O Σ
Σ O
] [
U∗ O
O V ∗
]
which is similar to [
Σ O
O −Σ
]
.
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Owing to the relation {YnTn[f ]}n ∼σ f and the assumption that f is sparsely
vanishing, the desired result follows by using the classical Cauchy interlacing
theorem, Theorem 2.1, and the relation {Rn}n ∼λ 0.
In the case where n is odd, the analysis is of the same type as before with
a few slight modifications.
By setting ν = ⌊n/2⌋ and µ = ⌈n/2⌉, we have
YnTn[f ] =

 YνHν [f · e−iθ,+]Yν v YνTν [f ]vT a0 wT
YνTν [f ] w Hν [f · e
iθ,−]

 ,
provided that n 6= 1. Therefore, the matrix sequence {YnTn[f ]}n can be
written as the sum of the matrix sequence whose eigenvalues are clustered
at zero, that is {En}n, where En = E
′
n + E
′′
n with
E ′n =
[
YµHµ[f · e
iθ,+]Yµ O
O Hν [f · e
iθ,−]
]
,
YµHµ[f · e
iθ,+]Yµ =
[
YνHν [f · e
−iθ,+]Yν v
vT a0
]
,
E ′′n =

 O 0 O0T 0 wT
O w O

 ,
and the matrix sequence


 O 0 YνTν [f ]0T 0 0T
YνTν [f ] 0 O




n
whose eigenvalues are 0 with multiplicity 1 and ±σj(YνTν [f ]), j = 1, . . . , ν.
Note that we have σj(YνTν [f ]) = σj(Tν [f ]), j = 1, . . . , ν, again from the sin-
gular value decomposition of YνTν [f ]. Owing to the relation {YnTn[f ]}n ∼σ f
and the assumption that f is sparsely vanishing, the desired result follows by
using the classical Cauchy interlacing theorem, Theorem 2.1, and the relation
{Rn}n ∼λ 0. 
In other words, the singular value distribution of {YnTn[f ]}n is described
by |f |. Also, as YnTn[f ] is symmetric, its eigenvalues are essentially dis-
tributed as±|f | asymptotically with roughly half of them being negative/positive.
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Consequently, provided that f is sparsely vanishing, YnTn[f ] is indefinite for
sufficiently large n by Theorem 4.1.
We observe that in the case where f is a trigonometric polynomial with
real coefficients and not identically zero, we can say a bit more. In that
case, by the fundamental theorem of algebra, the function f is guaranteed to
be sparsely vanishing. In addition, every matrix of the perturbing sequence
{Rn}n has a rank bounded by a constant independent of n and linearly
depending on the degree of f . As a conclusion, by following the same steps
of our main theorem, we deduce
|n+(YnTn[f ])− n
−(YnTn[f ])| = O(1). (7)
5. Numerical examples
To illustrate the second part of Theorem 4.1, we provide the following nu-
merical examples, where for the computation we use the Matlab eig function.
Figure 1 shows the spectral distribution of YnTn[f ], where
Tn[f ] =


2
1 2
. . .
. . .
1 2

 ∈ Rn×n
generated by f(θ) = 2 + eiθ. Figure 2 shows the spectral distribution of
YnTn[f ], where
Tn[f ] =


1 1 1 1
−1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1
. . .
. . .
. . . 1
. . .
. . . 1
−1 1


∈ Rn×n
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being a Grcar matrix. At last, Figure 3 shows the spectral distribution of
YnTn[f ], where
Tn[f ] =


− 4 6 −4 1
1
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . . 1
. . .
. . .
. . . −4
. . .
. . . 6
1 −4


∈ Rn×n
generated by f(θ) = e−3iθ − 4e−2iθ + 6e−iθ − 4 + eiθ. From all figures, we
observe that the spectral distribution of YnTn[f ] behaves as described by our
theorem. Moreover, considering the same Toeplitz matrices, Table 1 verifies
our predicted number of negative/positive eigenvalues of YnTn[f ] at different
n.
From the previous examples, we might argue that for even n the number
of negative eigenvalues is exactly equal to that of positive eigenvalues so that
Theorem 4.1 can be made more precise. In fact, this is not always the case
and indeed our theorem is sharp as illustrated below.
We consider the following matrix
Tn[1 + 6 cos θ] =


1 3
3
. . .
. . .
. . .
. . . 3
3 1

 ∈ Rn×n.
Premultiplying it by Yn gives
YnTn[1 + 6 cos θ] =


3 1
. .
.
. .
.
3
3 . .
.
. .
.
1 3

 ∈ Rn×n
and the real symmetric matrix Rn considered in Theorem 4.1 has rank 2 with
2 positive eigenvalues and n−2 zero eigenvalues. The reasoning is supported
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by the numeric: the eigenvalues for n = 6 are
Λ(Y6T6[1 + 6 cos θ]) =


−4.740938811152401
−2.740938811152402
0.335125603737888
2.335125603737888
4.405813207414513
6.405813207414515


and hence n+(Y6T6[1 + 6 cos θ]) − n
−(Y6T6[1 + 6 cos θ]) = 2. We emphasize
that such relation is confirmed also for n = 100 and n = 200 so that
n+(YnTn[1 + 6 cos θ])− n
−(YnTn[1 + 6 cos θ]) = 2
is in perfect accordance with relation (7). The fact that Rn is positive
semidefinite is the key ingredient in forcing the number of positive eigen-
values to be larger than that of negative eigenvalues and hence is a recipe for
constructing specific examples of this kind.
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Figure 1: Spectral distribution of YnTn[f ] with Tn[f ] generated by f(θ) = 2 + e
iθ at (a)
n = 100 and (b) n = 200.
6. Conclusions
We have provided a theorem that describes the singular and spectral
distribution of {YnTn[f ]}n. Our result shows that the symmetrized matrix
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Figure 2: Spectral distribution of YnTn[f ] with Tn[f ] being a Grcar matrix at (a) n = 100
or (b) n = 200.
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Figure 3: Spectral distribution of YnTn[f ] with Tn[f ] generated by f(θ) = e
−3iθ−4e−2iθ+
6e−iθ − 4 + eiθ at (a) n = 100 or (b) n = 200.
YnTn[f ], which is in fact a class of Hankel matrices, is always indefinite for
sufficiently large n. More precisely, asymptotically speaking, for sparsely
vanishing f there are always roughly half of the eigenvalues of YnTn[f ] that
are negative/positive.
As already considered in [12], such a sign structure of the resulting ma-
trices suggests that a good Krylov subspace method is the preconditioned
MINRES method.
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Table 1: Numbers of negative/positive eigenvalues of YnTn[f ] with (a) Tn[f ] generated
by f(θ) = 2 + eiθ, (b) Tn[f ] being a Grcar matrix, or (c) Tn[f ] generated by f(θ) =
e−3iθ − 4e−2iθ + 6e−iθ − 4 + eiθ.
(a)
n No. of negative eigenvalues No. of positive eigenvalues
100 50 50
200 100 100
(b)
n No. of negative eigenvalues No. of positive eigenvalues
100 50 50
200 100 100
(c)
n No. of negative eigenvalues No. of positive eigenvalues
100 50 50
200 100 100
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