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Abstract
The formula for the relativistic Doppler effect is investigated in the context of two
compelling invariance axioms. The axioms are expressed in terms of an abstract
operation generalizing the relativistic addition of velocities. We prove the following
results. (1) If the standard representation for the operation is not assumed a priori,
then each of the two axioms is consistent with both the relativistic Doppler effect
formula and the Lorentz-Fitzgerald Contraction. (2) If the standard representation
for the operation is assumed, then the two axioms are equivalent to each other and
to the relativistic Doppler effect formula. Thus, the axioms are inconsistent with the
Lorentz-FitzGerald Contraction in this case. (3) If the Lorentz-FitzGerald Contrac-
tion is assumed, then the two axioms are equivalent to each other and to a different
mathematical representation for the operation which applies in the case of perpendic-
ular motions. The relativistic Doppler effect is derived up to one positive exponent
parameter (replacing the square root). We prove these facts under regularity and
other reasonable background conditions.
Introduction
A relativistic Doppler effect arises when a source of light with wavelength λ and an observer
of that source are in relative motion with respect to each other. When the source and the
observer are moving towards each other at a speed v, the wavelength L(λ, v) perceived by
the observer increases in λ and decreases in v, according to the special relativity formula
[DE] L(λ, v) = λ
√
1− vc
1 + vc
(λ > 0 , 0 ≤ v < c),
(cf. Ellis and Williams, 1966; Feynman et al., 1963) in which
c is the speed of light
λ is the wavelength of the light emitted by the source
L(λ, v) is the wavelength of that light measured by the observer.
∗The authors are indebted to Janos Acze´l, Michael Kiesling, Alexey Krioukov, David Malament and
Pat Suppes for their reactions to earlier versions of the results presented here.
This paper analyzes the relativistic Doppler effect [DE] in the context of two compelling
invariance axioms constraining the function L. These axioms are expressed in terms of an
operation
⊕ : [0, c[× [0, c[→ [0, c[
continuous and strictly increasing in both variables. These two axioms are: for any λ > 0,
v, v′, w ∈ [0, c[,
[R] L(L(λ, v), w) = L(λ, v ⊕ w);
[M] L(λ, v) ≤ L(λ′, v′) ⇐⇒ L(λ, v ⊕ w) ≤ L(λ′, v′ ⊕ w).
If we assume that the operation ⊕ satisfies the standard representation for the rela-
tivistic addition of velocities, that is
[AV] v ⊕w =
v +w
1 + vw
c2
,
these conditions are easy to interpret and intuitively cogent. We derive three sets of
equivalences. In our first main result in Theorem 6, we do not assume a priori that the
operation ⊕ has the form [AV]. Under natural background conditions on the function L, we
prove that [R] and [M] are equivalent, and that each of them is equivalent to the following
generalizations of [DE] and [AV] in which ξ is a positive constant and u is a continuous
strictly increasing function mapping the interval [0, c[ onto itself:
[D†] L(λ, v) = λ
(
c−u(v)
c+u(v)
)ξ
,
[A†] v ⊕ w = u−1
(
u(v)+u(w)
1+
u(v)u(w)
c2
)
.
Thus, [DE] and [AV] obtain when u is the identity function and ξ = 12 . Specifically, our
Theorem 6 establishes the equivalences
[R] ⇐⇒
(
[D†] & [A†]
)
⇐⇒ [M].
Theorem 6 has a two corollaries. In Corollary 7, we assume that the operation ⊕
satisfies the standard formula [AV] for the relativistic addition of velocities and we derive
the stronger result:
[R] ⇐⇒ [D⋆] ⇐⇒ [M],
with, for some positive constant ξ,
[D⋆] L(λ, v) = λ
(
1− v
c
1+ v
c
)ξ
.
Axioms [R] and [M] are thus inconsistent with the Lorentz-FitzGerald Contraction if
⊕ satisfies [AV]. In our second corollary, we do not assume that ⊕ satisfies [AV]. Instead,
we assume that [LF] holds and we show that each of [R] and [M] is equivalent to the
representation
[A⋆] v ⊕ w = c
√(v
c
)2
+
(w
c
)2
−
(w
c
)2 (v
c
)2
(v,w ∈ [0, c[ ),
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which applies in the case of perpendicular motions (see e.g. Ungar, 1991, Eq. (8)). We
prove thus that
[LF] =⇒ ([R] ⇐⇒ [A⋆] ⇐⇒ [M]).
All the results are established under natural regularity and other background conditions
on the function L (see Convention 5).
Three Preparatory Lemmas
We write R+ for the set of (strictly) positive real numbers. The following result is well-
known1 (see Acze´l, 1966).
1 Lemma. The set of solutions m : [0, 1[→ R of the functional equation
m
(
x+ y
1 + xy
)
= m(x)m(y) (x, y ∈ [0, 1[ ), (1)
with m strictly decreasing, is defined by the equation
m(x) =
(
1− x
1 + x
)ξ
(x ∈ [0, 1[ ), (2)
where ξ ∈ R+.
We nevertheless include a proof.
Proof. The operation (x, y) 7→ x+y1+xy on ]− 1, 1[ is isomorphic to (R+, ·). Specifically,
with
tanh(x) =
ex − e−x
ex + e−x
(x ∈ R+), (3)
and
x = (tanh ◦ ln)(s), and y = (tanh ◦ ln)(t), (4)
we have, for s, t ∈ R+,
(tanh ◦ ln)(st) =
(tanh ◦ ln)(s) + (tanh ◦ ln)(t)
1 + (tanh ◦ ln)(s) (tanh ◦ ln)(t)
. (5)
Defining
F = m ◦ tanh ◦ ln, (6)
and using (4) and (5), we can rewrite (1) in the form of the Cauchy-type equation
F (st) = F (s)F (t), (s, t ∈ R+).
Because m is strictly decreasing, so is the function F = m ◦ tanh ◦ ln and we obtain by a
standard functional equation result (cf. Acze´l, 1966)
F (s) = s−λ (s ∈ R+) (7)
for some λ ∈ R+. Equation (2) is easily derived from (6) and (7).
1The quoted result from Acze´l (1966) requires that x, y ∈ ] − 1, 1[ but the functional equation (1) can
be extended to em on ]− 1,+1[ by defining em(−x) = 1
m(x)
.
3
2 Lemma. Let ⊕ be a real operation on an open interval interval [ 0, c [ , with c ∈ R+ and
having 0 as its identity element. Suppose that there is some continuous strictly decreasing
function f mapping [0, c [ onto ]0, 1] such that
f(v ⊕ w) = f(v)f(w) (v,w ∈ [0, c [ ). (8)
Then there exists a continuous strictly increasing function u mapping [0, c[ onto [0, c[ and
a constant ξ > 0 such that
f(v) =
(
c− u (v)
c+ u (v)
)ξ
(v ∈ [0, c [ ). (9)
Proof. Equation (8) implies that the function f is an isomorphism of ⊕ onto the
restriction of the multiplicative group (R+, ·) of the positive reals to the interval ]0, 1].
But, as in the proof of Lemma 1, (R+, ·) is isomorphic to the group G = ( ]−1, 1[,⊙), with
the operation ⊙ defined by
x⊙ y =
x+ y
1 + xy
.
Thus, ⊕ is isomorphic to the restriction of G to the interval [0, 1[. Accordingly, there
exists a strictly increasing continuous bijection g : [0, 1[→ [0, c[ such that
g
(
x+ y
1 + xy
)
= g(x)⊕ g(y) (x, y ∈ [0, 1[ ).
Applying the function f on both sides, we get
(f ◦ g)
(
x+ y
1 + xy
)
= f (g(x) ⊕ g(y))
= f(g(x))f(g(y)) (by(8)),
or with m(x) = (f ◦ g)(x) for x ∈ [0, 1[,
m
(
x+ y
1 + xy
)
= m(x)m(y) (x, y ∈ [0, 1[ ).
Using Lemma 1, we obtain
(f ◦ g)(x) = m(x) =
(
1− x
1 + x
)ξ
=
(
c− cx
c+ cx
)ξ
(x ∈ [0, 1[ ). (10)
For any x ∈ [0, 1 [, we have g(x) = v for some v ∈ [0, c [. We now define u(v) = cg−1(v).
Note that, as g−1 : [0, 1[→ [0, 1[ is a continuous bijection, the function u : [0, c[→ [0, c[ is
a continuous strictly increasing bijection. We can thus rewrite (10) as
f(v) =
(
c− u (v)
c+ u (v)
)ξ
(v ∈ [0, c [ ),
establishing the lemma.
4
3 Definition. A function H : R+ × [0, c[→ R+ is left order-invariant with respect to
similarity transformations if for any x, z ∈ R+, a > 0, and y,w ∈ [0, c[, we have
[LOI] H(x, y) ≤ H(z, w) ⇐⇒ H(ax, y) ≤ H(az,w).
In the sequel, we simply say in such a case that H satisfies [LOI]. The function H is
said to satisfy the double cancellation condition if, for all x, z, t ∈ R+ and y,w, s ∈ [0, c[
we have
[DC] H(x, y) ≤ H(z, w) & H(z, s) ≤ H(t, y) ⇒ H(x, s) ≤ H(t, w).
The double cancellation condition appears in Krantz, Luce, Suppes and Tversky (1971,
and related references); it is satisfied for instance by the usual addition of real numbers.
4 Lemma. Suppose that a function L : R+ × [0, c[
onto
−→ R+ is strictly increasing in the
first variable, strictly decreasing in the second variable, and continuous in both.
(i) L satisfies Condition [LOI] if and only if there exist two functions F : R+ → R+ and
f : [0, c[
onto
−→ ]0, 1], respectively strictly increasing and strictly decreasing, such that
f(0) = 1 and
L(λ, v) = F (λf (v)) .
(ii) If we also suppose that L(λ, 0) = λ for all λ ∈ [0,∞[, then
L(λ, v) = λf (v) (11)
with f continuous.
These results are byproducts of Theorems 21 and 38 in Falmagne (2004). We include
a proof for completeness.
Proof. First notice that [LOI] is satisfied when there exist functions F and f as in
the statement. Next, suppose that a function L satisfies the stated background conditions
and [LOI]. For any constant a ∈ R+, define the function φa : R+ → R+ by the equation
(φa ◦ L)(λ, v) = L(aλ, v) (λ ∈ R+, v ∈ [0, c[ ). (12)
The [LOI] condition implies that the function φa is well defined and increasing for any
a ∈ R+. It is easily verified that any two functions φa and φb commute in the sense that
φa◦φb ◦L = φb◦φa◦L. We begin by showing that, under the hypotheses of the lemma, the
function L must satisfy the double cancellation condition [DC] introduced in Definition 3.
Suppose that, for some λ, ζ and θ in R+ and v, w and s in [0, c[, we have
L(λ, v) ≤ L(ζ, w) & L(ζ, s) ≤ L(θ, v). (13)
5
Define a = θζ and b =
λ
θ . We have successively
L(θ,w) = L(aζ,w) = (φa ◦ L)(ζ, w) (by (12))
≥ (φa ◦ L)(λ, v) (by (13))
= (φa ◦ L)(bθ, v)
= (φa ◦ φb ◦ L)(θ, v) (by (12))
≥ (φa ◦ φb ◦ L)(ζ, s) (by (13))
= (φb ◦ φa ◦ L)(ζ, s) (by commutativity)
= (φb ◦ L)(aζ, s) (by (12))
= (φb ◦ L)(θ, s)
= L(bθ, s) (by (12)).
= L(λ, s)
Thus, (13) implies L(θ,w) ≥ L(λ, s). So, the function L satisfies [DC]. By a standard
result of measurement theory (see Krantz, Luce, Suppes and Tversky, 1971, Theorem 2,
p. 257), recast in the context of real variables and the continuity and strict monotonicity
assumptions on the function L, this implies that there exists three functions k : R+ → R+,
h : [0, c[→ R+ and G : [0,∞[→ [0,∞[, with k and G strictly increasing and h strictly
decreasing, satisfying
L(λ, v) = G(k(λ)h(v)). (14)
From (14), we infer that
(φa ◦G)(k(λ)h(v)) = G(k(aλ)h(v)) (a, λ ∈ R+, v ∈ [0, c[ ). (15)
We now rewrite the function φa in terms of k, G and a. Redefining the function k if need
be, we can assume that
h(0) = 1. (16)
Thus, with v = 0, (15) becomes
(φa ◦G)(k(λ)) = G(k(aλ)).
Setting t = (G ◦ k)(λ), we get, with λ = (k−1 ◦G−1)(t)
φa(t) = (G ◦ k ◦ ak
−1
◦G−1)(t), (17)
which defines the function φa in terms of the functions G, k and the constant a. Substi-
tuting φa in (15) by its expression given by (12), we obtain
(G ◦ k ◦ ak−1 ◦G−1 ◦G)(k(λ)h(v)) = G(k(aλ)h(v)).
Applying the function G−1 on both sides and simplifying, we get
(k ◦ ak−1)(k(λ)h(v)) = k(aλ)h(v). (18)
Defining now x = k(λ) and y = h(v) and ga = k ◦ ak
−1, Eq. (18) can be rewritten as
ga(xy) = ga(x)y, So, the function ga is necessarily of the form
ga(x) = C(a)x.
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for some function C : R+ → R+. We have thus (k ◦ ak
−1)(x) = C(a)x, that is
k(aλ) = C(a)k(λ), (19)
a Pexider equation defined for all a and λ in R+. Because the function k is strictly
increasing, the set of solutions of (19) is given by the equations:
k(λ) = AλB (20)
C(a) = aB , (21)
with positive constants A and B (cf. Acze´l, 1966, Theorem 4, p. 144). We obtain thus
L(λ, v) = G(AλBh(v)) (λ ∈ R+ , v ∈ [0, c[ ). (22)
Defining the functions
f(v) = h(v)
1
B (x ∈ [0, 1[ ) (23)
F (t) = G(AtB) (t ∈ [0,∞[ ), (24)
we obtain
L(λ, v) = G(AλBh(v)) = G
(
A
(
λh(v)
1
B
)B)
= F (λf (v)) . (25)
Finally, by (16), we have f(0) = h(0)
1
B = 1. (We recall that the function k of (14) may
have been redefined to ensure that h(0) = 1. This redefinition of k is thus affecting the
constant A of (20), which is now absorbed by the function F .) Thus f maps [0, 1[ onto
]0, 1[. This proves (i).
Condition (ii) results immediately from (25) since
λ = L(λ, 0) = F (λf(0)) = F (λ),
and so F is the identity function. Since F is continuous in its second variable, the function
f in (11) is continuous.
Main Results
5 Convention. In the sequel, when we write that some function L : R+ × [0, c[
onto
−→ R+
satisfies the basic hypotheses, we mean that L is strictly increasing in the first variable,
strictly decreasing in the second variable, continuous in both, and satisfies [LOI] plus the
additional conditions of Lemma 4. Accordingly, there exists by that lemma a continuous
strictly decreasing function f : [0, c[
onto
−→ ]0, 1] such that
L(λ, v) = λf (v) . (26)
For convenience of reference, we reproduce the formulas of our two main axioms. For
λ, λ′ ∈ R+ and v, v
′, w ∈ [0, c[ :
[R] L(L(λ, v), w) = L(λ, v ⊕ w);
[M] L(λ, v) ≤ L(λ′, v′) ⇐⇒ L(λ, v ⊕ w) ≤ L(λ′, v′ ⊕ w).
The theorem below concerns the representations of the function L and the operation ⊕
in terms of a continuous, strictly increasing function u : [0, c[
onto
−→ [0, c[ and a positive
constant ξ. We also recall the two representations: for v,w ∈ [0, c[ :
7
[D†] L(λ, v) = λ
(
c−u(v)
c+u(v)
)ξ
;
[A†] v ⊕ w = u−1
(
u(v)+u(w)
1+
u(v)u(w)
c2
)
.
6 Theorem. Suppose that a function L : R+×[0, c[
onto
−→ R+ satisfies the basic hypotheses,
and let
⊕ : [0, c[×[0, c[→ [0, c[ (c > 0)
be an operation having 0 as its identity element. We assume that ⊕ is continuous and
strictly increasing in both variables. Under those hypotheses, the following equivalences
hold:
[R] ⇐⇒
(
[D†] & [A†]
)
⇐⇒ [M].
Moreover, the same function u is involved in both [D†] and [A†].
Proof. We successively prove [R] ⇒ ([D†] & [A†]) ⇒ [M] ⇒ [R].
[R] ⇒ [D†]. By Lemma 4 and Axiom [R], we get
λf(v ⊕ w) = L(λ, v ⊕ w) = L(L(λ, v), w) = L(λ, v)f(w) = λf(v)f(w),
and so, with f : [0, c[
onto
−→ ]0, 1] strictly decreasing and continuous,
f(v ⊕ w) = f(v)f(w) (v,w ∈ [0, c[). (27)
Applying Lemma 2 gives
f(v) =
(
c− u (v)
c+ u (v)
)ξ
(28)
for some continuous, strictly increasing function u : [0, c[
onto
−→ [0, c[, and some constant
ξ > 0. So [D†] holds.
[R] ⇒ [A†]. From (28), we get for z ∈ ]0, 1]
f−1(z) = u−1
(
c×
1− z1/ξ
1 + z1/ξ
)
. (29)
Using now (27), (28) and (29), we obtain
v ⊕ w = f−1 (f(v)f(w))
= f−1
((
c− u (v)
c+ u (v)
)ξ (
c− u (w)
c+ u (w)
)ξ)
(30)
= u−1

c× 1−
(
c−u(v)
c+u(v)
)(
c−u(w)
c+u(w)
)
1 +
(
c−u(v)
c+u(v)
)(
c−u(w)
c+u(w)
)

 (31)
= u−1
(
u (v) + u (w)
1 + u(v)u(w)
c2
)
, (32)
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after simplifications. We have thus proved that [R] ⇒ ([D†] & [A†]).
([D†] & [A†]) ⇒ [M]. In the derivation below, we use the abbreviation
f(v) =
(
c− u (v)
c+ u (v)
)ξ
.
By [A†] and calculations similar to (30)-(32) we derive that
f(v ⊕ w) = f(v)f(w). (33)
For any λ, λ′ ∈ R+ and v, v
′, w ∈ [0, c[, we now have
L(λ, v) ≤ L(λ′, v′)⇐⇒ λf(v) ≤ λ′f(v′) (by [D†])
⇐⇒ λf(v)f(w) ≤ λ′f(v′)f(w) (since f(w) > 0)
⇐⇒ λf(v ⊕ w) ≤ λ′f(v′ ⊕ w) (by (33))
⇐⇒ L(λ, v ⊕ w) ≤ L(λ′, v ⊕ w) (by [D†]).
and thus [M] holds.
[M] ⇒ [R]. An immediate consequence of [M] is that there exists, for any w ∈ [0, c[, a
function Kw : R+ → R+ such that
Kw(L(λ, v)) = L(λ, v ⊕ w) (λ ∈ R+, v ∈ [0, c[ ). (34)
(Axiom [M] ensures that Kw is well defined by the above equation.). Applying the basic
hypotheses and Lemma 4, Eq. (34) becomes
Kw(λf(v)) = λf(v ⊕ w). (35)
Setting v = 0, we obtain 0⊕ w = w in the r.h.s. of (35), and since f(0) = 1 by Lemma 4,
we get
Kw(λ) = λf(w).
This allows us to rewrite (35) as λf(v)f(w) = λf(v ⊕ w), or equivalently
L(L(λ, v), w) = L(λ, v ⊕ w).
Thus, [R] holds. This completes the proof of the theorem.
In the next corollary, we assume that the operation ⊕ satisfies the standard formula
for the relativistic addition of velocities:
[AV] v ⊕ w =
v + w
1 + vw
c2
(v,w ∈ [0, c[ ).
As a result, we obtain a form for the function L which only differs from the Doppler
operator by a unspecified positive exponent ξ.
7 Corollary. Suppose that a function L : R+×[0, c[
onto
−→ R+ satisfies the basic hypotheses,
and let now ⊕ be defined by the standard formula [AV] for the relativistic addition of
velocities. Then the following three equivalences hold:
[M] ⇐⇒ [D⋆] ⇐⇒ [R],
with, for some exponent ξ ∈ R+,
[D⋆] L(λ, v) =
(
1− vc
1 + vc
)ξ
(v,w ∈ [0, c[ ).
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Proof. As [D⋆] is a special case of [D†] and [AV] implies [A†] , we know by Theorem 6
that [D⋆] ⇒ [M] ⇔ [R]. It suffices thus to establish that [M] ⇒ [D⋆]. We only sketch the
argument (which is familiar from our proof of Theorem 6). Axiom [M] implies that
Kw(L(λ, v)) = L(λ, v ⊕ w) (λ ∈ R+, v ∈ [0, c[ ) (36)
for some function Kw. By Lemma 4, we get Kw(λf(v)) = λf(v⊕w). Setting v = 0 yields
Kw(λ) = λ f(w). We can thus rewrite (36), after cancelling the λ’s, as
f(v)f(w) = f
(
v + w
1 + vw
c2
)
. (37)
Defining m : [0, 1[→ [0, 1[ : x 7→ m(x) = f(cx), we obtain
m(x)m(y) = m
(
x+ y
1 + xy
)
(x, y ∈ [0, 1[ ), (38)
with m strictly decreasing and continuous. Applying Lemma 1 yields
f(cx) = m(x) =
(
1− x
1 + x
)ξ
(39)
for some constant ξ > 0. With v = cx, Lemma 4 and (39) give
L(λ, v) = λf(v) = λ
(
1− vc
1 + vc
)ξ
(v ∈ [0, c[ ). (40)
Thus, [D⋆] holds.
8 Remark. Corollary 7 tells us that if the operator ⊕ is defined by [AV], then Axioms
[R] and [M] are equivalent to [D∗]. However, whatever the value of its exponent ξ > 0,
Formula [D∗] is inconsistent with the Lorentz-FitzGerald Contraction
[LF] L(λ, v) = λ
√
1−
(
v
c
)2
.
The point is that [LF] and [D∗] represent essentially different functions for any fixed
positive value of the exponent ξ in [D∗]. Thus, if the standard formula for the addition
of velocities is assumed, then the Lorentz-FitzGerald Contraction is inconsistent with our
two axioms [R] and [M], a fact which may be worth pondering.
On the other hand, if we do not assume a priori that the operation ⊕ is defined by the
standard formula [AV], then the Generalized Doppler Formula [D†] is consistent with the
Lorentz-FitzGerald operator in the sense that the equation√
c− u(v)
c+ u(v)
=
√
1−
(v
c
)2
can be solved for the function u. The solution is
u(v) =
c
(
v
c
)2
2−
(
v
c
)2 . (41)
This raises the question: what is the form of an operation ⊕ that is consistent with [R],
[M] and the Lorentz-Fitzgerald Contraction? Our next corollary answers the question.
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9 Corollary. Suppose that a function L : R+×[0, c[
onto
−→ R+ satisfies the basic hypotheses.
Let
⊕ : [0, c[×[0, c[→ [0, c[ (c > 0)
be an operation that is continuous and strictly increasing in both variables and has 0 as
its identity element. If the function L satisfies the Lorentz-FitzGerald Contraction [LF],
then the following three equivalences hold:
[M] ⇐⇒ [A⋆] ⇐⇒ [R],
with
[A⋆] v ⊕ w = c
√(v
c
)2
+
(w
c
)2
−
(w
c
)2 (v
c
)2
(v,w ∈ [0, c[ ).
Note that, for v,w ∈ [0, c[ , [A⋆] can be rewritten as
v ⊕ w = c
√(v
c
)2(
1−
(w
c
)2)
+
(w
c
)2
= c
√(w
c
)2(
1−
(v
c
)2)
+
(v
c
)2
,
so that ⊕ is strictly increasing in both variables and also satisfies
0 ≤ v ⊕ w < c,
lim
v→c
v ⊕ w = lim
w→c
v ⊕ w = c,
and
0⊕ v = v ⊕ 0 = v.
Proof. We first show that [LF] and [A⋆] are special cases of [D†] and [A†], respectively.
Beginning with [LF], we have by [D†] , with ξ = 12 ,
L(λ, v) = λ
√
c− u(v)
c+ u(v)
(λ ∈ R+, v ∈ [0, c[ ).
Replacing u(v) by its expression in (41) gives [LF].
We prove that [A⋆] is a special case of [A†] the same way, that is, by replacing the
function u in [D†] by its expression in (41)—thus
u−1(t) = c
√
2t
c+ t
.
This involves lengthier manipulations, which we omit. We obtain:
v ⊕ w = u−1
(
u (v) + u (w)
1 + u(v)u(w)
c2
)
= c
√(v
c
)2
+
(w
c
)2
−
(w
c
)2 (v
c
)2
.
By Theorem 6, we have [R] ⇔ ([D†] & [A†]) ⇔ [M]. So far, we have thus established that
[LF] =⇒
(
[A⋆] ⇒ [R] ∧ [M]
)
.
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In fact, it is easily shown that
[LF] =⇒
(
[A⋆] ⇒ ([R] ⇔ [M])
)
. (42)
Suppose now that both [LF] and [R] hold. We have thus
L(L(λ, v), w) = λ
√
1−
(v
c
)2√
1−
(w
c
)2
= λ
√
1−
(
v ⊕ w
c
)2
,
which implies (
1−
(v
c
)2)(
1−
(w
c
)2)
= 1−
(
v ⊕ w
c
)2
.
Solving for v ⊕ w yields [A⋆]. We have thus also
[LF] =⇒ ([R] ⇒ [A⋆]). (43)
Combining (42) and (43) gives the equivalences of the theorem.
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