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numediart is a long-term research programme centered on
Digital Media Arts, funded by Région Wallonne, Belgium
(grant N716631). Its main goal is to foster the development
of new media technologies through digital performances
and installations, in connection with local companies and
artists.
It is organized around three major R&D themes (HyFORGE
- hypermedia navigation, COMEDIA - body and media,
COPI - digital luthery) and is performed as a series of short
(3-months) projects, typically 3 or 4 of them in parallel, dur-
ing which a 1-week “hands on” workshop is held.
numediart is the result of collaboration between Poly-
tech.Mons (Information Technology R&D Pole) and UCL
(TELE Lab), with a center of gravity in Mons, the cultural
capital of Wallonia. It also beneﬁts from the expertise of
the Multitel research center on multimedia and telecom-
munications. As such, it is the R&D component of Mons
2015, a broader effort towards making Mons the cultural
capital of Europe in 2015.
The numediart board now calls for participation to three
short projects deﬁned in the following pages, to be held
(remotely) from January, 10th to March, 31st 2011. Re-
sults will be publicly presented at the end of the project.
If you want to contribute, please send an email to con-
tact@numediart.org mentioning which project you want to
join, and what kind of expertise you could bring, before
January, 10th. The number of participants is limited to 8
people per project. Participation to the workshop is manda-
tory. No funding is provided, but no fee is asked for either.RT-HTS: Real-time HMM toolkit for Speech Synthesis
Idea
The aim of this project is to use HTS, HMM-based Speech
Synthesis System [2], and modify it in order to synthe-
size speech in real time. HTS has many advantages. Its
run-time engine is small, less than 1 M bytes (excluding
text analysis part), and it can easily change voice charac-
teristics of synthesized speech by using a speaker adapta-
tion technique developed for speech recognition. In this
project we explore the possibility of a real-time expressive
speech/singing synthesis engine based on HTS.
Motivations
Although many speech synthesis systems can synthesize
high quality speech, they still cannot synthesize speech
with various voice characteristics such as speaker individ-
ualities, speaking styles, emotions and other related qual-
ities in real-time. The main motivation of this project is to
ﬁll this blank by modifying HTS in order to synthesize ex-
pressive speech in real time. This leads to the modiﬁcation
of the existing HTS code in order to make the engine work
with a real-time stream of phoneme labels. Going one step
further, when this is achieved, we will explore the user in-
terfaces that are suited to the nature of real-time expres-
sive HMM synthesis, i.e. interfaces that let the user control
both the phoneme label stream and voice expressivity.
There is also an artistic motivation in this project. TCTS
Lab has been contacted for the creation of a theatrical play,
called "Re:Walden", designed by:
• Artistic Director: Jean-François Peyret (famous avant-
garde author, Paris)
• Set designer: Jean Nouvel (very famous French archi-
tect)
The play refers to Walden, a 19th century book in which
the main character explains how he spent two years in an
isolated cabin in the woods. The book was a deep reﬂec-
tion about the use or non-use of technology. The play will
be based on re-creating the cabin on the scene, using all
sorts of technological systems, establishing a paradox be-
tween the book and the way it will be acted. For example,
the actors will interact not only between them but also
with themselves, using their own HMM-based synthetic
voice. The latter should be altered in real time to produce
special effects (stammering, faltering,...). The synthetic
voice of two actors (a male and a female) was provided
some months ago.
Figure 1: HMM-Based Speech Synthesis System Overview
Background
Figure 1 shows the system overview [9, 4]. In the train-
ing part, spectrum and excitation parameters are extracted
from speech database and modeled by context dependent
HMMs [8, 5, 7]. In the synthesis part, context dependent
HMMs are concatenated according to the text to be syn-
thesized. Then spectrum and excitation parameters are
generated from the HMM by using a speech parameter
generation algorithm [6]. Finally, the excitation generation
module (binary pulses for voiced speech and noise for un-
voiced speech) and synthesis ﬁlter module (MLSA ﬁlter
[3]) synthesize speech waveform using the generated exci-
tation and spectrum parameters. Improved voice quality
is obtained by re-synthesizing the speech waveforms using
DSM [1].
Link to Past Projects
• #06.4: HANDSKETCHTechnological challenges
There are several major challenges with this project.
• converting the HTS code, in order to support stream-
ing manipulation
• controlling the vocoder with a Max/MSP patch
• creating a complete HTS Max/MSP object
• designing interfaces to control HTS in real time
Team
• Maria Astrinaki
• Onur Babacan
• Thierry Dutoit
Collaborations
• Nicolas d’Alesandro, UBC Vancouver
Agenda
• 2010-10-04: Project start
• Week 1: Kickoff and coordination.
• Week 2-3: HTS Modiﬁcations - Phoneme Label
Streaming and Vocoder Prosody Controls.
• Week 4: User interface research and trials.
• Week 5-6: First demo, ﬁrst implementation of inter-
face.
• Week 7-9: Workshop in Vancouver, further develop-
ment.
• Week 10: Feature freeze - bug ﬁxes, ﬁnal polish and
documentation.
• Week 11: Reporting and packaging deliverables
• Project end and public presentation
Deliverables
• Modiﬁed HTS source code
• Max/MSP patches and objects
• Source code of the interface
• Sensors used for the interface
• Algorithms implemented for the interface
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Idea
LED-based displays offer technical features which make
them ﬁt perfectly to outside media applications [2, 1]. They
are bright, power efﬁcient, weightless, robust and water-
proof. In this project, we want to explore LED displays
that are both mobile and interactive. Based on a virtual 2D
visual panel created with a rotative line of LED installed
on bike wheels, the idea of mobiLED is to create a "video"
interface between several bikes with master-slave commu-
nication between the wheels. Sequences that circulate on
different wheels could go from simple geometric shapes
to complex video images, and could be used for fun, art,
or advertisements. Figure 2 shows a commercial example
of LED wheels.
The target is to develop a bicycle wheel cover that dis-
plays bright image sequences, with visual effects (such as
ﬂashing, changing intensity / color, zoom, etc.), so as to
make it possible to customize each bicycle in an inter-
active group of bikers by changing timing, colors, order,
etc. Such bike-based interaction provides visual artists and
marketers with a new creative medium offering great free-
dom of design.
The ﬁrst stage of this project will be to adapt an initial
prototype with the speciﬁc challenge of making it interac-
tive, or to create a new one if the existing prototype does
not easily lend itself to interactivity. Later stage will be de-
voted to enhancing the interactive capabilities of the sys-
tem, and to media programming software tools for devel-
oping and uploading media information to be displayed
by mobiLED.
This project was proposed by Marc Jacobs (FPMS1980)
who has developed the mobiLED concept. This innova-
tive concept is candidate to become a basic technological
project in Mons2015 event. The development is a coopera-
tion between Marc Jacobs and numediart.
Motivations
This project has several motivations:
• MONS2015. (see version of mobiLED MONS2015 sug-
gested by Marc Jacobs1)
• Development and exploration of new media display
concept.
• Promotion of healthy, creative, social and amusing
outside activities.
• Exploration of low power wireless network interac-
tion.
1http://www.youtube.com/watch?v=_VfXaZio3KA
Figure 2: HokeySpokes, a commercial example of
”bike+LED” solution.
Background
There are several projects in this topic which demonstrate
the feasibility of this project. First at all, there are some
solutions on the market which exploit the visual effects on
the bicycles. (see above). Second, a group of engineering
students at UMONS have developed and tested the idea
on a electronic laboratory course (see ﬁgure 3).
Pre-existing projects
There are several pre-existing projects in this area which
can provide some details of hardware solution:
• HokeySpokes2 is a low cost mono color system with
16 LED controlled. It presents a number of designs
and a customizable text message. The designs play
and switch automatically or the text message.
2http://www.hokeyspokes.com
Figure 3: Simple mobiLED demo developed by engineering
students at UMONS.• Monkeylectric3 presents a well done product with a
control interface developed to be environment and
weather proof. Full RGB image compliant, it provides
control of 2 x 16 full color LEDs and pre-programmed
visual motifs.
• SpokePOV4 is a ”do-your-shelf” POV bike kit. It
presents control of 2 x 30 mono color LEDs and al-
lows programming the designs by serial port. The
dynamic of design must be programmed in ﬁrmware
by C code (not friendly interface).
• RGBikePOV5 is open-project. It has 16 full color LEDs
and present small number of component. The dy-
namic of design must be programmed in ﬁrmware by
C code (not friendly interface).
Reusing past projects
Most likely this project will beneﬁt of the expertise devel-
oped during numediart projects: MediaCycle [3], Multi-
MediaCycle and MediaBlender which involve processing
or management of multimedia data, FireTrase [4] about
the wireless experiences, and SIMIUS (open hardware
project kept by SEMI and sponsored by numediart 6) due
the embedded hardware know-how.
Expected features
The ﬁnal system will include some of the following fea-
tures:
• Images to be to displayed can be downloaded re-
motely through a ﬁxed or mobile beacon (broadcast)
that continuously broadcasts;
• Visual effects on the displayed images (ﬂashing,
changing intensity / color, zoom,etc) can be con-
trolled remotely;
• Groups of moving bikes show a particular animation
in all wheels, depending on their location, or based
on a remote control.
Technological challenges
• Development of ﬂexible communicating system ar-
chitecture allowing high level of interactivity: com-
munication between external system and the bicycles,
and/or just between bicycles.
• The critical fusion (ﬂicker) frequency is between 30
and 50 stimuli per second. For wheels delivery one
light impression at 30 times per second at least, it
means move the bike around 22 Km/h, what is an
unusual velocity for occasional bikers. The typical so-
lution in this case is to install more rows of LEDs in
the same wheel in equidistant position however with
clear increase of system cost. Moreover, that solution
3http://www.monkeylectric.com
4http://www.ladyada.net/make/spokepov/index.html
5http://www.instructables.com/id/RGBike-POV-Open-project
6http://www.simius.be
difﬁcult simple image synchronization and external
communication from the system.
• System design process under electric power con-
straint: power consuming is a delicate point in em-
bedded systems.
• Development of a simple and practical programming
language in order to control and synchronize the vi-
sual effects.
• Management of media data (storing and reading)
with short latency of time.
Team
This 3/6-month project is coordinated by Ricardo C. Bose
from FPMs/numediart/SEMI from January-March/June
2011.
Possible participants
• Ricardo Bose for project leadership, microcontroller
project and communication integration.
• Daniel Binon from UMONS/SEMI for microcontroller
project and pcb design.
• Engineering students of embedded systems course,
from SEMI, has already developed some mobiLED de-
mos.
• Marc Jacobs and his group
Agenda
The ﬁrst phase of this project is a complete three month
numediart project. This phase would reach the stage of
generating a prototype device for full color image with
24 or 32 RGB LED, improved image synchronization solu-
tion under slow rotational movement and wired commu-
nication solution for inter-modules communication (more
modules installed in the same wheel).
- 01/01/2011: Project start.
- Week 1: Kickoff and coordination.
- Week 2-5: Development of hardware prototyping and
ﬁrmware programming.
- Week 6-7: PCB designing of prototyping of device in-
teraction and ﬁrmware programming.
- Week 8: Workshop week
- Week 9-10: Firmware programming.
- Week 12: Tuning of prototype behavior.
- 31/03/2011: Project end and public presentation.If an evaluation of the ﬁrst phase warrants continuation
of this project, a second phase of this project would tar-
get wireless communication to the prototype in order to
include control synchronization features between distinct
behavior of bikes (that include the ability of dynamic de-
sign programming). In addition, could include data trans-
fer capabilities (for example, by sending an image from a
cell phone and loading it on the wheels in real time).
- 01/04/2011: Project start.
- Week 1: Kickoff and coordination.
- Week 2-6: development of communication and inter-
action modules
- Week 7-10: tests of algorithm to synchronization and
interaction inter bikes
- Week 11: Workshop week
- Week 12: Reporting and manual
- 30/06/2011: Project end and public presentation.
Deliverables
1. Hardware prototype: prototyping of controlled LEDs
in line, enabled to be installed in ordinary bicycles
and presentation of total persistence on slow veloc-
ities, wireless communication module interface, im-
proved synchronization algorithms, and wireless data
transfer capabilities.
2. Editor software of media control: user interface
(graphical or not) developed or adapted to program
the control of media data on mobiLED hardware pro-
totype.
3. User guide and programming guide.
4. Hardware project documentation.
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Idea
The objective of this project is to generate the three-
dimensional (3D) model of a scene (or an object) from
information acquired by 2D cameras. The resulting 3D
object can be used either by artists to create animations on
its surface or to constitute a database of 3D objects.
Motivations
Without any special equipment, acquisition of a 3D scene
model is a difﬁcult task. To achieve it, architects use for
example lasers-based techniques, which are too expensive
and not ﬂexible enough for our purposes. The main moti-
vation of this project is thus to simplify the acquisition of
the 3D model by using only 2D cameras. We will there-
fore explore several techniques to reconstruct a 3D model
based on 2D images ([6, 5, 3]).
The information obtained from the 3D reconstruction
can then be used to apply a texture (video or image) on
an object using a projector. In this case, the 3D recon-
struction permits to remove the distortions introduced by
the object’s shape, which have various origins such as non
planar projection surface, surface composed by multiple
planes at different distances from the projectors, the opti-
cal axis not perpendicular to the surface, ...
The ﬁrst steps in this direction were achieved in the
“Monumental Projections” project (numediart #11.2 and
#12.3, see Figure 4). Further improvements of the software
and of the calibration algorithms already developed are
necessary to project on complex shapes, because current
calibration algorithms are not robust enough and impose
constraints on the location of the cameras. For example, if
the projection surface is not planar, the current automatic
calibration of the projector fails.
Figure 4: Example of projection on a complex shape
(“Monumental projections” project)
In upcoming projects, the MediaCycle software [8] could
also be used to retrieve similar 3D objects which have been
reconstructed by the techniques developed here.
Technological challenges
1. 3D reconstruction
• features detection from images [2, 7, 1],
• computation of the fundamental matrix
• projective reconstruction
• euclidean reconstruction
• dense reconstruction
2. Projector calibration based on structured light [4]
3. Improve the player robustness
Team
This project is lead by Radhwan Ben Madhkour from
UMons/TCTS and Jean-François Nivart. Possible partic-
ipants include:
• Xavier Siebert (UMONS/MathRo)
• François Zajéga (UMONS/TCTS)
• Jean-François Nivart (Echo-dimension)
• Yves Daoust
Agenda
• Week 1: Kick-off and coordination
• Week 2-3: Complete study of the algorithm
• Week 4-8: Implementation
• Week 8: Workshop
• Week 9-12: Test and Correction
Deliverables
• Software for 3D reconstruction of surface.
• Software for projectors calibration
• Improvement of the monumental projections playerReferences
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Idea
This project aims to capture live performances features us-
ing sensors and video cameras and to augment those per-
formances (from both audio and visual point of view). It is
linked with a numediart effort towards creating a digital
orchestra (combining audio synthesis, sensors, cameras,
and monumental projection).
Figure 5: 17 x 38 mm numediart sensor node with digital
3-axes accelerometer, magnetometer and gyroscope and 6
ADC inputs for additional sensors
From a sensor point of view, the purpose is to develop a
Max/MSP toolbox to receive, decode and analyze the sig-
nals from a set of light wireless numediart sensors that can
be worn by musicians or dancers. These sensors are a fur-
ther improvement and miniaturization of the prototypes
developed and used in the FireTraSe project. Each sensor
node contains a digital 3-axes accelerometer, magnetome-
ter and gyroscope and up to 6 analog channels to con-
nect additional external sensors (pressure, ﬂexion, light,
etc.). The microcontroller code of the sensor nodes and
master will be further improved and optimized and the ﬁ-
nal hardware version, including enclosure, lithium battery
management and WiFi integration on PCB will be deliv-
ered. Easier conﬁguration tools for multiple simultaneous
wireless sensor systems will be developed. The Max/MSP
toolbox will make it easy for users of those sensors to de-
ﬁne the many available parameters. Indeed, contrary to
most commercial systems, a bi-directional communication
channel allows the user to remotely and dynamically set
up the sampling period, which of the on-board sensors
need to be transmitted by each node, including the num-
ber of ADC channels, allowing the user to tailor his system
and to optimize bandwidth. Unused on-board sensors can
be put to sleep in order to economize power. And vari-
ous conﬁguration parameters of the accelerometer, mag-
netometer or gyroscope can also be modiﬁed in real-time,
like their range, their individual sampling frequency, the
cut-off frequency of their low-pass ﬁlter, self-test of the ac-
celerometer, degaussing the magnetometer, etc.
The received data will be decoded and scaled and the
value of each axis will be available using a simple Max
receive object in meaningful units: g for the accelerom-
eter, Gauss for the magnetometer and deg/s for the gy-
roscope. New algorithms will be given to fuse the data
from the sensors equipping each node (accelerometer, gy-
roscopes, magnetometer) in order to obtain a reliable pos-
ture information, using Kalman ﬁltering [3] or a newer
approach, more effective at lower sampling rates [2]. And
tools will be developed to visualize the posture/attitude of
each node, as well as the smoothed and maximum values
of the individual sensing axes, devising appropriate repre-
sentations for accelerations, angular speeds and magnetic
ﬁeld. Different mapping tools will be provided so that
users of the numediart sensors can quickly set up interac-
tive projects, from one to one to many to many, integrating
the 1-D, 2-D and 3-D interpolation tools developed during
the Dancing Viola project. Other tools like the DTW ges-
ture recognition will be improved and integrated. In the
context of the collaboration with Alain Crevoisier and the
Haute Ecole de Musique de Genève (HEM), and in par-
ticular, in the framework of iPercussionII (Cécile Picard-
Limpens being partly employed by numediart and HEM),
we aim at developing short-term feature extraction tools
that detect hits and give information about the intensity
and direction of the hits to drive percussive synthesis
models. The idea is to take also into account the vari-
ations immediately preceding the detected hits (changes
of direction and orientation) in order to provide more in-
formation to the synthesis engine, allowing for instance
to choose different sounds depending on the preparation
gesture before the hit. Because of its advantage in terms
of real-time performance, previous work on sound syn-
thesis using a granular approach (no. 10.2 AudioGarden)
could be used for sound rendering of the performed ges-
tures. Camera detection would bring more information
like the position of the performer or his height for ex-
ample as in the FireTraSE project. This information can
usefully be merged with the sensor data which provides
motion details but no global position. The purpose is to
use both top-shot and face-shot cameras (classical camera
or 3D camera) to detect humans and their features. 3D
cameras like the Kinect [1] could provide more features
from human motion like skeletons, ...Those features (mo-
tion direction, motion speed, personal space features, peo-
ple height, skeleton conﬁguration) should be extracted on
several dancers/musicians and compared altogether. De-
pending on some surprising individual behavior (Figure
1) and the global social behavior of the performers (Figure
2), a mapping of visual effects (Figure 3) will be achieved
and projected on a wide screen. Audio effects (music fre-
quency, speed modulation or spatialization) can also be
performed. Several tools and libraries as Max/MSP/Jitter
[4], EyesWeb, Processing, OpenCV, OpenNI, ...will be
used or tested during this project.Figure 6: Attention algorithm which selects a moving ob-
ject with surprising behavior compared to the other mov-
ing objects. Here the speed feature is used and the bike is
faster than all the other people
Figure 7: Human detection and personal space modeling
(intimate space close to the person, personal space which
is larger and social space which is the largest interaction)
Figure 8: A trajectory visual augmentation
Motivations
This project is part of the effort of setting up an orches-
tra which could be augmented by numediart technology
and which could make use of the numediart room at its
maximum technological capacities.
Reusing past projects
It uses and enhances technology from the previous
projects :
• for the sensors and related analysis and mapping
tools : no. 04.2 Dancing Viola, no. 09.3 FireTraSe,
no. 12.2 Augmented Conductor
• for the sound rendering/synthesis: no. 10.2 AudioG-
arden
• for the camera-based analysis : no. 07.3 HyperSocial
Museum, no. 06.2 MorFace, no. 05.1 Matrix, no. 04.3
AVS
Technological challenges
For sensors :
• Finalizing the design of WiFi sensor master with em-
bedded Lithium battery charger
• Enhancing and optimizing microcontroller code for
master and slave sensor nodes
• Implementing a ﬂexible multi-master sensor protocol
and an easy set-up scheme
• Fusion of accelerometer, gyroscope and magnetome-
ter data to obtain reliable posture/attitude informa-
tion
• Easy to use Max/MSP toolbox for numediart sensors
• integrate and further develop Max/MSP external ob-
jects for DTW gesture recognition and interpolation
• Add new visualization tools for sensor pos-
ture/attitude and individual sensor outputs
• New mapping strategies for general control of sounds
and for control of percussive sounds
For video-cameras :
• proper feature extraction
• 3D Kinect camera use and silhouette processing
• real-time attention algorithm
• social study of people interaction
• multi-feature mapping of visual projections
• multi-feature mapping of sounds and spatialization
Fusing sensor and video-camera data.Team
This project is lead by Matei Mancas (UMONS/TCTS) and
Todor Todoroff (UMONS/TCTS). Possible participants in-
clude:
• Nicolas Riche (UMONS/TCTS)
• Julien Leroy (UMONS/TCTS)
• Joelle Tilmanne (UMONS/TCTS)
• François Zajéga (UMONS/TCTS)
• Cécile Picard-Limpens (UMONS/TCTS)
Agenda
• 03/01/2011: Project start.
• W1/W2 : kick off and ﬁrst part scenarios planning
• W3/W4 : video-based features extraction in real time;
ﬁnalizing wireless master sensor design, attitude ex-
traction from sensor data
• W5/W8 : First rehearsals for European Joystick Or-
chestra, integrating numediart sensors; Kinect study
and workshop
• W9/W10 : ﬁrst augmentation tests and observer real-
time perception quantiﬁcation; multi-master sensor
protocol
• W11/W12 : Concert European Joystick Orchestra in
Mons; ﬁrst demos and feature mapping for visual ef-
fects tests
• 25/03/2011: Mid-term presentation
• W13/W16: mapping of audio effects, gesture recog-
nition
• W17/W20: more complex scenarios and workshop
• W21/W24: ﬁnal demo preparation real-time perfor-
mance augmentation.
• 01/07/2011: Project end and public presentation.
Deliverables
• Report
• Complete numediart wireless sensor system with
Max/MSP toolbox
• Setup in the numediart room for performance aug-
mentation
References
[1] Kinect camera. URL: www.primesense.com.
[2] Sebastian O H Madgwick. “An efﬁcient orientation
ﬁlter for inertial and inertial / magnetic sensor ar-
rays”. In: Report x-io and University of Bristol (UK)
(2010).
[3] Joã Luís Marins et al. “An Extended Kalman Filter
for Quaternion-Based Orientation Estimation Using
MARG Sensors”. In: 2001. Pp. 2003–2011.
[4] Max/MSP Software. URL: http://cycling74.com/
products/maxmspjitter.
numediart Research Program
http://www.numediart.org
Editors
TCTS Lab
Université de Mons
http://www.tcts.fpms.ac.be
TELE Lab
Université Catholique de Louvain
http://www.tele.ucl.ac.be
Contact
contact@numediart.org
Credits
L ATEX design BY:  Christian Frisson and Xavier Siebert
Copyright © UMons-UCL, Jan. 2011