Fusing Saliency Maps with Region Proposals for Unsupervised Object
  Localization by Karaoguz, Hakan & Jensfelt, Patric
Fusing Saliency Maps with Region Proposals for Unsupervised Object
Localization
Hakan Karaog˘uz1 and Patric Jensfelt1
Abstract— In this paper we address the problem of unsu-
pervised localization of objects in single images. Compared
to previous state-of-the-art method our method is fully un-
supervised in the sense that there is no prior instance level
or category level information about the image. Furthermore,
we treat each image individually and do not rely on any
neighboring image similarity. We employ deep-learning based
generation of saliency maps and region proposals to tackle
this problem. First salient regions in the image are determined
using an encoder/decoder architecture. The resulting saliency
map is matched with region proposals from a class agnostic
region proposal network to roughly localize the candidate
object regions. These regions are further refined based on the
overlap and similarity ratios. Our experimental evaluations on
a benchmark dataset show that the method gets close to current
state-of-the-art methods in terms of localization accuracy even
though these make use of multiple frames. Furthermore, we
created a more challenging and realistic dataset with multiple
object categories and varying viewpoint and illumination con-
ditions for evaluating the method’s performance in real world
scenarios.
I. INTRODUCTION
Autonomous systems encounter a variety of objects in
real-world scenarios. Reasoning about and interacting with
the environment often involves localizing or recognizing
these objects.
Object recognition [1] and localization [2] have been
extensively studied in the literature. The traditional pipeline
for these tasks is to collect data, train a supervised classifier
and evaluate the system on a benchmark dataset. With
the recent advancements in deep-learning based classifiers
such as Convolutional Neural Network (CNN), significant
improvements in recognition/detection accuracy have been
achieved both for benchmark datasets and real-time systems.
Moreover, large datasets have emerged [3], [4] to train and
evaluate these data-hungry networks.
However, even these large datasets are limited to a few
hundreds of object categories when it comes to object de-
tection, localization and segmentation tasks. This is because
labeling of the data is costly and time consuming. Lately,
methods such as Generative-Adversarial-Network (GAN) are
employed to generate and enhance additional data from
small datasets [5]. However, these methods are still far from
generating a large generic and realistic dataset from a small
set of labeled data.
As a result, current state-of-the-art supervised object
recognition/detection methods are limited to the categories
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Fig. 1: The problem of object localization. Left: Input of
unannotated single images that contain objects of unknown
categories. Right: The desired output which is bounding-box
localization (show in green) of these objects.
present in the training data. Moreover these pretrained clas-
sifiers often work only when the objects are seen from
some common viewpoints. Fine-tuning is generally applied
to overcome these issues. However, as mentioned before data
collection and labeling is costly and time consuming task
and the classifier needs to be retrained for every new object
category.
In this work we study the object localization problem
in a completely unsupervised setting. Our aim is a system
that receives an unannotated image and outputs bounding-
boxes that most likely contain an object. Our motivation
is that robots deployed in challenging environments such
as factories, mines, construction sites etc, can encounter
custom made, rarely seen objects of any size and shape such
as specialized machineries, custom made bolts and tools.
Moreover, the environmental conditions can vary a lot. A
mine is usually much darker than a regular office floor or
the illumination in a manufacturing plant may vary rapidly
during a welding process etc. Therefore, it is very hard to
address all these issues beforehand and collect enough data
to train a supervised classifier. An unsupervised approach on
the other hand has the potential to locate objects in a scene
without any prior, object specific, information.
Our problem is similar to some of the previously studied
problems in the literature such as weakly supervised object
discovery [6]. There, the images are labeled as positive
or as negative samples for each object class without any
bounding box annotations. There are also connections to the
colocalization problem [7], where the aim is to localize a
single dominant object class in a set of valid images and
some noisy images without an object of the same class. In
our setting, we assume there is at least one object of arbitrary
category present in each image and the object needs not to
be dominating the scene.
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Our main contribution is a method that combines pixel-
wise saliency maps that are obtained from a deep semantic
segmentation network and region proposals generated with a
class agnostic region proposal network (RPN). This allows
us to detect potential objects efficiently from single images
without any additional information. Moreover, we contribute
a dataset that is collected from a robot platform. The images
are collected with varying illumination/viewpoint conditions
to allow for a more in-depth analysis of the real-world
robotics performance of the method. We also evaluate our
method on a benchmark dataset and show that we perform on
par with current state-of-the-art methods despite using only a
single frame only and not using similarities from neighboring
images.
The organization of this paper is as follows. The related
work on unsupervised object discovery methods is introduced
in Section II. In Section III background about common
unsupervised object localization methods is given and in Sec-
tion IV, our approach is explained in detail. Our contributed
dataset is presented in Section V. The experimental results
are given in Section VI and the paper concludes with a brief
summary and conclusions and suggestions for future work
in Section VII.
Fig. 2: Overview of the common unsupervised object local-
ization pipeline.
II. RELATED WORK
Unsupervised object discovery, localization and segmen-
tation are highly interleaved topics since the end-goal for
all of these tasks is to discover and extract objects in a
scene without any supervision. The difference between the
approaches comes from the context where the solution is
applied. Some work [8], [9], [10], [11], [12] focus on real
robot scenarios with the end goal of locally segmenting
objects. While others [13], [14], [15], [16], [17] focus on
image collections or video sequences and segment the images
globally.
Unsupervised object segmentation approaches use various
cues such as single images [14], stereo vision [8], [9], [18],
[19], RGB-D [10], [12], video [20], [16] and even robot
perturbation [11]. Such approaches can be divided into two
categories [10].
The first category is discriminative approaches [14], [16]
where an image is treated as a whole and the goal is to
globally segment the image into regions. Although these
approaches are not primarily concerned with discovering
individual objects in an image, they serve as a basis for this
task. Felzsenswalb et al. [14] create undirected graphs for
several image features and compare them to create bound-
aries between different segments. Grundmann et al. [20]
improve the graph based segmentation for video sequences
using a hierarchical approach. Finally, Ghafarianzadeh et al.
[16] adds spatio-temporal information to further improve
graph based segmentation accuracies for video sequences.
This method is employed by Ma et al. [11] to get initial
object candidates in a scene. Thereafter, a candidate segment
is randomly chosen and is attempted to be manipulated
within a predefined trajectory in order to validate and model
it.
The second category is agglomerative approaches [8], [21],
[18], [10], [19], [22], [23], [15]. In these approaches, initial
segment locations are determined either by using some image
features or saliency maps. Afterwards, individual regions are
determined by means of pixel-similarity and region growing.
The common pipeline for these methods is shown in Fig. 2.
Bjorkman et al. [8], uses an active stereo vision system to de-
tect and segment unknown object that is centered in the view
and assumed to stand on a planar surface. They use color and
disparity information to generate a rough segmentation of the
image to initialize probabilistic models for the background,
foreground (object) and planar surface classes. Then they
employ the Expectation-Maximization (EM) algorithm to
iteratively improve the models of these classes. Kootstra
et al. [9] use some of the Gestalt principles to generate
a saliency map and fixation points in an image. Using
these fixation points, they employ super-pixel segmentation
and clustering to segment the image into foreground and
background segments. The generated segments are analyzed
further to measure their goodness with a pretrained neural
network. A similar system that uses fixation points as seeds
for segmentation is proposed by Mishra et al. in [19]. In that
work the edge map of an image is used to segment objects
that are assumed to be marked by fixation points. The initial
edge map is created using color and texture features and it
is further refined with motion cues.
In [10], RGB-D data is employed to detect tabletop
objects in a scene. They employ 2.5D symmetry features for
generating fixations and segmenting the scene using surface
normals and patch similarity. Garcia et al. [23] uses color
and depth cues independently to find the object candidates
for both cues and perform late-fusion to refine the results of
separate cues. Abbeloos et al. [12] use SIFT correspondences
and geometric verification to discover the instances of an
unknown object in cluttered scenes. The disadvantage of this
method is that it requires at least two instances of an object
to be present in the scene.
Russel et al. [13] applied multi-segmentation and his-
togram of visual words together with a probabilistic Latent
Dirichlet Allocation model to discover and segment objects
in an image dataset. Rubinstein et al. [15] employed saliency
along with dense correspondences between images to dis-
cover and segment common objects.
For the problem of unsupervised object localization, there
are important works [24], [25], [17] that perform bounding-
Fig. 3: The example outputs of the individual modules at each step.
box localization on image collections. Tang et al. [24]
perform colocalization on images by creating convex image
and bounding-box models seperately and perform convex
optimization to find the optimal bounding-box that contains
the object in an image as well as the noisy images that do not
contain the object. Joulin et al. [25] extend these models for
colocalization in videos with temporal constraints. Cho et al.
[17] use an off-the-shelf object proposal approach combined
with probabilistic Hough matching in an iterative way to
localize objects. With their method, they achieve state-of-the
art-results for object localization on benchmark datasets.
Our work is along the lines with [24], [25], [17], with a
pipeline like in Fig. 2. However the primary difference of our
method is that our method can do one-shot bounding-box
localization in a single image whereas the above methods
need a set of images to propose reasonable localization.
Moreover, different from the previous work we employ a
pixel-wise deep semantic segmentation network for saliency
map generation and employ a class agnostic region proposal
network for generating bounding-box proposals. We have
evaluated our approach both on the benchmark dataset used
in [15], [17] and on a dataset collected from a real robot with
explicit changes in the environment such as illumination and
viewpoint with challenging objects to get a more in-depth
analysis about the system’s performance.
III. BACKGROUND
In this section, we briefly outline the individual com-
ponents of the common unsupervised object localization
pipeline which is shown in Fig. 2, as a way to lay the ground
for explaining our method in the next Section.
A. Saliency Map Generation
Visual saliency is used to locate and process only the
attentive regions of an image [26]. Some of the approaches
try to locate salient objects or contexts in the image while
others estimate where a human eye would fixate as in indirect
way to achieve the same. Formally, given an image I ∈ I,
the output of the saliency map is a grayscale image where
the intensity values indicate how salient a pixel is. When the
grayscale image is normalized it becomes a probability map
ps(I), where for each pixel (x, y) a saliency measure is given
as a value ps(x, y) such that 0 ≤ ps(x, y) ≤ 1. This output is
particularly useful for unsupervised object localization task.
B. Region Proposals
Region proposal methods generate bounding-box propos-
als in an image, ideally centered around potential objects or
salient areas. Previously, sliding window approaches were
used to generate proposals which was slow and inaccu-
rate. Later, [27] proposed an objectness method to generate
proposals based on image features. Recently, deep-learning
based proposal methods are developed for generating ac-
curate bounding-box proposals [28]. Formally, given an
image I ∈ I, the output of the region proposal function
are bounding-boxes
∑N
n=1 rpnI , where N is generally a
predefined parameter in the order of thousands and rpnI =
(x1, y1, x2, y2) is a rectangular region with top left anchor
(x1, y1) and bottom right anchor (x2, y2).
C. Cue Fusion
Developing a method for fusing the saliency and region
proposal cues is not trivial and generally application specific.
In Cho et al. [17], part-based region matching is fused with
contrast standout measure to refine region proposals. Tang et
al. [24], refine proposals gathered from objectness approach
with an off-the-shelf saliency map. Formally, for each image
I , the task is to output candidate object boxes
∑K
k=1 okI
refined from region proposal set okI ∈ rpI . The standard
approach is getting the most salient areas from the saliency
map first and then using the centroids of these salient regions
as fixation points. With this information, regions that do
not contain any fixation could be eliminated. The further
refinement on the remaining boxes can be done by checking
their overlaps, applying non-maximum suppression, etc.
TABLE I: Example images from KTH Handtool dataset
Camera Type IlluminationArtificial Natural Directional
Camera1
Camera2
IV. METHOD
Given an RGB image I ∈ I, the goal is to locate an
unknown number of objects oi ∈ OI and mark these with
bounding-boxes. Similar to previous work, we have used
the common pipeline shown in Fig. 2. However, different
from the previous work we have employed two seperate
deep neural networks for saliency map generation and region
proposals. Compared to previous work our system is fully
unsupervised and requires only single images.
In order to generate the saliency maps, we employ a
Dilated Residual Network (DRN) architecture which is origi-
nally designed for image recognition and pixel-wise semantic
segmentation [29]. The reason for choosing this architecture
is that by using dilations, the network has higher resolution
feature maps and better performance compared to standard
ResNet architectures for semantic segmentation tasks. For
training the network we have used the saliency prediction
data from LSUN 2017 challenge [30]. In order to get a
pixel-wise saliency map output from the network, we require
finite number of classes. The traditional saliency maps are
8-bit grayscale images in which the level of intensity (0-
255) measures the saliency [26]. It is not practical to treat
each level of intensity as a seperate class. Instead we have
binarized the graysale saliency maps in the dataset using a
threshold of tps = 127. If the intensity value of a pixel
is above the threshold, it is marked as salient, otherwise it
is marked as non-salient. Thus, our resulting saliency maps
have binary output as seen in Fig.3 (top image) where the
dark purple colored pixels are non-salient while solid pink
pixels are salient.
For generating the region proposals, we employ a class
agnostic region proposal network (RPN) mentioned in [31].
This RPN which is originally proposed in [28] is a shallow
network that is designed to generate region proposals by
using the convolutional feature maps. Smooth L1 regression
loss is used during the training of the network. The advan-
tages of this RPNs are that, i) it is translation invariant which
is very important since our aim is to be able to localize an
object even if it translates in the image and ii) it embeds the
multi-scale bounding box regression through anchors which
is desirable for localizing different sized objects. Example
bounding-box proposals obtained from this RPN is shown in
Fig. 3 (bottom image).
For the cue fusion part, we use the standard approach
explained in Sec. III-C. We start by refining the saliency
map by employing an area threshold ta to remove the
salt-pepper like noisy salient regions. For the remaining
salient regions, we compute the centroids and store them as
fixation points. The region proposals which do not contain
any fixation points are discarded. Then we perform non-
maximum suppression with threshold tnms to the remaining
region proposals for pruning highly overlapping ones. If there
are any low overlapping boxes, we perform color histogram
comparison based on threshold thist for deciding whether
to join them or not. The final output of this method is the
candidate object regions.
Fig. 3 shows outputs of our modules for the common
unsupervised object localization pipeline.
V. KTH HANDTOOL DATASET
The KTH Handtool dataset [32] is collected for evaluating
the object recognition/detection performance of computer
vision methods in varying viewpoint, illumination and back-
ground settings. It consists of 9 different hand tools from
3 different categories; hammer, plier and screwdriver. The
images are collected with a 2-arm stationary robot platform.
Two different cameras are used in 3 different illumination
conditions. For each hand tool, approximately 40 images
with different poses are collected for each camera and illumi-
nation setting. Approximately 2200 images are available in
the dataset. Table I shows example images from the dataset.
VI. EXPERIMENTS
Our experimental evaluation consists of two parts. In the
first we compare to the state-of-the-art methods presented in
[15], [17] and [24] on the same benchmark dataset as they
use. In the second part we evaluate our method using our
Handtool dataset. As evaluation metrics for the performance
we use the correct localization (CorLoc) metric which is
based on the Jaccard similarity coefficient J(A,B) = A∩BA∪B
[17]. If J(A,B) > 0.5 then the object is considered as
localized correctly.
TABLE II: Example results from Object Discovery dataset
Result Images
Success
Fail (Different Object)
Fail (Multiple Objects)
A. Object Discovery Dataset
The first experiment is performed on the dataset from [15].
This dataset is collected from internet images. To allow for a
fair comparison we use the same subset of objects as in [17].
This subset has 100 images for each of the 3 categories that
are airplane, car and horse. Although the dataset is aimed
at an unstructured setting most of the images are centered
around the one large object of interest which can be seen in
Table. II (top row). The parameters used in this experiment
are given in Table III and our localization results together
with the other approaches are given in Table IV. Some of
the successful localizations of our method is given in Table II
(top row).
TABLE III: Parameters used for Object Discovery dataset.
Parameter Value
ta 300 (pixel2)
tnms 0.15
thist 1.0
TABLE IV: CorLoc(%) results for Object Discovery dataset.
Methods Airplane Car Horse Average
Rubinstein et al. [15] 74.39 87.64 63.44 75.16
Tang et al. [24] 71.95 93.26 64.52 76.58
Cho et al. [17] 82.93 94.38 75.27 84.19
Ours 81.7 86.5 62.3 76.8
As seen from the table, our approach does not beat the best
performing method but is comparable to the other methods in
terms of average accuracy. However, all the other approaches
require multiple images and/or a few iterations for achieving
the final result. As seen in [17], their first iteration scores
are around 70%. Regarding computational time, the systems
have been implemented on slightly different hardware. Our
approach takes approximately 1.5 seconds per image on a 4
core computer with a 980 GTX GPU. As a comparison, the
state-of-the art approach [17] reports about an hour for 500
images with 10 core computer which makes approximately
7.2 seconds of processing time per image.
If we look at the individual category results, we see that
the we obtain rather high scores for airplane and car while
our score for horse is lower. The low performance in horse
category is probably because of two main reasons. First,
other objects such as humans are present and dominant in
some of the horse images which shifts the focus of the
saliency module. This case can be seen in Table II (middle
row). As our system performs one-shot object localization
on a single image, the output is reasonable in the sense that
it finds meaningful objects but in terms of category accuracy
it is a failure. Second, in some images the color of the horse
and the background is rather similar which makes it hard for
the saliency system to distinguish.
Apart from individual category failures, another general
source of failure is when multiple objects are present in the
image. An example of this is shown in Table II (bottom row).
Here, the saliency map and region proposals successfully
determine individual planes but the cue fusion algorithm
which is biased towards localizing one large object instead
of smaller sparse objects combines individual salient regions
into one big region. Deciding whether combining sparse
salient regions or not is an important aspect that we will
investigate further as a future work.
B. KTH Handtool Dataset
Our approach is also evaluated for each object in our
Handtool dataset. The parameters used in this dataset are
given in Table V. Table VI shows the obtained results.
Because of space constraints, we show only the average
category results instead of individual instance results.
From the results, it can be clearly seen that this dataset is
more challenging compared to the Object Discovery dataset
TABLE V: Parameters used for KTH Handtool dataset.
Parameter Value
ta 300 (pixel2)
tnms 0.05
thist 1.0
TABLE VI: CorLoc(%) results for KTH Handtool dataset.
Camera Type Illumination Object Type
Hammer Plier Screwdriver
Camera1
Artificial 23.1 63.7 38.3
Natural 37.5 58.6 31.0
Directional 23.0 59.0 27.5
Camera2
Artificial 34.3 59.7 29.3
Natural 14,3 47.5 15.7
Directional 21.5 58.9 31.0
since the objects of interest are not dominating the scene
and the environmental changes are more obvious. Secondly,
we see that the most successfully localized category is plier
despite its size being smaller than the other two categories.
This is probably due to the more textured structure of the
tool compared to hammers and screwdrivers.
If we look at the camera type, we see that the accuracy
with Camera1 is generally higher than Camera2. This is
due to Camera1 having higher resolution, closer viewpoint
and better illumination control. The images from Camera2
are from farther away and are darker. Objects being farther
also cause them to be less dominant in the scene.
The variance in the illumination has different effects for
each category and camera. For hammer and screwdriver
categories, the illumination variance significantly affects the
localization accuracy for both cameras. For the plier category,
the accuracy seems less affected. For Camera1, screwdrivers
and pliers are localized best with artificial illumination
conditions while natural light works best for hammer. This
could be because of the shiny surface of the hammers that
causes the drop in the accuracy with artificial and directional
light.
For Camera2, plier and hammer categories are localized
best with artificial light while surprisingly directional light
works best for screwdriver with a small margin. The reason
for natural light being worst is probably due to the fact that
Camera2 images being darker.
Fig. 4 shows some successful localizations of our system
in different illumination conditions and viewpoints.
VII. CONCLUSION
In this paper, we have presented an approach for unsuper-
vised object localization in single images by fusing saliency
maps and region proposals which are generated by two sepa-
rate deep neural networks. Our approach performs similar to
state-of-the-art methods on a benchmark dataset in terms of
average localization accuracy with one-shot processing. We
have also evaluated our approach in a challenging dataset
with varying environmental conditions and non-dominant
objects to get more insights about the performance of the
Fig. 4: Example correct localizations from KTH Handtool
dataset. The columns from left to right shows artificial,
natural and directional illumination. Top row: Results from
Camera1. Bottom row: Results from Camera2.
method in real world settings. The datasets used in this
work are biased towards localizing one large object in a
scene. In case of multiple objects this can cause failures
during cue fusion such as the one shown in Table II (bottom
row). In future work we plan to improve the cue fusion
part of our method to be able to distinguish individual
object localizations from localizing smaller parts of a bigger
object in multi-object localization scenarios. We also plan to
investigate how to improve the robustness and precision of
the saliency maps w.r.t changing environmental conditions.
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