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Abstract: In this paper We develop some fundamental results of 
vector calculus in the barycentric coordinate system and apply 
it to the finite element solution of the second order elliptic 
boundary value problems. Several numerical quadratures for 
the boundary value problems in this coordinate system are 
derived and some numerical experiments for the solution of the 
Poisson equation in a triangular domain with inhomogeneous 
boundary condition are provided. 
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1. Introduction 
Consider the second order elliptic boundary 
value problem [1,10] defined in a bounded open 
domain 12 with polygonal boundary 012 by 
Lu= - ~7. (pVu)+qu=f  in12, 
(1.1) 
u=g on 012. 
Under the assumptions p, q are smooth functions 
and p >~ Pmin > 0, q >~ 0 in 12, the differential opera- 
tor L = - V" .p V' + q is a 1-1 continuous linear 
operator mapping Hd onto H °, where Hd is the 
class of admissible functions defined by 
,2= ( u~ H2: u= gon O12}. 
If g = 0 then the problem of solving (1.1) is equiva- 
lent to the solving of 
(Lu, v )=( f ,v )  for a l l v~H 1, (1.2) 
where H01 is the space of all u in the Sobolev space 
H 1 with u = 0 on 012 and (., .) is the inner prod- 
uct defined by (u, v )= fouvdtt~. 
In general, if g 4~ 0 then H i = G + Ho 1, where G 
is the function in H l agreeing with g on 012. 
The Ritz-Galerkin solution to (1.1) is to re- 
place H i by a finite dimensional affine subspace 
Sg h contained in H i. The elements of Sg h are of the 
form v h= G + ~,n=l~ki~i, where q~i are basis func- 
tions of S0 h. In the finite element method, the 
region 12 is subdivided into a set ~" of finite number 
of disjoint regions, say triangle elements, and the 
space S0 h consists of piecewise polynomials defined 
on the elements in ~. An approximate solution to 
(1.1) can then be obtained by solving the following 
discrete finite element system: 
( tu  h, ~,) = ( f ,  q,,) for i = 1 . . . . .  n. (1.3) 
The derivation of the element matrix of (1.3) 
involves the integration of polynomials over the 
element. These integrals can be evaluated easily if 
the interpolation functions are expressed in terms 
of a local coordinate system. The barycentric coor- 
dinate system, which some engineers call the area 
coordinate system, is one of the best local coordi- 
nate systems for a study of the triangular finite 
element method. Strang and Fix [10] and Ciarlet 
[3] etc. have discussed some general procedures of 
representing interpolation functions and made 
calculations in this coordinate system. In this paper 
we develop some fundamental results of vector 
calculus in the barycentric oordinate system that 
serve as a basis for the solution of the elliptic 
boundary value problem by the finite element 
method. 
In Section 2 we state the underlying notations 
and develop some fundamental results of vector 
calculus in the barycentric oordinate system. In 
Section 3 we consider the finite element solution 
of the boundary value problem (1.1) and discuss 
how to calculate the element matrices in this coor- 
dinate system. In Section 4 we propose two 
quadrature rules for calculating the load vector 
and the element matrix. To illustrate the theory, a 
boundary value problem with inhomogeneous 
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boundary condition, is solved numerically in Sec- 
tion 5. 
2. Fundamental results of vector calculus in the 
baryeentric coordinate system 
Denote by r a triangulation of O, by I2 h the set 
of all vertices of triangles T in r, and by O h the set 
of all interior nodes of I2 h. 
A linear operator L x : O h --, R is called an q-lo- 
cal operator for some integer q if the value of 
Lx (y )  at y ~ O h depends only on the values of y in 
a q-neighbourhood of x; more precisely, L~(y)  = 0 
for all values of y in O h with Ix -y l  > q, where 
I x -Y l  is the min imum number of edges connect- 
ing the two nodes x and y along some sides of 
triangles in r. 
Let T=AoA~A 2 be a triangle in a bounded 
polygonal domain O. We will denote by ~i, i = 0, 
1, 2 the three affinite functions defined by the 
equation }~(Aj)= 6ij , where 3 is the Kronecker 
delta function. Since A o, A1, A 2 are affinely inde- 
pendent, any point x ~ O can be uniquely repre- 
sented as x = }o(x)Ao + }l(x)A1 + }2(x)A2, }0 + 
G + ~2 = 1. 
We will refer to fo, ~1, ~2 the barycentric oor- 
dinates of x with respect to the triangle T= 
AoAIA  2. 
Any polynomial of degree n on O can be ex- 
pressed uniquely as a homogeneous polynomial of 
degree n in the barycentric coordinates with re- 
spect to a specific triangle T=AoA~A 2 in r, or 
else as a polynomial  of degree n in any two of the 
coordinates. 
Define the first order linear differential opera- 
tors D, with respect o the coordinate f~ by 
D , (~, )=0 and D,(~i_+I)=T-1.  
That is, the counter clockwise normalized deriva- 
tive of a function f in the direction parallel to the 
side opposite Ap 
The differential operator can be extended to 
any order by D~f = D~oD~'D~f, where a = 
(a  o, a 1, a2)~ N 3, D o and D ° denote the identity 
operator. We denote by [a[ = a 0 + a I + a 2 the order 
of D% 
Define d#r  and d /~ as Lebesgue measure on T 
and ~2 normalized by f rd#r = f~d~a = 1. 
I f  ~2 is a polygon and r is a triangulation of O, 
then 
f Jd /~ ~ = T~f~(T) f /d#T.  
In particular, if $2 is an equilateral triangle of 
unit side length and r is an equilateral triangula- 
tion of O, then/z~(T)  = h 2 for all triangles of side 
length h in r. 
I~mma 2.1 [7]. 
= 
S O !S 1 !S 2 !2 !  
(S  O Or- S 1 q- S 2 q'- 2)! ' 
Let x be a point in the triangular element T ~ r 
and e~ be the unit vector in the direction A,+ 1A,_ ~, 
then the gradient, Uu can be written in terms of 
e, _+ 1 as follows: 
~u= )ki+lei+ 1 + )ki_lei_ 1. 
The coefficients )~, _+1 are determin'ed as follows: 
1 
h__Dju = %" ~Tu = 2,,+1e,+1 .ej + Xi_lei_l e J  
fo r j  = i _+ 1, (2.1) 
where hj is the length of the side opposite Aj. 
The inner products e,. ej are given by 
1 if i = j ,  
e~.%= _cosok_hZ-h2-h ,  2 if iv~j, (2.2) 
2hihj 
where 0, is the angle of the triangle T = A,AjA,  at 
vertex A k. 
Substituting (2.2) into (2.1) gives a system of 
linear equations for the Ms, the solution of which 
cos O~ 
- -D i+ lu  + ~.D~ 1 u 
) t i+  1 ~ 
" - t - i  
1 - cos20, 
1 D, ~u cosO~ 
h ,_---~ - + h,--~l D '+ 'u  
~k i 1 ~ 1 - cos20, 
In particular, if T is an equilateral triangle of side 
length h then the gradient operator V' and the 
Laplacian operator A = V'. V" can be represented 
as  
2 ~e iD i and A= 2 ~ iD , "  
U" = -~ i 3h2  " 
i s  
1 
hi+l 
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It follows that the inner product ~Tu. ~Tv can be 
represented as 
2 XTu. v'v= ~_.(D,u)(D,v). (2.3) 
3h 2 T 
3. The finite element solution of the problem 
In this section we concentrate on the computa- 
tion of the element matrices for the approximate 
solution of the problem (1.1) using linear splines. 
For simplicity, we assume ~2 can be triangulated 
into uniform, equilateral triangles. The calcula- 
tions can be easily generalized to non-uniform 
meshes either through affine transformation r by 
using the fundamental vector calculus developed 
in Section 2. 
For every interior node i of 52h, let ~,~ be the 
trial function which equals one at i and zero at all 
other nodes. These pyramid function ~,~ form a 
basis for the trial space S0 h. 
The basis function ffi (x) can be expressed as 
~i(X)={~oi ifx~H~, (3.1) 
otherwise, 
where/4, is the hexagon formed by the six trian- 
gles in ~ with the common vertex i and ~ is the 
barycentric coordinate of x with respect o any of 
the triangles in/4,.. 
It is noted that the definition of q,~ can be 
extended to those nodes i on 052 by replacing the 
hexagon H i by H, A 052. 
The Ritz-Galerkin solution to the problem (1.1) 
thus requires only the solution of the system of 
linear equations: 
f(pvu + qu%)d# =ffep;d 
for i ~ 52h, (3.2) 
where 
u ~ = G + ~] h'iq~i, (3.3) 
i E~ h 
for some member G in H~ which agrees with g on 
052. 
The treatment of the inhomogeneous boundary 
condition is, in general, a difficult question. One 
way of treating the boundary condition is to re- 
place g by its linear spline interpolant. In this 
treatment, he function u h can be expressed as 
uh= E G(i)ep,+ E h;q,,= E hiq~,, (3.4) 
i E~ h iE~h i~12,~ 
where 
hi = f g(i) 052, on 
[G(i)+h' on~ h. 
To calculate the element matrix for equation 
(3.2), we need the following lemma. 
Lemma 3.1. 
fsvq,,  = 4#a(T) t -1  if l i - j l= 1, 
• ~Tepjd#~ 6 ifi=j, 
3h2 t 0 otherwise. 
Proof. Let T be a triangle with vertices i,j and k in 
hexagon H i. Then ~i = ~i and 
1 i f ( l , j )~( ( i , k ) , (k , j ) , ( j , i )} ,  
Dt+j -1  if ( / , j )  ~ ( ( i , j ) ,  ( j ,  k), (k, i)}, 
0 otherwise. 
From (2.3), we get 
f ~7~- ~7~jd#r = 
= E 
T~'r  '5? / -  1 
/ 2~(T) fT~h2( -1 )d#T i f l i - j [  =1,  
otherwise, 
which gives Lemma 3.1. [] 
By substituting (3.4) in (3.2), we get 
j~t~hhjfa(p~rCpi. ]~7~j"l-qCpiePj)dtta=f/epid#a 
(3.5) 
for i ~ I2 h. 
If p = 1 and q is a constant then it follows from 
Lemma 3.1 that the system of linear equations 
(3.5) becomes 
E hjLij = ff4'idt~ for i ~ 0h, (3.6) 
j~12 h 
42 
where 
i f l i - j l  = 1, 
i f i= j ,  
otherwise. 
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Table  1 
0- local  quadrature  
/ h Ilu - ahllL~m s 
0 0.25 1.9278 × 10 2 
1 0.125 4.7939 x 10 3 2.01 
2 0.0625 1.1945 × 10-  3 2.00 
3 0.03125 2 .8678× 10 4 2.06 
4. Numerical quadratures 
For arbitrary p, q and f,  the integrals in the 
expression (3.5) may not be computed exactly, 
thus some numerical quadratures will be necessary 
to approximate these integrals. Note that the 
Ritz-Galerkin solution to the boundary value 
problem (1.1) has an order of accuracy O(h 2) for 
using the linear spline basis functions. Thus, in 
order to retain this accuracy, the quadrature 
scheme must have a minimum degree of accuracy 
of order O(h2) .  In  this section, we shall derive 
some numerical quadratures for the integral ~ = 
fs~fep~dt~ only, since quadrature schemes for other 
type of integrals uch as 
fT, uT, p ~yff~. lyd%d/~o and fl2qdpigpjd]l£l 
can be obtained in a similar way. We shall denote 
the quadrature for the integral F, by ~. 
We observe that the integral F, has support over 
the hexagon H,. The simplest numerical quadra- 
ture is the 0-local quadrature. That is, ~ is ap- 
proximated by af(i). 
The parameter a can be determined from the 
condition that F~ =/~/, for all constant values of f. 
When the mesh is uniform, one can verify that 
a = 2/ta(T) and the quadrature is exact over linear 
polynomials. 
Now we derive another numerical quadrature 
determined by the l-local values of f.  That is, 
Fii = af (  i) + b~. l i _ j l= , f ( j ) .  
The two parameters a and b can be determined 
from the condition that ~ = ~ for linear and 
quadratic polynomials. 
When the mesh is uniform, one can show that 
1 T a=~/xo(T)  and b=~/ts2 ( ) ,  
and the quadrature is exact for all polynomials of 
degree ~ 3. 
5. Experimental results 
In this section we shall present a numerical 
example of boundary value problem, whose solu- 
tion has been approximated by the Ritz-Galerkin 
approximation discussed in Sections 3 and 4. 
Consider the problem 
8 (1 -  2x~)e  -x'~ inl2, (5.1) 
u( , xl, x2) = Ee  --',2 on Ol2, 
i 
where 12 is an equilateral triangle of unit side 
length. 
The unique solution to (5.1) is 
U(Xo, Xl,X2)=~e-X~'. 
i 
The Ritz-Galerkin approximation to the prob- 
lem (5.1) in the finite dimensional affine space S~ 
yields the following system of linear equations: 
h2 ff ,od  , Auh - #a( T ~ 
where f= 2Ei(1 - 2x~)e -x~ and A is the discrete 
Laplacian operator. 
The results of the 0-local and l-local numerical 
quadratures are given in Tables 1 and 2 respec- 
tively. The results given in these tables conform 
that the accuracy of the Ritz-Galerkin solution to 
Tab le  2 
l - local  quadrature  
l h Ilu - t~hllL2~ m s 
0 0.25 2.0306 x 10 -2  
1 0.125 5.1281 × 10 -s  1.99 
2 0.0625 1.2849 × 10 3 2.00 
3 0.03125 3.1192 × 10 -4  2.04 
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the problem for both the quadrature schemes is 
O(h2). The quantity s in this table is 
I [u-  tJh'llL2(~) / log ~ . 
S = log Ilu - ah~l lL2~o)  
The norm ]lu-t~hllL2tm is approximated by 
applying some numerical quadrature to each of the 
triangular elements T ~ ~-. In our numerical experi- 
ment, the norm Ilu - ~hllc2t~) is approximated by 
the third order Gregory type quadrature [8]. 
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