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Resumen
Se estudia la existencia de soluciones radiales de problemas semilineales elı´pticos indefinidos sobre la
bola unidad de Rn (n ≥ 3) con condiciones de frontera de Dirichlet, cuyo te´rmino no lineal es de la forma
λm(|x|)f(u) dondem(| · |) es radialmente sime´trica, discontinua y cambia de signo. Este estudio se realiza
utilizando te´cnicas variacionales y en especial el “Lema del Paso de Montan˜a” de Ambrosetti-Rabinowitz.
Palabras clave. Ecuacio´n semilineal, Problema a valores en la frontera, Solucio´n radial, Dominio sime´trico, Bola
unidad, Cambio de signo.
Abstract
We study the existence of radial solutions of indefinite semilinear elliptic equations in the unit ball in Rn
(n ≥ 3) with Dirichlet boundary conditions, whose nonlinear term has the form λm(|x|)f(u) wherem(| · |)
is radially symmetric, discontinuous and changes sign. This study is realized using variational tecniques
and especially the Ambrosetti-Rabinowitz’s “Mountain Pass Lemma”.
Keywords . Semilinear equation, Boundary value problem, Radial solution, Symmetric domain, Unit ball, Change
of sign.
1. Introduccio´n. El intere´s de este trabajo es demostrar la existencia de soluciones radiales de´biles
para problemas semilineales elı´pticos indefinidos, de forma especı´fica se busca la solucio´n del problema
semilineal elı´ptico de la forma:
(1.1)
 −∆u = λm(|x|)f(u) x ∈ Bu = 0 x ∈ ∂B
mediante el uso de las te´cnicas del ana´lisis no lineal (ver [6, 23]). Lo que conocemos como ana´lisis no
lineal ha jugado un papel muy importante en la resolucio´n de ecuaciones diferenciales parciales no lineales
y en particular de las semilineales elı´pticas. De forma ma´s especı´fica se desea resolver el problema (1.1)
mediante la utilizacio´n de la teorı´a de puntos crı´ticos. La teorı´a variacional mencionada ha tenido un impre-
sionante desarrollo a partir del trabajo de Antonio Ambrosetti y Paul H. Rabinowitz [5], donde los autores
logran demostrar el denominado Lema del “Paso de montan˜a” que ha proporcionado un teorema general de
existencia de soluciones no nulas para ciertos problemas no lineales.
Problemas semilineales elı´pticos indefinidos con condiciones de Dirichlet han sido estudiados con
gran entusiasmo en las u´ltimas de´cadas por matema´ticos como Stanley Alama y Manuel del Pino [1], los
cuales aportan soluciones no triviales a este tipo de problemas donde el te´rmino no lineal es de la forma
λu + h(x)f(u) con h que cambia de signo y f tiene crecimiento supercuadra´tico. Los profesores Stanley
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Alama y Gabriella Tarantello [2] estudian problemas cuyo te´rmino no lineal es de la forma W (x)f(u)
dondeW (x) es una funcio´n peso continua y que cambia de signo, en este caso los autores buscan soluciones
positivas, adema´s de demostrar la multiplicidad.
El principal intere´s de este trabajo es extender los trabajos realizados por [3] [8], [9], [11], [15] y [19] y
en consecuencia conocer como resolver este tipo de problemas; en este sentido se aporta con nuevos resul-
tados referentes a la resolucio´n de problemas semilineales elı´pticos. Adema´s debe sen˜alarse que problemas
semilineales elı´pticos aparecen en diferentes campos de la fı´sica, quı´mica, etc., por ejemplo en fı´sica de
plasma (ver [12]) y en astrofı´sica (ver [13] y [14]). Un ejemplo de este tipo de ecuaciones semilineales es
el problema de Hill (ver [20] y [21]). Para otras aplicaciones referirse a las citas de [22].
2. Hipo´tesis y formulacio´n variacional. En este trabajo se estudia la existencia de soluciones radiales
para el problema semilineal
(2.1)
 −∆u = λm(|x|)f(u) x ∈ Bu = 0 x ∈ ∂B
donde se busca u : B → R con B := B(0, 1) ⊂ Rn (n ≥ 3), la bola abierta de centro cero y radio uno en
Rn, λ ∈ R+, f una funcio´n no lineal y m(| · |) una funcio´n que cambia de signo y que es discontinua.
2.1. Hipo´tesis. Se consideran las siguientes hipo´tesis para f : R→ R:
(f1) f es no negativa, precisamente:
(2.2) f(s) = 0 para s ≤ 0 y f(s) > 0 para s > 0.
(f2) f es continua
(2.3) f ∈ C(R,R)
(f3) Existen constantes a1, a2 ≥ 0 tal que
(2.4) |f(s)| ≤ a1 + a2|s|p
para todo s ∈ R, donde 1 < p < 2∗ − 1 y 2∗ es el exponente crı´tico, 2∗ = 2NN−2 .
(f4) Sea r > 0, 2 < µ < 2∗ y d1, d2 > 0 constantes tal que
(2.5) 0 < sf(s)− µF (s) ≤ d1|s|2 + d2, ∀s ≥ r,
donde F esta´ definida por
(2.6) F (s) =
∫ s
0
f(t)dt.
(f5) Comportamiento de f en una vecindad de 0,
(2.7) l´ım
s→0
f(s)
s
= 0.
Adema´s se consideran las siguientes hipo´tesis sobre m(| · |) : B → R:
(m1)
(2.8) m ∈ L∞(B).
(m2)
(2.9) m discontinua en |x| = γ donde 0 < γ < 1.
(m3)
(2.10) m(|x|) > 0 para |x| < γ y m(|x|) < 0 para γ < |x| < 1.
En particular se tomara´ el caso donde m(| · |) esta definida por:
(2.11) m(|x|) =
{
1 si 0 ≤ |x| < γ
−1 si γ < |x| < 1.
Observacio´n 1. Por cambio de escala se podrı´a tomar BR = B(0, R) ⊂ Rn con R ∈ R+.
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2.2. Formulacio´n variacional. Diremos que u ∈ E := H10 (B) es solucio´n de´bil de (2.1) si
(2.12)
∫
B
∇u∇vdx = λ
∫
B
m(|x|)f(u)vdx ∀v ∈ H10 (B).
Por otro lado, el funcional asociado al problema (2.1) es:
(2.13)
I : E −→ R
u 7−→ I(u) = 1
2
‖u‖2 − λ
∫
B
m(|x|)F (u)dx,
con derivada de Fre´chet dada por:
dI(u)v =
∫
B
∇u∇vdx− λ
∫
B
m(|x|)f(u)vdx ∀v ∈ H10 (B).
En consecuencia es fa´cil determinar que las soluciones de´biles de (2.1) son los puntos crı´ticos de (2.13).
3. RESULTADOS Y DISCUSIO´N.
3.1. Existencia de soluciones. De la hipo´tesis 2.2 se tiene que f(0) = 0, en consecuencia el problema
(2.1) admite la solucio´n trivial u = 0. Adema´s, u = 0 es un punto crı´tico de I con I(0) = 0 y dI(0) = 0.
3.1.1. Lemas auxiliares.
Lema 1. El funcional I es C1(E,R).
Demostracio´n: Sea B la bola abierta centrada en cero y de radio 1, es decir, el conjunto {x ∈ Rn :
|x| < 1}. No´tese que B es un dominio acotado en Rn con frontera, ∂B, definida por {x ∈ Rn : |x| = 1}.
∂B es suave.
El funcional I es de la forma
I : E −→ R
u 7−→ I(u) = 1
2
‖u‖2 − λΦ(u).
con Φ(u) definido por:
Φ : E −→ R
u 7−→ Φ(u) =
∫
B
m(|x|)F (u)dx.
Es claro que el primer te´rmino del funcional I es C∞(E,R) y por tanto solo falta demostrar que Φ es
C1(E,R).
Para esto, llamemos:
g(x, s) = m(|x|)f(s).
Ahora, por la hipo´tesis 2.3 la funcio´n f es continua y por la hipo´tesis 2.9 se tiene que la funcio´n m(| · |) es
discontinua sobre el conjunto de medida nula {x ∈ Rn : |x| = γ, 0 < γ < 1}, gracias a lo cual
s 7→ g(x, s) es continua respecto a s ∈ R casi todo x ∈ B,
y por la hipo´tesis 2.8 se sigue que la funcio´n m(| · |) es medible y dado que f es una funcio´n continua, por
lo tanto
x 7→ g(x, s) es medible respecto a x ∈ B para todo s ∈ R.
Entonces se deduce que la funcio´n g cumple con la condicio´n de Carathe´odory (Ca).
Luego, por la hipo´tesis 2.8 se tiene que m ∈ L∞(B) con ‖m‖L∞(B) = 1 y de 2.4 se sigue que
|g(x, s)| ≤ a1 + a2|s|p, a1, a2 > 0
Calahorrano M, Cevallos I.- Selecciones Matema´ticas. 2020; Vol. 7(1): 42-51 45
con 1 < p < (n + 2)/(n − 2) = 2∗ − 1. Gracias a todo esto el funcional Φ es C1(E,R) y finalmente se
obtiene el resultado deseado.
Lema 2. Sea Ω un conjunto abierto y acotado. Dada la sucesio´n {uk}∞k=1 de elementos en H10 (Ω), si
‖uk‖2 =
∫
Ω
|∇uk|2dx < C
para todo k y C > 0 una constante que no depende de k. Entonces existe una subsucesio´n de {uk}∞k=1
(tambie´n notada por {uk}∞k=1) y u ∈ H10 (Ω) tal que
1. uk ⇀ u en H10 (Ω),
2. uk → u en Lq(Ω) para todo q ∈ [1, 2n/(n− 2)),
3. uk(x)→ u(x) c.t.p. en Ω.
Adema´s existe w ∈ Lq(Ω) tal que
4. |uk(x)| ≤ w(x) c.t.p. en Ω y para todo k.
Demostracio´n: Ver [16, pa´g. 17] Lema 3.2.
Lema 3. El funcional I verifica (PS)c para todo c ∈ R, es decir:
Si toda sucesio´n {un}∞n=1 de elementos de E satisface
1. I(uk)→ c (en R) cuando k →∞, y
2. dI(uk)→ 0 (en E′) cuando k →∞
para todo c ∈ R, entonces la sucesio´n {un}∞n=1 tiene una subsucesio´n convergente (en E).
Demostracio´n: Sea c ∈ R y sea {uk}∞k=1 una sucesio´n de Palais-Smale de nivel c, entonces de 1 se
tiene que {I(uk)}∞k=1 es acotada, es decir, existe una constante C1 > 0 tal que
|I(uk)| ≤ C1
y de 2 se tiene que dI(uk) ∈ E′, de donde existe C2 > 0 tal que
|dI(uk)uk| ≤ C2‖uk‖
para todo k. Gracias a esto se tiene que para 2 < µ < 2∗
I(uk)− 1
µ
dI(uk)uk ≤ |I(uk)− 1
µ
dI(uk)uk|
≤ C1 + C2
µ
‖uk‖(3.1)
≤ C(1 + ‖uk‖)
donde C = ma´x{C1, C2}. Por otro lado se tiene que
(3.2) I(uk)− 1
µ
dI(uk)uk =
(
1
2
− 1
µ
)
‖uk‖2 + λ
µ
∫
B
m(|x|)(f(uk)uk − µF (uk))dx.
Luego, gracias a la hipo´tesis 2.5 con 2 < µ < 2∗, se sigue que
(3.3) I(uk)− 1
µ
dI(uk)uk ≥
(
1
2
− 1
µ
− d1λ
µλ1
)
‖uk‖2 − λ
(
C3 +
D2
µ
)
.
De las desigualdades (3.1) y (3.3) se obtiene que
C(1 + ‖uk‖) ≥
(
1
2
− 1
µ
− λd1
µλ1
)
‖uk‖2 − λ
(
C3 +
D2
µ
)
de donde
(3.4) ‖uk‖ ≤
(
2Cµλ1 + 2C3µλλ1 + 2D2λλ1
µλ1 − 2λ1 − 2d1λ +
(
Cµλ1
µλ1 − 2λ1 − 2d1λ
)2)1/2
+
Cµλ1
µλ1 − 2λ1 − 2d1λ,
es decir, {uk}∞k=1 es una sucesio´n acotada en E si y solo si
µλ1 − 2λ1 − 2d1λ > 0
de lo cual se obtiene la siguiente estimacio´n para λ
λ∗ =
λ1
d1
(µ
2
− 1
)
> λ.
Gracias a esto y al Lema 2 se tiene que existe u ∈ E y una subsucesio´n de {uk}∞k=1 (tambie´n notada
por {uk}∞k=1) tal que
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1. uk ⇀ u en E,
2. uk → u en Lq(B) para todo q ∈ [1, 2∗),
3. uk(x)→ u(x) c.t.p. en B.
Adema´s existe w ∈ Lq(B) tal que
4. |uk(x)| ≤ w(x) c.t.p. en B y para todo k.
Finalmente se probara´ que la sucesio´n uk → u en E, una consecuencia de 1 < p < 2∗ − 1. Ahora, dado
que {uk}∞k=1 es una sucesio´n de Palais-Smale de nivel c, se sigue que dI(uk)→ 0 y por el Lema 2 se tiene
uk ⇀ u en E, de donde se obtiene
dI(uk)(uk − u)→ 0 y dI(u)(uk − u)→ 0
y entonces
(3.5) (dI(uk)− dI(u))(uk − u) = o(1).
Luego, por la hipo´tesis 2.3 y 2.4 junto con los resultados del Lema 2 y al teorema de convergencia
dominada de Lebesgue se tiene que∫
B
m(|x|)f(uk)ukdx→
∫
B
m(|x|)f(u)udx.
Otra vez por los mismo argumentos anteriores se obtiene que∫
B
m(|x|)f(uk)udx→
∫
B
m(|x|)f(u)udx.
De lo cual se puede deducir que
(dI(uk)− dI(u))(uk − u) = ‖uk − u‖2E − . . .∫
B
m(|x|)(f(uk)− . . .(3.6)
f(u))(uk − u)dx . . .
= ‖uk − u‖2E + o(1).
Finalmente de (3.5) y (3.6) se tiene que
uk → u en E.
Lo cual demuestra que I satisface (PS)c para todo c ∈ R.
Lema 4. El funcional I satisface la condicio´n:
(3.7) existen constantes ρ, α > 0 tales que I|∂Bρ ≥ α.
Demostracio´n: Sea λ1 > 0 el primer valor propio asociado al operador −∆ con condiciones ho-
moge´neas de Dirichlet sobre B. Fijando ε > 0 tal que
(3.8)
λ1
4λ
> ε
de donde se tiene que
1
2
− ελ
λ1
>
1
4
.
Luego, gracias a la hipo´tesis 2.7 y utilizando la regla de l’Hoˆpital se sigue que
l´ım
s→0
F (s)
s2
= 0
y por lo tanto, para ε en (3.8), existe δ > 0 tal que
|F (s)| < εs2 si |s| < δ.
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Ahora por la hipo´tesis 2.4 se obtiene
|F (s)| < C(s+ |s|p+1),
con 2 < p+ 1 < 2∗. De las dos u´ltimas desigualdades se sigue que
|F (s)| ≤ εs2 + C|s|p+1, para todo s ∈ R.
Gracias a esto se tiene que
I(u) =
1
2
‖u‖2 − λ
∫
B
m(|x|)F (u)dx
≥ 1
2
‖u‖2 − λ
∫
B
F (u)dx
≥ 1
2
‖u‖2 − λε
λ1
‖u‖2 − Cλ‖u‖p+1
≥ 1
4
‖u‖2 − Cλ‖u‖p+1
≥ ‖u‖2
(
1
4
− Cλ‖u‖p−1
)
donde C no depende de u ni de λ. Finalmente, para obtener la condicio´n 3.7 basta tomar
0 < ρλ <
(
1
4λC
)1/(p−1)
y
0 < α ≤ 1
4
(ρλ)
2 − Cλ(ρλ)p+1.
Observacio´n 2. Dado que p− 1 > 0 y
I(u) ≥ ‖u‖2
(
1
4
− Cλ‖u‖p−1
)
para u ∈ E = H10 (B) con norma suficientemente pequen˜a, se tiene que
I(u) > 0 = I(0),
es decir, u = 0 es un mı´nimo local de I y por lo tanto un punto crı´tico del funcional.
Lema 5. El funcional I satisface la condicio´n:
(3.9) existe un e ∈ E \Bρ tal que I(e) ≤ 0.
Demostracio´n: De la hipo´tesis 2.5 se tiene que para r > 0, 2 < µ < 2∗ y
sf(s) ≥ µF (s), ∀s ≥ r
de donde por integracio´n se tiene que existe C > 0 tal que
F (s) ≥ C|s|µ, ∀s ≥ r.
Luego, tomando ψ ∈ C∞c (B) tal que ψ ≥ 0 y supp(ψ) ⊂ B+ := {x ∈ B : m(|x|) > 0}. Si se toma
e = tψ con t > 0 se obtiene
I(e) = I(tψ)
=
t2
2
‖ψ‖2 − λ
∫
B
m(|x|)F (tψ)dx
=
t2
2
‖ψ‖2 − λ
∫
B+
F (tψ)dx
=
t2
2
‖ψ‖2 − λ
∫
B+∩{tψ≥r}
F (tψ)dx− λC1
≤ t
2
2
‖ψ‖2 − λtµ
∫
B+∩{tψ≥r}
C|ψ|µdx− λC1
−→ −∞
48 Calahorrano M, Cevallos I.- Selecciones Matema´ticas. 2020; Vol. 7(1): 42-51
cuando t→ +∞. Gracias a lo cual, para obtener la condicio´n 3.9 basta tomar t suficientemente grande.
En el siguiente teorema hacemos un resumen de los resultados obtenidos en esta subseccio´n obteniendo
ası´ la solucio´n no nula para el problema (2.1).
Teorema 1. Suponga que f verifica las hipo´tesis 2.2, 2.3, 2.4, 2.5 y 2.7. Y suponga que m(| · |) esta´
definida por (2.11). Entonces para todo λ ∈ (0, λ∗), con
λ∗ =
λ1
d1
(µ
2
− 1
)
,
el problema (2.1) tiene al menos una solucio´n no trivial.
Demostracio´n: De la Hipo´tesis 2.2 se obtiene que I(0) = 0 y por el Lema 1 el funcional I esC1(E,R).
Por otro lado, por el Lema 3 se demuestra que el funcional I satisface la condicio´n (PS)c para todo c ∈ R.
Luego, gracias a los Lemas 4 y 5 se sigue que el funcional I cumple con las condiciones geome´tricas 3.7
y 3.9. Del Teorema del “Paso de Montan˜a” de Ambrosetti-Rabinowitz. (Ver [4, pa´g. 118] Teorema 8.2.) se
puede concluir que existe al menos una solucio´n no nula.
Observacio´n 3. Notar que u = 0 tambie´n es una solucio´n del problema (2.1) y se tiene que el problema
al menos tiene dos soluciones, una solucio´n nula de mı´nimo local y una solucio´n no nula de tipo Paso de
Montan˜a.
3.2. Soluciones radiales. Puesto que se esta´ trabajando sobre un dominio sime´trico, con simetrı´a ra-
dial, el cual es de la forma B := B(0, 1) y como la funcio´n m(·) es una funcio´n que depende radialmente
de la variable sobre el dominio B y no de su a´ngulo, es lo´gico buscar soluciones radiales, es decir, indepen-
dientes del a´ngulo, para el problema en estudio y en consecuencia se puede suponer que la solucio´n v(x) es
de la forma
v(x) = u(|x|)
y el problema (2.1) sera´:
(3.10)
 −∆v = λm(|x|)f(v) x ∈ Bv = 0 x ∈ ∂B
el cual puede ser escrito como:
(3.11)
 −∆u(|x|) = λm(|x|)f(u(|x|)) x ∈ Bu(|x|) = 0 x ∈ ∂B.
Adema´s si se hace el cambio de variable r = |x|, es decir, v(x) = u(|x|) = u˜(r) se tiene que el problema
(3.10) se escribe como la ecuacio´n diferencial ordinaria ma´s la condicio´n de borde siguiente
(3.12)
 −u˜
′′ − n− 1
r
u˜′ = λm(r)f(u˜) r ∈ (0, 1)
u˜(1) = 0.
Adicionalmente en (3.12) se puede imponer la condicio´n u˜′(0) = 0 o la condicio´n u˜(0) = σ con σ ∈ R+,
si se busca soluciones no negativas.
Observacio´n 4. Se observa que la ecuacio´n (3.12) no depende del a´ngulo puesto que u˜ es indepen-
diente del mismo.
Ahora como se desea encontrar soluciones radiales es lo´gico buscarlas en el espacio funcionalH10,rad(B),
el cual esta´ definido por
H10,rad(B) := {u ∈ H10 (B) : u es radial}
dotado de la misma norma de H10 (B), la cual esta notada por
‖u‖r :=
(∫
B
|∇u|2dx
)1/2
, u ∈ H10,rad(B).
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Nota 3.1. El espacio H10,rad(B) es la completacio´n del subconjunto de funciones radialmente sime´tri-
cas en C∞c (B). Para mayores detalles ver [19] y [7].
Se tiene la mayoracio´n punto a punto
|u(|x|)| ≤ C ‖u‖r|x|(n−2)/2 .
Por otro lado se tiene que el espacio H10,rad(B) es un espacio de Hilbert con el producto escalar
(u|φ)r :=
∫
B
∇u∇φdx ∀u, φ ∈ H10,rad(B).
Adema´s, la inmersio´n de H10,rad(B) en L
p(|x|βdx) es compacta para p < 2∗ − 1 + 2β/(n − 2) con
β > 0.
Observacio´n 5. Notar que el te´rmino |x|β es acotado sobre B.
Ahora utilizando la misma te´cnica de la seccio´n anterior, se busca resolver el problema −∆u(|x|) = λ|x|βm(|x|)f(u(|x|)) x ∈ Bu(|x|) = 0 x ∈ ∂B.
De aquı´ en adelante se utilizara´ la notacio´n v := u(|x|). Entonces el problema se reescribe como
(3.13)
 −∆v = λ|x|βm(|x|)f(v) x ∈ Bv = 0 x ∈ ∂B
donde m(| · |) esta´ definida por (2.11).
Ahora, diremos que v ∈ E := H10 (B) es la solucio´n de´bil de (3.13) si∫
B
∇v∇φdx = λ
∫
B
|x|βm(|x|)f(v)φdx, ∀ φ ∈ H10,rad(B).
El problema (3.13) tiene como funcional asociado a:
(3.14)
Ir : H
1
0,rad(B) −→ R
v 7−→ Ir(v) = 1
2
‖v‖2r − λΦr(v),
donde
Φr(v) =
∫
B
|x|βm(|x|)F (v)dx.
Adema´s, la derivada en el sentido de Fre´chet del funcional Ir es
dIr(v)φ =
∫
B
∇v∇φdx− λ
∫
B
|x|βm(|x|)f(v)φdx, ∀ φ ∈ H10,rad(B);
y en consecuencia las soluciones de´biles de (3.13) son los puntos crı´ticos de (3.14) y viceversa.
Observacio´n 6. Se debe observar que la correcta eleccio´n del espacio para el funcional Ir permitira´
encontrar la solucio´n radial deseada, puesto que la condicio´n de radialidad esta´ incorporada al espacio.
3.2.1. Lemas auxiliares. De la hipo´tesis 2.2 se tiene que f(0) = 0, gracias a lo cual el problema
(3.13) admite la solucio´n trivial v = 0. Adema´s, se puede concluir que v = 0 es un punto crı´tico de Ir con
Ir(0) = 0 y dIr(0) = 0.
Observacio´n 7. Las demostraciones de los lemas siguientes se obtienen de forma similar que en la
seccio´n anterior con pequen˜as variacioes. Para mayor detalle ver [16].
Lema 6. El funcional Ir definido por (3.14) es C1(H10,rad(B),R).
Lema 7. Sea B = B(0, 1) definido por {x ∈ Rn : |x| < 1}. Dada la sucesio´n {vk}∞k=1 ⊂ H10,rad(B),
si
‖vk‖2r =
∫
B
|∇vk|2dx < C
para todo k y C > 0 una constante que no depende de k. Entonces existe una subsucesio´n de {vk}∞k=1
(tambie´n notada por {vk}∞k=1) y v ∈ H10,rad(B) tal que
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1. vk ⇀ v,
2. vk → v en Lq(|x|βdx) para todo q ∈ [1, (n+ 2)/(n− 2) + 2β/(n− 2)),
3. vk(x)→ v(x) c.t.p. en B.
Adema´s existe w ∈ Lq(|x|βdx) tal que
4. |vk(x)| ≤ w(x) c.t.p. en B y para todo k.
Sea λ1[|x|β] > 0 el primer valor propio asociado al operador −∆ con condiciones homoge´neas de
Dirichlet sobre B (en H10,rad(B)), es decir, λ1[|x|β] el primer valor propio asociado al problema −∆v = λ|x|βv x ∈ Bv = 0 x ∈ ∂B.
Adema´s, de este problema se puede deducir que
λ1[|x|β]
∫
B
|x|β |v|2dx ≤
∫
B
|∇v|2dx.
Lema 8. El funcional Ir verifica (PS)c para todo c ∈ R, es decir:
Si toda sucesio´n {vn}∞n=1 ⊂ H10,rad(B) que satisface
1. Ir(vk)→ c (en R) cuando k →∞, y
2. dIr(vk)→ 0 (en (H10,rad(B))′) cuando k →∞
para todo c ∈ R, entonces esta tiene una subsucesio´n convergente (en H10,rad(B)).
Lema 9. El funcional Ir satisface la siguiente condicio´n:
(3.15) [I1] existen constantes ρ, α > 0 tales que Ir|∂Bρ ≥ α.
Lema 10. El funcional Ir satisface la siguiente condicio´n:
(3.16) [I2] existe un e ∈ H10,rad(B) \Bρ tales que Ir(e) ≤ 0.
Ahora se presenta el Teorema principal de esta subseccio´n
Teorema 2. Suponga que f verifica las hipo´tesis (2.2), (2.3), (2.4), (2.5) y (2.7). Ahora, suponga que
m(| · |) esta´ definida por (2.11). Entonces para todo λ ∈ (0, λ˜) con
λ˜ =
λ1[|x|β]
d1
(µ
2
− 1
)
el problema (3.13) tiene al menos una solucio´n radial y no trivial.
Demostracio´n: De la Hipo´tesis 2.2 se obtiene que I(0) = 0 y por el Lema 6 el funcional Ir es
C1(H10,rad(B),R). Por otro lado, por el Lema 8 se demuestra que el funcional Ir satisface la condicio´n
(PS)c para todo c ∈ R. Luego, gracias a los Lemas 9 y 10 se sigue que el funcional Ir cumple con las
condiciones geome´tricas 3.15 e 3.16. Del Teorema del “Paso de Montan˜a” de Ambrosetti-Rabinowitz. (Ver
[4, pa´g. 118] Teorema 8.2.) se puede concluir que existe al menos una solucio´n radial no nula.
4. Observaciones finales.
1. Se ha demostrado que el problema en estudio tiene al menos una solucio´n radial no nula.
2. El te´rmino |x|β es muy importante puesto que permite ganar compacidad y obtener las soluciones
radiales buscadas.
3. Puesto que m(| · |) cambia de signo se debe hacer un estudio diferente al cla´sico, es decir, aquel
que se suele encontrar en los textos.
4. La discontinuidad de m(| · |) en |x| = γ lleva a problemas diferentes de los estudiados en la
literatura.
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