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Abstract
Emotion is an essential part of Artificial Intel-
ligence (AI) and human mental health. Current
emotion recognition research mainly focuses on
single modality (e.g., facial expression), while
human emotion expressions are multi-modal in
nature. In this paper, we propose a hybrid emotion
recognition system leveraging two emotion-rich
and tightly-coupled modalities, i.e., facial ex-
pression and body gesture. However, unbiased
and fine-grained facial expression and gesture
recognition remain a major problem. To this end,
unlike our rivals relying on contact or even invasive
sensors, we explore the commodity WiFi signal
for device-free and contactless gesture recognition,
while adopting a vision-based facial expression.
However, there exist two design challenges, i.e.,
how to improve the sensitivity of WiFi signals and
how to process the large-volume, heterogeneous,
and non-synchronous data contributed by the two-
modalities. For the former, we propose a signal
sensitivity enhancement method based on the
Rician K factor theory; for the latter, we combine
CNN and RNN to mine the high-level features of
bi-modal data, and perform a score-level fusion for
fine-grained recognition. To evaluate the proposed
method, we build a first-of-its-kind Vision-CSI
Emotion Database (VCED) and conduct extensive
experiments. Empirical results show the superiority
of the bi-modality by achieving 83.24% recogni-
tion accuracy for seven emotions, as compared
with 66.48% and 66.67% recognition accuracy by
gesture-only based solution and facial-only based
solution, respectively. The VCED database down-
load link is https://drive.google.com/open?id=
1OdNhCWDS28qT21V8YHdCNRjHLbe042eG.
Note: You need to apply for permission after
clicking the link, we will grant you a week of
access after passing.
1 Introduction
Three decades ago, Minsky in his book The Society of Mind
asked: “The question is not whether intelligent machines can
have any emotions, but whether machines can be intelligent
without emotions” [Minsky, 1987]. Since then, emotion be-
comes an essential part of AI. It’s also a key piece of human
mental health [Gross and Mun˜oz, 1995], and emotion recog-
nition rises as a fundamental issue [Cowie et al., 2001]. It is
proved to be effective in many areas, e.g., analyzing the EEG
(Electroencephalography) for fatigue detection [Chai et al.,
2016] and emotional regulation [Yen et al., 2018]. However,
emotion recognition is challenging since emotion expression
is person-dependent and multi-modal in nature [Anagnos-
topoulos et al., 2015].
Previous research in this topic mainly focuses on single
modality like facial expression [Li and Deng, 2018] or speech
[Albanie et al., 2018]. But because emotional expression is
diversified with different people, a single modality may not be
able to capture the real emotion fully. For example, some peo-
ple tend to rely on body language to express emotion rather
than facial expression. Thus, there is a recent trend of ex-
ploring multi-modality for more reliable and accurate emo-
tion recognition, e.g., facial-audio [Noroozi et al., 2019] or
facial-EEG [Huang et al., 2017]. However, the correlation
between two modalities still remains a major problem.
In general, facial expression and body gesture are emotion-
rich and tightly-coupled in emotion expression. Yan and
Zhang [Yan and Zhang, 2009] find that traditional image-
based facial recognition system is not accurate enough, but
gestures can help people better-analyzing emotions behind
people’s facial expressions, where vision is used for capturing
the spontaneous facial expression and body gesture [Gunes
and Piccardi, 2006]. But due to the line-of-sight (LOS) con-
straint, a camera may not be able to cover the facial expres-
sions and full-body gestures, leading to information loss. It
is well known that WiFi signals can be affected by human
presence or activities due to the multi-path effect.
To this end, we leverage commodity WiFi for a full-
coverage, contactless, and fine-grained gesture recognition
while adopting vision for facial expression recognition. There
exist two design challenges, i.e., how to improve the sensi-
tivity of WiFi signals and how to process the large-volume,
heterogeneous, and nonsynchronous data contributed by the
two-modalities. For the former, we propose a signal sensi-
tivity enhancement method based on the Rician K factor the-
ory; for the latter, we combine CNN and RNN to mine the
high-level features of bi-modal data, and perform a score-
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level fusion for fine-grained recognition. To evaluate the pro-
posed method, we build a first-of-its-kind Vision-CSI Emo-
tion Database (VCED) and conduct extensive experiments.
Our contributions are summarized as follows:
• We build the first open Vision-CSI Emotion Database
(VCED) for facial expression-gesture bimodal emotion
recognition. VCED contains a total of 1750 video clips,
and corresponding CSI sequences (data collected from
ten volunteers, containing seven emotions), which will
be publicly available to researchers free of charge. We
further propose a WiFi CSI sensitivity enhancement
method based on the Rician-K factor theory to collect
better CSI data.
• To the best of our knowledge, we are the first to pro-
pose the facial expression-gesture bi-modal for emotion
recognition with video and CSI data.
• We have implemented a prototype system which com-
bines CNN and RNN to mine the high-level features of
bi-modal data, and perform a score-level fusion for fine-
grained recognition. The prototype is evaluated with ex-
tensive experiments, and the results demonstrate the ef-
fectiveness of the propose facial expression-gesture bi-
modal emotion recognition method.
2 Vision-CSI Emotion Database
2.1 Database Design
Generally, emotions are associated with facial expression,
speech, and body gestures. To make the database more mean-
ingful, the following two requirements should be satisfied:
the associated gestures should be coherent with the emotions,
and different subjects’ emotions should not be identical (i.e.,
subjects express their emotions independently).
As to the first requirement, we choose to use Acted Fa-
cial Expressions in the Wild (AFEW) [Dhall et al., 2012]
dataset to help gain knowledge on how others behave with
different emotions. AFEW is a temporal and multi-modal
database that provides vastly different environmental condi-
tions in both audio and video, and it contains clips with spon-
taneous expressions collected from various movies/TV series.
We learn from the AFEW database to help to select emotion
representation templates. To be more specific, we choose
seven universal emotions to build our database and choose
templates for each emotion. Hence emotion reactions will
not be dispersed. We select the videos with body gestures in
this AFEW and show them to the volunteers who participate
in data collection. Then the volunteers will vote for the five
most popular templates (we assume that these five templates
are the most reasonable templates) as the final templates used
in the database building.
As to the second requirement, the templates are used only
as guidance instead of rules. Figure 1 shows the anger emo-
tion expressed by different subjects according to the same
template, where we can observe that each person retains
his/her own independence. Note that although templates
are given to the subjects when we build VCED, VCED still
has more freedom than other similar databases such as CK+
[Lucey et al., 2010] and JAFFE [Lyons et al., 1998]. More-
over, we create our database with different illumination con-
ditions, head positions, and intensities of expressing emotions
to capture the diversity in daily life better.
2.2 Database Collection and Brief Introduction
During the data collection process, we use a laptop computer
to gather the video and two Mini PC with four antennas to
obtain the CSI. The MiniPC is with Ubuntu 12.04, one Tr an-
tenna sends WiFi signals (can be replaced by a regular router),
and the other three Rx antennas receive WiFi signals and ex-
tract CSI data using csitool [Halperin et al., 2011]. As illus-
trated in Figure 1, the laptop is placed in the center to collect
vision information, and we put the WiFi antennas on both
sides of the shelf for collecting the CSI data containing ges-
ture information. A leap plate is placed between Tr-Rx3 to
increase gesture sensitivity, which will be further explained
in Section2.3.
In general, VCED has 7 emotions (i.e. Angry, Disgust,
Fear, Happy, Neutral, Sad and Surprise), 35 templates (5 tem-
plates are selected for each emotion). Ten volunteers (7 male
and 3 female, whose ages range from 23 to 25) repeat each
template five times. Finally, 1750 video clips and the corre-
sponding CSI sequences are collected. Each video clip has a
frame rate of 30Hz and a resolution of 720p. For video data,
we provide the original video and the cropped video contain-
ing only the blocks of the facial expressions. These videos
are saved in mp4/avi format. The packet rate used for collect-
ing CSI data is 500 packets/second, and the CSI file contains
data of 90 subcarriers of 3 receiving antennas. For CSI in
VCED, we provide raw data (the suffix is .dat) and cropped
data, which only contains emotion-related actions (the suffix
is .mat). The total size of VCED is 43GB.
2.3 Leveraging Rician-K Factor Theory for WiFi
CSI Data Collection
As shown in Figure.1, Tr-Rx3 antenna pair has low sensitiv-
ity to gestures due to their location. Based on the derivation
of the Rican-K factor theory, we find that reducing the com-
ponent of the direct signal can improve its performance, thus
we add a lead plate between Tr-Rx3.
Rician-K factor
Rician-K factor is defined as the ratio of the power in
the LOS path to the energy in the NLOS (Non-Line-Of-
Sight) path. The baseband in-phase/quadrature-phase (I/Q)
representationx(t) of the received signal x(t) (t is time index)
can be represented as follows [Tepedelenlioglu et al., 2003]:
x(t) =
√
KΩ
K + 1
ej(2ΠfDcos(θ0)t)+φ0 +
√
Ω
K + 1
h(t) (1)
where K is the Rician Factor, Ω denotes the total received
power, θ0 and φ0 are the angle of arrival and phase of the
LOS, respectively. fD is the maximum Doppler frequency,
and h(t) is the diffuse component given by the sum of a
large number of multipath components, constituting a com-
plex Gaussian process.
The edge distribution probability density function p(r) of
the envelope of the received signal can be expressed by K
Figure 1: The left is a schematic diagram of our data acquisition system. Tr is the transmitting antenna, Rxs are receiving antennas. C is the
computer, which is used for shooting video. We use a lead plate to block the Tr. The right part of the figure shows examples in our VCED
database, the leftmost three (from top to bottom) are the happy, angry, and disgust expressions of the same volunteer, and the other nine
pictures are the angry expressions of the other nine volunteers.
and Ω as:
p(r) =
2(K + 1)r
Ω
e(−K−
(K+1)r2
Ω ) · I0(2r
√
K(K + 1)
Ω
)
(2)
where I0(.) is the 0th-order modified Bessel function of the
first kind, r is the value of envelope. If there is no LOS
component, i.e., when K=0, the above formula becomes the
Rayleigh distribution.
How to use the Rician-K factor to assist WiFi data
collection?
CSI at a particular moment can be expressed by CFR (channel
frequency response), which could be further expressed as the
superposition of dynamic path CFR and static path CFR as
follows:
H(f, t) = Hs(f, t) +Hd(f, t) (3)
The moments of the Rice distribution can expressed by
[Stu¨ber and Ste`uber, 1996]:
µn : = E[R
n(t)]
= (δ2)n/2Γ(n/2 + 1)e(−K)F1(n/2 + 1; 1;K),
(4)
where R(t) is the envelope of received signal, δ =
√
Ω
K+1 ,
F1(.; .; .) is the confluent hypergeometric function, and Γ(.)
is the gamma function. Since K and δ are unknown, if we
want to estimate K, we need at least two different moments
of R(t). Assume function depends only on K as follows:
fn,m(K) :=
µmn
µnm
, n 6= m (5)
We can estimate K by inverting fn,m(K), and the estimation
of K based on the mth and nth components is as follows:
K̂n,m = f
n,m
−1 (
ûmn
ûnm
) (6)
ûk =
1
N
N−1∑
l=0
Rk(lT s) (7)
Here N is the number of available samples, and Ts is the
sampling period. Generally, we use the second and fourth
components to estimate K [Greenstein et al., 1999]:
K̂2,4 =
−2µ̂22 + µ̂4 − µ̂2
√
2µ̂22 − µ̂4
µ̂22 − µ̂4
(8)
As described in Eq. (3), the received signal can be divided
into two parts: static path signal and dynamic path signal.
The receiving signal has a time-varying amplitude in complex
plane [Wang et al., 2016]:
|H(f, θ)|2 = |Hs(f)|2 + |Hd(f)|2 + 2|Hs(f)||Hd(f)|cosθ,
(9)
where θ is the phase difference between the static vector
and the dynamic vector. The term 2|Hs(f)||Hd(f)|cosθ will
cause the amplitude fluctuation of the CSI. When the ampli-
tude of motion and θ are both constant, |Hs(f)| and |Hd(f)|
will be the factors affecting the fluctuation range.
Since antenna does not move when we collect data, i.e.,
fD = 0, we could simplify Eq. (1) as:
x(t) =
√
KΩ
K + 1
eφ0 +
√
Ω
K + 1
h(t) (10)
When the torso does not block LOS, all LOS components
and part of NLOS components belong to the static path; part
of NLOS components belong to the dynamic path. Combined
with Eq. (10) and ignoring the transmitted power, we define
Hs and Hd as follows:
Hs =
√
K
K + 1
+
√
1
K + 1
· ρ (11)
Hd =
√
1
K + 1
· (1− ρ) (12)
where ρ is the proportion of static paths in the NLOS compo-
nent. Combine with equation (9), we can obtain the following
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Figure 2: The amplitude, energy of the user’s same motion (turn
over his body) before/after blocking the transmitting antenna.
equation:
|H|2 = |Hs|2 + |Hd|2 + 2|Hs||Hd|cosθ
=
K + ρ2 + 2
√
Kρcosα
K + 1
+
(1− ρ)2
K + 1
+
2(1− ρ)
√
K + ρ2 + 2
√
Kρcosα
K + 1
cosθ
(13)
where α is the phase difference of the LOS component to the
NLOS component in the static vector. It is obvious that K
and ρ are the factors affecting the range of waveform fluctu-
ation. We assume that all NLOS components belong to the
dynamic vector, i.e., ρ = 0 and assume that α = pi/2. Then
the following equation can be obtained:
f(K) = |Hs||Hd| =
√
K
K + 1
(14)
f ′(K) =
1−K
2
√
K(1 +K)2
(15)
WhenK > 1, f(K) decreases asK increases. When there
are not many obstacles in between the transmitting antenna
and its receiver, most of the NLOS paths belong to dynamic
vector, and this can ensure that ρ is relatively small. In other
words, adding an appropriate obstacle to lower the K (Note
that don’t block too many transmitting signals) can make CSI
more sensitive to gestures. The effect of blocking the LOS
signal is shown in Figure 2, where we can observe that block-
ing the LOS signal reduces the average amplitude of the CSI,
however, enhances the sensitivity of the CSI to the gesture.
3 System Design
3.1 System Overview
After having the database, we introduce the Vision-CSI bi-
modal emotion recognition system, as illustrated in Figure 3.
For CSI data, after filtering the high-frequency noise, SVM
is used for classifying the emotions by its associated body
gestures. For video data, we use three kinds of Densenet
(Densenet121, Densenet169, and Densenet 201, where the in-
teger number represents the number of the layers) to extract
the static features of the video frames. We use the VGG-
LSTM network structure to extract the temporal characteris-
tics of the video. By exploring both the temporal and spatial
features, the facial expression can be better captured. Finally
SVM is used to fuse the final results.
3.2 Data Pre-processing
The captured CSI data contains a large amount of Gaussian
white noise due to environmental and electromagnetic inter-
ference. To extract useful information while removing irrel-
evant information, we use a simple but effective Butterworth
low-pass filter to filter the CSI data first.
For facial expression recognition, the first step required
is to obtain human faces. We extract human faces from all
video frames using the Multi-task Cascaded Convolutional
Networks (MTCNN) [Zhang et al., 2016] to save the compu-
tation load. MTCNN can adjust the head position and detect
more faces than the dlib detector [King, 2009]. The faces are
aligned at a fixed direction before training our networks, as
shown in Figure 3. The size of each image is 256x256.
3.3 SVM for CSI Classification
We extract the length, variance, maximum, minimum, and
mean values of all 90 subcarriers of each CSI data as classi-
fication features to train the SVM classifier. Due to the char-
acteristics of different periods of a gesture that may vary, we
divide each CSI data into eight segments for each subcarrier
evenly. Then the variance is calculated for each part. Thus
we can obtain 1080 features from each CSI data file. After
features extracted, we use SVM for the CSI-based emotion
recognition, details of which are omitted due to the page lim-
itation.
3.4 Neural Networks for Vision-based Recognition
We implement vision-based emotion recognition by two
depth-based approaches, i.e., Densenet-SVM and VGG-
LSTM, in which Densent-SVM for static features and VGG-
LSTM for temporal features. In particular, the Densent net-
work extracts the characteristics of each video frame into
SVM for classification, this process considers static features
of all frames. VGG-LSTM use VGG to obtain the character-
istics of each frame, and then sends the features of each frame
to the LSTM network chronological for training, this method
considers the temporal characteristics of video clips.
We use the FER2013 database [Goodfellow et al., 2013] 1
to pre-train the four selected CNN (three kinds of Densenet
and VGG16) models. After pretraining the four selected neu-
ral networks, we use our database to fine-tune the pre-trained
network structures. Then we extract features by the fine-
tuned models from the last layer. The feature dimension for
1 Note that the FER2013 database is introduced during the ICML
2013 Challenges in Representation Learning. It is a large-scale and
unconstrained database collected automatically by the Google image
search API, FER2013 is well-known for its quality in gray-scale and
its adequate number of facial expressions, which is also the reason
we use it to pre-train the CNN models.
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Figure 3: Overview of our method, The left is the overall flowchart of our emotion recognition system, and the right is the specific data
processing method. There are three main parts in our hybrid system, Densent-SVM for static image features, VGG-LSTM for temporal
videos, and SVM for CSI data. The results from these classifiers will be fused using SVM.
each video is relevant to the number of detected faces and the
layer dimension.
For Densenet models, we first normalize the features by di-
viding them with the maximum value. Since different videos
have different lengths, the extracted feature dimensions also
various. Then we calculate the mean, max and standard devi-
ation for features extracted from each video. In this way, the
characteristics of each video are all three-dimensional. Af-
ter completing the dimensionality reduction, we use SVM to
classify the characteristics of different videos.
For the VGG model, we first normalize the features by di-
viding each value with the maximum value. Then, to balance
the temporal characteristics of the videos, we complement the
data with 0 to make them equal in length and send them to the
LSTM chronological for processing.
3.5 Fusion of the Results
After obtaining the recognition results from all five classi-
fiers, we combine them using SVM for the final result. Due
to space limitations, we omit the details here.
4 Evaluations
4.1 Evaluation Setup
We build a prototype system to evaluate the performance, as
shown in Figure 1. During the experimental evaluation pro-
cess, we select three volunteers’ data (two male and one fe-
male,named zx ysl and hmm in our dataset) as the test data,
and the remaining seven volunteers’ data as the training data.
Thus our training and testing process are individually inde-
pendent.
4.2 Evaluation Results
When with CSI data only, the overall accuracy of the CSI-
SVM method is 66.48%, and the confusion matrix is shown
in Figure 4. When with video data only, the overall accu-
racy achieved by Densent121, Densent169 and Densent201
are 64.57%, 64% and 61.14% respectively. The confusion
matrices are shown in Figure 5, 7 and 8. For VGG-LSTM, it
mainly considers the temporal characteristics of video clips,
and its overall accuracy is 66.67%. Its confusion matrix is
shown as Figure 9.
We initially consider the use of weighted voting to fuse
the classification results of the five classification models.
The overall accuracy reaches 79.05%, where the weights are
0.4,0.3,0.1,0.1,0.1 for CSI-SVM, VGG-LSTM, Densent121,
Densent169 and Densent201 respectively. The highest clas-
sification accuracy is disgust, which is 89.33%. The correct
classification rate of happy, neutral, sad and surprise are all
over 84%. The lowest classification rate is angry, which only
54.67%, The probability of mis-classifying angry to sad is
30.67%, which is similar to video-based schemes. The mis-
classification rate of other emotions is lower than CSI-based
scheme.
We initially consider the use of weighted voting to fuse
the classification results of the five classification models.
The overall accuracy reaches 79.05%, where the weights are
0.4,0.3,0.1,0.1,0.1 for CSI-SVM, VGG-LSTM, Densent121,
Densent169 and Densent201 respectively. The highest clas-
sification accuracy is disgust, which is 89.33%. The correct
classification rate of happy, neutral, sad and surprise are all
over 84%. The lowest classification rate is angry, which only
54.67%, The probability of mis-classifying angry to sad is
30.67%, which is similar to video-based schemes. The mis-
classification rate of other emotions is lower than CSI-based
scheme. When using SVM to fusion all predictor’s results,
the final accuracy reaches 83.24%, which is much higher than
the CSI-only based scheme and vision-only based schemes.
This indicates the effectiveness of our bimodal solution. The
accuracy confusion matrix is shown in Figure 6. The high-
est classification accuracy is surprise, which is 92%, close to
the CSI-SVM method, while the lowest classification accu-
racy is sad, which is 73.33%. Notice:However, we think 10-
foldSVM is unfair, because there are only 3 volunteer’s data
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Figure 6: Confusion matrix of SVM-based fu-
sion method.
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for test, thus we only use weighted voting as finally result.
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4.3 Evaluation Analysis
Figure 4 shows the confusion matrix of the CSI-SVM
method. Among them, the highest classification accuracies
are for classifying surprise and neutral, both over 90%. This
is because the duration of surprise is shorter than the other
kinds of emotions, and the associated gestures’ amplitude
is larger than the others, and Neutral is usually calmer than
other kinds of emotions. The accuracy of disgust is the low-
est, only 49.33%. The highest misclassification rate is to mis-
recognize happy to sad, which reaches 26.67%.
Figure 5 shows the confusion matrix of the Densent121
method. The disgust has the highest classification accuracy
as 77.33%. The lowest classification accuracy is the proba-
bility of recognizing angry as 41.33%. The highest misclas-
sification rate is misclassifying angry to sad, which reaches
40%. This is because there are significant differences be-
tween the intensities and manners of facial expressions of dif-
ferent people when expressing the same emotion, which leads
to low classification accuracy. In some scenarios, the hands
and arms cover the face (such as when wiping tears, covering
mouth in surprise), this also poses challenges for vision-based
emotion recognition.
As shown in Figure 5, 7 and 8, these three kinds of Densent
networks have similar results in general. They differ in some
subtle ways; for example, Densent201 has a classification ac-
curacy rate of 92% for disgust. Other kinds of Densent net-
works do not have such a high classification rate for disgust.
This because different Densent with various depth, thus the
features they eventually extract will be different.
Comparing the results obtained from the CSI and video,
we can notice that CSI performs better for neutral and sur-
prise (all over 90%), but vision-based scheme performs bet-
ter for disgust and happy, these two methods can complement
with each other to recognizing these four emotions better. We
can also find that they also make a big difference in terms
of misclassification rates. For example, all neural networks
for videos have the highest misclassification rate of misclas-
sifying angry to sad. But for CSI, the rate of misclassifying
angry to sad is 0%.
We show the fused emotion recognition result and all
single-approach based recognition results obtained by each
classifier in Figure 10, the experimental results prove that
both gestures and facial expressions are beneficial for emo-
tion recognition, their combination can also complement each
other and bring significant benefits. The vision-based method
complements the shortcomings of the gesture-based approach
in identifying disgust, while the gesture-based scheme makes
up for the defects of the vision-based approach in identifying
neutral emotions. Even for angry emotion, where the accu-
racy of these two methods all terrible, the performance of the
fusion scheme is still excellent; this is because the two ways
have different misclassifications of angry, they can still be
complementary in performance.
5 Conclusion
This paper proposed a hybrid emotion recognition system
leveraging two emotion-rich and tightly-coupled modalities,
i.e, facial expression and body gesture. Unlike our rivals rely-
ing on contact or even invasive sensors, we explored the com-
modity WiFi signal for device-free and contactless gesture
recognition, while adopting a vision-based facial expression.
We proposed a signal sensitivity enhancement method based
on the Rician K factor theory and combined CNN and RNN
to mine the high-level features of bi-modal data to process the
large-volume, heterogeneous and non-synchronous data con-
tributed by the two-modalities, and perform a score-level fu-
sion for fine-grained recognition. We built a first-of-its-kind
Vision-CSI Emotion Database (VCED) and a prototype sys-
tem to evaluate the proposed method. The Empirical results
show the superiority of the bi-modality by achieving 83.24%
recognition accuracy for seven emotions, as compared with
66.48% and 66.67% recognition accuracy by gesture-only
based solution and facial-only based solution, respectively.
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