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The problem addressed is that of synthesizing a function subject to a priori 
moment constraints. Each moment constraint requires that the function to be syn- 
thesized lies in a closed convex set. For r moment constraints, the function must lie 
at the intersection of r convex sets. The method of projections onto convex sets 
(POCS) is used to synthesize a function consistent with the moment constraints. 
The algorithm has application in medical imaging, especially in computer aided 
tomography. 11 1987 Academx Press, Inc. 
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1. INTRODUCTION 
In the literature, the method of projections onto convex sets (POCS) 
[l-3] is applied to image recovery from incomplete information [4-123. 
Its application to image extrapolation from partial Fourier spectra and 
various a priori constraints has been discussed in [4-S]. Recently, the 
method of POCS has been applied to tomographic image reconstruction 
from incomplete view data [9-121. 
The basic idea in applying the method of POCS to image recovery 
problems is the following: Nearly every a priori piece of information can be 
formulated as a constraint that restricts the unknown image function f to 
lie in a closed convex set in a parent Hilbert space. That is, for m such con- 
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straints there are m sets: C,, i= 1,2 ,..., m, and f~ fly=, Ci 4 C. The 
functions in C satisfy the so-called convex-type constraints and hence they 
are feasible solutions. If C is empty there is no solution to the problem. On 
the other hand, if C is a singleton set the feasible solution is unique. Given 
the sets Ci and the corresponding projection operators P,, i= 1,2,..., m, (Pi 
projects onto C,), the method of POCS finds a feasible solution via suc- 
cessive projections onto these sets. The method of POCS was originally 
developed by Bregman [l]. Gubin et al. [2] improved the method by 
incorporating relaxed projection operators. Youla [S] was the first to 
suggest the use of the method in image processing. 
Nearly all, but not all, a priori information can be associated with closed 
convex sets. For example, the set of functions that have a prescribed 
Fourier modulus is not a convex set. However, such a set is one of the 
exceptions rather than a rule, and numerous other a priori constraints can 
be associated with closed convex sets. Until recently partial spatial and/or 
spectral data, finite support information, energy level bound, noise level 
bound, amplitude bounds, and non-negativity constraints have been used 
in applications [4-121. In this paper we show that the a priori bounds on 
the moments m, defined by 
m, 42 i’ dx g,(x)f(x), r = 0, l)...) N, (1) R 
where gJx) is a well-defined function in L,(Q), restrict the function f to lie 
in the family of closed convex sets: 
c,b h(x):&</ dxg,(x)h(x)~u,;I,,u,ER r = 0, 1 ,..., N, 
R 
in the Hilbert space L,(Q) of square integrable functions.’ Thus a priori 
moment constraints can also be incorporated into a number of recovery 
and synthesis problems via the method of POCS. 
The organization of this paper is as follows: In Section 2 we define the 
family of closed convex sets C, and the corresponding projection operators 
P,, r=O, l,..., N. We next consider a case study to demonstrate the use of 
the moment information via the method of POCS. In Section 3 we assume 
the a priori knowledge of moments up to a finite order to synthesize a 
function consistent with a prescribed Rayleigh distribution. We summarize 
the paper in Section 4 and discuss the potential use of the moment con- 
straint in tomographic image reconstruction from incomplete view data. 
The projection operator P, is derived in the appendix. 
I Our treatment in this paper is one-dimensional. Extension of the results to two dimensions 
follows readily. 
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2. MOMENT CONSTRAINT: A CONVEX-TYPE CONSTRAINT 
We consider a family of sets C,, r E 10, 1, 2,..., NJ &s J in the Hibert 
space L(Q), R c R, of real-valued square-integrable functions. For 
arbitrary y,, .rz E L,(Q), the inner product and norm are defined by 
and 
IlYl II a c(YI>Y,)1”2~ 
respectively. For any r E J the set C, is defined by 
C, & the set of all functions h(x) in L,(Q) that satisfy 
the inequality 
(3) 
I, < * ulx g,(x) h(x) < u,, ! I, d u,. (4) R 
In Eq. (4) I,, u, are well-defined lower and upper bounds; I,, u, E R, and 
g,(x) is a well-defined function in L*(Q). To show that C, is convex, we 
consider two arbitrary functions y,(x) and y*(x) in C,. Then we have 
and 
I,6 
f 
kc g,(x) Y2(X) d ur. 
R 
(5) 
(6) 
Consider Z& Jn dx g,(x) y(x) where y(x) 4 1~yr(x) + (1 - p) y2(x) for 
0 d p d 1. Clearly I, < Id U, and therefore C, is convex. To show closure we 
let (zn(x)} be an arbitrary convergent sequence in C,, i.e., z,(x) E C, for all 
n. Suppose that z,(x) + z(x), that is, 
as n-co. (7) 
Now consider the quantity A P IJn dxg,(x)[z,(x) - 4x)11. From 
Cauchy-Schwartz inequality we have 
0 
112 Ad ~xCs,b)l’ D > 0 dx[z,(x) - z(x)]2 > 
112 
R (8) 
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But the second term on the right-hand side of Eq. (8) converges to zero as 
n grows; then we have A + 0 as n --t cc and 
i, dx g,(x) z??(x) + I, dx g,(x) 4x) as n-+oo. (9) 
Thus I, d fa dx gr(x) z(x) < U, and z(x) E C,. Therefore, C, is a closed con- 
vex set. 
For an arbitrary y(x) E L,(Q), the projection operator P, projecting onto 
C,, r E J, is realized by 
Y(X), 1, d J dx g,(x) y(x) d u,. n 
Y(X)- K r > 
(Mr - ur) g (x) 
y(X)+(lr-ir)g (x) 
K, ’ ’ 
c dxg,bMx)-a, (10) R 
I 
dx g,(x) y(x) 4 M,. < I, 
$2 
where K, = Ja dx[g,(x)12. For U, = 1, & m,? the projection is realized by 
Y(X), ! 
dx g,(x) y(x) 4 M, = m, 
Pry& 
n 
(11) 
y(x) + (mr- Mr)g (x) 
K. ’ ’ s 
dx g,(x) Y(X) 4 M, # m,. 
.t 
The proof of Eq. (10) is given in the appendix. 
3. EXPERIMENTAL RESULTS 
In this section we demonstrate the use of a priori moment information 
via the method of POCS. We consider the function 
x exp( -x2/2), 
.f&)=i, 
XEOQ [0,5]. 
I otherwise 
(12) 
f,Jx) is the Rayleigh probability density function with parameter CL = 1, 
truncated to support Q = [0,5]. For g,(x) & x’, the moments of fR(x) up 
to order M are given by 
m, = s dx xrfR(x), r = 0, l,..., M. (13) a 
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We consider the following problem: 
PKOHI.EM. Find a nonnegative function f’(.u), .~EL?, with prescribed 
moments nz,, r=O, l,..., M. 
Before proceeding further with our problem, the following remarks are in 
order. 
Remarks. (i) Although the solution to this problem exists, it is not uni- 
que. In other words, there may be nonnegative functions other thanf,(x) 
having the prescribed moments m,, r = 0, l,..., M. However, if our goal is 
the synthesis of such a function the uniqueness is unimportant. 
(ii) The moment information restricts the function f(x) to lie in the 
closed convex sets C,, Y = 0, l,..., M defined in Section 2. The nonnegativity 
constraint restrictsf(x) to lie in the closed convex set C,, defined by 
c&i {h(x):h(x)3O,xEQ}. (14) 
For an arbitrary y(x) E L,(Q), the projection onto C,, is realized by 
PpY= 
i 
Y(X), Y(X) 3 0 
0, y(x) < 0. 
(15) 
Indeed, other a priori information and constraints can be incorporated into 
the problem. However, we will restrict our attention to moment infor- 
mation and the nonnegativity constraint. 
Given the sets C,, C,, and the corresponding projection operators P, 
and P,, r=O, l,..., M, respectively, the recursion relation of the POCS 
algorithm has the following form: 
Tfk=Jk+13 k = 0, 1, 2,... (16) 
where T is an arbitrary permutation of the projection operators P, and P,, 
Y = 0, l,..., M. In Eq. (16) f, is an arbitrary initialization of the algorithm. 
For the experiment we assume the a priori knowledge of moments up to 
order four (M = 4). The moments of the function fR(x), x E Q & [0, 51 are 
TABLE I 
Moments of f&y), .x E [0, 51 
1 .oooo 1.2533 1.9999 3.7594 7.9973 
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TABLE II 
Initialization Functions, Their Moments, and Corresponding Percent Errors co, and eo2 
f,,,(s) = exp[ -(.Y - 1.253)L,‘2] 2.2435 3.2656 6.3304 14.4409 36.9743 103.4041 
,/,,z(.\-) = 0 0.0000 0.0000 0.0000 0.0000 o.oo’xl 100.0000 
given in Table I. The following two functions are used to initialize the 
POCS algorithm 
f”,(x) = exp[ - (x - 1.253)*/2], x E co, 51, (17) 
and 
h*(x) = 03 x E [IO, 51. (18) 
The moments of fO,(x), and f&x) up to order four are given in Table II. 
Figure 1 compares the initialization functions with f,Jx). Table II also 
furnishes the corresponding errors e,, and eo2. In general, the percent error 
ek at the kth iteration is defined as 
ek g CJO Wfk(X) -fR(x)l’l”’ x *oo. 
&2 ~xcf&)1’1”’ (19) 
X 
FIG. I. Initialization functions for So,(x), fez(x). and the actual distribution JR(x), 
YE [O, 51. 
17X 
TABLE III 
Summary of the Results for f&r) =/i,,(~) 
p,,p~p,,p,p,,p,p,p,,/, =fi * I  0.9998 1.2565 1.9860 3.7594 8.6382 16.3185 
P,P,P,f,P,PzP,P,P,P,I, =fk + I 0.9995 1.2593 1.9853 3.6828 7.9973 16.1552 
p,p3p,p,p,p2p,p, P,P,,.fk =.fr , I 0.9995 1.2589 1.9954 3.7594 8.4183 16.0685 
Table III summarizes the results obtained for Jo(x) =fb,(x). The leftmost 
column is the recursion relation of the algorithm. The next live columns 
furnish the resulting moments m,, m,, m,, m3, m4, respectively, at the end 
of 100 iterations. The last column is the percent error elOD at the 100th 
iteration. The results for &(x) =,foz(x) are summarized in Table IV. In 
general, the good performance of POCS is evident when the resulting 
moments at the end of 100 iterations and the initial moments given in 
Table II are compared with the prescribed moments (Table I). As expected, 
the value of the fourth moment m4 is improved when the operator P4 
is included in the composition operator T. At any iteration, provided 
that the final nonnegativity correction is not a major one, the moment 
associated with the last moment operator within T will be the one 
that agrees the most with the prescribed value. This is the case for 
m3 with T= P,P3PpP4PI,PzPI,P,PI,Po and T= P,P,P,P2P,P,P,P,, 
and for m4 with T= P,P,P,P3P,P,P,P, P,Po when j&x)=.fo,(x). 
The moment values at each iteration of the algorithm Tfk = 
P,P~PPP3PpP2PpP,P/,PoJk=fk+I are plotted in Fig. 2. For both of the 
initializations the resulting functions at the end of 100 iterations are almost 
feasible solutions. Figure 3 compares the resulting functions. The variation 
in the results at the end of 100 iterations are indeed due to the non- 
uniqueness of any feasible solution to our problem. 
TABLE IV 
Summary of the Results for .fO(x) =f’&) 
Algorithm mo ml “2 m3 m4 CIM 
P,P3P,P,P,~P, PpP”fk =fn f, 1.0040 1.2032 2.0178 3.9361 8.3900 35.3866 
P P P P P P P P P P f =.fk+, PdPiPZPl Ok 1.0040 1.2043 2.0141 3.9105 8.2860 35.0347 
PPPPPPPPPPf=f p 3 p 4 p 2 p I p 0.k .!i+, 1.0040 1.2043 2.0143 3.9108 8.2864 35.0604 
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FIG. 2. Moment values versus number of iterations for T= P P P P P P P P P P : P4P3P2PlPO 
(a) w,, (b) m,, (c) m2, (d) m,, (e) rnq. (Solid lines indicate actual values.) 
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FIG. 3. Resulting functions at the end of 100 iterations of the 
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algorithm 
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4. DISCUSSION AND CONCLUSIONS 
In this paper we show that a priori knowledge of upper and lower 
bounds on generalized moments of functions restricts them to lie in closed 
convex sets in a Hilbert space. Therefore, a priori moment information can 
be incorporated into a large class of recovery and synthesis problems that 
can be solved via the method of POCS. 
We derived the projection operator projecting onto the set of functions 
having prescribed bounds on their moments. We considered the problem of 
finding a nonnegative function with prescribed moments via the method of 
POCS. The performance of POCS was evaluated for different initialization 
functions. The solution to this particular problem does exist, since the 
prescribed moments were computed from a well-defined Rayleigh dis- 
tribution function. However, the solution is not unique. But uniqueness is 
unimportant if the problem is posed as a synthesis problem. On the other 
hand, the a priori moment information can indeed be incorporated into 
many important reconstruction (or recovery) problems that can be solved 
uniquely via the method of POCS. 
Finally, we note that the moment constraint can be used in tomographic 
image reconstruction when the view data are incomplete.To illustrate this 
fact we let .f’(x, J>) be a two-dimensional (2D) distribution in the Hilbert 
space of square-integrable functions, i.e., .f(.x, y) E L2 x ,(Q); A2 c R'. For a 
well-defined function g(x, J) E L 2x,(Q) the moment equation becomes 
m= 
JJ dx 4 Ax, ~)f(x, Y). (20) 52 
We define g(x, y) as 
g(x3 Y) 4 @L(X, Yh 
where aL(x, y) is the characteristic function of the line L. That is, 
(21) 
(X,Y)EL 
otherwise. (22) 
Then Eq. (20) can be written as 
mL= 
JJ dx 4 @Ax, Y )f(x, Y 1. (23) R 
(We assume that LnB+ 0.) But Eq. (23) is the line integral, or 
equivalently the projection’ of f(x, y) along the line L. Thus a priori 
2 The line integrals of the type shown in Eq. 23 are commonly called projections in 
tomography. 
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bounds on projections are convex-type constraints. Consequently, these 
constraints can be incorporated into the tomographic image reconstruction 
algorithms discussed in [9-l 11, where the missing information is recovered 
via POCS. 
APPENDIX 
Our derivation is based on the Kuhn-Tucker theorem. 
KUHN-TUCKER THEOREM [ 13 1. 
Consider the following minimization problem: 
minimize F,,(.u) 
subject to F,(.u) < 0; 
.Y E E. 
i = 1, 2,..., n (A.1 1 
where E is a Banach space and F,,(x),..., F,(x) are functionals on E. Assume 
that one of the following conditions holds: 
(a) the functionals F,(x); i= l,..., n are convex, and there exists I 
such that F,(Z) < 0, i = 1,2,..., n (Slater’s condition); 
(b) the constraints are linear in X. 
Then the necessary conditions for a minimum at x* E E are 
(1) x* E E is feasible; 
(2) ~],a0 and q,F,(x*)=O, i= 1, 2 ,..., n; 
(3) F;,(s*)+~,F;(.u*)+~~ --+r/,,lqx*)=O. 
The conditions (1), (2), and (3) are the Kuhn-Tucker (K-T) conditions. 
K-T conditions are also sufficient conditions when the objective function 
F,(x) is a convex functional and the feasible set defines a convex set. 
Projection Operator P, Projecting Onto C, 
In Section 2 we defined the family of closed convex sets C,; r E (0, 1, 
2,..., N} 4 J in the Hilbert space 2 = &(a) as: 
C,b {h(x): l,<Jl, dx g,(x) h(x) d a,; I,, a, E R , reJ, (A.2) 
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where g,(x) is a well-defined function in &(a). To find the projection 
operator P, projecting onto C,, for any r EJ, we seek that element z E C, 
such that F,,(Z) A (1 y - ~(1’ is minimized for an arbitrary y E L?(R), that is,’ 
minimize F,(Z) G 11 y - zI/ ’ 
s 
(A.3) 
subject to I,. 6 dx g, z < u,. 
f2 
We can rewrite Eq. (A.3) as 
minimize F,(Z) 4 1I.r - -11’ 
subject to c 
d.Y g, : - Li,. < 0, 
f2 
(A.41 
I,.- d.ugrz<O. 
! R 
Since norm, defined in Eq. (3) is a convex functional on Z,,(Q), the objec- 
tive function F,(z) is a convex functional over the closed convex feasible set 
C,. Therefore, the KuhnTucker (K-T) conditions are sufficient con- 
ditions. Furthermore, K-T conditions are also necessary conditions. This 
follows from the fact that the constraints are linear (see the Kuhn-Tucker 
theorem). 
Let us now define the Lagrangian T(z) as 
]++j-/w]. (A.5) 
Suppose that 9, = g, = 0 for which the second K-T condition is satisfied. 
Then the third condition necessitates that the optimum z* satisfies 
aQz)/az 1~ = ;* = 0, which implies that 
2(y-z*)=O and z*=y. (A.61 
But z* = y is valid whenever y is feasible (first K-T condition), i.e., 
I,< dxgrydu,. 1 R (A.7) 
3 The arguments of the functions will be dropped for simplicity in notation 
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Thus P,J = z* = y if Eq. (A.7) holds. However, if this is not the case, the 
following two cases are possible: 
Case I : ^ 
1 
du g,. j‘ & M,. > II,. (A.81 
I) 
Case II: ’ 
! 
du g,. ~7 & M,. < I, (A.91 
c> 
We will first consider Case I. Let us assume that the first constraint is 
active, i.e., ye, > 0, while qz = 0. Then fn dx g,. z* = U, in order to satisfy the 
second K-T condition. With qz = 0, the Lagrangian T(z) becomes: 
7.(z)=j~~duw’+~, [j/x&-u,]. (A.10) 
The third K-T condition requires that aT(z)/8zIz= z. = 0, which implies 
That is, 
+2z*=r?,g,, (A.ll) 
z*=2Y-%gr 
2 . 
(A.12) 
Now, since u, = ID dx g, z*, we have 
u~=l),mg~12y-~1gr]=S,dxg~~-~j~dxg~. (A.13) 
If we define K, b ja dx g z, from Eqs. (A.8) and (A.13), we have 
(A.14) 
Since q, > 0 our assumption (yl, > 0) is valid, and from Eqs. (A.12) and 
(A.14) we can write 
z* =yJJ=uJg 
K, r’ 
(A.15) 
On the other hand, however, if we had activated the second constraint 
instead of the first one, i.e., 1, = Js2 dx g, z*, q2 > 0, and q, = 0, following 
similar steps as above, we would arrive at 
(A.16) 
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But since r12 < 0 our assumption would be invalid. Therefore, z* given by 
Eq. (A.15) satisfies the necessary and sufficient conditions for Case I. 
Let us now consider Case II, i.e., 
i 
dxg,y=M,<l,. (A.17) 
R 
Assume that the second constraint is active, i.e., q2 > 0 while q1 = 0 and 
jn dx g, z* = I, so that the second K-T condition holds. On the other hand, 
the third K-T condition requires that aT(z)/a~l~=~, = 0, which implies 
z*=2Y+?2gr 
2 . 
Now, since 1, = jn dx g, z*, we have 
(A.18) 
L=j dxgr R 
z*=S,dxgr[2Y+;2gr]=jQdxgry+FKr, (A.19) 
That is 
2(L-M,) 
t12= Kr ’ 
Since y/2 >O our assumption (q2>O) is correct, 
(A.20) we have 
Z*=y+(lr-MJg. 
K r (A.21) 
(A.20) 
and from Eqs. (A.18) and 
Now combining the results given by Eqs. (A.6), (A.15) and (A.21), we 
obtain the result 
I Y(X), lrf dxg,(x)y(x)dur I R z*=p,y= Y(X)- 
i 
CM, - %I g (x) 
K r > s dx g,(x) Y(X) 4 Mr’ ur 
y(x)+(‘.-Lr)g (X) 
n 
1 dx g,(x) Y(X) e Mr < 1, n 
(A-22) 
for an arbitrary arbitrary y(x) in L2(Q) and r E J. 
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