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Joint Weakly and Semi-Supervised Deep
Learning for Localization and Classification of
Masses in Breast Ultrasound Images
Seung Yeon Shin, Soochahn Lee∗, Member, IEEE , Il Dong Yun, Member, IEEE ,
Sun Mi Kim, and Kyoung Mu Lee, Senior Member, IEEE
Abstract— We propose a framework for localization and
classification of masses in breast ultrasound (BUS) im-
ages. We have experimentally found that training convo-
lutional neural network based mass detectors with large,
weakly annotated datasets presents a non-trivial problem,
while overfitting may occur with those trained with small,
strongly annotated datasets. To overcome these problems,
we use a weakly annotated dataset together with a smaller
strongly annotated dataset in a hybrid manner. We propose
a systematic weakly and semi-supervised training scenario
with appropriate training loss selection. Experimental re-
sults show that the proposed method can successfully
localize and classify masses with less annotation effort.
The results trained with only 10 strongly annotated images
along with weakly annotated images were comparable to
results trained from 800 strongly annotated images, with
the 95% confidence interval of difference -3.00%–5.00%, in
terms of the correct localization (CorLoc) measure, which
is the ratio of images with intersection over union with
ground truth higher than 0.5. With the same number of
strongly annotated images, additional weakly annotated
images can be incorporated to give a 4.5% point increase
in CorLoc, from 80.00% to 84.50% (with 95% confidence
intervals 76.00%–83.75% and 81.00%–88.00%). The effects
of different algorithmic details and varied amount of data
are presented through ablative analysis.
Index Terms— Breast ultrasound, convolutional neural
networks, mass classification, mass localization, semi-
supervised learning, weakly supervised learning.
I. INTRODUCTION
BREAST cancer is the most common type of cancer amongwomen worldwide, and approximately 1 in 8 (12%)
women in the US will develop invasive breast cancer during
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Fig. 1. Example of breast ultrasound images with masses.
Bounding boxes with solid and dashed lines respectively
represent ground truths (GT) and detections using the proposed
method. Boxes are colored as blue (red) if the GT or predicted
label is benign (malignant). Figure best viewed in color.
their lifetime [1], [2]. Consequently, annual breast cancer
screening is crucial for its early detection. Ultrasound imaging
is one of the modalities used in this screening. It is highly
available, cost-effective, harmless, and has acceptable diag-
nostic performance. However, given that image acquisition and
interpretation are often concurrently conducted by clinicians
using traditional handheld ultrasound devices, it is likely to
become more subjective than other imaging tests. Thus, efforts
have been exerted to reduce subjectivity by standardizing
ultrasound imaging procedures [3].
Breast ultrasound (BUS) imaging aims to detect and classify
abnormalities such as masses as either benign or malignant,
as shown in Fig. 1. Most conventional methods are based
on a sequential framework that comprises image prepro-
cessing, region detection or segmentation, feature extraction,
and classification [4]–[8]. These approaches require careful
tweaking of each component, particularly because preceding
processes affect subsequent processes. A summary of existing
approaches for cancer detection and classification using BUS
images can be found in [9].
Conventional methods can be classified based on whether
classification or region detection is emphasized. For methods
emphasizing classification, manual or semi-automatic user
interaction is often required to localize regions of interest
(RoI). Compared to manual methods, semi-automatic methods
only require sparse seeds, such as user clicks, for localization.
For example, the method presented in [10] assumes manually
segmented masses and uses those as input for subsequent
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processes. Most of these conventional approaches focus on
developing effective features in distinguishing benign and
malignant masses. Several manually designed geometric and
echo features are used in [10], and practical morphological
features are defined from the contour of segmented lesions
in [5]. A series of works also investigated gray-level co-
occurrence matrix-based features [4], [8], [11].
Other works mainly deal with fully automatic detection of
the RoI. In [12], radial gradient index filtering was used to
detect initial points of interest, then lesion candidates were seg-
mented by maximizing an average radial gradient for regions
grown from the detected points and finally classified using
Bayesian neural networks. In [13], hybrid filtering, multifractal
processing, and thresholding segmentation were sequentially
applied to detect all possible RoIs, and a rule-based approach
was used to then identify the most important lesion. In [14],
a cascaded detector using Haar features within an AdaBoost
learning framework were used to locate potential tumor loca-
tions, after which a support vector machine was utilized for
refinement. In [15], lesions in BUS images were detected by
pruning background edges from pre-detected lesion-specific
edges. In [16], a generic object detection technique, namely
deformable part models, was also adopted for this problem.
Recently, more approaches based on deep learning are
being proposed [17]–[21]. Many of these methods are limited
to either localizing target objects of interest [17], [18] or
classifying given RoIs into benign or malignant [19], [20],
rather than conducting the two methods simultaneously. While
the method recently proposed by Yap et al. [21] performs
both localization and classification simultaneously, it requires
training data with lesion segmentation annotations since it
is based on semantic image segmentation. This requirement
may increase the burden of time and cost when compiling the
training dataset.
Thus, we present a method for simultaneously localizing
and classifying masses in BUS images. We train a convo-
lutional neural network (CNN) for regression of bounding
box positions and classification of masses, which can then be
used to assign a per-image diagnostic label. Training such a
model typically requires a strongly supervised image dataset,
including the positions and labels of bounding boxes. While
larger dataset size helps to avoid overfitting and maximize
performance, considerable time and cost are required to obtain
expert annotations. A dataset with weak annotations, e.g.,
image-level labels, which is often the case for BUS images,
may be insufficient to train a model regardless of its size.
Weakly supervised learning is a mechanism for datasets
with noisy or sparse, i.e., weak, annotations. Multiple-instance
learning (MIL) is a paradigm that defines the label relationship
between a bag and its constituent multiple instances to learn
more specific information from these weak labels. Most studies
based on MIL have followed the work of Dietterich et al. [22],
which was used for predicting drug activities. Recently, several
pacesetting works have proposed the use of deep learning
features in MIL tasks [23], [24]. Xu et al. [23] studied colon
cancer classification based on histopathology images. Song
et al. [24] proposed a weakly supervised object detection
method using deeply learned features. As an extension, Wu et
al. [25] incorporated learning deep representation into the MIL
framework rather than merely using deep learning features as
input. They redesigned a typical deep learning architecture
to reflect the MIL assumption in image classification and
annotation. Methods that incorporate MIL into the deep learn-
ing framework have also been proposed for medical imaging
problems [26], [27]. In the work of Yan et al. [26], an approach
to learn local discriminative regions per slice for body part
recognition problem is proposed. In the work of Shen et
al. [27], cancer malignancy of a patient is determined by
aggregating nodule-level malignancies.
Approaches using datasets with different supervision levels
have also been proposed [28]–[32]. In Wu et al. [28], weakly
labeled and unlabeled images are used for multi-label image
annotation. Different losses are utilized to harness each image
with varying characteristics. Similarly, weakly and strongly
labeled images are used simultaneously for semantic image
segmentation in [29], [30], [32]. Papandreou et al. proposed
expectation-maximization methods to train CNNs from weakly
labeled images [29]. Wang et al. proposed a method of two-
stage training, first of a pixel-supervised CNN (PS-CNN) and
then a collaborative-supervised CNN (CS-CNN) [30]. The CS-
CNN is trained using image-level labels and pseudo pixel-wise
labels generated by the PS-CNN, for weakly labeled images.
Souly et al. [32] extended typical generative adversarial net-
works [33] to be applicable to semantic image segmentation
and their networks were trained in a semi-supervised manner.
In addition, Neverova et al. [31] also used weakly and strongly
labeled images for hand pose estimation.
In this paper, we present a method to localize and classify
masses from BUS images by training a CNN on a relatively
small dataset with strong annotations and a large dataset
with weak annotations in a hybrid manner. The proposed
approach achieves a good balance between improved accuracy
and reduced annotation cost. The method assumes a typical
medical image setting where strong annotations are available
for only a portion of images due to limited resources of
physicians. Although the proposed framework exhibits simi-
larities in terms of its aim with the methods presented in [28]–
[32], technical details differ significantly due to the different
domains and objectives.
The main contributions of our work are the development
of 1) a one-shot method for the concurrent localization and
classification of masses present in BUS images and 2) a sys-
tematic weakly and semi-supervised training scenario for using
a strongly annotated dataset, DXLoc and a weakly annotated
dataset, DX, with appropriate training loss selection. Strong
annotation comprises bounding box coordinates, denoted as
Loc, and image-level diagnostic labels, denoted as DX, for all
mass regions, while weak annotation comprises only image-
level diagnostic labels. Two data streams are established during
the training process, one for DXLoc and another for DX,
while images from both sets are fed into a shared network,
as shown in Fig. 2(a). Network weights are optimized by MIL
loss in the DX data stream, and by losses computed based
on given mass-level ground truth (GT) labels in the DXLoc
data stream (Fig. 2(c)). Although various network models can
be used, we provide the Faster R-CNN method [34] as an
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Fig. 2. Illustration of the proposed framework. (a) Images from two different data streams are forward-propagated into a shared
network. (b) The Faster R-CNN [34] used for the “network” of (a). The network is composed of the region proposal network
(RPN) and Fast R-CNN [35] with shared convolutional layers. This figure was previously presented in [34] and is reprinted
in this paper for the description of the Faster R-CNN. We also note that the proposed method is a general framework; hence,
other supervised approaches can also be adopted. (c) An image-level loss is used for images from DX, whereas region-level
losses are used for images from DXLoc. Refer to Subsections II-B and II-C for details.
example in Fig. 2(b). The experiments show that the proposed
method improves performance compared to methods using
only DXLoc or DX. We believe the proposed method can
be applied as a general framework to train a computer-aided
diagnosis system for a wide variety of target organs and
diseases.
II. METHODS
A. Datasets
The proposed method is evaluated on two BUS datasets,
which we refer to as SNUBH and UDIAT. All images can
be classified by the amount of their label information. We
refer to the set of images with only image-level diagnostic
labels as DX, and images with both diagnostic labels and the
bounding box of the mass of interest (MoI) as DXLoc. We
note that we hereby use the term MoI, rather than RoI, to
clarify that we are interested in the single most important
mass. While the SNUBH dataset can be subdivided into
SNUBH-DX and SNUBH-DXLoc, the UDIAT dataset all
contains both annotations. Hence UDIAT-DXLoc is equivalent
to UDIAT. The SNUBH-DX is only used in training, whereas
the SNUBH-DXLoc and the UDIAT-DXLoc are further split
by patients into training and test sets, namely, DXLoc-Tr and
DXLoc-Ts.
The SNUBH dataset, collected from Seoul National Univer-
sity Bundang Hospital, comprises 5624 images from 3123 clin-
ical cases and 2578 patients. The images were acquired using
ultrasound systems from multiple vendors, including Philips
(ATL HDI 5000, iU22), SuperSonic Imagine (Aixplorer), and
Samsung Medison (RS80A), at 8 bit depth. All the images
including masses have pathologically proven biopsy labels
regarding benignancy or malignancy. The SNUBH-DXLoc
subset comprises 1400 images (600 benign, 600 malignant,
and 200 normal) in total. Only the bounding box and label
of a single MoI is marked, whereas other probable masses
are disregarded because operators intentionally focus only
on the MoI. We thus explicitly draw background (non-mass)
boxes as negative samples to exclude other probable masses.
The SNUBH-DXLoc-Tr comprises 800 images (400 benign
and 400 malignant), and SNUBH-DXLoc-Ts comprises 400
images (200 benign and 200 malignant). For completeness
of comparative evaluations with previous methods, we also
compiled a test dataset comprising only 200 normal images,
separate from SNUBH-DXLoc-Ts. By contrast, the SNUBH-
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TABLE I
CARDINALITY OF SNUBH AND UDIAT DATASETS
Dataset SNUBH UDIAT
Role Supervision Nor. Ben. Mal. Total Ben. Mal. Total
Training Strong (DXLoc) 0 400 400 800 90 33 123Weak (DX) 0 3291 933 4224 - - -
Test Strong (DXLoc) 200 200 200 600 20 20 40
Total 5624 163
Cases/Patients 3123/2578 163/163
Each dataset is further split by patients into subsets according to the
role and the amount of supervision. Nor., Ben., and Mal. denote normal,
benign, and malignant, respectively.
DX comprises 3291 benign and 933 malignant images. The
ratio between benign and malignant in the SNUBH-DX
follows natural statistics. Images with benign or malignant
masses were collected from 2994 cases from 2449 patients,
while normal images were collected from 129 cases from
129 patients. We note that the SNUBH dataset together with
our code will be available online (https://github.com/
syshin1014/wssdl_bus) for research purposes.
The UDIAT dataset, collected from the UDIAT Diagnostic
Centre of the Parc Taulı´ Corporation, was originally used in
[18] and made available online (http://goo.gl/SJmoti)
by the authors. Although this dataset was originally termed
Dataset B in [18], we will refer to it as the UDIAT dataset
for clarity in this paper. The dataset consists of 163 images
from different patients. The images were acquired using a
Siemens ACUSON Sequoia C512 system, and each of the
images presented masses. Similar to the SNUBH dataset, all
the images have diagnostic labels of masses present in the
images. Consequently, 110 benign and 53 malignant images
constitute the dataset. All the images also have respective
mass segmentation annotations, which were required because
masses are detected by conducting segmentation in [18]. Refer
to [18] for more details on the dataset. Since our proposed
framework only requires bounding boxes and does not require
segmentation annotations, which are more costly to obtain, we
generated bounding box annotations from the segmentation
boundaries. We randomly split the UDIAT dataset into the
UDIAT-DXLoc-Tr set comprising 123 images (90 benign and
33 malignant) and the UDIAT-DXLoc-Ts set comprising 40
images (20 benign and 20 malignant).
We summarize in Table I the numbers of images in the two
datasets. In Fig. 3, we compare the whole image area, the
mass bounding box area, and the ratio between the areas of
the mass bounding box and the whole image. For the SNUBH
dataset, statistics of only the SNUBH-DXLoc are used. It
shows several notable differences between the two datasets
as follows: 1) The average size of the images in the SNUBH
dataset is larger than that of the UDIAT dataset (Fig. 3(a)).
2) The sizes of the masses (bounding boxes) in the SNUBH
dataset exist in a wider range (Fig. 3(b)(c)). We note that the
finding wider range of the mass sizes of the SNUBH dataset,
together with the fact that images in the SNUBH dataset were
acquired using ultrasound systems from multiple vendors,
implies a bigger diversity in the SNUBH dataset, which may
imply higher difficulty in obtaining accurate results.
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Fig. 3. Comparison between two datasets. Box plots compar-
ing (a) the whole image area, (b) the mass bounding box area,
and (c) the ratio between the areas of the mass bounding box
and the whole image.
B. Strongly Supervised Learning Using the DXLoc
Subset
Clinically, the final desired output is the image-level diag-
nostic label; during the process, a clinician inherently detects
the MoI. Thus, we aim to perform MoI localization and
classification jointly. To achieve this objective, we apply the
Faster R-CNN method proposed in [34] to our problem. Other
supervised approaches can also be adopted.
The Faster R-CNN is composed of the region proposal
network (RPN) and the Fast R-CNN detector [35], as shown in
Fig. 2(b). The fully convolutional RPN generates rectangular
region proposals. The Fast R-CNN performs localization and
classification on these proposals to detect objects of interests.
The combined network is designed such that the RPN and the
Fast R-CNN share the convolutional layers. This structure not
only enables efficient region proposal generation and detection
but also improves the precision of both tasks.
The loss functions comprise four terms, which are the
classification and regression losses LRPNcls , L
RPN
reg and L
FRC
cls ,
LFRCreg of the RPN and the Fast R-CNN, respectively. For
all the terms, losses are based on the difference between the
network outputs and the corresponding GT boxes defined by
overlaps. In this study, several changes are necessary to adapt
to our problem. For LRPNcls , proposals are defined as positive
if the intersection over union (IoU) overlap with GT mass
boxes is over 0.7, for either benign or malignant regions, for
both the SNUBH and UDIAT datasets. Negative labels are
differently assigned for each dataset. For the SNUBH dataset, a
proposal is defined as negative if over 70% of its area overlaps
with one of the annotated background boxes, as described in
Subsection II-A. For the UDIAT dataset, we assign a negative
label to a proposal if its IoU is lower than 0.3 for all GT mass
boxes as in [34]. Other proposals are disregarded. For LFRCcls ,
the probabilities for background, benign, and malignant classes
are considered. The class weights are additionally considered
for LFRCcls when training the UDIAT dataset to address the
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class imbalance problem in the dataset. Regression losses are
defined such that only positive proposals contribute to LRPNreg
and only detected benign or malignant boxes contribute to
LFRCreg . In both regression losses, bounding box similarities
are measured against the GT boxes with the highest IoU.
C. Weakly Supervised Learning Using the DX Subset
The DX subset can be used to prevent overfitting and im-
prove performance. Images from the DX set are fed into a net-
work shared with DXLoc to produce region-level classification
results, similar to the process in supervised learning. However,
we incorporate a MIL scheme to define an appropriate loss
function because no region-level GT label exists. In a MIL
framework, a bag that comprises multiple instances is positive
if at least one instance is positive and negative if all instances
are negative. This assumption suggests that we can confidently
label all instances in a negative bag as negative. Moreover, at
least one instance in a positive bag will be positive. Compared
with a similar MIL approach in [27], one bag for each image in
our problem regards all the detected mass regions as instances.
If at least one region is classified as malignant, then that image
is labeled as malignant. Thus, the per-image image-level loss
Lws is defined as follows:
Lws(Ii) = −
∑
l∈L
P ∗l (Ii) log(Pl(Ii)), (1)
where Lws(Ii) is the cross entropy between GT label P ∗ and
prediction P for the ith image Ii. The class weights are omit-
ted for brevity although cross entropies Lws(Ii) multiplied by
class weights are used in the experiments to address the class
imbalance problem in the DX set.
The image-level label set L = {N,B,M} comprises normal
(without any mass) N, benign B, and malignant M. The image-
level prediction P is inherited from that of MoI xMoI , where
x denotes a region, and xMoI denotes the MoI. Thus, Pl is
defined as
Pl(Ii) = pl(xMoI),∀l ∈ L. (2)
The MoI can be selected based on several criteria. In particular,
for images labeled B, we test four different selection criteria,
and each criterion selects the most benign (3), malignant
(4), discriminative (5), or abnormal (6) region in the image,
whereas the most malignant (4) region is always selected as
the MoI for images labeled M:
xMoI = argmax
xn∈R(Ii)
pB(xn), (3)
xMoI = argmax
xn∈R(Ii)
pM(xn), (4)
xMoI = argmax
xn∈R(Ii)
max
l∈{B,M}
pl(xn), (5)
xMoI = argmin
xn∈R(Ii)
pN(xn), (6)
where R(Ii) is the set of detected regions for Ii, and pN(xn),
pB(xn), and pM(xn) are the probabilities of normality, be-
nignancy, and malignancy, respectively, for region xn. Our
definitions are based on the assumption that a clinician only
focuses on the MoI.
D. Joint Weakly and Semi-Supervised Learning Using
the DXLoc and DX Subsets
The components of strongly supervised learning and weakly
supervised learning can be combined into a weakly and semi-
supervised learning framework. We stream data from both
DXLoc and DX to train the entire network composed of
parameters θ = θconv ∪ θrpn ∪ θfrcnn, comprising θconv of
the shared convolutional layers, θrpn specific to the RPN, and
θfrcnn specific to the Fast R-CNN. We note that θfrcnn reg ,
related to the bounding box regression layer of the Fast R-
CNN, are trained only by DXLoc.
The network is trained by stochastic gradient descent (SGD)
following the Faster R-CNN method [34] and convention of
deep learning methodology. Within SGD, the two data streams
can be used in two ways: (1) combining respective data
instances into a single mini-batch (combined mini-batch), or
(2) alternating between mini-batches of data from either stream
(alternating mini-batch). For the combined mini-batch variant,
the mini-batch in SGD comprises bs images from DXLoc and
bws images from DX, the loss functions regarding the strongly
and weakly supervised data are summed as L = Ls + αLws,
where Ls = LRPNcls + L
RPN
reg + L
FRC
cls + L
FRC
reg and learning
rate η is used to update θ. For the alternating mini-batch
variant, a mini-batch from DXLoc of size bs is first used with
loss function Ls, with learning rate ηs to update θ. Then, a
subsequent mini-batch from DX of size bws is used with loss
function αLws, with learning rate ηws to update θ−θfrcnn reg ,
the whole parameter set except for θfrcnn reg. In both variants,
hyper-parameter α is defined to relatively scale the Lws, the
MIL loss (1). The value of α is slowly increased from its
given initial value to 1 during the training process, since the
positive effect of MIL depends on the estimation accuracy
of the network, which gradually increases during the network
training.
III. RESULTS
A. Evaluation Details
We use the ImageNet pre-trained VGG-16 [36] model to
initialize our network, and only fine-tune the layers conv3 1
and up, as done in [34]. We reduce the sizes of the two fully
connected layers of the Fast R-CNN to 512 and use a weight
decay of 0.0005 to further prevent overfitting. For data aug-
mentation, we apply horizontal flipping, random brightness,
and contrast adjustment to the DXLoc-Tr and DX sets, and
additional image-wise random rotation and central cropping to
DX. Moreover, we use a simple Adam optimizer [37] to reduce
the number of hyperparameters for tuning. The parameters
are fixed to bs = 1, bws = 2, η = ηs = ηws = 0.0005,
and α = 0.01. bs is fixed to 1 because multiple regions
from an image actually constitute a mini-batch in supervised
learning. For all methods, post-processes in the Faster R-CNN
method [34] are also applied to generate the final detection
outputs, including thresholding for initial detections and non-
maximum suppression (NMS) based on class probabilities. All
the settings above are equally adopted to all experiments unless
otherwise noted.
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TABLE II
ABLATION STUDY SHOWING ALGORITHMIC VARIANTS OF THE PROPOSED METHOD ON THE SNUBH DATASET
Aspect Variant CorLoc [%] 95% Confidence Interval (CI) [%]
MIL definition of MoI for images labeled B / M
most benign region / most malignant region 79.50 75.75-83.50
most discriminative region / most malignant region 80.50 76.50-84.25
most abnormal region / most malignant region 82.00 78.25-85.75
MIL scale factor static value (0.5) 82.25 78.25-86.00
Combining weakly and strongly supervised data alternating mini-batches from each set 82.50 78.75-86.25
Proposed 84.50 81.00-88.00
MIL definition of MoI for images labeled B / M most malignant region / most malignant region
MIL scale factor gradual increase
Combining weakly and strongly supervised data combined single mini-batch
Bootstrapping by randomly sampling test images with replacement is used to generate subset CorLoc values. From these sampled CorLoc values, 95%
confidence intervals (CI) are computed.
The evaluations are conducted on the SNUBH-DXLoc-Ts or
the UDIAT-DXLoc-Ts with the correct localization (CorLoc)
measure [38] and the free-response receiver operating charac-
teristic (FROC) curve [39]. CorLoc is the percentage of images
in which a method correctly localizes an object of the target
class according to the PASCAL criterion (IoU > 0.5) [40].
Specifically, if the class probability of a detected region that
has survived after NMS is larger than 0.5 for the target GT
class and its IoU with the GT bounding box is over 0.5 it is
determined to be correctly localized. For clarification in the
context of medical images, we note that IoU is also known
as the Jaccard Similarity Index (JSI). We believe CorLoc is
more appropriate than mean average precision in our case
because only the bounding box and the label of a single MoI is
marked, whereas other probable masses are disregarded in the
annotation process. The FROC curve is generated by varying
the operating point, which is the threshold for the final class
probabilities. That is, the class probability threshold for correct
localization, which was defined as 0.5 for CorLoc, is varied
to have values between 0 and 1.
To support the statistical significance of the performance
of the proposed method, we also present the 95% confidence
interval (CI) of the CorLoc and the p-values obtained using a
paired t-test for each comparable method. Both are computed
based on bootstrapping, where a set of CorLoc’s is generated
by randomly sampling test images with replacement.
B. Experiments on the SNUBH Dataset
1) Ablation Study:
a) The Effect of Algorithmic Details: The results of ablative
analysis to investigate the influence of each algorithmic detail
is presented in Table II. We first compare different MoI defini-
tions for images labeled B, as the most benign, malignant, dis-
criminative, or abnormal regions. The MoI for images labeled
M is always the most malignant region. We found that defining
the MoI as the most malignant region for images labeled
B as well exhibits the best result. This result is consistent
with clinical practice where clinicians always focus on the
most “seemingly” malignant region as the MoI, and image-
level diagnostic labels are determined based on the MoI label.
We believe differences in MIL criteria between images with
different labels introduce inconsistencies that cause poorer
performance for the other MIL criteria. Next, the effectiveness
of a gradually increasing scale factor for MIL loss, α, is
highlighted by the “static value (0.5)” variant in Table II,
where a static value is used for the scale factor from start to
finish. In particular, 0.5 is used because DX has less precise
information than DXLoc. The use of the gradually increasing
scale factor helps prevent the network from converging to
undesired local minima, which is confirmed by an increase
of 2.25% in performance. Lastly, we compare the results from
SGD with combined DXLoc and DX mini-batches and from
SGD with alternate DXLoc and DX mini-batches. We can see
that the combined mini-batch variant exhibits a 2% increase in
performance by simultaneously probing DX and DXLoc while
updating the parameters of the entire network.
b) The Effect of Network Structures: We also show the
applicability of the proposed method as a general framework
by replacing VGG-16 with residual nets [41] of varying layer
depth, namely ResNet-34, ResNet-50, and ResNet-101. In
this study, all the parameters remain unchanged regardless of
network structure. Table III summarizes the results. Analogous
to the result reported in [34], the performance of Faster R-
CNN increased from 80.00% with VGG-16 to 81.25% with
ResNet-101. The performance was also further increased when
applying the proposed method of joint weakly and semi-
supervised training with the ResNet-101.
However, the performance achieved by applying the pro-
posed method with the ResNet-101 decreases compared with
that of the VGG-16. This led us to investigate further why
residual nets did not perform better than VGG-16 for the
proposed method. We thus conducted experiments with vary-
ing layer depth and varying data size (only with strongly
supervised data to reduce the number of variants). Table III
shows that while residual nets perform better with increasing
layer depth for a strongly supervised training set of size 800,
it actually performs worse with growing layer depth when
that size is reduced to 600 or 400. These results show the
current amount of limited data is not enough to fully realize
the discriminative power of very deep residual nets. While we
believe that deep residual nets will perform better with more
training data, even weakly supervised, we could not verify this
due to the limited amount of available data.
c) The Effect of Dataset Sizes: We tested the effect of the
amount of data and supervision used in the training of our
network by varying the sizes of the strongly and weakly
supervised sets (#Strong/#Weak). Here, only a portion of
the DXLoc-Tr set is used for strongly supervised training,
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TABLE III
ABLATION STUDY OF REPLACING THE BACKBONE CNN STRUCTURE FROM VGG-16
TO RESIDUAL NETS [41] OF VARYING DEPTH ON THE SNUBH DATASET
Method [34] [34]+ResNet-34 [34]+ResNet-50 [34]+ResNet-101 Proposed+ ProposedResNet-101
CorLoc [%] 64.25 77.25 80.00 69.25 77.75 78.25 64.50 75.25 79.25 61.50 74.25 81.25 83.25 84.50
CI [%] 59.50- 73.00- 76.00- 64.75- 73.75- 74.25- 59.75- 71.00- 75.25- 56.75- 70.00- 77.25- 79.50- 81.00-68.75 81.25 83.75 73.75 81.75 82.25 69.25 79.25 83.25 66.25 78.50 85.00 86.75 88.00
# of training #Strong 400 600 800 400 600 800 400 600 800 400 600 800 800 800
images #Weak - - - - - - - - - - - - 4224 4224
Level of supervision Strong Weak & Semi
Results with varying data size are also presented to show that increases in the network depth may be harmful if the amount of data is limited. Bootstrapping
is used to sample subset CorLoc values from which 95% confidence intervals (CI) are computed.
whereas the rest are used for weakly supervised training,
namely 800(+4224), 600(+4424), 400(+4624), 200(+4824),
50(+4974), 10(+5014), where 800(+4224) denotes 800
strongly supervised images with 4224 additional weakly super-
vised images and so on. A comparison between the results and
the corresponding results using the same amounts of images
only from the DXLoc-Tr set is represented in Fig. 4. Here
the effectiveness of the proposed method is clearly illustrated,
which show better or comparable results with a considerably
smaller amount of strongly supervised data complemented
with weakly supervised data. Depending on the relative cost
between the strong and weak annotations of a specific prob-
lem, an optimal ratio of strong and weak supervision may
be determined to minimize annotation cost given a particular
target performance. Moreover, by learning the DX set with the
DXLoc-Tr set, the performance is relatively more robust when
the size of the strongly supervised dataset DXLoc-Tr is small.
This implies that weakly supervised data may have greater
impact when the cost of achieving strongly supervised data is
high. We can see in Fig. 4 that the proposed method performs
much better when the number of images is extremely small,
e.g., 50 and 10.
d) The Effect of Using Self-training: We further investigate
the potential to reduce the size of strongly supervised data
by using self-training [42]. We first train an initial network
with a given configuration of the DXLoc-Tr and DX sets.
Then, we apply this initial network to the images in the DX
set to obtain MoI detections. Images with the highest clas-
sification probabilities coincident with the image-level label
are automatically selected and moved to the DXLoc-Tr set.
Only one region, e.g., the most benign (or malignant) region
in benign (or malignant) images, among all detections is used
as a pseudo GT bounding box for the MoI since the image-
level label only implies a single MoI. For the background, we
automatically determine background boxes by finding boxes
that do not overlap with any detections. Then a new network
is trained with the new expanded DXLoc-Tr and reduced DX
sets. Table IV shows the results for an initial network trained
with DXLoc-Tr and DX sets but reconfigured so that DXLoc-
Tr has size 50 and 10. Results for the networks retrained after
reclassifying 50% of the DX set into the DXLoc-Tr set are
also shown. It is shown that self-training improves the Corloc
measures by 11.75% and 17.75% for DXLoc-Tr of size 50
and 10, respectively, compared to the initial networks. Here,
we note that the reliability of the generated pseudo labels is
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Fig. 4. The effect of sizes of training dataset with strong and
weak supervision evaluated on the SNUBH dataset. CorLoc
values on test set SNUBH-DXLoc-Ts of the proposed method,
with both strongly supervised (DXLoc-Tr) and weakly super-
vised (DX) training data (in red), and with only strongly super-
vised training data (in blue). When only strongly supervised
data are used, the proposed method is equivalent to the method
of Ren et al. [34]. The specific numbers of images of DXLoc-
Tr and DX are presented for each marked point, and the 95%
confidence intervals of the measured CorLoc are also shown
as bars.
most likely affected by the quality of the initial network model.
Results for the retrained networks when reclassifying 75% of
the DX set show that reclassifying an excessive proportion
may reduce the increase in performance.
2) Comparison with Previous Methods: We compare the
proposed method with fully weakly supervised and fully
supervised approaches on the SNUBH dataset. Fully weakly
supervised methods include the methods of 1) Zhou et al. [43],
which can produce class-wise heat maps via “class activation
mapping,” along with classification; and 2) MIL with region
proposals generated via selective search [44] and our proposed
loss, which is denoted as SS+MIL. In SS+MIL, the extracted
region patches are resized to a fixed size and independently
fed into a CNN. An image-level prediction is made by (2).
The fully supervised method is that presented in [34] and
introduced in Subsection II-B.
a) Quantitative Evaluation: Table V compares the proposed
method with fully weakly supervised and fully supervised
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TABLE IV
RESULTS OF THE PROPOSED METHOD WITH SELF-TRAINING ON THE SNUBH DATASET
Model Initial Retrained (50%) Retrained (75%) Initial Retrained (50%) Retrained (75%)
CorLoc [%] 70.50 82.25 80.75 63.25 81.00 79.25
CI [%] 66.00–75.00 78.50–86.00 76.75–84.75 58.25–67.75 77.00–84.75 75.25–83.00
# of training images #Strong 50 50+4974*0.5 50+4974*0.75 10 10+5014*0.5 10+5014*0.75#Weak 4974 4974*0.5 4974*0.25 5014 5014*0.5 5014*0.25
The initial network is applied to the images in the weakly supervised set and images with the highest classification probabilities coincident
with the image-level label are automatically selected and moved to the strongly supervised set, along with the most confident detection as
the GT MoI. Retraining is conducted with the reconfigured strongly and weakly supervised sets. Bootstrapping is used to sample subset
CorLoc values from which 95% confidence intervals (CI) are computed.
TABLE V
QUANTITATIVE RESULTS OF FULLY WEAKLY SUPERVISED (WEAK), FULLY SUPERVISED (STRONG), AND THE PROPOSED
JOINT WEAKLY AND SEMI-SUPERVISED (WEAK AND SEMI) METHODS ON THE SNUBH DATASET
Method [43] SS+MIL [34] Proposed Proposed+Self training(retrained 50%)
CorLoc [%] 10.25 21.25 80.00 84.50 83.50 83.50 81.00
CI [%] 7.50-13.25 17.25–25.50 76.00–83.75 81.00–88.00 79.75–87.00 79.75–87.00 -3.00–5.00 (difference with [34])
p-value <0.0001 <0.0001 <0.0001 - 0.0032 0.0018 0.6667 (with [34])
# of training images #Strong - - 800 800 800 800 10#Weak 5024 5024 - 4224 5024 2000 5014
Level of supervision Weak Strong Weak & Semi
Bootstrapping is used to sample subset CorLoc values from which 95% confidence intervals (CI) and p-values for indicating statistical
significance of improvement are computed. P-values are obtained using a paired t-test for each comparable method.
methods. We empirically found that training a fully weakly
supervised model is non-trivial. We failed to train a competent
mass detector due to the inferior image quality and complex
patterns of BUS images. Our proposed joint weakly and semi-
supervised approach clearly outperforms the other methods
with statistical significance, supported by the confidence in-
tervals and p-values.
In addition, we tested the effect of the amount of the
weakly supervised set (#Weak) while fixing that of the
strongly supervised set (#Strong) as follows: 1) All the
images in DX and DXLoc-Tr are used for weakly supervised
training (800/5024). 2) Only a portion of the DX set is used
for weakly supervised learning (800/2000). The use of the
maximum amount of data possibly provides the best result,
except for the case of (800/5024). This result unexpectedly
shows that applying the same data to supervised and weakly
supervised training can have a negative effect. We conjecture
that this phenomenon can occur when the loss from the
weakly supervised MIL stream and the loss from the strongly
supervised stream contradict each other for the same image.
We can further assess the positive affect of additional
training on weakly supervised images. It is shown in Table V
that the proposed method with self-training, trained only on
10 strongly and 5014 weakly supervised images, shows a
slightly higher CorLoc than that of [34] trained on 800 strongly
supervised images. For a statistical comparison, we again use
bootstrapping to sample subset CorLoc values of both settings
to compute the 95% CI of CorLoc differences as -3.00%–
5.00%. The p-value for the null hypothesis was 0.6667.
Fig. 5 shows the FROC curves for the methods included
in Fig. 4 and Table V. We can see that results from training
only on strongly supervised data give final operating points
that have fewer false positives (FP) and smaller fraction of
detected lesions compared to the proposed training scheme.
This indicates that the proposed weakly and semi-supervised
training helps to detect more difficult MoIs at the expense
of increased FPs. This is most likely beneficial in clinical
applications of BUS, since it would be easier for clinicians
to exclude FPs than to retroactively include false negatives.
For further details of performance comparisons, we provide in
Fig. 6 the zoomed FROC curves with 95% confidence interval
corresponding to the six uppermost curves in Fig. 5.
Finally, we compared the performance of the proposed
method on normal images. Since the proposed method can be
applied to assist in screening for masses, we must consider the
clinical environment where most images do not contain any
at all and check if the improved performance of localization
and classification comes at a cost of increased FPs on normal
images. We use the aforementioned set of 200 normal images
from 129 patients to obtain 2.07, 0.21, and 0.25 average
number of FP detections per image for the method by Zhou et
al. [43], Ren et al. [34], and the proposed method, respectively.
While the proposed method shows a 19.0% increase in FP
detections with a 5.63% increase in CorLoc compared to the
method of [34], we believe that the tradeoff is most likely
worthwhile considering the relative difficulty of improving
CorLoc for higher values and the absolute small number of
FP detections.
b) Qualitative Evaluation: Fig. 7 shows the qualitative
results of the proposed method and those of the fully weakly
supervised and fully supervised methods on the SNUBH
dataset. From the first to the third row, the proposed method
successfully detects and more precisely classifies various types
of masses than the method presented in [34].
Fig. 7 also provides representative failure cases in the
SNUBH dataset. All the methods failed to detect a masse in
the fourth row due to its unclear boundary. In the fifth example,
the proposed method precisely localized but failed to correctly
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Fig. 5. FROC curves of the proposed method and compa-
rable methods, corresponding to Table V, on the SNUBH
dataset. For the proposed method trained on both DXLoc-
Tr (strongly supervised dataset) and DX (weakly supervised
dataset), and trained only on DXLoc-Tr (where the proposed
method becomes equivalent to [34]), we show results for
various dataset sizes. In the legend, 800(+4224) denotes 800
strongly and 4224 weakly supervised training images, and so
on. The methods of Zhou et al. [43] and SS+MIL (MIL with
region proposals generated via selective search [44]) are also
shown.
classify masses probably due to insufficient and confusing
features. For example, a mass with an irregular shape and a
nonparallel orientation in the example is likely to be seen as
malignant from its image features.
C. Experiments on the UDIAT Dataset
1) Comparison with Previous Methods: Comparisons are
made with the recent approaches [18], [20], [21]. We first
construct a system, comparable to the proposed method, by
cascading the two methods [18], [20] because each method
only conducts localization [18] or classification [20]. Masses
are first localized and then classified in the cascaded system.
Each network constituting the whole system was separately
trained using the UDIAT-DXLoc-Tr. We note that training the
network in [18], [21] requires segmentation annotations, which
are available only for the UDIAT dataset. The FCN-AlexNet
shows the best performance in [18] in the absence of the
FCN-VGG16, which showed the best performance in [45].
We thus use the FCN-VGG16 rather than the FCN-AlexNet
in our experiment. The same modification on the network is
applied for the method in [21]. For these methods [18], [20],
[21], we use our own implementations because the authors did
not make theirs publicly available. We have carefully followed
the paper descriptions for the best results.
a) Quantitative Evaluation: Table VI compares the pro-
posed method with the cascaded system and the methods pre-
sented in [21], [34] on the UDIAT-DXLoc-Ts. The SNUBH-
DX is used as the weakly supervised set while the UDIAT-
DXLoc-Tr is used as the strongly supervised set for all
methods in common. Our proposed joint weakly and semi-
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Fig. 6. Zoomed FROC curves with 95% confidence interval
corresponding to Fig. 5. Only the topmost six curves are pre-
sented. Different colors are used for visibility. Bootstrapping
by randomly sampling test images with replacement is used to
generate multiple FROC curves for each model. From these,
95% confidence intervals are computed.
supervised approach clearly outperforms the other methods
on the UDIAT-DXLoc-Ts. We note that, the cascaded sys-
tem and the method in [21] require segmentation masks
for training, which are very strong annotations compared to
the mass bounding boxes and image-level diagnostic labels
required by the proposed method. In addition, we applied
the above networks, trained using the UDIAT-DXLoc-Tr, on
the SNUBH-DXLoc-Ts. Our proposed approach performed
reasonably well, whereas the other methods almost failed.
We can see that by using the SNUBH-DX together with
the small UDIAT-DXLoc-Tr for training, the performance is
greatly boosted. We believe this result shows that our proposed
method can be especially useful when strong annotation is
hard to obtain. While training with only weakly annotated
datasets may generally not be viable, if a common strongly
annotated dataset is available, it can be jointly trained with
various weakly annotated datasets in different environments,
and successfully applied to test data from that environment.
Fig. 8 shows the FROC curves for the all methods included
in Table VI. We can see that again, the proposed weakly and
semi-supervised training helps to detect more difficult MoIs at
the expense of increased FPs.
b) Qualitative Evaluation: Fig. 9 shows the qualitative re-
sults of the proposed method and those of the fully supervised
methods on the UDIAT-DXLoc-Ts. The proposed method
successfully detects and more precisely classifies both benign
and malignant masses than the other methods.
IV. CONCLUSION
We have proposed a systematic algorithm for weakly and
semi-supervised learning, trained with a small number of
strongly annotated data and a larger number of weakly an-
notated data. This method is applied to concurrently localize
and classify masses present in BUS images. Comparative
evaluation supports the effectiveness of the proposed method.
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TABLE VI
QUANTITATIVE RESULTS OF FULLY SUPERVISED (STRONG) AND THE PROPOSED
JOINT WEAKLY AND SEMI-SUPERVISED (WEAK AND SEMI) METHODS WHEN TRAINING AND TESTING ACROSS DATASETS
Method [18]+ [20] [21] [34] Proposed
SNUBH-DXLoc-Ts
CorLoc [%] 27.25 41.25 59.75 71.50
CI [%] 23.00–31.75 36.50–46.00 55.00–64.25 67.25–76.00
p-value <0.0001 <0.0001 <0.0001 -
UDIAT-DXLoc-Ts
CorLoc [%] 60.00 55.00 80.00 82.50
CI [%] 55.25–64.75 40.00–70.00 76.00–83.75 78.50–86.00
p-value <0.0001 <0.0001 <0.0001 -
Level of supervision Strong Weak & Semi
SNUBH-DX is used as the weakly supervised set only for the proposed method while the
UDIAT-DXLoc-Tr is used as the strongly supervised set for all methods. The method( [18]+
[20]) comprises a method of localization by [18] and classification by [20]. Bootstrapping
is used to sample subset CorLoc values from which 95% confidence intervals and p-values,
by a paired t-test, for indicating statistical significance of improvement are computed.
Also, we have shown that combining the weakly annotated
data in the training process will definitely improve the per-
formance, moderately or greatly depending on the limitations
of strongly supervised data. We have further investigated the
following: the best particular version of the method, including
details on algorithmic variants and network structure; the
optimal configuration of weakly and strongly annotated data,
considering required data annotation efforts and attainable
accuracy; and the particular advantage of incorporating weakly
annotated data in training. Our findings are: the optimal variant
of the proposed method should be trained with mini-batches
composed of both strongly and weakly annotated data, with
gradually increasing MIL scaling, with MoI defined as the
most malignant region, and with the VGG-16 net as the base
network when data is limited; by using self-training, only an
extremely small amount, e.g., under 100, of strongly annotated
data can give comparable performance to when using a much
larger amount, though it is better to increase strong annotations
if the cost of annotation is low; and adding weakly annotated
data will help to detect more true positives at the cost of
increased false positives.
For our future work, we plan to extend the proposed
method to 3D automated BUS (ABUS). The ABUS has several
advantages over hand-held US such as higher reproducibility
and less required physician time for image acquisition. But
image interpretation may be more time-consuming due to its
higher dimensionality.
We believe that although the proposed method is intended
for masses in BUS images, it can also be applied as a general
framework to train computer-aided detection and diagnosis
systems to detect diverse lesion candidates before physicians
manual inspection. Thus, the application of the proposed
framework to a wide variety of image modalities, target organs,
and diseases can also be our next step.
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Fig. 7. Qualitative results on the SNUBH dataset. Each row shows different images. Each of the top three rows presents a
case with various types of masses, which can be small, large, or unclear. The bottom two rows present failure cases where
either localization or classification fails. Bounding boxes with solid and dashed lines respectively represent ground truths (GT)
and detections using the proposed method. Boxes are colored as blue (red) if the GT or predicted label is benign (malignant).
Figure best viewed in color.
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Fig. 8. FROC curves of the proposed joint weakly and semi-
supervised method and comparable methods, corresponding to
Table VI, when training and testing across datasets. SNUBH-
DX is used as the weakly supervised set only for the proposed
method while the UDIAT-DXLoc-Tr is used as the strongly
supervised set for all methods. Test sets are indicated in
parentheses. Bootstrapping is used to generate multiple FROC
curves from which 95% confidence intervals are computed.
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Fig. 9. Qualitative results on the UDIAT-DXLoc-Ts. Each row shows different images. Bounding boxes with solid and dashed
lines respectively represent ground truths (GT) and detections using the proposed method. Each two rows present benign and
malignant cases. Boxes are colored as blue (red) if the GT or predicted label is benign (malignant). Figure best viewed in
color.
