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Abstract
We introduce Hochschild (co-)homology of morphisms of schemes or analytic spaces and study its funda-
mental properties. In analogy with the cotangent complex we introduce the so-called (derived) Hochschild
complex of a morphism; the Hochschild cohomology and homology groups are then the Ext and Tor groups
of that complex. We prove that these objects are well defined, extend the known cases, and have the ex-
pected functorial and homological properties such as graded commutativity of Hochschild cohomology and
existence of the characteristic homomorphism from Hochschild cohomology to the (graded) centre of the
derived category.
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0. Introduction
The aim of this note is to define Hochschild (co-)homology in the global setting, for mor-
phisms of schemes or analytic spaces.
Hochschild homology for a flat morphism of any type of spaces X → Y should coincide
with TorX×YX• (OX,OX), and if Y is a simple point, Hochschild cohomology should agree with
Ext•X×X(OX,OX), where X is considered as a subspace of X×Y X via the diagonal embedding.
In the algebraic, case, when X is a quasi-projective scheme over some field K , Swan [30] showed
that this requirement holds for any globalization of the concept of Hochschild (co-)homology
that had been proposed earlier, e.g. in [17]. He also proved that for X smooth the corresponding
Hodge spectral sequences agree, thus the Hochschild–Kostant–Rosenberg (HKR) decomposition
that results from the degeneration of that spectral sequence for X smooth over a field K of
characteristic zero is the same in those globalizations.
To go beyond the flat or absolute situation, with the aim to include both non-flat mor-
phisms of schemes and the complex analytic case, let us first review the pertinent issues in
the affine case. For homomorphisms A → B of commutative rings, even more generally, for
any associative A-algebra B , the bar complex B provides a canonical resolution of B as
a (right) module over the enveloping algebra Be := Bop ⊗A B , and classically Hochschild
(co-)homology is the (co-)homology of (the dual of) that complex, that is,
HHB/A• (M) := H•(B⊗Be M) and HH•B/A(M) := H •
(
HomBe(B,M)
)
,
for any B-bimodule M . If P is a projective resolution of B as a Be-module, then there exists
a comparison map of complexes P → B over the identity on B , and that map is unique up to
homotopy. Consequently, there are natural comparison maps
αM : TorB
e
• (B,M)→HHB/A• (M) and αM : HH•B/A(M) → Ext•Be(B,M).
The maps αM are isomorphisms whenever B is flat over A, while the maps αM are isomorphisms
as soon as B is projective as an A-module.
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the standard tensor product by the analytic one, to obtain an analytic bar complex and analytic
Hochschild (co-)homology. However, already in simple situations, for instance for a free power
series ring extension, this construction will not return the expected cohomology groups. The
main reason for this is that even for a free analytic extension A → B of analytic algebras, B is
not a projective module over A unless A is artinian; see, for example, [6] and [32, Satz 9].
The same caveat applies to the obvious extension of this definition to spaces: in any category
of ringed spaces that admits fibre products, one can form, for a morphism f :X → Y and each
integer n  1, the n-fold fibre product X×Y n := X×Y · · · ×Y X, and then restrict the structure
sheaf topologically to the diagonal Δn: X ⊆ X×Y n. With the usual definition of the differential,
one obtains the sheafified (analytic) bar complex on X, a complex of Δ−12 OX×YX-modules, that
agrees with the complex of the same name considered by Swan in the algebraic setting.
Instead we follow the approach introduced by Quillen in [22] for morphisms of algebras. To
deal with the case when B is not A-flat, one replaces Be by the derived tensor product Bop⊗AB
that can be defined as a real world algebra using free simplicial resolutions of B , and then the
same definition as before applies. There is a natural homomorphism Bop ⊗
A
B → Bop ⊗A B =
Be over the identity of B , and this implies the existence of natural comparison maps
βM : Tor
Bop⊗AB• (B,M) → TorBe• (B,M) and
βM : Ext•Be(B,M) → Ext•Bop⊗AB(B,M).
The maps βM are again isomorphisms for B flat over A, while the maps βM are isomorphisms
as long as TorAi (B,B) = 0 for i = 0, in particular for B flat over A.
One advantage of this setup, as shown in [22], is that the crucial Hochschild–Kostant–
Rosenberg (HKR) decomposition theorem for Hochschild (co-)homology generalizes to arbitrary
morphisms between commutative rings of characteristic zero, with the module of Kähler differ-
ential forms replaced by the cotangent complex of A → B . Moreover, the elegant treatment of
the Eckmann–Hilton argument by Suarez-Alvarez in [29] yields essentially automatically that
the natural ring structure on Ext•Bop⊗AB(B,B)) is graded commutative, thus providing the coun-
terpart to Gerstenhaber’s fundamental result in [15] for classical Hochschild cohomology.
The second advantage is that, following Quillen’s guidance, one may extend the technique to
not necessarily flat morphisms X → Y between schemes or analytic spaces by replacing X×Y X
with the derived fibre product. We describe the more complicated case of complex analytic al-
gebras, asking the reader to make the simplifications that occur in the case of schemes. Locally,
one proceeds as follows. Given a morphism of analytic algebras A → B , resolve B by a free
DG A-algebra R, so that R is a DG algebra with an A-linear derivation ∂ as differential1 and
comes equipped with a quasiisomorphism R → B over A. Here “free” means that R is concen-
trated in degrees  0, that R0 is a free analytic power series ring over A, and that R is free as a
graded R0-algebra in the usual sense. The derived analytic tensor product B ⊗˜
A
B is then rep-
resented by the analytic tensor product S := R ⊗˜A R := R ⊗R0 (R0 ⊗˜A R0) ⊗R0 R that inherits
naturally the structure of a free DG algebra over A. The multiplication map S → R followed by
the quasiisomorphism R → B endows B with a DG-module structure over S. Accordingly we
will define the Hochschild complex HB/A as the derived tensor product B ⊗S B , a complex in
1 We use throughout the convention that differentials increase degrees by 1.
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Ext•B(HB/A,−). Clearly, this definition works locally on any analytic space.
We should point out here that contrary to the theory of the cotangent complex that is quite
sensitive to the characteristic and requires simplicial instead of DG algebra resolutions in case of
positive or mixed characteristic, the construction of the Hochschild complex is oblivious to the
characteristics of the rings involved, whence one can use DG algebras throughout.
To globalize, we use resolvents as developed in [5,12,21]. This allows to define first a
Hochschild complex on the simplicial space over Y that is associated to a locally finite cov-
ering of the given space X by Stein compact sets, using the local construction and propagating
it along the nerf of the simplicial structure, and then to descend to X via a ˇCech construction to
obtain a Hochschild complex HX/Y in the derived category D−(X). We verify that this proce-
dure indeed leads to a notion of Hochschild (co-)homology with the expected properties, such
as graded commutativity of the natural product on Hochschild cohomology and existence of a
characteristic ring homomorphism from the Hochschild cohomology to the graded centre of the
derived category. For a flat morphism, this Hochschild complex reduces to the derived tensor
product OX ⊗OX⊗˜OYOX OX = (LΔ
∗)Δ∗OX ∈ D−(X), where Δ :X → X ×Y X is the diagonal
embedding, and so the requirements laid out at the beginning are satisfied.
In a subsequent paper we will show that the HKR-decomposition theorem holds as well,
thus globalizing Quillen’s theorem. We note that in the meantime F. Schuhmacher [24], familiar
with but independent of an early version of this work, has used the machinery of [3] to define
Hochschild cohomology for morphisms of complex spaces and to give another proof of the HKR-
decomposition theorem in that situation.
One inconvenience of the approach here is the variety of choices involved, from the open
covering by Stein compact sets, to the local models of the free resolutions, to the glueing data.
Although one can track independence of choices step by step, this is indeed cumbersome. Here
we use a different approach: to show that our construction is independent of the choices, and
thus leads to a well defined object in the derived category, we employ categories of models, in
a context as suitable for our purposes. These are related to but less sophisticated than Quillen’s
model categories. This technique was already used implicitly in [12] to deduce that the cotan-
gent complex of a morphism of complex spaces is well defined in the derived category. Here
we formalize the treatment and give complete proofs along with the application that shows the
Hochschild complex to be well defined and to behave functorially with respect to morphisms of
complex spaces.
We use throughout the notations and techniques as set up in Section 2 of our previous paper
[5], including here only quick reviews of some relevant facts. Moreover, as already mentioned,
we treat explicitly just the case of morphisms of complex spaces, leaving the simplifications that
occur in the case of morphisms of schemes to the reader.
1. The Hochschild complex for complex spaces
1.1. Resolvents of complex spaces
We begin with a short review of the notion of a resolvent of a morphism of complex spaces,
see [12, p. 33], [5, 2.34], or [21].
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over Y , consists of a triple X = (X∗,W∗,R∗) given as follows:
(1) X∗ = (Xα)α∈A is the simplicial space associated to some locally finite covering (Xi)i∈I of
X by Stein compact subsets; see [5, 2.2(a)]. In particular, A is the simplicial set of all subsets
α of I with Xα :=⋂i∈α Xi = ∅.
(2) W∗ is a smoothing of f , which means that there is given a factorization
X∗
f
i
W∗
f˜
Y,
where W∗ = (Wα)α∈A is a simplicial system of Stein compact sets3 on the same simplicial
set as X∗, the morphism i is a closed embedding, and the morphism f˜ is smooth.4
(3) R∗ is a locally free DG algebra5 over OW∗ , with each graded component of Rα a coherent
OWα -module for each simplex α, and there is given a quasiisomorphism R∗ → OX∗ of
OW∗ -algebras.
The smoothing W∗ is called free if
(a) Wi ⊆ Cni × Y for some ni , and OWi ∼=OCni×Y |Wi ;
(b) Wα ⊆∏Yi∈α Wi , where ∏Y denotes the fibre product over Y , and OWα is the topological
restriction of the structure sheaf on
∏Y
i∈α Wi to Wα ;
(c) the transition maps Wβ → Wα , α ⊆ β , are induced by the corresponding projections∏Y
i∈β Wi →
∏Y
i∈α Wi .
The resolvent X itself is said to be free if W∗ is a free smoothing and R∗ is furthermore a free
OW∗ -algebra (see [5, 2.31]).
Each morphism between complex spaces admits such resolvents, even free ones, with respect
to any covering of X by Stein compact sets; see, for example, [12, 2.11(a)] or [5, 2.35]. Recall that
these resolvents are constructed inductively along the nerve A of the given covering. The initial
step uses the fact that the ring of global sections over the Stein compact set Xi is noetherian by
Frisch’s theorem [13], whence OXi can be obtained for some ni  0 as a quotient of OCni×Y
restricted to a suitable Stein compact set Wi that is smooth over Y . The OWi -algebra resolution
Ri ofOXi can then be constructed à la Tate [31]; see [12, 2.7] and [5, 2.32] for the relevant case of
DG algebras over simplicial systems of Stein compact sets. As this result will be frequently used
in the following, we state it along with the lifting property for free algebra resolutions [12, 2.8].
2 A complex space is always viewed as a ringed space X = (|X|,OX), with |X| as underlying topological space and
OX as structure sheaf.
3 Stein compact sets are always assumed to be semianalytic.
4 That is, for every point x ∈ Wα , the analytic algebra OWα,x is smooth over OY,f (x) .
5 Our DG algebras are always assumed to be concentrated in non-positive degrees.
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paper are assumed to have coherent homogeneous components concentrated in only non-positive
degrees. (Recall that the differential increases degree by one, thus, such a DG algebra is bounded,
as a complex, in the direction of the differential.)
Proposition 1.1.2. (1) Given a morphism of DG algebras A∗ → B∗ on a simplicial system of
Stein compact sets there is a free DG A∗-algebra resolution of B∗, that is, a free DGA∗-algebra
R∗ together with a quasiisomorphism of DG A∗-algebras R∗ → B∗.
(2) Given a commutative diagram in solid arrows
A∗ A′∗
π
B∗
ϕ˜
ϕ B′∗
of DG algebra morphisms on a simplicial scheme of Stein compact sets with B∗ free overA∗ and
π a surjective quasiisomorphism, there exists a morphism ϕ˜ :B∗ →A′∗ of DG A∗-algebras such
that π ◦ ϕ˜ = ϕ. Moreover, the lifting ϕ˜ of ϕ through π is unique in the derived category.
Proof. For the proof of (1) we refer the reader to [5, 2.32]. To deduce (2), by induction along the
Postnikov tower of the free algebra A∗ → B∗, see [5, discussion after 2.32], and in view of the
structure of free graded modules over a simplicial DG algebra, [5, 2.13], one may reduce to the
case that B∗ is obtained from A∗ by adjunction of a graded free A∗-module of the form p∗αFα
with Fα generated in a single degree k  0 over Aα . If e is a generator of Fα , then ϕ˜(∂e) is
already defined as a section of A′α and ϕ(e) is a section in B′α . As π is surjective, there exists, by
Theorem B, a section e′ in A′α with π(e′) = ϕ(e). Now b = ϕ˜(∂e) − ∂e′ is a cycle that maps to
zero under π . As π is a quasiisomorphism, b = ∂e′′ for some e′′, and ϕ˜(e) = e′ + e′′ yields the
desired lifting of ϕ(e).
The last assertion follows as ϕ˜ = π−1ϕ in the derived category. 
1.1.3. Given a resolvent (X∗,W∗,R∗) of a morphism of complex spaces f :X → Y , we can
form the simplicial spaces X∗ ×Y X∗ := (Xα ×Y Xα)α∈A and W∗ ×Y W∗ := (Wα ×Y Wα)α∈A of
Stein compact sets over Y . Note that X∗ ×Y X∗ is the simplicial space associated to the covering
(Xi ×Y Xi)i∈I of a neighbourhood of the diagonal subspace X ⊆ X ×Y X. The simplicial space
W∗ ×Y W∗ constitutes a smoothing of X∗ ×Y X∗ over Y . As in [5, 2.37] we set6
S∗ :=R∗ ⊗˜OY R∗ :=R∗ ⊗OW∗ (OW∗×YW∗)⊗OW∗ R∗,
and note that S∗ is naturally a DG algebra over the simplicial space W∗ ×Y W∗. The reader should
keep in mind the following facts.
6 Another plausible notation, modeled on the one sometimes used in algebraic geometry, is
S∗ =R∗OY R∗ := p∗1R∗ ⊗OW∗×Y W∗ p
∗
2R∗,
where p1,p2 :W∗ ×Y W∗ → W∗ denote the canonical projections.
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Xα ×Y Xα , whereas it represents the derived analytic tensor product OX,w ⊗˜OY,y OX,w′ , if
(w,w′) ∈ Xα ×Y Xα with y = f (w) = f (w′). In particular,
(1) for any simplices α ⊆ β and each z ∈ Wβ ×Y Wβ , the transition map pαβ :Wβ ×Y Wβ →
Wα ×Y Wα induces a quasiisomorphism Sα,pαβ(z) → Sβ,z;
(2) if X is flat over Y , then the natural morphism S∗ →OX∗×YX∗ is a quasiisomorphism.
Proof. The given quasiisomorphism R∗ →OX∗ is a Y -flat resolution, whence at each point the
DG algebra S∗ represents the derived analytic tensor product OX∗⊗˜OYOX∗ . This implies the
first assertion as well as (1). If X → Y is flat, the derived tensor product is represented by the
non-derived one, and the quasiisomorphism R∗ →OX∗ of Y -flat resolutions of OX∗ yields the
quasiisomorphism
S∗ =R∗ ⊗˜OY R∗ →OX∗⊗˜OYOX∗ ∼=OX∗×YX∗ . 
1.2. The ˇCech construction
We keep the notation from 1.1.3. To construct the Hochschild complex, we use the ˇCech
functor as the basic tool to pass from modules on X∗ to modules on X. We remind the reader in
brief of the relevant definitions and properties, see also [5, 2.27–2.30].
1.2.1. Restricting a given OX-module M to the Stein compact sets of the given covering
defines the OX∗ -module M∗ = j∗M with Mα :=M|Xα . This functor is exact and so induces
directly a functor j∗ :D(X) → D(X∗) between the respective derived categories.
To describe a right adjoint, denote by jα :Xα↪→X the inclusion and order the vertices of the
covering to associate to any module M∗ on X∗ the ˇCech complex C•(M∗) with terms
Cp(M∗) :=
∏
|α|=p
jα∗(Mα),
where the product is taken over all ordered simplices, and the differential is defined in the usual
way by means of the transition morphisms for M∗ and the given ordering on the vertices. The
functor j∗(M∗) :=H0(C•(M∗)) from OX∗ -modules to OX-modules is right adjoint to j∗, and
the canonical homomorphism of OX-modules M→ j∗j∗(M) is an isomorphism. The ˇCech
functor extends in the usual way to complexes M∗ by taking the total complex of the double
complex Cp(Mq∗). We note the following important properties of the ˇCech functor:
(1) C• is exact, thus can be viewed directly as a functor C• :D(X∗) → D(X).
(2) C• represents Rj∗, the right derived functor of j∗.
(3) The adjunction morphism M→ Rj∗j∗M∼= C•(M∗) is just the ˇCech complex of sheaves
associated to the given covering. It is always a quasiisomorphism, that is, the functor
j∗ :D(X) → D(X∗) is fully faithful.
The other adjunction morphism, j∗C•(M∗) → M∗ on D(X∗), is a quasiisomorphism if
and only if the transition morphisms p∗αβMα →Mβ are quasiisomorphisms for all pairs of
simplices α ⊆ β .
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each simplex α.
Remark 1.2.2. We end the general review of the setup recalling the following convention. If
M,N are objects of a triangulated category D, then
ExtnD(M,N ) := HomD
(M, T nN ), n ∈ Z,
with T the translation functor on D. This convention thus ignores whether Ext• can be realized
as the cohomology of a “concrete” complex, obtained from resolutions of some kind. This addi-
tional feature is however present in most, if not in all the (unbounded) derived categories we work
with; see, for example, [28]. Indeed, these triangulated categories arise from abelian categories
with enough projectives and/or injectives. In particular, the sheaves of the form Ext•X(M,N ) or
T orOX• (M,N ) on some space X, with M,N ∈ D(X), exist and are well defined, regardless of
the size of the complexes involved.
1.3. The Hochschild complex
The multiplication map μ :S∗ =R∗ ⊗˜OY R∗ →R∗ turnsR∗ into an S∗-algebra, and there is
a locally free, and by 1.1.2(1) even a free, DG S∗-algebra resolution B∗ of R∗ over S∗ that fits
into a commutative diagram
B∗
ν
S∗
μ R∗,
where ν is a quasiisomorphism of DG algebras.
We keep track of these additional data through the following notation.
Definition 1.3.1. The quadruple X(e) := (X∗,W∗,R∗,B∗) is called an extended resolvent of
f :X → Y if X := (X∗,W∗,R∗) is a resolvent and B∗ is a locally free algebra resolution of R∗
over S∗ =R∗ ⊗˜OY R∗. This extended resolvent is called free, if X is free and B∗ is a free algebra
over S∗.
By the preceding discussion such an extended free resolvent always exists. To define
Hochschild complexes, free extended resolvents are sufficient; however to deduce uniqueness
we need the flexibility offered by arbitrary resolvents.
The tensor product of the algebra resolution B∗ over S∗ with the composition S∗ μ−→R∗ →
OX∗ , when restricted topologically to the diagonal Δ :X∗ ↪→ X∗ ×Y X∗ ↪→ W∗ ×Y W∗, leads
first to a Hochschild complex of X∗ over Y , and then through the ˇCech functor to a Hochschild
complex of X over Y .
Definition 1.3.2. We call the DG OX∗ -algebra
HX∗/Y := Δ∗(B∗) = (B∗ ⊗S∗ OX∗)|X∗
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HX/Y := C•(HX∗/Y )
of OX-modules will be called a Hochschild complex of X over Y .
Unlike the classical Hochschild complex for algebras, the complexes here are of course not
canonically defined as they depend on the choice of the extended resolvent. However we have
the following result the proof of which will be postponed to Section 2.
Theorem 1.3.3. The Hochschild complex is well defined as an object of the derived category
D(X). Moreover, for any commutative diagram of morphisms of complex spaces
X
g
X′
Y Y ′
there is a functorial morphism
Lg∗(HX′/Y ′) → HX/Y
in D(X).
Let us note the following simple properties of Hochschild complexes.
Proposition 1.3.4. Let HX∗/Y and HX/Y be Hochschild complexes as just constructed.
(1) The complex HX∗/Y is a graded freeOX∗-algebra with coherent and locally free components
concentrated in non-positive degrees.
(2) The transition maps HXα/Y |Xβ → HXβ/Y are quasiisomorphisms for all simplices α ⊆ β .
The adjunction morphism
j∗HX/Y → HX∗/Y
is a quasiisomorphism.
(3) The cohomology sheaves Hp(HX∗/Y ) vanish for p > 0 and H0(HX∗/Y ) ∼=OX∗ .
(4) The complex HX/Y is locally bounded above with coherent cohomology, and its stalks
HX/Y,x are free, so in particular flat OX,x -modules. The cohomology sheaves Hp(HX/Y )
vanish for p > 0, and H0(HX/Y ) ∼=OX .
Proof. The assertions in (1) are immediate from the construction. In order to deduce (2), it
suffices to argue locally. As B∗ is a free algebra over S∗, for each z ∈ Wα ×Y Wα , the DG Sα,z-
module Bα,z is projective, resolving OX,z via the quasiisomorphisms Bα,z −→Rα,z −→OXα,z ∼=
OX,z. By 1.1.3, for simplices α ⊆ β and every point z ∈ Wβ ×Y Wβ , the corresponding algebra
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is as before the transition map. Applying now [4, X.66, §4 no.3], the morphism
Bα,pαβ(z) → Bα,pαβ(z) ⊗Sα,pαβ (z) Sβ,z
is seen to be a quasiisomorphism of Sα,pαβ(z)-modules. Hence the module on the right con-
stitutes along with Bβ,z a projective resolution of OX,z over Sβ,z and the transition map
Bα,pαβ(z) ⊗Sα,pαβ (z) Sβ,z → Bβ,z is consequently a quasiisomorphism of projective resolutions
of OX,z, thus
HXα/Y |Xβ = Bα ⊗Sα OXα |Xβ ∼= p∗αβ(Bα)⊗Sβ OXβ |Xβ → Bβ ⊗Sβ OXβ |Xβ = HXβ/Y
is a quasiisomorphism as claimed. The last assertion of (2) follows now from 1.2.1(3), and these
arguments prove as well (3).
It remains to establish (4). As the given covering of X is locally finite, (HX/Y )x =
C•((HX∗/Y )x) for every x ∈ X, and the localized complex is bounded above, whence HX/Y
is locally bounded above. As the stalks (HX∗/Y )x are free OX,x -modules by (1), the same holds
for (HX/Y )x . The quasiisomorphism j∗HX/Y → HX∗/Y established in (2) yields the claims on
the cohomology sheaves of HX/Y . 
1.4. The algebra structure on the Hochschild complex
Note that HX/Y will no longer necessarily be an OX-algebra since the ˇCech functor is not
compatible with tensor products. However, we will show in this part that the Hochschild complex
is at least an OX-algebra object in the derived category.
1.4.1. Let A be a complex of flat OX-modules. Assume given a morphism
m :A⊗OX A=A⊗OX A→A,
in D(X), called the multiplication. As usual, such a multiplication is said to be associative if
the morphisms m ◦ (m ⊗ idA) and m ◦ (idA ⊗ m) from A ⊗OX A ⊗OX A to A are equal.
With σ :A ⊗OX A→ A ⊗OX A the Koszul morphism that interchanges the two factors, the
multiplication is (graded) commutative if m = m ◦ σ . Finally, a morphism  :OX →A is said to
be a (left) unit if the morphism m ◦ ( ⊗ idA) from OX ⊗OX A to A is equal to the canonical
isomorphism OX ⊗OX A∼=A.
In the following, an object A of D(X) consisting of flat OX-modules and equipped with a
commutative and associative multiplication m and with a unit  as above will be called in brief
a commutative OX-algebra in D(X). Morphisms of such commutative algebras are introduced
in a straightforward manner. Moreover, if f :X′ → X is a morphism, then Lf ∗ = f ∗ on flat
OX-modules, thus it transforms commutative OX-algebras in D(X) naturally into commutative
OX′ -algebras in D(X′).
In the same way we can introduce commutative OX∗ -algebras in D(X∗). For instance, the
Hochschild complex HX∗/Y is already equipped with a commutative, associative and unitary
OX∗-bilinear multiplication that is a morphism of complexes, thus it represents trivially a com-
mutative OX∗ -algebra in D(X∗).
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into OX-algebras in D(X). The reader will notice that all we require is indeed the fact that the
left adjoint j∗ to C• commutes with (derived) tensor products.
Lemma 1.4.2. Let M∗, N∗ be complexes of OX∗ -modules and assume that M∗ is flat over OX∗
and locally bounded above. Then the complex of OX-modules C•(M∗) is flat, and there is a
natural morphism
C•(M∗)⊗OX C•(N∗) → C•(M∗ ⊗OX∗ N∗)
in D(X). If, moreover, for all simplices α ⊆ β , the transition maps p∗αβMα → Mβ and
p∗αβNα →Nβ are quasiisomorphisms, then that natural morphism is an isomorphism in D(X).
Proof. Clearly C•(M∗) is flat over OX . As j∗ commutes with tensor products of complexes,
one obtains a natural morphism
j∗
(C•(M∗)⊗OX C•(N∗)
)∼= j∗C•(M∗)⊗OX∗ j∗C•(N∗) →M∗ ⊗OX∗ N∗
from the adjunction morphisms j∗C•(M∗) →M∗ and j∗C•(N∗) →N∗. Adjunction yields the
desired natural morphism.
If the transition morphisms for M∗ and N∗ are quasiisomorphisms, then the adjunction mor-
phisms j∗C•(M∗) →M∗ and j∗C•(N∗) →N∗ are quasiisomorphisms by 1.2.1(3), whence the
displayed morphism is a quasiisomorphism. As j∗ is fully faithful on D(X) (see again 1.2.1(3))
the last assertion follows. 
Lemma 1.4.3. For each (commutative) flat OX∗ -algebra A∗ in D−(X∗) the associated ˇCech
complex C•(A∗) carries a natural (commutative) OX-algebra structure in D−(X). If, more-
over, the transition morphisms on A∗ are quasiisomorphisms, then the adjunction morphism
j∗C•(A∗) →A∗ is an isomorphism of algebra objects in D−(X∗).
Proof. In view of 1.4.2, we have a natural morphism
C•(A∗)⊗OX C•(A∗) → C•(A∗ ⊗OX∗ A∗)
in D−(X). Following this morphism with C•(μ), where μ :A∗ ⊗OX∗ A∗ → A∗ is the given
multiplication on A∗, defines the multiplication on C•(A∗) in D−(X). That C•(A∗) inherits
as well the unit from A∗ and that these data turn C•(A∗) into a (commutative) OX-algebra in
D−(X) is clear from the naturality of the construction, and so is the last assertion. 
Applying the result just established to Hochschild complexes yields immediately the follow-
ing.
Proposition 1.4.4. The complex HX/Y admits a commutative OX-algebra structure in the de-
rived category D(X) that does not depend on the choice of B∗. The OX∗ -algebra j∗HX/Y is
canonically isomorphic to the OX∗ -algebra HX∗/Y in the derived category D(X∗).
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HX/Y ×HX/Y → HX/Y
that represents the multiplication. Indeed, the classical Alexander Whitney map for simplicial
complexes; see, for example, [20, VIII 8.5]; yields an explicit associative unital product
Cp(HX∗/Y )× Cq(HX∗/Y ) → Cp+q(HX∗/Y ⊗OX∗ HX∗/Y ).
In general, this product is only graded commutative in the homotopy category of complexes; see
[20, VIII 8.7]. Moreover, as we are considering the ˇCech complexes of alternating (or, equiva-
lently, ordered) chains, this construction depends on an ordering of the vertex set of the simplices
and is not functorial with respect to mappings. Note, however, that the Alexander–Whitney map
becomes functorial as soon as we replace the alternating ˇCech complex by the larger complex of
all ˇCech chains as in [18].
An algebra structure in D(X) induces similar structures in cohomology and on various Tor or
Ext groups or sheaves. More precisely, we have the following standard application.
Lemma 1.4.6. An OX-algebra structure on a complex A ∈ D−(X) of flat OX-modules induces
a natural commutative graded H 0(X,OX)-algebra structure on H •(X,A). Moreover, for every
complex M ∈ D(X), the groups
TorX• (M,A) and Ext•X(A,M)
carry natural graded module structures over H •(X,A). Similarly, the sheaf H•(A) is a graded
commutative OX-algebra, and the sheaves
T orX• (M,A) and Ext•X(A,M)
are modules over it.
Proof. Note that H •(X,A) = Ext•X(OX,A) by definition. If f,g : OX → A are morphisms
in D−(X) representing elements of this graded group of degree |f |, |g| respectively, then the
composition
OX ∼=−→OX ⊗OX OX
f⊗g−−−→A⊗OX A μ−→A
defines the product fg ∈ H |f |+|g|(X,A). It is easy to see that this multiplication is associative,
with unit the image of 1 under H •(X,OX) −→ H •(X,A). To show that it is graded commutative,
note that, with T the translation funtor on D(X), the diagram
T nA⊗OX T mA
(−1)mnσ ∼=
∼=
T n+m(A⊗OX A)
σ ∼=
T mA⊗OX T nA
∼=
T n+m(A⊗OX A)
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two factors. Taking cohomology, it follows easily that H •(X,A) is graded commutative. The
remaining assertions are left to the reader as an exercise. 
2. Hochschild (co-)homology of complex spaces
2.1. Definition and basic properties
With Hochschild complexes at our disposal, it is now immediate how to define Hochschild
(co-)homology.
Definition 2.1.1. Let M ∈ D(X) be a complex of OX-modules. The groups
HHX/Y• (M) := TorX• (HX/Y ,M) := H−•(X,HX/Y ⊗OX M) and
HH•X/Y (M) := Ext•X(HX/Y ,M)
are called the Hochschild homology, respectively Hochschild cohomology of M. Similarly we
introduce Hochschild (co-)homology sheaves
HHX/Y• (M) := T orX• (HX/Y ,M) and HH•X/Y (M) := Ext•X(HX/Y ,M).
If Y is just a point, we write simply HHX• (M),HH•X(M), and so forth, and call these groups
or sheaves absolute Hochschild (co-)homology of X.
The following properties are immediate from the definition and the previous results.
Proposition 2.1.2. With Hochschild (co-)homology as just introduced, one has
(1) HH•X/Y is a cohomological functor, that is, every short exact sequence7 of complexes of
OX-modules 0 →M′ →M→M′′ → 0 induces a long exact cohomology sequence
· · · → HHp−1X/Y (M′′) → HHpX/Y (M′) → HHpX/Y (M) → HHpX/Y (M′′) → ·· · ,
and these long exact sequences depend functorially on the given short exact sequences. Anal-
ogously, HH•X/Y (−) is a cohomological functor, and similarly HHX/Y• (−) and HHX/Y• (−)
are homological functors on D(X).
(2) If M ∈ D−coh(X), then the sheaves HHX/Yp (M) are coherent for each p ∈ Z. Similarly, the
sheaf HHpX/Y (M) is coherent for M ∈ D+coh(X) and any p.
(3) For every OX-module M and any p < 0, the objects
HHpX/Y (M), HHpX/Y (M), and HHX/Yp (M),
7 The reader may, of course, substitute “distinguished triangle” for “short exact sequence,” if needed.
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HHX/Y0 (M) ∼=M∼=HH0X/Y (M).
(4) The Hochschild homology HHX/Y• (OX) carries a natural graded commutative H 0(X,OX)-
algebra structure, and for every complexM ∈ D(X) the groups HHX/Y• (M) and HH−•X/Y (M)
are graded modules over this algebra. Similarly, HHX/Y• (OX) is a graded commutative
sheaf of OX-algebras, and HHX/Y• (M), HH−•X/Y (M) are graded modules over it.
Proof. Taking into account 1.3.4 and 1.4.4, (1) through (3) are standard properties of Ext- and
Tor-groups or sheaves. Finally, 1.4.4 and 1.4.6 imply (4). 
Remark 2.1.3. Note that the Hochschild homology groups HHX/Yp (OX) will generally not be
zero for p < 0, whence the graded algebra structure may involve both positive and negative
degrees. If M is an OX-module with proper support of dimension d , then HHX/Yp (M) = 0 for
p < −d , while HHX/Y−d (M) ∼= Hd(X,M). This follows from the hyper(co-)homology spectral
sequence
E2p,q = H−p
(
X,HHX/Yq (M)
) ⇒ HHX/Yp (M)
and 1.3.4(3).
2.2. Commutativity of Hochschild (co-)homology
We will now show that the Hochschild cohomology HH•X/Y (OX) also admits a natural graded
commutative algebra structure, induced from the Yoneda or composition product. For arbitrary
(affine) algebras A → B , this is Gerstenhaber’s famous theorem [15]. The proof here applies
the inspired treatment of the Eckmann–Hilton argument in [29]. The multiplicative structure in
question is based on the following isomorphisms.
Lemma 2.2.1. (1) There are canonical isomorphisms
HH•X/Y (OX) ∼= Ext•S∗(R∗,R∗) ∼= Ext•S∗(B∗,B∗)
and the Yoneda product on the last two terms endows thus HH•X/Y (OX) with the (same) structure
of a graded algebra.
(2) For every complex of OX-modules M, there are natural isomorphisms
HH•X/Y (M) ∼= Ext•S∗(R∗,M∗) ∼= Ext•S∗(B∗,M∗)
and the action of the corresponding Yoneda Ext-algebra through the contravariant argument of
Ext•S∗(?,M∗) realizes HH•X/Y (M) as a graded right module over HH•X/Y (OX).(3) With M as in (2), there are natural isomorphisms
HHX/Y• (M) ∼= Ext−• (OX∗ ,R∗ ⊗ M∗) ∼= Ext−• (R∗,R∗ ⊗ M∗),OX∗ S∗ R∗ S∗
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ExtS∗(R∗,R∗)× Ext•R∗(R∗,R∗ ⊗S∗ M∗) → Ext+•R∗ (R∗,R∗ ⊗S∗ M∗)
that sends (ϕ,ψ) to (ϕ ⊗S∗ idM∗) ◦ ψ endows HH
X/Y
−• (M) with the structure of a graded left
HH•X/Y (OX)-module.
Proof. To establish the isomorphism in (2), note first that for all simplices α ⊆ β the transition
maps HXα/Y |Xβ → HXβ/Y are quasiisomorphisms by 1.3.4(2) and so, applying [5, 2.30(2)],
there is an isomorphism
HH•X/Y (M) = Ext•X(HX/Y ,M) ∼= Ext•X∗(HX∗/Y ,M∗).
According to [5, 2.25(2)], the term on the right is isomorphic to Ext•S∗(B∗,M∗). As B∗ →R∗ is
a quasiisomorphism, the latter group is as well isomorphic to Ext•S∗(R∗,M∗). The isomorphism
in (1) is just the special case M = OX , and in terms of the Ext-groups, the assertions on the
multiplicative and linear structures hold for any triangulated category.
Finally, (3) is deduced in the same fashion, and we leave the details to the reader. 
Remark 2.2.2. We remind the reader that a DG algebra is usually not projective as a DG mod-
ule over itself or a subalgebra; see [5, Ex. 2.20]. However, the algebras in question here admit
projective approximations according to (loc.cit). So, if P∗ → B∗ is a projective approximation of
the DG S∗-module B∗ andQ∗ →R∗ one ofR∗ as a DG module over itself, then we may realize
the groups in the preceding lemma as (co-)homology groups of complexes:
HH•X/Y (OX) ∼= H •
(
HomS∗(P∗,P∗)
)∼= H •(HomS∗(P∗,OX∗)
)
,
HH•X/Y (M) ∼= H •
(
HomS∗(P∗,M˜∗)
)
,
HHX/Y• (M) ∼= H−•
(
HomR∗(Q∗,P∗ ⊗S∗ M˜∗)
)
where M˜∗ is a W∗-acyclic resolution of M∗; see [5, 2.23].
In particular, the pairing in 2.2.1(3) can be expressed in terms of complexes as the pairing
H(HomS∗(P∗,P∗))×H •(HomR∗(Q∗,P∗ ⊗S∗ M˜∗))
H+•(HomR∗(Q∗,P∗ ⊗S∗ M˜∗))
that sends (ϕ,ψ) to (ϕ⊗S∗ idM˜∗)◦ψ . In this explicit description, it becomes clear, for example,
that HH•X/Y (OX) ∼= Ext•S∗(R∗,R∗) acts naturally on HH
X/Y
−• (M) ∼= Ext•R∗(R∗,R∗ ⊗S∗ M)
only through the covariant argument.
Corollary 2.2.3. For any morphism f :X → Y and any complex M of OX-modules, there are
natural maps
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OX×Y X• (OX,M),
Ext•X×YX(OX,M) → HH•X/Y (M).
For M=OX , the second map becomes a homorphism of graded algebras, and the given maps
are homomorphisms of graded modules over it.
Proof. We show the existence of the second map, leaving the analogous argument for the
first one to the reader. From 2.2.1(2) we have first HH•X/Y (M) ∼= Ext•S∗(B∗,M∗), and then
Ext•S∗(B∗,M∗) ∼= Ext•S∗(OX∗ ,M∗) as B∗ → OX∗ is a quasiisomorphism. The algebra mor-
phism S∗ →OX∗⊗˜OYOX∗ provides a “forgetful” algebra homomorphism
Ext•OX∗ ⊗˜OYOX∗
(OX∗ ,M∗) → Ext•S∗(OX∗ ,M∗),
and finally Ext•OX∗ ⊗˜OYOX∗
(OX∗ ,M∗) ∼= Ext•X×YX(OX,M), in view of 1.2.1(3). 
Theorem 2.2.4. The Hochschild cohomology HH•X/Y (OX) is a graded commutative Γ (X,OX)-
algebra with respect to the Yoneda product.
Proof. To show commutativity of the Yoneda product, we apply [29, Theorem 1.7] to the derived
category C = D−(S∗) of DG S∗-modules. To this end, we show first that D−(S∗) is a suspended
monoidal category in the sense of Definition 1.4 in [29]. In fact, S∗ has a R∗-algebra structure
from the left and from the right, so the analytic tensor product S∗ ⊗˜R∗ S∗ is an S∗-bimodule.
Given S∗-modules M∗ and N∗, their analytic tensor product
M∗ ⊗˜N∗ :=M∗ ⊗S∗ (S∗ ⊗˜R∗ S∗)⊗S∗ N∗
carries a natural R∗-structure from the right and from the left and thus it admits again an
S∗-structure. As S∗ ⊗˜R∗ S∗ is a flat S∗-module from the right we have, for N∗ =R∗,
(S∗ ⊗˜R∗ S∗)⊗S∗ R∗ = (S∗ ⊗˜R∗ S∗)⊗S∗ R∗ ∼= S∗ ⊗˜R∗ R∗ ∼= S∗.
As a consequence, there are isomorphisms
M∗ :M∗⊗˜R∗ →M∗ and, similarly, λM∗ :R∗⊗˜M∗ →M∗
that are functorial in M∗ ∈ D−(S∗). Hence R∗ is a “unit” in the category D−(S∗) with respect
to ⊗˜. As ⊗˜ satisfies further the usual associativity and commutativity properties of tensor prod-
ucts, it follows that D−(S∗) is indeed a suspended monoidal category. Applying the main result
of [29], the commutativity of
Ext•S∗(R∗,R∗) =
⊕
i∈Z
HomD−(S∗)
(R∗, T iR∗)
follows; here T denotes again the translation functor on the derived category. For the convenience
of the reader we give a short outline of the argument: it is immediately seen from the construction
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in the derived category, functoriality of M∗ and λN∗ shows that the diagram
R∗ ⊗˜R∗
1⊗f
λR∗
R∗ ⊗˜R∗
g⊗1
λR∗ =R∗
R∗ ⊗˜R∗
R∗
R∗
f R∗
g R∗
commutes in D−(S∗). In other words, identifying R∗ with R∗ ⊗˜R∗ via R∗ = λR∗ , the mor-
phisms g ◦ f and g ⊗ f = (g ⊗ 1) ◦ (1 ⊗ f ) of degree |f | + |g| are equal in D−(X). Similarly,
f ◦g is equal to (1⊗f )◦ (g⊗1) = (−1)|f ||g|g⊗f , whence graded commutativity follows. 
Given a composable pair of morphisms f :X → Y and g :Y → Z, of complex spaces, there is
a natural morphism HX/Z → HX/Y in the derived category of X; see 1.3.3. It induces a natural
map HH•X/Y (M) → HH•X/Z(M) for every complex M of OX-modules.
We postpone the proof of the following result to 4.2.6.
Proposition 2.2.5. The natural map HH•X/Y (OX) → HH•X/Z(OX) is a homomorphism of graded
commutative algebras, and the induced map HH•X/Y (M) → HH•X/Z(M) is a homomorphism of
modules over this algebra homomorphism.
In particular, there is a homomorphism of graded commutative algebras from the relative
Hochschild cohomology of X over Y to the absolute Hochschild cohomology, HH•X/Y (OX) →
HH•X(OX).
Remark 2.2.6. We end this section raising a subtle point that already appears in the affine case
and provides further evidence that the derived version of Hochschild (co-)homology as originally
proposed by Quillen in [22] for affine algebras and employed here for complex spaces is indeed
appropriate.
For an associative, not necessarily commutative, algebra A → B over the commutative ring
A, let Be := Bop ⊗A B be the enveloping algebra and B• := B•(B/A) the bar resolution of B
over A, a resolution of B as a (right) module over Be via the multiplication map. The coho-
mology H •(HomBe(B•,B)) ∼= H •(HomBe(B•,B•)) constitutes then the classical, non-derived
Hochschild cohomology of B over A and the composition of endomorphisms of B• induces the
Yoneda product on it. Remarkably, this product on classical Hochschild cohomology is always
graded commutative, a fact first observed by Gerstenhaber [15], who also supplied a simple direct
proof in [16].
If P• → B is a projective resolution of B as a Be-module, then there exists a comparison
map P• → B• of complexes of Be-modules over the identity on B . This comparison map is, of
course, unique in the homotopy category and induces thus a natural homomorphism of graded
A-algebras
α :H •
(
HomBe(B•,B)
)→ Ext•Be(B,B)
that is an isomorphism as soon as B is projective over A, as then B• itself constitutes already a
projective Be-module resolution of B .
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structed by choosing a free (associative) DG A-algebra resolution R of B over A, and then taking
cohomology,
Ext•B⊗AB(B,B) := H
•(HomRop⊗AR(R,B)).
There is as well a natural comparison map
β : Ext•Be(B,B) → Ext•B⊗
A
B(B,B)
that is an A-algebra homomorphism with respect to the Yoneda product on either side. This
homomorphism is an isomorphism, by [22], as soon as the “transversality condition”
TorAi (B,B) = 0 for i > 0 (†)
is satisfied, in particular, when B is flat over A. The Eckmann–Hilton argument, as formulated by
Suarez-Alvarez [29], that we employed above yields graded commutativity of Ext•B⊗
A
B(B,B)
for any algebra B over A.
However, the argument does not establish commutativity of Ext•Be(B,B) in general! The
rather delicate point is that, without transversality as in (†), the object B is not necessarily a
unit for the derived bifunctor
?⊗
B
? :D
(
ModBe
)×D(ModBe)→ D(ModBe).
Indeed, the underlying bifunctor ?⊗B? on the module category commutes with all colimits, that
is, it is right exact and respects all direct sums in either argument. The left derived tensor product
B ⊗
B
B is consequently always represented by the total complex of P• ⊗B P•, where P• is
a projective Be-module resolution of B as above. While this object comes equipped with the
natural augmentation
B ⊗
B
B = P• ⊗B P• → H0(P• ⊗B P•) ∼= B,
which equals ρB = λB in the notation adapted from the proof of 2.2.4 or [29], this augmentation
need not be a quasiisomorphism, as, say, the case of the homomorphism of commutative rings
A = K[y] → B = K[x, y]/(x2, xy), K some field, already demonstrates. For a different view of
the importance of some kind of transversality conditions such as (†) in this context, see also [25].
2.3. The case of a flat morphism
Next we will show that for a flat morphism Hochschild (co-)homology is nothing but the
usual (Ext-) Tor-algebra of the diagonal in X ×Y X. The reader may wish to compare this to the
corresponding result for quasi-projective schemes over a field, as described in [30].
Proposition 2.3.1. For any flat morphism X → Y of complex spaces, there is a canonical iso-
morphism of OX-algebras in D(X)
HX/Y ∼=OX⊗O OX ∼=
(
LΔ∗
)
Δ∗OX, (1)X×Y X
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Accordingly, for every complex of OX-modules M, the comparison maps from 2.2.3 become
isomorphisms,
HH•X/Y (M) ∼= Ext•X×YX(OX,M),
HHX/Y• (M) ∼= TorX×YX• (OX,M). (2)
For M=OX , these isomorphisms are compatible with the algebra structures on either side.
Proof. First note that by definition
HX∗/Y = B∗ ⊗S∗ OX∗ ∼= (B∗ ⊗S∗ OX∗×YX∗)⊗OX∗×Y X∗ OX∗ . (∗)
As X → Y is flat, the canonical map S∗ →OX∗×YX∗ is a quasiisomorphism, by 1.1.4(2). Ten-
soring with B∗ from the left we get that
B∗ → B¯∗ := B∗ ⊗S∗ OX∗×YX∗
is as well a quasiisomorphism (cf. [5, 2.25(3)]). This shows that B¯∗ is a flat resolution of OX∗
overOX∗×YX∗ and so the right-hand side of (∗) represents OX∗ ⊗OX∗×Y X∗ OX∗ . Taking the ˇCech
complex, (1) follows.
The remaining isomorphisms (2) and the remark concerning algebra structures are immediate
consequences of (1), the definitions and 2.2.3. 
Remark 2.3.2. Observe that 2.3.1 applies in particular to the absolute case, when Y is a simple
point or X a scheme over a field. Thus, if one were interested only in the absolute case, one could
define Hochschild (co-)homology through these Tor- or Ext-groups, the point of view taken, say,
in [30].
However, the definition given here allows to define (absolute) Hochschild (co-)homology as
well for arbitrary schemes (over SpecZ): while the structure morphism of such a scheme to
SpecZ generally need not be flat, the construction via resolvents still applies mutatis mutandis,
replacing Stein compacts by affine schemes. The comparison maps as in 2.2.3 still exist, but they
will not be isomorphisms in general.
3. Hochschild cohomology and the centre of the derived category
The aim of this section is to show that there exists a characteristic homomorphism of graded
commutative algebras from Hochschild cohomology of f :X → Y to the graded centre of the
derived category of X. We begin with a review of some terms.
224 R.-O. Buchweitz, H. Flenner / Advances in Mathematics 217 (2008) 205–2423.1. Centre of a category
Let C be any category. Recall that a natural transformation f : idC → idC, or endomorphism
of the identity functor, consists of morphisms fM :M → M , one for each M in C, such that for
every morphism α :M → N in C the diagram
M
α
fM
N
fN
M
α
N
(∗)
commutes. If C is small, these endomorphisms of idC form a set, the so-called centre Z(C) of C,
Z(C) := Hom(idC, idC),
see e.g. [20]. Composition of morphisms of functors provides a product on Z(C) with the identity
transformation as unit. If f,g are elements of Z(C) then applying (∗) to the case M = N and
α = gM yields that the centre is always commutative with respect to this product.
If C is furthermore a K-linear8 category, then endomorphisms of the identity functor form
themselves a K-module and the centre Z(C) comes equipped with the structure of a commutative
K-algebra.
3.2. Graded centre of a triangulated category
Now let C = (C, T ,Δ) be a triangulated category with translation functor T and collection of
distinguished triangles Δ. The category C is in particular graded by T , and we can consider more
generally the abelian groups Zngr := HomTC(idC, T n) of all natural transformations, or morphisms
of functors, f : idC → T n that anticommute with the shift functor, so that for every object M of
C we have
fT pM = (−1)pnT p(fM) :T pM → T p+nM,
or, in brief, f T p = (1)pnT pf . The direct sum
Z•gr(C) =
⊕
n∈Z
HomTC
(
idC, T n
)
,
is the graded centre of C. It is a graded commutative ring: the product of two elements f ∈
HomTC(idC, T
n) and g ∈ HomTC(idC, T m) is given by T m(f ) ◦ g ∈ HomTC(idC, T n+m).
What precisely is an element of Zngr(C)? This question is answered by the following explicit
description.
8 That is, K is a commutative ring, each Hom-set is a K-module, and composition is K-bilinear.
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T nM, equivalently, elements fM ∈ ExtnC(M,M), one for each object M in C, such that for
each distinguished triangle
M′ u−→M v−→M′′ w−→ TM,
thus, (u, v,w) in Δ, the following diagram commutes:
M′
fM′
u M
fM
v M′′ w
fM′′
TM′
T (fM′ )
T nM′ T
nu
T nM T
nv
T nM′′
(−1)nT nw
T n+1M′.
(∗∗)
Proof. Any morphism u :M′ →M in C occurs as the first component in a distinguished trian-
gle by one of the axioms of a triangulated category, whence commutation of the leftmost square
subsumes that f is a natural transformation from idC to T n.
The bottom row in the diagram (∗∗) is again a distinguished triangle in C by the translation
axiom for a triangulated category, and anticommutation of f with the translation functor just
means that the rightmost square commutes as well. Thus, the elements of Zngr(C) are precisely
those morphisms from idC to T n that are natural with respect to distinguished triangles. 
Remark 3.2.2. Note that applying HomC(N , ?) or HomC(?,N ) to the diagram (∗∗) returns the
standard long exact sequences for the Ext-groups. Invoking Yoneda’s Lemma, commutativity of
(∗∗) now simply means that the family (fM)M is functorial with respect to long exact sequences
of Ext-groups.
3.2.3. Given an object M in C, the evaluation map,
evM :Z•gr(C) → Ext•C(M,M), f → fM,
is a homomorphism of graded rings with image in the graded centre of Ext•C(M,M). Thus, evM
endows Ext•C(M,M) with the structure of a graded Z•gr(C)-algebra.
Moreover, for each pair of objects M,N in C, the group Ext•C(M,N ) is a graded bimodule,
as a graded right module over Ext•C(M,M) and a graded left module over Ext•C(N ,N ). It
becomes therefore a graded bimodule over Z•gr(C) via evM on the right and evN on the left.
These structures anticommute, in that
evN (f ) · ϕ = T m(fN ) ◦ ϕ = (−1)mnfT mN ◦ ϕ = (−1)nmϕ ◦ fM
= (−1)nmϕ · evM(f )
for f ∈ Zngr(C), (ϕ :M → T mN ) ∈ ExtmC(M,N ). Thus, Ext•C(M,N ) is naturally a graded
symmetric bimodule over Z•gr(C) and the Yoneda pairing on the Ext-groups is bilinear over the
graded centre of C.
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We first recall the setup of Fourier–Mukai transformations; see, for example, [7].
Definition 3.3.1. Let X → Y , X′ → Y be morphisms of complex spaces, with p :X×Y X′ → X,
p′ :X ×Y X′ → X′ the projections from the fiber product. Let F ∈ D(X ×Y X′) be a complex
whose cohomology is supported on Z ⊆ X ×Y X′ with p′|Z :Z → X′ finite. These data define
the Fourier–Mukai transformation, with kernel F ,
ΦF = p′∗
(
Lp∗(?)⊗OX×Y X′ F
)
:D(X) → D(X′),
an exact functor between the indicated triangulated categories.
A morphism (a :F → T mG) ∈ Extm
X×YX′(F ,G), with the supports of F ,G finite over X′,
defines a morphism between the corresponding Fourier–Mukai transformations,
Φa := p′∗
(
Lp∗(?)⊗OX×Y X′ a
)
:ΦF → ΦTmG ∼= T mΦG .
Remark that there is no need here to derive the functor p′∗, as it is already exact on the subcategory
of those complexes whose cohomology has finite support over X′.
For F = OX , the structure sheaf of the diagonal in X ×Y X, the associated Fourier–Mukai
transformation is the identity on D(X), so ΦOX = idD(X). A morphism (g :OX → T mOX) ∈
ExtmX×YX(OX,OX) yields consequently a morphism Φg : idD(X) → T m of endofunctors on
D(X), and the commutation rules for ⊗ and T imply that indeed Φg ∈ Zmgr(D(X)). This es-
tablishes the following result.
Proposition 3.3.2. For any morphism f :X → Y of complex spaces, there exists a natural ho-
momorphism of graded algebras
ηX/Y ∼= Φ? : Ext•X×YX(OX,OX) → Z•gr
(
D(X)
)
.
If g :Y → Z is a morphism of complex spaces, then ηX/Y factors as
ηX/Y : Ext•X×YX(OX,OX)
ρY/Z−−−→ Ext•X×ZX(OX,OX)
ηX/Z−−−→ Z•gr
(
D(X)
)
with ρY/Z induced from the natural morphism X×Y X → X×Z X defined by f and g. It would
thus be enough to define ηX/Z for Z a point and then to compose with ρY/Z for the general case.
Remark 3.3.3. If g :Y → Z is a morphism of complex spaces such that gf :X → Z is flat, for
example, taking Z to be a point, then there is the commutative diagram of homomorphisms of
graded algebras
Ext•X×YX(OX,OX)
ρY/Z Ext•X×ZX(OX,OX)
ηX/Z
∼=
Z•gr
(
D(X)
)
HH•X/Y (OX) HH•X/Z(OX)
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bottom from 2.2.5. According to 2.3.1, the vertical morphism on the right is an isomorphism,
whence we obtain, in a roundabout way, homomorphisms of graded commutative algebras
HH•X/Y (OX) → Z•gr
(
D(X)
)
.
We now show directly that, without any flatness assumptions, the morphism ηX/Y above
factors through the comparison homomorphism Ext•X×YX(OX,OX) → HH•X/Y (OX), thus, that
Hochschild cohomology is closer to the graded centre of the derived category than the self-
extensions of the diagonal in X×Y X. The key, as always, is to replace the fibre product X×Y X
by its derived version by means of extended resolvents. This argument applies as well to arbitrary
morphisms of schemes, thus, covers, for example, schemes over the integers, when there is no
recourse to a flat situation.
Theorem 3.3.4. For a morphism f :X → Y of complex spaces, there exists a natural homomor-
phism of graded commutative algebras
χX/Y : HH•X/Y (OX) → Z•gr
(
D(X)
)
that factors the map ηX/Y in 3.3.2 through the comparison map from 2.2.3.
The proof of Theorem 3.3.4, including an analysis of the structure of this characteristic homo-
morphism, will occupy the remainder of this section.
We work with an extended resolvent X = (X∗,W∗,R∗,B∗) of X/Y as considered in 1.3.1.
Recall from 1.3 that B∗ represents a locally free (or even free) DG S∗-algebra resolution of R∗
over S∗ =R∗ ⊗˜OY R∗. The algebra homomorphisms
j1 :R∗ ∼=−→R∗ ⊗ 1 ⊆ S∗ and (3)
j2 :R∗ ∼=−→ 1 ⊗R∗ ⊆ S∗ (4)
define, by restriction of scalars, two flat R∗-algebra structures on B∗, and the corresponding
structure maps, again denoted j1,2 :R∗ → B∗, are quasiisomorphisms of algebras. It follows that
B¯∗ := B∗ ⊗1⊗R∗ OX∗
carries two algebra structures as well: an R∗ = R∗ ⊗ 1-structure from the action on the
first factor, and the, again flat, OX∗ -structure from the second factor. Moreover, the given
(quasiiso-)morphism of algebras ν :B∗ →R∗ →OX∗ induces a morphism
ν¯ := ν ⊗1⊗R∗ 1 : B¯∗ →OX∗ ⊗R∗ OX∗ ∼=OX∗ .
The central tool is now the following lemma.
Lemma 3.3.5. With notation as just introduced, the following hold.
(1) For any DG R∗-module M∗, the natural morphism M∗ →M∗ ⊗R∗⊗1 B∗ is a quasiiso-
morphism; in particular, the functor9 M∗ →M∗ ⊗R∗⊗1 B∗, where the target is considered
9 Quillen, in [23], denotes this functorM∗ →M∗⊗! in the affine case.R∗
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R∗-modules.
(2) For any DG OX∗ -module M∗, the natural morphism
M∗ ⊗R∗⊗1 B¯∗ id⊗ν¯−−−→M∗ ⊗R∗ OX∗ ∼=M∗
is a quasiisomorphism in each of the following two cases:
(i) OX is flat over Y , or
(ii) M∗ is K-flat over Y in the sense of [28], that is, M∗⊗˜f−1OY f−1(?) is exact on D(Y).
Furthermore, the (right) DG OX∗ -module M∗ ⊗R∗⊗1 B¯∗ represents in each of these cases
M∗ ⊗R∗⊗1 B¯∗ as well as M∗ ⊗R∗⊗1 B∗ ⊗1⊗R∗ OX∗ .
(3) If OX is flat over Y then the functor M∗ →M∗ ⊗R∗⊗1 B¯∗ is exact on DG OX∗ -modules.
In general, the functor ? ⊗R∗⊗1 B¯∗ defines an exact auto-equivalence on D(OX∗) that is
isomorphic to the identity functor via id ⊗ ν¯.
Proof. It is sufficient to show the corresponding statements for every stalk. Thus, for a simplex
α and x ∈ Xα consider the stalks
M :=Mα,x, R :=Rα,x, S := Sα,x, A :=OXα,x , B := Bα,x, B¯ := B¯α,x.
To deduce (1) consider the DG algebra R′ := R ⊗R0 B0 ∼= (R ⊗ 1)⊗R0⊗1 B0. As R0 ⊗ 1 → B0
is flat, the functor M → M ⊗R R′ ∼= M ⊗R0 B0 is exact. Moreover, since B is a free DG algebra
over R′, by [5, 2.17(1)] the functor −⊗R′ B is exact, whence M → M ⊗R B ∼= M ⊗R R′ ⊗R′ B
is exact as well. This proves exactness of the functor M∗ →M∗ ⊗R∗⊗1 B∗.
It remains to show for (1) that the natural map M → M ⊗R B = M ⊗R⊗1 B is a quasiisomor-
phism. As tensor products are compatible with direct limits, we may suppose that M is a finitely
generated R-module. As the functor −⊗R⊗1 B is exact, after replacing M by a quasiisomorphic
complex of free R-modules, we may suppose that M is free over R. By [5, 2.13(2)] the submod-
ules M(i) generated by all elements of degree > i form a filtration of M by free DG submodules,
and the quotients M(i−1)/M(i) are as well free. Using a simple spectral sequence argument, we
are thus reduced to the case that M is freely generated in one degree so that, up to a shift, M is
isomorphic as a DG module to a direct sum of copies of R. In this case, the map in question is a
direct sum of copies of the quasiisomorphism j1 : R ∼= R ⊗ 1 → B , and the assertion follows.
To prove the first claim in (2), it suffices, in view of (1), to show that M ⊗R B → M ⊗R B¯ is
a quasiisomorphism, as the composition of the sequence of morphisms
M → M ⊗R⊗1 B → M ⊗R⊗1 B¯ idM⊗ν¯−−−−→ M ⊗R A⊗R A ∼= M
is the identity on M , and the leftmost morphism is a quasiisomorphism by part (1). We will show
this substitute claim more generally, replacing B by any complex of free S-modules, say, F that
is bounded above; we have to replace then, of course, B¯ by F¯ := F ⊗1⊗R A, and the assertion
becomes that in this situation
M ⊗R F → M ⊗R F¯ (∗)
is a quasiisomorphism.
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F that are generated by all elements of degree > i form a filtration of F by free DG submodules
with free successive quotients F (i−1)/F (i). Again, with a simple spectral sequence argument
we reduce to the case that up to a shift F is isomorphic to a direct sum of copies of S as a
DG module over S. Clearly we may suppose that F is of rank 1, that is, F ∼= S. In this case,
M ⊗R F ∼= M ⊗R S is isomorphic to the analytic tensor product M ⊗˜Λ R, where Λ :=OY,f (x).
As M is K-flat over Λ, the functor M ⊗˜Λ − is exact, whence M ⊗˜Λ R is quasiisomorphic to
M ⊗˜Λ A ∼= M ⊗R⊗1 S ⊗1⊗R A, as required.
Next assume that (i) holds in (2). M can be written as a direct limit of subcomplexes that are
bounded above. As tensor products are compatible with direct limits, we may suppose that M
itself is bounded above. Now we can proceed as in the previous case and reduce the assertion
to the case that F = S so that as before M ⊗R S ∼= M ⊗˜Λ R. As A is flat over Λ, the mapping
cone over R → A is an exact complex of Λ-flat finite R0-modules. Thus it remains exact after
applying Mp ⊗˜Λ − for any p, and so Mp ⊗˜Λ R is quasiisomorphic to Mp ⊗˜Λ A. Taking total
complexes proves the assertion that the morphism in (∗) is a quasiisomorphism also in this case.
Concerning the final claim in (2), note that B∗ ⊗1⊗R∗ OX∗ always represents B∗ ⊗1⊗R∗ OX∗ ,
as B∗ is flat over R via j2 :R ∼= 1 ⊗ R → B . In case (i), consider the following commutative
diagram
B B¯ = B ⊗1⊗R A
R ⊗ 1 j1 S
free
S ⊗1⊗R A ∼= R⊗˜ΛA
free
1 ⊗R
j2
A
in which the two squares, as well as the rectangle they form, represent tensor products of algebras.
As S → B is flat (even free), and B¯ ∼= B ⊗S (S ⊗1⊗R A), we obtain that B¯ is flat (even free) over
S⊗1⊗RA. On the other hand, A is flat over Λ by hypothesis (i), and so R ∼= R⊗1 → R ⊗˜ΛA is a
flat homomorphism of algebras. In summary, this exhibits j1 :R ∼= R⊗1 → B¯ as the composition
of the two flat maps R ∼= R ⊗ 1 → R ⊗˜Λ A and R ⊗˜Λ A → B¯ . The second factor being flat and
bounded above, M ⊗R⊗1 B¯ represents M ⊗R⊗1 B¯ . In case (ii), the first factor M is K-flat by
assumption, whence M ⊗R⊗1 B¯ again represents M ⊗R⊗1 B¯ .
Finally, (3) is an immediate consequence of (2) and the fact that any DG module admits a
K-flat resolution. 
Remark 3.3.6. Note that the preceding result is already non-trivial and interesting in the affine
case. For instance, let A = Λ/I be a quotient of a regular local ring Λ containing Q, and let
R → A be a resolution of A by a free DG Λ-algebra; of course we may assume that R0 = Λ.
Choose an algebra resolution B of S := R⊗Λ R → R so that B → R is a quasiisomorphism and
B is free as S-algebra.
Given an A-module M we can construct a free resolution of M over A as follows:
Choose a free resolution F of M over Λ that admits a DG module structure over R. By
3.3.5(1) above, the complex F ⊗R⊗1 B ⊗1⊗R A constitutes then an A-free resolution of M .
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over f , i.e. the free Λ-algebra Λ[ε] with a generator ε of degree −1 and differential ∂(ε) = f .
Thus S = Λ[ε1, ε2] with ε1 := 1 ⊗ ε and ε2 := ε ⊗ 1. The free S-algebra B := S[η] with a
generator η of degree −2 and differential ∂(η) = ε1 − ε2 constitutes an algebra resolution10 of
R via the map η → 0 and εi → ε. If now M is a maximal Cohen–Macaulay module over A then
its minimal resolution
0 → F1 → F0 → M → 0
over Λ is of length 1. Since M is annihilated by f , we have fF0 ⊆ F1, whence multiplication
by f yields a map ε :F0 → F1. Via this map the complex F = (F1 → F0) has a natural DG
R-module structure. The resolution above is in this case just the periodic resolution constructed
by Eisenbud and Shamash [10,26]; the periodicity is given by multiplication by η. Applying this
in a similar way to complete intersections A = Λ/(f1, . . . , fr ) leads to [1, 2.4].
3.3.7. We now turn to the explicit description of the algebra homomorphism χ . To this end,
we exhibit the right action of HH•X(OX) via evM ◦χX on Ext•X(M,N ). We know from [5, 2.28],
see 1.2.1(3), and 3.3.5(2(i)) that
Ext•X(M,N ) ∼= Ext•X∗(M∗,N∗)
∼= Ext•X∗(M∗ ⊗R∗⊗1 B¯∗,N∗ ⊗R∗⊗1 B¯∗),
where we consider M∗ ⊗R∗⊗1 B¯∗ and N∗ ⊗R∗⊗1 B¯∗ as OX∗ -modules from the right. We also
have from 2.2.1(1) that
HH•X(OX) ∼= Ext•S∗(B∗,B∗).
The required module structure is now induced by the pairing
Ext•X∗(M∗,N∗)× Ext•S∗(B∗,B∗) → Ext•X∗(M∗ ⊗R∗⊗1 B¯∗,N∗ ⊗R∗⊗1 B¯∗)
that sends (f, g) to f ⊗R∗⊗1 g⊗1⊗R∗ OX∗ . We thus obtain χ(g)M, for a homogeneous element
g ∈ Ext|g|S∗(B∗,B∗), interpreted as a morphism g :B∗ → T |g|B∗ in D(S), by applying the ˇCech
functor to the morphism on top of the commutative diagram
M∗
χ(g)M∗
T |g|M∗
M∗ ⊗R∗⊗1 B¯∗

idM∗⊗g¯ M∗ ⊗R∗⊗1 T |g|B¯∗

10 This is no longer true in positive characteristic, say p > 0, as then ∂(ηpn) = 0. One either has to resolve further,
or, more economically, use a divided power algebra. This is precisely the place, where the (DG algebras arising from)
simplicial algebras become advantageous.
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3.3.5(2), while the vertical arrow on the right is the corresponding quasiisomorphism for T |g|M,
composed with the (quasi)isomorphism
M∗ ⊗R∗⊗1 T |g|B¯∗ −→
(
T |g|M∗
)⊗R∗⊗1 B¯∗.
One sees now immediately that for every g ∈ ExtmS∗(B∗,B∗) ∼= HHmX(OX), the family
χ(g)M = evMχ(g) := (? ⊗ g¯) :M→ T mM for M ∈ D(X),
defines an element of Zmgr(D(X)), and that χ is a homomorphism of graded algebras.
This completes the proof of Theorem 3.3.4.
Remarks 3.3.8. (1) This characteristic homomorphism to the graded centre of the derived cate-
gory has made its appearance in several forms for the affine situation of algebra homomorphisms,
for example in [1, Sect. 3], [2], [27] or [11].
(2) For compact manifolds, Ca˘lda˘raru, in [7,8], investigates higher order structure on the
Hochschild cohomology of compact complex manifolds and notes the existence of the character-
istic homomorphism in [7, 4.10]. He also points out that for the example of an elliptic curve X,
the homomorphism χX is not injective: HH2X(OX) ∼= H 1(X,OX) is a one-dimensional vector
space, but Z2gr(D(X)) = 0 as the category of quasicoherent sheaves on X is hereditary, that is, of
global dimension one.
4. Functoriality of the Hochschild complex
In this section we will show that the Hochschild complex is a well defined object of the derived
category and that it behaves functorially with respect to morphisms of complex spaces. The idea
of the proof is the same as the one for the cotangent complex given in [12]; however we will
formalize the treatment as it seems useful as well in other situations, such as the one considered
here. Moreover we give the full details of the (non trivial) proof that was left to the reader in [12].
4.1. Categories of models
Assume that we are given a commutative diagram of categories11 and functors as indicated
by the solid arrows:
M
F
G
F
H
C
G¯
C.
In this subsection we will give a simple criterion as to when the given functor G : M → F can be
factored through F by a functor G¯, represented by the dotted arrow.
11 We will henceforth only consider small categories.
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Example 4.1.1. Let C = Mor be the category of holomorphic mappings of complex spaces,
where we write an object X → Y of Mor in brief as X/Y . Recall that the morphisms f =
(fX,fY ) :X
′/Y ′ → X/Y in Mor are given by commutative diagrams
X′
fX
X
Y ′
fY
Y.
(5)
Furthermore, let H : F → Mor be the fibration in derived categories of complexes of modules
that are bounded above so that the fibre of F → Mor over an object X/Y is just the derived
category D−(X) and the fibre functor over a morphism f = (fX,fY ) :X′/Y ′ → X/Y is given
by Lf ∗X :D(X) → D(X′).
For the category of models M, choose the category of extended resolvents of morphisms of
complex spaces; we will define the morphisms in that category in 4.2.1. Let F : M → C = Mor
be the functor that assigns to the extended resolvent the map it resolves. Finally, for every ex-
tended resolvent X = (X∗,W∗,R∗,B∗) of X/Y we have defined in 1.3 the Hochschild complex
with respect to this extended resolvent
G(X) = HX := C•
(
(B∗ ⊗S∗ OX∗)|X∗
)
,
and we need to know that this complex does not depend on the choice of the extended resolvent,
equivalently, that there is a functor G˜ : Mor → F that assigns to every morphism X → Y just one
Hochschild complex HX/Y .
In the following, the objects of the category M over a given object X of C will be called
models of X. With this notation we introduce the following definition.
Definition 4.1.2. The category M; or, more precisely, the functor F : M → C; is called a category
of models for C if the following conditions are satisfied.
(1) Every object X in C admits a model X ∈ M, that is, F is surjective on objects.
(2) Let f :X → Y be a morphism in C. Given models X of X and Y of Y , there is a model X′
of X together with a morphism X′ → X over the identity of X and a morphism X′ → Y over f .
(3) Let f :X → Y be a morphism in C. If we are given two morphisms f1, f2 :X → Y over f
then we can find a model X′ of X together with commutative diagrams of models for i = 1,2:
X
gi
id fi
X Y
X′
π f′
over
X
id
id f
X Y
X.
id f
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a morphism f of M belongs to Σ if and only if the underlying morphism f = F(f) in C is
an isomorphism. With respect to this set, one can form the localized category M[Σ−1] as in
[14, 1.1]. Recall that the objects of M[Σ−1] are just the objects of M, whereas a morphism
X → Y in M[Σ−1] consists of an equivalence class of a zigzag
Y1
β1 α1
Y2
β2 . . .
. . . Yn
βn αn
X = X0 X1 . . . Xn−1 Xn = Y,
(6)
where F(βi) is an isomorphism for i = 1, . . . , n. The construction comes with the obvious lo-
calization functor p : M → M[Σ−1] that is the identity on objects and considers each morphism
f :X → Y from M as the zigzag X id←− X f−→ Y in M[Σ−1].
By the universal property of such localized categories; see [14, 1.1(ii)]; there is a canonical
factorization of F through the localization, thus, a commutative diagram
M
F
p
M[Σ−1]
F¯
C
where F¯ : M[Σ−1] → C is the induced functor.
The main insight here is now contained in the following result.
Theorem 4.1.4. If M is a category of models for C then the functor F¯ is an equivalence of
categories.
For the proof we need the following lemma.
Lemma 4.1.5. (1) Assume given a model X of X, a model Y of Y , and a morphism
f :X → Y in C. If f1, f2 :X → Y are two morphisms over f then the localized morphisms
p(f1),p(f2) :p(X) → p(Y) in M[Σ−1] are equal.
(2) Let h¯ :p(X) → p(Y) be a morphism in M[Σ−1] over f :X → Y in C. There is then a
model X′ of X and morphisms g :X′ → X over idX and f : X′ → Y over f such that h¯ ◦ p(g) =
p(f).
Proof. (1) If we choose a model X′ of X as in 4.1.2(3) then p(π) is an isomorphism in M[Σ−1]
whence p(g1) = p(π)−1 = p(g2) and then also p(f1) = p(f2).
For (2), it suffices to show by 4.1.2(2) that every morphism in M[Σ−1] is represented by a
zigzag (6) of length n = 1. Assume that the morphism h¯ is represented by a zigzag as in (6), of
minimal length n 1. If n > 1 then we can find a model Y′ of Yn−1 := F(Yn−1) together withn−1
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that is, the diagram
F(Y′n−1)
F (gn−1)=id
F(gn)
F (Yn)
F(βn)
F (Yn−1)
F (αn−1)
F (Xn−1)
commutes. Using part (1), the diagram
p(Y′n−1)
p(gn)
p(gn−1)
p(Yn)
p(βn)
p(Yn−1)
p(αn−1)
p(Xn−1)
already commutes in M[Σ−1], whence h¯ is represented by the shorter zigzag
Y1
β1 α1
Y2
β2 . . .
. . . Yn−2
. . .
Y′n−1
β ′n−1 α′n−1
X = X0 X1 . . . . . . Xn−2 Xn = Y,
where β ′n−1 := βn−1 ◦ gn−1 and α′n−1 := αn ◦ gn. 
Proof of Theorem 4.1.4. As F is surjective on objects, so is F¯ . In order to show that F¯ is fully
faithful, let X, Y be objects of M over X, respectively Y , and consider the maps
MorC(X,Y)
p−→ MorM[Σ−1]
(
p(X),p(Y)
)
F¯−→ MorC(X,Y ). (∗)
We need to show that the second map, labeled F¯ is bijective. We first show that it is surjective.
In view of condition 4.1.2(2), for a given morphism f :X → Y , we can find a model X′ of X
together with morphisms g :X′ → X over idX and f :X′ → Y over f , whence the morphism
p(f) ◦ p(g)−1 ∈ MorM[Σ−1](p(X),p(Y)) maps to f under F¯ .
To prove the injectivity of the second map in (∗), let f¯1, f¯2 :p(X) → p(Y) be morphisms
over the same morphism f :X → Y . By 4.1.5(2), f¯1 and f¯2 can be represented by zigzags of
length 1,
X1
g1 f1
X
f¯1
Y
and
X2
g2 f2
X
f¯2
Y,
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we use the convention that the solid arrows are morphisms in M, whereas the dotted ones are
only morphisms in M[Σ−1]). By condition 4.1.2(2), we can find a model X˜ and morphisms
hi : X˜ → Xi , i = 1,2, over idX . By construction, we have then
F(g1 ◦ h1) = F(g2 ◦ h2) and F(f1 ◦ h1) = F(f2 ◦ h2).
In view of 4.1.5(1), this implies
p(g1 ◦ h1) = p(g2 ◦ h2) and p(f1 ◦ h1) = p(f2 ◦ h2)
in M[Σ−1]. It follows now from
f¯i = p(fi ) ◦ p(gi )−1 = p(fi ◦ hi ) ◦ p(gi ◦ hi )−1, i = 1,2,
that f¯1 = f¯2 as we had to show. 
Returning to the problem discussed at the beginning of this section we get the following
application.
Corollary 4.1.6. Let F : M → C be a category of models for C and assume that G : M → F is
a functor such that for every morphism f :X → Y over an isomorphism f :X → Y in C, the
morphism G(f) :G(X) → G(Y) is also an isomorphism. Then there is a unique functor G¯ : C →
F such that G = G¯ ◦ F .
The proof follows immediately from the main result 4.1.4 above and the universal property of
localizations; see [14, 1.1(b)]).
4.2. Resolvents as a category of models
In a first step we introduce morphisms of resolvents.
Definition 4.2.1. Assume we are given a morphism f = (fX,fY ) :X′/Y ′ → X/Y in Mor and
extended resolvents
X′(e) = (X′∗,W ′∗,R′∗,B′∗) of X′/Y ′ and X(e) = (X∗,W∗,R∗,B∗) of X/Y.
A morphism f :X′(e) → X(e) over f consists of the following data.
(1) A map σ : I ′ → I with fX(X′i ) ⊆ Xσ(i); this induces a map, denoted by the same symbol,
σ :A′ → A of simplicial sets, and a morphism fX∗ :X′∗ → X∗ of simplicial spaces.
(2) A (simplicial) morphism fW∗ : W ′∗ → W∗ restricting to fX∗ on X∗ such that the diagram
W ′∗
fW∗
W∗
Y ′ Y
commutes.
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f∗(R∗) := f ∗W∗(R∗) →R′∗
compatible with the projections to OX′∗ .(4) With S ′∗ and S∗ as in 1.1.3 and denoting the pullback of an OW∗×YW∗ -algebra D∗ under
fW∗ × fW∗ :W ′∗ ×Y W ′∗ → W∗ ×Y W∗ by f∗(D∗), there is given a morphism f∗(B∗) → B′∗
such that the diagram
f∗(S∗) f∗(B∗) f∗(R∗)
S ′∗ B′∗ R′∗
commutes, where the first vertical arrow is the tensor product of the morphism f∗(R∗) →R′∗
in (3) with itself.
One can compose morphisms of extended resolvents in an obvious way, and the identity is a
morphism of extended resolvents. Thus the extended resolvents form a category over the category
Mor of morphisms of complex spaces.
In a similar way one can also form the category of resolvents; morphisms of resolvents will
be given by the data (1)–(3) in 4.2.1.
Proposition 4.2.2. The category of (extended) resolvents constitutes a model category over Mor
in the sense of 4.1.2.
For the proof we need a few preparations. Let X be a resolvent of X/Y and S∗ a DG
OW∗ -algebra that, according to our conventions, is assumed to be concentrated in degrees  0
and to have coherent homogeneous components. By Proposition 2.19 in [5], the category of
those S∗-modules that are bounded above with coherent cohomology has enough projectives.
More precisely, for a simplex α and an Sα-module Pα , one can form the module p∗α(Pα)
defined by p∗α(Pα)β := 0, if α ⊆ β , and p∗α(Pα)β := p∗αβ(Pα) ⊗p∗αβ(Sα) Sβ otherwise, where
pαβ :Wβ → Wα are the transition maps. This is a simplicial module with respect to the obvious
transition maps, and it is projective if Pα is projective. Moreover, as is shown in [5, 2.13(1)],
every projective module over S∗ is a direct sum of such modules. By definition, the graded free
modules over S∗ are those that admit a direct sum decomposition P∗ =⊕α p∗α(Pα), where each
Pα is graded free over Sα . We need the following observation.
Lemma 4.2.3. Let f :X′ → X be a morphism of resolvents and assume that S∗ is a DG OW∗ -
algebra. If, with the notation of 4.2.1, the map σ : I ′ → I is injective then the following hold.
(1) For every projective (graded free) S∗-module P∗, its pull back f∗(P∗) is again projective
(graded free) over f∗(S∗).
(2) For every graded free S∗-algebra T∗, its pull back f∗(T∗) is again a graded free algebra over
f∗(S∗).
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of the structure theorem for projective modules mentioned above, that P∗ ∼= p∗α(Pα) for some
projective (respectively graded free) module over Sα . If now α ⊆ σ(I ′), then f∗(P∗) = 0 and
the assertion holds trivially true. Otherwise α = σ(α′) for a unique simplex α′ of A′, and
then f∗(P∗) ∼= p∗α′(f∗(P)α′), whence this module is projective, respectively graded free over
f∗(S∗). 
We remark that the lemma is in general no longer true if the map σ fails to be injective.
Proof of 4.2.2. We have to verify that the conditions (1)–(3) in 4.1.2 are satisfied. The existence
of resolvents follows from [5, 2.34], and the existence of extended ones from the discussion
in 1.3. In order to deduce (2), let f = (fX,fY ) :X′/Y ′ → X/Y be a morphism in Mor and let
X′(e) = (X′∗,W ′∗,R′∗,B′∗) and X(e) = (X∗,W∗,R∗,B∗) be extended resolvents of X′/Y ′, respec-
tively X/Y . The sets
X˜′k := X′j ∩ f−1X (Xi), k := (i, j) ∈ I˜ ′ := I × I ′,
form again a covering of X′ by Stein compact sets with associated nerve, say X˜′∗ := (X˜′α)α∈A˜′ .
The projections p : I˜ ′ → I ′ and q : I˜ ′ → I provide maps of simplicial schemes, again denoted
p : A˜′ → A′ and q : A˜′ → A, and X˜′∗ can be embedded diagonally into the simplicial space W˜ ′∗
with
W˜ ′α := W ′p(α) ×Y Wq(α), α ∈ A˜′,
that is smooth over Y ′. The projections π : W˜ ′∗ → W∗ and π ′ : W˜ ′∗ → W ′∗ are then morphisms
of simplicial spaces that restrict to the morphisms fX , respectively id, on X˜′α for every simplex
α ∈ A˜′. We can now choose a free algebra resolution R˜′∗ of the induced algebra homomorphism
π ′∗
(R′∗)⊗OW˜ ′∗ π∗(R∗) →OX˜′∗ .
The construction so far provides a resolvent X˜′ := (X˜′∗, W˜ ′∗, R˜′∗) of X′/Y ′ together with mor-
phisms of resolvents
f′ : X˜′ := (X˜′∗, W˜ ′∗, R˜′∗) → X′ =
(
X′∗,W ′∗,R′∗
)
and f : X˜′ → X = (X∗,W∗,R∗)
lying over id and f , respectively. To construct as well a morphism of extended resolvents we
note that f′ and f induce algebra homomorphisms
f′∗(S ′∗) → S˜ ′∗ and f∗(S∗) → S˜ ′∗
on W˜ ′∗ ×Y ′ W˜ ′∗ compatible with the projections onto R˜′∗, where S˜ ′∗, S ′∗, S∗ are as explained in
1.1.3. Hence, if B˜′∗ is a free algebra resolution of
D∗ := f′ ∗
(B′∗)⊗f′ ∗(S ′ ) S˜ ′∗ ⊗f∗(S∗) f∗(B∗) → R˜′∗∗
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so f′ and f extend to morphisms of extended resolvents X˜′(e) := (X˜′∗, W˜ ′∗, R˜′∗, B˜′∗) → X′(e) and
X˜′(e) → X(e), proving (2).
In order to show that 4.1.2(3) is satisfied, let fi :X′(e) → X(e), i = 1,2, be two morphisms over
f and let fW∗,i :W ′∗ → W∗ be the associated morphisms of smoothings. With X˜′(e) as before, the
maps fi give rise to morphisms of simplicial spaces
g∗i := (id, fW∗,i ) :W ′∗ → W˜ ′∗ = W ′∗ ×Y W∗
and to morphisms of simplicial algebras
g∗∗i
(
π ′∗(R′∗)⊗OW˜ ′∗ π
∗(R∗)
)∼=R′∗ ⊗OW ′∗ f∗i (R∗) →R′∗. (∗)
The underlying map of simplicial schemes A′ → A˜′ is the graph of a map and thus is injective.
Applying 4.2.3, g∗∗i (R˜′∗) is a free algebra over the left-hand side of (∗) and so the morphism in
(∗) extends to a morphism g∗i∗(R˜′∗) →R′∗. Thus we have constructed morphisms gi :X′ → X˜′,
i = 1,2, of resolvents as required in 4.1.2(3).
To construct as well morphism of extended resolvents, again denoted gi :X′(e) → X˜′(e), for
i = 1,2, we note that the data so far constructed provide for i = 1,2 a diagram in solid arrows
B′∗ ⊗S ′∗ g∗i (S˜ ′∗)⊗f∗i (S∗) f∗i (B∗) ∼= g∗i (D∗) B′∗
g∗i (B˜′∗) R′∗.
Applying the same argument as before, g∗i (B˜′∗) is a free algebra over g∗i (D∗), whence there is a
morphism of DG algebras g∗i (B˜′∗) → B′∗ as indicated by the dotted arrow, so that the resulting
diagram is still commutative. This gives the required morphisms of extended resolvents. 
We are now able to deduce that Hochschild cohomology is well defined and functorial as
claimed earlier in 1.3.3.
Theorem 4.2.4. (1) Assigning to an extended resolvent f :X(e) = (X∗,W∗,R∗,B∗) the Hochschild
complex HX(e) := C•(B∗ ⊗S∗ OX∗) ∈ D(X) defines a functor on the category of extended re-
solvents. If X′(e) → X(e) is a morphism of extended resolvents over an isomorphism f =
(fX,fY ) :X
′/Y ′ → X/Y then the induced morphism f ∗(HX(e) ) → HX′(e) is a quasiisomor-
phism.
(2) The Hochschild complex HX/Y is well defined and functorial in X/Y , that is, every dia-
gram of complex spaces as displayed in 4.1.1 induces a well defined and functorial morphism of
algebra objects Lf ∗(HX/Y ) → HX′/Y ′ .
Proof. (2) is a consequence of (1) and 4.1.6 applied to the category M of extended resolvents.
To show (1), let f∗(B∗) → B′∗ be the morphism of DG algebras belonging to f, see 4.2.1(4). This
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applying the ˇCech functor, a morphism of algebra objects
f ∗(HX) = f ∗
(C•(B∗ ⊗S∗ OX∗)
)→ C•(f ∗X∗(B∗ ⊗S∗ OX∗)
)→ C•(B′∗ ⊗S ′∗ OX′∗
)= HX′
on X′. As HX is a complex of flat OX-modules, the term on the left represents Lf ∗(HX). This
construction is compatible with compositions and transforms the identity into the identity, thus
proving functoriality of X(e) → HX(e) .
The second part of (1) can be deduced with the same reasoning as in 1.3.4(2); we leave the
details to the reader. 
Corollary 4.2.5. For every OX-module M there are natural maps
HHX/Y• (M) → HHX
′/Y ′• (Lf ∗M).
The map HHX/Y• (OX) → HHX
′/Y ′• (OX′) is compatible with the algebra structures on both sides.
The following fact was already used in Section 2, see 2.2.5.
Proposition 4.2.6. The graded algebra structure on HH•X/Y (OX) is independent of the choice of
the extended resolvent, and, for every morphism f = (idX,fY ) :X/Y ′ → X/Y , the induced map
HH•
X/Y ′(OX) → HH•X/Y (OX) is a homomorphism of algebras.
Before giving the proof we make following preparation.
4.2.7. Let X(e) = (X∗,W∗,R∗,B∗) be an extended resolvent of a morphism of complex
spaces X/Y . Restricting the sheaf OW∗ to X∗ topologically gives a new smoothing Wτ∗ =
(|X∗|,OW∗ |X∗), and the restrictions Rτ∗ := R∗|X∗ and Bτ∗ := B∗|X∗ resolve OX∗ again as
locally free DG algebras over OWτ∗ , respectively Sτ∗ = S∗|X∗. In the following we will call
X
(e)
τ := (X∗,OWτ∗ ,Rτ∗,Bτ∗) in brief the topological reduction of X, and we will call X(e) topo-
logically reduced if X(e) = X(e)τ . Obviously, forming the topological reduction is compatible with
morphisms of resolvents. The natural morphism
Ext•S∗(OX∗ ,OX∗) → Ext•Sτ∗ (OX∗ ,OX∗)
is compatible with the algebra structures on both sides and, furthermore, it is an isomorphism as
both sides represent the Hochschild cohomology HH•X/Y (OX) in view of 2.2.1(1).
Proof of 4.2.6. Let f :X′(e) = (X′∗,W ′∗,R′∗,B′∗) → X(e) = (X∗,W∗,R∗,B∗) be a morphism of
resolvents over X/Y ′ → X/Y . By the preceding remark, we may assume that X′(e) and X(e)
are topologically reduced. Let σ :A′ → A, as in 4.2.1, be the map of simplices associated to the
simplicial morphism X′∗ = (X′α)α∈A′ → X∗ = (Xβ)β∈A. Forming the topological restrictions
O ˜ :=OWσ(α) |X′α, R˜α :=Rσ(α)|X′α, S˜α := Sσ(α)|X′α and B˜α := Bσ(α)|X′αWα
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topologically reduced, there is a factorization
X′(e) → X˜(e) → X(e).
Restricting scalars to S˜∗ gives a morphism of Ext-algebras
HH•X/Y ′(OX) ∼= Ext•S ′∗(OX′∗ ,OX′∗) → Ext
•
S˜∗(OX′∗ ,OX′∗)
∼= HH•X/Y (OX)
as desired. 
Remark 4.2.8. (1) Let X/Y be a morphism of complex spaces and X as before a resolvent. With
the same arguments as in 4.2.4 it follows that the cotangent complex
LX/Y := C•
(
Ω1R∗/Y ⊗R∗ OX∗
)
is a well defined object of the derived category D(X) and that it is functorial with respect to
morphisms.
(2) Categories of models can be used to derive (additive or non-additive) functors. Let A be
an abelian category with enough projectives and let M be the category of all pairs (P,M), where
P is a projective resolution of M ∈ A, that is, there is an exact sequence · · · → P i → P i+1 →
·· ·P 0 → M → 0 with each P i projective. Morphisms of such resolutions are defined in the
usual way. The reader may easily verify that the functor of opposite categories F : M◦ → A◦
with (P,M) → M is a model category in the sense of 4.1.2. Let now T : M → F be a (not
necessarily additive!) functor into an arbitrary category F such that for f : (P,M) → (Q,N)
the morphism T (f ) is an isomorphism whenever the morphism M → N induced by f is an
isomorphism. Applying 4.1.6, such a functor admits a factorization T¯ : A → F.
For instance, if T (P,M) := Hi(Hom(P,N)) with a fixed object N ∈ A then T¯ (M) is just
the group Exti (M,N). Similarly, if there is an internal tensor product ⊗ on A with the usual
properties and T (P,M) := Hi(P ⊗N) then we recover the functors Tori (M,N) from this con-
struction.
(3) Let us consider the category M whose objects are all quadruples X = (X∗,P∗,X,M),
where X is a complex space, X∗ is the simplicial space associated to a locally finite covering of
X by Stein compact sets, M is a complex of OX-modules with coherent cohomology bounded
above, and P∗ is a OX∗ -projective approximation, see [5, 2.19] of the complex of OX∗ -modules
M∗ associated to M. With the morphisms in this category defined analogous to the case of
resolvents, the reader may easily verify that this is indeed a category of models for the category
C of pairs (X,M), where X is a complex spaces and M is a complex of OX-modules with
coherent cohomology that is bounded above.
Using this category of models, it is then possible to define derived symmetric and alternating
powers, or even more generally arbitrary derived Schur functors, of complexes M as above on a
complex space X, and to establish the functoriality of this construction; see also [9] and [19, I.4].
Let us sketch the construction in case of symmetric powers. Given a quadruple X as above, set
S
p
X := C•(Sp(P∗)), where Sp(P∗) denotes the pth symmetric power of the DG OX-module P∗.
This construction is clearly functorial in X, and any morphism X′ → X induces a quasiisomor-
phism f ∗(SpX) → SpX′ whenever the underlying map, say (f,ψ), of pairs (X′,M′) → (X,M) is
an isomorphism. Applying 4.1.6, it follows that there are well defined derived symmetric powers
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morphisms of complex spaces.
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