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Introduction générale
Généralités
POur un profane, la statistique est associée à la notion de moyenne ou d’écart-type.En effet, dans de nombreuses applications, notamment dans les sciences sociales
ou sciences physiques, les statistiques se résument parfois au calcul de moyennes ou à
l’évaluation de la dispersion d’une série de valeurs autour de leur moyenne.
Par définition, les événements rares sont des événements ayant une faible probabi-
lité d’apparition. Lorsque le comportement de ces événements est dû au hasard on peut
étudier leur loi. Ils sont dits extrêmes quand il s’agit de valeurs beaucoup plus grandes
ou plus petites que celles observées habituellement.
Les événements extrêmes et catastrophiques (tremblements de terre, inondations,
accidents nucléaires, crises monétaires ou financières, krachs boursiers, émergence
d’un nouveau phénomène endémique, etc.) dominent l’actualité quotidienne par leur
caractère imprévisible. Compte tenu de l’importance des enjeux sociaux et scienti-
fiques, aucun débat sérieux sur le hasard ne saurait être mené sans une réflexion sur
les événements rares et extrêmes. Voilà qui justifie probablement ces propos de Cont
(2009) :« la loi des grands nombres et la distribution gaussienne, fondements de l’étude
statistique des grandeurs moyennes, échouent à rendre compte des événements rares ou
extrêmes. Pour ce faire, des outils statistiques plus adaptés existent... mais ne sont pas
toujours utilisés ! ».
Dès lors, la question que l’on pourrait se poser est de savoir ce que peuvent les sta-
tistiques face aux événements extrêmes ? Autrement dit, peut-on réellement prévoir ou
quantifier le risque des événements extrêmes ? (dixit l’auteur).
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Problématique et contribution de la thèse
Exemples illustratifs
La problématique de ce sujet de thèse peut être illustrée par les trois exemples sui-
vants.
Exemple 1 (de Haan (1990)). Le premier février 1953, lors d’une forte tempête, la mer
passe par-dessus plusieurs digues aux Pays-Bas, les détruit et inonde la région. Il s’agit
d’un accident majeur. Un comité est mis en place pour étudier le phénomène et proposer
des recommandations sur les hauteurs de digues. Il doit tenir compte des facteurs écono-
miques (coût de construction, coût des inondations, etc.), des facteurs physiques (rôle du
vent sur la marée, etc.), et aussi des données enregistrées sur les hauteurs de marées. En
fait il est plus judicieux de considérer les surcotes, c’est-à-dire la différence entre la hau-
teur réelle et la hauteur prévue de la marée, que les hauteurs des marées. En effet, on peut
supposer, dans une première approximation, que les surcotes desmarées lors des tempêtes
sont des réalisations de variables aléatoires de même loi. Si on regarde les surcotes pour
des marées de tempêtes séparées par quelques jours d’accalmie, on peut même supposer
que les variables aléatoires sont indépendantes. L’étude statistique sur des surcotes a pour
but de répondre aux questions suivantes :
² Trouver la hauteur de digues dont la probabilité d’être dépassée par la surcote est
® 2]0,1[.
² Étant donné une hauteur des digues, trouver la probabilité qu’elle soit dépassée par
la plus haute surcote annuelle.
La réponse aux questions soulevées dans cet exemple peut fournir des éléments
indispensables pour construire aux endroits critiques des digues d’une hauteur ap-
propriée, déterminer les zones inconstructibles, définir la périodicité des opérations
de nettoyage des grands cours d’eaux et des estuaires afin de protéger efficacement la
population et pourquoi pas les biens (voir Garrido (2002) pour des exemples de fiabilité
des structures à EDF 1).
Dans de nombreuses applications, la quantité d’intérêt (la surcote dans l’exemple 1)
est parfois mesurée simultanément avec une covariable. Cette covariable peut être uni-
dimensionnelle, multidimensionnelle ou fonctionelle, aléatoire ou déterministe. Elle
est de nature diverse en fonction de l’expérience physique ou du phénomène observé.
L’exemple suivant illustre une covariable unidimensionnelle.
Exemple 2 (Modélisation de données de fiabilité de réacteurs nucléaires). Afin d’op-
timiser le changement des cuves de réacteurs nucléaires, le CEA 2 dispose de centaines de
mesures de la ténacité de l’acier en fonction de la température (voir Figure 1). ll souhaite,
soit évaluer la probabilité (a priori très faible) d’apparition de micro fissures dans ses
cuves, soit évaluer des bas-fractiles de la ténacité en fonction de la température.
1. Électricité de France
2. Commissariat à l’Énergie Atomique
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FIGURE 1 – La ténacité de la cuve (verticalement) et la température (horizontalement).
Dans l’exemple 2, la quantité d’intérêt est la ténacité et la covariable est la tempéra-
ture. À la Figure 1, nous avons représenté la ténacité de la cuve en fonction de la tempé-
rature. Les données ayant servi à cette illustration ont été fournies par le Laboratoire de
Conduite et Fiabilité des Réacteurs (LCFR) du CEA Cadarache. Présentons maintenant
un exemple illustrant une covariable multidimensionnelle.
Exemple 3 (Estimation de niveaux de retour de pluie dans une région). Le LTHE 3 de
Grenoble a mesuré les hauteurs de pluies horaires (en mm) entre 1972 et 2000 sur environ
300 stations situées dans la région des Cévennes-Vivarais (France) (voir Figures 2 et 3). Les
hydrologues aimeraient évaluer des hauteurs de pluies apparaissant en moyenne toutes
les N années lorsque N est supérieur au nombre d’années de mesures. Ils souhaitent
également calculer la probabilité d’une hauteur de pluies supérieure au maximum de
toutes celles mesurées.
Dans l’exemple 3, la covariable qui est la position géographique peut être unidimen-
sionnelle (altitude), bidimensionnelle (longitude et latitude) ou tridimensionnelle (lati-
tude, longitude et altitude). La variable d’intérêt est la hauteur de pluies. À la Figure 2, on
a donné la localisation des Cévennes-Vivarais en Europe et plus précisément en France
et à la Figure 3, on a mis en exergue le relief de cette région, ses rivières, quelques unes
de ces importantes villes et les stations d’observation du LTHE.
3. Laboratoire d’Etude des Transferts en Hydrologie et Environnement.
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FIGURE 2 – Localisation de la région des Cévennes-Vivarais (France)
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FIGURE 3 – La région des Cévennes-Vivarais et ses alentours représentés en fonction
de leurs coordonnées géographiques. Horizontalement : la longitude (en kilomètres),
verticalement : la latitude (en kilomètres), l’échelle des couleurs : altitude (en mètres).
Sur la carte : les villes (losanges roses), lesmontagnes (triangles), les cours d’eaux (lignes
grises) et 225 stations du LTHE (losanges blancs).
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Formalisation du problème
Nous pouvons formaliser les questions soulevées dans les exemples précédents en
quatre problèmes dont la description est donnée ci-dessous.
Partant d’un échantillon d’observations indépendantes {Xi , i Æ 1, . . . ,n}, la statis-
tique des valeurs extrêmes se propose d’estimer les quantités extrêmes q®n associées à
une variable aléatoire X 2R définies par
P
¡
X È q®n
¢Æ®n quand ®n ! 0 lorsque n!1. (1)
De façon complémentaire, elle se propose aussi de calculer la probabilité ®n d’observer
une quantité extrême yn définie par
®n
de fÆ P¡X È yn¢ quand yn !1 lorsque n!1. (2)
Les problèmes (1) et (2) ont une difficulté commune. Celle-ci se résume au fait que la
probabilité P
¡
X È yn
¢
est inconnue et difficile à évaluer au-delà de l’observation maxi-
male puisque P
¡
yn Èmax(Xi ),8i Æ 1, . . . ,n
¢! 1 si n®n ! 0 (se référer à la partie 1.1).
Ces deux problèmes s’adressent au cas sans covariable et en particulier à
l’exemple 1. Ceux qui suivent prennent en compte la covariable.
Partant d’un échantillon d’observations indépendantes {(Xi ,Yi ) , i Æ 1, . . . ,n} du
couple (X ,Y ) où X est une covariable aléatoire ou déterministe et Y une variable d’inté-
rêt réelle et aléatoire, la statistique des valeurs extrêmes conditionnelles s’intéresse, en
un point x de la covariable, à l’estimation des quantités extrêmes q (®n jx) définies par
P
¡
Y È q (®n jx)jX Æ x
¢Æ®n quand ®n ! 0 lorsque n!1. (3)
Par dualité, elle souhaite également évaluer la probabilité conditionnelle définie par
®n
de fÆ P¡Y È yn jX Æ x¢ quand yn !1 lorsque n!1. (4)
De même, la difficulté des problèmes duaux (3) et (4) est commune. D’une part, la
probabilité conditionnelle P
¡
Y È yn jX Æ x
¢
est inconnue et difficile à estimer au delà
du point maximal du sous-échantillon des observations prises dans un voisinage de x
et d’autre part, la quantité q (®n jx) est une fonction de la covariable.
Contributions
Cadre non conditionnel
Bien que les problèmes (1) et (2) ne soient pas le thème central de cette thèse, nous
avons tout de même proposé, au chapitre 2, une nouvelle méthode d’estimation per-
mettant d’améliorer les solutions existantes. Pour ce faire, nous avons utilisé l’une des
modélisations usuelles de l’analyse des valeurs extrêmes. En supposant les observations
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de l’échantillon aléatoire {Xi , i Æ 1, . . . ,n} indépendantes et identiquement distribuées
de fonction de répartition F non nécessairement continue, nous avons fait l’hypothèse
que la fonction 1¡F , appelée fonction de survie, est à décroissance polynomiale d’ex-
posant ¡1/°, avec ° È 0. Cette hypothèse permet aux statisticiens de ramener le pro-
blème (1) à l’estimation de quelques paramètres (voir chapitre 1). Le paramètre ° est
d’une très grande importance puisque c’est lui qui contrôle la lourdeur de la queue de
la fonction de survie et donc de la loi. Dans la contribution présentée au chapitre 2,
nous avons proposé un nouvel estimateur de q®n . Lorsque la probabilité®n Ç 1/n, nous
avons montré que la loi asymptotique de notre estimateur était gaussienne. En com-
paraison à quelques méthodes d’estimation courantes de q®n , l’un de nos principaux
résultats montre que notre estimateur améliore, en l’occurrence, le biais par rapport à
l’estimateur de Weissman (1978).
Cadre conditionnel
Le but principal de cette thèse est de proposer des solutions aux problèmes (3) et (4).
Compte tenu de la nature de la covariable, l’étude a été scindée en deux volets :
² Dans le chapitre 4, nous considérons que la covariable X est déterministe et de
dimension non nécessairement finie.
² Au chapitre 5, nous nous intéressons aux covariables aléatoires de dimension
p 2N¤.
Dans les deux cas, nous supposons que la probabilité conditionnelle que Y È yn
connaissant la valeur x de la covariable X est à décroissance polynomiale d’exposant
¡1/°(x), où °(x) est le paramètre décrivant la lourdeur de la queue de distribution
conditionnelle. Dans un tel contexte, °(.) est une fonction inconnue de la covariable.
Contribution du chapitre 4 : Pour construire des estimateurs de q (®n jx), on se
propose d’utiliser une méthode qui consiste à ne sélectionner que les variables d’inté-
rêts Yi pour lesquelles les covariables Xi sont suffisamment proches du point x. Des
estimateurs de q (®n jx) sont alors construits en utilisant uniquement les variables d’in-
térêts Yi retenues par la méthode de sélection. En fonction de la vitesse de convergence
de ®n vers zéro, on distingue trois situations. L’étude théorique des estimateurs ainsi
construits montre que dans l’une des situations, la loi asymptotique de l’estimateur de
q (®n jx) n’est pas forcément gaussienne. Cette contribution a donné lieu à la publica-
tion Gardes et al. (2010). Toutefois, signalons que la contribution présentée dans ce cha-
pitre comporte un petit supplément (cf. Corollaire 4.4.2) par rapport à l’article citée pré-
cedemment. In fine, nous nous sommes proposés d’adapter l’estimateur du chapitre 2
au cas conditionnel.
Contribution du chapitre 5 : Pour estimer les petites probabilités conditionnelles
du problème (4), on se propose d’utiliser les variables aléatoires {(Xi ,Yi ) , i Æ 1, . . . ,n}
dont les points d’observations Xi sont distants au plus de hn È 0 du point x. Les va-
riables d’intérêts Yi ainsi retenues se voient attribuer des poids qui tiennent compte de
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la distance de leur covariable Xi au point x ce qui n’était pas le cas dans le chapitre 4.
Mathématiquement, ces probabilités sont estimées comme une moyenne pondérée de
la variable réponse 1{Y Èyn }, i.e par le rapport :
nX
iÆ1
K
µ
x¡Xi
hn
¶
1{YiÈyn }
,
nX
iÆ1
K
µ
x¡Xi
hn
¶
,
où 1{YiÈyn } est la fonction qui vaut 1 si Yi È yn et 0 sinon et K une densité de probabi-
lité (à support compact). On donne une condition nécessaire et suffisante pour que
l’estimateur de la probabilité conditionnelle P
¡
Y È yn jX Æ x
¢
soit asymptotiquement
gaussien.
De cette méthode d’estimation des petites probabilités conditionnelles, on déduit
des solutions au problème (3). En fonction de la vitesse de convergence de ®n vers
zéro, on a envisagé deux situations. Pour chacune d’elles, on propose un estimateur de
q (®n jx). L’étude théorique des estimateurs ainsi construits nous permet d’introduire
des estimateurs de la fonction °(x). Nous avons donné la loi limite de ces estimateurs.
Ces travaux ont donné suite à la publication Daouia et al. (2010).
Organisation de la thèse
Cette thèse s’organise en cinq chapitres. Ceux-ci ont été rédigés de façon à être
lus indépendamment. Ainsi, le chapitre 1 présente l’état de l’art en théorie des valeurs
extrêmes. On se limite au cas univarié réel. Au cours de ce chapitre, on présente tout
d’abord le résultat principal de la théorie des valeurs extrêmes. Celui-ci montre que, à
l’exception de certaines lois pathologiques, on peut regrouper les lois usuelles en des
groupes appelés domaines d’attractions. Nous exposons les critères pour qu’une loi
appartienne à l’un de ces groupes. Nous présentons ensuite les méthodes classiques
permettant de résoudre les problèmes (1) et (2) et donc d’estimer q®n et °.
Nous proposons, au chapitre 2, un nouvel estimateur de q®n puis du paramètre °
dont nous établissons les lois asymptotiques. Afin d’apprécier le comportement de ces
nouveaux outils statistiques, des comparaisons graphiques sont proposées.
Le chapitre 3 sera consacré à l’état de l’art des problèmes (3) et (4) quand
®n Æ ® 2]0,1[ est fixé. Nous y présentons les différentes approches et méthodes
d’estimation et donnons quelques résultats clés dont certains nous servirons de critères
de comparaison dans la suite.
Dans le chapitre 4, après avoir présenté les contributions existantes dans le cas
®n ! 0, on expose clairement le cadre d’étude dans lequel on va investiguer. Ensuite, on
définit nos estimateurs. En dehors de l’étude théorique qui y sera menée, on illustrera
notre approche d’estimation d’abord sur des données fonctionnelles et ensuite sur un
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exemple d’hydrologie.
À quelques exceptions, le plan du chapitre 5 est similaire à celui du chapitre 4. Après
avoir mené l’étude théorique de nos estimateurs, on s’attardera sur des simulations
dont le but est d’apprécier la qualité de nos estimateurs. Comme illustration, nous
proposons une application de notre méthodologie à la télédétection spatiale.
Finalement, on conclura ce mémoire par des perspectives.
1
Quelques éléments de la théorie des
valeurs extrêmes
Résumé
Dans ce chapitre, on regroupe des définitions et des résultats sur la théorie des valeurs
extrêmes dans le cas univarié réel.
Sommaire
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Lois des valeurs extrêmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Caractérisation des domaines d’attractions . . . . . . . . . . . . . . . . . . 13
1.3.1 Résultats sur les fonctions à variations régulières . . . . . . . . . . . . 14
1.3.2 Domaine d’attraction de Fréchet . . . . . . . . . . . . . . . . . . . . . . 15
1.3.3 Domaine d’attraction de Weibull . . . . . . . . . . . . . . . . . . . . . . 16
1.3.4 Domaine d’attraction de Gumbel . . . . . . . . . . . . . . . . . . . . . 16
1.4 Estimation des quantiles extrêmes . . . . . . . . . . . . . . . . . . . . . . . . 16
1.4.1 Quelques résultats sur les statistiques d’ordres . . . . . . . . . . . . . 18
1.4.2 Approche des quantiles extrêmes par la loi des valeurs extrêmes . . . 19
1.4.3 Approche des quantiles extrêmes par la méthode des excès . . . . . . 20
1.4.4 Approche des quantiles extrêmes par l’approche semi-paramétrique 22
1.5 Estimation du paramètre de la loi des valeurs extrêmes . . . . . . . . . . . 23
1.5.1 Estimateur de Hill . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.5.2 Estimateur de Pickands . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.5.3 Estimateur de Zipf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
10 Chapitre 1. Quelques éléments de la théorie des valeurs extrêmes
1.1 Introduction
ON souhaite estimer des petites probabilités ou des quantités dont la probabilitéd’observation est très faible, c’est-à-dire proche de zéro. Ces quantités sont appe-
lées quantiles et on parle de quantile extrême lorsque l’ordre du quantile (probabilité
d’observation) converge vers zéro quand la taille de l’échantillon tend vers l’infini.
Plus précisément, on considère n variables aléatoires réelles {Xi , i Æ 1, . . . ,n} indé-
pendantes et identiquement distribuées de fonction de répartition F non nécessaire-
ment continue. A partir des observations de ces variables aléatoires, on souhaite estimer
le quantile extrême d’ordre ®n ! 0 quand n!1 défini par
q®n
de fÆ F¯Ã (®n)Æ inf{x : F¯ (x)·®n}, (1.1)
avec la convention inf{;}Æ1, où F¯Ã est l’inverse généralisé de F¯ Æ 1¡F . En particulier,
pour n tendant vers l’infini, on a
P
¡
max(X1, . . . ,Xn)Ç q®n
¢ Æ P¡Xi Ç q®n , 8i Æ 1, . . . ,n¢
Æ (1¡®n)n
Æ exp¡n log(1¡®n)¢
Æ exp(¡n®n(1Åo(1)) quand ®n ! 0.
Par conséquent, comme ®n ! 0, supposer que n®n ! 0 quand n ! 1 implique
que P
¡
max(X1, . . . ,Xn)Ç q®n
¢ ! 1. On ne peut donc pas estimer q®n en inversant
simplement la fonction de répartition empirique. Plusieurs méthodes d’estimation
du quantile extrême q®n ont été proposées dans la littérature. Mais avant d’exposer
celles-ci, il convient d’exposer la théorie sous-jacente à l’étude du maximum d’un
échantillon.
Ainsi, dans ce chapitre, on fera une brève introduction sur l’étude du comportement
asymptotique du maximum d’un échantillon. On commencera par introduire, dans la
partie 1.2, un résultat décrivant les limites possibles d’un tel maximum. Dans la par-
tie 1.3, nous donnons des critères pour que la limite en loi du maximum suive telle ou
telle loi des valeurs extrêmes. Ces critères faisant appel à la notion de fonctions à varia-
tions régulières, on rappelle au préalable la définition de telles fonctions et on en donne
quelques propriétés. Puis, dans la partie 1.4, nous présentons quelquesméthodes d’esti-
mation des quantiles extrêmes. Enfin, dans la partie 1.5, nous exposons deux méthodes
statistiques qui permettent d’identifier la loi limite.
1.2 Lois des valeurs extrêmes
Le principal résultat de la théorie des valeurs extrêmes repose sur le Théorème de
Fisher et Tippet (1928) dont la première preuve rigoureuse est due à Gnedenko (1943).
Celui-ci fait appel à la notion de statistique d’ordre associée aux variables aléatoires
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{Xi , i Æ 1, . . . ,n}. De ce fait, nous ne saurons aborder ce paragraphe sans en donner au
préalable une définition.
Définition 1.2.1. Notons par X1,n · . . . · Xn,n le réarrangement croissant de l’échan-
tillon {Xi , i Æ 1, . . . ,n}. Pour tout i Æ 1, . . . ,n, la variable aléatoire Xi ,n s’appelle la ième
statistique d’ordre de l’échantillon.
Nous pouvons maintenant exposer le résultat principal de la théorie des valeurs ex-
trêmes. Celui-ci montre qu’il existe des suites (an)n¸1 È 0 et (bn)n¸1 2 R telles que la
suite de variables aléatoires
¡
a¡1n
¡
Xn,n ¡bn
¢¢
n¸1 converge en loi vers une limite non dé-
générée. Ce résultat est la base de la théorie des valeurs extrêmes. C’est l’équivalent du
Théorème central limite (TCL) en ce qui concerne les maxima.
Théorème 1.2.1 (Fisher et Tippet (1928); Gnedenko (1943)). Sous certaines conditions
de régularité sur la fonction de répartition F , il existe un paramètre réel ° et deux suites
(an)n¸1 È 0 et (bn)n¸1 2R tels que pour tout x 2R,
lim
n!1P
·
Xn,n ¡bn
an
· x
¸
ÆH°(x),
avec
loi de Fréchet H°(x)Æ
(
0 si x Ç 0
exp
£¡(x)¡1/°¤ si x ¸ 0 et °È 0,
loi de Weibull H°(x)Æ
(
exp
£¡(¡x)¡1/°¤ si x Ç 0
1 si x ¸ 0 et °Ç 0,
loi de Gumbel H0(x)Æ exp
£¡exp(¡x)¤ si x 2R et °Æ 0,
etH° la fonction de répartition de la loi des valeurs extrêmes (EVD).
Le Théorème 1.2.1 est vrai pour la majorité des lois usuelles. Si l’on fait un parallèle
avec le TCL, la suite an joue le rôle de n¡1/2¾(X ) où ¾(X ) désigne l’écart type de X
et la suite bn joue le rôle de l’espérance. La suite an (resp. bn) s’interprète comme un
paramètre d’échelle (resp. un paramètre de position ou de centrage). De plus, les suites
an et bn ne sont pas uniques.
La Figure 1.1 illustre dans le cas d’une loi normale centrée réduite, la convergence
de la suite de variables aléatoires
¡
a¡1n
¡
Xn,n ¡bn
¢¢
n¸1 en loi vers une limite non dégéné-
réeH0. Dans cet exemple, nous avons utilisé les suites de renormalisation théoriques
associées à la loi normale standard (Embrechts et al., 1997, voir page 145), à savoir :
an Æ
¡
2logn
¢¡1/2 et bn Æ ¡2logn¢1/2¡ loglognÅ log4¼
2
¡
2logn
¢1/2 .
Grâce aux travaux de vonMises (1936) et de Jenkinson (1955), on a une forme unifiée
de la fonction de répartition de la loi EVD à un facteur d’échelle et de position près.
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Définition 1.2.2. La représentation de Jenkinson-von Mises de la loi EVD que l’on ap-
pelle loi des valeurs extrêmes généralisée notée (GEVD) ou (GEV) a pour fonction de
répartition
¤°(x)Æ
(
exp
£¡(1Å°x)¡1/°¤ si ° 6Æ 0
exp
£¡exp(¡x)¤ si °Æ 0 et pour tout x tel que 1Å°x È 0.
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FIGURE 1.1 – Illustration de la théorie des valeurs extrêmes sur une loi normale cen-
trée réduite. Comparaison entre H0(x) (rouge), P
h
Xn,n¡bn
an
· x
i
avec n Æ 100 (bleu) et
P
h
Xn,n¡bn
an
· x
i
avec n Æ 10 (vert).
Définition 1.2.3. Le paramètre ° du Théorème 1.2.1 ou de la Définition 1.2.2 est un
paramètre de forme que l’on appelle « indice des valeurs extrêmes » ou « indice de queue ».
Si F vérifie le Théorème 1.2.1, alors on dit alors que F appartient au « domaine d’at-
traction » deH° ou ¤° et selon le signe de °, on distingue trois domaines d’attraction
dont quelques densités ont été représentées pour ° fixé à la Figure 1.2.
1. Si ° È 0, on dit que F appartient au domaine d’attraction de Fréchet (voir Fré-
chet, 1927) et on notera F 2 D(Fr e´chet ). Ce domaine d’attraction est celui des
distributions à queues lourdes, i.e qui ont une fonction de survie à décroissance
polynomiale. Comme exemple de lois appartenant à ce domaine d’attraction on
a les lois de Cauchy, de Pareto, du Chi-deux, de Student, de Burr, de Fréchet, etc.
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2. Si °Ç 0, on dit que F appartient au domaine d’attraction deWeibull et on notera
F 2D(Weibull ). Ce domaine d’attraction est celui des fonctions de survie dont
le support est borné supérieurement. Pour le domaine d’attraction deWeibull on
trouve les lois Uniforme, Beta, de Weibull, etc.
3. Si °Æ 0, on dit que F appartient au domaine d’attraction deGumbel et on notera
F 2 D(Gumbel ). Ce domaine d’attraction est celui des distributions à queues
légères, i.e qui ont une fonction de survie à décroissance exponentielle. Dans ce
domaine d’attraction, on regroupe les lois Normale, Exponentielle, Log-normale,
Gamma, Weibullm , etc. Il apparait important de signaler ici que les lois de Wei-
bull etWeibullm sont deux lois différentes. La loi deWeibullm de paramètres ¿È 0
et c È 0 a pour fonction de répartition
F (x)Æ
(
1¡exp(¡cx¿) si x ¸ 0
0 sinon.
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1
FIGURE 1.2 – Exemple de densités associées à la loi EVD avec °Æ¡1 (rouge), °Æ 0 (noir)
et °Æ 1 (bleu).
1.3 Caractérisation des domaines d’attractions
Le lecteur pourra se référer aux ouvrages de Resnick (1987) et Embrechts et al. (1997)
pour une présentation plus détaillée. Dans cette partie, on se contentera de donner des
conditions sur la fonction de répartiton F pour qu’elle appartienne à l’un des domaines
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d’attraction définis précédemment. Ces conditions faisant appel à la notion de fonc-
tions à variations régulières, on rappelle au préalable la définition de telles fonctions et
on en donne quelques propriétés.
1.3.1 Résultats sur les fonctions à variations régulières
Pour décrire plus en détail les fonctions à variations régulières, il est nécessaire de
commencer par une définition des fonctions à variations lentes.
Définition 1.3.1. On dit qu’une fonction ` est à variations lentes à l’infini si `(x)È 0 pour
x assez grand et si pour tout ¸È 0, on a
lim
x!1
`(¸x)
`(x)
Æ 1.
Par exemple, la fonction constante, les fonctions qui tendent vers une constante et
log(x) sont des fonctions à variations lentes à l’infini. Les fonctions à variations lentes
jouent un rôle prépondérant dans l’étude des lois de valeurs extrêmes.
1.3.1.1 Représentation de Karamata
Théorème 1.3.1 (Resnick (1987), Corollaire du Théorème 0.6). Toute fonction à varia-
tions lentes ` s’écrit sous la forme
`(x)Æ c(x)exp
Z x
1
"(t )
t
d t . (1.2)
où c È 0 et " sont deux fonctions mesurables telles que
lim
x!1c(x)Æ c0 2]0,1[ et limx!1"(x)Æ 0.
Si la fonction c est constante, alors on dit que ` est normalisée. L’équation (1.2) im-
plique que si ` est normalisée alors ` est dérivable de dérivée `0 avec pour tout x È 0,
`0(x)Æ "(x)`(x)
x
.
En particulier, on a
lim
x!1x
`0(x)
`(x)
Æ 0.
1.3.1.2 Définition d’une fonction à variations régulières et quelques résultats
Définition 1.3.2. On dit qu’une fonction G est à variations régulières d’indice ½ 2 R à
l’infini si G est positive à l’infini (i.e s’il existe A tel que pour tout x ¸ A, G(x) È 0) et si
pour tout ¸È 0
lim
x!1
G(¸x)
G(x)
Æ¸½ .
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Dans le cas particulier où ½ Æ 0,G est une fonction à variations lentes à l’infini. Une
fonction à variations régulières d’indice ½ peut toujours s’écrire sous la forme x½`(x)
où ` est une fonction à variations lentes à l’infini.
Le résultat du Lemme suivant montre que la convergence du rapport de deux fonc-
tions à variations régulières d’indice ½ de la Définition 1.3.2 est localement uniforme
lorsque x tend vers l’infini.
Lemme 1.3.1 (Resnick (1987), Proposition 0.5). Si G est une fonction à variations régu-
lières d’indice ½, alors pour tout 0Ç a Ç b
lim
x!1 sup¸2[a,b]
¯¯¯¯
G(¸x)
G(x)
¡¸½
¯¯¯¯
Æ 0.
Lemme 1.3.2 (Inverse d’une fonction à variation régulières).
² SiG est à variations régulières d’indice ½ È 0, alorsGÃ(x) est à variations régulières
d’indice 1/½.
² Si G est à variations régulières d’indice ½ Ç 0, alors GÃ(1/x) est à variations régu-
lières d’indice ¡1/½.
Pour une preuve du Lemme 1.3.2, le lecteur pourra se référer au Théorème 1.5.12 de
l’ouvrage de Bingham et al. (1987) ou à la Proposition 2.6 du livre de Resnick (1987).
Lemme 1.3.3. Soit ` une fonction à variations lentes et soient un et vn deux suites
positives telles que un ! Å1 et vn ! Å1. Si un » vn (ie un/vn ! 1 quand n ! Å1),
alors `(un)» `(vn).
Le Lemme 1.3.3, qui est une conséquence du Lemme 1.3.1, montre que les fonctions
à variations lentes conservent les équivalents. Par conséquent, ce résultat implique que
siG est à variations régulières d’indice ½ et si un » vn , alorsG(un)»G(vn) et on dit que
les fonctions à variations régulières conservent aussi les équivalents.
1.3.2 Domaine d’attraction de Fréchet
Avant de donner les expressions de la fonction de répartition dans chaque domaine,
il convient d’introduire une définition utile.
Définition1.3.3. Onappelle point terminal (en anglais «upper endpoint ») de la fonction
F , le réel xF défini par
xF Æ sup{x : F (x)Ç 1},
avec la convention sup{;}Æ1.
Théorème 1.3.2. F 2 D(Fr e´chet ) avec un indice des valeurs extrêmes ° È 0 si et seule-
ment si xF ÆÅ1 et la fonction F¯ est à variations régulières d’indice¡1/°. Dans ce cas, un
choix possible pour les suites an et bn est
an Æ q1/n et bn Æ 0.
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De ce Théorème 1.3.2, on en déduit que F 2D(Fr e´chet ) si et seulement si le point
terminal xF est infini et F¯ (x) Æ x¡1/°`(x), où ` est une fonction à variations lentes à
l’infini et ° un réel strictement positif.
1.3.3 Domaine d’attraction deWeibull
Théorème 1.3.3. F 2D(Weibul l ) avec un indice des valeurs extrêmes ° Ç 0 si et seule-
ment xF ÇÅ1 et la fonction
¡
1¡ F˜ ¢ est à variations régulières d’indice 1/° avec
F˜ (x)Æ
(
0 si x · 0,
F (xF ¡ x¡1) si x È 0.
Dans ce cas, un choix possible pour les suites an et bn est
an Æ xF ¡q1/n et bn Æ xF .
Du Théorème 1.3.3, on en déduit que F 2D(Weibull ) si et seulement si le point ter-
minal xF est fini et F¯ (x)Æ (xF ¡ x)¡1/°`
£
(xF ¡x)¡1
¤
avec ` est une fonction à variations
lentes à l’infini et ° un réel strictement négatif.
1.3.4 Domaine d’attraction de Gumbel
Les résultats concernant le domaine d’attraction de la loi de Gumbel sont plus dé-
licats. Se référer aux livres de Beirlant et al. (2004b) ou de Haan et Ferreira (2006) pour
une présentation exhaustive.
Théorème 1.3.4. F 2D(Gumbel ) si et seulement si
F¯ (x)Æ c(x)exp
½
¡
Z x
z
1
a(t )
dt
¾
,
où limx!xF c(x)Æ c. Dans ce cas, un choix possible pour les suites an et bn est
an Æ q1/n et bn Æ 1
F¯ (an)
Z xF
an
F¯ (y)dy Æ q1/(ne)¡q1/n.
1.4 Estimation des quantiles extrêmes
Dans tout ce qui suit, on fait l’hypothèse que F appartient à l’un des domaines d’at-
tractions définis précédemment. Afin de résumer le problème d’estimation investigué
dans ces travaux, on introduit le résultat suivant appelé approximation de Poisson.
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Lemme 1.4.1 (Embrechts et al. (1997), Proposition 3.1.1). Si ®n ! 0 et n®n ! c (non
nécessairement fini) quand n!1, alors
P
¡
Xn,n Ç q®n
¢! e¡c .
Ainsi, d’après le Lemme 1.4.1, deux situations peuvent alors être distinguées en
fonction de c lorsque l’on désire estimer les quantiles d’ordre ®n ! 0 quand n!1.
Primo, si c Æ 1 alors, P(Xn,n Ç q®n ) Æ 0. Dans un tel contexte, un estimateur
naturel de q®n est le quantile empirique qui n’est rien d’autre que la bn®nc ième plus
grande observation de l’échantillon {Xi , i Æ 1, . . . ,n} c’est-à-dire la statistique d’ordre
Xn¡bn®ncÅ1,n . Le résultat principal de cet estimateur de quantile extrême est donné au
paragraphe 1.4.1 par le Théorème 1.4.1.
Secundo, si c Æ 0 alors, P(Xn,n Ç q®n ) Æ 1. Par conséquent, on ne peut pas estimer
le quantile empiriquement. Pour résoudre ce problème, on a répertorié trois catégories
principales de méthodes :
² La théorie des valeurs extrêmes présentée par Guida et Longo (1988) et dont
les premiers éléments bibliographiques remontent à Fisher et Tippet (1928) et
Gnedenko (1943) consiste à diviser l’échantillon enm0 sous-groupes disjoints de
taillen0 Æ n/m0 desquels on détermine lesmaxima. La loi de cesmaxima est alors
approchée, pour n0 assez grand, par une loi des valeurs extrêmes. En utilisant la
relation P
¡
max(X1, . . . ,Xn)Ç q®n
¢Æ Fn(q®n ) on peut alors estimer le quantile ex-
trême q®n . Cette méthode d’estimation est présentée au paragraphe 1.4.2.
² La méthode des excès initialement présentée par Pickands (1975). Elle préconise
de ne retenir que les observations dépassant un seuil fixé u. La loi des kn observa-
tions ainsi retenues que l’on note par {Yi , i Æ 1, . . . ,kn} peut-être approchée, si u
est assez grandparune loi de Pareto généralisée (GPD) (voirDéfinition 1.4.2). Pour
estimer le quantile extrême q®n , il suffit alors d’utiliser le résultat de (Balkema et
de Haan, 1974; Pickands, 1975) qui établit l’équivalence entre la convergence en
loi du maximum vers une loi des valeurs extrêmes et la convergence en loi d’un
excès vers une GPD. Nous exposons cette approche d’estimation des quantiles
extrêmes au paragraphe 1.4.3.
² Les méthodes semi-paramétriques où l’on suppose que pour tout ° È 0 on a
P(X È x)» x¡1/° lorsque x tend vers l’infini, c’est-à-dire que la fonction de sur-
vie F¯ (x) décroit en x¡1/°. Cette hypothèse permet de construire des estimateurs
non paramétriques du paramètre ° dont le plus célèbre est l’estimateur de Hill
(1975). Partant de ce résultat, Weissman (1978) proposera trois ans plus tard un
estimateur du quantile extrême q®n . En effet comme nous venons de voir (c.f
Lemme 1.3.2), supposer que P(X È x)» x¡1/° revient à supposer que le quantile
q®n décroit en ®
¡°
n . Une présentation détaillée de cette méthode d’estimation est
donnée au paragraphe 1.4.4.
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1.4.1 Quelques résultats sur les statistiques d’ordres
Pour des raisons de commodités, commençons par rappeler un résultat sur la trans-
formation des quantiles.
Lemme 1.4.2 (Transformation des quantiles). Soient {Xi , i Æ 1, . . . ,n} des variables
aléatoires indépendantes et de fonction de répartition F . Soient {V1,n , . . . ,Vn,n} les statis-
tiques d’ordres associées aux variables aléatoires indépendantes de loi uniforme standard
{Vi , i Æ 1, . . . ,n}. Alors,
² FÃ(V1)LÆ X1.
² ©FÃ(V1,n), . . . ,FÃ(Vn,n)ªLÆ {X1,n , . . . ,Xn,n}, pour tout n 2N.
² F (X1) suit une loi uniforme standard si et seulement si F est continue.
Ce Lemme nous assure que l’étude des quantiles empiriques associés à une loi quel-
conque peut se déduire de l’étude des statistiques d’ordres associées à la loi uniforme
sur [0,1]. Donnons à présent un résultat sur les statistiques d’ordres de lois uniforme
et exponentielle. Soit {Ei , i Æ 1, . . . ,n} une suite de variables aléatoires de loi exponen-
tielle standard. On note Tn Æ
nX
iÆ1
Ei . Soit {Vi , i Æ 1, . . . ,n} une suite de variables aléatoires
indépendantes de loi uniforme standard.
Lemme 1.4.3 (Représentation de Rényi (1953)). La suite de variables aléatoires
{V1,n , . . . ,Vn,n} amême loi que la suite de variables variables aléatoires
½
T1
TnÅ1
, . . . ,
Tn
TnÅ1
¾
,
ie ½
V j ,n
LÆ T j
TnÅ1
¾
{ jÆ1,...,n}
.
Ce Lemme nous permet d’établir la convergence faible d’une suite de statistiques
d’ordres de loi exponentielle.
Proposition 1.4.1. Soit (kn)n¸1 une suite d’entiers telle que 1· kn · n, kn !1 et kn/n!
0 quand n!1. Alors
p
kn
¡
En¡knÅ1,n ¡ log(n/kn)
¢ L!N (0,1) .
Définition 1.4.1. Pour tout t È 0, la fonction queue (en anglais « tail quantile function »)
est donnée par
U (t )
de fÆ inf{x : F (x)¸ 1¡1/t }Æ q1/t.
L’utilité de cette définition est essentiellement d’ordre pratique. En effet, il peut être
plus commode de travailler non pas sur la fonction de survie F¯ elle-même, mais plutôt
sur la fonction queueU .
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Théorème 1.4.1 (de Haan et Ferreira (2006), Théorème 2.2.1). Soit (kn)n¸1 une suite
d’entiers telle que 1 · kn · n, kn !1 et kn/n ! 0 quand n !1. Si lim
x!x¡F
F¯ (x)F 00(x)
(F 0(x))2
Æ
¡°¡1, alors p
kn
µ
Xn¡knÅ1,n ¡U (n/kn)
(n/kn)U 0(n/kn)
¶
L!N (0,1) .
Le Théorème 1.4.1 montre que l’estimateur de quantile extrême Xn¡knÅ1,n avec
kn
de fÆ bn®c est asymptotiquement gaussien. Aussi, remarquons que la Proposition 1.4.1
est un cas particulier du Théorème 1.4.1 avecU Æ log.
Proposition 1.4.2. Dans le cas particulier où ° È 0, si la condition lim
x!1
xU 0(x)
U (x)
Æ ° est
vérifiée alors, on a p
kn
µ
Xn¡knÅ1,n
qkn/n
¡1
¶
L!N ¡0,°2¢ .
La Proposition 1.4.2 est encore un cas particulier du Théorème 1.4.1. Il apparait que
pour des lois dont la fonction de répartition F 2 D(Fr e´chet ), l’estimateur de quantile
extrême Xn¡knÅ1,n est asymptotiquement normal avec une variance asymptotiquement
proportionnelle à °2/kn .
1.4.2 Approche des quantiles extrêmes par la loi des valeurs extrêmes
Pour estimer le quantile q®n , Guida et Longo (1988) utilisent l’approximation
P
¡
Xn,n · anxÅbn
¢Æ Fn (anxÅbn)'H°(x). En effet d’après le Théorème 1.2.1, on peut
écrire
lim
n!1n logF (anxÅbn)Æ logH°(x),
soit encore
lim
n!1n log
£
1¡ F¯ (anxÅbn)
¤Æ logH°(x).
Comme n !1, on peut montrer que anx Å bn ! xF et par conséquent F¯ (anxÅbn)
converge vers 0. Un développement limité au premier ordre de log(1Åu) donne donc
F¯ (anxÅbn)»¡ 1
n
logH°(x).
Pour tout °, on peut alors approcher le quantile q®n par :
q®n ' anx®n Åbn où x®n vérifie ¡ logH°(x®n )Æ n®n .
On a alors un estimateur de quantile extrême de type
qˆ®n Æ aˆnx®n Å bˆn (1.3)
Æ
8><>:
aˆn (n®n)¡°ˆ Å bˆn si F 2D(Fr e´chet )
¡aˆn (n®n)¡°ˆ Å bˆn si F 2D(Weibull )
¡aˆn log(n®n)Å bˆn si F 2D(Gumbel )
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où (aˆn , bˆn) et °ˆ sont respectivement des estimateurs des suites (an ,bn) et de l’indice de
queue °.
Dans le cas particulier où °Æ 0, les auteurs proposent d’utiliser l’approche basée sur
la loi GEV dont le résultat s’énonce ainsi.
Théorème1.4.2 (Weinstein (1973)). Soit F 2D(Gumbel ), il existe deux suites (an)n¸1 È 0
et (bn)n¸1 2R telles que pour tout x 2R et v È 0,
lim
n!1nF¯
h¡
bvn Å cnx
¢1/viÆ exp(¡x), (1.4)
où cn Æ anvbv¡1n .
Dans une telle situation, on approche le quantile par
q®n '
¡
bvn Åcnx®n
¢1/v où x®n vérifie exp(¡x®n )Æ n®n ,
et un estimateur du quantile extrême est obtenu en remplaçant les suites bn et cn res-
pectivement par leurs estimateurs bˆn et cˆn , i.e
qˆ®n Æ
¡
bˆvn ¡ cˆn log(n®n)
¢1/v
.
L’avantage d’utiliser le résultat (1.4) provient du fait qu’il existe des valeurs de v pour
lesquelles la convergence dans (1.4) est plus rapide que dans le cas v Æ 1. Dans ce
cas, sur simulation, l’approximation du quantile q®n est de meilleure qualité que
l’approximation basée sur l’approche EVD, i.e avec v Æ 1. Les auteurs fournissent la
valeur optimale du paramètre v .
Les paramètres °, an , bn et cn de ces lois peuvent être estimés par la méthode du
maximum de vraisemblance (Prescott et Walden, 1980, 1983) ou la méthode des mo-
ments pondérés (Hosking et al., 1985). Dans le cas de l’approche EVD, Smith (1985) fait
une étude détaillée du comportement asymptotique des estimateurs des paramètres °,
an , bn obtenus par laméthode dumaximumde vraisemblance. Toutefois, il est conseillé
d’utiliser les estimateurs des moments pondérés car ceux-ci sont non seulement expli-
cites et faciles à calculer mais aussi parce qu’ils donnent de meilleurs résultats que les
estimateurs du maximum de vraisemblance quand on a des échantillons de petite ou
demoyenne taille. La principale difficulté de l’estimation des paramètres °, an , bn et cn
est due au fait qu’il faut un échantillon de maxima, lequel est parfois difficile à extraire
des données initiales.
1.4.3 Approche des quantiles extrêmes par laméthode des excès
Avant de présenter cette approche, il convient de commencer par une définition.
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Définition 1.4.2 (Loi de Pareto Généralisée (GPD)). La loi de Pareto Généralisée est la
loi dont la fonction de répartition est donnée par
G°,¯(y)Æ
8>><>>:
1¡
µ
1Å° y
¯
¶¡1/°
si ° 6Æ 0 et ¯È 0
1¡exp
µ
¡ y
¯
¶
si °Æ 0 et ¯È 0
avec y 2RÅ si °¸ 0 ou [0,¡¯/°[ si °Ç 0.
Dans l’expression précédente, ¯ représente le paramètre d’échelle et ° le paramètre
de forme : il s’agit du même paramètre de forme introduit dans la partie 1.2 et que l’on
appelle indice des valeurs extrêmes.
La loi GPD présente quelques particularités. En voici une liste non exhaustive :
² Si ¯Æ 1, on parle la loi GPD standard.
² Si °Æ 0, la GPD correspond à une loi exponentielle d’espérance ¯.
² Si °Æ¡1, elle correspond à une loi uniforme sur [0,¯].
² Si °È 0, on retrouve la loi de Pareto décentrée.
Dans cette approche d’estimation des quantiles extrêmes, on ne retient que les ob-
servations dépassant un seuil fixé u Ç xF . On définit alors l’excès Y de la variable X au
dessus du seuil u par X ¡u sachant X È u. Si l’on note par Fu la fonction de répartition
d’un excès au dessus du seuil u, on a pour tout y È 0
1¡Fu(y) Æ P(Y È y)
Æ P(X ¡u È y jX È u)
Æ P(X È uÅ y,X È u)
P(X È u)
Æ 1¡F (uÅ y)
1¡F (u) .
Lorsque le seuil u est grand, on peut approcher cette quantité par la fonction de
survie d’une loi GPD. Afin d’approcher le quantile, il suffit alors d’utiliser le résultat de
Balkema et de Haan (1974) et Pickands (1975) qui établit l’équivalence entre la conver-
gence en loi dumaximum vers une loi des valeurs extrêmesH° et la convergence en loi
d’un excès vers une GPD. Ce résultat s’énonce comme suit.
Théorème 1.4.3 (Balkema et de Haan (1974); Pickands (1975)). Si F appartient au do-
maine d’attraction deH°, alors
lim
u!xF
sup
y2]0,xF¡u[
¯¯
Fu(y)¡G°,¯(y)
¯¯Æ 0.
D’après ce résultat, si pour une fonction de répartition F inconnue, l’échantillon des
maxima normalisés converge en loi vers une distribution non dégénérée, alors il s’en
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déduit que la distribution des excès au-dessus d’un seuil élevé converge vers une GPD
lorsque le seuil tend vers la limite supérieure du support de F . Cette caractérisation est
à la base des méthodes d’estimation de type Peaks Over Threshold (POT).
Comme 1¡F (uÅ y) Æ [1¡F (u)]£1¡Fu(y)¤, si pour tout y ¸ 0 on pose q®n Æ uÅ y ,
alors
®n Æ 1¡F (q®n ) Æ [1¡F (u)]
£
1¡Fu(q®n ¡u)
¤
' [1¡F (u)]¡1¡G°,¯(q®n ¡u)¢ .
Pour kn excès au-dessus du seuil u, l’approximation 1¡F (u)' kn/n conduit à
kn
n
¡
1¡G°,¯(q®n ¡u)
¢'®n ,
et si ° 6Æ 0, alors on approche le quantile par
q®n ' uÅ
¯
°
µµ
kn
n®n
¶°
¡1
¶
.
On a alors un estimateur de type
qˆ®n Æ
³
kn
n®
´°ˆ ¡1
°ˆ
ˆ¯Åu, (1.5)
où °ˆ et ˆ¯ sont respectivement des estimateurs des paramètres de forme et d’échelle. On
peut noter la similitude entre l’estimateur de quantile (1.5) et l’expression du quantile
(1.3) avec ˆ¯Æ aˆn et u Æ bˆn .
Les paramètres ° et ¯ de la GPD peuvent être estimés par la méthode des moments,
la méthode des moments pondérées (Hosking et Wallis, 1987) ou la méthode du maxi-
mum de vraisemblance (Smith, 1987; Davison et Smith, 1990).
Cette méthode présente un avantage par rapport à la précédente en ce sens qu’il
est plus facile d’avoir un échantillon d’excès que de maxima. Dans la pratique, on
remplace u par Xn¡knÅ1,n c’est-à-dire la kn plus grande observation de l’échantillon
{Xi , i Æ 1, . . . ,n}.
Deux variantes de cette méthode ont été présentées par Breiman et al. (1990) sous
les appellations Exponential tail (ET) etQuadratique tail (QT).
1.4.4 Approche des quantiles extrêmes par l’approche semi-paramétrique
On se restreint aux fonctions F 2D(Fr e´chet ) pour lesquelles on a la caractérisation
suivante
F¯ (x)Æ x¡1/°`(x),
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avec `une fonction à variations lentes à l’infini et °È 0. Conformément au Lemme 1.3.2,
cette caractérisation implique que
q®n :Æ F¯Ã(®n)Æ®¡°n L(1/®n) avec ®n · 1/n,
q¯n :Æ F¯Ã(¯n)Æ¯¡°n L(1/¯n) avec ¯n ¸ 1/n,
où L est une fonction à variations lentes à l’infini. En ce qui concerne les fonctions
L et `, il apparait important de signaler ici qu’il ne s’agit pas de la même fonction à
variations lentes.
Vu la définition d’une fonction à variations lentes (se référer à la Définition 1.3.1),
pour ¯n suffisamment petit, on a
F¯Ã(®n)' F¯Ã(¯n)
µ
¯n
®n
¶°
.
En remplaçant F¯Ã(¯n) et ° par des estimateurs, on obtient l’estimateur de Weissman
(1978) défini par
qˆW®n Æ Xn¡bn¯ncÅ1,n
µ
¯n
®n
¶°ˆ
.
Pour les propriétés de l’estimateur de Weissman, on peut se référer à l’ouvrage de
Embrechts et al. (1997).
Comme autre estimateur des quantiles extrêmes, on peut citer celui obtenu par l’ap-
proximation
F¯Ã(®n)' (¯n/®n)
°¡1
1¡2¡°
¡
F¯Ã(¯n)¡ F¯Ã(2¯n)
¢Å F¯Ã(¯n),
et valable quel que soit le domaine d’attraction de la fonction F . La normalité asympto-
tique de l’estimateur de quantile extrême qui en découle, i.e
qˆDH®n Æ
(¯n/®n)°ˆ ¡1
1¡2¡°ˆ
¡
Xn¡bn¯cÅ1,n ¡Xn¡b2n¯ncÅ1,n
¢ÅXn¡bn¯ncÅ1,n ,
a été établie par Dekkers et de Haan (1989). Il apparait clairement que cet esti-
mateur de quantile extrême peut se mettre sous la forme (1.5) et donc (1.3) avec
aˆn Æ
°ˆ
1¡2¡°ˆ
¡
Xn¡bn¯ncÅ1,n ¡Xn¡b2n¯ncÅ1,n
¢
et bˆn Æ Xn¡bn¯ncÅ1,n .
1.5 Estimation du paramètre de la loi des valeurs extrêmes
Dans la littérature de la théorie des valeurs extrêmes on trouve plusieurs techniques
semi-paramétriques pour l’estimation de l’indice de queue. On peut citer l’estimateur
de Hill (1975) valable pour °È 0. Il est considéré comme le plus simple des estimateurs
de l’indice de queue. Pour pallier les limitations de l’estimateur Hill, mais aussi pour
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l’étendre aux deux autres domaines d’attractions Dekkers et al. (1989) ont proposé un
estimateur desmoments valable quel que soit ° 2R. Dans la littérature, certains auteurs
l’appellent plutôt l’estimateur de Dekkers-Einmahl-de Haan. Les auteurs ont établi la
consistance forte, faible et la normalité asymptotique de leur estimateur. Soulignons
que la méthode des moments fut initialement utilisée par Hosking et Wallis (1987) qui
proposa un estimateur des moments pondérés définit pour tout ° Ç 1. Cet estimateur
est consistant si °Ç 1 et asymptotiquement gaussien pour °Ç 1/2. Toutefois, Pickands
(1975) fût le premier à proposer un estimateur de l’indice de queue plus général que
l’estimateur de Hill, i.e valable quel que soit le signe de °. Smith (1985) s’est quant à
lui intéressé au comportement des estimateurs du maximum de vraisemblance 1 dans
le cas d’une loi GEV 2. Il a été démontré que l’estimateur du maximum de vraisem-
blance est consistant, asymptotiquement efficace et asymptotiquement normal pour
tout ° È ¡1/2. Falk (1995) a proposé un complément à l’estimateur du maximum de
vraisemblance. Son estimateur, que l’on appelle aussi l’estimateur négatif de Hill (en
anglais The Negative Hill Estimator), est consistant si ° Ç ¡1/2 et asymptotiquement
normal si ¡1Ç °Ç¡1/2.
Comme autres estimateurs, on peut citer l’estimateur du rapport desmoments (Da-
nielsson et al., 1996), l’estimateur de Peng (1998), l’estimateur basé sur le QQ-plot,
l’estimateur basé sur le graphique de la moyenne des excès (Beirlant et al., 1996), l’esti-
mateur construit par des méthodes de régression (Beirlant et al., 2002), d’optimisation
avec contrainte (Csörgö et al., 1985; Bacro et Brito, 1994) ou sans contrainte (Schultze
et Steinebach, 1996; Kratz et Resnick, 1996) et d’autres (voir Embrechts et al., 1997;
Beirlant et al., 2004b; de Haan et Ferreira, 2006).
À côté de cette énumération, on pourrait aussi ajouter les méthodes de correction
du biais basées sur desméthodes de régression (Beirlant et al., 1999, 2005; Diebolt et al.,
2008) ou sur des méthodes de bootstrap (Gomes et Oliveira, 2001) ou jackknife (Gomes,
1999; Gomes et al., 2005b) et les estimateurs à poids ou combinaisons linéaires (Viharos,
1993, 1995; Gomes et al., 2005a) qui englobent d’une part les estimateurs construits par
des méthodes d’optimisation avec et sans contrainte et d’autres part les estimateurs
construits par des méthodes de régression.
D’un point de vue théorique, toutes ces méthodes partagent les mêmes propriétés
de consistance et de normalité asymptotique. Cependant, les simulations montrent
qu’il y a de grandes différences entre ces différents estimateurs. En général, il n’y a pas
une meilleure méthode dans toutes les situations. Les méthodes les plus utilisées sont
celles de Hill, Pickands et des moments. Certaines études de comparaison (théorique
et par simulation) entre les différentes méthodes peuvent être trouvées dans Rosen et
Weissman (1996), Peng (1998), de Haan et Peng (1998), Groeneboom et al. (2003) et
Tsourti et Panaretos (2001, 2003).
1. D’après la théorie duMaximumdeVraisemblance, le support de la loi ne dépendpas des paramètres.
2. Dans le cas des lois EVD et GPD, le support dépend des paramètres sauf dans le cas particulier ou
°Æ 0.
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Tsourti et Panaretos (2001, 2003) pensent que la performance d’une méthode
dépend de la distribution de la série étudiée. En d’autres termes, elle dépend de la vraie
valeur de l’indice de queue. Ils recommandent l’utilisation de techniques pour déter-
miner le domaine d’attraction de la loi des valeurs extrêmes, et donc l’intervalle le plus
probable pour l’indice des valeurs extrêmes. Les méthodes les plus utilisées à cette fin
sont graphiques : le graphique loglog, lamoyenne empirique des excès, le graphique des
rapports du maximum et de la somme, le graphique du rapport de Hill, la statistique de
Jackson. Pour de plus amples explications sur cesméthodes voir El-Adlouni et al. (2007).
Dans ce paragraphe, nous exposerons uniquement trois estimateurs de l’indice de
queue. Notre choix s’explique par notre volonté d’introduire une adaptation des estima-
teurs ainsi proposés au cas conditionnel (voir chapitres 4 et 5).
1.5.1 Estimateur de Hill
Cet estimateur a été introduit par Hill (1975) pour estimer d’une manière non-
paramétrique le paramètre de queue des lois appartenant au D(Fr e´chet ). Pour
construire son estimateur, Hill utilise la méthode du maximum de vraisemblance sur
l’ensemble des kn plus grandes observations d’un échantillon. Un grand nombre de tra-
vaux théoriques ont été consacrés à l’étude des propriétés de l’estimateur deHill.Mason
(1982) a démontré la consistence faible et Deheuvels, Haeusler et Mason ont établi la
consistance forte dans Deheuvels et al. (1988). La normalité asymptotique est due entre
autres à Davis et Resnick (1984), Csörgö et Mason (1985), Haeusler et Teugels (1985) et
Smith (1987).
Définition 1.5.1. Soit (kn)n¸1 une suite d’entiers avec 1Ç kn · n, l’estimateur de Hill est
défini par
°ˆHkn Æ
1
kn ¡1
kn¡1X
iÆ1
logXn¡iÅ1,n ¡ logXn¡knÅ1,n .
Théorème 1.5.1 (Propriétés de l’estimateur de Hill). Soit (kn)n¸1 une suite d’entiers
telle que 1Ç kn · n, kn !1 et kn/n! 0 quand n!1.
² Alors, °ˆHkn converge en probabilité vers °.
² Si de plus kn/loglogn !1 quand n !1, alors °ˆHkn converge presque sûrement
vers °.
Pour établir la normalité asymptotique de l’estimateur °ˆHkn , on a besoin d’une
hypothèse sur la fonction à variations lentes `. Il est en effet nécessaire d’imposer une
condition qui spécifie la vitesse de convergence du rapport des fonctions à variations
lentes vers 1 telle que défini au paragraphe 1.3.1.
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(C.1) : Il existe une constante réelle ½ Ç 0 et une fonction "(x)! 0 quand x!1, telles
que pour tout ¸È 1
log
`(¸x)
`(x)
» "(x)¸
½¡1
½
quand x!1.
Cette condition appelée « condition du second ordre » est satisfaite pour la plupart des
lois appartenant auD(Fr e´chet ). Plus la constante ½ Ç 0 de la condition (C.1) est proche
de zéro, plus difficile est l’estimation de l’indice de queue °.
Remarque 1.5.1. La condition (C.1) implique que 8 "È 0,9 x0 tel que 8 x ¸ x0,8 ¸È 1
(1Å")¸½Å"¡1
½
· 1
"(xn)
log
µ
`(¸x)
` (x)
¶
· (1¡")¸
½¡"¡1
½
.
Théorème 1.5.2 (Normalité asymptotique de l’estimateur de Hill). s Soit (kn)n¸1 une
suite d’entiers telle que 1Ç kn · n, kn !1 et kn/n! 0. Si la condition (C.1) est satisfaite
avec
p
kn"(n/kn)! 0 quand n!1, alorsp
kn
³
°ˆHkn ¡°
´
L!N ¡0,°2¢ .
En pratique, le choix du paramètre kn pose des problèmes. Si l’on trace le dia-
gramme de Hill (voir Figure 1.3), i.e la fonction kn 7! °ˆHkn , on observe une extrême
volatilité qui rend difficile l’utilisation de cet estimateur en pratique si l’on n’a aucune
indication sur le choix de kn . De plus, cet estimateur est biaisé (voir Figure 1.4). Ce
biais est de l’ordre de "(n/kn). La condition
p
kn"(n/kn) ! 0 impose au bais d’être
négligeable devant l’écart type de l’estimateur qui est quand à lui égal à
p
kn .Une
minimisation de l’erreur en moyenne quadratique peut-être utilisée comme critère.
Cette méthode reste néanmoins inutilisable en pratique puisque l’erreur en moyenne
quadratique reste inconnue ! Se référer à Beirlant et al. (1996) et Drees et Kaufmann
(1998) pour des exemples de sélection du paramètre kn .
Le résultat sur la normalité asymptotique de l’estimation de Hill permet de donner
un intervalle de confiance pour l’estimation. En pratique on se contentera de remplacer
° par sa valeur estimée. Par conséquent, si kn est petit, on aura a fortiori, compte tenu
des remarques faites précédemment, une estimation avec un intervalle de confiance
large et a contrario, si kn est grand, on aura un intervalle de confiance plus étroit mais
pas centrée sur la vraie valeur.
1.5.2 Estimateur de Pickands
L’estimateur de Pickands est construit en utilisant trois statistique d’ordres. Cet es-
timateur a l’avantage d’être valable quel que soit le domaine d’attraction de la distri-
bution et par conséquent, du domaine de définition de l’indice des valeurs extrêmes.
Pickands (1975) démontre la consistance faible de son estimateur. La convergence forte
ainsi que la normalité asymptotique ont été démontrées par Dekkers et de Haan (1989).
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FIGURE 1.3 – Graphique de Hill à n Æ 1000 et trois lois appartenant au domaine d’at-
traction de Fréchet. La loi de Pareto (bleu), Burr (rouge), Fréchet (noir) et la vraie va-
leur de °Æ 1 en trait interrompu. En ordonnée on a l’indice de queue estimé et en abs-
cisse le seuil kn . Pour une loi de Pareto, comme la fonction à variations lentes ` est une
constante alors, on peut prendre kn aussi grand que l’on veut.
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FIGURE 1.4 – Graphique de Hill en moyenne sur 100 réalisations à n Æ 1000 et trois lois
appartenant au domaine d’attraction de Fréchet. La loi de Pareto (bleu), Burr (rouge),
Fréchet (noir) et la vraie valeur de ° Æ 1 en trait interrompu. En ordonnée on a l’indice
de queue estimé et en abscisse le seuil kn . Pour une loi de Pareto comme " Æ 0 alors, il
n’y a pas de biais asymptotique.
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Définition 1.5.2. On suppose que {Xi , i Æ 1, . . . ,n} est une suite de variables aléatoires
indépendantes de loi F appartenant à l’un des domaines d’attractions. Soit (kn)n¸1 une
suite d’entiers avec 1· kn Ç n, l’estimateur de Pickands est défini par
°ˆPkn Æ
1
log2
log
µ
Xn¡knÅ1,n ¡Xn¡2knÅ1,n
Xn¡2knÅ1,n ¡Xn¡4knÅ1,n
¶
.
Théorème 1.5.3 (Propriétés de l’estimateur de Pickands). Soit (kn)n¸1 une suite d’en-
tiers telle que 1· kn Ç n, kn !1 et kn/n! 0 quand n!1.
² Alors, °ˆPkn converge en probabilité vers °.
² Si de plus kn/loglogn !1 quand n !1, alors °ˆPkn converge presque sûrement
vers °.
² Sous des conditions additionnelles sur la suite kn et la fonction de répartition F
que l’on pourra consulter dans Dekkers et de Haan (1989),
p
kn
³
°ˆPkn ¡°
´
L!N
µ
0,
°2(22°Å1Å1)
4(log2)2(2°¡1)2
¶
.
Comme l’estimateur de Hill, cet estimateur est biaisé et le résultat sur sa normalité
asymptotique permet de donner un intervalle de confiance pour l’estimation.
Compte tenu de la variance asymptotique de °ˆPkn qui est assez importante compara-
tivement à °ˆHkn (voir Fig 1.5), certains auteurs ont proposés des estimateurs à « variance
minimale » construits à partir de combinaisons linéaires des logarithmes des accroisse-
ments des statistiques d’ordres. Par exemple Drees (1995) propose de faire la moyenne
de plusieurs estimateurs de Pickands utilisant un nombre de plus grandes observations
différents dans le but d’obtenir un estimateur moins sensible au choix de kn .
1.5.3 Estimateur de Zipf
Dans le but d’améliorer le biais asymptotique des estimateurs précédents, Kratz et
Resnick (1996) et Schultze et Steinebach (1996) ont indépendamment proposé d’estimer
l’indice de queue par la méthode des moindres carrés classique. Leur estimateur connu
sous le nom de Zipf est asymptotiquement gaussien. Il est défini par
°ˆZkn Æ
1
kn
knX
jÆ1
log
kn Å1
j
logXn¡ jÅ1,n ¡ 1
kn
knX
jÆ1
log
kn Å1
j
Ã
1
kn
knX
jÆ1
logXn¡iÅ1,n
!
1
kn
knX
jÆ1
µ
log
kn Å1
j
¶2
¡
Ã
1
kn
knX
jÆ1
log
kn Å1
j
!2 . (1.6)
Toutefois, sa variance asymptotique deux fois supérieure à celle de l’estimateur de Hill.
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FIGURE 1.5 – La variance asymptotique de l’estimateur °ˆPkn (noir) et de °ˆ
H
kn
(rouge) en
fonction de °.

2
Un nouvel estimateur des quantiles
extrêmes non conditionnels
Résumé
Dans ce chapitre, nous nous proposons d’étudier un nouvel estimateur des quantiles ex-
trêmes dans le cas non conditionnel. Nous établissons sa loi limite et nous le comparons
à quelques estimateurs de quantiles existants.
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2.1 Introduction
SOit {Xi , i Æ 1, . . . ,n} un échantillon de n variables aléatoires réelles indépen-dantes et identiquement distribuées de fonction de répartition F . On dénote par
X1,n · . . . · Xn,n les statistiques ordonnées associées aux observations {Xi , i Æ 1, . . . ,n}
et on se propose d’estimer le quantile d’ordre ®n lorsque F 2D(Fr e´chet ).
Pour ce faire, on se propose de faire la moyenne géométrique des estimateurs de
Weissman (1978). Ainsi que nous l’avons souligné au dernier paragraphe du chapitre 1,
l’idée de faire la moyenne de plusieurs estimateurs a déjà été appliquée par Drees
(1995) qui proposait alors de faire la moyenne d’estimateurs de Pickands (1975) pour
plusieurs valeurs de kn dans le but d’obtenir un estimateur moins sensible au choix du
seuil.
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Définition 2.1.1. Soit (kn)n¸1 une suite d’entiers telle que 1 · kn Ç n, on définit un esti-
mateur des quantiles extrêmes par
qˆWG®n Æ
"
knY
iÆ1
Xn¡iÅ1,n
µ
i gkn
n®n
¶°ˆHi #1/kn
, (2.1)
où gkn Æ exp
£
log(kn Å1)¡1¡ log(kn !)/kn
¤
et °ˆHi est l’estimateur de Hill (1975) donné par
°ˆHi Æ
1
i
iX
jÆ1
j
©
logXn¡ jÅ1,n ¡ logXn¡ j ,n
ª
. (2.2)
En ce qui concerne l’estimateur de Hill (1975), il n’y aucune différence entre (2.2)
et la Définition 1.5.1. La forme de l’estimateur (2.2) introduite par Beirlant et al. (2002)
repose sur lemodèle de régression exponentiel pour des écarts de logarithmes entre les i
plus grandes statistiques d’ordre d’un échantillon de variables aléatoires indépendantes
et de loi F 2D(Fr e´chet ). Ainsi, on montre facilement que
°ˆHi Æ
1
i
iX
jÆ1
j
©
logXn¡ jÅ1,n ¡ logXn¡ j ,n
ªÆ 1
i
iX
jÆ1
logXn¡ jÅ1,n ¡ logXn¡i ,n .
2.2 Résultats asymptotiques
Dans cette partie, nous étudions le comportement asymptotique de notre nouvel es-
timateur de quantile extrême. Nous commençons par présenter les résultats auxiliaires
permettant d’en déduire sa normalité asymptotique. Ainsi, notre premier résultat auxi-
liaire est dédié à la représentation en loi de l’estimateur qˆWG®n . Dans tout ce qui suit, on
pose ¢ j Æ j
©
logXn¡ jÅ1,n ¡ logXn¡ j ,n
ª
.
Proposition 2.2.1. On a la décomposition suivante :
log qˆWG®n
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å logµ1
e
(kn Å1)
n®n
¶
°ˆ¼kn , (2.3)
avec °ˆHkn l’estimateur deHill défini précédemment, L une fonction à variations lente à l’in-
fini, VknÅ1,n la (n¡kn)-ième plus grande statistique d’ordre d’un échantillon de variables
aléatoires indépendantes de loi uniforme standard {Vi , i Æ 1, . . . ,n} et
°ˆ¼kn Æ
knX
jÆ1
¢ j¼ j
,
knX
jÆ1
¼ j avec ¼ j Æ
knX
iÆ j
1
i
log
µ
i gkn
n®n
¶
.
En utilisant le schéma de la preuve de la Proposition 2.2.1 (voir partie 2.4), on
montre que la représentation en loi de l’estimateur de Weissman (1978) défini comme
qˆW®n Æ Xn¡knÅ1,n
³
kn
n®n
´°ˆHkn est donnée par
log qˆW®n
LÆ ¡° logVkn ,n Å logL
¡
1/Vkn ,n
¢Å logµ kn
n®n
¶
°ˆHkn , (2.4)
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où Vkn ,n est la (n ¡ kn Å 1)-ième plus grande statistique d’ordre d’un échantillon de
variables aléatoires indépendantes de loi uniforme standard {Vi , i Æ 1, . . . ,n}.
En comparant (2.3) et (2.4), on remarque que la représentation en loi de qˆWG®n fait
intervenir non seulement un terme supplémentaire mais aussi un nouvel estimateur de
queue noté °ˆ¼kn . Cet estimateur de queue est une somme pondérée des écarts de loga-
rithmes entre les kn plus grandes observations de l’échantillon {Xi , i Æ 1, . . . ,n}. Grâce
aux travaux de Beirlant et al. (2002), on sait étudier un tel estimateur. D’après les au-
teurs, si l’on montre que les poids {¼ j , j Æ 1, . . . ,kn} satisfont certaines conditions énon-
cées dans leur contribution scientifique (voir annexe A) alors, °ˆ¼kn est asymptotiquement
gaussien. Ainsi, les deux lemmes suivants sont des outils dont le but est de montrer que
nos poids satisfont les conditions requises.
Lemme 2.2.1. Soit (®n)n¸1 une suite telle que n®n ! 0. Si kn ! 1 et
log(kn)/ log(n®n)! 0 quand n!1 alors, pour tout j Æ 1, . . . ,kn ,
¼ j Æ ¿ j log
µ
1
n®n
¶
(1Åo(1)) avec ¿ j Æ
knX
iÆ j
1/i ,
où le o(1) est uniforme en j .
D’après le Lemme 2.2.1, la loi asymptotique de °ˆ¼kn ne dépend plus que du compor-
tement des poids {¿ j , j Æ 1, . . . ,kn}. Le résultat suivant est dédié à l’étude de ¿ j .
Lemme 2.2.2. Pour tout j Æ 1, . . . ,kn ,
¿ j ÆW ¿( j/(kn Å1))(1Åo(1)) avecW ¿(s)Æ¡ log s et s È 0,
uniformément en j Æ 1, . . . ,kn .
L’estimateur de Zipf noté °ˆZkn (voir paragraphe 1.5.3) s’interprétant comme un esti-
mateur de la pente dans un graphe de coordonnéesµ
log
µ
nÅ1
j
¶
, logXn¡ jÅ1,n
¶
{ jÆ1,...,n}
,
alors il peut se réécrire °ˆZkn Æ
Pkn
jÆ1¢ j¹ j
.Pkn
jÆ1¹ j avec¹ j Æ¡ log
³
j
knÅ1
´
(1Åo(1)) unifor-
mément en j Æ 1, . . . ,kn . Par conséquent, °ˆZkn et °ˆ
¼
kn
sont très proches. En particulier, ils
ont même loi limite. La proposition suivante établit la normalité asymptotique de °ˆ¼kn .
Proposition 2.2.2. Si l’hypothèse (C.1) est vérifiée et si de plus la suite (kn)n¸1 satisfait
kn !1, log(kn)/ log(n®n)! 0 et k1/2n "(n/kn)!¸ 2R quand n!1, alors
k1/2n
µ
°ˆ¼kn ¡°¡
"(n/kn)
(1¡½)2
¶
L!N ¡0,2°2¢ .
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Si kn !1, kn/n ! 0 et k1/2n "(n/kn)! ¸ 2 R quand n !1, alors on peut montrer
que (se référer à la démonstration de la Proposition 2.2.2)
k1/2n
µ
°ˆHkn ¡°¡
"(n/kn)
(1¡½)
¶
L!N ¡0,°2¢ .
Comparativement, il apparaît donc que le biais asymptotique de l’estimateur °ˆ¼kn est de
meilleure qualité que celui de l’estimateur de °ˆHkn et a contrario, sa variance asympto-
tique est de moins bonne qualité. Ce problème est récurrent en modélisation des don-
nées ou en estimation. On observe fréquemment qu’une réduction significative de la va-
riance peut conduire à une augmentation du biais et vice-versa, une réduction du biais
initial peut mener à une augmentation nette de la variance : on parle alors du dilemme
biais / variance.
Théorème 2.2.1. Supposons la condition (C.1) satisfaite. Soit (®n)n¸1 une suite telle que
n®n ! 0. Si kn !1, log(kn)/ log(n®n)! 0 et k1/2n "(n/kn)!¸ 2R quand n!1 alors,
k1/2n
log
³
kn
n®n
´ (logÃ qˆWG®n
q®n
!
¡ log
µ
kn
n®n
¶
"(n/kn)
(1¡½)2
)
L!N ¡0,2°2¢ .
Si kn !1, kn/n ! 0 et k1/2n "(n/kn)! ¸ 2 R quand n !1 alors, l’estimateur de
Weissman (1978), dont la décomposition en loi est donnée en (2.4), est asymptotique-
ment gaussien (se référer à la technique de preuve utilisée pour le Théorème 2.2.1), i.e
k1/2n
log
³
kn
n®n
´ (logÃ qˆW®n
q®n
!
¡ log
µ
kn
n®n
¶
"(n/kn)
(1¡½)
)
L!N ¡0,°2¢ .
Les estimateurs de quantile extrême qˆWG®n et qˆ
W
®n
convergent à la même vitesse. Le biais
asymptotique de l’estimateur qˆWG®n est donnée par "(n/kn)/(1¡½)2. Il est, à un facteur
d’échelle 1/(1¡ ½) près, de meilleure qualité que celui de l’estimateur qˆW®n . Mais la
variance asymptotique de qˆW®n est, à un facteur d’échelle 2, de meilleure qualité que
celle de qˆWG®n .
Notons que Fils et Guillou (2004) ont étudié un estimateur de quantile extrême basé
sur l’estimateur des moindres carrés (1.6) et défini par
qˆFG®n Æ®
¡°ˆZkn
n exp
Ã
1
kn
knX
jÆ1
logXn¡ jÅ1,n ¡
°ˆZkn
kn
knX
jÆ1
log
µ
nÅ1
j
¶!
.
Sous les hypothèses de convergence énoncées précédemment, le résultat établi par les
auteurs montrent que si ¸Æ 0 alors qˆWG®n et qˆFG®n ont même loi asymptotique.
2.3 Comparaison graphique des estimateurs
Nous allons ici comparer les performances des estimateurs qˆWG®n , qˆ
FG
®n
et qˆW®n sur
quatre lois. Pour une loi donnée, on simule N Æ 1000 échantillons de taille n Æ 1000. On
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s’intéresse à l’estimation du quantile d’ordre ®n Æ 110n et les lois considérées sont celles
de Student à 10 degrés de liberté, Pareto, Burr et Fréchet.
Pour chaque loi, on compare la moyenne empirique des estimateurs du quantile
extrême d’ordre ®n (voir graphes (a) et (c) aux Figures 2.1 et 2.2) et leur erreur relative
quadratique moyenne 1 en fonction de kn (voir Figure 2.3). Ensuite on représente les
estimateurs médians 2 (voir graphes (b) et (d) aux Figures 2.1 et 2.2). Pour une bonne
visualisation des graphiques, nous avons opté pour l’échelle logarithmique.
Ces simulations tentent de confirmer que, pour des lois dont " 6Æ 0 (exception faite
de la loi Pareto où " Æ 0), notre nouvel estimateur de quantile extrême qˆWG®n est moins
biaisé. De plus, il est aussi lisse que qˆFG®n . Enfin, pour un échantillon de taille finie et du
point de vue l’erreur relative quadratique, les simulations semblent montrer qu’à partir
d’un certain seuil kn pas trop grand, l’estimateur qˆWG®n semble moins mauvais que qˆ
W
®n
(voir Figure 2.3).
1. Elle est donnée par
µ
1
N
PN
jÆ1
¡
q®n¡qˆ®n , j
¢2
q®n
¶1/2
2. Ce sont les estimateurs correspondant à la médiane des erreurs relatives quadratiques moyennes.
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(a) : moyennes empiriques, loi de Fréchet (b) : médians, loi de Fréchet
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(c) : moyennes empiriques, loi de Burr (d) : médians, loi de Burr
FIGURE 2.1 – La ligne horizontale est la vraie valeur de logq®n (rose). En ordonnée, on a
le quantile extrême estimé et en abscisse le seuil kn .
(a) & (c) : Comparaison des moyennes empiriques des estimateurs log qˆFG®n (rouge),
log qˆW®n (noir) et log qˆ
WG
®n
(bleu).
(b) & (d) : Comparaison des estimateurs médians de log qˆFG®n (rouge), log qˆ
W
®n
(noir) et
log qˆWG®n (bleu).
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(a) : moyennes empiriques, loi de Pareto (b) : médians, loi de Pareto
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(c) : moyennes empiriques, loi de Student (d) : médians, loi de Student
FIGURE 2.2 – La ligne horizontale est la vraie valeur de logq®n (rose). En ordonnée, on a
le quantile extrême estimé et en abscisse le seuil kn .
(a) & (c) : Comparaison des moyennes empiriques des estimateurs log qˆFG®n (rouge),
log qˆW®n (noir) et log qˆ
WG
®n
(bleu).
(b) & (d) : Comparaison des estimateurs médians de log qˆFG®n (rouge), log qˆ
W
®n
(noir) et
log qˆWG®n (bleu).
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(a) : Loi de Fréchet (b) : Loi de Burr
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(c) : Loi de Pareto (d) : Loi de Student
FIGURE 2.3 – Comparaison du logarithme des erreurs relatives quadratiques moyennes
de qˆFG®n (rouge), qˆ
W
®n
(noir) et qˆWG®n (bleu). En ordonnée, on a l’erreur quadratique
moyenne et en abscisse le seuil kn .
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2.4 Démonstrations
Démonstration de la Proposition 2.3. En passant au logarithme, l’estimateur (2.1) se
réécrit
log qˆWG®n Æ
Ã
1
kn
knX
iÆ1
logXn¡iÅ1,n ¡ logXn¡kn ,n
!
Å logXn¡kn ,n Å
1
kn
knX
iÆ1
1
i
log
µ
i gkn
n®n
¶ iX
jÆ1
¢ j
Æ 1
kn
knX
iÆ1
i
¡
logXn¡iÅ1,n ¡ logXn¡i ,n
¢Å logXn¡kn ,n Å 1kn
knX
iÆ1
1
i
log
µ
i gkn
n®n
¶ iX
jÆ1
¢ j
Æ °ˆHkn Å logXn¡kn ,n Å
1
kn
knX
iÆ1
1
i
log
µ
i gkn
n®n
¶ iX
jÆ1
¢ j .
D’après le Lemme 1.4.2 sur la transformation des quantiles, nous avons
Xn¡kn ,n
LÆ FÃ(Vn¡kn ,n)Æ FÃ(1¡ (1¡Vn¡(knÅ1)Å1,n))Æ F¯Ã(VknÅ1,n)ÆV ¡°knÅ1,nL
³
V ¡1knÅ1,n
´
,
où VknÅ1,n est la (n ¡ kn)-ième plus grande statistique d’ordre d’un échantillon de va-
riables aléatoires indépendantes de loi uniforme standard {Vi , i Æ 1, . . . ,n}. Il en découle
alors que
log qˆWG®n
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å 1
kn
knX
iÆ1
1
i
log
µ
i gkn
n®n
¶ iX
jÆ1
¢ j
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å 1
kn
knX
jÆ1
knX
iÆ j
1
i
log
µ
i gkn
n®n
¶
¢ j
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å 1
kn
knX
jÆ1
¼ j¢ j .
En introduisant la variable aléatoire définie par °ˆ¼kn Æ
Pkn
jÆ1¢ j¼ j
.Pkn
jÆ1¼ j où
knX
jÆ1
¼ j Æ
knX
jÆ1
knX
iÆ j
1
i
log
µ
i gkn
n®n
¶
Æ
knX
jÆ1
iX
jÆ1
1
i
log
µ
i gkn
n®n
¶
Æ
knX
jÆ1
iX
jÆ1
log i
i
Å
knX
jÆ1
iX
jÆ1
1
i
log
µ
gkn
n®n
¶
Æ log(kn !)Åkn log
µ
gkn
n®n
¶
,
on aboutit à
log qˆWG®n
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å 1
kn
µ
log(kn !)Åkn log
µ
gkn
n®n
¶¶
°ˆ¼kn
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å logµ1
e
(kn Å1)
n®n
¶
°ˆ¼kn
puisque gkn Æ exp
£
log(kn Å1)¡1¡ log(kn !)/kn
¤
. Ce qui achève la démonstration.
40 Chapitre 2. Un nouvel estimateur des quantiles extrêmes non conditionnels
Démonstration du Lemme 2.2.1. Comme la formule de Stirling donnée par
kn !Æ (2¼kn)1/2
µ
kn
e
¶kn
(1Åo(1)),
montre que gkn Æ exp
½
log(kn Å1)
kn
¡ log(2¼kn)
kn
Åo(1)
¾
! 1 quand kn ! 1 alors,
8 " 2]0,1[,9 N 2N tel que 8 n ¸ N , 1¡ " · gkn · 1Å ". Ceci implique que pour tout
i Æ 1, . . . ,kn , nous avons
0Ç i (1¡")
n®n
· i gkn
n®n
· i (1Å")
n®n
.
En passant au logarithme de part et d’autre des inégalités, nous avons pour n ¸N
log
µ
i (1¡")
n®n
¶
· log
µ
i gkn
n®n
¶
· log
µ
i (1Å")
n®n
¶
) log
µ
(1¡")
n®n
¶
· log
µ
i gkn
n®n
¶
· log
µ
kn(1Å")
n®n
¶
.
Nous pouvons réécrire
1¡ log(1¡")
log(n®n)
· log
µ
i gkn
n®n
¶Á
log
µ
1
n®n
¶
· 1¡ log(1Å")
log(n®n)
¡ logkn
log(n®n)
.
La condition log(kn)/ log(n®n)! 0 entraine que
1¡ log(1¡")
log(n®n)
! 1 et 1¡ log(1Å")
log(n®n)
¡ logkn
log(n®n)
! 1 si n®n ! 0.
Donc, uniformément pour tout i Æ 1, . . . ,kn , nous avons
log
µ
i gkn
n®n
¶
Æ log
µ
1
n®n
¶
(1Åo(1)).
Par conséquent,
iX
jÆ1
1
i
log
µ
i gkn
n®n
¶
Æ log
µ
1
n®n
¶
(1Åo(1))
knX
iÆ j
1/i ,
permet de conclure la preuve.
Démonstration du Lemme 2.2.2. Pour i È 1, la méthode des rectangles nous assure
que Z iÅ1
i
1
t
d t · 1
i
·
Z i
i¡1
1
t
d t .
En passant à la somme pour j È 1,
knX
iÆ j
Z iÅ1
i
1
t
d t · ¿ j ·
knX
iÆ j
Z i
i¡1
1
t
d t ,
on obtient,
log
kn Å1
j
· ¿ j · log kn
j ¡1 .
2.4. Démonstrations 41
On peut donc réécrire
0· ¿ j /log
¡
(kn Å1)/ j
¢¡1· logkn ¡ log( j ¡1)
log(kn Å1)¡ log j
¡1.
En introduisant la fonction hn( j )Æ logkn ¡ log( j ¡1)
log(kn Å1)¡ log j
¡1, on a
h0n( j )Æ
'n( j )
j ( j ¡1)(log(kn Å1)¡ log( j ))2
,
où 'n( j )Æ¡ j log(knÅ1)Å j log( j )Å j log(kn)¡ j log( j ¡1)¡ log(kn)Å log( j ¡1). Comme
pour j È 1, '00n( j ) Æ 1j ¡ 1j¡1 Ç 0, '0n(kn Å1) Æ 0 et 'n(kn Å1) Æ 0, il en découle que pour
tout j Ç kn Å1, 'n( j )Ç 0. Ainsi, puisque hn(kn)È 0, on a finalement que la fonction hn
est décroissante et positive sur [2,kn] et par conséquent on a pour j È 1,
0· hn( j )· hn(2)Æ logkn
log(kn Å1)¡ log2
¡1! 0 quand kn !1.
Donc, uniformément pour tout j tel que 1Ç j · kn , on a
¿ j Æ¡ log( j/(kn Å1))(1Åo(1)).
D’autre part, si j Æ 1, on a
knX
iÆ1
1/i ¡ log(kn Å1)ÆCEuler Åo(1),
oùCEuler est la constante de Euler. Ceci implique que
¿1
log(kn Å1)
¡1Æ o(1)) ¿1 » log(kn Å1).
En conclusion, uniformément pour tout j Æ 1, . . . ,kn , nous avons
¿ j Æ¡ log( j/(kn Å1))(1Åo(1)) de fÆ W ¿( j/(kn Å1))(1Åo(1)).
Ceci achève la preuve.
Démonstration de la Proposition 2.2.2. Commençons par remarquer que
°ˆ¼kn Æ
knX
jÆ1
¢ j¼ j
kn log
µ
1
e
(kn Å1)
n®n
¶ Æ
knX
jÆ1
¢ jW
¿
µ
j
kn Å1
¶
(1Åo(1))
kn log
µ
1
e
(kn Å1)
n®n
¶Á
log
µ
1
n®n
¶
Æ 1
kn
knX
jÆ1
¢ jW
¿
µ
j
kn Å1
¶
(1Åo(1)) (2.5)
puisque log
µ
1
e
(kn Å1)
n®n
¶Á
log
µ
1
n®n
¶
! 1.
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Pour tout s 2]0,1[, la fonction W ¿(s) de fÆ ¡ log(s) satisfait les conditions de
Beirlant et al. (2002) (voir Annexe A, Théorème A.0.1) avec u(t ) Æ ¡ log(t )¡ 1 et g (s) Æ
1¡ log(s). D’une part, puisque la fonction W ¿ est monotone et décroissante, si j È 1
alors, on a¯¯¯¯
kn
Z j/kn
( j¡1)/kn
u(x)dx
¯¯¯¯
·W ¿
µ
j ¡1
kn
¶
· 1¡ log
µ
j ¡1
kn
¶
· 1¡ log
µ
1
kn Å1
¶
Æ g
µ
1
kn Å1
¶
,
et dans le cas particulier où j Æ 1, on a¯¯¯¯
kn
Z j/kn
( j¡1)/kn
u(x)dx
¯¯¯¯
ÆW ¿
µ
1
kn
¶
· 1¡ log
µ
1
kn
¶
· 1¡ log
µ
1
kn Å1
¶
Æ g
µ
1
kn Å1
¶
.
D’autre part, on aZ 1
0
¡
log(1/s)_1¢g (s)ds Ç1 et Z 1
0
¯¯
W ¿
¯¯2Å± (s)ds Ç1 pour tout ±È 0.
Par conséquent la variable aléatoire
k1/2n
"
1
kn
knX
jÆ1
¢ jW
¿
µ
j
kn Å1
¶
¡ 1
kn
knX
jÆ1
W ¿
µ
j
kn Å1
¶½
°Å"(n/kn)
µ
j
kn Å1
¶¡½¾#
(2.6)
converge vers une loi normale centrée de variance °2
R 1
0 (W
¿)2 (s)ds. La fonction
f (s)Æ log(s)s¡½ est continue sur [0,1], donc intégrable au sens de Reimann et on a
1
kn Å1
knÅ1X
jÆ1
W ¿
µ
j
kn Å1
¶µ
j
kn Å1
¶¡½
Æ 1
kn Å1
knÅ1X
jÆ1
log
µ
j
kn Å1
¶µ
j
kn Å1
¶¡½
!
Z 1
0
log(s)s¡½ds Æ¡ 1
(1¡½)2 . (2.7)
Comme le o(1) de la variable aléatoire °ˆ¼kn est uniforme en j Æ 1, . . . ,kn alors,
(2.5)) (1Åo(1))°ˆ¼kn Æ
1
kn
knX
jÆ1
¢ jW
¿
µ
j
kn Å1
¶
. (2.8)
Aussi, puisque ¿ j ÆW ¿
³
j
knÅ1
´
(1Åo(1)) uniformément en j Æ 1, . . . ,kn il s’en suit que
°
1
kn
knX
jÆ1
¢ jW
¿
µ
j
kn Å1
¶
Æ ° (1Åo(1))
kn
knX
jÆ1
¿ j Æ ° (1Åo(1))
kn
knX
jÆ1
knX
iÆ j
1
i
Æ °(1Åo(1)). (2.9)
En combinant (2.9), (2.8), (2.7) et (2.6) on obtient
k1/2n (1Åo(1))
·
°ˆ¼kn ¡°¡
"(n/kn)(1Åo(1))
(1¡½)2
¸
L!N
µ
0,°2
Z 1
0
log2(1/s)ds
¶
,
qui entraine que
k1/2n
µ
°ˆ¼kn ¡°¡
"(n/kn)(1Åo(1))
(1¡½)2
¶
L!N ¡0,2°2¢ .
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Ainsi, si k1/2n "(n/kn)!¸ 2R alors,
k1/2n
µ
°ˆ¼kn ¡°¡
"(n/kn)
(1¡½)2
¶
L!N ¡0,2°2¢ .
Ce qui conclut la preuve de la Proposition.
Démontration du Théorème 2.2.1. D’après la décomposition de la Proposition 2.2.2,
nous avons
log qˆWG®n
LÆ °ˆHkn ¡° logVknÅ1,n Å logL
¡
1/VknÅ1,n
¢Å logµ1
e
(kn Å1)
n®n
¶
°ˆ¼kn ,
et comme par définition logq®n Æ¡° log®n Å logL(1/®n), alors
log qˆWG®n ¡ logq®n Æ °ˆHkn ¡° logVknÅ1,n Å° log®n Å log
0@L
³
V ¡1knÅ1,n
´
L(1/®n)
1AÅ logµ1
e
(kn Å1)
n®n
¶
°ˆ¼kn
Æ (°ˆHkn ¡°)Å°
³
logV ¡1knÅ1,n ¡ log(n/(kn Å1)
´
Å log
0@L
³
V ¡1knÅ1,n
´
L(1/®n)
1A
Å log
µ
1
e
(kn Å1)
n®n
¶³
°ˆ¼kn ¡°
´
. (2.10)
D’après le Lemme 1.4.3 sur la représentation de Rényi (1953) et la conséquence de la
Proposition 1.4.1 on a
xn
de fÆ V ¡1knÅ1,n
PS» n/(kn Å1)!1 et ¸n de fÆ
VknÅ1,n
®n
PS» kn Å1
n®n
!1 si ®n Ç 1/n.
D’où
log
³
L (1/®n)/L
³
V ¡1knÅ1,n
´´
Æ log(L (¸nxn)/L(xn)) .
La conséquence de la condition (C.1) (voir Remarque 1.5.1) implique que pour n assez
grand on a
(1Å")¸½Å"n ¡1
½
· 1
"(xn)
log
0@ L(1/®n)
L
³
V ¡1knÅ1
´
1A· (1¡")¸½¡"n ¡1
½
.
Si l’on prend 0 Ç " Ç ¡½, les fonctions de ¸n que sont (1Å")¸
½Å"
n ¡1
½
et
(1¡")¸½¡"n ¡1
½
sont croissantes et comme ¸n !1 alors, on a
log
³
L (1/®n)/L
³
V ¡1knÅ1,n
´´
Æ¡ 1
½
"(xn)(1ÅoP(1)).
De même, comme xn
PS» n/(kn Å1)»n/kn et d’après la Proposition 1.4.1, on a
log
³
L (1/®n)/L
³
V ¡1knÅ1,n
´´
Æ¡ 1
½
"(n/kn)(1ÅoP(1)). (2.11)
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Puisque En¡kn ,n
LÆ logV ¡1knÅ1,n , la conséquence de la Proposition 1.4.1 implique que
logV ¡1knÅ1,n ¡ log(n/(kn Å1)Æ
»E
k1/2n
, (2.12)
avec »E une variable aléatoire qui converge vers une loi normale centrée réduite. La
démonstration de la Proposition 2.2.2, montre que pour tout s 2 [0,1], si l’on pose
W ¿(s)Æ 1 alors,
°ˆHkn ¡°Æ
»H
k1/2n
Å "(n/kn)
1¡½ , (2.13)
avec »H une variable aléatoire qui converge vers une loi normale centrée de variance °2.
Aussi, la Proposition 2.2.2 entraine que
°ˆ¼kn ¡°Æ
»¼
k1/2n
Å "(n/kn)
(1¡½)2 , (2.14)
avec »¼ une variable aléatoire qui converge vers une loi normale centrée de variance
2°2. Finalement, en combinant (2.10), (2.11), (2.12), (2.13) et (2.14) on a donc que
log
qˆWG®n
q®n
Æ »
H
k1/2n
Å "(n/kn)
(1¡½) Å
»E
k1/2n
¡ 1
½
(1ÅoP(1))Å log
µ
1
e
(kn Å1)
n®n
¶µ
»¼
k1/2n
Å "(n/kn)
(1¡½)2
¶
.
L’hypothèse ®n Ç 1/n implique que log
³
1
e
(knÅ1)
n®n
´
!1 et nous avons
k1/2n
log
³
1
e
(knÅ1)
n®n
´ logÃ qˆWG®n
q®n
!
¡ k
1/2
n "(n/kn)
(1¡½)2 Æ OP
0@ 1
log
³
1
e
(knÅ1)
n®n
´
1AÅ k1/2n "(n/kn)
(1¡½) log
³
1
e
(knÅ1)
n®n
´
¡ k
1/2
n "(n/kn)
½ log
³
1
e
(knÅ1)
n®n
´ (1ÅoP(1))Å»¼.
Si de plus, k1/2n "(n/kn)!¸ 2R, alors
k1/2n
log
³
1
e
(knÅ1)
n®n
´ logÃ qˆWG®n
logq®n
!
¡ k
1/2
n "(n/kn)
(1¡½)2 ÆOP
0@ 1
log
³
1
e
(knÅ1)
en®n
´
1AÅO
0@ 1
log
³
1
e
(knÅ1)
n®n
´
1AÅ»¼,
et par conséquent
k1/2n
log
³
1
e
(knÅ1)
n®n
´ ¡log qˆWG®n ¡ logq®n ¢¡ k1/2n "(n/kn)(1¡½)2 L!N (0,2°2).
Ceci permet de conclure la preuve du Théorème.
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Quantiles conditionnels
Résumé
Dans ce chapitre bibliographique, on présente les différentes approches d’estimation des
quantiles conditionnels. Quelques définitions et des résultats utiles y sont donnés.
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3.1 Introduction
NOus recensons dans la littérature deux types d’approches pour l’estimation desquantiles conditionnels que sont :
² l’approche paramétrique, brièvement présentée dans la partie 3.2 ;
² l’approche non-paramétrique, présentée de façon plus détaillée dans la par-
tie 3.3.
Dans le cadre de ces approches, on distingue selon la nature de la variable explicative :
² Le modèle dit « à plan fixe » ou « design fixe » dont les données sont des couples
{(xi ,Yi ), i Æ 1, . . . ,n} où les observations Yi sont des variables aléatoires réelles
non nécessairement indépendantes et les xi sont des points d’observations non
aléatoires.
² Le modèle dit « à plan aléatoire » ou « design aléatoire » pour lequel les données
sont des couples {(Xi ,Yi ), i Æ 1, . . . ,n} de variables aléatoires réelles non néces-
sairement indépendantes et identiquement distribuées de même loi.
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3.2 Estimation paramétrique des quantiles conditionnels
Elle est généralement utilisée quand l’on dispose d’un échantillon de petite taille.
Afin d’estimer le quantile conditionnel, une façon de procéder consiste à supposer
la fonction de répartition conditionnelle gaussienne. L’estimateur correspondant du
quantile conditionnel q (®jx) est défini par :
qˆn (®jx)Æ mˆn(x)Å z®¾ˆn(x),
où mˆn(x) (resp. ¾ˆn(x)) désigne l’estimateur de l’espérance conditionnelle (resp. l’écart
type conditionnel) de Y sachant X Æ x et z® le quantile d’ordre ® de la loi normal
centrée réduite. Afin d’estimer m(x) et ¾2(x), Royston et Wright (1998) ont utilisé un
modèle polynomial qu’ils ont associé à la méthode des moindres carrés. Cependant,
dans la pratique, lorsque l’on dispose des données connues pour leurs valeurs aber-
rantes comme en biologie, il est parfois nécessaire de les transformer dans l’espoir
d’obtenir des résidus normalement distribués (voir Cole (1988) et Tango (1998)). Hormis
la restrictivité des hypothèses paramétriques, il semblerait même que l’existence d’une
telle transformation ne soit pas toujours possible (Cole, 1988).
Pour pallier ces problèmes de modélisation et ou d’hypothèses, une nouvelle ap-
proche dite non-paramétrique a été mise en oeuvre.
3.3 Estimation non paramétrique des quantiles conditionnels
Dans le cadre de l’approche non-paramétrique, on distingue deux méthodes d’es-
timation. La première consiste à estimer au préalable la fonction de répartition condi-
tionnelle puis à l’inverser pour en obtenir un estimateur du quantile conditionnel. Elle
sera présentée au paragraphe 3.3.1. La seconde consiste quant à elle en une estimation
directe basée sur le principe desmoindres carrés. Elle sera exposée au paragraphe 3.3.2.
De nombreuses études ont été menées dans le cas d’un processus Markovien (Rous-
sas, 1969), lorsque les données sont indépendantes et identiquement distribuées (Stute,
1986; Samanta, 1989) ou ®-mélangeantes (Berlinet et al., 1998).
3.3.1 Méthode d’estimation indirecte
On dénombre deux techniques d’estimation indirectes de la fonction de répartition
conditionnelle :
² Les estimateurs à noyaux qui peuvent être construits suivant :
(a) la méthode d’estimation du simple noyau ;
(b) la méthode d’estimation par noyau produit ou de Roussas (1969) ;
(c) la méthode dumédianogramme ou de la fenêtre mobile.
² Les estimateurs au sens des plus proches voisins.
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3.3.1.1 Estimateurs à noyaux
L’expression de l’estimateur du quantile conditionnel construit en inversant la fonc-
tion de répartition conditionnelle est donnée par :
qˆn (®jx)Æ inf
©
y j Fˆn
¡
y jx¢¸®ª . (3.1)
(a)- Les estimateurs par simple noyau de la fonction de répartition conditionnelle
On estime la fonction de répartition conditionnelle par :
Fˆn
¡
y jx¢Æ nX
iÆ1
wni (x)1{Yi·y} avec
nX
iÆ1
wni (x)Æ 1. (3.2)
Notons que si l’on ne conditionne pas, i.e wni (x) Æ 1/n, on retrouve l’expres-
sion classique de la fonction de répartition empirique. En posant Y ¤ Æ 1{Y ·y}, on a
F (y jx)Æ E [Y ¤jX Æ x] et qˆn (®jx) est appelé l’estimateur du quantile de régression.
Cas du design aléatoire : La convergence ponctuelle en probabilité de l’estima-
teur (3.2) a été établie par Stone (1977) 1 lorsque les variables aléatoires (Xi ,Yi ) 2Rp £R
sont indépendantes et identiquement distribuées. Collomb (1980) après avoir étudié les
propriétes asymptotiques d’un estimateur à noyau de probabilité conditionnelle d’un
couple de variables aléatoires indépendantes et identiquement distribuées à valeurs
dans Rp £R a proposé d’estimer la fonction de répartition conditionnelle en posant
wni (x)ÆK
µ
x¡Xi
hn
¶, nX
jÆ1
K
µ
x¡X j
hn
¶
,
où K est une densité de probabilité appelée « noyau » et hn un paramètre qui converge
vers zéro lorsque n tend vers l’infini. Il a par ailleurs démontré la convergence ponc-
tuelle et uniforme en x de son estimateur. Il n’a pas démontré la convergence uniforme
en y . Il a également donné l’erreur quadratique moyenne optimale ainsi que la norma-
lité asymptotique de ses estimateurs.
En utilisant un noyau de probabilité continu et borné sur [¡1,1] Stute (1986) posa :
wni (x)ÆK
µ
Gn(x)¡Gn(Xi )
hn
¶, nX
jÆ1
K
µ
Gn(x)¡Gn(X j )
hn
¶
avec Gn(x)Æ 1
n
nX
jÆ1
1{X j·x}.
Il a démontré la convergence uniforme de son estimateur de la fonction de répartition
conditionnelle. Il a établi un résultat sur la normalité asymptotique de l’estimateur du
quantile conditionnel associé.
1. Plus précisément, il donne des conditions sur les poids wni pour que l’estimateur converge ponc-
tuellement en probabilité.
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Horváth et Yandell (1988) donnent des conditions permettant d’approcher la suite
Án(y jx)Æ (nhn)1/2
¡
Fˆn
¡
y jx¢¡F (y jx)¢ par un processus gaussien. Ils énoncent le résultat
sur la convergence uniforme (en probabilité) en y de la suite Án(y jx) des estimateurs
de Collomb (1980) et Stute (1986). Toutefois, notons que Stute (1986) a établi un résultat
sur la convergence faible de la suite Án(y jx) vers un processus gaussien.
Gannoun (1989) étudie les propriétés de l’estimateur de Collomb (1980) dans le cas
de données indépendantes et identiquement distribuées puis ®-mélangeantes. Hart
(1991) propose quant à lui d’utiliser un noyau de probabilité de support [0,1] et de mo-
difier l’estimateur de Stute (1986) en prenant une famille de poids définie par :
wni (x)Æ 1
hn
Z i/n
(i¡1)
n
K
µ
Gn(x)¡u
hn
¶
du.
Lorsque la covariable X est de nature fonctionnelle ou de dimension infinie, Ferraty
et Vieu (2000) proposent de modifier la famille de poids introduite par Collomb (1980)
en posant
wni (x)ÆK
µ
d(x,Xi )
hn
¶, nX
jÆ1
K
µ
d(x,X j )
hn
¶
,
où d est une distance semi-métrique qui mesure la proximité entre deux objets fonc-
tionnels et K un noyau qui est positif et décroissant sur [0,1]. Les vitesses de conver-
gence presque complète ont été obtenues dans le cas d’un échantillon indépendant
et dans le cas dépendant. On pourra se référer à l’ouvrage (Ferraty et Vieu, 2006, cha-
pitre 6).
Cas du design fixe : Antoch et Janssen (1989) étendent l’étude d’un modèle de ré-
gression initialement introduit par Gasser et Hüller (1984) à l’estimation des quantiles
conditionnels. Ils proposent alors d’estimer la fonction de répartition conditionnelle en
posant : 8>>>>>>>><>>>>>>>>:
wni (x)Æ 1
hn
Z xi
xi¡1
K
µ
x¡u
hn
¶
du pour 2· i · n¡1
wn1(x)Æ 1
hn
Z x1
¡1
K
µ
x¡u
hn
¶
du
wnn(x)Æ 1
hn
Z 1
xn¡1
K
µ
x¡u
hn
¶
du
où K est un noyau de probabilité. Les auteurs donnent une représentation de type Ba-
hadur de l’estimateur de quantile qui en découle.
(b)- L’estimateur de Roussas (1969)
Une version plus lisse et régulière des estimateurs simple noyau de la fonction
de répartition conditionnelle (3.2) avait été introduite par Roussas (1969) dans le
cas d’un processus (Xi ,Yi ) à valeurs dans R £ R, supposé Markovien. Elle consiste
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tout d’abord à remplacer la fonction indicatrice de l’estimateur (3.2) par une densité
symétrique, puis à effectuer préalablement à l’inversion un lissage par noyau de type
Parzen (1979) de la fonction de densité marginale g (x) de X et de la fonction de densité
conjointe f (x, y) de (X ,Y ). Cela revient à supposer que la variable aléatoire (X ,Y )
admet une densité de probabilité f (., .) et que la densité conditionnelle de Y sachant
X Æ x admet une version régulière f (.jx).
L’estimateur de la densité conditionnelle étant défini par le rapport entre les estima-
teurs de la densité du couple f (x, y) et de la densité marginale g (x), il en découle que
l’estimateur à noyau de la fonction de répartition conditionnelle est 2 :
Fˆn
¡
y jx¢Æ Z y
¡1
fˆn (ujx)du Æ
R y
¡1 fˆn (x,u)du
gˆn(x)
de fÆ Ãˆn(x, y)
gˆn (x)
, (3.3)
où fˆn
¡
x, y
¢Æ 1
nhdÅ1n
nX
iÆ1
K0
µ
x¡Xi
hn
¶
K1
µ
y ¡Yi
hn
¶
,
gˆn(x)Æ
Z
Rp
fˆn
¡
x, y
¢
dy Æ 1
nhdn
nX
iÆ1
K0
µ
x¡Xi
hn
¶
,
Ãˆn(x, y)Æ 1
nhdÅ1n
nX
iÆ1
K0
µ
x¡Xi
hn
¶Z y
¡1
K1
µ
z¡Yi
hn
¶
dz,
avec K0 et K1 des noyaux de probabilité. Ainsi que l’on peut le remarquer, cet estima-
teur a été construit pour le design aléatoire. À notre connaissance, il en n’existe pas de
version pour le design fixe.
De nombreuses approches ont été explorées suivant la structure de dé-
pendance de données. Samanta (1989) énonce des résultats sur la consis-
tance forte et de normalité asymptotique dans le cas des observations
indépendantes et identiquement distribuées 3. Berlinet et al. (1998) étendent ces
résultats aux données non indépendantes. Ils considèrent le processus (Xi ,Yi ) station-
naire et ®-mélangeant. Ils énoncent des théorèmes qui établissent qu’un estimateur
convergent du quantile q (.jx) construit à partir d’un estimateur convenable de F (.jx)
est asymptotiquement normal, quelle que soit la structure de dépendance des données.
Théorème 3.3.1 (Berlinet et al. (1998)). Soit x 2Rp et (Un)n¸1 une suite de réels. On sup-
pose que F (.jx) admet un quantile conditionnel unique q (.jx) d’ordre ® 2 (0,1). On sup-
pose que f (.jx), fˆn (.jx) et Fˆn (.jx) existent, que f (.jx) est continue et que f (q(®jx)jx) 6Æ 0.
Si, pour n tendant vers l’infini
1. qˆn (®jx) converge presque sûrement vers q (®jx),
2. Un
¡
Fˆn
¡
q (®jx)jx¢¡F (q (®jx)jx)¢ converge en loi versN ³mq (x),¾2q (x)´,
3. fˆn (.jx) converge uniformément en probabilité vers f (.jx) sur un voisinage de
V (q(.jx)),
2. Il s’agit de la relation classique entre la fonction de répartition conditionnelle et ses deux densités.
3. L’auteur travaille sur des données univariées
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alors
Un
¡
qˆn (®jx)¡q (®jx)
¢ L!N Ã mq (x)
f (q (®jx)jx) ,
¾2q (x)
f 2(q (®jx)jx)
!
.
Si l’on suppose que {(Xi ,Yi ), i Æ 1, . . . ,n} sont des copies indépendantes du couple
aléatoire (X ,Y ) 2 Rp £ R, alors le Théorème 3.3.1 est verifié avec Un Æ
¡
nhpn
¢1/2
,
mq (x)Æ 0 et ¾2q (x) Æ
®(1¡®)
g (x)
kK k22 (voir Berlinet et al., 2001, Théorème 6.3). Signalons
que les auteurs ont aussi établi la convergence presque complète de leurs estimateurs.
Lorsque X est de nature fonctionnelle, Ferraty et al. (2005) proposent de modifier
l’estimateur (3.3) dans le cas des données non nécessairement dépendantes. L’estima-
teur ainsi défini est donné par
Fˆn
¡
y jx¢Æ
nX
iÆ1
K0
µ
d(x,Xi )
hn,0
¶Z y
¡1
K1
µ
z¡Yi
hn,1
¶
dz
nX
iÆ1
K0
µ
d(x,Xi
hn,0
¶
où d est une distance semi-métrique, K1 un noyau positif et décroissant sur [0,1], K0 un
noyau symétrique, hn,0 et hn,1 deux suites positives. Les auteurs établissent la vitesse de
convergence presque complète de l’estimateur de quantile conditionnel qui en découle.
Pour plus de détails, on pourra aussi consulter (Ferraty et Vieu, 2006, chapitres 5 et 6).
(c)- L’estimateur de la fenêtre mobile
Encore appelé médianogramme, son ancêtre le régressogramme fut introduit
par Tukey (1961). Cet estimateur est valable quel que soit le design. Pour un réel fixé
hn È 0, on se place en un point fixé x et on sélectionne les seuls Yi pour lesquels les
points d’observations Xi (ou xi ) appartiennent à la boule centrée en x et de rayon
hn . Ceci revient alors à estimer la fonction de répartition conditionnelle par (3.2) en
posant :
wni (x)Æ 1{Xi2B(x,hn)}
,
nX
iÆ1
1{Xi2B(x,hn )} (design aléatoire),
wni (x)Æ 1{xi2B(x,hn)}
,
nX
iÆ1
1{xi2B(x,hn )} (design fixe),
où B(x,hn) est une boule centrée en x et de rayon hn ! 0 quand n!1. L’estimateur
du quantile conditionnel est alors construit en inversant l’estimateur de la fonction
de répartition empirique du sous-échantillon des observations dont les covariables
sont dans la boule. On peut alors remarquer que l’estimateur de la fenêtre mobile est
un estimateur à noyau particulier correspondant au cas où le noyau estK (x)Æ 1{x2[¡1;1]}.
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L’estimateur de la médiane conditionnelle est construit suivant cette méthode.
Truong (1989) a donné la vitesse optimale de la convergence d’un estimateur empi-
rique de la médiane conditionnelle. Gannoun (1989) a établi la convergence uniforme
presque complète de cet estimateur.
3.3.1.2 Estimateurs au sens des plus proches voisins
La méthode de construction de ces estimateurs est analogue à ceux de la fenêtre
mobile. Bhattacharyya et Gangopadhyay (1990) définissent l’estimateur de la fonction
de répartition conditionnelle de Y sachant X Æ x au sens des k plus proches voisins
comme étant la fonction de répartition empirique des observations aux k points Xi (ou
xi ) les plus proches du point fixe x, i.e
Fˆk (y jx)Æ
1
k
kX
iÆ1
1{Ybnic·y},
où k est un entier inférieur ou égal à n et les Ybnic sont les concomitants des statistiques
d’ordresUn,1 Ç . . .ÇUn,n associés auxUi Æ jXi ¡xj (ouUi Æ jxi ¡ xj). Le quantile condi-
tionnel d’ordre ® au sens des k plus proches voisins est alors défini par :
qˆk (®jx)Æ inf
½
y j Fˆk (y jx)¸
bk®c
k
¾
.
Les auteurs montrent que leur estimateur de quantile conditionnel est asymptotique-
ment gaussien pour k Æ bn4/5sc où s 2 [a,b] avec 0Ç a Ç b.
3.3.2 Méthode d’estimation directe
Elle consiste à ramener le problème d’estimation des quantiles conditionnels à un
problème d’optimisation
(P ) : q (®jx)Æ argmin
µ2R
E
£
½®(Y ¡µ)jX Æ x
¤
,
où la fonction ½® est définie par ½®(y)Æ®y I[0,1[¡(1¡®)y I]¡1,0[. La théorie sous-jacente
de cette technique d’estimation est décrite dans Bassett et Koenker (1982).
Contrairement aux méthodes d’estimation indirectes, on n’a pas besoin de déduire
le comportement asymptotique du quantile conditionnel de la convergence de l’esti-
mateur de la fonction de répartition. Dans la littérature, on a répertorié trois méthodes
d’estimations directes à savoir :
² La méthode d’estimation par la constante locale qui est un cas particulier de la
méthode d’estimation par les polynômes locaux.
² La méthode d’estimation par des fonctions splines de régression développée
par He et Shi (1994). Ils proposent d’approcher la fonction quantile par une fonc-
tion spline. Cardot et al. (2004, 2005) généraliseront cet estimateur au cas où la
variable explicative X est de type fonctionnel.
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² Laméthode d’estimation par des fonctions splines de lissage proposée par Koen-
ker et al. (1994). Elle avait été spécialement developpée pour le design fixe.
Dans les lignes qui suivent, on ne détaillera pas les deux dernières méthodes. Le
lecteur curieux pourra se référer au travail de synthèse de Poiraud-Casanova et Thomas-
Agnan (1998).
3.3.2.1 Méthode de la constante locale
La technique consiste à approcher le quantile par une fonction linéaire
q (®jz)¼ q (®jx)Åq 0(®jx)(z¡ x) de fÆ aÅb(z¡ x),
pour z dans un voisinage de x. De façon naturelle, ceci revient à utiliser le principe des
moindre carrés, i.e
min
(a,b)
nX
iÆ1
½® (Yi ¡aÅb(Xi ¡x))K
µ
x¡Xi
hn
¶
.
Si b Æ 0, on parle de la méthode dite de la constante locale introduite par Tsybakov
(1986) et on estime le quantile conditionnel par :
qˆn (®jx)Æ argmin
a2R
nX
iÆ1
½® (Yi ¡a)K
µ
x¡Xi
hn
¶
.
Les résultats sur la consistance faible et la convergence enmoyenne quadratique de
cet estimateur sont dus à Stone (1977) et Yu et Jones (1998). Fan et al. (1994) établissent
la convergence en loi. La convergence uniforme sur un support compact peut être ob-
tenue en adaptant le résultat de Berlinet et al. (2001) (se référer à Gannoun et al. (2002)).
Par ailleurs, cette méthode se comporte bien face aux effets de bord (Fan et al., 1994;
Koenker et al., 1992; Mint El Mouvit, 2000).
3.3.2.2 Estimation par des polynômes locaux
Plus générale que la méthode de la constante locale, elle consiste à adapter la mé-
thode des polynômes locaux classique pour la moyenne conditionnelle aux quantiles
conditionnels. Ainsi, si l’on approche le quantile conditionnel par un polynôme de de-
gré k, cela revient à résoudre le problème d’optimisation
min
(b0,...,bk )
nX
iÆ1
½®
Ã
Yi ¡
kX
jÆ0
b j (Xi ¡x) j
!
K
µ
x¡Xi
hn
¶
.
L’estimateur de quantile conditionnel est alors défini par :
qˆn (®jx)Æ bˆ0.
Chauduri (1991) a démontré la consistance forte ponctuelle dans le cas d’un noyau
de type fonction indicatrice d’intervalles. Pour k Æ 1, on retrouve l’estimateur de la
constante locale présenté précédemment.
4
Estimation des quantiles extrêmes
conditionnels en design fixe
Résumé
Dans ce chapitre, nous proposons dans le cas des lois à queues lourdes uneméthode d’esti-
mation des quantiles extrêmes en présence d’une covariable de dimension finie ou infinie
(i.e covariable fonctionnelle). La loi limite des estimateurs ainsi construits est ensuite don-
née en fonction de la vitesse de convergence de l’ordre du quantile vers un. Pour conclure,
des simulations et des illustrations seront présentées sur données réelles.
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4.1 Introduction
DAns la littérature, on dénombre plusieurs méthodes d’estimation des quantilesextrêmes conditionnels. Smith (1989) et Davison et Smith (1990) proposent des
familles de modèles paramétriques basées sur les excès au dessus du seuil. Beirlant
et Goegebeur (2003) en adoptant une approche semi-paramétrique proposent de
transformer tout d’abord les données, puis de les utiliser dans un modèle de régression
exponentiel où les paramètres dudit modèle sont estimés par la méthode du maximum
de vraisemblance. Hall et Tajvidi (2000) proposent dans le cas d’une série temporelle
{(Yi , ti ), i Æ 1, ..,n} où ti est le temps, de combiner l’estimation non-paramétrique de
la tendance temporelle avec une hypothèse sur la distribution conditionnelle de Yi
sachant ti . L’estimation non-paramétrique des quantiles extrêmes conditionnels a
été introduite à notre connaissance dans Davison et Ramesh (2000) où les auteurs
proposent des estimateurs par ajustement polynomial. Beirlant et Goegebeur (2004)
étendent ces résultats aux covariables multidimensionnelles. En outre, ils donnent les
propriétés asymptotiques des estimateurs qui en découlent. Dans le cas d’une cova-
riable unidimensionnelle, Beirlant et al. (2004a) se proposent d’adapter les estimateurs
de quantiles proposés dans Beirlant et Matthys (2001) et Beirlant et Matthys (2003) au
cas conditionnel en remplaçant tout simplement les statistiques d’ordres par les quan-
tiles estimés par la méthode des polynômes locaux (voir Koenker et Bassett, 1978). Plus
récemment, Chavez-Demoulin et Davison (2005) en utilisant la méthode du maximum
de vraisemblance pénalisé proposent des estimateurs splines de quantiles extrêmes
conditionnels dans le cas d’une covariable unidimensionnelle. D’autres méthodes
d’estimation ont été proposées par Chernozhukov (1998, 2001) et Hall et Ronde (2000).
Il existe de nombreux exemples en chimiométrie ou en astrophysique où les
covariables sont des courbes. On parle alors de covariables fonctionnelles. À notre
connaissance, aucun auteur ne s’est encore attardé sur l’estimation des quantiles ex-
trêmes conditionnels pour des jeux de données présentant cette particularité. Notons
que dans un tel contexte, l’estimation du quantile requiert des techniques de lissage
non-paramétrique adaptées aux données fonctionnelles afin de mieux prendre en
compte la covariable (Ramsay et Silverman, 1997; Bosq, 2000; Ferraty et Vieu, 2006;
Ramsay et Silverman, 2002).
Dans la suite du chapitre, nous nous attarderons sur cinq points. Ainsi, nous com-
mencerons par présenter, dans la partie 4.2, le contexte d’étude puis notre méthode
d’estimation et enfin nos estimateurs de quantiles extrêmes. Dans la partie 4.3, nous
établirons la loi limite de ces estimateurs. En particulier, c’est dans celle-ci que seront
énumérées les hypothèses servant à l’étude théorique. Dans la partie 4.4, nous présen-
terons d’abord quelques exemples d’estimateurs de l’indice de queue conditionnel. En-
suite, nous les appliquerons à nos estimateurs de quantiles extrêmes conditionnels. En-
fin, nous illustrerons le biais de quelques lois usuelles à queues lourdes. Dans la par-
tie 4.5, nous nous focaliserons sur les simulations puis nous présenterons une appli-
cation concrète de nos résultats sur un exemple d’hydrologie. Enfin, la partie 4.6 sera
4.2. Contexte d’étude et définitions des estimateurs 55
dédiée aux preuves.
4.2 Contexte d’étude et définitions des estimateurs
Cette partie se subdivise en deux paragraphes. Le paragraphe 4.2.1 est dédié au
contexte d’étude et à la présentation de notre méthode d’estimation des quantiles ex-
trêmes conditionnels. Le paragraphe 4.2.2 est consacré à la présentation stricto sensu
des estimateurs.
4.2.1 Contexte d’étude etméthode d’estimation
Soit Y 2R une variable aléatoire associée à une covariable non-aléatoire x 2 E , où E
désigne un espace métrique, non nécessairement de dimension finie, muni d’une dis-
tance d . D’une manière précise, le problème est le suivant. Soient {(xi ,Yi ), i Æ 1, . . . ,n}
des observations indépendantes du couple (x,Y ) 2 E £R, on veut estimer le quantile
d’ordre ®n ! 0 quand n!1 dans le cas particulier où la fonction de répartition condi-
tionnelle de Y sachant x et notée F (y,x) est à queue lourde. Ceci signifie que pour tout
y È 0,
F (y,x)Æ 1¡ y¡1/°(x)`(y,x), (4.1)
où °(.) est une fonction positive et inconnue de la covariable x que l’on appelle « indice
de queue conditionnel » ou « indice des valeurs extrêmes conditionnel » et pour tout x
fixé, `(.,x) est une fonction à variations lentes à l’infini (c.f Définition 1.3.1), i.e pour
tout ¸È 0,
lim
y!1
`(¸y,x)
`(y,x)
Æ 1.
Ceci revient donc à supposer que pour tout x fixé, la fonction de répartition condi-
tionnelle F (.,x) 2 D(Fr e´chet ). Dans ce cas, pour tout x 2 E , le quantile conditionnel
d’ordre (1¡®n) et noté q(®n ,x) est à décroissance polynomiale d’indice¡°(x) (Bingham
et al., 1987), i.e pour tout ¸È 0,
lim
®n!0
q(¸®n ,x)
q(®n ,x)
Æ¸¡°(x).
On dit aussi que le quantile conditionnel q(.,x) est à variations régulières d’indice¡°(x).
Dans l’optique de combiner des techniques de lissage non-paramétrique avec des
méthodes d’analyse de valeurs extrêmes dont le but est d’obtenir des estimateurs ayant
de bonnes propriétés asymptotiques, nous utilisons une méthode d’estimation dite de
la fenêtremobile pour construire nos estimateurs. Pour cela, on introduit une boule cen-
trée en x, de rayon r È 0, notée B(x,r ) et définie par :
B(x,r )Æ {t 2 E : d(x, t )· r }.
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Étant donné (rn,x)n¸1 une suite positive convergeant vers zéro quandn tend vers l’infini,
on se propose de ne sélectionner que les observations Yi pour lesquelles les covariables
xi sont dans la boule B(x,rn,x). La proportion de tels points est ainsi donnée par
'(rn,x)Æ 1
n
nX
iÆ1
1{xi2B(x,rn,x )},
et joue un rôle central dans cette étude. De façon similaire à la notion de probabilité de
petite boule utilisée en analyse fonctionnelle dans Ferraty et Vieu (2006), '(rn,x) décrit
comment cet ensemble de points se concentre dans un voisinage de x lorsque rn,x ! 0.
Dans la suite, mn,x désignera le nombre d’observations dans la boule B(x,rn,x). Nous
noterons par {Zi (x), i Æ 1, . . . ,mn,x }, les observations de Y retenues par la procédure
de sélection et nous désignerons par Z1,mn,x (x) · . . . · Zmn,x ,mn,x (x) les statistiques
ordonnées correspondantes. Dans un tel contexte, il apparait que dans la région
]0,1[£B(x,rn,x), le nombre d’observations retenues par la procédure de sélection est
lié à l’ensemble '(rn,x) par la relation mn,x Æ n'(rn,x). Les graphiques de la Figure 4.1
illustrent notre méthode d’estimation dans le cas d’une covariable unidimensionnelle
de E Æ [0,1].
L’avantage de notre approche par rapport à celles présentées à la partie introductive
du chapitre est que très peu d’hypothèses sont faites sur la régularité de la fonction
q(.,x) ou °(x) 1 et sur la nature de la covariable x. Des résultats sur le comportement
asymptotique des nos estimateurs de quantiles extrêmes conditionnels sont établis
sans faire d’hypothèse sur la dimension de E . D’un point de vue pratique, nos estima-
teurs sont faciles à calculer car ils ne requièrent aucune technique d’optimisation.
Une approche similaire à notre méthode d’estimation et basée sur les plus proches
voisins a été développée par Gardes et Girard (2010).
1. Par exemple, Beirlant et Goegebeur (2004) suppose que la fonction indice de queue conditionnel
doit être au moins deux fois continûment dérivable.
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FIGURE 4.1 – Les différentes étapes de notre procédure de sélection. En ordonnée on a
la variable d’intérêt Y et en abscisse la covariable x . Pour construire des estimateurs en
un point x on procède comme suit.
Étape 1 :On se place au point x (dans cet exemple x Æ 0.37) qui sera le centre de la boule.
Étape 2 :On fixe le rayon rn,x de boule de centre x : B(x,rn,x).
Étape 3 :On ne sélectionne que les observations Yi (FFF) pour lesquelles xi 2 B(x,rn,x).
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4.2.2 Estimateurs des quantiles extrêmes conditionnels
Dans ce chapitre, on veut construire en tout point x 2 E , un estimateur du quantile
extrême conditionnel d’ordre 1¡®mn,x . Ici, on parle de quantile extrême si on a ®mn,x
qui converge vers zéro quandmn,x tend vers l’infini. En fonction de la vitesse de conver-
gence de ®mn,x vers 0, trois situations sont envisagées :
(S.1) ®mn,x converge lentement vers 0, i.e ®mn,x ! 0 et mn,x®mn,x ! 1 lorsque
mn,x !1.
(S.2) ®mn,x converge rapidement vers 0, i.e ®mn,x ! 0, mn,x®mn,x ! c 2 [1,1[ et
bmn,x®mn,x c! bcc lorsquemn,x !1.
(S.3) ®mn,x converge très rapidement vers 0, i.e ®mn,x ! 0 et mn,x®mn,x ! c 2 [0,1[
lorsquemn,x !1.
Dans la situation (S.1), ®mn,x converge moins vite vers zéro que le rapport 1/mn,x .
Par conséquent, l’estimation du quantile extrême conditionnel requiert d’interpoler à
l’intérieur de l’échantillon car q(®mn,x ,x) est presque sûrement inférieur à l’observation
maximale (voir Proposition 4.3.2). On propose alors d’estimer q(®mn,x ,x) par
qˆ1(®mn,x ,x)Æ Zmn,x¡bmn,x®mn,x cÅ1,mn,x (x). (4.2)
Dans la situation intermédiaire (S.2), pour n assez grand on a bmn,x®mn,x c Æ bcc È 0.
Ainsi, l’estimation du quantile extrême conditionnel repose sur les plus grandes obser-
vations situées au voisinage la frontière de l’échantillon, mais toujours dans l’ensemble
des données. Par conséquent, on peut réutiliser l’estimateur défini en (4.2).
Dans la situation (S.3), ®mn,x converge au moins aussi vite vers zéro que le rapport
1/mn,x . Estimer le quantile extrême conditionnel nécessite d’extrapoler au-delà des ob-
servations puisque q(®mn,x ,x) est supérieur à l’observation maximale avec probabilité
e¡c ¸ e¡1 (voir Proposition 4.3.2). Dans une telle situation, on propose d’adapter l’esti-
mateur de Weissman (1978) au cas conditionnel. On estime alors q(®mn,x ,x) par
qˆ2(®mn,x ,x)Æ qˆ1(¯mn,x ,x)
¡
¯mn,x/®mn,x
¢°ˆn(x) , (4.3)
où ¯mn,x satisfait la situation (S.1) et °ˆn(x) est un estimateur de l’indice des valeurs
extrêmes conditionnel.
Les situations (S.1), (S.2) et (S.3) ont déjà été étudiées dans le cas non conditionnel.
de Haan (1984) en énonce le premier résultat dans la situation (S.3) en posant c Æ 0.
Dekkers et de Haan (1989) étudient les situations (S.1) et (S.3) avec c 6Æ 0. Leurs résul-
tats peuvent être consultés dans (Embrechts et al., 1997, Théorèmes 6.4.14 et 6.4.15).
Dans la situation (S.2), si la constante c n’est pas entière alors,mn,x®mn,x ! c implique
que bmn,x®mn,x c ! bcc quand mn,x ! 1. Sinon, si c est un entier, alors la condition
bmn,x®mn,x c ! bcc est nécessaire car elle empêche à la suite
¡bmn,x®mn,x c¢mn,xÈ0 d’avoir
deux valeurs d’adhérence.
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4.3 Étude théorique des estimateurs
Cette partie est subdivisée en deux paragraphes. Dans le premier on donne nos hy-
pothèses de travail et dans le second on établit les lois asymptotiques. Dans tout ce qui
suit, on suppose que x 2 E .
4.3.1 Hypothèses
Dans ce paragraphe, on énumère les hypothèses nous permettant d’étudier le com-
portement asymptotique de nos estimateurs de quantiles extrêmes conditionnels.
Hypothèse sur le quantile conditionnel
(A.1) La fonction quantile conditionnel
® 2]0,1[ 7! q(®,x) 2]0,Å1[
est dérivable et la fonction biais
® 2]0,1[ 7!¢(®,x)Æ °(x)Å®@ logq
@®
(®,x) 2]0,Å1[
est continue et telle que : lim
®!0¢(®,x)Æ 0.
L’hypothèse (A.1) a pour but de contrôler le comportement de la fonction log-
quantile quant à sa première variable. C’est une condition suffisante pour que la fonc-
tion de répartition conditionelle F (.,x) soit à queue lourde (Bingham et al., 1987). Afin
de simplifier les notations, pour tout a 2]0,1[ on notera :
¢¯(a,x)Æ sup
®2]0,a[
j¢(®,x)j .
Il parait important de préciser que dans (A.1), on suppose implicitement que pour
tout x 2 E (dim E ·1) la fonction à variation lentes `(.,x) est dérivable (se référer au
sous-paragraphe 1.3.1.1) .
Hypothèse sur le paramètre de lissage
(A.2) Soit (kn,x)n¸1 une suite d’entiers telle que 1· kn,x Çmn,x , on suppose que
n'(rn,x)/kn,x !1 et kn,x !1 quand n!1.
Cette hypothèse implique que n'(rn,x)!1, c’est-à-dire que le nombre d’observa-
tions retenues par notre méthode de fenêtres mobiles tend vers l’infini lorsque la taille
de l’échantillon tend vers l’infini.
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4.3.2 Étude du comportement asymptotique des estimateurs
Cette partie est consacrée à l’étude théorique de nos estimateurs. Pour cela, il
convient de donner quelques résultats auxiliaires utiles pour établir leur loi limite. Ce-
pendant, il apparait nécessaire de commencer par une définition de l’oscillation de la
fonction log-quantile.
Définition 4.3.1. Pour tout a 2 (0,1/2), la plus grande oscillation de la fonction log-
quantile par rapport à sa seconde variable est donnée par :
!n(a)Æ sup
½¯¯¯¯
log
q(®, t )
q(®, t 0)
¯¯¯¯
, ® 2 (a,1¡a), (t , t 0) 2B(x,rn,x)2
¾
.
Notre premier résultat est dédié à l’étude de la représentation en loi des plus grandes
variables aléatoires de l’échantillon
©
Zi (x), i Æ 1, . . . ,mn,x
ª
retenues par notre procédure
de sélection.
Proposition 4.3.1. Soit Jkn,x Æ {1, . . . ,kn,x }. Sous (A.1) et (A.2), si k2n,x!n
³
m¡(1Å±)n,x
´
! 0
pour certain ±È 0, alors, il existe un événementAn avec une probabilité convergeant vers
un (i.e P(An)! 1) quand n tend vers l’infini tel que :©¡
logZmn,x¡iÅ1,mn,x (x), i 2 Jkn,x
¢ jAnªLÆ ©¡logq(Vi ,mn,x ,Ti ), i 2 Jkn,x ¢ jAnª ,
où V1,mn,x · . . .·Vmn,x ,mn,x sont les statistiques ordonnées associées à la suite de variables
aléatoires de loi uniforme standard
©
Vi , i Æ 1, . . . ,mn,x
ª
et
©
Ti , i Æ 1, . . . ,kn,x
ª
sont des
variables aléatoires appartenant à la boule B(x,rn,x).
La condition k2n,x!n
³
m¡(1Å±)n,x
´
! 0 montre qu’il est plus facile de contrôler les kn,x
plus grandes observations dans la région ]0,1[£B(x,rn,x) lorsque l’oscillation de la
fonction log-quantile par rapport à sa seconde variable est petite. Un rapprochement
peut être fait entre notre Proposition et l’approximation utilisée par (Falk et al., 2004,
Théorème 3.5.2) dans l’étude de la loi des k-plus proches voisins en utilisant la distance
de Hellinger.
Donnons à présent un résultat sur la position du quantile extrême conditionnel
q(®mn,x ,x) dans l’ensemble des données.
Proposition 4.3.2. Sous (A.1), si !n
³
m¡(1Å±)n,x
´
! 0 pour un certain ±È 0, alors
² dans la situation (S.1), P¡Zmn,x ,mn,x Ç q(®mn,x ,x)¢! 0,
² dans la situation (S.2) ou (S.3), P¡Zmn,x ,mn,x Ç q(®mn,x ,x)¢! e¡c .
Les résultats suivants établissent la loi limite d’un estimateur du quantile extême
conditionnel construit à partir de notre procédure d’estimation. Focalisons nous tout
d’abord à l’estimation du quantile conditionnel dans la situation (S.1).
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Théorème 4.3.1. Soit (®mn,x )n¸1 une suite satisfaisant la situation (S.1). Sous (A.1), si
pour n tendant vers l’infini, il existe ±È 0 tel que ¡mn,x®mn,x ¢2!n ³m¡(1Å±)n,x ´! 0 alors,
¡
mn,x®mn,x
¢1/2 µ qˆ1(®mn,x ,x)
q(®mn,x ,x)
¡1
¶
L!N ¡0,°2(x)¢ .
Dans cette situation, il apparaît que l’estimateur est asymptotiquement gaussien
avec une variance asymptotique proportionnelle à °2(x)/(mn,x®mn,x ). Ainsi, plus
grande est la valeur de l’indice de queue conditionnel, c’est-à-dire plus lourde est la
queue de la loi, et plus grande est la variance de notre estimateur de quantile extrême
conditionnel. De plus, la variance asymptotique étant inversement proportionnelle à
®mn,x , l’estimation de quantile extrême est d’autant plus stable que l’on s’éloigne de la
frontière de l’échantillon.
Considéronsmaintenant la situation intermédiaire (S.2) dont l’estimation du quan-
tile repose sur les plus grandes observations situées au voisinage de la frontière de
l’échantillon.
Théorème 4.3.2. Soit (®mn,x )n¸1 une suite satisfaisant la situation (S.2). Sous (A.1), si
pour n tendant vers l’infini, il existe ±È 0 tel que ¡mn,x®mn,x ¢2!n ³m¡(1Å±)n,x ´! 0 alors,µ
qˆ1(®mn,x ,x)
q(®mn,x ,x)
¡1
¶
L! E ¡c,°(x)¢ ,
où E (c,°(x)) est une loi non dégénérée.
Dans la situation (S.2), la loi asymptotique du quantile extrême conditionnel n’est
pas gaussienne et son expression est assez compliquée. En outre, l’estimateur qˆ1(.,x)
n’est pas consistant.
La dernière situation (S.3) est beaucoup plus intéressantemais aussi complexe puis-
qu’elle fait intervenir d’une part, l’estimateur de quantile qˆ1(.,x) de la situation (S.1) et
d’autre part, l’estimateur de l’indice de queue conditionnel °ˆn(x). Ainsi, sa loi asympto-
tique peut provenir de l’un ou de l’autre.
Théorème 4.3.3. Soit (¯mn,x )n¸1 une suite satisfaisant la situation (S.1) et soit (®mn,x )n¸1
une suite telle que ®mn,x Ç ¯mn,x . On pose ³mn,x Æ
¡
mn,x¯mn,x
¢1/2 log(¯mn,x/®mn,x ). Sous
(A.1), si pour n tendant vers l’infini, il existe ± È 0 tel que ¡mn,x¯mn,x ¢2!n ³m¡(1Å±)n,x ´! 0
et s’il existe une suite positive Vn(x) tendant vers l’infini et une loiD telle que :
Vn(x)
¡
°ˆn(x)¡°(x)
¢ L!D, (4.4)
alors, deux situations se présentent :
(i) Sous la condition additionnelle
³mn,x max
©
V ¡1n (x),¢¯
¡
¯mn,x ,x
¢ª! 0, (4.5)
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nous avons ¡
mn,x¯mn,x
¢1/2 µ qˆ2(®mn,x ,x)
q(®mn,x ,x)
¡1
¶
L!N ¡0,°2(x)¢ .
(ii) Sous la condition additionnelle
Vn(x)max
n
³¡1mn,x ,¢¯
¡
¯mn,x ,x
¢o! 0, (4.6)
nous avons
Vn(x)
log(¯mn,x/®mn,x )
µ
qˆ2(®mn,x ,x)
q(®mn,x ,x)
¡1
¶
L!D.
De ce Théorème, on remarque que la loi asymptotique de qˆ2(.,x) dépend d’une
part du comportement de qˆ1(.,x) et d’autre part du comportement de °ˆn(x). Dans la
situation (i), la normalité asymptotique de qˆ2(.,x) est donnée par la statistique d’ordre
qˆ1(.,x) qui n’est rien d’autre que la mn,x®mn,x ième plus grande observation parmi
les
©
Zi (x), i Æ 1, . . . ,mn,x
ª
observations contenues dans la boule B(x,rn,x). À l’opposé,
dans la situation (ii), qˆ2(.,x) hérite de la loi limite de l’estimateur de l’indice de queue
conditionnel.
La loi asymptotique de l’estimateur de quantile extrême conditionnel fait apparaitre
un biais asymptotique dont l’ordre (en valeur absolue) est donné par 2 :¯¯¯¯
¯
Z ¯mn,x
®mn,x
¢(u,x)
u
du
¯¯¯¯
¯· log
µ
¯mn,x
®mn,x
¶
¢¯
¡
¯mn,x ,x
¢
.
Ainsi, dans la situation (i), la condition ³mn,x ¢¯
¡
¯mn,x ,x
¢ ! 0 impose au biais d’être
négligeable devant l’écart type de qˆ2(®mn,x ,x) qui vaut quant à lui
¡
mn,x¯mn,x
¢1/2. Dans
la situation (ii), la condition Vn(x)¢¯
¡
¯mn,x ,x
¢ ! 0, impose au biais d’être négligeable
devant l’écart type de qˆ2(®mn,x ,x) qui est ici égal à Vn(x)
±
log(¯mn,x/®mn,x ) .
Notons toutefois que, même si l’intérêt principal du Théorème 4.3.3 est d’établir
le comportement asymptotique du quantile extrême conditionnel dans la situation où
®mn,x converge très rapidement vers zéro, il peut également être appliqué dans toutes
les situations moins restrictives que la situation (S.3), où ®mn,x est plus petit que ¯mn,x .
Par exemple, il apparaît que, dans la situation (S.2), qˆ2(®mn,x ,x) est un estimateur fai-
blement consistant, i.e
qˆ2(®mn,x ,x)
q2(®mn,x ,x)
P! 1.
4.4 Exemples et discussion
La partie suivante comprend deux paragraphes. Tandis que le premier expose
quelques méthodes d’estimation de l’indice de queue conditionnel, le deuxième
s’articule quant-à lui autour de deux points, à savoir des applications (voir sous-
paragraphe 4.4.2.1) et des illustrations (voir sous-paragraphe 4.4.2.2).
2. On se pourra se référer à la démonstration du Théorème 4.3.3
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4.4.1 Quelques exemples d’estimateurs de °(x)
Dans la littérature, on dénombre plusieurs approches d’estimation de l’indice de
queue conditionnel. Celles-ci sont pour la majorité inhérentes aux méthodes d’esti-
mations présentées dans l’introduction (voir partie 4.1). Ainsi, on pourra se référer aux
travaux de Davison et Smith (1990), Davison et Ramesh (2000), Hall et Tajvidi (2000),
Beirlant et al. (2002), Beirlant et Goegebeur (2004) et Chavez-Demoulin et Davison
(2005) pour de plus amples explications.
En ce qui nous concerne, nous allons présenter la famille d’estimateurs proposée
par Gardes et Girard (2008) qui est une extension des estimateurs proposés par Beirlant
et al. (2002) dans le cas univarié. Les raisons de ce choix sont essentiellement dûs à
l’utilisation de la méthode des fenêtres mobiles.
Les estimateurs de l’indice de queue conditionnel que l’on présente ici sont une
sommepondérée des écarts de logarithmes entre les plus grandes observations retenues
par la méthode de fenêtres mobiles décrite au paragraphe 4.2.1.
Définition 4.4.1. Soient Z1,mn,x (x) · . . . · Zmn,x ,mn,x (x) les statistiques ordonnées corres-
pondantes aux observations dans la boule B(x,rn,x). La famille d’estimateurs définie dans
Gardes et Girard (2008) est donnée par
°ˆn(x,W )Æ
kn,xX
iÆ1
i log
µ
Zmn,x¡iÅ1,mn,x (x)
Zmn,x¡i ,mn,x (x)
¶
W (i/kn,x ,x)
,
kn,xX
iÆ1
W (i/kn,x ,x) ,
oùW (.,x) est une fonction de poids définie sur ]0,1[ telle que
R 1
0 W (s,x)ds 6Æ 0.
L’étude de cet estimateur repose sur le modèle de régression exponentielle pour des
écarts pondérés de logarithmes entre les kn,x plus grandes observations dans la boule
B(x,rn,x). Sous certaines hypothèses de régularité de la distribution conditionnelle de
Y sachant x et sous certaines conditions sur la fonction de poids, les auteurs montrent
que leur estimateur est asymptotiquement gaussien avec un biais dépendant à la fois de
la distribution théorique et de la fonction de poidsW (.,x) :
k1/2n,x
¡
°ˆn(x,W )¡°(x)¡¢
¡
kn,x/mn,x ,x
¢
AB(x,W )
¢ L!N ¡0,°2(x)AV (x,W )¢ , (4.7)
où AB(x,W ) Æ R 10 W (s,x)s¡½(x)ds avec ½(x) une fonction négative appelée paramètre
du second ordre etAV (x,W )Æ R 10 W 2(s,x)ds.
La variance asymptotique de leur estimateur est proportionnelle, à un facteur
d’échelle près, au carré de l’indice de queue conditionnel. Ce facteur d’échelle ou terme
multiplicatif donné par AV (x,W ) fait intervenir la fonction de poids. Ceci montre
qu’un mauvais choix de la fonction de poids W (.,x) a forcément des répercutions
sur la qualité des estimateurs et en particulier sur la construction des intervalles de
confiances.
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Pour cette famille d’estimateurs, Vn Æ k1/2n,x et on a
³mn,x
Vn
Æ log
µ
kn,x
mn,x®mn,x
¶
!1.
Par conséquent, la situation (i) du Théorème 4.3.3 n’est pas viable car la condition (4.5)
ne peut être satisfaite.
4.4.2 Applications et discussion
Dans ce paragraphe, on illustre tout d’abord le Théorème 4.3.3 sur les quantiles ex-
trêmes conditionnels avec l’estimateur de l’indice de queue présenté précédemment.
Ensuite, nous adapterons l’estimateur de la Définition 2.1.1 au cas conditionnel. Enfin,
nous donnerons des exemples de quelques lois à queues lourdes.
4.4.2.1 Application du résultat de Gardes & Girard à nos estimateurs de quantile ex-
trême
Pour tout ¯mn,x Æ kn,x/mn,x ! 0, l’estimateur de quantile extrême conditionnel de la
situation (S.3) peut se réécrire :
qˆ2(®mn,x ,x,W )Æ Zmn,x¡kn,xÅ1,mn,x (x)
µ
kn,x
mn,x®mn,x
¶°ˆn (x,W )
.
Compte tenu de la remarque faite précédemment, seule la situation (ii) du Théo-
rème 4.3.3 présente un intérêt certain au vu de la vitesse de convergence des estimateurs
de l’indice de queue conditionnel introduits par Gardes et Girard (2008). Cette situation
(ii) peut être réécrite de façon à mieux intégrer le comportement asymptotique de ces
estimateurs.
Corollaire 4.4.1. Supposons les hypohèses de (Gardes et Girard, 2008, Théorème 2) satis-
faites. Sous (A.1) – (A.2), si la suite (kn,x)n¸1 est telle que :
k1/2n,x ¢¯
¡
kn,x/mn,x ,x
¢! 0 et (4.8)
k1/2n,x!n
³
m¡(1Å±)n,x
´
! 0 pour un certain ±È 0, (4.9)
et si (®mn,x )n¸1 est une suite satisfaisant la situation (S.2) ou (S.3), alors
k1/2n,x
log
³
kn,x
mn,x®mn,x
´ µ qˆ2(®mn,x ,x,W )
q(®mn,x ,x)
¡1
¶
!N ¡0,°2(x)AV (x,W )¢ .
Comme exemple de famille de poids, nous pouvons citer :
² La famille de poids constante qui consiste à poser pour tout s 2 [0,1],
W H(s,x)Æ 1. Alors, l’estimateur de queue obtenu est une adaptation de l’esti-
mateur de Hill (1975) au cas conditionnel. Dans ce cas, l’estimateur de quan-
tile extrême conditionnel qˆ2(®mn,x ,x,W
H) est asymptotiquement gaussien avec
AB(x,W H)Æ 1/(1¡½(x)) etAV (x,W H)Æ 1.
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² La Famille de poids logarithmique définie pour tout s 2]0,1] par
W Z(s,x)Æ¡ log(s). L’estimateur de queue qui en découle est une adaptation
de l’estimateur de Zipf (Schultze et Steinebach, 1996; Kratz et Resnick, 1996) au
cas conditionnel. Dans ce cas, qˆ2(®mn,x ,x,W
Z) est asymptotiquement gaussien
avecAB(x,W Z)Æ 1/(1¡½(x))2 etAV (x,W Z)Æ 2.
Pour d’autres exemples de familles de poids, le lecteur pourra se référer à l’article
de Gardes et Girard (2008).
On peut estimer q(®mn,x ,x) en adaptant l’estimateur de quantile extême introduit
au chapitre 2 (cf. Définition 2.1.1) au cas conditionnel. Ainsi, on a donc
qˆ3(®mn,x ,x)Æ
"
kn,xY
iÆ1
Zmn,x¡iÅ1,mn,x (x)
µ
i gkn,x
mn,x®mn,x
¶°ˆi (x,W H)#1/kn,x
,
avec gkn,x Æ exp
£
log(kn,x Å1)¡1¡ log(kn,x !)/kn,x
¤
,
°ˆi (x,W
H)
de fÆ 1
i
iX
jÆ1
j log
µ
Zmn,x¡ jÅ1,mn,x (x)
Zmn,x¡ j ,mn,x (x)
¶
.
Corollaire 4.4.2. Supposons les hypohèses de (Gardes et Girard, 2008, Théorème 2)
satisfaites. Sous (A.1) – (A.2), si la suite (kn,x)n¸1 vérifie les conditions (4.8), (4.9) et
log(kn,x)/ log(mn,x®mn,x )! 0 et si (®mn,x )n¸1 est une suite satisfaisant la situation (S.3),
alors
k1/2n,x
log
³
kn,x
mn,x®mn,x
´ µ qˆ3(®mn,x ,x)
q(®mn,x ,x)
¡1
¶
L!N ¡0,2°2(x)¢ .
Il apparait que les estimateurs qˆ2(®mn,x ,x,W
Z) et qˆ3(®mn,x ,x) ont même loi asymp-
totiquement. Pour une analogie, on pourra se référer aux commentaires du Théo-
rème 2.2.1 (voir chapitre 2).
4.4.2.2 Illustration sur quelques lois à queue lourde
La première illustration que nous proposons est la loi de Pareto. Cette loi est
l’exemple le plus simple des lois à queues lourdes car sa fonction à variations lentes
vaut un, ie `(y,x) Æ 1. En effet, son quantile conditionnel d’ordre 1¡ ®mn,x a pour
expression q(®mn,x ,x) Æ ®¡°(x)mn,x . Par conséquent, sa fonction biais ¢(®mn,x ,x) Æ 0 et la
condition (4.8) du Corollaire 4.4.1 est trivialement satisfaite.
La deuxième illustration est la loi de Fréchet dont le quantile conditionnel est défini
par
q(®mn,x ,x)Æ®¡°(x)mn,x
½
1
®mn,x
log
µ
1
1¡®mn,x
¶¾¡°(x)
.
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Ce quantile conditionnel décroit aussi comme un polynôme en ®mn,x de puissance
¡°(x), i.e q(®mn,x ,x)»®¡°(x)mn,x et la qualité de cette approximation est contrôlée par
¢(®mn,x ,x)Æ¡
°(x)
2
®mn,x
¡
1ÅO(®mn,x )
¢
.
Une autre illustration peut être donnée par la loi de Burr dont le quantile condition-
nel et son erreur d’approximation sont respectivement donnée pour tout ½(x)Ç 0 par :
q(®mn,x ,x)Æ®¡°(x)mn,x
³
1¡®¡½(x)mn,x
´¡°(x)/½(x)
et
¢(®mn,x ,x)Æ¡°(x)®¡½(x)mn,x
³
1ÅO(®¡½(x)mn,x )
´
.
On remarque que pour les lois de Fréchet ou de Burr, la fonction de biais ¢(®mn,x ,x)
est asymptotiquement proportionnelle à ®¡½(x)mn,x quand ®mn,x ! 0 avec la convention
½(x) Æ ¡1 pour la loi de Fréchet. Le paramètre du second ordre ½(x) contrôle la qua-
lité d’approximation du quantile conditionnel q(®mn,x ,x) par le polynôme ®
¡°(x)
mn,x . En
outre, comme pour ces deux lois, la valeur absolue de la fonction biais, i.e
¯¯
¢(®mn,x ,x)
¯¯
est croissante alors, la condition (4.8) du Corollaire 4.4.1 peut se réécrire
m2½(x)n,x k
1¡½(x)
n,x ! 0.
Ce qui montre que l’on peut prendre kn,x grand lorsque la fonction ½(x) est éloignée
de zéro, c’est-à-dire petite. Enfin, si on suppose que la fonction indice de queue condi-
tionnelle °(.) et le paramètre du second ordre ½(.) sont lipschitziens, i.e s’il existe des
constantes c° È 0 et c½ È 0 telles que¯¯
°(t )¡°(t 0)¯¯· c°d(t , t 0) et ¯¯½(t )¡½(t 0)¯¯· c½d(t , t 0),
pour tout (t , t 0) 2 B(x,rn,x)2, alors la plus grande oscillation de la fonction log-quantile
par rapport à sa seconde variable peut être bornée et on a
!n(a)ÆO
¡
rn,x log(1/a)
¢
quand a! 0.
On peut alors simplifier la condition (4.9) du Corollaire 4.4.1 et on obtient
k2n,xrn,x logmn,x ! 0.
Ci-joint le tableau récapitulatif de nos illustrations.
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q(®mn,x ,x) ¢(®mn,x ,x)
Pareto ®mn,x
¡°(x) 0
Fréchet ®mn,x
¡°(x)
½
1
®mn,x
log
µ
1
1¡®mn,x
¶¾¡°(x)
¡°(x)
2
®mn,x (1ÅO(®mn,x ))
Burr ®¡°(x)mn,x
³
1¡®¡½(x)mn,x
´¡°(x)/½(x) ¡°(x)®¡½(x)mn,x (1ÅO(®¡½(x)mn,x ))
TABLE 4.1 – Quelques exemples de lois à queues lourdes. °(x) È 0 est la fonction indice
de queue conditionnel et ½(x)Ç 0 est le paramètre du second-ordre
4.5 Simulations et illustration sur données réelles
4.5.1 Simulations
Dans cette partie, on se propose d’illustrer notre approche d’estimation des quan-
tiles extrêmes conditionnels sur des données fonctionnelles issues de la spectrométrie.
En physique, la spectrométrie désigne l’ensemble des méthodes d’analyse spectrale
permettant d’accéder à la composition et à la structure de la matière. La spectrométrie
est fondée sur l’étude (qualitative et quantitative) des spectres fournis par l’interaction
de la matière avec divers rayonnements comme la lumière, les rayons X et les électrons.
La spectrométrie peut aider les planétologues à comprendre l’histoire géologique des
planètes. Ainsi, étant donné un spectre recueilli par l’instrument OMEGA à bord de
la sonde européenne Mars Express en orbite autour de Mars, ils aimeraient pouvoir
estimer les propriétés physiques associées au sol martien (taille des grains de CO2, les
proportions d’eau, de poussière, de CO2, etc.).
Pour ce faire, le LPG 3 dispose d’un outil de simulation, appelé radiative transfer
model, permettant à partir de valeurs d’un paramètre physique, de construire les
spectres correspondants. Ainsi, pour répondre à la question posée précédemment, on
peut construire une base de données d’apprentissage permettant de mettre en œuvre
notre méthode d’estimation. Ici, nous nous intéresserons uniquement à la proportion
de CO2 (gaz carbonique). Étant donné des proportions {yi , i Æ 1, . . . ,16} en entrée de
CO2, le radiative transfer model nous fournit en sortie une suite de spectres correspon-
dants {xi , i Æ 1, . . . ,16} (voir Figure 4.2). Naturellement, les spectres obtenus ici ne sont
pas aléatoires mais déterministes. Ils sont des fonctions de la longueur d’onde et dans
3. Laboratoire de Planétologie de Grenoble
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cette illustration, nous considérons leur version discrétisée {xi ,l , l Æ 1, . . . ,256} 4.
Partant de cette méthode de construction des données d’apprentissage, plusieurs
approches d’estimation de la proportion de CO2 associée à un spectre observé ont
été proposées dans la littérature. Dans cette optique, on peut citer la méthode des
plus proches voisins, la méthode SIR 5 et la méthode des SVM 6. On pourra consul-
ter Bernard-Michel et al. (2009a) pour un aperçu de ces différentes approches. Pour
toutes ces méthodes, l’estimation de la proportion de CO2 est perturbée par un terme
d’erreur aléatoire. Dans cet exemple, nous proposons de modéliser cette perturbation
par :
Yi , j Æ log(1/yi )Å¾(" j (xi )¡¡(1¡°(xi ))), j Æ 1, . . . ,ni , i Æ 1, . . . ,16,
où
°(xi )Æ 0.3
kxik22¡minl kxlk
2
2
max
l
kxlk22¡minl kxlk
2
2
Å0.2, ¾Æmin
i
log(1/yi )
¡(1¡°(xi ))
,
et " j (xi ), j Æ 1, . . . ,ni sont des variables aléatoires indépendantes et identiquement dis-
tribuées suivant une loi de Fréchet d’indice de queue °(xi ) (cf. Tableau 4.1). Notons que
kxik22 est une approximation de l’énergie totale du spectre xi . Les définitions ci-dessus
nous assurent que °(xi ) 2 [0.2,0.5] et que Yi , j È 0 pour tout i Æ 1, . . . ,16 et j Æ 1, . . . ,ni . En
outre, puisque l’espérance de " j (xi ) est donnée par ¡(1¡°(xi )), les variables aléatoires
Yi , j sont centrées sur log(1/yi ). Notre objectif est d’estimer le quantile conditionnel
q(®,xi )Æ F¯Ã(®,xi ), pour i Æ 1, . . . ,16,
où F¯ (.,xi ) est la fonction de survie de Yi ,1. Ainsi, puisque la covariable est de nature fonc-
tionnelle, on peut utiliser l’estimateur qˆ2(®,xi ,W Z) défini au sous-paragraphe 4.4.2.1 à
condition de semunir d’une distance appropriée. Dans un tel contexte, (Ferraty et Vieu,
2006, voir chapitre 9) recommandent d’utiliser la distance semi-métrique basée sur la
dérivée seconde :
d2(xi ,x j )Æ
Z ³
x(2)i (t )¡ x(2)j (t )
´2
dt ,
où x(2) désigne la dérivée seconde de x. Pour calculer cette distance semi-métrique, on
peut utiliser une approximation des fonctions xi et x j basée sur les B-splines tel que
proposé dans (Ferraty et Vieu, 2006, voir chapitre 3). Ici, nous nous limiterons à une
version discrétisée d˜ de d :
d˜2(xi ,x j )Æ
255X
lÆ2
©
(xi ,lÅ1¡ x j ,lÅ1)Å (xi ,l¡1¡x j ,l¡1)¡2(xi ,l ¡ x j ,l )
ª2 .
Nous avons évalué la performance de notre estimateur sur N Æ 100 échantillons
{(xi ,Yi , j ), i Æ 1, . . . ,16, j Æ 1, . . . ,ni } avecn1 Æ . . .Æ n16 Æ 100. Nous nous sommes intéres-
sés à l’estimation des quantiles d’ordre ® 2 {1/300,1/500}. Dans la suite de nos propos,
4. On suppose ici que chaque spectre est un vecteur réponse associé à 256 longueurs d’ondes.
5. Aussi appelée la régression inverse par tranches
6. Connue aussi sous le nom deMachine à vecteurs de support
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nous supposons que les hyperparamètres r (la largeur de la fenêtremobile) et k (les plus
grandes observations dans la boule) ne dépendent pas du spectre. Pour sélectionner ces
paramètres, on se propose de minimiser la distance entre deux estimateurs différents
de quantiles extrêmes conditionnels :
(rˆselect, kˆselect)Æ argmin
r,k
D
¡
qˆ2(®, .,W
H), qˆ2(®, .,W
Z)
¢
,
où pour deux fonctions f et g ,
D( f ,g )Æ
(
16X
iÆ1
¡
f (xi )¡ g (xi )
¢2)1/2 .
L’estimateur de quantile associé à ces paramètres sera noté qˆselect. Nous allons le com-
parer à celui dont les paramètres notés rˆoracle et kˆoracle sont définies par :
(rˆoracle, kˆoracle)Æ argmin
r,k
D(qˆ2(®, .,W
H),q(®, .)).
L’estimateur de quantile associé à ces deux derniers paramètres sera noté qˆoracle. No-
tons que rˆselect, kˆselect, rˆoracle et kˆoracle dépendent de ®. Remarquons que l’estimateur
construit à l’aide des paramètres rˆoracle et kˆoracle n’est pas utilisable en pratique puisque
q(®, .) est inconnu. Cependant, il nous donne la borne inférieure de la distance D (com-
prendre l’erreur) qui peut être atteinte avec notre méthode d’estimation. Afin de va-
lider notre choix de rˆselect et kˆselect, les histogrammes de D(qˆselect(®, .,W
Z),q(®, .)) et
D(qˆoracle(®, .,W
Z),q(®, .)), calculés pour les N Æ 100 échantillons, ont été superposés à
la Figure 4.3. Il apparait que les erreurs moyennes sont approximativement égales. Re-
marquons aussi que les erreurs obtenues avec notre méthode de sélection semblent
avoir une queue droite plus lourde que celles obtenues avec la méthode de réfé-
rence proposée. Pour chaque spectre xi , l’intervalle de confiance empirique à 90% de
qˆoracle(®,xi ,W
Z) est représenté à la Figure 4.4 pour ®Æ 1/300 et à la Figure 4.5 pour ®Æ
1/500. Les intervalles de confiance sont classés par ordre croissant de l’indice de queue.
On observe que plus grand est l’indice de queue et moins étroit sont les intervalles de
confiance. Ceci est en adéquation avec les résultats présentés dans le Corollaire 4.4.1
et les commentaires du Théorème 4.3.1. Enfin, sur les Figures 4.6 (® Æ 1/300) et 4.7
(® Æ 1/500), nous avons représenté les estimateurs qˆselect(®,xi ,W Z) et qˆoracle(®,xi ,W Z)
correspondants à la situation de l’erreur médiane D(qˆselect(®, .,W
Z),q(®, .)) en fonction
de kxik22. Il apparait que l’estimateur de la stratégie oracle est à peine meilleur que celui
obtenu avec le critère de sélection.
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FIGURE 4.2 – Représentation des 16 spectres en fonction des longueurs d’ondes.
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FIGURE 4.3 – Comparaison des histogrammes des erreurs calculées sur N Æ 100 échan-
tillons avec la stratégie de référence oracle (vert) et le critère de sélection (transparent).
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FIGURE 4.4 – Intervalles de confiance empirique à 90% de qˆoracle(1/300, .,W
Z) classés
par ordre croissant de l’indice de queue.
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FIGURE 4.5 – Intervalles de confiance empirique à 90% de qˆoracle(1/500, .,W
Z) classés
par ordre croissant de l’indice de queue.
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FIGURE 4.6 – Comparaison du vrai quantile q(1/300, .) (rouge) avec les estimateurs ob-
tenus par le critère de sélection qˆselect(1/300, .,W
Z) (traits interrompus) et la stratégie
oracle qˆoracle(1/300, .,W
Z) (traits pointillés). Les estimateurs représentés ici sont ceux
correspondants à la médiane de l’erreurD(qˆselect(1/300, .,W
Z),q(1/300, .)). L’échantillon
associé est representé par les points ("£"). En abscisse on a kxik22.
4.5. Simulations et illustration sur données réelles 73
FIGURE 4.7 – Comparaison du vrai quantile q(1/500, .) (rouge) avec les estimateurs ob-
tenus par le critère de sélection qˆselect(1/500, .,W
Z) (traits interrompus) et la stratégie
oracle qˆoracle(1/500, .,W
Z) (traits pointillés). Les estimateurs représentés ici sont ceux
correspondants à la médiane de l’erreurD(qˆselect(1/500, .,W
Z),q(1/500, .)). L’échantillon
associé est representé par les points ("£"). En abscisse on a kxik22.
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4.5.2 Illustration sur données réelles
Le LTHE de Grenoble a mesuré les hauteurs de pluies journalières (en mm) entre
les années 1958 et 2000 sur 225 stations situées dans la région des Cévennes-Vivarais
(sud de la France). L’étude des pluies et débits extrêmes revêt un intérêt certain en
termes d’aménagement du territoire et de pré-détermination du risque hydrologique.
Les hydrologues du LTHE aimeraient estimer la hauteur de pluies journalières pouvant
être dépassée une fois toutes les N années. La réponse à cette question peut fournir
des éléments indispensables pour construire aux endroits critiques des digues d’une
hauteur appropriée ou définir la périodicité des opérations de nettoyage des fleuves et
des estuaires afin de protéger efficacement la population. D’une manière formelle, le
problème posé dans cette application est celui d’estimer le quantile des précipitations
journalières d’ordre 1/(365£N ) que nous appellerons ici le niveau de retour sur N ans.
Diverses approches d’estimation des quantiles des précipitations ont été considé-
rées dans la littérature. Certains auteurs modélisent les précipitations par un processus
max-stable (Buishand et al., 2008; S. A. Padoan et al., 2010) et d’autres utilisent une
approche d’estimation bayésienne où les excès sont approchés par une GPD avec
quelques informations a priori sur ses paramètres (Coles et Tawn, 1996).
Dans notre contexte, les variables d’intérêts sont les précipitations journalières et
les covariables sont les coordonnées géographiques des stations. Les coordonnées géo-
graphiques sont définies par la longitude, la latitude et l’altitude. La Figure 4.8 montre
la disposition des 225 stations dans le plan. Nous disposons au total de n Æ 821925
observations. Soulignons que Bois et al. (1997) et Gardes et Girard (2010) ont déjà étudié
les précipitations extrêmes dans la région des Cévennes-Vivarais. Les premiers contri-
buteurs ont utilisé un jeu de données de pluies horaires mesurées entre les années 1948
et 1991 sur 48 stations. Ils se sont intéressés aux quantiles décennaux 7 de précipitations
qu’ils ont estimés par une loi de Gumbel et la méthode de krigeage (Krige, 1951) 8.
Les seconds contributeurs ont plutôt supposé que les pluies extrêmes pouvaient être
modélisées par une loi à queue lourde. Partant d’un jeu de données de pluies horaires
mesurées entre les années 1993 et 2000 sur 142 stations, ils ont estimé le quantile
décennal des précipitations par la méthode des plus proches voisins. Les résultats
obtenus emmènent ces auteurs à remettre en cause l’hypothèse selon laquelle la loi
des précipitations dans la région des Cévennes-Vivarais appartiendrait auD(Gumbel ).
Ils affirment : « The large estimated values (°ˆn 2 [0.15,0.28]) are consistent with the
credibility intervals found in Coles et Tawn (1996) but contradict the Gumbel assumption
of Bois et al. (1997). (...) The Gumbel assumption seems therefore to be unrealistic. »
Compte tenu de toutes ces remarques, nous avons supposé que la loi des pluies jour-
nalières dans la région Cévennes-Vivarais était à queue lourde. Nous nous sommes in-
7. niveau de retour sur 10-ans
8. Le krigeage est uneméthode d’interpolation spatiale. Cetteméthode porte le nomde sonprécurseur,
l’ingénieur minier sud-africain Daniel Gerhardus Krige.
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FIGURE 4.8 – 225 stations d’observations (losanges blancs) représentées en fonction de
leurs cordonnées géographiques. Horizontalement : la longitude (en kilomètres), verti-
calement : la latitude (en kilomètres), l’échelle des couleurs : l’altitude (en mètres). Sur
la carte : les montagnes (triangles), les cours d’eaux (lignes grises) et les villes (losanges
roses)
téressés à l’estimation du quantile conditionnel centenal. Pour ce faire, on a discrétisé le
plan (longitude, latitude) selon une grille de taille 240£228. On se propose d’utiliser les
estimateurs qˆ2(®mn,x , .,W
H), qˆ2(®mn,x , .,W
Z) et qˆ3(®mn,x , .). Ces estimateurs dépendent
des paramètres (rn,x ,kn,x) que nous nous proposons de choisir en chaque point x de
la covariable en minimisant la distance entre ces trois estimateurs, i.e¡
rˆn,x , kˆn,x
¢Æ arg min
rn,x ,kn,x
D
¡
qˆ2
¡
®mn,x ,x,W
H
¢
, qˆ2
¡
®mn,x ,x,W
Z
¢
, qˆ3
¡
®mn,x ,x
¢¢
, (4.10)
avecD(v1,v2,v3)Æ (v1¡v2)2Å(v1¡v3)2Å(v2¡v3)2. D’après cette heuristique, si le couple
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¡
rˆn,x , kˆn,x
¢
est correctement choisi, alors la valeur des trois estimateurs doit être approxi-
mativement la même. Dans (4.10), on recherche le rayon rn,x 2 {5, . . . ,130} (en km) et le
nombre des plus grandes statistiques d’ordres kn,x 2 {2, . . . ,0.1mn,x }.
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FIGURE 4.9 – Carte des niveaux de retour sur 100 ans en fonction de la longitude et de
la latitude, estimée avec qˆ2(®mn,x , .,W
Z).
Sur la Figure 4.9, il apparait que le niveau de retour décroit globalement avec l’al-
titude. La dérive du taux de précipitations en fonction de l’altitude est en adéqua-
tion avec les statistiques descriptives des précipitations dans la région des Cévennes-
Vivarais (Molinié et al., 2008). Étant donné que dans cette région des zones de basse
altitude sont des terrains plats et proches de la mer, le processus physique de déconvo-
lution impliqué dans le rapport entre le taux de précipitations observé et l’altitude est
complexe. Par conséquent, deux phénomèmes pourraient expliquer la chute de pluies
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extrêmes :
² un phénomène régional : les vents en provenance de la mer Méditerranée ali-
mentent en air chaud et humide le massif cevenol,
² un phénomène universel : les terrains plats capturent efficacement l’énergie so-
laire qui est nécessaire a la formation des nuages convectifs.
4.6 Démonstrations
4.6.1 Résultats préliminaires
Notre premier résultat préliminaire se résume au Lemme 4.6.1 qui un outil permet-
tant de déterminer la loi asymptotique d’une variable aléatoire conditionnellement à un
évenement de probabilité tendant vers un.
Lemme 4.6.1. Soient (Xn)n¸1 et (Yn)n¸1 deux suites de variables aléatoires. S’il existe un
évenementAn tel que (Xn jAn)LÆ (Yn jAn) avec P(An)! 1, alors
Yn
L! Y Æ) Xn L! Y .
Démonstration du lemme 4.6.1. Pour tout x 2 R et pour tout système complet©
An , A Cn
ª
, oùA Cn est le complémentaire de l’événementAn , on a la relation suivante :
P(Xn · x)ÆP({Xn · x} jAn)P(An)ÅP({Xn · x} jA Cn )P(A Cn ),
et donc l’inégalité :
P({Xn · x} jAn)P(An)·P(Xn · x)·P({Xn · x} jAn)ÅP(A Cn ).
Comme (Xn jAn) L! (Yn jAn), il s’en suit que :
P({Xn · x}\An)P(An)·P(Xn · x)·P({Xn · x}\An)ÅP(A Cn ).
En remarquant que
P(Yn · x)¡P(A Cn )·P({Yn · x}\An)·P(Yn · x)
on aboutit à
P(Yn · x)¡P(A Cn )·P(Xn · x)·P(Yn · x)ÅP(A Cn ).
P(Yn · x)!P(Y · x) et P(A Cn )! 0 permettent de conclure la preuve.
Notre second résultat préliminaire établit la loi asymptotique sur la statistique
d’ordre d’une suite de variables aléatoires indépendantes et de loi uniforme standard
dans une situation analogue à (S.1) dans le cas univarée.
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Lemme 4.6.2. Soit {V1, . . . ,VM } une suite de variables aléatoires indépendantes et de loi
uniforme standard. Pour toute suite (µM )M¸1 ½]0,1[ telle que µM ! 0 et MµM !1, nous
avons µ
M
µM
¶1/2
(VbMµM c,M ¡µM )
L!N (0,1).
Démonstration du lemme 4.6.2. Afin de simplifier les notations, on pose kM Æ bMµM c.
En se référant au Lemme 1.4.3 sur la représentation de Rényi, on peut écrire
VkM ,M
LÆ
kMX
iÆ1
Ei
,
MÅ1X
iÆ1
Ei ,
où {E1, . . . ,EMÅ1} est une suite de variables aléatoires indépendantes et de loi exponen-
tielle standard. Ainsi, en posant
»M
LÆ
µ
M
µM
¶1/2
(VkM ,M ¡µM )
LÆ
Ã
1
M
MÅ1X
iÆ1
Ei
!¡1 µ
M
µM
¶1/2
£
"
1
kM
kMX
iÆ1
Ei
µ
kM
M
¡µM
¶
ÅµM
Ã
1
kM
kMX
iÆ1
Ei ¡1
!
¡ µM
Ã
1
M
MÅ1X
iÆ1
Ei ¡1
!#
,
on a, d’après la loi des grands nombres,
»M
P»
µ
M
µM
¶1/2 µkM
M
¡µM
¶
(1ÅoP (1))Å (MµM )1/2
Ã
1
kM
kMX
iÆ1
Ei ¡1
!
¡ (MµM )1/2
Ã
1
M
MÅ1X
iÆ1
Ei ¡1
!
LÆ »1,M Å»2,M ¡»3,M .
Intéressons nous maintenant aux trois termes séparément.
Étude du terme »1,M : Comme kM Æ bMµM c, on peut écrire kM ÆMµM ¡¿M avec ¿M 2
[0,1[ et, nous avons alors
»1,M
P»
µ
M
µM
¶1/2 ¿M
M
Æ ¿M
(MµM )1/2
! 0, (4.11)
puisque par hypothèseMµM !1.
Étude du terme »2,M : Puisque kM » MµM , une application du TCL nous assure la
convergence en loi du terme »2,M . Plus précisément, on a :
»2,M » k1/2M
Ã
1
kM
kMX
iÆ1
Ei ¡1
!
L!N (0,1). (4.12)
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Étude du terme »3,M : Comme précédemment, une simple application du TCL couplée
à la condition µM ! 0 conduit à :
»3,M ÆOP(µ1/2M )Æ oP(1). (4.13)
Les relations (4.11), (4.12) et (4.13) nous permettent de conclure la preuve.
4.6.2 Preuve des résultats théoriques
Démonstration de la Proposition 4.3.1. Sous l’hypothèse (A.1), l’indépendance des
variables aléatoires {Zi (x), i Æ 1, . . . ,mn,x } nous assure que
{logZi (x), i Æ 1, . . . ,mn,x }LÆ {logq(Vi ,xi ) i Æ 1, . . . ,mn,x },
où xi est la covariable associée à l’observations Zi (x). En notant par Ã(i ) l’indice aléa-
toire de la covariable associée à la statistique ordonnée Zmn,x¡iÅ1,mn,x (x), on obtient
{logZmn,x¡iÅ1,mn,x (x), i Æ 1, . . . ,mn,x }LÆ {logq(VÃ(i ),xÃ(i )) i Æ 1, . . . ,mn,x }.
Considérons maintenant l’événementAn ÆA1,n \A2,n , où
A1,n Æ
½
min
iÆ1,...,kn,x¡1
log
q(Vi ,mn,x ,ui )
q(ViÅ1,mn,x ,uiÅ1)
È 0,8(u1, . . . ,ukn,x )½B(x,rn,x)
¾
et
A2,n Æ
½
min
iÆkn,xÅ1,...,mn,x
log
q(Vkn,x ,mn,x ,ukn,x )
q(Vi ,mn,x ,ui )
È 0,8(ukn,xÅ1, . . . ,umn,x )½B(x,rn,x)
¾
.
Conditionnellement à l’événement A1,n , les variables aléatoires {q(Vi ,mn,x ,ui ), i Æ
1, . . . ,kn,x } sont ordonnées ainsi
q(Vkn,x ,mn,x ,ukn,x )· q(Vkn,x¡1,mn,x ,ukn,x¡1)· ¢¢ ¢ · q(V1,mn,x ,u1),
et conditionnellement àA2,n , les variables aléatoires {q(Vi ,mn,x ,ui ), i Æ kn,xÅ1, . . . ,mn,x }
restantes leur sont toutes plus petites puisque
max
iÆkn,xÅ1,...,mn,x
q(Vi ,mn,x ,ui )· q(Vkn,x ,mn,x ,ukn,x ).
Par conséquent, conditionnellement à An , les kn,x plus grandes observations de l’en-
semble {logq(VÃ(i ),xÃ(i )), i Æ 1, . . . ,mn,x } sont {logq(Vi ,mn,x ,xÃ(i )), i Æ 1, . . . ,kn,x }. En
conséquence, pour Jkn,x Æ {1, . . . ,kn,x } et Ti
de fÆ xÃ(i ), nous avons :©
logZmn,x¡iÅ1,mn,x (x), i 2 Jkn,x jAn
ªLÆ ©logq(Vi ,mn,x ,Ti ), i 2 Jkn,x jAnª .
Afin de conclure la preuve, il ne nous reste plus qu’à montrer que P(An) ! 1 quand
n!1. Pour ce faire, définissons ±mn,x Æm¡(1Å±)n,x et considérons les événements
A3,n Æ {V1,mn,x È ±mn,x }\ {Vmn,x ,mn,x Ç 1¡±mn,x } et
A2,n Æ
½
min
iÆ1,...,kn,x
log
q(Vi ,mn,x ,x)
q(ViÅ1,mn,x ,x)
È 2!n(±mn,x )
¾
.
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Sous A3,n , nous avons ±mn,x Ç Vi ,mn,x Ç 1¡±mn,x pour tout i Æ 1, . . . ,mn,x . Ainsi, en se
référant à la Définition 4.3.1, pour tout (ui ,u j ) 2B(x,rn,x)2, il s’en suit d’une part que
log
q(V j ,mn,x ,u j )
q(Vi ,mn,x ,ui )
Æ log q(V j ,mn,x ,x)
q(Vi ,mn,x ,x)
Å log q(V j ,mn,x ,u j )
q(V j ,mn,x ,x)
Å log q(Vi ,mn,x ,x)
q(Vi ,mn,x ,ui )
¸ log q(V j ,mn,x ,x)
q(Vi ,mn,x ,x)
¡2!n(±mn,x ),
et d’autre part que,
min
iÆkn,xÅ1,...,mn,x
log
q(Vkn,x ,mn,x ,ukn,x )
q(Vi ,mn,x ,ui )
¸ min
iÆkn,xÅ1,...,mn,x
log
q(Vkn,x ,mn,x ,x)
q(Vi ,mn,x ,x)
¡2!n(±mn,x )
¸ log q(Vkn,x ,mn,x ,x)
q(Vkn,xÅ1,mn,x ,x)
¡2!n(±mn,x ).
Par conséquentA3,n \A2,n ½An . En remarquant que
P(A3,n)¸P(V1,mn,x È ±mn,x )ÅP(Vmn,x ,mn,x Ç 1¡±mn,x )¡1Æ 2P(V1,mn,x È ±mn,x )¡1! 1,
puisque Vmn,x ,mn,x
LÆ 1¡V1,mn,x et P(V1,mn,x È ±mn,x ) Æ
¡
1¡±mn,x
¢mn,x ! 1, il reste donc
à prouver que P(A2,n) ! 1. De (Bingham et al., 1987, paragraphe 1.3.1), la condition
(A.1) implique qu’il existe une fonction x 7! c(x)È 0 telle que pour tout ® 2 (0,1),
q(®,x)Æ c(x)exp
½Z 1
®
°(x)Å¢(u,x)
u
du
¾
.
D’où, pour tout i 2 Jkn,x ,
log
q(Vi ,mn,x ,x)
q(ViÅ1,mn,x ,x)
Æ
Z ViÅ1,mn,x
Vi ,mn,x
°(x)Å¢(u,x)
u
du,
et il s’en suit que
log
q(Vi ,mn,x ,x)
q(ViÅ1,mn,x ,x)
¸ (°(x)¡ ¢¯(Vkn,xÅ1,mn,x ,x)) log
ViÅ1,mn,x
Vi ,mn,x
,
ce qui nous conduit à
P(A2,n) ¸ P
µ
(°(x)¡ ¢¯(Vkn,xÅ1,mn,x ,x)) miniÆ1,...,kn,x log
ViÅ1,mn,x
Vi ,mn,x
È 2!n(±mn,x )
¶
¸ P
µ½
min
iÆ1,...,kn,x
log
ViÅ1,mn,x
Vi ,mn,x
¸ 4!n(±mn,x )
°(x)
¾
\©¢¯(Vkn,xÅ1,mn,x ,x)Ç °(x)/2ª¶
¸ P
µ
min
iÆ1,...,kn,x
log
ViÅ1,mn,x
Vi ,mn,x
¸ 4!n(±mn,x )
°(x)
¶
ÅP¡¢¯(Vkn,xÅ1,mn,x ,x)Ç °(x)/2¢¡1
de fÆ P1,mn,x ÅP2,mn,x ¡1.
Compte tenu du Lemme 1.4.3 sur la représentation de Rényi (1953) qui nous assure que,
{i log(V ¡1i ,mn,x/V
¡1
iÅ1,mn,x ), i 2 Jkn,x }
LÆ {Fi , i 2 Jkn,x },
4.6. Démonstrations 81
où F1, . . . ,Fkn,x sont des variables aléatoires de loi exponentielle standard, nous avons
P1,mn,x Æ P
µ
min
iÆ1,...,kn,x
Fi
i
¸ 4!n(±mn,x )
°(x)
¶
Æ
kn,xY
iÆ1
exp
µ
¡4i!n(±mn,x )
°(x)
¶
Æ exp
µ
¡ 2
°(x)
kn,x(kn,x Å1)!n(±mn,x )
¶
! 1,
puisque k2n,x!n(±mn,x )! 0. En outre, comme sous (A.2)
Vkn,xÅ1,mn,x Æ (kn,x/mn,x)(1ÅoP(1))
P! 0,
alors sous (A.1), la condition ¢(®,x)! 0 quand ®! 0 entraine que P2,mn,x ! 1. Ce qui
achève la démonstration de la Proposition.
Démonstration de la Proposition 4.3.2. D’après la Proposition 4.3.1, il existe un évé-
nementAn avec P(An)! 1 tel que (Zmn,x ,mn,x (x)jAn)LÆ (q(V1,mn,x ,T1)jAn) et donc,
P(Zmn,x ,mn,x (x)Ç q(®mn,x ,x)) Æ P
µ½
log
q(V1,mn,x ,T1)
q(®mn,x ,x)
Ç 0
¾
\An
¶
Å P
µ½
log
Zmn,x ,mn,x (x)
q(®mn,x ,x)
Ç 0
¾
\A Cn
¶
de fÆ P3,mn,x ÅP4,mn,x . (4.14)
Comme P4,mn,x ·P(A Cn )! 0, il ne nous reste plus qu’à traiter le terme P3,mn,x . En intro-
duisant ±mn,x Æm¡(1Å±)n,x et un évènementA3,n Æ {V1,mn,x 2 [±mn,x ,1¡±mn,x ]}, nous avons
P3,mn,x Æ P
µ½
log
q(V1,mn,x ,T1)
q(®mn,x ,x)
Ç 0
¾
\An \A3,n
¶
Å P
µ½
log
q(V1,mn,x ,T1)
q(®mn,x ,x)
Ç 0
¾
\An \A C3,n
¶
,
et la formule de l’union binaire nous conduit à
P
µ½
log
q(V1,mn,x ,T1)
q(®mn,x ,x)
Ç 0
¾
\A3,n
¶
ÅP(An)¡1· P3,mn,x
· P
µ½
log
q(V1,mn,x ,T1)
q(®mn,x ,x)
Ç 0
¾
\A3,n
¶
ÅP(A C3,n).
De plus, en se référant à la Définition 4.3.1, sousA3,n , on a¯¯¯¯
log
q(V1,mn,x ,T1)
q(V1,mn,x ,x)
¯¯¯¯
·!n(±mn,x ),
et donc
P
µ½
log
q(V1,mn,x ,x)
q(®mn,x ,x)
Ç¡!n(±mn,x )
¾
\A3,n
¶
ÅP(An)¡1· P3,mn,x
· P
µ½
log
q(V1,mn,x ,x)
q(®mn,x ,x)
Ç!n(±mn,x )
¾
\A3,n
¶
ÅP(A C3,n),
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qui entraine
P
µ
log
q(V1,mn,x ,x)
q(®mn,x ,x)
Ç¡!n(±mn,x )
¶
ÅP(A3,n)ÅP(An)¡2· P1,mn,x
· P
µ
log
q(V1,mn,x ,x)
q(®mn,x ,x)
Ç!n(±mn,x )
¶
ÅP(A C3,n). (4.15)
Maintenant, focalisons nous sur l’équalité suivante
P5,mn,x
de fÆ P
µ
log
q(V1,mn,x ,x)
q(®mn,x ,x)
Ç§!n(±mn,x )
¶
Æ
·
P
µ
log
q(V1,x)
q(®mn,x ,x)
Ç§!n(±mn,x )
¶¸mn,x
Æ
h
P
³
q(V1,x)Ç e§!n (±mn,x )q(®mn,x ,x)
´imn,x
Æ
h
P
³
1¡V1 Ç F
³
e§!n (±mn,x )q(®mn,x ,x),x
´´imn,x
Æ exp
h
mn,x logF
³
e§!n (±mn,x )q(®mn,x ,x),x
´i
.
Puisque e§!n (±mn,x )q(®mn,x ,x)!1, si l’on introduit la fonction de survie conditionnelle
F¯ (.,x)Æ 1¡F (.,x), après un développement limité l’on obtient
mn,x logF
³
e§!n (±mn,x )q(®mn,x ,x),x
´
Æ ¡mn,x F¯
³
e§!n (±mn,x )q(®mn,x ,x),x
´
(1Åo(1))
Æ ¡mn,x®mn,x
F¯
¡
e§!n (±mn,x )q(®mn,x ,x),x
¢
F¯
¡
q(®mn,x ,x),x
¢ (1Åo(1)).
L’hypothèse (A.1) nous assure que F¯ (.,x) est une fonction à variations régulières d’in-
dice ¡1/°(x) à l’infini. Ainsi, puisque e§!n (±mn,x ) ! 1, nous avons donc que (voir Bin-
gham et al., 1987, Théorème 1.5.2)
F¯
¡
e§!n (±mn,x )q(®mn,x ,x),x
¢
F¯
¡
q(®mn,x ,x),x
¢ ! 1.
Finalement, on a que
P5,mn,x Æ
£
1¡®mn,x (1Åo(1))
¤mn,x , (4.16)
et en injectant (4.16) dans (4.15) on a£
1¡®mn,x (1Åo(1))
¤mn,x ÅP(A3,n)ÅP(An)¡2· P3,mn,x · £1¡®mn,x (1Åo(1))¤mn,x ÅP(A C3,n).
Puisque P(A3,n)! 1 et P(An)! 1, il s’en suit que P3,mn,x ! 0 sous (S.1) et P3,mn,x ! e¡c
sous (S.1) ou (S.3). L’équation (4.14) conclut la démonstration.
Démonstration du Théorème 4.3.1. Dans un soucis de simplification, on pose kn,x Æ
bmn,x®mn,x c. D’après la Proposition 4.3.1, il existe un événementAn tel que :µ
(mn,x®mn,x )
1/2 log
qˆ1(®mn,x ,x)
q(®mn,x ,x)
¯¯¯¯
An
¶
L!
µ
(mn,x®mn,x )
1/2 log
q(Vkn,x ,mn,x ,Tkn,x )
q(®mn,x ,x)
¯¯¯¯
An
¶
,
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où P(An)! 1. En vertu du Lemme 4.6.1, la convergence en loi
(mn,x®mn,x )
1/2 log
q(Vkn,x ,mn,x ,Tkn,x )
q(®mn,x ,x)
L!N (0,°2(x)), (4.17)
est une condition suffisante pour obtenir
(mn,x®mn,x )
1/2 log
qˆ1(®mn,x ,x)
q(®mn,x ,x)
L!N (0,°2(x)).
Une simple application de la ±-méthode permet de conclure la preuve. Il ne nous reste
plus donc qu’à prouver la convergence en loi (4.17). Pour cela, considérons une suite
Rn Æ
¯¯¯¯
log
q(Vkn,x ,mn,x ,Tkn,x )
q(Vkn,x ,mn,x ,x)
¯¯¯¯
et posons ±mn,x Æm¡(1Å±)n,x . Remarquons que sous (S.1),
P(Rn ·!n(±mn,x ))¸P(Vkn,x ,mn,x 2 [±mn,x ,1¡±mn,x ])! 1.
Donc, Rn ÆOP(!n(±mn,x )) et nous avons
log
q(Vkn,x ,mn,x ,Tkn,x )
q(®mn,x ,x)
Æ log q(Vkn,x ,mn,x ,x)
q(®mn,x ,x)
ÅOP(!n(±mn,x )). (4.18)
En introduisant la fonction log-quantile g (.)Æ logq(.,x), on a pour tout ® 2 (0,1),
g 0(®)Æ ¢(®,x)¡°(x)
®
et un développement limité à l’ordre un entraine que
(mn,x®mn,x )
1/2 log
q(Vkn,x ,mn,x ,x)
q(®mn,x ,x)
Æ (mn,x®mn,x )1/2g 0(µmn,x )(Vkn,x ,mn,x ¡®mn,x )
Æ ®mn,x g 0(µmn,x )
µ
mn,x
®mn,x
¶1/2
(Vkn,x ,mn,x ¡®mn,x ),
où µmn,x 2 [min(®mn,x ,Vkn,x ,mn,x ),max(®mn,x ,Vkn,x ,mn,x )]. Comme Vkn,x ,mn,x P» ®mn,x en-
traine que µmn,x
P»®mn,x ! 0, d’après l’hypothèse (A.1), on a
®mn,x g
0(µmn,x )
P» µmn,x g 0(µmn,x )Æ¢(µmn,x ,x)¡°(x) P!¡°(x).
Le Lemme 4.6.2 implique alors que
(mn,x®mn,x )
1/2 log
q(Vkn,x ,mn,x ,x)
q(®mn,x ,x)
L!N (0,°(x)2). (4.19)
Les relations (4.18) et (4.19) couplées à la remarque suivante
(mn,x®mn,x )
2!n(±mn,x )! 0) (mn,x®mn,x )1/2!n(±mn,x )! 0
permettent de conclure la preuve.
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Démonstration du Théorème 4.3.2. Puisque q(.,x) est une fonction à variations ré-
gulières d’indice ¡°(x) en zéro, sous (S.2) nous avons q(1/mn,x ,x)/q(®mn,x ,x) »
(mn,x®mn,x )
°(x)! c°(x) et il s’en suit la décomposition asymptotique suivante
log
qˆ1(®mn,x ,x)
q(®mn,x ,x)
Æ log qˆ1(®mn,x ,x)
q(1/mn,x ,x)
Å q(1/mn,x ,x)
q(®mn,x ,x)
Æ log qˆ1(®mn,x ,x)
q(1/mn,x ,x)
Å°(x) log(c)Åo(1).
Dans la situation (S.2), pour n assez grand, on a bmn,x®mn,x c Æ bcc. Ainsi, d’après la Pro-
position 4.3.2, il existe un événementAn tel que P(An)! 1 etµ
log
qˆ1(®mn,x ,x)
q(1/mn,x ,x)
¯¯¯¯
An
¶
LÆ
µ
log
q(Vbcc,mn,x ,Tbcc)
q(1/mn,x ,x)
¯¯¯¯
An
¶
.
En suivant lemême raisonnement qu’à la démonstration du Théorème 4.3.1, on obtient
log
q(Vbcc,mn,x ,Tbcc)
q(1/mn,x ,x)
Æ log q(Vbcc,mn,x ,x)
q(1/mn,x ,x)
ÅOP(!n(±mn,x )).
Pour conclure, il suffit de remarquer que q(Vbcc,mn,x ,x) est la bccième plus grande statis-
tique d’ordre associée à une loi à queue lourde. Dans une telle situation, (voir Embrechts
et al., 1997, Corollaire 4.2.4) q(Vbcc,mn,x ,x)/q(1/mn,x ,x) converge vers une loi non dégé-
nérée.
Démonstration du Théorème 4.3.3. On remarquera que
log qˆ2(®mn,x ,x)Æ log qˆ1(¯mn,x ,x)Å °ˆn(x) log
µ
¯mn,x
®mn,x
¶
.
Ce qui conduit à la décomposition suivante
log
qˆ2(®mn,x ,x)
q(®mn,x ,x)
Æ log qˆ1(¯mn,x ,x)
q(¯mn,x ,x)
Å log
µ
¯mn,x
®mn,x
¶
(°ˆn(x)¡°(x))
¡ log q(®mn,x ,x)
q(¯mn,x ,x)
Å°(x) log
µ
¯mn,x
®mn,x
¶
de fÆ »4,mn,x Å»5,mn,x ¡»6,mn,x .
Premièrement, commenous l’avons déjà exposé au cours de la démonstration de la Pro-
position 4.3.2, sous l’hypothèse (A.1), nous avons
log
q(®mn,x ,x)
q(¯mn,x ,x)
Æ
Z ¯mn,x
®mn,x
°(x)Å¢(u,x)
u
du,
et par conséquent, on peut simplifier »6,mn,x et réécrire
»6,mn,x Æ
Z ¯mn,x
®mn,x
¢(u,x)
u
du. (4.20)
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En bornant le terme (4.20), on a alors
j»6,mn,x j · ¢¯(¯mn,x ,x) log
µ
¯mn,x
®mn,x
¶
.
(i) Sous la condition additionnelle (4.5), la loi asymptotique est imposée par »4,mn,x et le
Théorème 4.3.2 entraine que
(mn,x¯mn,x )
1/2»4,mn,x
L!N (0,°2(x)) (4.21)
et d’après (4.4) et (4.5),
(mn,x¯mn,x )
1/2»5,mn,x Æ ³mn,xV ¡1n (x)Vn(x)(°ˆn(x)¡°(x)) P! 0. (4.22)
Aussi, d’après (4.4),
(mn,x¯mn,x )
1/2j»6,mn,x j · ³mn,x ¢¯(¯mn,x ,x)! 0. (4.23)
Les relations (4.21), (4.22) et (4.23) permettent de conclure la preuve dans la situation (i).
(ii) Sous la condition additionnelle (4.6), le Théorème 4.3.2 implique que
Vn(x)
log(¯mn,x/®mn,x )
»4,mn,x Æ Vn(x)³¡1mn,x (mn,x¯mn,x )1/2»4,mn,x
P! 0. (4.24)
De plus, comme d’après (4.4),
Vn(x)
log(¯mn,x/®mn,x )
»5,mn,x Æ Vn(x)(°ˆn(x)¡°(x)) L!D. (4.25)
en se référant à (4.6), on a finalement que
Àn(t )
log(¯mn,x/®mn,x )
j»6,mn,x j · ¢¯(¯mn,x , t )Àn(t )! 0. (4.26)
Les relations (4.24), (4.25) et (4.26) concluent la preuve dans la situation (ii).
Démonstration du Corollaire 4.4.1. Elle est immédiate et découle du Théorème 4.3.3.
Démonstration du Corollaire 4.4.2. En se référant à la démonstration de la Proposi-
tion 2.2, on remarque que
log qˆ3(®mn,x ,x)Æ °ˆn(x,W H)Å logZmn,x¡kn,x ,mn,x (x)Å °ˆn(x,W ¼) log
µ
1
e
kn,x Å1
mn,x®mn,x
¶
,
où °ˆn(x,W H) et °ˆn(x,W ¼) sont des estimateurs de l’indice de queue conditionnel de la
Définition 4.4.1 avecAB(x,W ¼)ÆAB(x,W Z) etAV (x,W ¼)ÆAV (x,W Z) (voir preuve
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de la Proposition 2.2.2). Ce qui conduit à la décomposition suivante
log
qˆ3(®mn,x ,x)
q(®mn,x ,x)
Æ ¡
Z kn,xÅ1
mn,x
®mn,x
¢(u,x)
u
duÅ
µ
°ˆn(x,W
H)¡°(x)¡¢
µ
kn,x
mn,x
¶
AB(x,W H)
¶
Å log
µ
1
e
kn,x Å1
mn,x®mn,x
¶µ
°ˆn(x,W
¼)¡°(x)¡¢
µ
kn,x
mn,x
¶
AB(x,W ¼)
¶
Å log
µ
1
e
kn,x Å1
mn,x®mn,x
¶
¢
µ
kn,x
mn,x
¶
AB(x,W ¼)ÅAB(x,W H)¢
µ
kn,x
mn,x
¶
de fÆ ¡»7,mn,x Å»8,mn,x Å»9,mn,x Å»10,mn,x Å»11,mn,x .
La condition log(kn,x)/ log(mn,x®mn,x )! 0 entraine que
log
µ
1
e
kn,x Å1
mn,x®mn,x
¶
» log
µ
1
mn,x®mn,x
¶
!1, (4.27)
et d’après (4.7), comme k1/2n,x»8,mn,x
L!N (0,°2(x)) alors,
k1/2n,x
log
¡
1/(mn,x®mn,x )
¢»8,mn,x P! 0. (4.28)
Aussi, d’après (4.7),
k1/2n,x
log
³
1
e
kn,xÅ1
mn,x®mn,x
´»9,mn,x Æ k1/2n,x µ°ˆn(x,W ¼)¡°(x)¡¢µ kn,xmn,x
¶
AB(x,W ¼)
¶
L! N ¡0,°2(x)AV (x,W ¼)¢ . (4.29)
La condition (4.8) montre que
k1/2n,x
log
³
1
e
kn,xÅ1
mn,x®mn,x
´ ¯¯»7,mn,x ¯¯· k1/2n,x (1Åo(1))¢¯µkn,x Å1mn,x
¶
! 0, (4.30)
k1/2n,x
log
³
1
e
kn,xÅ1
mn,x®mn,x
´»10,mn,x Æ k1/2n,x¢µ kn,xmn,x
¶
! 0, (4.31)
k1/2n,x
log
³
1
e
kn,xÅ1
mn,x®mn,x
´»11,mn,x ! 0. (4.32)
Les relations (4.28), (4.29), (4.30), (4.31) et (4.31) permettent de conclure la preuve.
5
Estimation de courbes de niveaux
extrêmes en design aléatoire
Résumé
Dans ce chapitre, nous nous intéressons à l’estimation des courbes de niveaux extrêmes
dans le cas des lois à queues lourdes. Ce problème d’estimation est équivalent à l’étude des
quantiles conditionnels quand l’ordre du quantile converge vers un. Nous montrons que
sous certaines conditions, il est possible d’estimer de telles courbes au moyen d’un esti-
mateur à noyau de la fonction de survie conditionnelle. En conséquence, ce résultat nous
permet d’introduire deux versions lisses de l’estimateur de l’indice de queue conditionnel
indispensable lorsque l’on veut extrapoler. Nous établissons la loi limite des estimateurs
ainsi construits. Pour conclure, des expériences numériques ainsi que des illustrations se-
ront présentées.
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5.1 Introduction
L ’objectif premier de ce chapitre est d’introduire puis d’étudier unmodèle de régres-sion non-paramétrique pour les quantiles extrêmes conditionnels. Contrairement
au problème d’estimation non-paramétrique des quantiles de régression classique
qui a été largement considéré (voir la paragraphe 3.3.1 pour une présentation plus
détaillée), peu d’attention a été accordée, d’une façon certaine, aux quantiles extrêmes
de régression. Toutefois, signalons que dans la littérature, des modèles paramétriques,
des méthodes semi-paramétriques et des estimateurs non-paramétriques ont été
proposés respectivement dans (Smith, 1989; Davison et Smith, 1990), (Beirlant et
Goegebeur, 2003; Hall et Ronde, 2000) et (Davison et Ramesh, 2000; Chavez-Demoulin
et Davison, 2005; Chernozhukov, 1998, 2001), consulter la partie 4.1 pour plus de
détails. Dans les deux dernières références bibliographiques, les auteurs se focalisent
d’une part sur des covariables univariées et d’autre part sur les propriétés de leurs
estimateurs pour un échantillon de taille finie. Nombreux sont les auteurs qui se
consacrèrent au cas particulier où la loi conditionnelle de la variable d’intérêt en tout
point x de la covariable est bornée supérieurement par une fonction '(x) (se référer
à la Définition 1.3.3). Dans une telle situation, la fonction '(.) est appelée frontière
et peut-être estimée au moyen d’une courbe de niveau extrême. On pourra consulter
Girard et Jacob (2008) où les auteurs proposent un estimateur à noyau de la fonction
'(.) avec un ordre de quantile égal à (1¡1/n) où n désigne la taille de l’échantillon. En
outre, ils établissent la normalité asymptotique de leur estimateur dans la situation où
la variable d’intérêt en tout point x de la covariable est uniformément distribuée sur
[0,'(x)]. En ce qui concerne l’estimation des frontières, on considère généralement que
ses pères fondateurs sont Rényi et Sulanke (1963, 1964) et Geffroy (1964). Le dernier
auteur proposait d’estimer la frontière du support avec un simple histogramme basé
sur les plus grandes observations. Ainsi, il considérait que la densité conditionnelle
de la variable d’intérêt en tout point de la covariable était bornée inférieurement.
Des extensions de son modèle ont été proposées pour des densités conditionnelles à
décroissance polynomiale dans (Gijbels et Peng, 2000; Hall et al., 1997; Härdle et al.,
1995). Rényi et Sulanke (1963, 1964) considéraient quant à eux des supports bidi-
mensionnels convexes qu’ils estimaient en prenant simplement l’enveloppe convexe
des observations. Plus récemment, des modèles de régression utilisant des valeurs
extrêmes d’un processus ponctuel de Poisson d’intensité inconnue ont été introduits
dans (Gardes, 2002; Girard et Jacob, 2004; Girard etMenneteau, 2005;Menneteau, 2008).
Dans ce chapitre, nous nous intéressons au cas où la densité conditionnelle de la
variable d’intérêt en tout point de la covariable n’est plus à support borné. Dans un tel
contexte, la fonction frontière '(.) n’existe pas et le quantile conditionnel tend vers l’in-
fini quand l’ordre du quantile converge vers un. La partie 5.2 de ce chapitre sera donc
dédiée à la formulation mathématique du problème investigué. C’est notamment dans
celle-ci que nous introduirons les outils permettant de traiter le sujet. Puis, dans la par-
tie 5.3, nous nous attarderons sur l’étude théorique des outils ainsi introduits. La par-
tie 5.4 de ce chapitre sera consacrée à l’application de nos résultats à l’estimation de
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l’indice de queue conditionnel indispensable lorsque l’on veut estimer des quantités
dont la probabilité d’observation est quasi nulle. Des expériences numériques suivies
d’une illustration en télédétection hyperspectrale seront présentées dans la partie 5.5.
Enfin, dans la partie 5.6, nous conclurons le chapitre par la preuve de nos différents ré-
sultats.
5.2 Cadre de l’étude et définitions des estimateurs
Cette partie se subdivise en deux paragraphes. Dans le premier, nous exposons le
contexte de l’étude et dans le second nous présentons notreméthode d’estimation ainsi
que les estimateurs associés.
5.2.1 Cadre de l’étude
Soient {(Xi ,Yi ), i Æ 1, . . . ,n} des copies indépendantes du couple aléatoire
(X ,Y ) 2Rp £R où Y est une variable d’intérêt associée à une covariable X . Pour tout
x 2Rp et pour toute suite réelle ®n ! 0, on se propose d’estimer les courbes de niveaux
extrêmes définies comme les graphes de fonctions x 2Rp 7! q(®n jx) 2R vérifiant
P
¡
Y È q(®n jx)jX Æ x
¢Æ®n ,
lorsque la fonction de survie conditionnelle de Y sachant X Æ x est à variations régu-
lières d’indice¡1/°(x) à l’infini. De façon plus précise, compte tenu de la remarque faite
au sous-paragraphe 1.3.1.2, ceci signifie que pour tout y È 0,
F¯
¡
y jx¢ de fÆ 1¡F (y jx)Æ y¡1/°(x)`(y jx), (5.1)
avec °(.) une fonction inconnue et positive de la covariable x et `(.jx) une fonction à
variations lentes à l’infini. Tel que nous l’avons exposé au paragraphe 4.2.1, cette hy-
pothèse revient à supposer que la loi conditionnelle de Y sachant X Æ x est à queue
lourde, i.e F (.jx) 2 D(Fr e´chet ). Dans un tel contexte, la fonction °(x) est l’indice de
queue conditionnel.
5.2.2 Méthode d’estimation et définitions des estimateurs
Unestimateur naturel de la fonction x 2Rd 7! q(®n jx) appelée quantile conditionnel
est donné par l’inverse généralisé de l’estimateur de la fonction de survie conditionnelle
défini par :
qˆn (®n jx) de fÆ ˆ¯FÃn (®n jx)Æ inf
n
t , ˆ¯Fn (t jx)·®n
o
. (5.2)
Ainsi, l’estimation d’une courbe de niveau ®n ! 0 nécessite d’estimer la probabilité
F¯
¡
y jx¢! 0 lorsque y!1.
Ici, nous parlons d’extrême lorsque®n converge vers zéro quand n tend vers l’infini. Par
ailleurs, notons que la condition ®n ! 0 quand n !1 en ce qui concerne le quantile
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est équivalente à la condition y !1 quand n !1 en ce qui concerne la fonction de
survie conditionnelle.
Afin d’estimer la fonction de survie conditionnelle de Y sachant X Æ x, on peut uti-
liser la méthode de la fenêtre mobile introduite au chapitre 4 (on pourra aussi se référer
au paragraphe 3.3.1.1) et pour tout (x, y) 2Rp £R on a :
ˆ¯Fn
¡
y jx¢Æ nX
iÆ1
1{YiÈy}1{Xi2B(x,hn )}
,
nX
iÆ1
1{Xi2B(x,hn )} ,
où B(x,hn) est une boule centrée en x de rayon hn strictement positif. Malheu-
reusement cet estimateur présente le désavantage d’être discontinu par nature. Sa
généralisation naturelle est l’estimateur à noyau dont la simplicité de construction et la
facilité d’utilisation vont de pair avec ses bonnes propriétés asymptotiques.
Ainsi, pour estimer la fonction de survie conditionnelle de Y sachant X Æ x, on se
propose d’utiliser un estimateur à noyau introduit par Collomb (1980) 1. Il est défini
pour (x, y) 2Rp £R par :
ˆ¯Fn
¡
y jx¢Æ nX
iÆ1
K
µ
x¡Xi
hn
¶
1{YiÈy}
,
nX
iÆ1
K
µ
x¡Xi
hn
¶
, (5.3)
où la fonction K (.) appelée noyau est une densité de probabilité sur Rp et hn est une
suite non aléatoire telle que hn ! 0 quand n !1 appelée paramètre de lissage. Sans
rentrer dans tous les détails, à l’exception du noyau uniforme, il s’avère que le choix
du noyau n’a pas d’influence majeure sur l’estimation. L’estimateur (5.3) peut se mettre
sous la forme
ˆ¯Fn
¡
y jx¢Æ Ãˆn(x, y)
gˆn(x)
,
où le dénominateur de la fonction de survie conditionnelle de Y sachant X Æ x est
l’estimateur à noyau classique de la densité g (x) de X et la fonction Ãˆn(x, y) est un
estimateur deÃ(y,x)Æ F¯ (y jx)g (x).
Dans ce chapitre, nous intéressons à l’estimation du réel q (®n jx) en fonction de la
vitesse de convergence®n vers zéro. Nous avons envisagé les deux situations suivantes :
(D.1) Dans la première situation, la suite ®n converge lentement vers zéro en ce sens
que nhpn®n !1 quand n!1.
(D.2) Dans la deuxième situation, on autorise la suite ®n à converger vers zéro plus
vite que dans la situation (D.1), c’est-à-dire que l’on ne suppose plus que
nhpn®n !1 quand n!1. On dit alors que ®n converge rapidement vers zéro.
1. Dans les faits, Collomb (1980) introduisit juste un estimateur la fonction de répartition condition-
nelle.
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Dans la situation (D.1), la condition nhpn®n !1 quand n!1 revient à supposer
que le quantile q (®n jx) ne tend pas trop vite vers l’infini quand n tend vers l’infini.
Dans une telle situation, l’estimation du quantile extrême conditionnel requiert d’in-
terpoler à l’intérieur de l’ensemble des données car il y a presque sûrement un point de
l’échantillon dans la région B(x,hn)£
¡
q (®n jx),1
¢
de RpÅ1 où B(x,hn) est une boule
centrée en x de rayon hn (voir Lemme 5.3.3). On se propose alors d’estimer le quantile
extrême conditionnel par (5.2).
De façon équivalente, dans la situation (D.2), il est supposé que le quantile q (®n jx)
tend vite vers l’infini quand n tend vers l’infini. Dans un tel contexte, l’estimation du
quantile conditionnel peut nécessiter d’extrapoler au-delà des observations. On se pro-
pose donc d’adapter l’estimateur de Weissman (1978) au cas conditionnel. On estime
alors q (®n jx) par
qˆWn (®n jx)Æ qˆn
¡
¯n jx
¢¡
®n/¯n
¢¡°ˆn (x) , (5.4)
où ¯n est telle que nh
p
n¯n !1 quand n !1. °ˆn(x) est un estimateur de l’indice de
queue conditionnel dont nous donnons deux exemples à la partie 5.4. On notera des
similitudes entre les situations (D.1), (D.2) et les situations (S.1), (S.2), (S.3) de la par-
tie 4.2.2.
5.3 Étude théorique des estimateurs
Cette partie est composée de deux paragraphes. Le premier nous permet d’énume-
rer les hypothèses qui nous servirons à étudier le comportement asymptotiques de nos
estimateurs et le second est consacrée à l’étude théorique proprement dite.
5.3.1 Hypothèses
Dans ce paragraphe, on présente toutes les conditions utiles pour établir la loi
asymptotique de tous nos estimateurs. Dans tout ce qui suit, on désigne par d(x,x 0)
la distance entre deux points (x,x 0) 2Rp £Rp .
Hypothèses sur la fonction à variations lentes
(F.1) `(.jx) est normalisée.
D’après L’hypothèse (F.1), la fonction à variations lentes peut se réécrire sous la
forme (se référer au sous-paragraphe 1.3.1.1)
`(y jx)Æ c(x)exp
µZ y
1
"(ujx)
u
du
¶
, (5.5)
avec c(.) une fonction positive et "(y jx)! 0 quand y !1. Ceci implique donc que la
fonction `(.jx) est dérivable et pour tout x 2 Rp , la fonction auxiliaire "(y jx) est définie
par
"(y jx)Æ y `
0(y jx)
`(y jx) .
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Poser par hypothèse (comme on le fait dans ce chapitre) que la fonction F¯
¡
y jx¢ est à
variations régulières d’indice ¡1/°(x) à l’infini revient à supposer implicitement que
pour tout x 2Rp et pour tout ¸È 0,
lim
y!1
`(¸y jx)
`(y jx) Æ 1. (5.6)
Ainsi, la fonction "(y jx) qui représente le terme de biais occupera une place prépon-
dérante dans cette étude puisqu’elle contrôle la vitesse de convergence dans (5.6).
En effet, plus la convergence de `(¸y jx)/`(y jx) vers un quand y tend vers l’infini est
rapide, et plus facile est l’estimation des courbes de niveaux extrême ou de l’indice
de queue conditionnel. Le contrôle du terme de biais est d’une importance capitale
quand on cherche à établir des résultats sur la normalité asymptotique des estimateurs
de l’indice de queue et de quantile extrême. Il parait donc intéressant de préciser au
moins une condition permettant de contrôler sa vitesse de convergence asymptotique
vers zéro. Certains auteurs supposent parfois que le biais est une fonction à variations
régulières d’indice ½ Ç 0 à l’infini et des auteurs tels que Alves et al. (2003a,b) et Gomes
et al. (2002) en ont proposés des méthodes d’estimation. En ce qui nous concerne, nous
introduisons l’hypothèse (F.2) connue sous le nom de condition du second ordre et dont
le but est de contrôler le comportement de la fonction de survie conditionnelle de Y
sachant X Æ x par rapport à sa première variable.
(F.2) j"(.jx)j est continue asymptotiquement décroissante.
Hypothèses de régularité lipschitzienne
(L.1) Il existe c° È 0 tel que
¯¯¯¯
1
°(x)
¡ 1
°(x 0)
¯¯¯¯
· c°d(x,x 0).
(L.2) Il existe c` È 0 et y0 È 1 tels que sup
y¸y0
¯¯¯¯
log`(y jx)
log y
¡ log`(y jx
0)
log y
¯¯¯¯
· c`d(x,x 0).
(L.3) Il existe cg È 0 tel que
¯¯
g (x)¡ g (x 0)¯¯· cgd(x,x 0).
Hypothèse sur le noyau
(K) K est une fonction positive, bornée, intégrable et à support compact S µRp .
Les hypothèses (F.1), (L.1)et (L.2) nous assurent la régularité de la loi conditionnelle de
Y sachant X Æ x. La supposition (L.2) sert à contrôler localement les variations de la
fonction de survie conditionnelle de Y sachant X Æ x par rapport à sa seconde variable
dans un voisinage de taille hn quand la quantité d’intérêt y tend vers l’infini. Contraire-
ment au chapitre 4 (cf. Définition 4.3.1), nous ne nous servirons pas de la définition sur
la plus grande oscillation de la fonction log-quantile. Ici, nous procédons autrement 2
2. De façon plus précise, la différence avec le chapitre 4 est qu’ici on fait des hypoths`es sur F¯ (.jx) plutôt
que sur son inverse q (.jx).
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car notre objectif est de produire des résultats de convergence asymptotique de nos
estimateurs sous des conditions de type lipschitz. Les conditions (L.3) et (K) sont des
hypothèses classiques sur l’estimation non-paramétrique par la méthode du noyau.
5.3.2 Étude du comportement asymptotique des estimateurs
5.3.2.1 Résultats préliminaires
Nous ne saurions présenter la loi asymptotique de nos estimateurs sans en intro-
duire les outils nous permettant demener à bien l’étude théorique de telles quantités. Il
semble donc inéluctable de commencer par un résultat dédié au contrôle des variations
de la fonction de survie conditionnelle par rapport à la covariable x dans un voisinage
de taille hn quand la quantité d’intérêt y!1.
Lemme 5.3.1. Supposons les conditions (L.1) et (L.2) satisfaites. Si yn ! 1 et
hn log yn ! 0 quand n!1, alors
sup
d(x,x 0)·hn
¯¯¯¯
F¯
¡
yn jx
¢
F¯
¡
yn jx 0
¢ ¡1¯¯¯¯ÆO(hn log yn).
Le Lemme 5.3.1 montre que sous condition de Lipschitz, le rapport de deux fonc-
tions de survies conditionnelles évaluées aux points (x,x 0) 2Rp £Rp distants au plus de
hn converge uniformément vers un lorsque n tend vers l’infini.
À présent, donnons une conséquence de la condition du second ordre sur la fonc-
tion quantile extrême conditionnel.
Lemme 5.3.2. Supposons les conditions (F.1) et (F.2) satisfaites.
(i) Soient (®n)n¸1 et
¡
¯n
¢
n¸1 deux suites positives telles que 0Ç ¯n Ç®n avec ®n ! 0
quand n!1. Alors¯¯
logq
¡
¯n jx
¢¡ logq (®n jx)Å°(x) log(¯n/®n)¯¯ÆO(log(¯n/®n)"¡q (®n jx))jx¢ .
(ii) Si de plus liminf¯n/®n È 0, alors
¯
°(x)
n q
¡
¯n jx
¢
®
°(x)
n q (®n jx)
Æ 1ÅO("¡q (®n jx))jx¢ .
Ce résultat stipule que le quantile extrême conditionnel est à décroissance polyno-
miale d’indice ¡°(x) puisque "¡q (®n jx))jx¢! 0 quand n!1. On pourra se référer au
paragraphe 4.2.1 pour une analogie.
On peut maintenant donner une interprétation géométrique de la condition
nhpn®n !1 introduite précédemment lors de la présentation des situations que l’on
envisage d’examiner dans ce chapitre (voir paragraphe 5.2.2).
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Lemme 5.3.3. Supposons les conditions (L.1), (L.2) et (L.3) satisfaites. Considérons la
région de RpÅ1 définie par Rn(x)Æ B(x,hn)£ (q (®n jx),1) où x 2 Rp est tel que g (x)È 0.
Si hn logq (®n jx)! 0 quand n !1, alors P(9i 2 {1, . . . ,n}, (Xi ,Yi ) 2 Rn(x))! 1 quand
n!1 si et seulement si, nhpn®n !1.
Le Lemme 5.3.3 montre qu’il n’est pas judicieux d’utiliser (5.2) pour estimer une
courbe de niveau extrême dans la situation (D.2) où nhpn®n peut converger vers une
constante. Une similitude peut être faite avec les situations (S.2) et (S.3) du para-
graphe 4.2.2 (voir chapitre 4).
Remarque 5.3.1. Comme ®n converge vers zéro, alors la condition nh
p
n®n !1 est équi-
valente à la condition nhpn F¯
¡
yn jx
¢ ! 1 où la quantité d’intérêt yn tend vers l’infini.
Ainsi, le Lemme 5.3.3 peut se réécrire en remplaçant Rn(x) Æ B(x,hn)£ (q (®n jx),1) par
R¤n (x)ÆB(x,hn)£ (yn ,1) et nhpn®n !1 par nhpn F¯
¡
yn jx
¢!1.
5.3.2.2 Loi asymptotique des estimateurs
Comme nous l’avons fait remarquer, l’estimateur (5.3) peut se mettre sous la forme
ˆ¯Fn
¡
y jx¢Æ Ãˆn(x, y)/gˆn(x) où
Ãˆn(x, y)Æ 1
n
nX
iÆ1
Kh(x¡Xi )1{YiÈy} et (5.7)
gˆn(x)Æ 1
n
nX
iÆ1
Kh(x¡Xi ), (5.8)
avec Kh(t )
de fÆ K (t/hn)/hpn . Le comportement asymptotique de l’estimateur gˆn(x) a été
étudié par Collomb (1980). En particulier, sous les conditions (L.3) et et (K), l’auteur
montre que
gˆn(x)
P! g (x).
On pourra consulter le paragraphe 5.6.1 où deux résultats de l’auteur sont clairement
exposés au Lemme 5.6.1. Ainsi, le premier résultat de ce paragraphe sera dédié aux pro-
priétés asymptotiques de la variable aléatoire Ãˆn(x, y) quand la variable d’intérêt y tend
vers l’infini.
Lemme 5.3.4. Supposons que les conditions (L.1), (L.2), (L.3) et (K) soient réalisées.
Soit (yn)n¸1 une suite positive satisfaisant les conditions yn ! 1, hn log yn ! 0 et
nhpn F¯
¡
yn jx
¢!1 quand n !1 et soit {a j , j Æ 1, . . . , J } une suite strictement positive et
croissante. Alors, pour tout x 2Rp tel que g (x)È 0,
(i)
©
E(Ãˆn(a j yn ,x))
ª
{ jÆ1,...,J } Æ
©
Ã(a j yn ,x)(1ÅO(hn log yn))
ª
{ jÆ1,...,J }.
(ii)
½q
nhpnÃ(yn ,x)
µ
Ãˆn(a j yn ,x)¡E(Ãˆn(a j yn ,x))
Ã(a j yn ,x)
¶¾
{ jÆ1,...,J }
L!N ¡0RJ ,kK k22C (x)¢ ,
où C j , j 0(x)Æ a1/°(x)j^ j 0 pour ( j , j 0) 2 {1, . . . , J }2.
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D’après ce Lemme, pour tout x 2 Rp , l’estimateur Ãˆn
¡
yn ,x
¢
est asymptotiquement
gaussien et sans biais lorsque la suite yn ne tend pas trop vite vers l’infini. Par consé-
quent, sous les conditions de Lipschitz énoncées précédemment au paragraphe 5.3.1,
on a
Ãˆn
¡
yn ,x
¢
Ã
¡
yn ,x
¢ P! 1.
Le Théorème suivant établit la normalité asymptotique de l’estimateur ˆ¯Fn (.jx).
Théorème 5.3.1. Supposons que les conditions (L.1), (L.2), (L.3) et (K) soient réalisées.
Soit (yn)n¸1 une suite positive satisfaisant les conditions yn !1, nhpn F¯
¡
yn jx
¢!1 et
nhpÅ2n log2(yn)F¯ (yn jx)! 0 quand n !1 et soit {a j , j Æ 1, . . . , J } une suite strictement
positive et croissante. Alors, pour tout x 2Rp tel que g (x)È 0,(q
nhpn F¯
¡
yn jx
¢Ã ˆ¯Fn ¡a j yn jx¢
F¯
¡
a j yn jx
¢ ¡1!)
{ jÆ1,...,J }
L!N
Ã
0RJ ,
kK k22
g (x)
C (x)
!
,
où C j , j 0(x)Æ a1/°(x)j^ j 0 pour ( j , j 0) 2 {1, . . . , J }2.
Il apparaît que l’estimateur de la fonction de survie conditionnelle de Y sachant
X Æ x est asymptotiquement gaussienne avec une variance asymptotique inversement
proportionnelle aux nombre de points dans la région B(x,hn)£ (yn ,1) 2RpÅ1.
Ainsi que l’illustre le graphique de la Figure 5.1, nhpn F¯
¡
yn jx
¢!1 est une condition
nécessaire et suffisante pour que l’on ait presque sûrement au moins un point de
l’échantillon {(Xi ,Yi ), i Æ 1, . . . ,n} dans la région B(x,hn)£ (yn ,1) 2 RpÅ1. On remar-
quera que si yn est borné alors, on retrouve la condition de normalité asymptotique
classique nhpn !1.
La condition nhpÅ2n log2(yn)F¯ (yn jx)! 0 est une condition pour que le carré du bais
asymptotique, de l’ordre de ¡
hn log yn
¢2 ,
soit négligeable devant la variance asymptotique, de l’ordre de
1
nhpn F¯
¡
yn jx
¢ .
Le résultat du Théorème 5.3.1 peut être comparé à celui de Einmahl (1990) qui a
étudié le comportement asymptotique de la fonction de survie empirique dans le cas
non conditionnel sans énoncer une hypothèse sur la loi de l’échantillon.
Un autre parallèle peut être fait avec le résultat de (Berlinet et al., 2001, Théo-
rème 6.3) 3 où les auteurs trouvent pour un yn Æ y fixé et fini, une variance asymptotique
proportionnelle à
F¯
¡
y jx¢¡1¡ F¯ ¡y jx¢¢
nhpn
kK k22
g (x)
.
3. On pourra se référer aux commentaires du Théorème 3.3.1 de cette thèse.
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FIGURE 5.1 – Illustration géométrique de la condition nhpn F¯
¡
yn jx
¢ ! 1 avec p Æ 1.
Nuage de points {(Xi ,Yi ), i Æ 1, . . . ,1000} (££££) et points dans la bouleB(x,hn) (rouge).
Dans cet exemple on a deux points de l’échantillon (ici les points en rouge au-dessus de
yn) dans la région B(x,hn)£ (yn ,1) 2R2.
Ce qui montre bien que la variance asymptotique trouvée au Théorème 5.3.1 est
asymptotiquement plus grande puisque qu’elle fait intervenir le terme additionnel
1/F¯
¡
yn jx
¢!1 quand n!1. Intéressons nous maintenant à l’estimation du quantile
extrême conditionnel d’ordre ®n ! 0 quand n!1 dans la situation (D.1).
Théorème 5.3.2. Supposons que les conditions (F.1), (L.1), (L.2), (L.3) et (K) soient réa-
lisées. Soit (®n)n¸1 une suite positive satisfaisant les conditions ®n ! 0, nhpn®n !1 et
nhpÅ2n ®n log2(®n)! 0 quand n!1 et soit {¿ j , j Æ 1, . . . , J } une suite strictement positive
et décroissante. Alors, pour tout x 2Rp tel que g (x)È 0,(q
nhpn®n
Ã
qˆn
¡
¿ j®n jx
¢
q
¡
¿ j®n jx
¢ ¡1!)
{ jÆ1,...,J }
L!N
Ã
0RJ ,°
2(x)
kK k22
g (x)
§
!
,
où § j , j 0 Æ 1/¿ j^ j 0 pour ( j , j 0) 2 {1, . . . , J }2.
Dans la situation (D.1), la variance asymptotique étant inversement proportionnelle
à nhpn®n , l’estimation des courbes de niveaux extrêmes est d’autant plus stable que
l’on s’éloigne de la frontière de l’ensemble des données. Aussi, comme cette variance
est proportionnelle à °2(x), ceci implique que l’estimation de q (®n jx) est plus difficile
pour des grandes valeurs de l’indice de queue conditionnel.
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Aussi, du point de vue de la variance asymptotique, notre modèle est équivalent à
une fonction de survie conditionnelle avec un indice de queue constant °˜(x)Æ 1 et une
densité de probabilité proportionnelle à g˜ (x) Æ g (x)/°2(x). Ainsi, le nombre de points
dans la boule B(x,hn) est asymptotiquement inversement proportionnel à °2(x). Ce
qui justifie une fois de plus qu’une valeur élevée de l’indice de queue conditionnel en
un point x 2Rp implique donc une estimation difficile de q (®n jx).
Enfin, le résultat du Théorème 5.3.2 peut être comparé à celui énoncé dans
(Berlinet et al., 2001, Théorème 6.4) pour ®n Æ ® 2]0,1[ fixé où les auteurs trouvent une
variance asymptotique de l’ordre de
®(1¡®)
nhpn
kK k22
g (x)
.
Ainsi, notre variance asymptotique est aussi plus grande car elle fait intervenir le terme
additionnel 1/®n !1 quand n!1.
Les conditions nhpn®n !1 et nhpÅ2n ®n log2(®n)! 0 entrainent
n®n
logp (1/®n)
!1,
qui implique
®n È log
p (n)
n
.
Ce qui montre bien que l’on ne peut pas extrapoler en utilisant (5.2).
Théorème 5.3.3. Supposons que les conditions (F.1), (L.1), (L.2), (L.3) et (K) soient réa-
lisées. Soit (¯n)n¸1 une suite positive satisfaisant les conditions ¯n ! 0, nhpn¯n !1 et
nhpÅ2n ¯n log2(¯n)! 0 quand n !1. Soit °ˆn(x) un estimateur de l’indice de queue tel
que q
nhpn¯n
¡
°ˆn(x)¡°(x)
¢ L!N ¡0,v2(x)¢ avec v(x)È 0. (5.9)
Si (®n)n¸1 est une suite positive tendant vers zéro et telle que ®n/¯n ! 0 alors, pour tout
x 2Rp , on a q
nhpn¯n
log(¯n/®n)
µ
qˆWn (®n jx)
q (®n jx)
¡1
¶
L!N ¡0,v2(x)¢ .
La loi asymptotique de qˆWn (.jx) dépend du comportement de °ˆn(x). Si l’estimateur
°ˆn(x) convergemoins vite que dans (5.9), alors la loi limite de qˆ
W
n (.jx) peut dépendre du
comportement de qˆn (.jx). Pour un exemple d’une telle situation, on pourra se référer
au Théorème 4.3.3. Aussi, remarquons que l’estimateur qˆWn (.jx) peut être utilisé dans
les deux situations (D.1) et (D.2).
Afin de pouvoir utiliser convenablement ce résultat, il semble adéquat de disposer
au moins d’un estimateur à noyau de l’indice de queue conditionnel. C’est à quoi l’on
s’attelle dans la partie suivante.
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5.4 Application à l’estimation de l’indice de queue conditionnel
Du Théorème 5.3.2, on déduit des estimateurs de l’indice de queue conditionnel.
L’intérêt de construire de tels estimateurs est double. D’une part il nous permet de
construire des intervalles de confiance du quantile extrême conditionnel q (®n jx) et
d’autre part de pouvoir extrapoler au-delà des observations, c’est-à-dire de pouvoir uti-
liser en pratique l’estimateur qˆWn (®n jx). Le premier estimateur de °(x) que nous propo-
sons est basé sur trois statistiques d’ordre.
Définition 5.4.1. Soit (¯n)n¸1 une suite positive telle que ¯n ! 0 et nhpn¯n !1 quand
n!1. Un estimateur à noyau de type Pickands (1975) est donné par
°ˆPn(x)Æ
1
log2
log
µ
qˆn
¡
¯n jx
¢¡ qˆn ¡2¯n jx¢
qˆn
¡
2¯n jx
¢¡ qˆn ¡4¯n jx¢
¶
.
Corollaire 5.4.1. Supposons la condition (F.2) vérifiée. Sous les hypothèses du Théo-
rème 5.3.2, si
q
nhpn¯n"
¡
q
¡
2¯n jx
¢jx¢! 0 quand n!1, alors
q
nhpn¯n
¡
°ˆPn(x)¡°(x)
¢ L!N Ã0, kK k22
g (x)
°2(x)(22°(x)Å1Å1)
4(log2)2(2°(x)¡1)2
!
.
Par comparaison, la variance asymptotique de l’estimateur °ˆPn(x) est, à un facteur
d’échelle kK k22/g (x) près, identique à celle de l’estimateur classique de Pickands (1975)
dans le cas non conditionnel (voir Théorème 1.5.3). Puisque cette variance est assez
importante pour des grandes valeurs de l’indice de queue conditionnel (se référer à la
Figure 1.5), il nous parait préférable de proposer un estimateur à noyau de variance
inférieure.
Définition 5.4.2. Soit (¯n)n¸1 une suite positive telle que ¯n ! 0 et nhpn¯n !1 quand
n!1. Un estimateur à noyau de type Hill (1975) est donné pour tout J È 1 par
°ˆHn (x)Æ
JX
jÆ1
£
log qˆn
¡
¿ j¯n jx
¢¡ log qˆn ¡¿1¯n jx¢¤
,
JX
jÆ1
log
¡
¿1/¿ j
¢
,
où (¿ j ) j¸1 est une suite de poids strictement positive et décroissante.
Corollaire 5.4.2. Supposons la condition (F.2) vérifiée. Sous les hypothèses du Théo-
rème 5.3.2, si
q
nhpn¯n"
¡
q
¡
¿1¯n jx
¢jx¢! 0 quand n!1, alors
q
nhpn¯n
¡
°ˆHn (x)¡°(x)
¢ L!N Ã0,°2(x)kK k22
g (x)
VJ
!
,
où VJ Æ
³PJ
jÆ1
2(J¡ j )Å1
¿ j
¡ J2
´Á³PJ
jÆ1 log
¡
¿1/¿ j
¢´2
.
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Le Corollaire 5.4.2 montre aussi que la variance asymptotique de l’estimateur °ˆHn (x)
est, à un facteur d’échelle VJkK k22/g (x) près, identique à celle de l’estimateur classique
de Hill (1975) dans le cas non conditionnel (voir Théorème 1.5.2). Ce facteur d’échelle
fait intervenir les poids (¿ j ) j¸1. Ainsi, unmauvais choix de ces poids aura forcément une
influence sur la volatilité de notre estimateur à noyau de l’indice de queue conditionnel.
Comme exemple de poids nous proposons demanière non exhaustive (voir la Figure 5.2
pour un aperçu graphique) :
² La suite de poids harmonique définie pour tout j Æ 1, . . . , J par ¿Haj Æ 1/ j . Dans ce
cas,V HaJ Æ J (J¡1)(2J¡1)/(6log2(J !)) est une fonction convexe de J . Sonminimum
qui est atteint en JHaopt Æ 9 vaut V Ha9 ' 1.245.
² La suite de poids géométrique consiste à poser pour tout j Æ 1, . . . , J , ¿Gj Æ
³
1
j
´ j/J
.
La fonction V GJ est convexe et minimum pour J
G
opt Æ 15 et V G15 ' 1.117.
² La suite de la balle rebondissante qui est une application de la collision phy-
sique entre deux corps 4. Pour tout j Æ 1, . . . , J elle est définie par ¿BRj Æ b2 j où
0Ç b Ç 1. Pour b Æ {8/9,15/16,19/20} 5, les minima sont obtenus respectivement
pour JBRopt Æ {11,20,26} et V BRJopt ' {1.141,1.316,1.135}.
Pour j Æ 1, . . . , J , il est possible d’obtenir VJopt ' 1.00 avec une suite de
poids affine de la forme ¿Aj Æ 1¡1/J1¡J j Å
³
1¡ 1¡1/J1¡J
´
. Malheureusement, la fonc-
tion V AJ est strictement décroissante et son minimum est obtenu en J
A
opt Æ Å1.
Par exemple, pour J Æ {9,11,15,20,26,100,130} on a respectivement V AJopt '
{1.142,1.115,1.083,1.062,1.047,1.012,1.009}.
Pour construire un intervalle de confiance du quantile qˆWn (®n jx) ou qˆn (®n jx), il suf-
fit de remplacer °(x) et g (x) par leur estimateur respectif.
4. D’après Issac Newton, si l’on lâche un corps verticalement, il va rebondir et l’on peut quantifier les
grandeurs physiques intervenant dans les rebonds grâce au coefficient de restitutionmis en jeu. La hauteur
maximalhn aprèsn rebonds est donnée parhn ÆC2ne h0 oùCe est le coefficient de restitution de la collision
et h0 la hauteur initiale avant de lâcher le corps. Il s’agit donc d’une suite géométrique.
5. 8/9,15/16 et 19/20 sont respectivement les coefficients de restitutions obtenus par percussion de
deux billes d’ivoire, de verre et d’acier.
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FIGURE 5.2 – V HaJ (vert), V
G
J (rouge) et V
BR
J (avec b Æ 8/9 (noir), b Æ 15/16 (bleu) et
b Æ 19/20 (rose)) en trait interrompu en fonction de J . En ordonnée on a la fonction VJ
et en abscisse J . On remarquera que V GJ croit moins vite que V
Ha
J et V
BR
J pour J È Jopt .
5.5 Expériences numériques et illustration sur données réelles
5.5.1 Expériences numériques
Onconsidère deux lois usuelles à queue lourde où la fonction indice de queue condi-
tionnel est définie par
x 2 [0,1] 7! °(x)Æ 1
2
µ
1
10
Å sin(¼x)
¶µ
11
10
¡ 1
2
exp
¡¡64(x¡1/2)2¢¶ .
Pour chacune de ces lois, on génère N Æ 100 réplications d’un échantillon
{(Xi ,Yi ), i Æ 1, . . . ,n} de taille n 2 {500,1000} suivant la loi du couple (X ,Y ) 2 R£R où
X est une covariable de loi uniforme standard et dont le quantile conditionnel de Y
sachant X Æ x est donné par la
² loi de Pareto, i.e q (®n jx)Æ®¡°(x)n ,
² loi de Fréchet, i.e q (®n jx)Æ
¡¡ log(1¡®n)¢¡°(x).
On se focalise d’une part sur l’estimation du quantile extrême conditionnel d’ordre
®n 2 {5log(n)/n,1/2n} et d’autre part sur l’estimation de l’indice de queue condition-
nel. La construction des estimateurs de ce chapitre dépend du noyau K et du paramètre
de lissage hn . Pour nos expérimentations, on se contentera d’un noyau bi-quadratique
d’expression
K (x)Æ 15
16
¡
1¡ x2¢2 1{jxj·1}.
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En ce qui concerne le choix du noyau, le lecteur curieux pourra se référer à l’article
précurseur de Gasser et Müller (1979), aux travaux de Berlinet (1993) qui propose un
choix automatique du noyau ou de Vieu (1999) pour des éléments bibliographiques. Le
choix automatique du paramètre de lissage a été largement discuté dans la littérature.
On pourra se reporter aux travaux de Marron (1988), Jones et al. (1996), Vieu (1994) et
Herrmann (2000). Notons toutefois que les principales méthodes de choix de la suite
hn sont basées sur des techniques de validation croisé (Yao, 1999), de réechantillon-
nage (Cao-Abad, 1991) ou de plug-in (Herrmann, 1997). La méthode que nous allons
présenter 6 dans ce chapitre s’inspire des idées de validation croisée pour la sélection
de modèles. On choisira donc le paramètre de lissage par validation croisée suivant le
critère proposé par Yao (1999)
hˆcv Æ arg min
hn2H
nX
iÆ1
nX
jÆ1
n
1{Yi¸Y j }¡ ˆ¯Fn,¡i
¡
Y j jXi
¢o2
, (5.10)
avec ˆ¯Fn,¡i l’estimateur de F¯ calculé à partir de l’échantillon {(X`,Y`),`Æ 1, . . . ,n}
privé de sa ième observation (Xi ,Yi ) et H Æ {h1 · h2 · ¢¢ ¢ · hM } où h1 Æ 1/(5log(n))
et hM Æ 1/4. La valeur minimal h1 est choisie de façon à obtenir approximative-
ment 2nh1®n Æ 2 observations dans la région [x ¡ h1,x Å h1] £ [q (®n jx),1[ quand
®n Æ 5log(n)/n.
Dans ce paragraphe, nous nous intéressons aux estimateurs qˆn (®n jx), °ˆHn (x) et
qˆWn (®n jx). Ici, l’estimateur à noyau de type Weissman sera construit en se servant de
l’estimateur à noyau de type Hill. Afin de simplifier les commentaires lors de l’interpré-
tation des graphiques, on note °ˆHn,1(x), °ˆ
H
n,2(x) et °ˆ
H
n,3(x) (resp. qˆ
W
n,1(®n jx), qˆWn,2(®n jx) et
qˆWn,3(®n jx)) les estimateurs de l’indice de queue conditionnel (resp. du quantile extrême
conditionnel) construits en utilisant respectivement la suite de poids harmonique,
géométrique et de la balle rebondissante avec b Æ 8/9.
En plus du noyau K et du paramètre hn , la construction des estimateurs à noyau de
Hill et de Weissman dépend du paramètre ¯n appelé seuil. On se propose de le choisir
² soit en regardant la plage de stabilité de l’estimateur °ˆHn (.) (resp. qˆWn (®n j.)) dans
un graphique de Hill (resp. graphique de Weissman),
² soit de minimiser la distance entre deux estimateurs °ˆHn (.) (resp. qˆWn (®n j.))
construits en utilisant deux suites de poids différentes, i.e pour (i , j ) 2 {1, . . . ,3}2
tels que i 6Æ j
ˆ¯
i , j Æ arg min
¯n2]0,1]
D
³
°ˆHn,i (.), °ˆ
H
n, j (.)
´
, (5.11)µ
resp. ˆ¯i , j Æ arg min
¯n2]0,1]
D
³
qˆWn,i (®n j.), qˆWn, j (®n j.)
´¶
, (5.12)
6. Le choix du paramètre de lissage basé sur les techniques de validation croisée est connu pour être
populaire tant sur le plan pratique que du point de vue des résultats asymptotiques.
102 Chapitre 5. Estimation de courbes de niveaux extrêmes en design aléatoire
où pour deux fonctions u et v ,
D (u,v)Æ
(
LX
`Æ1
(u(t`)¡ v(t`))2
)1/2
, (5.13)
et où t1, . . . , tL sont des points d’une grille régulière sur [0,1].
Nous nous proposons de comparer les estimateurs de la statégie décrite précédem-
ment aux estimateurs de la stratégie de référence appelée oracle.
Primo, en ce qui concerne l’estimateur des courbes de niveaux proposé dans la si-
tuation (D.1), elle consiste à sélectionner le paramètre hn en minimisant la distance
entre une courbe de niveau extrême estimée et la vraie courbe de niveau extrême, i.e
hˆoracle Æ arg min
hn2H
D
¡
qˆn (®n j.),q (®n j.)
¢
. (5.14)
Secundo, en ce qui concerne l’estimateur des courbes de niveaux extrêmes proposé
dans la situation (D.2), elle consiste à sélectionner les paramètres (hn ,¯n) en minimi-
sant la distance entre une courbe de niveau de type Weissman et la vraie courbe de
niveau extrême, i.e¡
hˆi ,oracle , ˆ¯i ,oracle
¢Æ arg min
hn2H ,¯n2]0,1]
D
³
qˆWn,i (®n j.),q (®n j.)
´
. (5.15)
Notons que le couple (hˆi ,oracle , ˆ¯i ,oracle ) dépend de la suite de poids i avec i Æ 1 pour
la suite de poids harmonique, i Æ 2 pour la suite de poids géométrique et i Æ 3 pour la
suite de poids de la balle rebondissante (cf. page précédente).
Tiertio, en ce qui concerne l’estimateur de l’indice de queue, elle consiste à sélec-
tionner les paramètres (hn ,¯n) en minimisant la distance entre un estimateur à noyau
de type Hill et la vraie fonction indice de queue, i.e¡
hˆi ,oracle , ˆ¯i ,oracle
¢Æ arg min
hn2H ,¯n2]0,1]
D
³
°ˆHn,i (.)¡°(.)
´
. (5.16)
Notons qu’en pratique, l’on ne fera jamais mieux que la stratégie oracle. Celle-ci
nous sert à apprécier la qualité des critères de sélection introduits dans ce chapitre.
Pour chaque réplication r 2 {1, . . . ,N }, on sélectionne les paramètres hˆ(r )cv , hˆ(r )oracle ,
ˆ¯(r )
i , j et
³
hˆ(r )i ,oracle ,
ˆ¯(r )
i ,oracle
´
. Les erreurs de type (5.13) associées au choix de hˆ(r )cv ,³
hˆ(r )cv , ˆ¯
(r )
i , j
´
, hˆ(r )oracle et
³
hˆ(r )i ,oracle ,
ˆ¯(r )
i ,oracle
´
seront respectivement notées D(r )cv , D
(r )
i , j , D
(r )
oracle
et D(r )i ,oracle .
Une illustration des distributions empiriques de D(r )cv et D
(r )
oracle , obtenues pour des
échantillons de taille n 2 {500,1000} ont été superposées à la Figure 5.11. Il apparait que
les moyennes des erreurs sont approximativement égales. On remarque que la loi des
erreurs obtenues par validation croisée a une queue droite plus lourde que la loi des
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erreurs obtenues par la stratégie oracle. Ceci pourrait s’expliquer par l’influence des
points de valeurs plus fortes sur le choix du paramètre de lissage.
Aux Figures 5.3, 5.5, 5.7 et 5.9, on a superposé la vraie courbe de niveau extrême
à ses estimateurs obtenus par le critère de validation croisée (5.10) et les stratégies
oracle (5.14) et (5.15). On remarque que le meilleur de ces estimateurs est sans aucun
doute celui obtenu par le critère (5.15). Il est plus lisse que ces concurrents. C’est
certainement le mieux que l’on puisse avoir dans le cas d’espèce. Le premier décile de
l’erreur D(r )cv montre que l’estimateur obtenu par validation croisée fait aussi bien que
les estimateurs obtenus par la stratégie oracle. On peut aussi noter que les estimateurs
médians obtenus par validation croisée sont relativement stables et d’aussi bonne
qualité que ceux obtenus par la même stratégie de référence. Par contre, le neuvième
décile de l’erreur D(r )cv montre que les estimateurs obtenus par validation croisée sont
moins précis que les estimateurs oracle. Ainsi que nous l’avons souligné plus haut,
cette imprécision est certainement due au fait que le critère de validation croisée est
plus sensible aux points extrêmes que la stratégie oracle. Enfin, on peut être satisfait
des résultats obtenus par la stratégie oracle.
Aux Figures 5.4, 5.6, 5.8 et 5.10, on a plutôt superposé la vraie courbe de niveau
extrême à ses estimateurs obtenus en associant le critère de validation croisée (5.10)
au critère (5.12) puis en utilisant la stratégie oracle (5.15). On note des similitudes avec
l’expérience précédente. Les estimateurs obtenus avec la loi de Pareto semblent de
meilleures qualité que ceux obtenus avec la loi de Fréchet puisque pour une telle loi,
la fonction à variations lentes `(.jx) est constante (cf. Figure 1.3). L’estimation semble
s’améliorer avec la taille de l’échantillon malgré que le fait que ®1000 Ç ®500. Enfin, les
simulations tendent à confirmer la difficulté d’estimation des quantiles extrêmes condi-
tionnels pour les grandes valeurs de l’indice de queue conditionnel (cf. Théorème 5.3.3).
L’estimateur à noyau qˆWn (®n jx) étant défini comme une fonction de °ˆn(x), pour des
raisons de lisibilité, nous avons choisi de ne pas illustrer le critère de sélection de ¯n sur
l’estimateur à noyau de type Hill.
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FIGURE 5.3 – Comparaison du vrai quantile q
¡
5log(n)/nj.¢ (noir) avec les quantiles
qˆn
¡
5log(n)/nj.¢ (rouge) obtenus par le critère de Yao (trait continu), la stratégie oracle
(5.14) (trait interrompu) et le quantile qˆWn,2
¡
5log(n)/nj.¢ (bleu) obtenu par la stratégie
oracle (5.15). La taille de l’échantillon est n Æ 500, la loi conditionnelle de Y sachant
X Æ x est distribuée selon la loi Pareto. L’axe des ordonnées est en échelle logarith-
mique. En bas : la situation correspondante au neuvième décile de l’erreur Dcv , au mi-
lieu : la situation correspondante à la médiane de l’erreur Dcv , en haut : la situation
correspondante au premier décile de l’erreur Dcv .
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FIGURE 5.4 – Comparaison du vrai quantile q (1/2nj.) (noir) avec les quantiles
qˆWn,2 (1/2nj.) (blue) et qˆWn,3 (1/2nj.) (rouge) obtenus en utilisant les critères (5.10) et (5.12)
(trait continu) puis la stratégie oracle (5.15) (trait interrompu). La taille de l’échantillon
est n Æ 500, la loi conditionnelle de Y sachant X Æ x est distribuée selon la loi Pareto.
L’axe des ordonnées est en échelle logarithmique. En bas : la situation correspondante
au neuvième décile de l’erreurD2,3, aumilieu : la situation correspondante à lamédiane
de l’erreur D2,3, en haut : la situation correspondante au premier décile de l’erreur D2,3.
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FIGURE 5.5 – Comparaison du vrai quantile q
¡
5log(n)/nj.¢ (noir) avec les quantiles
qˆn
¡
5log(n)/nj.¢ (rouge) obtenus par le critère de Yao (trait continu), la stratégie oracle
(5.14) (trait interrompu) et le quantile qˆWn,2
¡
5log(n)/nj.¢ (bleu) obtenu par la stratégie
oracle (5.15). La taille de l’échantillon est n Æ 1000, la loi conditionnelle de Y sachant
X Æ x est distribuée selon la loi Pareto. L’axe des ordonnées est en échelle logarith-
mique. En bas : la situation correspondante au neuvième décile de l’erreur Dcv , au mi-
lieu : la situation correspondante à la médiane de l’erreur Dcv , en haut : la situation
correspondante au premier décile de l’erreur Dcv .
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FIGURE 5.6 – Comparaison du vrai quantile q (1/2nj.) (noir) avec les quantiles
qˆWn,2 (1/2nj.) (blue) et qˆWn,3 (1/2nj.) (rouge) obtenus en utilisant les critères (5.10) et (5.12)
(trait continu) puis la stratégie oracle (5.15) (trait interrompu). La taille de l’échantillon
est n Æ 1000, la loi conditionnelle de Y sachant X Æ x est distribuée selon la loi Pareto.
L’axe des ordonnées est en échelle logarithmique. En bas : la situation correspondante
au neuvième décile de l’erreurD2,3, aumilieu : la situation correspondante à lamédiane
de l’erreur D2,3, en haut : la situation correspondante au premier décile de l’erreur D2,3.
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FIGURE 5.7 – Comparaison du vrai quantile q
¡
5log(n)/nj.¢ (noir) avec les quantiles
qˆn
¡
5log(n)/nj.¢ (rouge) obtenus par le critère de Yao (trait continu), la stratégie oracle
(5.14) (trait interrompu) et le quantile qˆWn,1
¡
5log(n)/nj.¢ (bleu) obtenu par la stratégie
oracle (5.15). La taille de l’échantillon est n Æ 500, la loi conditionnelle de Y sachant
X Æ x est distribuée selon la loi Fréchet. L’axe des ordonnées est en échelle logarith-
mique. En bas : la situation correspondante au neuvième décile de l’erreur Dcv , au mi-
lieu : la situation correspondante à la médiane de l’erreur Dcv , en haut : la situation
correspondante au premier décile de l’erreur Dcv .
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FIGURE 5.8 – Comparaison du vrai quantile q (1/2nj.) (noir) avec les quantiles
qˆWn,1 (1/2nj.) (blue) et qˆWn,3 (1/2nj.) (rouge) obtenus en utilisant les critères (5.10) et (5.12)
(trait continu) puis la stratégie oracle (5.15) (trait interrompu). La taille de l’échantillon
est n Æ 500, la loi conditionnelle de Y sachant X Æ x est distribuée selon la loi Fréchet.
L’axe des ordonnées est en échelle logarithmique. En bas : la situation correspondante
au neuvième décile de l’erreurD1,3, aumilieu : la situation correspondante à lamédiane
de l’erreur D1,3, en haut : la situation correspondante au premier décile de l’erreur D1,3.
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FIGURE 5.9 – Comparaison du vrai quantile q
¡
5log(n)/nj.¢ (noir) avec les quantiles
qˆn
¡
5log(n)/nj.¢ (rouge) obtenus par le critère de Yao (trait continu), la stratégie oracle
(5.14) (trait interrompu) et le quantile qˆWn,1
¡
5log(n)/nj.¢ (bleu) obtenu par la stratégie
oracle (5.15). La taille de l’échantillon est n Æ 1000, la loi conditionnelle de Y sachant
X Æ x est distribuée selon la loi Fréchet. L’axe des ordonnées est en échelle logarith-
mique. En bas : la situation correspondante au neuvième décile de l’erreur Dcv , au mi-
lieu : la situation correspondante à la médiane de l’erreur Dcv , en haut : la situation
correspondante au premier décile de l’erreur Dcv .
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FIGURE 5.10 – Comparaison du vrai quantile q (1/2nj.) (noir) avec les quantiles
qˆWn,1 (1/2nj.) (blue) et qˆWn,3 (1/2nj.) (rouge) obtenus en utilisant les critères (5.10) et (5.12)
(trait continu) puis la stratégie oracle (5.15) (trait interrompu). La taille de l’échantillon
est n Æ 1000, la loi conditionnelle de Y sachant X Æ x est distribuée selon la loi Fréchet.
L’axe des ordonnées est en échelle logarithmique. En bas : la situation correspondante
au neuvième décile de l’erreurD1,3, aumilieu : la situation correspondante à lamédiane
de l’erreur D1,3, en haut : la situation correspondante au premier décile de l’erreur D1,3.
112 Chapitre 5. Estimation de courbes de niveaux extrêmes en design aléatoire
0 5 10 15 20
0
.0
0
0
.0
5
0
.1
0
0
.1
5
0
.2
0
0
.2
5
0
.3
0
0 5 10 15
0
.0
0
0
.0
5
0
.1
0
0
.1
5
0
.2
0
0
.2
5
(a) : loi de Pareto avec n Æ 500 (b) : loi de Pareto avec n Æ 1000
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(c) : loi de Fréchet avec n Æ 500 (d) : loi de Fréchet avec n Æ 1000
FIGURE 5.11 – Comparaison des histogrammes des erreurs calculées sur N Æ 100 répli-
cations avec la stratégie oracle (D(r )oracle , transparent) et la stratégie de validation croisée
(D(r )cv , gris).
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5.5.2 Illustration sur données réelles
Comme illustration, on propose une application de notre méthodologie à la
télédétection hyperspectrale martienne. L’analyse des signatures spectrales permet
l’identification des propriétés physiques, chimiques ou minéralogiques des sols. L’une
des questions que se posent les experts est de savoir comment estimer les propriétés
physiques associées au sol martien (taille des grains de CO2, les proportions d’eau, de
poussière, de CO2, etc.) à partir des spectres recueillis par l’instrument OMEGA à bord
de la sonde européenneMars Express. Pour une présentation plus détaillée du contexte
physique de l’étude, on pourra se référer à Bernard-Michel et al. (2009a). On dispose de
n Æ 3184 couples de données notées {(Si ,Pi ), i Æ 1, . . . ,n} où Si 2 E est un spectre de
très grande dimension et Pi 2 [0,1] un paramètre physique désignant, dans notre cas, la
proportion de CO2 (gaz carbonique). Dans cette illustration, chaque spectre représente
pour chaque longueur d’onde l’intensité de la lumière solaire réfléchie sur un certain
nombre de matériaux de la planète Mars.
Compte tenude l’hypothèse faite sur la dimensionde la covariable, nous ne pouvons
pas utiliser ces données en l’état. Les techniques de réduction de dimension intro-
duites dans Bernard-Michel et al. (2009b) montrent qu’un prédicteur unidimensionnel
Xi ÆÇ b,Si È est suffisant pour prédire Pi , avec b 2 E et où Ç ., .È désigne un opérateur
de produit scalaire dans E . Les variables d’intérêts seront Yi Æ (1¡Pi )¡1¡ (1¡Pmin)¡1
où Pmin est choisi tel que Yi 2 [0,1[.
Nous nous sommes intéressés à l’estimation des quantiles extrêmes condition-
nels d’ordre ®n Æ ³ log(n)/n avec ³ 2 {5,10,20}. Le paramètre de lissage hcv ' 0.12 a
été choisi suivant le critère (5.10). Notons par {Z j , j Æ 1, . . . ,m(x)} les observations Yi
telles que Xi 2 [x ¡hcv ,x Åhcv ], i Æ 1, . . . ,n. Notre approche repose sur le fait que les
{Z j , j Æ 1, . . . ,m(x)} ont une fonction de survie de la forme (5.1). Cette hypothèse peut
être vérifiée sur les graphiques QQ-plots obtenus en représentant les droites de coor-
données µ
log
k
j
, log
Zm(x)¡ jÅ1,m(x)
Zm(x)¡k,m(x)
, j Æ 1, . . . ,k
¶
.
D’après la théorie, l’ajustement de la loi exponentielle, à une facteur d’échelle °(x)
près, aux k espacements
¡
log(Zm(x)¡ jÅ1,m(x))¡ log(Zm(x)¡kÅ1,m(x))
¢
est contrôlé graphi-
quement en traçant un QQ-plot. Le lecteur curieux pourra consulter (Embrechts et al.,
1997, paragraphe 6.2) pour des techniques exploratoires d’analyse de données pour les
valeurs extrêmes.
Les QQ-plots obtenus aux points x Æ 0.25, x Æ 0.50 et x Æ 0.67 avec k Æ 150 ont
été représentés à la Figure 5.13. L’aspect approximativement linéaire de ces QQ-plots
confirme l’adéquation de nos données à l’hypothèse selon laquelle la loi conditionnelle
de Y sachant X Æ x est à queue lourde. Les différentes pentes montrent une forte hété-
rogénéité de l’échantillon dans le comportement de la queue. La Figure 5.12 montre le
comportement des estimateurs à noyau de Hill aux points x Æ 0.25, x Æ 0.50 et x Æ 0.67
114 Chapitre 5. Estimation de courbes de niveaux extrêmes en design aléatoire
avec les suites de poids proposées à la partie 5.4. On peut remarquer que ces estima-
teurs de l’indice de queue sont sensibles au choix de ®n . Une similitude peut être faite
avec le cas non conditionnel (voir chapitres 1 et 2) où se pose le problème du choix
de la suite kn . À la Figure 5.14, nous avons superposé le nuage de points de l’échan-
tillon {(Xi ,Yi ), i Æ 1, . . . ,n} à nos estimateurs de courbe de niveaux extrêmes.
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FIGURE 5.12 – Estimateurs à noyau de Hill obtenus en trois points : x Æ 0.25 (rouge) ,
x Æ 0.50 (bleu) et x Æ 0.67 (vert). En abscisse on a ®n et en ordonnée on a °ˆHn (x).
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FIGURE 5.13 – QQ-plots obtenues en trois points : x Æ 0.25 (???), x Æ 0.50 (± ± ±) and
x Æ 0.67 (ÅÅÅ)
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FIGURE 5.14 – Nuage de points {(Xi ,Yi ), i Æ 1, . . . ,n} et trois estimateurs de courbe de
niveaux extrêmes d’ordre ³ log(n) (³Æ 5 (vert), ³Æ 10 (rouge) et ³Æ 20 (bleu))
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5.6 Démonstrations
Cette partie se subdivise en deux paragraphes. Le premier est dédié à aux preuves de
nos résultats préliminaires et le second à celles des lois limites que nous avons énoncées
dans ce chapitre. Avant de nous attaquer aux preuves proprement dites, commençons
par donner deux résultats standards sur l’estimation de la densité par la méthode du
noyau.
Lemme 5.6.1 (Collomb (1980), Propositions 2.1 et 2.2). Supposons les hypothèses
(L.3) et (K) satisfaites. Si nhpn !1, alors, pour tout x 2Rp ,
(i) E(gˆn(x)¡ g (x))ÆO(hn),
(ii) var (gˆn(x))Æ
g (x)kK k22
nhpn
(1Åo(1)).
5.6.1 Preuve des résultats préliminaires
Afin de simplifier les notations, dans tout ce qui suit, on pose yn, j Æ a j yn ,
®n, j Æ ¿ j®n et ¯n, j Æ ¿ j¯n .
Démonstration du Lemme 5.3.1. Comme F¯ (.jx) est une fonction à variations régu-
lières d’indice¡1/°(x), la propriéte (5.1) et les hypothèses (L.1) et (L.2) nous permettent
d’écrire¯¯¯¯
log
µ
F¯
¡
yn jx
¢
F¯
¡
yn jx 0
¢¶¯¯¯¯ · j log yn jµ¯¯¯¯ 1
°(x)
¡ 1
°(x 0)
¯¯¯¯
Å
¯¯¯¯
log`(yn jx)
log yn
¡ log`(yn jx
0)
log yn
¯¯¯¯¶
· (c°Å c`) log(yn)d(x,x 0),
puisque pour n assez grand, yn È 1. Ainsi,
sup
d(x,x 0)·hn
¯¯¯¯
log
µ
F¯
¡
yn jx
¢
F¯
¡
yn jx 0
¢¶¯¯¯¯ÆO(hn log yn)! 0 quand n!1.
Pour conclure, il suffit de remarquer que log(uÅ1)» u quand u! 0.
Démonstration du Lemme 5.3.2. Intéressons nous tout d’abord à la preuve du point
(i).
(i) En introduisant la fonction '(.,x)Æ logq(exp(.)jx), nous avons
¢n Æ logq
¡
¯n jx
¢¡ logq (®n jx)Å°(x) log(¯n/®n)
Æ '(log¯n ,x)¡'(log®n ,x)Å°(x) log(¯n/®n).
En vertu de (5.1) et sous l’hypothèse (F.1), la représentation de Karamata (5.5) nous as-
sure que '(.,x) est dérivable. Un développement limité à l’ordre un montre qu’il existe
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µn 2]¯n ,®n[ tel que
¢n Æ (°(x)Å'0(logµn ,x)) log(¯n/®n)
Æ
µ
°(x)Å F¯ (q(µn jx)jx)
F¯ 0(q(µn jx)jx)q(µn jx)
¶
log(¯n/®n)
Æ
0BBB@1Å 1°(x)`0(q(µn jx)jx)q(µn jx)
`(q(µn jx)jx)
¡1
1CCCA°(x) log(¯n/®n)
Æ
µ
1Å 1
°(x)"(q(µn jx)jx)¡1
¶
°(x) log(¯n/®n)
Æ ¡°2(x)"(q(µn jx)jx) log(¯n/®n)(1Åo(1)).
Puisque q(.jx) and j"(.jx)j sont asymptotiquement décroissantes, il s’en suit que
j"(q(µn jx)jx)j · j"(q(®n jx)jx)j et donc que j¢n j Æ O(log(®n/¯n)"(q(®n jx)jx)). Ce qui
conclut le point (i) du Lemme. Intéressons nous maintenant à la preuve du deuxième
point.
(ii)Dans la situation considérée, on a
0Ç liminf¯n/®n · limsup¯n/®n · 1,
et (i) entraine que j¢n j ÆO("(q(®n jx)jx))! 0 quand n!1. Par conséquent, d’après le
développement de Taylor de la fonction exponentielle, on a exp(¢n) Æ 1Å¢n(1Åo(1)).
Ce qui achève la preuve du point (ii) et donc du Lemme.
Démonstration du Lemme 5.3.3. On a
P(9i 2 {1, . . . ,n}, (Xi ,Yi ) 2Rn(x)) Æ 1¡P(8i 2 {1, . . . ,n}, (Xi ,Yi ) 62Rn(x))
Æ 1¡ (1¡P((X1,Y1) 2Rn(x))n , (5.17)
et compte tenu de l’hypothèse (L.3) et du Lemme 5.3.1,
P((X1,Y1) 2Rn(x))) Æ
Z
B(x,hn)
F¯
¡
q (®n ju)ju
¢
g (u)du
Æ F¯ ¡q (®n jx)jx¢g (x)(1ÅO(hn log yn))Z
B(x,hn)
du
Æ vphpn F¯
¡
q (®n jx)jx
¢
g (x)(1ÅO(hn log yn)),
où vp est le volume de la boule centrée en x 2 Rp et de rayon hn . Puisque,
P((X1,Y1) 2Rn(x)))! 0 quand n!1 alors, on peut réécrire (5.17) comme
P(9i 2 {1, . . . ,n}, (Xi ,Yi ) 2Rn(x)) Æ 1¡exp
¡¡vpg (x)nhpn F¯ ¡q (®n jx)jx¢ (1Åo(1))¢
Æ 1¡exp¡¡vpg (x)nhpn®n(1Åo(1))¢
qui converge vers 1 si et seulement si nhpn®n !1.
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5.6.2 Preuve des lois asymptotiques des estimateurs
Démonstration du Lemme 5.3.4. Cette preuve se subdivise en deux points.
(i) Puisque l’échantillon {(Xi ,Yi ), i Æ 1, . . . ,n} est identiquement distribué alors, sous
l’hypothèse (K) nous avons
E(Ãˆn(yn, j ,x)) Æ
Z
Rp
Kh(x¡ t )F¯ (yn, j jt )g (t )dt
Æ
Z
S
K (u)F¯ (yn, j jx¡hnu)g (x¡hnu)du.
Considérons maintenant
jE(Ãˆn(yn, j ,x))¡Ã(yn, j ,x)j · F¯ (yn, j jx)
Z
S
K (u)
¯¯¯¯
¯ F¯ (yn, j jx¡hnu)F¯ (yn, j jx) g (x¡hnu)¡ g (x)
¯¯¯¯
¯du
· F¯ (yn, j jx)
Z
S
K (u)jg (x¡hnu)¡ g (x)jdu (5.18)
Å F¯ (yn, j jx)
Z
S
K (u)
¯¯¯¯
¯ F¯ (yn, j jx¡hnu)F¯ (yn, j jx) ¡1
¯¯¯¯
¯g (x¡hnu)du. (5.19)
Sous l’hypothèse (L.3), puisque g (x)È 0, nous avons
(5.18)· F¯ (yn, j jx)cghn
Z
S
d(u,0)K (u)du ÆÃ(yn, j ,x)O(hn). (5.20)
En outre, le Lemme 5.3.1 implique que
sup
u2S
¯¯¯¯
¯ F¯ (yn, j jx¡hnu)F¯ (yn, j jx) ¡1
¯¯¯¯
¯ÆO(hn log yn, j )ÆO(hn log yn)
et par conséquent, compte tenu de (5.20), nous avons
(5.19) Æ F¯ (yn, j jx)O(hn log yn)
Z
S
K (u)g (x¡hnu)du
Æ F¯ (yn, j jx)g (x)O(hn log yn)(1Åo(1))
Æ Ã(yn, j ,x)O(hn log yn). (5.21)
En combinant (5.20) et (5.21), on conclut la première partie de la preuve.
(ii) Soient ¯ 6Æ 0 un vecteur de RJ et ¤n(x) Æ (nhpnÃ(yn ,x))¡1/2, considérons la variable
aléatoire
ªn Æ
JX
jÆ1
¯ j
µ
Ãˆn(yn, j ,x)¡E(Ãˆn(yn, j ,x))
¤n(x)Ã(yn, j ,x)
¶
Æ
nX
iÆ1
1
n¤n(x)
(
JX
jÆ1
¯ jKh(x¡Xi )1{Yi¸yn, j }
Ã(yn, j ,x)
¡E
Ã
JX
jÆ1
¯ jKh(x¡Xi )1{Yi¸yn, j }
Ã(yn, j ,x)
!)
de fÆ
nX
iÆ1
Zi ,n .
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Il apparait clairement que {Zi ,n , i Æ 1, . . . ,n} est un ensemble de variables aléatoires cen-
trées, indépendantes et identiquement distribuées de variance
var(Zi ,n)Æ 1
n2h2pn ¤
2
n(x)
var
Ã
JX
jÆ1
¯ jK
µ
x¡Xi
hn
¶
1{Yi¸yn, j }
Ã(yn, j ,x)
!
Æ 1
n2hpn¤
2
n(x)
¯tB¯,
où B est la matrice J £ J de variance-covariance dont les coefficients sont définis pour
( j , j 0) 2 {1, . . . , J }2 par
B j , j 0 Æ
A j , j 0
Ã(yn, j ,x)Ã(yn, j 0 ,x)
,
A j , j 0 Æ 1
hpn
cov
µ
K
µ
x¡X
hn
¶
1{Y ¸yn, j }, K
µ
x¡X
hn
¶
1{Y ¸yn, j 0 }
¶
Æ kK k22E
µ
1
hpn
Q
µ
x¡X
hn
¶
1{Y ¸yn, j_yn, j 0 }
¶
¡ hpnE(Kh(x¡X )1{Y ¸yn, j })E(Kh(x¡X )1{Y ¸yn, j 0 }),
avec Q(.)
de fÆ K 2(.)/kK k22 satisfaisant à l’hypothèse (K). Par conséquent, les trois espé-
rances mathématiques ci-dessus sont de même nature. Ainsi, en remarquant que, pour
n assez grand yn, j _ yn, j 0 Æ yn, j_ j 0 , le point (i) de la preuve implique que
A j , j 0 Æ kK k22Ã(yn, j_ j 0 ,x)(1ÅO(hn log yn))¡hpnÃ(yn, j ,x)Ã(yn, j 0 ,x)(1ÅO(hn log yn))
qui entraine que
B j , j 0 Æ
kK k22
Ã(yn, j^ j 0 ,x)
(1ÅO(hn log yn))¡hpn (1ÅO(hn log yn))Æ
kK k22
Ã(yn, j^ j 0 ,x)
(1Åo(1)),
puisque Ã(yn, j^ j 0 ,x)! 0 quand n !1. Grâce à la propriéte (5.1) sur les fonctions à
variations régulières, il est facile de voir que Ã(yn, j^ j 0 ,x) Æ a¡1/°(x)j^ j 0 Ã(yn ,x)(1Åo(1)). Il
en découle que
B j , j 0 Æ
kK k22C j , j 0(x)
Ã(yn ,x)
(1Åo(1))
et donc que var(Zi ,n)» kK k22¯tC (x)¯/n, pour tout i Æ 1, . . . ,n. À cette étape de la preuve,
on vient demontrer que la variance deªn converge vers kK k22¯tC (x)¯. En conséquence,
la condition de Lyapounov pour le Théorème central limite appliquée au tableau trian-
gulaire des sommes partielles de Zi ,n se résume à
nX
iÆ1
E
¯¯
Zi ,n
¯¯3 Æ nE ¯¯Z1,n ¯¯3! 0. (5.22)
Remarquons que la variable aléatoire Z1,n est bornée :
jZ1,n j ·
2kK k1PJjÆ1 j¯ j j
n¤n(x)h
p
nÃ(yn,J ,x)
Æ 2kK k1a1/°(x)J
JX
jÆ1
j¯ j j¤n(x)(1Åo(1))
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et ainsi,
nE
¯¯
Z1,n
¯¯3 · 2kK k1a1/°(x)J JX
jÆ1
j¯ j j¤n(x)nvar(Z1,n)(1Åo(1))
Æ 2kK k1kK k22a1/°(x)J
JX
jÆ1
j¯ j j¯tC (x)¯¤n(x)(1Åo(1))! 0
quand n!1. Ce qui prouve que ªn converge en loi vers une variable aléatoire Gaus-
sienne centrée de variance kK k22¯tC (x)¯ pour tout ¯ 6Æ 0 in Rp . Ceci achève la démons-
tration du Lemme.
Démonstration du Lemme 5.3.1. Gardant à l’esprit les notations du Lemme 5.3.4, tout
calcul fait, on a le développement suivant
¤¡1n (x)
JX
jÆ1
¯ j
Ã ˆ¯Fn ¡yn, j jx¢
F¯ (yn, j jx)
¡1
!
Æ ¢1,n Å¢2,n ¡¢3,n
gˆn(x)
, (5.23)
où
¢1,n Æ g (x)¤¡1n (x)
JX
jÆ1
¯ j
µ
Ãˆn(yn, j ,x)¡E(Ãˆn(yn, j ,x))
Ã(yn, j ,x)
¶
¢2,n Æ g (x)¤¡1n (x)
JX
jÆ1
¯ j
Ã
Eˆ(Ãn(yn, j ,x))¡Ã(yn, j ,x)
Ã(yn, j ,x)
!
¢3,n Æ
Ã
JX
jÆ1
¯ j
!
¤¡1n (x)
¡
gˆn(x)¡ g (x)
¢
.
Commençons par remarquer que les hypothèses nhdÅ2n log
2(yn)F¯ (yn jx) ! 0 et
nhpn F¯ (yn jx)!1 impliquent que hn log yn ! 0 quand n !1. Ainsi, d’après le point
(ii) du Lemme 5.3.4, le terme aléatoire ¢1,n peut se réécrire comme
¢1,n Æ g (x)kK k2
q
¯tC (x)¯»n , (5.24)
où »n converge vers une variable aléatoire Gaussienne standard. Le terme non aléatoire
¢2,n est contrôlé par le point (i) du Lemme 5.3.4 :
¢2,n ÆO(¤¡1n (x)hn log yn)ÆO
³
nhpÅ2n F¯ (yn jx) log2(yn)
´1/2 Æ o(1). (5.25)
Enfin, ¢3,n est un terme classique en estimation de densité par la méthode du noyau. Il
peut être borné par le Lemme 5.6.1 :
¢3,n ÆO(hn¤¡1n (x))ÅOP
¡
¤¡1n (x)(nh
p
n )
¡1/2¢ÆO ³nhpÅ2n F¯ (yn jx)´1/2ÅOP ¡F¯ (yn jx)¢1/2 Æ oP(1).
(5.26)
En combinant (5.23)–(5.26), il s’en suit que
gˆn(x)¤
¡1
n (x)
JX
jÆ1
¯ j
Ã ˆ¯Fn ¡yn, j jx¢
F¯
¡
yn, j jx
¢ ¡1!Æ g (x)kK k2q¯tC (x)¯»n ÅoP(1).
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Finalement, puisque d’après le Lemme 5.6.1 on a gˆn(x)
P! g (x), il en découle que
q
nhpn F¯ (yn jx)
JX
jÆ1
¯ j
Ã ˆ¯Fn ¡yn, j jx¢
F¯
¡
yn, j jx
¢ ¡1!Æ kK k2
s
¯tC (x)¯
g (x)
»n ÅoP(1)
et le Théorème est prouvé.
Démonstration du Théorème 5.3.2. Pour j Æ 1, . . . , J , on introduit
¾n, j (x) Æ q(®n, j jx)(nhpn®n)¡1/2
vn, j (x) Æ ®¡1n, j°(x)(nhpn®n)1/2
Wn, j (x) Æ vn, j (x)
³
ˆ¯Fn
¡
q
¡
®n, j jx
¢Å¾n, j (x)z j jx¢¡ F¯ ¡q ¡®n, j jx¢Å¾n, j (x)z j jx¢´
an, j (x) Æ vn, j (x)
¡
®n, j ¡ F¯
¡
q
¡
®n, j jx
¢Å¾n, j (x)z j jx¢¢
et z j 2R. On veut établir la loi asymptotique de la fonction J-variée définie par
©n(z1, . . . ,z J ) Æ P
Ã
J\
jÆ1
n
¾¡1n, j (x)
¡
qˆn
¡
®n, j jx
¢¡q ¡®n, j jx¢¢· z jo
!
Æ P
Ã
J\
jÆ1
n
ˆ¯Fn
¡
q
¡
®n, j jx
¢Å¾n, j (x)z j jx¢·®n, jo
!
Æ P
Ã
J\
jÆ1
©
Wn, j (x)· an, j (x)
ª!
.
Premièrement, focalisons nous sur le terme non aléatoire an, j (x). D’après la pro-
priété (5.1) et l’hypoths`e (F.2), la représentation de Karamata (5.5) montre que F¯ (.jx)
est dérivable. Ainsi, pour chaque j 2 {1, . . . , J } il existe µn, j 2]0,1[ tel que
F¯
¡
q
¡
®n, j jx
¢jx¢¡ F¯ ¡q ¡®n, j jx¢Å¾n, j (x)z j jx¢Æ¡¾n, j (x)z j F¯ 0 ¡qn, j jx¢ , (5.27)
où qn, j Æ q
¡
®n, j jx
¢Åµn, j¾n, j (x)z j . Il est clair que q ¡®n, j jx¢!1 et¾n, j (x)/q ¡®n, j jx¢!
0 quand n !1. Par conséquent, qn, j !1 et la représentation de Karamata (5.5) en-
trainent que
lim
n!1
qn, j F¯ 0
¡
qn, j jx
¢
F¯
¡
qn, j jx
¢ Æ¡1/°(x). (5.28)
De plus, puisque qn, j » q
¡
®n, j jx
¢
as n !1 et F¯ (.jx) est à variations régulières il s’en
suit que F¯
¡
qn, j jx
¢» F¯ ¡q ¡®n, j jx¢jx¢Æ®n, j . Compte tenu des résultats trouvés en (5.27)
et (5.28), il en découle que
an, j (x)Æ
vn, j (x)¾n, j (x)®n, j z j
°(x)q
¡
®n, j jx
¢ (1Åo(1))Æ z j (1Åo(1)). (5.29)
Intéressons nous maintenant à la variable aléatoire Wn, j (x). En définissant
a j Æ ¿¡°(x)j , yn, j Æ q
¡
®n, j jx
¢Å¾n, j (x)z j pour j Æ 1, . . . , J et yn Æ q (®n jx), nous
avons yn, j » q
¡
®n, j jx
¢» a j yn puisque q (.jx) est une fonction à variations régu-
lière d’indice ¡°(x). En utilisant le même raisonnement, il est facile de montrer que
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log yn » ¡°(x) log®n . Par conséquent, le Théorème 5.3.1 s’applique et le vecteur
aléatoire 8><>:
q
nhpn F¯ (yn jx)
vn, j (x)F¯ (yn, j jx)
Wn, j
9>=>;
{ jÆ1,...,J }
Æ (1Åo(1))
½
Wn, j
°(x)
¾
{ jÆ1,...,J }
converge vers une variable aléatoire Gaussienne centrée de matrice de variance-
covariance
kK k22
g (x) C (x). En se référant au résultat (5.29), nous obtenons que ©n(z1, . . . ,z J )
converge vers la fonction de répartition d’une Gaussienne centrée de matrice de
variance-covariance
kK k22°2(x)
g (x) C (x) évaluée en (z1, . . . ,z J ), qui est le résultat désiré.
Démonstration du Théorème 5.3.3. La preuve de ce résultat repose sur la décomposi-
tion suivanteq
nhpn¯n
log(¯n/®n)
¡
log(qˆWn (®n jx))¡ log(q (®n jx))
¢Æ
q
nhpn¯n
log(¯n/®n)
¡
Qn,1ÅQn,2ÅQn,3
¢
avec
Qn,1 Æ
q
nhpn¯n
¡
°ˆn ¡°(x)
¢
,
Qn,2 Æ
q
nhpn¯n
log(¯n/®n)
log
¡
qˆn
¡
¯n jx
¢
/q
¡
¯n jx
¢¢
,
Qn,3 Æ
q
nhpn¯n
log(¯n/®n)
¡
logq
¡
¯n jx
¢¡ logq (®n jx)Å°(x) log(¯n/®n)¢ .
Traitons séparément les trois termes. Primo, d’après l’hypothèse du Théorème,
Qn,1
L!N (0,v2(x)). Secundo, le Théorème 5.3.2 implique que qˆn
¡
¯n jx
¢
/q
¡
¯n jx
¢ P! 1
quand n!1 et on a
Qn,2 Æ
q
nhpn¯n
log(¯n/®n)
µ
qˆn
¡
¯n jx
¢
q
¡
¯n jx
¢ ¡1¶ (1Åo(1))Æ OP(1)
log(¯n/®n)
.
Conséquemment, Qn,2
P! 0 quand n !1. Tertio, d’après le point (i) du Lemme 5.3.2,
on a Qn,3 Æ O
µq
nhpn¯n"(q
¡
¯n jx
¢jx)¶ qui converge vers zéro puisque par hypothèse
"(q
¡
¯n jx
¢jx)/¾n de fÆ qnhpn¯n"(q ¡¯n jx¢jx)! 0. Ce qui achève la preuve.
Démonstration du Corollaire 5.4.1. En posant ¿1 Æ 4, ¿2 Æ 2, et ¿3 Æ 1, le Théo-
rème 5.3.2 montre que, pour j 2 {1,2,3},
qˆn(¯n, j jx)
q(¯n, j jx)
Æ 1Å¾n»n, j (5.30)
où (»n,1,»n,2,»n,3)t converge vers un vecteur aléatoire Gaussien centré de matrice de
variance-covariance
jK k22°2(x)/g (x)
2641/4 1/4 1/41/4 1/2 1/2
1/4 1/2 1
375 .
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D’après la Définition 5.4.1, on a
(log2)°ˆPn Æ log
¡
qˆn
¡
¯n,3jx
¢¡ qˆn ¡¯n,2jx¢¢¡ log¡qˆn ¡¯n,2jx¢¡ qˆn ¡¯n,1jx¢¢ .
En remplaçant (5.30) dans °ˆPn , on obtient
(log2)°ˆPn Æ log
¡
(1Å¾n»n,3)q
¡
¯n,3jx
¢¡ (1Å¾n»n,2)q ¡¯n,2jx¢¢
¡ log¡(1Å¾n»n,2)q ¡¯n,2jx¢¡ (1Å¾n»n,1)q ¡¯n,1jx¢¢
Æ log
µ
q(¯n,3jx)
q(¯n,2jx)
(1Å¾n»n,3)¡1¡¾n»n,2
¶
¡ log
µ
1Å¾n»n,2¡
q(¯n,1jx)
q(¯n,2jx)
(1Å¾n»n,1)
¶
,
qui se réécrit, compte tenu du Lemme 5.3.2, comme
(log2)°ˆPn Æ log
¡
2°(x)(1ÅO("(q(¯n,2jx)jx)))(1Å¾n»n,3)¡1¡¾n»n,2
¢
¡ log¡1Å¾n»n,2¡2¡°(x)(1ÅO("(q(¯n,2jx)jx)))(1Å¾n»n,1)¢ .
Puisque par hypothèse "(q(¯n,2jx)jx))/¾n ! 0 alors,
(log2)°ˆPn Æ log
¡
2°(x)¡1Å¾n(2°(x)»n,3¡»n,2ÅoP(1))
¢
¡ log¡1¡2¡°(x)Å¾n(»n,2¡2¡°(x)»n,1ÅoP(1))¢ .
Tout calcul fait, il s’en suit alors que
¾¡1n (log2)(°ˆ
P
n ¡°(x)) Æ ¾¡1n log
³
1Å ¾n
2°(x)¡1(2
°(x)»n,3¡»n,2ÅoP(1))
´
¡ ¾¡1n log
³
1Å ¾n
1¡2¡°(x) (»n,2¡2
¡°(x)»n,1ÅoP(1))
´
Æ »n,1¡ (1Å2
°(x))»n,2Å2°(x)»n,3
2°(x)¡1 ÅoP(1),
converge vers une variable aléatoire Gaussienne centrée de variance
kK k22°2(x)(22°(x)Å1Å1)
4(2°(x)¡1)2g (x) .
Ce qui conclut la preuve.
Démonstration du Corollaire 5.4.2. Soit c J Æ PJjÆ1 log(¿1/¿ j ), la décomposition sui-
vante
¾¡1n (°ˆ
H
n (x)¡°(x)) Æ c¡1J
JX
jÆ1
¾¡1n
"
log
Ã
qˆn
¡
¯n, j jx
¢
q
¡
¯n, j jx
¢ !¡ logµ qˆn ¡¯n,1jx¢
q
¡
¯n,1jx
¢ ¶#
Å c¡1J
JX
jÆ1
¾¡1n log
Ã
¿
°(x)
j
q
¡
¯n, j jx
¢
q
¡
¯n,1jx
¢!
de fÆ Tn,1ÅTn,2,
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montre que la loi de l’estimateur °ˆHn (x) dépend du comportement du premier terme.
D’après le Théorème 5.3.2, qˆn
¡
¯n, j jx
¢
/q
¡
¯n, j jx
¢ P! 1 quand n !1 uniformément en
j Æ 1, . . . , J . Ainsi,(
¾¡1n log
Ã
qˆn
¡
¯n, j jx
¢
q
¡
¯n, j jx
¢ !)
{ jÆ1,...,J }
Æ (1ÅoP(1))
(
¾¡1n
Ã
qˆn
¡
¯n, j jx
¢
q
¡
¯n, j jx
¢ !)
{ jÆ1,...,J }
converge en loi vers un vecteur aléatoire Gaussien centrée de matrice de variance-
covariance kK k22°2(x)§/g (x). En conséquence, Tn,1 converge vers une variable aléatoire
Gaussienne centrée de variance ¯t§¯kK k22°2(x)/(g (x)c2J ) avec ¯ Æ (1¡ J ,1, . . . ,1)t 2 RJ .
Tout calcul fait, on trouve que ¯t§¯ Æ VJc2J . Le point (ii) du Lemme 5.3.2 montre que
Tn,2 Æ ¾¡1n O("(q(¯n,1jx)jx)). Pour conclure, il suffit de remarquer que d’après l’hypo-
thèse du Corollaire on a "(q(¯n,1jx)jx)/¾n ! 0 quand n!1.
Conclusions et perspectives
L ’objectif principal de ce mémoire était de proposer de nouveaux estimateurs dequantiles extrêmes dans le cadre conditionnel c’est-à-dire dans la situation où la
variable d’intérêt Y est mesurée simultanément avec une covariable X . Néanmois, le
cas sans covariable a été considéré dans la première partie de la thèse.
Dans le cadre non conditionnel, nous nous sommes interessés à l’étude des valeurs
extrêmes d’un échantillon de variables aléatoires réelles indépendantes et identique-
ment distribuées de fonction de répartition F 2 D(Fr e´chet ). Nous avons proposé
et étudié un estimateur des quantiles extrêmes ainsi que de l’indice de queue. Les
estimateurs ainsi proposés ont été adaptés au cadre conditionnel.
Par analogie, dans le cadre conditionnel, nous nous sommes focalisés sur l’étude
des valeurs extrêmes d’un échantillon d’observations indépendantes dont la loi condi-
tionnelle, de Y en un point x de la covariable X , appartient au D(Fr e´chet ). La variable
d’intérêt Y a toujours été supposée aléatoire et réelle. Concernant la nature des cova-
riables, nous avons considéré deux situations : aléatoire et détermniste.
Lorsque la covariable est déterministe, nous avons proposé trois estimateurs des
quantiles extrêmes conditionnels et lorsqu’elle est aléatoire, nous avons introduit un
estimateur de petites probabilités conditionnelles, deux estimateurs des quantiles
extrêmes conditionnels et deux estimateurs de l’indice de queue conditionnel. Nous
avons établi la convergence asymptotique de tous ces estimateurs.
Les estimateurs proposés dans le cadre conditionnel dépendent de deux para-
mètres : la proportion ¯n Æ kn/n des plus grandes observations et le nombre hn
correspondant au paramètre de lissage. Quand X est déterministe (resp. aléatoire), hn
désigne la taille de la fenêtre mobile (resp. le paramètre de lissage associé à la fonction
noyau). On a proposé des méthodes automatiques de sélection desdits paramètres.
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Les simulations numériques que nous avons effectuées se sont avérées très encou-
rageantes puisque les résultats obtenus avec les méthodes de sélection proposées se
comportent parfois aussi bien que laméthode de référence appelée oracle quiminimise
l’erreur avec le vrai quantile. La méthode oracle tend à confirmer que nos méthodes
d’estimation sont satisfaisantes.
À court terme, compte tenu de ces satisfactions, on pourrait commencer par établir
la normalité asymptotique de nos estimateurs dans le cas des données®-mélangeantes.
Il serait intéressant d’étendre l’étude asymptotique de l’estimateur à noyau de la fonc-
tion de survie conditionnelle dans un contexte plus général, i.e au D(Weibull ) et/ou
D(Gumbel ).
Il serait aussi intéressant de proposer une version lisse (à noyau) de nos estimateurs
pour le design fixe. Par ailleurs, puisque les estimateurs à noyau du chapitre 5 sont
discontinus par rapport à l’ordre du quantile, on pourrait envisager d’effectuer un
lissage par rapport à la variable d’intérêt afin d’obtenir des estimateurs de quantiles
extrêmes conditionnels réguliers par rapport à ®n . Autrement dit, il serait bien de
montrer qu’il est possible d’estimer des courbes de niveaux extrêmes au moyen d’un
estimateur à double noyau de la fonction de survie conditionnelle.
Les estimateurs à noyau de l’indice de queue conditionnel que nous avons proposés
sont basés sur une conséquence du résultat de normalité asymptotique de l’estimateur
du quantile de régression lorsque l’ordre du quantile ne converge pas trop vite vers un.
Pour débuter, on se propose de vérifier si l’on peut appliquer ce résultat de normalité
asymptotique pour adapter d’autres estimateurs existants de l’indice de queue au
cadre conditionnel. De plus, on envisage d’étudier de nouveaux estimateurs à noyau de
l’indice de queue conditionnel.
Contrairement aux estimateurs du chapitre 4, ceux du chapitre 5 ne s’adressent pas
aux covariables de dimension infinie. Lorsque la covariable est aléatoire et fonction-
nelle, Ferraty et al. (2005) ont proposé un estimateur de quantile conditionnel (continu
par rapport à ®n Æ® 2]0,1[ fixé) pour des données non nécessairement indépendantes.
Ainsi, on pourrait envisager d’étendre leur approche d’estimation à l’étude des quan-
tiles extrêmes, i.e ®n ! 0 et proposer de nouveaux estimateurs à noyau de l’indice de
queue et des quantiles extrêmes conditionnels dans le cadre fonctionnel.
Au cours de cette thèse, nous avons uniquement établi la convergence ponctuelle
de nos estimateurs. À moyen terme, il nous parait important d’envisager d’étendre
nos résutats de normalité asymptotique à des résultats de convergence de processus
indexés par la covariable ou l’ordre des quantiles.
Afin d’améliorer la fiabilité des estimateurs, on pourrait proposer des nouveaux
modèles pour pallier les problèmes de corrélation spatio-temporelle assez récurrente
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en hydrologie.
Enfin, on envisage d’affiner nos critères de sélection en adaptant l’heuristique de
la pente ou les techniques utilisées en sélection de modèles. Ainsi, à long terme, on
compte proposer un meilleur algorithme de sélection automatique du paramètre ¯n
(ou kn dans le cas non conditionnel).

A
Loi limite d’une combinaison linéaire
d’espacements entre les logarithmes des
plus grandes statistiques d’ordre.
L ’étude théorique des estimateurs du Théorème 2 repose en partie sur la représen-tation exponentielle des espacements entre les logarithmes des plus grandes sta-
tistiques d’ordre des kn plus grandes observations d’un échantillon {Xi , i Æ 1, . . . ,n} de
variables aléatoires réelles indépendantes et identiquement distribuées de fonction de
répartition F . Lorsque F 2D(Fr e´chet ), Feuerverger et Hall (1999) ont proposé d’appro-
cher ces espacements pour 1· j · kn ·n¡1 par :
¢ j Æ j
¡
logXn¡ jÅ1,n ¡ logXn¡ j
¢» µ°Å"(n/kn)µ j
kn Å1
¶¶
E j , (A.1)
où (E1, . . . ,Ekn ) est un vecteur de variables aléatoires indépendantes et identiquement
distribuées de loi exponentielle standard. De cette représentation, on peut déduire l’es-
timateur de Hill (1975). Partant de (A.1), Beirlant et al. (2002) proposent d’estimer l’in-
dice de queue par
°ˆkn Æ
1
kn
knX
jÆ1
K
µ
j
kn Å1
¶
¢ j ,
où K est une fonction de poids pouvant se réécrire comme K (t )Æ 1t
R t
0 u(v)dv , avec 0Ç
t Ç 1 et u une fonction définie sur ]0,1[. Les auteurs établissent le résultat de normalité
asymptotique suivant :
Théorème A.0.1 (Beirlant et al. (2002), Théorème 3.1). Supposons l’hypothèse (C.1) vé-
rifiée (cf. paragraphe 1.5.1). Soit u une fonction définie sur ]0,1[ et satisfaisant¯¯¯¯
kn
Z j/kn
( j¡1)/kn
u(t )dt
¯¯¯¯
· f
µ
j
kn Å1
¶
,
où f est une fonction positive définie sur ]0,1[ telle queZ 1
0
¡
log(1/u)_1¢ f (u)du Ç1,
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Annexe A. Loi limite d’une combinaison linéaire d’espacements entre les
logarithmes des plus grandes statistiques d’ordre.
et s’il existe ±È 0 tel que Z 1
0
jK j2Å± (u)du Ç1.
Si kn !1, n/kn ! 0 et kn"(n/kn)!¸ 2R quand n!1, alors
k1/2n
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¶
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³
0,°2
R 1
0 K
2(u)du
´
.
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Résumé : L’objectif de ce travail est de proposer de nouveaux estimateurs de quantiles
extrêmes dans le cadre conditionnel c’est-à-dire dans la situation où la variable d’in-
térêt Y , supposée aléatoire et réelle, est mesurée simultanément avec une covariable
X . Pour ce faire, nous nous intéressons à l’étude des valeurs extrêmes d’un échantillon
d’observations indépendantes dont la loi conditionnelle de Y en un point x de la cova-
riable X est à « queue lourde ». Selon la nature de la covariable, nous considérons deux
situations. Primo, lorsque la covariable est déterministe et de dimension finie ou infi-
nie (i.e covariable fonctionnelle), nous proposons d’estimer les quantiles extrêmes par
la méthode dite de la « fenêtre mobile ». La loi limite des estimateurs ainsi construits est
ensuite donnée en fonction de la vitesse de convergence de l’ordre du quantile vers un.
Secundo, lorsque la covariable est aléatoire et de dimension finie, nous montrons que
sous certaines conditions, il est possible d’estimer les quantiles extrêmes conditionnels
au moyen d’un estimateur à « noyau » de la fonction de survie conditionnelle. Ce résul-
tat nous permet d’introduire deux versions lisses de l’estimateur de l’indice de queue
conditionnel indispensable lorsque l’on veut extrapoler. Nous établissons la loi asymp-
totique de ces estimateurs. Par ailleurs, nous considérons le cas sans covariable (non
conditionnel) lorsque la fonction de répartition est à « queue lourde ». Nous proposons
et étudions un nouvel estimateur des quantiles extrêmes. Afin d’apprécier le comporte-
ment de nos nouveaux outils statistiques, des résultats sur simulation ainsi que sur des
données réelles sont présentés.
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Abstract : The main goal of this thesis is to propose new estimators of extreme quan-
tiles in the conditional case, that is to say in the situation where the variable of interest
Y , supposed to be random and real, is recorded simultaneously with some covariate in-
formation X . To this aim, we focus on the case where the conditional distribution of Y
given X Æ x is “heavy-tailed”. Two situations are considered. First, when the covariate is
deterministic and finite-dimensional or infinite-dimensional (i.e functional covariate),
we propose to estimate the extreme quantiles by the “moving window approach“. The
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is random and finite-dimensional, we show that under some conditions, it is possible
to estimate these extreme quantiles using a kernel estimator of the conditional survival
function. As a consequence, this result allows us to introduce two smooth versions of
the conditional tail index estimator necessary to extrapolate. Asymptotic distributions
of these estimators are established. Furthermore, we also considered the case without
covariate. When the underlying, the cumulative distribution function is “heavy-tailed”.
A new unconditional extreme quantile estimator is introduced and studied. To assess
the behavior of all our new statistical tools, numerical experiments on simulated data
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