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Planning Non-Entangling Paths for Tethered
Underwater Robots Using Simulated Annealing
Seth McCammon and Geoffrey A. Hollinger
Abstract—In this paper we present a simulated annealing-
based method for planning efficient paths with a tether which
avoid entanglement in an obstacle-filled environment. By eval-
uating total path cost as a function of both path length and
entanglements, a robot can plan a path through multiple points
of interest while avoiding becoming entangled in any obstacle.
In simulated trials, the robot was able to successfully plan
non-entangling paths in an obstacle-filled environment. These
results were then validated in pool trials on a SeaBotix vLVB300
underwater vehicle.
I. INTRODUCTION
Offshore energy generation from the motion of the ocean’s
waves requires the use of fixed emplacements known as
Wave Energy Converters (WECs). These devices, which are
constantly perturbed by waves, require routine inspections and
maintenance to prevent buildup of marine life on the WEC,
in addition to mechanical wear and tear. Currently, this is
provided either by human divers or by Remotely Operated Ve-
hicles (ROVs), which are teleoperated by a human controller.
Control of ROVs is difficult, and automating portions of it,
such as navigation to an inspection site, would significantly
ease the control burden on the operator.
Underwater inspection involves navigating a ROV or an
Autonomous Underwater Vehicle (AUV) on a path which
passes through a series of goal points, and returning to the
start. At each point of interest along the path, the robot may
need to stop to make an observation, or take a sample. A tether
connecting the robot to a continuous power supply can extend
the mission duration of an AUV indefinitely. The tether also
provides a reliable communications link with a base station,
and a safety mechanism, preventing the robot from being lost
at sea. However, a tether is not without drawbacks. Tethers
limit the operational range of the robot, requiring them to stay
within some distance of the base station. This range is further
limited by the presence of obstacles, as the tether can become
wrapped around them. In severe cases of entanglement, where
the robot is unable to disentangle itself from the obstacle, it can
even prevent the robot’s recovery. To address this, we propose
a simulated annealing based algorithm which is capable of
planning non-entangling paths.
In Section II we discuss related works in the area of tethered
robotics, as well as the concept of a homotopy class, a method
for describing a curve. Section III describes our algorithm
for planning non-entangling paths. In Section IV we discuss
the results from testing our algorithm, both in a simulated
environment, and in a series of pool tests.
Fig. 1: An example of a trajectory modification which avoids tether entan-
glement. By modifying the path subsection between g2 and g3 (shown with
a solid line) to the dotted line, the overall path length may be increased,
however, the entanglement with O3 is eliminated, as O3 is no longer inside
the bound of the trajectory.
II. BACKGROUND
For autonomous underwater inspection tasks, close prox-
imity to obstacles has led previous research, such as that by
Kim and Eustice [3], to focus on untethered AUVs to avoid
the entanglement risk posed by a tethered vehicle. Existing
research in the domain of tethered robots by Kim et al. [4]
has focused on planning paths where the length of the tether is
the primary constraint, restricting the paths the robot is able
to take to its goal. We consider the additional constraint of
avoiding entanglement as the robot plans through multiple
goal points, by avoiding paths which encircle obstacles. While
it is possible for the robot to reverse its path to avoid any
entanglement, as was done by Shnaps and Rimon [7] to obtain
maximum coverage by a tethered robot, such a behavior can
greatly extend the mission duration, reducing the overall area
which can be inspected in a reasonable amount of time.
A. Homotopy Classes
A homotopy class describes a set of curves between two
points. Two curves share the same homotopy class, (i.e. are
homotopic) if they share the same end points and one can
be continuously deformed into another without encountering
any obstacles. For example, in Figure 1, the dotted and solid
curves between g2 and g3 do not share the same homotopy
class although they do share the same endpoints, since the
continuous deformation between them passes through O3.
In order to characterize homotopy classes, Bhattacharya
et al. [2] developed a descriptor, called an H-signature, which
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Fig. 2: Demonstration of H-Signature Calculation. 1) Representative Points
and their rays are constructed within obstacles O1, O2, and O3. 2) Path
between g1 and g2 is traced and intersections with rays from (1) are recorded.
“O2, O−12 , O2, O1, O3” 3) H-Signature reduced to “O2, O1, O3”
uniquely describes a homotopy class given a start and end
point. The H-signature is computed by selecting representative
points inside each obstacle, then drawing a parallel ray from
each point. To determine the H-signature of a curve, the curve
is traced, beginning at its start point. Each time the trace
intersects one of the rays, a symbol corresponding to the ray
and direction of intersection is added to the H-signature. This
process is demonstrated in Figure 2. A positive crossing of the
ray emanating from the nth obstacle is considered to be from
left to right, and is denoted as “On”. The inverse crossing,
from right to left is denoted as “O−1n ”. The H-signature is
then reduced by removing adjacent elements with opposite
signs along the same ray. This process is repeated until no
more elements can be removed. The resulting H-signature is
a homotopy invariant which uniquely identifies the homotopy
class of a curve.
III. ALGORITHM
A. Problem Formulation
Our proposed algorithm attempts to find the shortest non-
entangling path for a tethered AUV, given a map of the world
which contains obstacles O = {o1, o2, ..., on}. Each obstacle
oi is defined as a vertical projection from a circle on R2 to
R3.
The map also contains m goals G = {g1, g2, ...gm} where
gi ∈ R3. The initial deployment point of the robot is also its
first goal g1. A trajectory T is a complete circuit of these goal
points, ultimately returning to the initial deployment point. T
consists of two parts. The first is an ordering of goal points G
such that the final goal is the same as the initial deployment
point, Torder = {g1, g2, ...gm, g1}. The second component of
T is the set of homotopy classes of its sub-paths h1, h2, ...hm.
The total length of the path, LT is the sum of all the lengths
of the sub-paths, and the total entanglement ET is the number
of obstacles entangled in the tether.
Briefly, we also need to consider the nature of an entan-
glement. Since the completed trajectory is a loop starting and
ending at g1, obstacles may be divided into an interior and
exterior set. Any obstacles in the interior set are considered
to be entangled in the tether, while obstacles in the exterior
set are non-entangled. There exists a simple test for whether a
given trajectory T is entangled in any obstacles. We compute
the H-Signature of the entire trajectory T by combining the
H-Signature of each of its sub-paths, and then reducing the
combined H-Signature as described in Section II-A.
We seek to plan a trajectory T which satisfies the following:
T ∗ = argmin
T
{LT |H-Signature(T ) = ∅}. (1)
We assume that the length of the tether is large compared
to the size of the environment, and so it imposes no constraint
on the configuration space of the AUV. The problem can
be seen as an extension of the Traveling Salesman Problem
(TSP), with the additional constraint that the path be non-
entangling. We propose a simulated annealing based method
which approximates the optimal solution.
B. Simulated Annealing
Simulated annealing is a stochastic optimization algorithm,
which performs search in multidimensional space and is robust
to entrapment in local optima [5]. Initialized with some
random state, x, at each iteration of the algorithm, a successor
state x′ is generated. As a successor state, x′ is created by
mutating x through some function. This successor state is
compared to the previous state with some evaluation function.
If the mutated state has the higher score, it becomes the new
state. If it has a lower score, it becomes the new state with
the probability shown in Equation 2:
p = e−(s−s
′)/θ, (2)
where s and s′ are the scores of the state and mutated state, θ
is the temperature, which decreases over time, making it less
likely that an inferior state becomes the successor state.
We initialize the trajectory with a random ordering of the
goal points. The path between each consecutive pair of goal
points (gi, gi+1) is planned using A*. During the mutation step
of the simulated annealing process the first and last points in
this trajectory remain fixed, building on the assumption that the
robot is tethered to some fixed base station. At each iteration
of the optimization process, a trajectory can undergo one of the
two types of mutations chosen at random. The first of these,
goal-swapping, swaps the order of two goals on the trajectory.
T ′ = {g1, ..., gi−1, gj, gi+1, ..., gj−1, gi, gj+1, ..., g1}.
This mutation can either raise or lower the overall trajectory
length and entanglement of the path. To ensure that the
resultant path is entanglement-free, we use a second method of
mutation, path-inversion. During path-inversion, a subsection
of the trajectory between a pair of adjacent goal points is
inverted around an obstacle without altering the order of
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(a) Path length at each iteration while running simulated an-
nealing
(b) Number of entanglements at each iteration while running
simulated annealing
Fig. 3: Average Path Length and Entanglement for a sample path. The configuration of obstacles and goals is the same as shown in Figure 5. Averages are
taken over 20 trials. As the number of optimization iterations increase, the number of entanglements rapidly decreases, while the overall path length remains
roughly constant. Initial marginal increases in path length are a result of taking longer paths to eliminate entanglements.
the goal points. The subsection of the path is re-planned
through an additional sub-goal placed on the opposite side
of an obstacle. This inversion alters the homotopy class of the
subsection. The result of a path-inversion mutation is shown
in Figure 1.
Each trajectory is evaluated by a cost function shown
in Equation 3, which evaluates each trajectory on both its
entanglement and its overall length:
C(T ) = k(ET + 1) ∗ LT . (3)
ET is the number of obstacles which are entangled by the
trajectory T , Lt is the total length of the planned trajectory,
and k is a constant factor. In testing, we found that using a
large value for k caused the algorithm to eliminate entangle-
ments more quickly.
IV. EXPERIMENTAL TESTING
A. Simulation
Our algorithm was tested in simulation in both randomly
generated environments and environments representative of
likely deployment locations. The representative environments
were modeled on optimal Wave-Energy-Converter layouts
developed by Beels et al. [1]. The randomly generated worlds
had between 5 and 10 obstacles and between 5 and 10 goals
distributed uniformly in the world. In a series of simulated
trials, our entanglement-aware planner was compared against
a Greedy-TSP planner and a Greedy Backtracking planner.
The Greedy-TSP planner selects the closest goal which it has
not travelled to at each step. The Greedy Backtracking planner
also travels to the closest goal, but then retraces its path back
to the start position, ensuring no entanglements. Our method
found paths which were on average longer than the greedy
planner. However, these paths eliminated all entanglements,
Fig. 4: Comparison of simulated annealing approach with Greedy-TSP and
Greedy-Backtracking baseline.
while the greedy solver, having no explicit representation of
the obstacles, typically had a large number of entanglements.
B. Pool Trials
The tether behavior was not explicitly modelled in the
simulator. Instead, we relied on the assumption that the tether
was flexible, and would follow the path of the vehicle. The
only way that an entanglement could occur, then, is when
the robot’s path completely encloses one or more of the
obstacles. In order to test this, we implemented the planners on
a SeaBotix vLBV300 underwater vehicle [6] equipped with the
Greensea INSpect GS3 Inertial Navigation System, a Teledyne
Explored DVL, and a Tritech Gemini multibeam sonar. The
SeaBotix vehicle can be controlled via a series of waypoints
provided through a Robotic Operating System (ROS) interface
with a command station.
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(a) Non-Entangling Path (b) Greedy Path
Fig. 5: An example obstacle and goal layout for a tethered vehicle. The white circles represent goal locations (all of which lie on the water’s surface). The
red buoys act as obstacles and indicators of entanglement. The black line shows the planned path for the AUV, and the direction of travel along that path.
Fig. 6: Seabotix vLBV300 Underwater Vehicle
We conducted a series of field trials in two different buoy
configurations, a sample of which is shown in Figure 5. The
robot was tasked with planning a route which passes through
each of the white goal points. Figure 5a shows a route planned
by the vehicle using our non-entangling method. The path
shown in 5b shows a path through the goals planned by the
greedy planner. In these trials, we observed that the tether
became entangled when the robot completed an encirclement
of an obstacle, but when performing our non-entangling path,
the obstacles did not become entangled.
V. CONCLUSION AND FUTURE WORK
In this paper we demonstrated a method allowing a tethered
AUV to plan and execute paths which avoid tether entangle-
ment in an obstacle-filled environment. In simulated trials, we
found that our method plans longer paths than a greedy TSP
solution. However, these paths eliminated all entanglements.
Furthermore, these paths were consistently shorter than the
naive non-entangling paths. Our method was then tested on
the SeaBotix vLBV 300 in a pool, where it was successfully
able to navigate the obstacle field. A sample path the vehicle
executed is shown in Figure 5.
This work is still ongoing, as we plan to extend our algo-
rithm to three dimensional environments, and use a sampling-
based planner to improve the algorithm’s performance, partic-
ularly in larger environments. Further future directions for this
work is to incorporate the affects of disturbances to the tether,
such as offshore currents or waves, and to test in environments
where the length of the tether does impose a constraint on the
motion of the AUV.
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Abstract—Function approximation methods, such as neural
networks, radial basis functions, and support vector machines,
have been used in reinforcement learning to deal with large state
spaces. However, they can become unstable with changes in the
samples state distributions and require many samples for good
estimations of value functions. Recently, Bayesian approaches to
reinforcement learning have shown advantages in the exploration-
exploitation tradeoff and in lower sampling costs. This paper
proposes a novel reinforcement learning framework that uses the
relevance vector machines (RVM) as a function approximator,
which incrementally accumulates knowledge from experiences
based on the sparseness of the RVM model. This gradual knowl-
edge construction process increases the stability and robustness
of reinforcement learning by preventing possible forgetting. In
addition, RVM’s low sampling costs improve the learning speed.
The approach is examined in the popular benchmark problems
of pole-balancing and mountain car.
I. INTRODUCTION
To solve a reinforcement learning (RL) problem, an agent
must develop a good estimate of the sum of future rein-
forcements, called the value of the current state and action.
A common problem in RL in continuous actions and states
is that there is an infinite number of state and action pairs.
Successful RL often requires fine discretization, but this can
result in the need for a prohibitive amount of experience [27];
high-dimensional discrete representations result in a curse of
dimensionality. To overcome the limited amount of experience
available in practical RL tasks, an agent must be able to
generalize based on limited experience. To do so, the value
function or action-value (Q) function must be approximated
using parameterized, continuous representations.
A variety of function approximation methods have been
studied in RL. Cellular approximations such as CMAC tile-
coding [1] and radial basis function [31, 3] have been applied
to various RL problems. Most popularly, neural networks have
been selected as function approximators for backgammon [32],
robot shaping [8], agent survival game [17], robot walking
[5], robot soccer [29], and octopus arm control [10, 16].
Recently, Mnih, et al., [19, 20] successfully applied con-
volution neural networks to Atari games and overcame the
challenges of applying deep networks to RL problems—small
numbers of samples with delayed or noisy reinforcements,
dependent data samples from sequences of state transitions,
and different sample distributions for diverse, new behaviors.
Anderson, et al., [2] suggested that RL with neural networks
as function approximators can be more efficient by pretraining
deep networks without giving any information about the goal
tasks. They trained deep networks to predict state changes and
showed that the weights learned for predicting state changes
reduced the RL training time. Silver, et al., [28] maintained
three different deep networks for policy and value evaluation
and trained them with a combination of supervised learning
and reinforcement learning. They applied them to play Go
successfully.
Online support vector regression (SVR) has been applied
as a value function approximator [14, 15]. As online SVR
removes useless support vectors, it provides good general-
ization and performance on solving RL problems. Even with
the successful applications of various function approximations,
problems with the stability of learning remain. Furthermore,
SVR is well-known for its impracticality caused by the in-
creasing number of support vectors as the number of training
samples grows [40].
Recently, Bayesian learning models have shown some suc-
cess and efficiency in reinforcement learning. Bayesian Q-
learning [7], Gaussian process temporal difference learning
(GPTD) [9, 10, 26], and linear Bayesian reinforcement learn-
ing [38] have been applied to estimate value functions. Unlike
classical RL, Bayesian RL suggests feasible solutions to the
exploration-exploitation tradeoffs [25, 7]. Moreover, Bayesian
RL can choose samples to learn especially when the sampling
cost is expensive [12].
Relevance vector machines (RVMs) [33, 34, 35] can be
viewed as a Bayesian regression model that extends Gaus-
sian processes (GP), and also we can consider RVMs as an
extension of support vector machine (SVMs). With respect
to the first point, RVMs can represent more flexible models
by providing separate priors for each dimension. With respect
to the second point, while SVMs suffer from the explosive
growth of support vectors, RVMs provide sparse solutions
by capturing the significant mass. To accommodate those
advantages of Bayesian RL and to overcome the limitations
of SVR, we use RVMs as function approximators.
In this paper, we suggest a novel RL framework that utilizes
RVMs as function approximators. Observing that the sparse
relevance vectors capture the importance of the value esti-
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mations, we design a learning framework that incrementally
builds up a knowledge base from the key experiences. To
maintain learning efficiency and to prevent forgetting, we
extend Riedmiller’s fitted Q [24] and train an RVM func-
tion approximator with a mini-batch of samples and transfer
relevance vectors after examining the learned model. This
approach can be comparable to directed rollout classification
policy iteration (DRCPI-RVM) [23] in that both adopt RVMs
to overcome the limitations of the growing number of the
support vectors (SVs), but the proposed approach focuses
on value iteration with gradual shaping of the data-centered
features. By comparing the learning performance with other
function approximations such as neural networks, SVR and
GP, we examine the efficiency of the framework. Also, we
examine how the learned relevance vectors (RVs) capture the
significant mass of the agent’s optimal behavior. The major
contribution of this paper is this new function approximation
in a constructive framework for various applications. Also,
with sparse solutions, it can provide computational benefits
by reducing the required number of samples to explore. Most
significantly, RV placement analysis facilitates an understand-
ing of the solutions that can lead to further investigation of
algorithms and problems in the discovery of an unknown op-
timal policy. Finally, empirically we observe the improvement
of learning speed, which is caused by augmented knowledge
(or experiences).
In Section II, we introduce the reinforcement learning and
its terms and notation along with well-known approaches as
baseline algorithms. In Section III, we briefly introduce the
relevance vector machine. Section IV describes the proposed
framework, RVM-RL. Benchmark experiments and results
of the proposed approach are summarized in Section V,
and follow-up discovery about RV analysis is discussed in
Section VI.
II. REINFORCEMENT LEARNING (RL)
Reinforcement learning problems that involve the interac-
tion with an environment can be modeled as Markov decision
processes (MDP). MDP is defined as a tuple (S,A, P ass′ , R, γ),
where for each time step t = 0, 1, 2, . . ., with probability
P ass′ , action at ∈ A in state st ∈ S transitions to state
st+1 = s
′ ∈ S, and the environment emits a reward rt+1 ∈ R.
In an environment specified by the given MDP, a reinforce-
ment learning agent aims to maximize the reward in the long
run. For control problems, to estimate how good an action is
in a given state, we can define the action value method for
policy pi, Qpi(s, a), as expected sum of rewards:
Qpi(s, a) = E[
∞∑
t=0
γtrt+1|st = s, at = a, pi]
where γ ∈ (0, 1] is a discounting factor. To see the relationship
to the next state, the action-value function Q can be rewritten
with Bellman equation:
Qpi(s, a) = E[rt+1 + γV pi(st+1)|s = st, a = at].
Reinforcement learning looks for an optimal policy that max-
imizes Qpi , which can be denoted Q∗.
Q∗(s, a) = E[rt+1 + γmax
a′
Q∗(st+1, a′)|s = st, a = at]
Without an environmental model, temporal difference (TD)
learning learns directly from experience and bootstraps to
update value function estimates—it updates the estimates
based on the previously learned estimates. The simplest TD
updates the value function as follows:
V (st)← V (st) + α[rt+1 + γV (st+1)− V (st)]).
Since V (st+1) is not known, the current estimate is used.
For control problems, on-policy TD, SARSA [31], estimates
Qpi(s, a) for the current behavior policy pi. The Q estimate
for next state and action st+1 and at+1 is fed in for bootstrap
update as follows:
Q(st, at)← Q(st, at)+α[rt+1+γQ(st+1, at+1)−Q(st, at)].
Here, the action value function Q is for current behavior policy
pi. For simplicity, pi superscript is omitted. Independently from
the current behavior policy, off-policy TD, Q-learning [39],
directly approximates Q∗. From Q∗(s, a) = maxa′(s, a′), Q-
learning updates is defined by
Q(st, at)← Q(st, at)+α[rt+1+γmax
a
Q(st+1, a)−Q(st, at)].
From the estimated Q, the current best policy can be chosen
greedily:
pi∗(s)← arg max
a
Qpi(s, a).
However, greedy action selection can result in not enough
samples collected for correct estimates of value function. In
this paper, we use -greedy that selects a random action with
probability  and chooses a greedy action with probability 1−.
By decreasing  as learning goes on, an agent exploits the
learned best actions more.
III. RELEVANCE VECTOR MACHINE (RVM)
The relevance vector machine [35] is a kind of ker-
nel method that provides sparse solutions while maintaining
Bayesian interpretability. The basic idea is that defining hyper-
parameters to determine the prior distribution of weights that
favors smooth, sparse hypotheses. RVMs eliminate redundant
parameters and results in sparse solutions. For this, RVMs
define a linear model with an independent Gaussian prior that
is imposed on weights. This differs from Gaussian processes
with unified priors.
RVMs can be viewed as a Bayesian extension of support
vector machines that resembles the linear model. RVMs share
many characteristics of SVMs while avoiding the limitations
such as point-estimate output, necessity of parameter search,
kernel requirement for Mercer’s Theorem, and no guarantee
of sparse solutions [6]. The probabilistic output of RVMs
captures the uncertainty in their predictions. RVMs are less
sensitive to hyper-parameters than SVR, and the kernel func-
tion does not need to be positive definite.
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The learning algorithm obtains a posterior distribution over
the weights from Bayes rule. Thereafter, it acquires a marginal
likelihood (or evidence). Maximizing the likelihood iteratively
creates an eventual smooth hypotheses with a small number of
data points used. Thus, RVMs learn weight distributions and
hyper-parameters alternatively.
From kernel k, we define the basis function φi(X) =
k(x,xi). We define Φ as a matrix composed of train-
ing vectors transformed by the basis function; that
is, Φ = [φ(x1), φ(x2), · · · , φ(xn)], where φ(xn) =
[1, φ1(xn), φn(xn), · · · , φn(xn)]>. α and β represent the
hyper-parameters for the prior distribution of weights w and
target t. γi is interpreted as a measure of how well-determined
the weight wi is by the data. First, it computes the mean and
covariance of the weights:
µ = βΣΦ>t, (1)
Σ = (βΦ>Φ + αI)−1. (2)
From the weight estimation, it computes the hyper-parameters:
γi = 1− αiΣii, (3)
αi ← γi
µ2i
, (4)
β ← N −
∑
i γi
‖t−Φµ‖2 . (5)
These two update steps are repeated until convergence.
When the hyperparmeter αi = ∞, the corresponding
weights wi becomes zero because of the assumed zero-mean
Gaussian prior distribution. Thus, the related samples can be
deleted and remaining samples are retained to construct base
features. Obtained sparse data are treated as a key experience
to build RV bases in RVM-RL in the following section.
IV. RVM-RL
The reinforcement learning framework with RVM function
approximator is depicted in Figure 1. The approach extends
Fitted-Q minibatch learning [24] with sequential accumulation
of key experiences. From the agent’s interaction with an
environment, the learning framework collects samples for
training an RVM. The RVM regression model at each step
estimates the Q values with Q-learning updates. As learning
continues, it shapes the target function approximator for the
next Q value estimation. For this, the evaluation and deci-
sion steps are necessary to establish a better target function
approximator. We apply transfer learning of learned RVs for
coherent learning. Our hypothesis in this paper is that RVM
regression on the Bellman target can obtain significant RVs for
good Q estimation. By transferring and shaping the knowledge
from RVM training, we expect to achieve good Q function
approximation.
From an interaction with a simulated or real world, an
RL agent collects samples (st, at, st+1, rt+1). For mini-batch
training, the agent collects N samples and updates the RVM
model via a Q-learning update (Step 2). The sparse solution of
RVM training embedded the RVs that can refer the correspond-
ing input samples. For RV transfer and feature computation,
Fig. 1: RVM-RL learning framework
Algorithm 1 RVM-RL
Initialization: empty features for RVM0 and set target
function approximation FA = RVM0.
Choose discounting factor γ ∈ (0, 1], learning rate c, and
threshold τ .
for each episode do
Select action at given state st by -greedy with FA.
Apply at to arrive at st+1.
Observe N samples, (st,at, rt, st+1) at time step t.
Initialize the base features of RVMt with transferred
RVs.
Add the RVs to training data and target.
Set target y = rt + γmaxaQw,α,β(st+1, a)
Train RVMt with alternate iteration of (1) to (5).
Evaluate RVMt with train RMSE
if RMSE < τ then
RV(FA) = RV(RVMt) ∪ RV(RVMt+1)
W(FA) = (1− c)W(RVMt) + cW(RVMt+1)
Store RV(RVMt+1) for transfer.
end if
Decreases 
end for
we store these input samples. From now on, we regard the
relevance vectors to transfer or store as the related input
samples.
When regression training is done, the framework checks the
trained RVM to decide if the RVM is good enough to shape
the target function approximation (Step 3). Many different
heuristics possibly exist for evaluating RVM training. In this
paper, we chose the regression root-mean-square error (RMSE)
as a measure for this decision. When the training RMSE is
greater than a preset threshold, we ignore the current RVM
for the target function approximator.
The RVM that passes the evaluation test will be kept for
updating the target function approximator while the RVM that
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failed to pass the test will be ignored. The passed RVM is
now ready to update the target function approximator (Step 4).
There are possible heuristics for this step again. A new
Q estimator can be constructed by averaging all successful
RVMs. Another way, which is the method used here, is to
shape the target function approximator with stochastic updates:
RV(RVMtarget) = RV(RVMtarget) ∪ RV(RVMt+1),
W(RVMtarget) = cW(RVMtarget) + (1− c)W(RVMt),
where RV(·) retrieves the relevance vectors of the RVM and
W(·) retrieves the weights (mean estimates) of the RVM. c is
a stochastic update scalar to control the learning speed. When
c = 1, it completely ignores previous RVMs and uses the
new RVM. c = 0 means the target function approximator is
not affected by the new RVM. When the target decision is
made, the agent uses this function approximator to collect next
samples. The weights for discarded RVs become zero. In this
approach, the increment of the RVs can lead to an very large
number of them. The set of important states, however, that are
captured by the RVM converges to sparse solutions as we will
see in Section V.
For the next sample training, instead of starting from
scratch, we transfer the relevance vectors. The new, next RVM
initializes the initial features with the transferred RVs. That is,
the transferred RVs are added to the training samples, and the
initial RVs are set to the indices of the transferred RVs.
Xt = Xtransfer ∪ Xt
RV(RVMt) = Xtransfer
where RV(RVM0) = φ. When the collected samples are
biased in a certain space, learned RVs can be forgotten. By
transferring RVs and using it as the initial base features of
next RVM, it helps learning to be unbiased on each stage and
alleviate forgetting.
Algorithm 1 summarizes the framework.
V. EXPERIMENTS
Two reinforcement learning benchmark problems were used
to investigate the efficiency of the RVM-RL framework. The
first is the mountain-car problem, in which an under-powered
car must be controlled to climb up a hill by using inertia. The
second problem is a pole balancing problem.
We selected baseline algorithms based on function approx-
imators. First, we compare RVM-RL with a value iteration
approaches with neural networks. For this, we test neural
fitted Q learning that is most similar structure to the suggested
approach. Considering the two different viewpoints of RVM,
an extension of SVM and GP, we test online SVR function
approximation (oSVR-RL) [14] and GPTD [9].
In our experiments, oSVR-RL fails to learn in a given
relatively short samples (200 episodes). Furthermore, it suffers
from the huge number of support vectors that limits the choice
of good kernel parameters because of the computation and
memory limit. Thus, oSVR-RL results are not presented. To
illustrate the SV explosion in RL problems, we examine the
Fig. 2: Mountain car problem
number of SVs with the actor-critic SVR-RL [15], which
generates less SVs than oSVR-RL.
A. Mountain Car
The mountain car (Figure 2) is a popular dynamics problem
having an under-powered car that cannot climb a hill directly,
but must be pushed back and forth to gain the momentum
needed to reach the goal on top of the right hill. There are three
actions: move forward (+1), move backward (−1), and no
acceleration (0). The optimal solution of pushing the car away
from the goal makes the problem difficult. This continuous
control problem is described in detail in [30].
The state is two dimensional, consisting of the car position
xt and its velocity x˙t. Following the classic mountain car
problem, we assign the reward −1 on each time step. When
it reaches the goal (xt = 0.5) at the top of the right hill,
the agent gets the reward 0 and is restarted from a random
position. After each restart, a fixed number of samples are
collected for training. The described reinforcement function is
defined as follows:
rt =
{
0 if xt ≥ 0.5
−1 otherwise
1000 samples are collected for each mini-batch, and 200
mini-batches are used to train the proposed RVM-RL frame-
work. Parameter values for each function approximator were
approximately optimized. For all experiments, the discount
factor γ was set to 0.99 and  decreased from 1 exponentially
by the factor 0.9885 to a minimum of 0.1. For RVM-RL,
the radial basis function (RBF) kernel with normalized input
was used with the kernel parameter γ(RVM)k = 0.1. The
learning rate was c = 1.0. For each RVM training, the
maximum number of iterations was set to 100 and tolerance
threshold was set to 1 × 10−5. For neural networks, two
layers of 20 hidden units were used, which consist of one
input layer (3 inputs), two hidden layers (20-20 units), and
one output layer (one output). For the gradient update in
backpropagation, we used Moller’s scaled conjugate update
[21] with a maximum number of iterations of 20 to avoid
overfitting. GPTD parameters were chosen to be the accuracy
threshold v = 0.1, the convergence threshold η = 1 × 10−4,
and initial standard deviation σ0 = 0.1. The RBF kernel was
used for GPTD and the kernel parameter γ(GPTD)k = 0.01.
To compare the performance of RVM-RL, GPTD, and neu-
ral networks, we repeated the experiment 10 times. Figure 3
shows the average number of steps to reach the goal with each
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Fig. 3: Average of steps to reach the goal in mountain car
problem.
Fig. 4: Trajectory of successful control of mountain car by
trained RVM from position -0.3.
function approximator. While the neural network’s perfor-
mance oscillates near the optimal point, both GPTD and RVM-
RL show stable convergence. However, GPTD found a policy
that reaches the goal with a greater number of steps with 200
mini-batches of training. Note that RVM-RL reaches the goal
with the smallest number of steps. Example state trajectories
followed by each of the three function approximation methods
are shown in Figure 4. The RVM-RL agent consistently applies
the −1 action to push the car farther up the left hill, then
applies the +1 action to reach the largest velocity of the three
methods, reaching the goal the fastest.
B. Pole Balancing
Adding a pole to a cart that swings in two dimensions,
Barto et al. [4] first introduced the benchmark pole-balancing
problem (Figure 5). The objective is to apply forces to the cart
to keep the pole from falling over. Three actions to control the
cart are defined: push left, push right, and apply zero force.
When the cart reaches the end of track, it stops with zero
velocity. In this instance, the pole is allowed to swing the full
360◦.
Fig. 5: Pole balancing task
The state of this system is four dimensional: the cart position
xt, its velocity x˙t, the pole angle θt, and the angular velocity
θ˙t. When the angle θt = pi, the pole is upright. The reward
function is defined in the terms of the angle as follows:
rt =
{
1 if |θt − pi| < pi3
0 otherwise
Thus, when it can balance the pole through the simulation
time, the optimal policy will result in the average reward of
1.0.
With the -greedy policy with an  that decreases expo-
nentially with the factor of 0.9332, we use the discounting
factor γ = 0.99. For training, we use 100 mini-batches,
each with 1000 steps of samples. For RVM-RL, RBF kernel
parameter γ(RVM)k = 1.0 was the best from our pilot tests. The
learning rate c = 0.1 was chosen, RVM max iteration was
100, and tolerance was 1× 10−5. From pilot tests, even with
the best performing parameters, neural networks and GPTD
were not able to find an optimal policy in 100 mini-batches.
With 200 minibatches with more random explored samples,
neural networks and GPTD converged to good policies. Neural
networks with two hidden layers (10 hidden units per each)
was the best structure. SCG max iteration was set to 80.
GPTD required a finer accuracy threshold v = 1 × 10−5
and relaxed convergence threshold η = 0.1. Initial standard
deviation σ0 = 10 and the RBF kernel parameter γ
(GPTD)
k is
set to 1× 10−5.
Figure 6 compares the average reward curves in pole-
balancing task and shows the good performance of the pro-
posed framework. RVM-RL shows fast learning to balance
the pole most of the time. Neural networks and GPTD fail
to learn with the given 100 mini-batches. They need twice
as many samples to learn the policy, compared to RVM-RL.
Figure 7 confirms the good performance of the RVM-RL when
applying the learned policy. The upper plot shows the position
changes over the 1000 steps and the bottom shows the angle
trajectory. It moves slightly toward the right but keeps the pole
balanced near pi.
VI. DISCUSSION
As Tipping, et al., [33] state, one of the issues in support
vector regression is the growing number of support vectors as
the number of samples increases. This impact gets severe when
we apply SVR to reinforcement learning function approxima-
tor. Repeating 10 mountain car experiments, Table I compares
the number of support vectors and relevance vectors. The
SVM model that we use for comparison is the SVR-RL, actor-
critic model by Lee, et al., [15]. The mean and median of the
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(a) left (b) no action (c) right
Fig. 8: RVM-RL trained on mountain-car problem. Relevance vectors shown as white dots over the Q contour plot.
Fig. 6: Average of rewards of an episode in pole balancing.
Fig. 7: Trajectory of successful control for pole balancing.
With positive samples, RVM quickly adjusts learning. The cart
and pole stay center and upright. Magnifying inner plots show
slight wiggle and movement to right.
number of SVs are 286 and 128.5, and the mean and median
of the number of RVs are 11.5 and 10.5. The table illustrates
the sparseness of our RVM approach, even after the gradual
augmentation of RVs. This suggests that RVM-RL may be
the more practical approach for complex RL problems such
as high-dimensional or continuous-state tasks. In the light of
this, we have recently applied RVM-RL with continuous action
control to high dimensional octopus arm control problem, and
we intend to publish further results shortly.
Mean Median Min Max
SVM 286 128.5 19 852
RVM 11.5 10.5 8 45
TABLE I: The number of support vectors and relevance
vectors in mountain car problem. The numbers are collected
from 10 runs for each FA.
In Figure 8, we examine the selected RVs for the mountain
car problem over the contour plot of Q values for each action.
From the samples experienced during RL training, RVM-RL
discovered the key samples that can be used as a basis and
they are plotted as white dots. A total of 12 RVs were chosen
as a basis; 3, 5, and 4 RVs for actions of −1, 0, and +1,
respectively. It appears that for action −1 (Figure 8a), two
RVs represent positions near the bottom of the valley and
negative velocity. These probably contribute to a higher Q
value for the −1 action for these states. Most RVs for action
0 (Figure 8b) are placed in low velocity areas and near the
top of the both hills. RVs for action +1 (Figure 8c) allow
the selection of action 1 when the car has moved far enough
up the left hill. Figure 9 shows the policy that depicts the
action that maximizes the RVM-RL Q estimations for each
state. The figure illustrates the policy of pushing right when
moving down the left hill with high positive velocity, in the
upper portion of the displayed velocity-position state space.
The low velocity range in the middle is governed by no action.
When the velocity is negative, in the lower half of the velocity-
position space, pushing left rules.
The learned RVs can be considered as high level knowledge
about the dynamics and goals of the task. They are abstractions
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Fig. 9: Greedy action policy of RVM-RL trained on mountain-
car problem.
of the experienced state-action pairs that are most relevant to
the RL problem. The sharing of RVs, rather than the large
number of state-action pairs, with other RL agents in the
same or similar environment can be used to quickly initialize
them with good base features. This can improve adaptability
in multiagent systems or for environmental changes. This is
similar to human learning that mimic others or following
advise from a teacher or a coach. Similar approaches are
studied in the transfer of learning context, such as imitation
[18, 11] and advising [36, 37]. For instance, after RVM-RL
training, the key experiences in RVs are transferred for a
complex target task. By repeating the key actions, an agent
imitates the learned behaviors in an easy task to quickly
discover an optimal policy for the hard task.
VII. CONCLUSION
We have described a novel reinforcement learning frame-
work that trains relevance vector machines (RVMs) as function
approximators with mini-batch samples. By transferring RVs
acquired during mini-batch training, RVM-RL maintains the
learned knowledge, which are considered as important expe-
riences. By first evaluating the new RVs and not transferring
them if they are judged to be detrimental, we filter negative
knowledge transfer that can deter learning.
The major contribution of our RVM-RL approach is a
unique extension of the relevance vector machine for sparse
Bayesian reinforcement learning. Policies learned by RVM-RL
can lead to a useful analysis of the state-action space structure
by examining the RVs after training. This analysis can also be
utilized for a transfer of knowledge for imitation or advising.
Rasmussen et al. [22] discussed the problem of RVM–as new
samples are away from training samples, most bases do not
correspond to new inputs and the predictive variance gets
small. The authors suggested augmentation as a solution, but
they pointed out that the solution resulted in losing sparsity
of RVMs. Our approach is similar to theirs by augmenting
RVs, but we have shown that the sparsity is maintained with
additional heuristics in the framework.
Our future research will focus on using the Bayesian traits
to improve the learning performance such as investigating
alternative exploration-exploitation strategies [7, 13]. Another
avenue we will investigate is human contributions in the form
of prior distributions can affect the learning performance.
These additions will improve the quality of the RVs learned
from the directed exploration. Further study of kernel tricks
can extend the application of RVM-RL to many real-world
RL problems that have not been attempted previously. Other
interesting questions remain regarding ways to efficiently
utilize the transferred RVs to improve reinforcement learning.
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1Path Planning Based on Closed-Form Characterization of
Collision-Free Configuration-Spaces for Ellipsoidal Bodies, Obstacles,
and Environments
Yan Yan1, Qianli Ma2, and Gregory S. Chirikjian2
Abstract—A closed-form parameterization of the collision-
free configuration spaces (C-spaces) of robots and obstacles
represented as finite unions of ellipsoids is presented. These
objects can be quite general, including nonconvex bodies, and this
approach represents an alternative to polyhedral representations
of bodies. With this method, there is never any reason to sample
and discard configurations suspected of being in collision, and
existing sample-based planners can be modified to operate in
areas of C-space that are a priori guaranteed to be collision-free.
This all builds on the recent work on computing exact boundaries
of Minkowski sums and differences of two arbitrary ellipsoids
using affine transformations and the analytic properties of offset
surfaces.
A “highway” roadmap system is then constructed to connect
the collision-free regions. Unlike other skeletal/roadmap decom-
positions of C-space, collision checking in this C-space graph can
be eliminated not only for the vertices, but also for the edges,
and the problem is simplified to a search for a connected path
in an adjacency graph of the roadmap. We apply this approach
of “knowing where to look” for path planning in C-spaces with
narrow passages and demonstrate its potential by comparing
with the well known sample-based path planning method that
does not currently have the ability to take advantage of a priori
knowledge of collision-free regions of C-space.
I. INTRODUCTION
Path planning is probably the most studied problem in
robotics, and Probabilistic Road Map method (PRM) [1] and
Rapidly-exploring Random Trees (RRT) [2] are the two of
most successful algorithms so far. PRM is a multi-query
planner which can solve different planning requests in the
same map, whereas RRT is a single query planner which incre-
mentally grows from the starting configuration towards to the
goal configuration in a tree form. There are also many variants
of both PRM and RRT, and the majority of the planners fall
into the category of sampling based planning (SBP). A most
recent review on SBP methods can be found in [3]. Basically,
SBP methods randomly sample the C-space of the robot and to
connect the collision-free sample nodes to form a feasible path.
In contrast to most SBP methods which are probabilistic, there
are also a number of planners that are deterministic such as
[4, 5, 6]. SBP is easily extensible to robots with high degrees
of freedom, whereas deterministic planners tend to be better
at handling narrow passage problems. To take advantages of
both types of motion planners, several hybrid planners are
proposed [7, 8]. Specifically, [8] proposed a method named
M-sum, which used point-based Minkowski operations [9] to
1 Dr. Yan Yan is with Amazon.com Inc. yanya.jhu@gmail.com
2Qianli Ma and Gregory S. Chirikjian are with the Department of
Mechanical Engineering, Johns Hopkins University, Baltimore, MD 21218,
USA mqianli1@jhu.edu, gregc@jhu.edu
calculate a number of “subspaces of the configuration space”
(C-slices) for polyhedra in a random approach, and connect
configurations within and among the obtained C-slices to form
a roadmap. [10] also employed support vector machine (SVM)
classification technique to efficiently approximate a high-
dimensional configuration space to accelerate motion planning.
Minkowski operations, or equivalently Minkowski sum and
difference, have broad applications in CAD/CAM, assembly
planning [11] and computer-aided design [12]. In the context
of robot motion planning, given an obstacle P1 and a robot
P2 that can only translate, if one further defines a reference
point on P2, then P1⊕P2 will be the locus of the reference
point where P1 ∩ P2 6= /0. Similarly, if P1 is an “arena” in
which P2 is translating, then P1 	 P2 is the locus of the
reference point where P1∩P2 =P2. The sum is called a C-space
obstacle and the difference is called the P2’s collision-free C-
space with respect to (w.r.t.) the arena. Some also view the
above two spaces together as the “contact space”. Despite the
simple mathematical definition of Minkowski operations, it is
well known that computing the representations of Minkowski
sum or difference is very computationally intensive. Many
algorithms have been proposed for numerically calculating
the Minkowski sum between polygons or polyhedron in either
2D or 3D environment [12, 13, 14, 15, 16]. The algorithms
either compute the convolution of geometric boundaries [14],
or employ polygon/polyhedra decompositions [12, 15, 16, 17].
Compared to the above numerical approach, it is shown that
the exact Minkowski sum and difference of two ellipsoids
can be computed in closed form [18]. For the closed-form
Minkowski sum operation, it can be applied to any ellipsoids at
any arbitrary orientation in any dimensional Euclidean space,
whereas the Minkowski difference operation can be used
wherever it exists. The approaches are entirely analytical and
in closed-form which is computationally efficient in nature.
Though ellipses/ellipsoids are relatively simple compared
to polygons/polyhedra, they are widely applied in collision
checking [19, 20, 21, 22]. Ellipsoids usually sever as the
boundary for humanoids in motion planning [23] and are also
used as the bounding volume for serial manipulators as in
[22]. It also shows up in the real-time collision-free navigation
between elliptical agents [24].
Due to the nice properties of ellipses/ellipsoids in computing
the Minkowski sum/difference and in approximating geometric
shapes, we develop a method based on ellipses/ellipsoids that
can be used in conjunction with existing path planning al-
gorithms, particularly sampling-based methods and roadmaps
based on cell decompositions, to provide better performance in
narrow-passage problems. The basic approach is to describe
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2two spaces parametrically in closed form: (1) The space of
motions that is allowable for one ellipsoid (e.g., a single-
rigid-body robot) to move without sharing any point with
another ellipsoid (e.g., an obstacle); (2) the space of motions
in which one ellipsoid (e.g., the robot) can move while being
fully contained in another ellipsoid (e.g., the arena). Equipped
with these tools, it becomes possible a priori to “throw away”
vast volumes within C-space that correspond to robot/obstacle
or robot/arena-boundary collisions by not generating samples
in regions of C-space that are known not to be feasible. In
this way, the computational time and storage requirements for
sample-based methods are improved relative to sample-and-
discard strategies that are not informed a priori about the
features of the free space. Moreover, instead of generating
large numbers of random samples in the collision-free C-space
(the vast majority of which are discarded), the collision-free C-
space can be directly decomposed into cells, and an adjacency
graph can be constructed to encode the adjacency relationships
of the cells, and the adjacency graph can therefore serve as a
roadmap of the free space.
Several topics that have been studies in the literature pre-
viously may appear at a superficial level to be related to the
current formulation. For example, the rapid numerical charac-
terization of C-space obstacles as zero-one functions (‘zero’
corresponding to the free space and ‘one’ corresponding to
obstacle regions) has been investigated [25, 26], as has the
idea of marginalizing over C-space degrees of freedom and
superimposing obstacles treated as permeable boundaries, with
permeabilities added [27]. Though these numerical approaches
characterize the free space, and provide the ability to rapidly
answer the query as to whether a particular point in C-space is
feasible or not, they are not instructive in characterizing the set
of all feasible points in reasonable time, and they do not scale
well with increased dimensionality of the C-space. In contrast,
this paper presents a closed-form method for characterizing the
free space of a relatively broad family of objects (ellipsoids).
The finite union of these ellipsoids can be used to approximate
any robot, obstacle, or environmental boundary either by
inscription or circumscription, and the feasible part of the C-
space can be described by appropriate unions and intersections
of those for individual pairs of interacting ellipsoids.
The remainder of this paper is structured as follows. Sec.
II reviews on the Minkowski sum and difference of two
ellipsoids in closed forms. Sec. III integrates two aspects of
the problem — parameterizing collision-free spaces of the
robot and obstacle, and robot and environmental boundary.
The intersection of the collision-free regions is detected with a
line-sweeping algorithm and saved as collision-free intervals.
Sec. IV proposes an approach to build a highway roadmap
system based on the midpoints of the collision-free intervals
along each sweep line. Also, the highway roadmap planner is
demonstrated with path planning examples, in which all of the
robot, the obstacles and the arena are constructed as the finite
unions of ellipses/ellipsoids. By comparing the computational
speed with some SBP methods, the efficacy and the potential,
especially for the narrow passage problem, is demonstrated.
Finally, Sec. V presents our conclusions.
Face Ear 1 Ear 2
(a)
(b)
CFS boundary for obstacle CFS boundary for arena
x
y
Fig. 1. (a) The example of one rabbit-shaped robot translating inside an
elliptical arena that contains elliptical obstacles. (b) The boundaries of the
collision-free space (CFS) for the robot-obstacle interaction (blue curves) and
those for the robot-environment interaction (red curves) for the rabbit face
and two ears, respectively. The CFS is illustrated as the green-shaded region.
II. RELATED WORK ON CLOSED-FORM
CHARACTERIZATION OF MINKOWSKI OPERATIONS OF
TWO ELLIPSOIDS
In this section, we briefly review on the closed-form
Minkowski sum/difference on ellipses/ellipsoids in [18]. For
convenience, we use the word “ellipsoid” to describe a 2D
ellipse and also an n-dimensional hyper-ellipsoid when n > 3.
Given two convex sets P1 and P2 in Rn each centered at the
origin, the Minkowski sum is defined as
P1⊕P2 .= {p1+ p2 | p1 ∈ P1, p2 ∈ P2}, (1)
and the Minkowski difference is defined as [28]
P1	P2 .=
⋂
p2∈P2
(P1+ p2). (2)
Define two arbitrary n-dimensional ellipsoids as E1 and E2
with the semi-axis lengths given by a1 = [a1, ...,an] ∈ Rn and
a2 = [a′1, ...,a
′
n] ∈Rn. Fix the center of mass at the origin and
align the principal axes along the axes of the reference frame,
ellipsoid E1 will have the implicit and explicit equations as
Φ(x) .= xT Λ−2(a1)x = 1 and x = Λ(a1)u(φ). (3)
where Λ(a1) is the n×n diagonal matrix with entry ai at the
location Λii, Λm(a1)= [Λ(a1)]m is the mth power of this matrix,
and u(φ) denotes the hyper-sphere Sn−1 with n− 1 angles
φ = [φ1, ...,φn−1]. A rotated ellipsoid of the same shape and
center of mass with ellipsoid E1 has the implicit and explicit
expressions as xˆT R1Λ−2(a1)RT1 xˆ = 1 and xˆ = R1Λ(a1)u(φ),
where R ∈ SO(n) is a n×n rotation matrix.
As with any convex set, the Minkowski sum of E1 and
E2 is denoted as E1 ⊕ E2. For the closed-form Minkowski
sum of ellipsoids, the basic idea is to first apply an affine
transformation onto E1 and E2 such that E2 shrinks into a
sphere of the radius r = min{a′1,a′2, ...,a′n}. After calculating
the offset surface of the shrunk E1 with radius r, the offset
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Fig. 2. The detection scheme for the collision-free line segments on each
sweep line using the logic in Eq. 6.
surface is then stretched using the inverse of the previous affine
transformation.
The exact boundary of E1⊕E2 can be finally represented
in closed form as
xeb = R2∆(a2/r)RT2 R
′
1xo f s. (4)
where
xo f s(φ) = x(φ)+ r n(φ),
n(φ) =
∇Φ(x(φ))
‖∇Φ(x(φ))‖ ,
∇Φ(x) = 2Λ−2(a1)x.
(5)
xo f s(φ) is a parameterized offset hyper-surface of an ori-
entable, closed, and differentiable hyper-surface x(φ) ∈ Rn
with the offset radius r is defined. In this case, x(φ) is the ex-
plicit expression of the shrunk version of E1, and R′1 describes
the orientation of the same ellipsoid. n is the outward-pointing
unit surface normal. and R2 ∈ SO(n) describes the orientation
of E2. Similarly, the Minkowski difference of two ellipsoids,
i.e., E1	E2 = {y|y+ x2 ∈ E1,x2 ∈ E2}, can be calculated in
closed-form too. The only difference is that in (5) the offset
distance r is changed to −r.
III. CHARACTERIZATION OF THE COLLISION-FREE
C-SPACE WITH ROBOT, OBSTACLE(S) AND ENVIRONMENT
REPRESENTED AS FINITE UNIONS OF ELLIPSOIDS
In Sec. II, the parametric equations of the collision-free
boundaries of ellipsoid-ellipsoid interactions in two different
types were introduced.
In this section, we first present a detection scheme for the
collision-free spaces of finite unions of ellipsoids, given the
complete description of the collision-free space boundaries of
each ellipsoid-ellipsoid interaction. We use a simple planar
example to illustrate this detection scheme. In our example, the
robot is the union of three ellipses (which we call a “rabbit”
with a face and two ears). The scenario is that this rabbit
is allowed to roam inside an elliptical environment cluttered
by large elliptical obstacles (see Fig. 1 (a)). The boundaries
of the collision-free space for the robot-obstacle interaction
(a) (b)
Fig. 3. (a) The example of one rabbit-shaped robot translating inside
an ellipsoidal arena that contains an ellipsoidal obstacle. (b) The overlaid
boundaries of the collision-free space for the robot-obstacle interaction (blue-
shaded surfaces) and those for the robot-environment interaction (yellow-
shaded surfaces) for the rabbit face, ear 1 and ear 2.
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Fig. 4. The collision-free space using the detection scheme for the example
in Fig. 3.
(blue) and those for the robot-environment interaction (red)
are shown in Fig. 1 (b). After overlaying all the boundaries
together, the collision-free space (the green-shaded region) are
the regions which are inside all the red curves and outside all
the blue curves.
The detection scheme can be applied to more general
cases as long as robot(s), obstacle(s) and environment(s) are
constructed by finite unions of ellipses. Suppose that the shape
of robot is a combination of k ellipses named E1,E2, · · · ,Ek
and g2,g3, · · · ,gk represent the rigid body motions between the
first ellipse E1 and the other ellipses E2,E3, · · · ,Ek. Each rigid-
body motion consists of a rotation-translation pair gi = (Ri, ti).
Let the collision-free space for E1,E2, · · · ,Ek be C1,C2, · · · ,Ck,
and then the collision-free space of the whole robot can be
characterized as C1∩(g2 ◦C2)∩(g3 ◦C3)∩·· ·∩(gk ◦Ck) where
gi ◦C j .= RiC j + ti.
To detect these regions, we generate a set of sweep lines
parallel to the y-axis (in general, it can be a set of parallel
lines along any direction). For each sweep line, its intersection
points with all the curves are detected and saved in pairs,
or intervals. Here, let the intersecting line segments between
the sweep line and a red curve (robot-environment interaction
boundary) be PSi , and those between the sweep line and a
blue curve (robot-obstacle interaction boundary) be POi . Then
the collision-free line segments on each line (PCF ) can be
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Fig. 5. (a) the rabbit-shaped robot with 5 dofs — the translation of the rabbit (in x and y directions) and rotations of the rabbit face and two ears (α1,
α2 and α3), where 0≤ α1 ≤ 2pi , 0≤ α2 ≤ pi/2, and −pi/2≤ α3 ≤ 0. (b) An example of the highway roadmap for the robot with 5 dofs. Each layer of the
roadmap representing a different combination of α1, α2 and α3. The layers of the roadmap are interconnected at the nodes which are relatively close to one
other (based on the Euclidean distance). A path is found using Dijkstra’s algorithm given the start and goal (shown as magenta lines). (c) The steps of the
motion of the robot overlaid onto the shortest path.
represented as
PCF = PS1 ∩PS2 ∩PSns·k −PO1 ∪PO2 ∪POno ·k , (6)
where ns and no are the numbers of ellipses that are used to
construct the environment and the obstacles, respectively. This
simple logic for the detection scheme of the collision-free line
segments is illustrated in Fig. 2.
For the 3D cases, robot(s), obstacle(s) and environment(s)
are constructed by finite unions of ellipsoids. To detect
the collision-free space of the whole robot for both robot-
environment and robot-obstacle interactions, we first slice
all the collision-free boundary surfaces along the z-axis. By
transforming 3D surfaces to a set of 2D curves with respect to
each z-coordinates, we are able to apply the detection scheme
for the 2D elliptical case. A 3D example is shown in Fig. 3 and
the resulting collision-free space using the detection scheme
is shown in Fig. 4.
We note that we can also slice along the x-axis or the
y-axis and sweep scan along one of the rest two axes as
well. Or we can combine the sampling schemes in different
directions together to obtain a richer sampling space. However,
in our highway roadmap planner which is based on cell
decompositions (see Sec. IV), sampling resolution is not very
critical, especially for smooth surfaces in our cases. Fig. 4
illustrates the collision-free space for the same example in
Fig. 3. The collision-free space is constructed by stacking all
the collision-free regions on each thin slice together along the
z-axis.
IV. PATH PLANNING APPROACH: HIGHWAY ROADMAP
PLANNER
A. Constructing highway roadmaps
To build a highway roadmap in 3D, we first construct a
planar highway roadmap in x-y plane, and then stack and
connect all the planar roadmaps together along the z-axis.
Here, we call it a “highway” roadmap since in the analogy,
this roadmap provides the routes that are furthest away from
the local obstacles. With the knowledge of collision-free line
segments along each sweep line, the collision-free space can
be naturally approximated by a union of trapezoidal cells, with
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Fig. 6. The 3D highway system for the example in Fig. 3.
(a) (b)
Fig. 7. An example of generating the highway roadmap for the rabbit-
shaped robot with 2 dofs (only translations in x and y directions). (a) The
collision-free line segments and the midpoints on these line segments along
each sweep line, (b) the adjacency graph connecting these midpoints, i.e., the
highway roadmap, (shown as blue lines).
the two parallel sides of each trapezoidal cell as two neigh-
boring collision-free line segments in the vertical direction.
Two cells are adjacent if they share a common boundary,
i.e., a common horizontal extension. Since a trapezoid is a
convex set, any two points on the boundary of a trapezoidal
cell can be connected by a straight line segment that does not
intersect any obstacle. Therefore in our planner roadmap, we
can connect the midpoints of the horizontal extensions of the
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5Fig. 8. A planar example with the narrow passage problem. We note that the
rabbit’s two ears cannot fold back inward to the face since the rabbit model
has the range of motion on the ears, i.e., 0≤ α2 ≤ pi/2, and −pi/2≤ α3 ≤ 0.
adjacent trapezoidal cells, one at each time, and the resulting
adjacency matrix of these midpoints could serve as a roadmap
of the collision-free regions.
B. Path planning examples
In the planar case, when the robot only has 2 degrees
of freedom, the translations in x and y directions, with the
face and ear angles fixed. For the two dimensional case, the
Euclidean distance is used as the metric. Fig. 7 gives an
example of how a planar roadmap is connected on a x -y
plane. When the robot has more dofs, a higher dimensional
roadmap is needed. We also construct the rabbit-shaped robot
with 5 dofs, the translations in x and y directions, and the
rotations of the rabbit face and two ears, α1, α2 and α3,
respectively (see Fig. 5 (a)). In Fig. 5 (b), each layer of the
roadmap representing a different combination of α1, α2 and
α3. The layers of the roadmap can be interconnected at the
nodes which are relatively close to one other (based on the
Euclidean distance). In this case, the metric used in the graph
search is |∆P|+w1|∆α1|+w2|∆α2|+w3|∆α3|, where |∆P| is
the Euclidean distance between the centers of the faces and
|∆α1| · · · |∆α3| and w1 · · ·w3 are the absolute differences and
the corresponding weights of the face and two ear angles,
respectively. We note that self-collision between the different
parts of the robot can be eliminated in advance, and we focus
only on robot-obstacle and robot-environment interactions. A
pseudo code can be found in Alg. 1.
Like other methods that involve cell decompositions, the
path planning is usually done in two steps — first, the
planner determines the cells that contain the start and goal,
respectively, and then the planner searches for a path in
the adjacency graph. In our planner, we use the Dijkstra’s
algorithm [29] to search for the shortest path.
With our closed-form characterizations of the collision-free
C-space along with the highway roadmap, the collision check-
ing is almost unnecessary. Vast volumes within C-space that
correspond to robot/obstacle or robot/environmental-boundary
collisions can be thrown away directly. When using standard
methods for motion planning, collision checking can be com-
putational intensive, especially when the ratio of the volumes
between the collision-free C-space and the whole C-space is
small. Our complete characterization of the collision-free C-
space becomes particularly useful for the “narrow passage”
sampling problem. Also, with this highway roadmap system,
instead of evaluating the edges between nodes every time,
once the start and the goal are connected to the roadmap,
a path is instantly constructed. For simplicity, we design
the collision checking algorithm between ellipsoids by first
uniformly sampling points on the surfaces (curves for ellipse)
of the any two ellipsoids so that there are 50 sampled
vertices on an ellipse and 360 vertices on an ellipsoid. For
two ellipsoids, we substitute the coordinate x = (x,y,z)T of
the vertices of one ellipsoid into the implicit equation of
the other, and report collision when Φ(x) > 1. In the later
section, we will refer this simple approach as the “traditional
collision checking” method. Though it is not the optimal
way to check collision between ellipsoids, the significantly
better performances of the proposed methods still manifest
the advantages of our characterization of the collision-free
C-spaces. The implementation of ellipsoid specific collision
checking algorithm such as [22] will be left to future work.
Algorithm 1 Highway Roadmap Algorithm
1: procedure SAMPLING AND LAYER CONNECTION
2: Given configuration P and ellipsoidal bodies E
3: Pstart ,Pgoal ,Earena,Eobs,Erobot(α1,α2,α3), where A =
{α1,α2,α3} represent the discretized angles as shown in
Fig. 5 with sizes of n1, n2 and n3 respectively.
4: for: i← 1, ... , n1×n2×n3
5: BoundMink←Minkowski(Earena,Eobs,Erobot(A(i)))
6: Pmid ← Highway(Boundmink)
7: Mad j← BuildAdjacencyMatrixWithinLayer(Pmid)
8: MA←MA+Mad j //Form the complete adjacency ma-
trix
9: MA← ConnectSubadjacencyMatrixBetweenLayers(MA)
10: Path← Di jkastra(MA,Pstart ,Pgoal)
1) Planar examples: In this section, a path planning prob-
lem in the planar case is given. The robot, obstacle(s) and
environment are constructed by unions of ellipses (see Figs.
5 (c) and 8). We compare our approach with two popu-
lar sampling-based path planning algorithms, a probabilistic
roadmap [1] and a standard rapidly-exploring random tree
(RRT) [2]. In our examples, we compare the computational
speeds using the RRT and the PRM with our approach for 2
different scenarios — 1) when the volume of the collision-free
C-space is relatively large compared to that of the whole C-
space and 2) when the volume of the collision-free C-space is
relatively small and a narrow passage problem arises (Fig. 8).
The codes are all written using MATLAB 2015b and run on
a Lenovo ThinkCentre M83 with Intel(R) Core(TM) i7-4790
CPU@3.60GHz Processor and 12 GB RAM.
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6In the experiments, 5 trials are generated using both the
RRT and the PRM with the computational speeds shown in
Tabs. I and II. In our approach, the collision-free C-space
and the highway roadmap system only need to be constructed
once. In the first scenario (see Fig. 5), when the robot has a
large free motion space, less time is needed to find a feasible
path using the RRT and the PRM, with the average speed of
2.5 seconds and 5.02 seconds, respectively, compared to 3.3
seconds using our approach. But as the free motion space of
the robot significantly shrunk (as shown in Fig. 8), with our
approach, it only takes 37.3 seconds to compute a feasible
path, compared to an average speed of 1317 seconds using
the RRT and 1346 seconds using the PRM.
TABLE I
THE TIME SPENT ON FINDING A PATH USING THE RRT BASED ON 5
TRIALS. EX. 1 AND EX. 2 ARE THE EXAMPLES SHOWN IN FIGS. 5 AND 8,
RESPECTIVELY. THE NUMBERS OF NODES USED IN EACH TRIAL TO FIND A
FEASIBLE PATH BY THE RRT ARE ALSO SHOWN IN THE TABLE.
RRT trial 1 2 3 4 5 Ave Ours
Ex. 1 time (s) 2.9 1.8 3.6 1.2 3.0 2.5 3.3
Ex.2 time (s) 1325 869 1616 824 1953 1317 53
# of nodes 3310 3046 4918 1913 5486 3734
TABLE II
THE TIME SPENT ON FINDING A PATH USING THE PRM BASED ON 5
TRIALS. EX. 1 AND EX. 2 ARE THE EXAMPLES SHOWN IN FIGS. 5 AND 8,
RESPECTIVELY.
PRM trial 1 2 3 4 5 Ave Ours
Ex.1 time (s) 5.9 4.8 4.6 5.9 3.9 5.0 3.3
Ex.2 time (s) 1138 1117 2243 1257 977 1346 53
V. CONCLUSION
In this paper, we present an approach to parameterizing
the exact boundaries of the Minkowski sum and difference
of two ellipsoids. Based on this closed-form representation,
we present a new method for parameterizing the collision-
free regions of the C-space in robot motion planning. The
robot(s), obstacle(s) and the environment(s) can be described
by ellipses/ellipsoids or finite unions of ellipses/ellipsoids. The
parametric representations of the collision-free regions in C-
space are given. With our closed-form characterizations of the
free space, for single-rigid-body, a highway roadmap system
is constructed to connect the collision-free C-spaces. More
sophisticated ellipsoid-oriented collision checking algorithms
will be implemented to compare the planners’ performances
in a more comprehensive way.
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Abstract—This paper describes a data-driven framework for
approximate global optimization in which precomputed solutions
to a sample of problems are retrieved and adapted during online
use to solve novel problems. This approach has promise for real-
time applications in robotics, since it can produce near-globally
optimal solutions orders of magnitude faster than standard
methods. This paper establishes theoretical conditions on how
many and where samples are needed over the space of problems
to achieve a given approximation quality. The framework is
applied to solve globally optimal collision-free inverse kinematics
(IK) problems, wherein large solution databases are used to
produce near-optimal solutions in sub-millisecond time on a
standard PC.
I. INTRODUCTION
Real-time optimization has been a longstanding challenge
for robotics research due to the need for robots to react to
changing environments, to respond naturally to humans, and
to interact fluidly with other agents. Applications in robotics
are pervasive, including autonomous vehicle trajectory opti-
mization, grasp optimization for mobile manipulators, foot-
step planning for legged robots, and generating safe motions
in proximity to humans. Global optimality has long been
sought, but is generally computationally complex in the high-
dimensional, nonconvex problems typical in robotics. As a
result, most researchers resort to local optimization or heuristic
approaches, which have no performance guarantees.
A promising approach is to integrate precomputed data (i.e.,
experience) into optimization to reduce online computation
times [1, 2, 6, 14, 17, 19, 20, 11]. This idea is attractive
because humans spend little time deliberating when they have
seen a similar problem as one solved before, and hence robots
may also benefit by learning from experience. But because
experience is time consuming to generate, it is important to
pose the question, how much data is needed to learn robot
optimal control tasks?
This paper formalizes this question in a general context
of global nonlinear optimization with nonlinear constraints.
Consider a structure where problems are drawn from some
family of related problems, such that problems can be param-
eterized by a set of continuous P-parameters that modify a
problem’s constraints and objective function. These parameters
are not themselves decision variables, but rather they alter
the constraints of the problem and hence affect the value
Θ
θ (1)
θ (2)
θ (3)
x*(θ (1))
x*(θ (2))
Fig. 1. Illustrating the problem space concept. Instances θ(1), θ(2), and
θ(3) drawn from problem space Θ each correspond to different optimization
problems. Each problem has an objective function (level sets drawn as circles),
inequality constraints (shaded region), and equality constraints (thick curve)
dependent on the choice of θ. Each problem θ ∈ Θ has a set of optima x?(θ),
which may be empty if the problem has no feasible solution (e.g., θ(3)).
of the optimal solution (Fig. 1). For example, in inverse
kinematics, the P-parameter space is identical to the notion
of task space. For a robot manipulating objects on a table, the
P-parameters may be the source and target pose of the object.
In grasp optimization, P-parameters specify some parametric
representation of object geometry. In other words, they give
a deterministic “feature vector” of the type of optimization
problems we would like to learn. We can then speak of
learning a problem-optimum map (note that some problems
may have multiple optima, so a map may be nonunique).
We present a quite general Learning Global Optima (LGO)
framework in which a learner is given a database of optimal
solutions, called examples, that are generated for problems
sampled from a given problem distribution, assumed to be
representative of problems faced in practice. Since this step
is offline, brute force methods can be used to obtain global
optima or near-optima with high probability. In the query
phase, a solution to a previous problem is adapted to satisfy the
constraints of a novel problem, typically via local optimization.
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The learner’s performance relies on whether solution sim-
ilarity holds across problem space: the optimal solution to a
nearby example problem is likely to be close to the global
optimum of the query problem, and hence using it to seed
local optimization is likely to yield global solution. In an
accompanying more detailed paper [10] we show that indeed
it is possible to generate a finite database of examples to cover
problem space “sufficiently well” to achieve low suboptimality
in the query phase. However, the analysis is a mixture of
positive and negative results. First, the number of examples
needed scales exponentially in problem space dimension.
This indicates that learning requires vast experience in high-
dimensional problem spaces, unless further strong assump-
tions are made. Second, the problem-optimum map is in fact
only piecewise-continuous, which is challenging to learn for
parametric function approximators like neural networks or
Gaussian process models [19]. This justifies the use of a k-
nearest-neighbor approach that is better suited to capturing
these discontinuities [11].
An implementation of the LGO framework is demonstrated
on the decades-old — but still surprisingly challenging —
problem of inverse kinematics (IK). An general solution
would be able to calculate optimal solutions, handle redundant
robots, gracefully handle infeasible problems, and incorpo-
rate collision avoidance, all done in real-time. Yet current
approaches fall short of addressing all of these challenges. Our
proposed implementation addresses optimality, redundancy,
infeasibility, and collision avoidance in a unified manner.
It works with general articulated robots and produces near-
optimal, collision-free IK solutions typically in less than one
millisecond on a standard PC. It can also predict infeasible
queries with high confidence (over 98%), and is amenable
to a “lifelong learning” concept that, given a handful of
seed queries, automatically populates the IK database in
the background. As a result, the solver progressively solves
IK queries faster and more reliably as more time is spent
using it. This IKDB package is made publicly available at
http://motion.pratt.duke.edu/ikdb/.
II. RELATED WORK
The results of this work are relevant to the significant body
of related literature in robot control learning. Reinforcement
learning proposes that robots record their experience interact-
ing with the physical world and then progressively optimize
their behavior to improve performance. Other researchers
study the approach of learning from demonstration, which asks
human teachers to provide robots with instances of “good”
motions. In either case, it is quite time consuming to provide
physical robots with experience or demonstrations from human
teachers, making the question of “how much experience is
needed?” of the utmost importance.
Despite decades of research, it is still challenging to quickly
compute high quality solutions for high dimensional nonlinear
optimization problems. A promising approach is to “reuse”
previous solutions to solve similar problems, in which reuse is
applied in a variety of forms. Machine learning approaches are
popular, and techniques have been used to predict the success
rate of initial solutions or trajectories for optimization [3, 19].
Other authors have used databases of grasps to generate
grasps for novel objects [2, 6]. Another form of reuse is
compositional, in which small solutions are composed to solve
larger problems. For example, footstep-based legged locomo-
tion planners often store a small set of optimized motion
primitives and replay them to execute footsteps [4, 16]. Rather
than directly replaying motions, some other methods apply
more sophistication adaptation methods to increase the range
of problems to which a given example can be adapted [9].
Experience has also been studied for avoiding recomputation
of roadmap structures when obstacles change [17, 20].
The instance-based framework used in this paper is arguably
most closely related to the work of Jetchev and Toussaint [14],
which select past plans to initialize trajectory optimization.
Similarly, this paper uses experience to initialize optimization,
but considers the more general context of nonlinear optimiza-
tion problems, and focuses on the conditions under which such
databases provide theoretical guarantees on solution quality.
Furthermore, the prior work uses locally optimal examples in
the database, whereas our work uses globally optimal ones.
Our automated IK learning framework bears some similarity
to the Lightning framework of Berenson et al [1] in which
past plans are reused in parallel with planning from scratch.
In that work, past examples are retrieved based on nearest
feature vector containing the start and end positions of the
planning query, whereas our work is more general and ac-
cepts any P-parameters of the class of optimization problems.
Furthermore, Lightning uses past planning queries to generate
new experience, while our framework uses a handful of user-
driven queries to seed the database, but can then populate the
database automatically thereafter.
In the context of inverse kinematics, researchers from
computer animation have used learning from human motion
capture data [8, 12]. In robotics, several authors have used
machine learning methods to learn local inverse kinematics
solutions for manipulator control in Cartesian space [21, 22].
Some researchers are also able to incorporate obstacles [18,
23]. By contrast, our work considers the global IK problem,
which is more appropriate for determining goal configurations
for motion and grasp planning. Perhaps the closest attempt
to ours to address this problem is an approach that tries to
discover structure in the IK problem space via clustering [5].
We explore more fully some of the preliminary ideas in that
work.
III. LEARNING GLOBAL OPTIMA FRAMEWORK
Let us summarize the intuition behind our main results,
which are covered in the auxiliary document. Consider a
family of decision problems whose constraints and objectives
themselves vary according to external parameters, such as the
initial state of a trajectory, obstacle positions, target states, etc.
Since these parameters are not under the direct control of the
robot, they are not decision parameters (denoted in this paper
as x) under the control of the agent, but rather P-parameters
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(denoted in this paper as θ). Since the optimal solution x?
depends on the current values of the external parameters, such
as a changing environmental obstacle causing the robot to take
a different path, there is a relationship between P-parameters
and optimal solutions. In essence, a P-parameter vector θ can
be thought of producing an optimization problem that the robot
must then solve to generate x?.
In the context of robotics, P-parameters can include the
robot’s initial state, the query (e.g., a target location), and
characteristics of the environment (e.g., the positions of obsta-
cles). The problem’s decision variables may be diverse, such
as a robot configuration, a representation of a trajectory to be
executed, or the parameters of a feedback control policy.
We intend to study the relationship between θ and x? across
the space of P-parameters, which is a set we call problem
space. The concept of problem space is related to the notion
of task space in IK or operational space control, and feature
space in machine learning. A problem space gives the range
of possible problems encountered in practice, and we are
interested in performing well across this entire space. (In
practice, it may be more appropriate to speak of a distribution
over problems, but in this case we consider the range of likely
problems.)
A. Illustrative examples
As an example, let us consider a family of IK problems.
Note that for the next two paragraphs we shall adopt tra-
ditional IK notation, which conflicts with the notation used
elsewhere throughout this paper. Suppose a robot is asked to
reach the IK objective xd = x(q), where x(q) is the forward
dynamics mapping from configurations q to tasks x. Here,
we have q being the decision variable which the IK solver is
meant to solve, and xd − x(q) = 0 the constraint. If we are
now to think of the robot being asked to reach a range of IK
objectives, we now have θ ≡ xd being the P-parameter of this
problem. If we are now to let xd range over the space of all
possible or all likely tasks, this range of constraints gives the
problem space Θ.
If we now have the robot required to simultaneously reach
xd while avoiding an obstacle at position p. We can encode this
constraint by a distance inequality d(q, p) ≥ 0 that measures
how far the robot is at configuration q from the object at
position p. Now, if p were to also vary, we should add it to
the P-parameter vector to obtain θ = (xd, p). If, on the other
hand, only the z-coordinate of p were to vary, we should only
set θ = (xd, pz), treating the x- and y-coordinates of p as
constants in the constraint d(q, p) ≥ 0.
B. Mathematical statement
In the proposed framework, we are given a class of opti-
mization problems over an n-dimensional decision parameter
x:
Given functions f , g, and h
Find x ∈ Rn s.t.
f(x) is minimized,
g(x) ≤ 0, and
h(x) = 0.
(1)
Here, the functions are defined with ranges f : Rn → R,
g : Rn → Rm, and h : Rn → Rp, and the equality and
inequality are taken element-wise. The functions f , g, and h
are in general nonconvex. However, the feasible set and the
objective function are required to be bounded. The goal of
global optimization is to produce an optimal solution x if one
exists, or to report infeasibility if none exists.
A problem space is defined by variations of f , g, and h. In
this paper, variations in problems will be encapsulated in the
form of a P-parameter variable θ. Specifically, the functions
f , g, and h will be themselves function of the parameter
θ ∈ Θ, where Θ ⊆ Rr is known as the problem space. To
make the dependence on θ explicit, we write f(x) ≡ f(x, θ),
g(x) ≡ g(x, θ), and h(x) ≡ h(x, θ). (Here it is important
that f , g, and h are fixed functions of both x and θ and not
any external factors — in other words, θ must capture all
variability between problems.) We can now rewrite (1) as:
Given P-parameter θ ∈ Θ,
Find x ∈ Rn s.t.
f(x, θ) is minimized over x,
g(x, θ) ≤ 0, and
h(x, θ) = 0.
(2)
With this definition, it is apparent that the only external
parameter affecting the solution is the P-parameter θ. It is now
possible to speak of the set of optimal solutions x?(θ), which
is a deterministic function of θ. x?(θ) may be empty if there
is no solution. If it is nonempty, an optimal cost f?(θ) exists.
We refer to the problem of computing one such solution, or
determining that none exists, as the problem P (θ).
As a final note, in most of this paper, we shall treat m, n,
p, and r as fixed. In practice, however, it may be possible
to share examples across problems of differing dimension.
For example, solutions to motion planning problems may be
represented as a variable number of waypoints, with a set
of decision variables and constraints for each waypoint. The
algorithm presented below still applies, but the analysis would
require additional assumptions about problem structure.
C. Database computation phase
We assume the learner has access to compute a database
of problem-solution pairs, each of which is known as
an example. Specifically, the database consists of D =
{(θ(i), x(i)) | i = 1, . . . , N} where θ(i) is a P-parameter
sampled from Θ, and x(i) is an optimal solution in x?(θ(i)).
Later we will use nil to mark that no solution was found,
but for now let us assume a database entirely consisting of
successfully solved examples. The distribution of θ(i) should
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be relatively diverse, and should approximate the distribution
of problems expected to be encountered in practice. The
solutions are computed by some global optimization method
during an extensive precomputation phase.
In practice, for generating example solutions, we resort
to the use of metaheuristic global optimization techniques
(e.g., random restarts, simulated annealing, or evolutionary
algorithms). However, their approximate nature means that
it cannot be guaranteed that a precomputed solution is truly
optimal, or that a precomputed failure is truly a failure. As a
result the database will contain some noise. We will discuss the
effects of noise, and methods for combating it, in subsequent
sections.
D. Query phase
The query phase attempts to answer a novel query problem
specified by P-parameter θ′. We will analyze a learner that has
access to two auxiliary functions:
1) Let S(θ) be a selection function that produces a subset of
k examples in D for any problem θ ∈ Θ. Usually these
are assumed to be close in problem space to θ′, such
as by finding its k-nearest neighbors given a distance
metric d(θ, θ′) in Θ space.
2) Let A(x, θ, θ′) be the adaptation function that adapts
an optimal solution x for problem θ to another problem
θ′. The result of A is either a solution x′ or nil, which
indicates failure.
The learner is assumed to proceed as follows:
• Retrieval: Select the problems θ(i1), . . . , θ(ik) ← S(θ′)
• Adaptation: For each j = 1, . . . , k, run A(x(ij), θ, θ′) to
locally optimize the solution for the selected problems.
Return the best locally optimized solution, or nil if none
can be found.
It may be possible to learn a different representation of the
map from θ to x, e.g. by using neural networks or Gaussian
processes. However, k-NN more readily admits more formal
analysis, and also is somewhat better at handling discontinu-
ities.
E. Summary of results
In a more complete paper [10] we derive a number of
theoretical results about this framework. Here we summarize
these results, and illustrate them on the simple example of
Fig. 2(a):
• If the mapping from P-parameters to constraints is contin-
uous, then the mapping from θ to optimal solutions x?(θ)
is a piecewise continuous mapping (Fig. 2(b)). (Note that
it is only a partial mapping if some θ define infeasible
optimization problems.)
• x?(θ) is continuous over connected regions of prob-
lem space in which the active set is unique and equal
(Fig. 2(c)). Moreover, it satisfies a Lipschitz bound if the
active set Jacobian is nonsingular.
• Let a learner consist of a database of examples and a
subroutine for subselecting and adapting examples to a
θ 
x*(θ) 
(a) (b)
(c) (d)
Fig. 2. (a) A simple 2D problem family in which the goal is to minimize the
distance between the optimization parameter x and the P-parameter θ subject
to concave polynomial constraints. (b) The optimal solution function, with
x1 and x2 plotted as red and green intensities, respectively. It is piecewise
smooth (best viewed in color). (c) The problem space partitioned into regions
of unique active set. (d) An ideal learner needs only to store one example
in each region (circles). It will globally solve a new problem using local
optimization, starting from the example in the same region as that problem.
novel problem. We define a notion of “goodness” of a
learner as the worst-case suboptimality of the adapted
solution to a randomly drawn problem, relative to its true
optimum. Optimal goodness is achieved if the learner
generates x?(θ) everywhere.
• An idealized learner achieves optimal goodness if: 1) it
stores an example in each contiguous region of problem
space in which the active set is constant, 2) for a new
problem specified by a P-parameter vector θ, it retrieves
an example in the same region as θ, and 3) it uses local
optimization, seeded from the example’s solution and
warm-started from its active set (Fig. 2(d)).
• The worst-case number of examples for an ideal learner is
the number of possible combinations of active constraints,
which is at worst case exponential in problem size.
IV. QUERY IMPLEMENTATION
The basic LGO framework works fairly well as presented
in Section III-D. However, several parameters affect query
performance in practice:
1) Problem similarity metric. Although similar problems
have similar optimal solutions, optimal solution quality
usually changes anisotropically in problem space. As a
result, non-Euclidean distance metrics may be better for
retrieving good examples.
2) Search strategy. A brute-force NN search has O(n)
computational complexity, which becomes slow in large
databases. The use of fast NN data structures allows our
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method to scale to larger databases. We use a ball tree
in our implementation.
3) Number of neighbors k affects the robustness of the
query phase. Larger values of k help combat the effects
of limited database size and noise by allowing additional
attempts at solving the problem. This comes at the
expense of greater computational cost for challenging
queries.
4) Local Optimization Strategy. A straightforward approach
applies a nonlinear optimizer like sequential quadratic
programming (SQP). But we consider faster approxi-
mate strategies below.
5) Perturbations in local optimization. If feasibility is
affected by variables that are not captured in the P-
parameters, such as environmental obstacles, it is usu-
ally prudent to perturb the retrieved seeds before lo-
cal optimization. This is also helpful to address non-
differentiable inequality constraints.
We present a faster implementation, LGO-quick-query, in
which we modify the adaptation step in two ways. First,
we sort the x(i)’s in order of increasing distance d(θ(i), θ),
and stop when the first solution is found. If no solutions
are found, failure is returned. This allows the method to
scale better to large k, since easy problems will be solved
in the first few iterations. Second, rather than using full local
optimization, we simply project solutions onto the equality
constraints h(x, θ) = 0 and those active inequalities that are
met exactly at the prior example. This method is often an
order of magnitude faster than SQP, and provides sufficiently
near-optimal feasible solutions.
Specifically, given a prior example (x(i), θ(i)) we detect
the set A of constraints in P (θ(i)) active at x(i), and then
formulate the active set equality gA(x, θ) = 0, h(x, θ) = 0
for the new problem. Starting at x(i), we then solve for a
root j(x′, θ′) = 0 via the Newton-Raphson method. Bound
constraints, e.g., joint limits, are also efficiently incorporated.
Because Newton-Raphson takes steps with least squared norm,
it approximately minimizes ‖x− x′‖2. Although locally opti-
mizing the objective function f may produce better solutions,
the strategy of keeping the solution close to the start will still
retain the asymptotic goodness properties of the database.
Pseudocode for this technique is as follows:
Algorithm 1 LGO-quick-query(θ,D)
1: Find the k-nearest neighbors θ(i1), . . . , θ(ik) in D, sorted
in order of increasing d(θ(ij), θ)
2: for j = 1, ..., k do
3: A←ActiveSet(x(ij), θ(ij))
4: Simultaneously solve gA(x, θ) = 0, h(x, θ) = 0 using
the Newton-Raphson method, initialized at x(ij)
5: if successful then return the local optimum x
6: return nil
A. Handling infeasible problems
When the problem space contains many infeasible problems
that may be drawn in practice, queries for infeasible problems
are expensive because they always performs k failed local
optimizations per query. In some cases it may be preferable to
quickly terminate on infeasible problems. LGO can be easily
adapted to predict infeasible problems and avoid expending
computational effort on them.
We permit the database D to contain infeasible problems,
whose solutions are marked as nil. If a large fraction of
retrieved solutions for a query problem θ are nil, then it is
likely that θ is infeasible as well. More formally, if k′ denotes
the number of feasible examples out of the retrieved set,
we use a confidence score PFeasible(k′) that determines how
likely the problem is to be feasible given k′. If PFeasible(k′)
falls below a threshold, then we predict θ as being infeasible
and do not expend further effort. Otherwise, it is likely to be
feasible but the database does not have sufficient coverage. In
this case we fall back to global optimization.
Algorithm 2 LGO-query-infeasible(θ,D)
1: Find the k-nearest neighbors θ(i1), . . . , θ(ik) in D, sorted
in order of increasing d(θ(ij), θ).
2: for j = 1, ..., k do
3: if x(ij) 6= nil then
4: Solve gA(x, θ) = 0, h(x, θ) = 0 starting from x(ij)
5: if successful then return the local optimum x
6: k′ ← |{j ∈ {1, 2, . . . . , k} | x(ij) 6= nil}|
7: if PFeasible(k′) > τ then return Global-Optimization(θ)
8: return nil
To generate PFeasible, we use leave-one-out (l.o.o.) cross
validation to estimate the empirical probability that the prob-
lem is infeasible given that k′ out of k nearest neighbors are
feasible.
The feasibility confidence threshold τ should be chosen to
trade off against the competing demands of average query
time and incorrect predictions of problem infeasibility. A value
τ = 1 will never fall back to global optimization, while
τ = 0 always falls back. A high value leads to more consistent
running times but slightly lower success rate.
V. APPLICATION TO INVERSE KINEMATICS
Here we describe an application of our implementation to
the classic problem of IK. The resulting solver combines the
reliability of global optimization with the speed of local opti-
mization. It improves upon prior techniques by automatically
handling optimality criteria, kinematic redundancy, collision
avoidance, and prediction of infeasible IK queries.
The solver is highly customizable; it accepts arbitrary robots
specified by Universal Robot Description Format (URDF)
files, static environment geometries given as CAD models, IK
constraints, and additional user-defined feasibility constraints
and objective functions. Collision detection is performed us-
ing the Proximity Query Package (PQP) [7]. Cost functions
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and additional constraints are specified as arbitrary Python
functions that accept a configuration and optional additional
arguments and return a real number. Each IK problem specifies
one or more single-link IK constraints, optional joint limits,
an optional array of the movable set, and any additional
arguments of custom functions.
A. Problem specification
Specifically, the user provides s ≥ 0 IK constraints pa-
rameterized by θIK,1, . . . , θIK,s, a cost function f(q, θf ), an
optional custom inequality g(qθg) ≤ 0, and joint limits qmin
and qmax. (Note: f and/or g do not need to be parameterized
in which case θf and/or θg are nil. ) The optimization problem
to be solved is:
Given θ = (θf , θg, θIK),
Minimize over q f(q, θf ) s.t.
g(q, θg) ≤ 0
EIK(q, θIK) = 0
qmin ≤ q ≤ qmax
C(q) = false
(3)
where Eik is the error function for the IK constraints and C(q)
returns whether the robot has self-collision or environmental
collision at q. C is a nondifferentiable constraint and is imple-
mented during optimization by setting the objective function
to ∞ when in collision.
B. Database learning
To generate a database, an axis-aligned range of θ is
sampled uniformly at random. To find global optima, a
modified random-restart algorithm is used. First, we use a
Newton-Raphson iterative IK solver with 100 random initial
configurations to find configurations that satisfy IK and joint
limit constraints. The IK solution with lowest cost, if one
exists, is then used to seed an local SQP-based optimization.
The training procedure ranges from approximately 10 ms per
example for the robot in Fig. 3 to 100 ms per example for the
robot in Fig. 8. Our experiments find that this technique is
an order of magnitude faster than naı¨ve random restart local
optimization.
To produce a distance metric, we have experimented with
both Euclidean distance metric, as well as learned Mahalanobis
distances that can correct for poorly scaled problem spaces.
Our implementation can be configured to perform online
metric learning using the LogDet update method of [13].
C. Experiments
The first experiments consider the effects of database size
and selection technique for both redundant and nonredundant
IK problems on an industrial robot. The cost function penalizes
configurations near joint limits:
f(q) = −
n∑
i=1
min(qi − qmin,i, qmax,i − qi)2. (4)
For each experiment, we generated a database as described
in Sec. V-B, and then independently generated an test set of
1000 problems. We disabled infeasibility prediction (i.e., set
τ = 0) for all these experiments.
First we consider a position-constrained problem where the
3 P-parameters of the end-effector position were varied. Fig. 3
compares the performance of the proposed LGO method,
with varying numbers of neighbors k and a fixed database
of |D| = 100, 000 examples. LGO is compared against the
DIRECT algorithm [15], the metaheuristic global optimization
technique differential evolution (DE), and a random-restart
method RR(N ) with N random restarts. A final “cleanup”
local optimization is run to improve the quality of the solution
produced by DIRECT and DE. The RR method is imple-
mented as described in Sec. V-B, which is already highly
tuned to this IK problem: each restart runs a Newton-Raphson
technique to solve for the IK, then if successful, runs SQP.
Clearly, the off-the-shelf global optimizers are not compet-
itive with RR(N ). LGO outperforms even RR(1) in speed,
and begins to outperform the success rate and solution quality
of RR(100) at |D| = 100, 000 and k = 10. Compared to
RR(100), LGO is two orders of magnitude faster. Fig. 4
illustrates the learning curves of LGO on this problem.
Fig. 5 gives results for a position and orientation-constrained
problem. This is a nonredundant problem with a 6-D P-
parameter space, and the robot has up to four IK solutions
(elbow up/down, wrist up/down). The IK rotation matrix is
encoded via a 3D exponential map representation, and for the
NN distance metric these P-parameters are scaled by 1/2pi.
We test LGO with training sets up to |D| = 1, 000, 000
and varying values of k. Again, we see that off-the-shelf
methods are not competitive, and LGO is much faster than
other techniques while still obtaining close to optimal results.
The learning curves, illustrated in Fig. 6, show that LGO
requires more data to get similar success rates to RR(100),
only reaching parity at |D| = 1, 000, 000. This result is
consistent with the theoretical prediction that more examples
are needed in higher dimensional P-parameter spaces to reach
a desired level of quality. At this point it is over 10 times
faster than RR(100). An unintuitive result is that RR(N ) is
significantly faster in this case than the redundant case; the
rationale is that since the problem is nonredundant, the SQP
optimizer quickly terminates because it cannot make progress
to improve the objective function.
Another issue is that the problem space includes axes of
different units (meters for position vs. radians for orientation).
For such poorly-scaled problem spaces, we found that metric
learning produced a Mahalanobis distance metric similar to our
ad-hoc weighting of 1/2pi. Compared to unweighted Euclidean
distance, the learned metric produced a consistent, small boost
in success rate (Fig. 7). Suboptimality and computation time
were not significantly affected.
D. Lifelong learning experiment
We also implemented a “lifelong learning” implementation
where the system automatically populates the database of
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Fig. 3. (a) A redundant position-constrained IK problem (3 P-parameters) on a 6DOF industrial robot. (b) Comparison of success rate on a test set of 1,000
known feasible problems, between existing global optimization methods DIRECT and differential evolution (DE), the N -random restart method RR(N ), and
k-NN LGO with 100,000 examples (higher values are better). (c) Comparison on average computation time, in ms, and suboptimality (lower values are better).
Time is shown on a log scale.
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Fig. 4. Learning curves for LGO on the example of Fig. 3 as the database size and number of neighbors k varies, comparing (a) success rate (b) running
time, and (c) suboptimality. For reference, the performance of RR(N ) is shown as horizontal lines.
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Fig. 5. (a) A position- and orientation-constrained IK problem (6 P-parameters) on a 6DOF industrial robot. Here LGO is tested with a 1,000,000 example
database. (b) Success rate. (c) Running time and suboptimality.
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Fig. 6. Learning curves for LGO on the example of Fig. 5 as the database size and number of neighbors k varies, comparing (a) success rate (b) running
time, and (c) suboptimality.
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Fig. 8. The automatic database example with a 15-DOF robot and dual-
arm position constraints. Four seed IK queries are marked. The IK endpoints
of the database after 1h of background computation at 30% CPU usage
(approximately 10,000 examples). The IK endpoints after 24h of computation
(approximately 250,000 examples).
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Fig. 9. Learning curves for the automated learning procedure on the example
of Fig. 8.
examples in the background, given a handful of seed queries.
Fig. 8 shows an example of how this works on a problem
with the Rethink Robotics Baxter robot with two position-
constrained end effectors, for a 6D P-parameter space. Four
seed queries were provided by hand, but no other information
was provided to help the system identify a feature repre-
sentation or feature ranges. It correctly identified the 6 P-
parameters, and after 1 hour of background computation, the
method generated a distribution of feasible problems shown
in Fig. 8, center. The procedure was then left to learn for
24 hours, yielding approximately a quarter million examples.
Fig. 9 shows the learning curve for this training process,
evaluated on a holdout testing set of 1,000 examples, 130 of
which are feasible. The resulting LGO method with k = 20
performed more reliably than RR(100), with slightly higher
solution quality, and 20 times faster (approximately 5 ms per
query compared to 100 ms).
VI. CONCLUSION
We presented an experience-driven framework for global
optimization in families of related problems. Our work is
an attempt to answer some fundamental questions relating
optimization problem structure to the number of examples
needed to attain a given quality. First, we highlight the fact
that the problem-optimum map is in general only piecewise
continuous, which motivates the use of k-nearest neighbors
approaches rather than function approximators in our imple-
mentation. Our results suggest that the approach is practically
sound in that a finite number of examples is needed to achieve
a bounded level of “goodness”. However, the required database
size depends exponentially on the problem dimensionality in
the worst case. Nevertheless, in some domains it is practical to
generate databases of millions of examples, and in an inverse
kinematics example problem, our implementation yields 1-5
orders of magnitude faster performance than the off-the-shelf
global optimization methods, with little sacrifice in quality.
Future work may improve the analysis by uncovering prop-
erties of problem spaces that are more easily learned, such
as problem families where global optima have larger basins
of attraction (e.g., convex optimization problems). It may also
be possible to bound the number of possible active sets at
global optima based on the order of each constraint, or other
properties of the problem. We also have not yet considered the
question of practical methods for distributing examples such
that each example “covers” a large region of problem space
with good adaptations, which would allow us to maximize
performance for a given database size.
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Abstract—This work presents Experience-driven Predictive
Control (EPC) as a fast technique for solving nonlinear model
predictive control problems with uncertain system dynamics.
EPC leverages a linear dynamics model that is updated online
via Locally Weighted Project Regression (LWPR) to capture
nonlinearities, uncertainty, and changes in the system dynamics.
This allows the NMPC problem to be re-cast as a quadratic
program. The QP can then be solved via multi-parametric
techniques to generate a mapping from state, reference, and
dynamics model to a locally optimal, affine feedback control law.
These mappings, in conjunction with the basis functions learned
in LWPR, define a notion of experience for the controller as they
capture the full input-output relationship for previous actions the
controller has taken. The resulting experience database allows
EPC to avoid solving redundant optimization problems, and as
it is constructed online, enables the system to operate more
efficiently over time. We demonstrate the performance of EPC
through a set of simulation studies with a quadrotor micro aerial
vehicle that is subjected to unmodeled exogenous perturbations.
I. INTRODUCTION
As robots are deployed in complex and unknown real-
world environments, the ability to track trajectories accu-
rately becomes essential for safety. However, this can be
particularly difficult if the robot’s dynamics change online,
e.g., due to environmental effects or hardware degradation.
Furthermore, operation in these types of environments may
preclude reliable, high-rate communication with a base station,
and as a result, the robot must be able to operate safely
and reliable with typically limited onboard computational
resources. Therefore, in this work we aim to develop an
intelligent, computationally-efficient, feedback control strategy
that enables accurate and reliable operation in the presence of
unmodeled system dynamics.
High-rate adaptive control is easily achieved via feedback
control techniques, such as model-reference adaptive con-
trol [16] and L1 adaptive control [25]. However, this simplicity
may be at the expense of safety, as such methods do not
provide constraint satisfaction guarantees. Additionally, these
purely reactive techniques seek to eliminate the effects of
unmodeled dynamics, even when they may be beneficial. In
contrast, model predictive control (MPC) techniques seek to
balance the reactive nature of traditional feedback controllers
and the anticipative nature of infinite-horizon optimal control
techniques. Consequently, they can yield improved trajectory
tracking via finite-horizon optimization while reducing the
computational complexity relative to infinite-horizon formu-
lations.
However, performance of these predictive approaches is
largely dependent on the accuracy of the prediction model.
When applied to a linear system, or a system that does
not deviate significantly from a nominal operating point, the
linear MPC problem can be formulated and solved efficiently
as either a constrained linear or quadratic program [13].
However, if the operating range can deviate greatly from a
nominal linearization point, the formulation must account for
the nonlinear dynamics to ensure the optimization is performed
with respect to an accurate prediction of system evolution.
Moreover, even a fixed nonlinear model may be insufficient
to accurately predict the system’s motion due to modeling
errors and unmodeled dynamics. The use of a nonlinear
dynamics model also significantly increases the computational
complexity of the resulting nonlinear MPC (NMPC) problem,
which must be formulated as a constrained nonlinear program.
Therefore, there are two key challenges that must be
addressed in order to apply NMPC to challenging control
problems: maintaining an accurate model of uncertain, time-
varying dynamics and reducing complexity to increase com-
putational efficiency.
A. Model Accuracy
The issue of model accuracy for predictive control has
been addressed through various adaptation and learning-based
approaches. Most existing adaptive MPC approaches assume
a structured system model with uncertain parameters that
can be estimated online. These approaches then combine a
standard MPC formulation with an online parameter estimator,
e.g., a Luenberger observer or Kalman filter, to achieve more
accurate, deliberative actions [2, 9, 11].
However, treating all model uncertainty as parameters to
estimate can limit the overall model accuracy, especially when
the system is subject to complex, exogenous perturbations,
such as aerodynamic effects on an aerial vehicle. Learning-
based function approximation techniques can be applied to
address this issue. The resulting semi-structured approaches
augment a structured system model with a non-parametric,
online-learned component, e.g., via a Gaussian process [17].
The resulting model is then queried within the NMPC formu-
lation while continuing to adapt to model changes. While tech-
niques such as Gaussian process regression scale poorly with
the amount of training data, another kernel-based approach,
Locally Weighted Projection Regression (LWPR), summarizes
training data using linear basis functions [24]. The resulting
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incremental updates enable fast model learning that is suitable
for finite-horizon control [15].
B. Computational Efficiency
Computational efficiency can be evaluated in terms of
increased solution speed and decreased redundant computa-
tion. For linear MPC formulations, there are a variety of
techniques aimed at increasing solution speed. Several of
these approaches leverage efficient convex optimization tech-
niques [7, 20] and exploit matrix structure in the LP or QP
formulations [26] to compute solutions quickly. Alternatively,
explicit MPC approaches precompute the optimal linear MPC
solutions for a polytopic decomposition of the state space,
reducing the complexity of online computation [1, 6]. Other
approaches, such as partial enumeration (PE) [18], balance the
strengths of the online and offline approaches and demonstrate
fast solution times on very large problems.
While some fast, online NMPC solution techniques have
been developed, they rely on iterative, approximate solution
techniques built around fast convex optimization solvers [3,
5, 12]. Consequently, they inherently cannot achieve the so-
lution speeds attained by linear MPC formulations. Explicit
NMPC [10] moves the optimization offline to achieve high-
speed online control, but it is known to scale poorly as the
resulting lookup table grows exponentially with the horizon
length and number of constraints. As a result, NMPC has not
been amenable to high-rate, realtime operation, particularly
on computationally constrained systems. The nonlinear partial
enumeration (NPE) algorithm [4] combines linear and nonlin-
ear formulations to achieve high-rate predictive control with a
nonlinear model, while also improving performance over time
to better approximate the NMPC solution. However, its depen-
dence on nonlinear optimization for performance improvement
limits scalability and the rate at which performance improves.
While some MPC algorithms seek to reduce the amount
of redundant computation performed by reusing past solu-
tions [7], they still must solve an optimization problem at
every control iteration. PE-based techniques achieve greater
efficiency through the online creation of a controller database,
which dramatically reduces the number of optimization prob-
lems that must be solved. However, since they assume the
dynamics model is fixed and accurate, the controllers produced
are invalidated if the dynamics change.
The construction of a database from past actions in order
to facilitate choosing future actions is also the foundation
of transfer learning and lifelong learning algorithms. These
learning-based approaches consider executing tasks, which,
by analogy to the PE approaches, can be viewed as a par-
ticular state-reference sequence. Transfer learning seeks to
use knowledge about past tasks to bootstrap learning a new
task [23], similar to efficient MPC strategies [7]. Lifelong
learning shares similarities with the PE approaches in that it
makes this knowledge transfer bidirectional to learn policies
that maximize performance over all past and present tasks [21].
However, the PE approaches maintain a finite set of controllers
that are updated through infrequent computation and do not
permit interpolation. Whereas lifelong learning algorithms,
such as ELLA [21] or OMTL [22], maintain a set of bases
that aid in reconstructing task models whenever new data is
received.
Therefore, we propose an Experience-driven Predictive
Control (EPC) methodology that combines aspects of NPE
with online model learning via LWPR. As in the PE tech-
niques, EPC leverages an online-updated database of past
experiences in order to achieve high-rate, locally-optimal
feedback control with constraint satisfaction. However, we also
parameterize the learned feedback control laws by the system
dynamics, enabling online adaptation to model perturbations.
II. APPROACH
In this section, we present the Experience-driven Predictive
Control (EPC) algorithm for fast, adaptive, nonlinear model
predictive control. In the context of predictive control, we
first define experience to be the relationship between pre-
vious states, references, and system dynamics models and
the optimal control law applied at that time. Past dynam-
ics models capture the effects of uncertainty on observed
system evolution, while previous states capture the system’s
behavior under optimal control policies for a given dynamics
model. Therefore, EPC constructs and leverages a two-part
representation of past experiences to improve the accuracy
of its finite-horizon lookahead. The first is the set of linear
basis functions maintained by the Locally Weighted Projection
Regression (LWPR) algorithm that capture observed variations
in the system dynamics. The second is a mapping from states
and references to locally optimal controllers that is updated
online and is parameterized by the current estimate of the
vehicle dynamics.
A. Online Model Adaptation via LWPR
Predictive control techniques for nonlinear systems employ
either a nonlinear dynamics model, which incurs the complex-
ity of solving nonlinear programs, or a more computation-
ally efficient local approximation of the nonlinear dynamics.
Therefore, given the nonlinear dynamics x˙ = f(x,u), nominal
state x∗ and nominal control u∗, we define x¯ = x − x∗ and
u¯ = u−u∗ and derive an affine approximation of the dynamics
via a first-order Taylor series expansion, x¯nomk+1 = Ax¯k +
Bu¯k+c. We can then extend this model with an online-learned
component via LWPR, which estimates perturbations to the
nominal model, including nonlinearities, modeling errors, and
unmodeled exogenous forces.
LWPR models a nonlinear function (from an input z to an
output y) by a Gaussian-weighted combination of local linear
functions [24]. These basis functions encapsulate all past dy-
namics information, in contrast to Gaussian processes, which
require storing all past training data. New linear functions are
added as required when the existing set of bases are insufficient
to represent new data with the desired accuracy. It also has a
forgetting factor to control rate of adaptation to model changes
by adjusting the effects of prediction error on the weight for
each basis. As a result, LWPR is robust to uninformative
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or redundant data, can retain information capturing all past
experience, and can adapt its estimate to changing dynamics.
LWPR updates its estimate incrementally via partial least
squares, which has O(|z|) complexity, making it well-suited
to real-time operation. Partial least squares projects the inputs
onto a lower dimensional space defined by projection direction
vectors νr and ρr, as detailed in [24]. It also computes slope
coefficients βr for each projection direction and an offset β0 to
generate a prediction of a scalar output. Therefore, following
Mitrovic, et al. [15], we fit the dynamics model element-wise:
for the ith element in y, local linear model j (with rj projection
directions) is given by
Ψj(z) = β0 +
[
β1, . . . , βrj
]

νT1
νT2P1
...
νTrj (P1 · · ·Prj−1)
 (z−mj)
= αj + β
T
j (z−mj)
where Pr = I−diag(ρr)
[
νr, . . . ,νr
]T
. The prediction model
(consisting of Ni local models with weights wj defined by a
Gaussian kernel with mean mj and covariance Dj) is
pi(z) =
1
W
Ni∑
j=1
wj(z)Ψj(z)
wj(z) = exp
(
−1
2
(z−mj)TDj(z−mj)
)
W =
Ni∑
j=1
wj(z)
Taking z =
[
xTk u
T
k
]T
and y = x¯k+1 − x¯nomk+1, the predic-
tion output pˆ =
[
p0, p1, . . .
]T
gives the estimated perturbation
to the system dynamics at a query point z. The total predictive
dynamics model is then given by
x¯k+1 = x
nom
k+1 + y
= Ax¯k +Bu¯k + c+ pˆ
= Ax¯k +Bu¯k + c˜ (1)
Since LWPR learns the perturbation model online, it may
initially return high-variance estimates when the system enters
a new region of the input space (i.e., values of z for which
the system has minimal experience). Therefore, to limit the
effects of the resulting transients in the estimate, we introduce
a simple gate based on the model uncertainty maintained by
LWPR. If model uncertainty is high at a given query point, we
instead use a zero-order hold on the previous estimate. As the
system continues to gain experience in its operating domain,
this gate will cease to be applied.
Finally, following the insight from L1 adaptive control [25],
we introduce a low-pass filter on the disturbance estimate
before it is incorporated into the predictive model (1). This
enables LWPR to learn the perturbation model quickly while
limiting changes to system dynamics to be within the band-
width of the system.
B. Receding-Horizon Control Formulation
The use of an affine model (1) that automatically adapts to
capture the effects of nonlinearities and unmodeled dynamics
permits a simplified optimal control formulation for EPC
relative to techniques such as nonlinear partial enumeration
(NPE), which requires solving a nonlinear program due to the
general nonlinear dynamics model. Taking the current state
as the nominal state, x∗ = x0, and given N reference states
r1, . . . , rN , let r¯ = r−x∗. We can then formulate the receding-
horizon control problem as a quadratic program:
argmin
u¯k
N−1∑
k=0
1
2
(x¯k+1 − r¯k+1)TQ(x¯k+1 − r¯k+1)
+
1
2
(u¯k − u¯pˆ)TR(u¯k − u¯pˆ)
s.t. x¯k+1 = Ax¯k +Bu¯k + c˜
Gxx¯k+1 ≤ gx
Guu¯k ≤ gu
∀ k = 0, . . . , N − 1
(2)
where we subtract u¯pˆ (the control input corresponding to pˆ)
to avoid penalizing disturbance compensation.
To simplify notation, define x =
[
x¯T1, . . . , x¯
T
N
]T
, r =[
r¯T1, . . . , r¯
T
N
]T
, u =
[
u¯T0, . . . , u¯
T
N−1
]T
, upˆ =
[
u¯Tpˆ, . . . , u¯
T
pˆ
]T
B =

B 0 . . . 0
AB B . . . 0
...
...
. . .
AN−1B AN−2B . . . B
 , c =

c˜
(A+ I) c˜
...∑N−1
i=0 A
ic˜
 ,
Q = diag(Q, . . . ,Q), R = diag(R, . . . ,R), Gx =
diag(Gx, . . . ,Gx), Gu = diag(Gu, . . . ,Gu), gx =[
gTx, . . . ,g
T
x
]T
, and gu =
[
gTu, . . . ,g
T
u
]T
. Also, noting that
x¯0 = 0, we can rewrite (2) as
argmin
u
1
2
(x− r)TQ(x− r) + 1
2
(u− upˆ)TR(u− upˆ)
s.t. x = Bu+ c
Gxx ≤ gx
Guu ≤ gu
We can construct an equivalent QP entirely in terms of u
by substituting the dynamics constraints and dropping constant
terms in the cost function
argmin
u
1
2
uTHu+ hTu
s.t. Γu ≤ γ
(3)
where H = BTQB +R, h = BTQ(c− r)−Rupˆ,
Γ =
[GxB
Gu
]
, and γ =
[
gx − Gxc
gu
]
Defining λ as the vector of Lagrange multipliers and Λ =
diag(λ), the first two Karush-Kuhn-Tucker (KKT) conditions
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for optimality (stationarity and complementary slackness) for
the QP can then be written as
Hu+ h+ Γ Tλ = 0
Λ(Γu− γ) = 0 (4)
If we only consider the active constraints (i.e., with λ > 0)
for a given solution, we can reconstruct u and λ by solving a
linear system derived from (4), where the subscript a indicates
rows corresponding to the active constraints[H Γ Ta
Γ a 0
] [
u
λa
]
=
[−h
γa
]
Assuming the active constraints are linearly independent
(Bemporad, et al. [1] suggest alternatives if this assumption
fails), the resulting QP control law u is affine in the predicted
state error r and parameterized by the system dynamics
u = E5r −
E5c− E4Rup˜ + E3

g+x − Gxc
−g−x + Gxc
g+u
−g−u

a
 (5)
where E1 = Γ aH−1, E2 = −(E1Γ Ta)−1, E3 = ET1E2,
E4 = H−1 + E3E1, and E5 = E4BTQ. Moreover, since
the coefficients in (5) are all functions of A, B, and c˜, the
overall control law κ(x0, r1, . . . , rN ) can be written in terms
of a parameterized feedback gain matrix K and feedforward
vector kff
κ(x0, r1, . . . , rN ) = K(A,B, c˜)r + kff(A,B, c˜) (6)
This parameterization also extends to the KKT condition
checks to determine whether a previously computed controller
is locally optimal. The active Lagrange multipliers λa follow
a similar form to the control law
λa = −E6r +
E6c− ET3Rup˜ + E2

g+x − Gxc
−g−x + Gxc
g+u
−g−u

a

(7)
where E6 = ET3BTQ.
Therefore, instead of storing the affine controller gains and
Lagrange multipliers required to evaluate the KKT conditions,
it is sufficient to store only the set of active constraints. The
controller and KKT matrices can then be reconstructed online
using (5), (7), and the current A,B, c˜. Consequently, this
parameterized formulation enables us to adapt and apply any
previously computed controller, when appropriate according
to the KKT conditions, even as the system dynamics evolve.
The complete algorithm is detailed below.
C. EPC Algorithm
As described in Alg. 1, EPC constructs a database defined
as a mapping M from experiences to controllers. At the
beginning of each control iteration, EPC queries the current
state and reference, as well as the current linear model from
Algorithm 1 Experience-driven Predictive Control
1: M← ∅ or Mprior
2: while control is enabled do
3: x← current system state
4: r ← current reference sequence
5: A,B, c˜← current dynamics model from LWPR
6: for each element mi ∈M do
7: Compute u,λ via (5),(7)
8: if x, r satisfy parameterized KKT criteria then
9: importancei ← current time, sort M
10: solution_found ← true
11: Apply affine control law (6) from mi
12: end if
13: end for
14: if solution_found is false then
15: Apply interm. control via (3) with slack variables
16: Update QP formulation with current model
17: Solve QP (3) to generate new controller
18: if |M| > max table size then
19: Remove element from M with minimum
20: importance
21: end if
22: Add new element
23: mnew = (x0,K1,K2,kff,importance) to M
24: end if
25: end while
LWPR, (A,B, c˜). It then queries the parameterized mapping
(line 6), and if the linear and nonlinear KKT conditions are
met for an element, applies the corresponding controller. If
no controller from prior experience is applicable (line 14),
it solves the QP (3) to add a new parameterized element
to the mapping, updating the stored experiences with the
current scenario. In parallel, EPC applies commands from a
short-horizon intermediate QP with slack on state constraints
(line 15), in order to maintain a desired control update rate.
As new controllers are added to the database, less valuable
controllers (indicated by a lower importance score) can be
removed (line 20) to bound the number of elements that may
be queried in one control iteration.
In addition to introducing adaptation to unmodeled dynam-
ics, the parameterization by experience and the introduction of
an online updated linear dynamics model eliminates the most
computationally expensive component of NPE - the nonlinear
program. Although the nonlinear program does not limit the
control rate in NPE, it does limit how quickly new controllers
can be computed, consequently limiting the practical horizon
length and increasing the dependence on the intermediate
controller. With its quadratic program formulation, EPC has
the advantage of faster solution times in the parallel thread,
which can be leveraged to reduce the dependence on the
intermediate controller or increase the prediction horizon.
Additionally, the nonlinear program solutions in NPE serve
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(a) (b) (c) (d) (e)
Fig. 1: Snapshots of the quadrotor executing the elliptical trajectory that traverses the disturbance region (highlighted).
as fixed feedforward terms in the resulting affine control
laws, precluding a completely adaptive control strategy. With
EPC, the local controllers are fully parameterized, allowing
controllers computed using past experience to be adapted to
the present scenario.
III. RESULTS
To validate the performance of the EPC algorithm, we
conducted a series of simulations with a quadrotor micro-aerial
vehicle tracking a trajectory that crosses a region where strong
exogenous forces (e.g., wind) act on the vehicle.
The simulator and controller are built around ROS [19],
and the controller uses the qpOASES library [8] to solve the
quadratic programs. The simulation is run on a 2.9 GHz Intel
mobile processor. We employ a hierarchical control setup [14],
applying EPC separately to the translational and rotational
dynamics. The quadrotor is commanded to fly ten laps at
0.7 m/s around an elliptical trajectory (Fig. 1) that intersects a
region in which a constant disturbance torque is applied about
the x and y axes. Since the disturbance acts on the rotational
dynamics, we focus on the EPC used for attitude control in
following results. Since attitude controllers are commonly run
at rates exceeding 200 Hz [4], we note that a viable attitude
controller should return a control input within 5 ms.
To demonstrate safety under limited control authority, we
enforce constraints on the torque control inputs that are more
restrictive than the nominal commands that would be applied
to track the trajectory. As a result, these constraints are acti-
vated repeatedly as the vehicle tracks the trajectory. In order to
satisfy these constraints, EPC learns 22 different parameterized
feedback control laws, as shown in Fig. 2. Moreover, the
intermediate controller (denoted controller 0) is only applied
in the early laps, indicating that the majority of the controllers
are learned quickly and then reused in subsequent laps. This
intelligent controller switching also yields reliable constraint
satisfaction, as shown in Fig. 3.
Over the course of this trial, the mean time required to
query the controller database is 0.29 ms with a variance of
0.36 ms. This confirms that EPC is a computationally efficient
approach for adaptive model predictive control suitable for
high-rate applications, such as attitude control of a quadrotor.
In addition to constraint satisfaction, EPC substantially
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Fig. 2: Learned controllers are reused in subsequent laps,
ultimately eliminating the dependence on the intermediate
controller (column 0). Colors denote the total usage time (in
seconds) for each controller.
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Fig. 3: EPC successfully satisfies roll and pitch control input
constraints (dashed red lines) via controller switching
improves trajectory tracking accuracy in the presence of sud-
den changes to the system dynamics, as shown in Fig. 4.
As expected, tracking performance improves over time as
additional experience is gained. In addition to extending the
controller database, this experience refines the LWPR model.
Consequently, the model yields increasingly accurate estimates
of the exogenous torques, as shown in Fig. 5.
Figure 6 illustrates the performance of EPC relative to
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Fig. 5: LWPR accurately estimates the torque disturbances
about the x- and y axes as it tracks the elliptical trajectory
two baseline approaches: L1 adaptive control (L1AC)[25]
and an adaptive MPC formulation based on a state predictor
(Luenberger observer). The gains for the L1AC were selected
to match the nominal gains computed by EPC. The low-pass
filter bandwidth was also set equal for both controllers to
ensure a fair comparison of the adaptation laws. Since the
core EPC formulation is equivalent to a quadratic program
based MPC, we used EPC with the Luenberger observer as
the second baseline. Additionally, we loosen the constraints
on the control inputs applied in EPC for these simulations.
EPC embeds the disturbance estimate in the prediction model
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Fig. 6: EPC with LWPR yields improved position tracking
error compared to L1 adaptive control (L1AC) and EPC with
a simple state predictor (EPC-Luenberger)
to enable constraint satisfaction, whereas L1AC adds it as a
compensation term to the resulting command. Therefore, it
lacks any safe means of constraint satisfaction, precluding a
comparison of constrained control performance.
As Fig. 6 shows, EPC (after obtaining sufficient experience)
reduces peak tracking error by an average of 26.8% relative
to L1 adaptive control. EPC (with LWPR) also reduces peak
tracking error by an average of 17.2% relative to the variant
with a Luenberger observer, confirming that the improvement
relative to L1AC is not simply due to integrating the estimate
into the prediction model. Moreover, these results show that
the combination of a predictive controller driven by an on-
line learned, reusable model can yield significantly improved
tracking performance.
Finally, to evaluate the generalizability of experience, we
consider a more complex scenario. Over the course of this
1000 s trial, the quadrotor is commanded to track a series
of smooth but random trajectories through the same envi-
ronment as before. Figures 7 and 8 show these trajectories,
which achieve maximum commanded velocities of 1.7 m/s
and accelerations of 5.1 m/s2. The vehicle dynamics are also
perturbed by a stochastic process emulating turbulent air flow,
introducing noise into the LWPR training data.
Due to the randomization, the quadrotor enters and exits
the disturbance region following a variety of trajectories.
The resulting disturbance estimate (Fig. 9) shows transient
behavior during the initial traversals of the disturbance region
(e.g. during the first 200 s of the trial), with disturbance
34
Fig. 7: Representative trajectories entering and exiting the
disturbance regions, taken from a 100 s window of the ran-
domized trial
estimate rise times greater than 1.5 s. However, these transients
do not reappear, even as the vehicle traverses the region
in previously unseen ways due to the variety of trajectories
executed. Moreover, the disturbance estimate has a consistent
rise time of approximately 0.5 s for the remainder of the
trial. This indicates that the experience gained through the
initial traversals is applicable to the numerous novel scenarios
encountered in the future and yields a consistent improvement
in disturbance estimation performance.
The controller also performs as expected. Even for this
long trial with diverse trajectories, EPC only computes 52
controllers to maintain constraint satisfaction (see Fig. 10).
Additionally, the time to query this database has a mean of
0.30 ms with a variance of 0.29 ms. This again illustrates the
computational efficiency of this Experience-driven Predictive
Control approach.
IV. CONCLUSIONS AND FUTURE WORK
In this work, we have presented the Experience-driven
Predictive Control (EPC) algorithm for fast, adaptive, non-
linear model predictive control. EPC constructs a database
of reusable feedback controllers that are parameterized by
the system dynamics. When combined with an online-learned
model of the system dynamics based on Locally-Weighted
Projection Regression (LWPR), this enables online adaption
to perturbations to the dynamics model. As the system gains
experience through operation, both the controller database and
the dynamics model are improved to yield increased tracking
accuracy, even in the presence of sudden changes in the
dynamics model. This also implies that if the system were
to start with some experience (e.g., from past operation), it
could further reduce the transient effects of learning.
The simulation trials presented in this work provide a
preliminary assessment of the EPC algorithm. We will there-
fore continue to evaluate the algorithm in simulation as well
as pursuing experimental validation of the approach running
onboard a small-scale quadrotor platform.
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The Impact of Approximate Methods on Local
Learning in Motion Planning
Diane Uwacu, Chinwe Ekenna, Shawna Thomas, Nancy Amato
Abstract—Machine learning methods have been applied
to many motion planning algorithms including probabilistic
roadmap methods (PRM). There are many variants of these
methods and choosing the best one every time is hard and
depends on local properties of the environment. A successful
learning approach has been developed to offset this issue. This
learning approach was applied to PRMs to help decide intelli-
gently what method to utilize in dynamically created local regions
of the environment or task space. It used exact neighbor finding
approaches and removed the need to partition environments to
get improved results.
In this work we make further advances by introducing
approximate neighbor finder methods. It has been established
that approximate neighbor finding methods are faster than exact
methods, still work well in connecting nodes to edges in PRMs,
and that connection is robust to noise. We study what happens
when noise is introduced into learning by using approximate
methods instead of already studied exact methods. We show that
the impact of noise on learning depends on how much learning
needs to take place given the topology of the environment. Our
results demonstrate a correlation between heterogeneity and the
need for learning over a local region.
I. INTRODUCTION
Motion planning finds a valid path for an object as it moves
from one position to the next while avoiding obstacles in the
environment. The motion planning problem has been shown
to be P-SPACE hard [19], and so to mitigate this issue,
sampling based motion planning algorithms were intro-
duced. These methods sample important points in the en-
vironment while still maintaining probabilistic completeness
and in some cases asymptotic optimality [9]. This optimality
depends on being able to use the right strategy for the right
type of problem [3]. However, interesting problems are usually
not homogeneous in nature and so there has been no single
strategy that works well enough with all of them. In fact, there
are many variants of motion planning strategies and choosing
the best one is hard and problem dependent.
This issue motivated the introduction of machine learning
methods in motion planning. Various methods have been
introduced that utilize different machine learning methods. The
Lightning framework in [5] introduces learning from experi-
ence where the robot’s performance is stored in a hash table
and comparisons made with current performance to see if there
is an optimization. [1] used inverse reinforcement learning to
observe how robots behave and improve or copy them in the
next iteration termed “learning from demonstration”. More
recently machine learning was introduced to PRMs to help
improve the connection of nodes in a timely manner [10].
Adaptive Neighbor Connection in local regions (ANC-
Spatial) [11] makes use of reinforcement learning techniques
to help decide what connection method is suitable in a partic-
ular region of the environment that gets partitioned on the fly.
ANC-Spatial creates these regions by identifying neighbors
to the nodes that will be added to the roadmap. It creates a
dynamic region around them, after which it gets information
from these neighbors on the performance of past connection
methods. It uses this information to decide the next suitable
method to use. These neighbor finding approaches that ANC-
Spatial uses however are all exact. In this work we investigate
the effect of using approximate methods instead.
We introduce approximate neighbor finding approaches
which has shown to be faster and the state of the art choice for
connection. We investigate what happens when approximate
methods are used and how this introduction of noise into
the ANC-Spatial framework affects learning. We discuss how
good the neighbor finding information using this approximate
approach has to be for ANC-Spatial to learn from. We find
that the impact of noise is somewhat problem dependent. We
show that the greater the heterogeneity, the more important
it is to learn from a local set of neighbors, but this set need
not be exact. On the other hand, when the critical portions
of the environment lie in homogeneous regions, exact (or
even approximate) learning is not needed but a global learning
approach may be used.
II. RELATED WORK
In this section we first explain the use of nearest neighbor
finders in sampling-based strategies. We also review some of
the approximation methods that have been studied.
A. Sampling Based Motion Planning
Sampling based algorithms, probabilistic roadmaps (PRMs)
in particular, randomly sample the environment and then
connect nodes to construct a map that is queried to find a path
from a start to a goal [14]. There are a number of strategies
that take advantage of the topology of the environment to
optimize the roadmap construction phase of planning. PRM
variants consider different topology which include uniformly
generating samples in the environment [14], sampling near
obstacles [2], [4], [6], [12], [20], sampling with constraints
placed on the robots [17] and planning with uncertainty in the
environment [13]. These methods have different characteristics
and representation of the geometry of the robot in the planning
space.
B. Existing Connection Methods
Connection methods are primitives used in PRM to connect
nodes via edges together while building a roadmap. The
Proceedings of the 1st International Workshop on Robot Learning and Planning (RLP 2016)
in conjunction with 2016 Robotics: Science and Systems
June 18, 2016 – Ann Arbor, Michigan, USA
©2016 RLP 38
connection method defined within our context comprises a
combination of a distance metric to get calculations on dis-
tance between configurations, a neighbor finding approach to
pair ”close/similar” configurations and a local planner to make
an edge if a feasible path exists between two configurations.
In this section we discuss these three primitives used during
the connection phase for PRMs, i.e. neighbor finding methods,
distance metrics and local planners.
1) Exact Neighbor Finding Methods:
• K-Closest /R-Closest methods: returns the k closest
neighbors to a node based on some distance metric, where
k is normally some small constant, and can be done in
logarithmic time. The advantage is that nodes are more
likely to be connectable by the local planner because
the volume of C-Space that the connection occupies is
smaller. A similar approach is the r-closest method which
returns all neighbors within a radius r of the node as
determined by some distance metric. Here, the size of the
neighbor set is not fixed but is dependent on the sampling
density.
• Randomized K-Closest variants: Two randomized vari-
ants of these methods are proposed in [16]: K-Closest,K-
Rand and R-Closest,K-Rand. K-Closest,K-Rand ran-
domly selects k neighbors from the k2 closest nodes,
where typically k2 = 3k. R-Closest,K-Rand selects k
random neighbors from those within a distance r. In
some cases, these methods outperform K-Closest as they
introduce some useful randomness.
2) Approximate Neighbor Finding Methods:
• Spill-tree-based nearest neighbor search [15] uses metric
tree data structures to sperate the plane into a left and
right hand side. The algorithm then uses non-backtracking
search to accurately return the nearest neighbor in
O(logn) by always searching one side of the tree. How-
ever, there is a chance of making the wrong decision when
a node is at the separation point between the two sides.
The algorithm fixes the issue by including a overlaping
buffer of size τ that guarrantees that all the nodes that
are not checked are at least τ away from the node.
• The Distance-based Projection onto Euclidean Space
algorithm (DPES) [18] uses distance-based projection
of high-dimensional metric spaces onto low-dimensional
euclidean spaces. This projection improves efficiency
because typically, not so many distance evaluations are
needed to compute nearest neighbors. [18] make use of
the approximate nearest neighbor algorithm (ANN) that
uses kd-trees to find nearest neighbors in O(dnlogn).
• Another technique MPNN [21] is an extension of the
ANN algorithm. MPNN is used to find approximate
nearest neighborhood by building multiple small kd-tree
throughout the C-space.
• In this work we use CGAL (Computational Geometry
Algorithms Library). This method has shown competence
by saving time without losing correctness [7]. CGAL
has different search data structures like k-d trees and
range and segment trees that allow it to find the nearest
neighbors in O(logn).
3) Distance Metrics: A distance metric is a function δ that
computes some “distance” between two configurations a =
〈a1, a2, . . . , ad〉 and b = 〈b1, b2, . . . , bd〉, i.e., δ(a, b) → R,
where d is the dimension of a configuration. A good distance
metric for PRMs predicts how likely a pair of nodes can
be connected. In this paper, we study two different distance
metrics:
• The scaled Euclidean distance metric is a variant
δ(a, b) =
√
s(pos mag)2 + (1− s)(ori mag)2
where pos mag is the Euclidean distance of the positional
dimensions, ori mag is the Euclidean distance of orien-
tational dimensions, and s is a weighting parameter. The
Euclidean distance metric gives equal weighting for all
dimensions. Scaled Euclidean is cheap and adequate in
many situations. However, it is not a good predictor when
the local planner differs from a simple straight line.
• Swept volume is the volume generated by the continuous
motion (translation and/or rotation) of a geometric object
through space. The swept volume distance is the volume
swept by the robot while following the motion prescribed
by the local planner. For an articulated linkage, this
becomes the sum of the swept volumes of each of the
links. This distance measure is expensive but accurate
for any local planner.
4) Local Planners: A local planner (LP) connects two
nodes with an edge based on defined closeness characteristics
[3]. There are many local planners that can be used to
connect two nodes a and b, and in this work we focused on
two: StraightLine and RotateAtS. We used the StraightLine
local planner because apart from being commonly used, it is
the fastest to compute and thus less computation overhead.
RotateAtS is useful as a comparison tool because it is an
offshoot of the straightline local planner but does some rotation
along the way. We also talk briefly about other local planning
method called TransformAtS and Toggle LP.
• StraightLine [3]: interpolates between two points in C-
Space checking intermediate points on a straight line in
C-Space.˜ Although this local planner is simple and fast,
it usually fails in cluttered environments where nearest
neighbors cannot be connected by a straight line due to
the large swept volume.
• RotateAtS [3]: reduces the swept volume near endpoints
by translating from a for some distance s toward b, chang-
ing all orientation degrees of freedom, and translating
again to get to b. The rotation allows the local planner
some chance to get around obstacles making it more
successful with samples that are close to obstacles.
• TransformAtS is a modification of RotateAtS that
changes all degrees of freedom one by one when it gets
to s.
• Toggle LP [8]: a straight-line connection between the
configurations a and b is attempted. If this fails then a
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third configuration n is generated that defines a triangle
between a, n and b and a path will be searched within
this triangle. This method extends local planning to a 2
dimensional plane of C space. Toggle LP shows a proof of
disconnection if no valid path exists but there is the added
overhead of generating the third node which will prove
expensive as the complexity of the problem increases.
C. Local Adaptive Neighborhood Connection (ANC-Spatial)
ANC-Spatial learns the best connection method to use on
a given node by analyzing the performance of connection
methods candidates in the vicinity of that node.
Figure 1 shows an example 2D point robot environment
that is largely free with a small cluttered region in the bottom
left corner. The roadmap is constructed with two candidate
connection methods: CMA (blue) and CMB (red). Overall,
the most successful connection method is CMA (indicated by
a greater number of blue edges). However, in the cluttered
region in the bottom left, CMB is much more successful.
When connecting node q (in green) to the roadmap, it is
important to take locality into account. The local learning
method, such as ANC-Spatial, wisely chooses CMB because
CMB is much more successful in this local area.
Fig. 1. To connect a new node q (in green) to the roadmap, method B (in
red) is more likely to succeed than A is despite the global popularity of A.
To locate the vicinity of the node, ANC-Spatial uses a
local neighbor finder that finds nearby nodes to the targetted
node. ANC-Spatial analyzes the performance of the connection
methods used in that region and based on that probability
distribution, picks the connection method that is most likely
to succeed. It then updates probabilities of the connection
methods based on the performance of the chosen method.
More details are presented in Algorithm 1.
Even if ANC-Spatial optimizes the choice of the connection
method, its main overhead is the time it takes to find neighbors.
In order to accurately learn, ANC-Spatial relies on a good
local neighbor finder to return the nearest neighbors to the
node. However, because of how frequent this operation is done,
ANC-Spatial also relies on a fast neighbor finding algorithm.
Algorithm 1 ANC-Spatial
Input. A connecting vertex q, a set of connection methods
CM , a locality neighbor finder Nflocal, a local planner
lp and a graph G
Output. A graph G with additional edges to/from q.
1: Initialize a set of connection method probabilities Pq to
the uniform distribution
2: Initialize Ninit = The set of neighbors to q using Nflocal
3: for each n ∈ Ninit do
4: Update Pq using all < cm, reward, cost > tuples
stored in n, ∀cm ∈ CM
5: end for
6: Randomly select a cmq according to Pq
7: N = cmq .FIND NEIGHBORS(q,G)
8: for each n ∈ N do
9: if lp.IS CONNECTABLE(q, n) then
10: G.ADD EDGE(q, n)
11: end if
12: Let xq be the reward and cq be the cost of the connec-
tion attempt
13: Update q and n with < cmq, xq, cq >
14: end for
III. APPLYING APPROXIMATION IN LOCAL REGION
IDENTIFICATION
The main goal of this work is to examine how approximate
neighbor finding affects the ability to learn in ANC-Spatial.
Recall that local learning examines method performance his-
tory over the nearest neighbors to determine which method
to connect a given node with. We show the impact of using
neighbor finding approximation during the learning process.
We study different levels of approximation as well as using
approximate information in different parts of the connection
process (i.e., learning regions, connecting nodes). Steps 2
and 7 of Algorithm 1 find k nearest neighbors to a node q.
We introduce approximation by replacing the exact neighbor
finding call with and approximate version in one or both of
these steps. Note that the neighbor finder used to define the
learning region and the one used to determine connection
canidates are likely not the same, thus computations are not
reused. For example, the k nearest neighbors as determined
by Euclidean distance may define the learning region but the
learned connection method may use LPSwept distance for
deciding which connections to attempt.
A. Experimental Setup
To investigate the performance of different approximation
levels in the context of learning, we construct a roadmap
until a representative query is solved. This query requires
the robot to traverse the entire breadth of the environment.
For performance, we look at time to build the roadmap.
Running time varies based on the time required to find nearest
neighbors and the affect of deteriorating neighbor quality as
approximation level increases. For all experiments, we use
OBPRM [2] sampling, set k = 10, and use straightline and
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RotateAtS [3] local planning. All experiments are averaged
over 10 runs.
1) Environments Studied: We examine the following envi-
ronments of varying heterogeneity:
• 2D Maze (see Figure 2): This is a 2D environment com-
posed of several narrow passages and cluttered regions.
A circular robot is expected to traverse from the bottom
left (in red) to the top right (in blue) of the environment.
This environment has 2 degrees of freedom.
• Planar Rooms (see Figure 3): This planar environment
has a long rectangular rigid robot in a heterogeneous
environment containing 8 different inter-connected rooms
of different types including cluttered, free, and blocked
regions. The robot must traverse each room to solve the
query from a placement in the bottom left room to a
placement in the top left room. A sample solution path
is shown. This environment has 3 degrees of freedom.
• 3D Tunnel (see Figure 4): This environment is composed
of two types of regions: free regions at the top and bottom
of the environment and a series of narrow passages (with
dead-ends) connecting them. A spinning top-shaped robot
must move from the top left to the bottom right. This
environment has 6 degrees of freedom.
Fig. 2. 2D Maze: The circular robot must traverse from the lower left corner
(in red) to the upper right corner (in blue) of the environment.
Fig. 3. Planar Rooms: A long rectangular rigid body robot must traverse
each room of varying topologies to solve the query. A sample path is shown
in red.
2) Methods Used: Recall that neighbor finders are used in
two places: inside a connection method to determine which
nodes to attempt connections (Connection NF) and inside the
Fig. 4. 3D Tunnel: The robot must travel the length of the narrow passage
to reach the free area at the bottom from the free area at the top.
spatial learner to determine the local learning region (Local
NF). We use the following neighbor finders:
• Exact — returns the exact k nearest neighbors as deter-
mined by some distance metric, implemented by CGAL
with ǫ = 0.
• Approximate— returns the approximate k nearest neigh-
bors as determined by some distance metric, implemented
by CGAL with 0 < ǫ ≤ 1. Values for ǫ are explored with
a stepsize of 0.25.
• Random — returns a random set of k neighbors irre-
spective of their proximity.
For a given neighbor finder, we must specify a distance
metric. In these results we use Scaled Euclidean with s =
{0.2, 0.5, 0.8} and LPSwept. Note that Scaled Euclidean with
s = 0.5 is the traditional Euclidean distance. Table I shows
the combinations of methods used.
IV. RESULTS AND DISCUSSION
We examine each environment in order of increasing com-
plexity.
A. 2D Maze
We first establish the impact of approximate neighbor
finding on the basic PRM algorithm. Here, no learning is
performed. These correspond to the Basic * entries in Table I.
We vary ǫ between 0 and 1 with a stepsize of 0.25. Recall
that ǫ = 0 is equivalent to exact nearest neighbors.
Figure 5 summarizes the performance for each distance
metric for both local planners. The robot is circular, thus
rotational degrees of freedom are not needed. For all approx-
imate computations (ǫ > 0), LPSwept is the slowest as the
extra computations it incurs are unnecessary. LPSwept rankw
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TABLE I
COMBINATIONS OF NEIGHBOR FINDER METHODS USED. ǫ0 IS THE BEST PERFORMING VALUE > 0.
Name Local NF Connection NF
Basic Exact(dm)
n/a
CGAL(ǫ = 0, dm)
Basic Approx(dm) CGAL(ǫ = ǫ0, dm)
Basic Random Random
Exact-Exact CGAL(ǫ = 0, Euclidean)
{CGAL(ǫ = 0, Euclidean), CGAL(ǫ = 0, Scaled Euclidean), CGAL(ǫ = 0, LPSwept)}Approx-Exact CGAL(ǫ = ǫ0, Euclidean)
Random-Exact Random
Exact-Approx CGAL(ǫ = 0, Euclidean)
{CGAL(ǫ = ǫ0, Euclidean), CGAL(ǫ = ǫ0, Scaled Euclidean), CGAL(ǫ = ǫ0, LPSwept)}Approx-Approx CGAL(ǫ = ǫ0, Euclidean)
Random-Approx Random
neighboring nodes in the same way as Euclidean but will take
longer to compute. Note that the extra time to compute swept
volume distances is mitigated by the fact that CGAL’s k-d tree
greatly reduces the number of distance computations required.
Thus, the increase in performance is lessened than with typical
brute force approaches that compute all distances afresh with
each nearest neighbor request.
In general, nearest neighbor computation is relatively quick
here, so less is gained by approximation. In fact, for this
environment, approximation runs slower as it requires more
samples to solve the query. The best-performing, non zero
approximation factor, ǫ0, is 0.25. This value will be used as
the fixed approximation factor for the remaining experiments
on this environment.
We next look at the impact of approximation on learning.
The first 3 bars in Figure 6 report the performance of different
neighbor finders for learning given exact connection methods
to choose from. Here, learning takes place over all possible
combinations of exact distance metrics and local planners to
provide a larger set of connection methods to learn over. We
see that approximate computation is as fast as exact. This is an
improvement from experiments with basic PRM, see Figure 5
This environment has some non-homogeneous regions. This
causes learning over random neighbors to perform poorly as it
cannot track the locality of good connection method decisions.
Fig. 6. Performance of different neighbor finders in learning and connection
in the 2D maze. ǫ0 = 0.25.
The last 3 bars in Figure 6 report the time required when
approximation is introduced into the connection methods.
We observe the same trend as in the first set, namely that
learning is useful (i.e., learning over random neighbors per-
forms poorly) but that learning may be approximate. We also
see a slight synergy between selecting exact or approximate
methods for learning and for connection as the Approx-Approx
combination performs better than Exact-Approx.
B. Planar Rooms
Results for the basic PRM without learning are reported in
Figure 7. We see that using the straightline local planner results
in far faster roadmap construction times. Since RotateAtS
already has a hard time solving this problem, adding noise
in the returned nearest neighbors worsens the situation. We
see that increasing ǫ only increases running times. In this
environment, ǫ = 0.25 will be used in the learning set.
Figure 8 shows results in the learning set. In this envi-
ronment the random neighbor finder manages to compete
with the other two methods. We see that when learning
on exact neighbor finding methods (first 3 bars), the three
local neighbor finders perform similarly. For the last 3 bars
(approximate methods during connection), we see a slight
increase for exact and approimate methods, but random stays
consistent.
Fig. 8. Performance of different neighbor finders in learning and connection
in the 2D heterogeneous maze. ǫ0 = 0.25.
C. 3D Tunnel
Again, we first establish the impact of approximate neighbor
finding on the basic PRM algorithm without learning. Figure 9
shows the performance of various approximation levels using
the different distance metrics for both local planners. As the
tunnels are smooth in nature with thick walls surrounding
them, it is easier to connect samples that are somewhat close
together, but not necessarily needing to be the exact closest.
Thus, this environment can not only tolerate more noise, it
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Fig. 5. ǫ study for various distance metrics in the 2D Maze for both local planners studied.
Fig. 7. ǫ study for various distance metrics in the Planar Rooms for both local planners studied.
greatly benefits from the faster neighbor finding times. Here,
the best approximation level (ǫ0) is 1.
The first 3 bars in Figure 10 display the running times of
different neighbor finders for learning given exact connection
methods to choose from. Recall that noise in identifying
neighbors for connection is tolerated much more here. Thus,
it is not surprising noise is tolerated in learning regions. In
fact, for connecting most of the critical nodes (i.e., those in
the tunnel), they lie in homogeneous regions (i.e., a narrow
passage with thick surrounding obstacle space). Here there is
not as much to learn, so selecting your learning region may
even be random.
The last 3 bars in Figure 10 show the performance of
learning when the underlying connection methods are approx-
imate. A similar trend is seen for these as for learning over
exact methods. When the critical portions of the environment
are homogeneous, learning from local neighbors (instead of
random neighbors) is not required.
V. CONCLUSION
In this work we presented an analysis of the effect of
using approximate neighbor finders in the local region learning
framework ANC-Spatial. Given that the main bottleneck of
Fig. 10. Performance of different neighbor finders in learning and connection
in the 3D Tunnel. ǫ0 = 1.
ANC-Spatial is finding nearest neighbors, we investigated
the benefits of allowing some level of noise to increase
efficiency. Our study shows that different environments can
tolerate different levels of noise (approximation) in either the
neighbors identified for learning or in the neighbors identified
for connection. We found that the greater the heterogeneity, the
more important it is to learn from a local set of neighbors (i.e.,
not a random set) but that this set need not be exact. When
the critical portions of the environment lie in homogeneous
43
Fig. 9. ǫ study for various distance metrics in the 3D Tunnel for both local planners studied.
regions, exact (or even approximate) learning is not needed
and learning over a random set (or the global set) is sufficient.
In the future we plan to analyze other approximate methods
that use different data structures and to examine additional
types of environments.
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