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Abstract
In this paper we conduct an investigation into the feasibility of using Hermite interpolation as a practical tool
for constructing polynomial approximations to initial-boundary-value problems for partial di1erential equations.
The semi-analytic method uses Hermite interpolants to systematically estimate the time-dependent end point
function values and/or derivatives which are not given by the boundary conditions or determined by the
equations themselves. These estimates can then be used to analyse both the qualitative and quantitative structure
of solutions. The idea is introduced via a series of examples intended to highlight various aspects of the method.
These include a number of di1usion–convection-reaction models and examples involving unknown moving
boundaries which illustrate how we can use the technique to identify such features as blow up regimes, steady
states and similarity solutions together with their stability properties.
c© 2003 Elsevier Science B.V. All rights reserved.
1. Introduction
The term Hermite interpolation, sometimes referred to as two-point Taylor interpolation, is used
in the literature to identify approximations to a function f(x) by a polynomial p(x) in which values
of f(x) and a certain number of its derivatives are 7tted by the function values and derivatives of
p(x) at certain points. It will become apparent in what follows that this type of approximant is spe-
cially suited to describing solutions to initial-boundary-value problems where we will be particularly
concerned with polynomials pn ∈P2n+1 such that
f(r)(x) = p(r)n (x); r = 0; 1; 2; : : : ; n (1.1)
at the end points of a given closed interval say [0; 1]. For further details, generalisations and ref-
erences we refer, for example, to [5]. Any other 7nite interval can be accommodated by making a
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simple change of variable. A particularly useful and succinct way of writing Hermite interpolants
was given by Phillips in [9] who wrote
pn(x) =
n∑
j=0
{f(j)(0)qj(x) + (−1)jf(j)(1)qj(1− x)}; (1.2)
where
qj(x) =
xj
j!
(1− x)n+1
n−j∑
s=0
(
n+ s
s
)
xs; (1.3)
so that (1.2) with (1.3) satis7es (1.1). The error f − p on [0; 1] is given by
f(x)− p(x) = (−1)n+1xn+1(1− x)n+1f(2n+2)()=(2n+ 2)! (1.4)
where ∈ (0; 1) and f(2n+2) is assumed to be continuous.
As an example of such an interpolant we may take n=2, a choice frequently made in this paper,
so that (1.2) with (1.3) becomes the quintic
p2(x) = (1− x)3(1 + 3x + 6x2)f(0) + x3(10− 15x + 6x2)f(1)
+ x(1− x)2(1 + 3x)f′(0)− x3(1− x)(4− 3x)f′(1)
+ 12 x
2(1− x)3f′′(0) + 12 x3(1− x)2f′′(1) (1.5)
satisfying
p2(0) = f(0); p′2(0) = f
′(0); p′′2 (0) = f
′′(0)
and
p2(1) = f(1); p′2(1) = f
′(1); p′′2 (1) = f
′′(1):
To introduce the idea we consider the nonlinear di1usion reaction equation
9u
9t =
92u
9x2 + u
2; 0¡x¡ 1 (1.6)
to be solved subject to
u(0; t) = a; u(1; t) = b (1.7)
and
u(x; 0) = g(x); 06 x6 1; (1.8)
where a and b are given constants and g is a given function. We 7rst recast (1.6) and (1.7) by
integrating (1.6) twice and applying the boundary conditions (1.7) to obtain
u(x; t) = a+ (b− a)x +
∫ 1
0
K(x; s)
(
9u(s; t)
9t − {u(s; t)}
2
)
ds; (1.9)
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where K(x; s) is the Green’s Kernel
K(x; s) =
{
s(x − 1); 06 s¡x;
x(s− 1); x¡ s6 1:
We now replace u(s; t) on the right of (1.9) by a member pn(x; t) of the family of Hermite inter-
polants (1.2) and (1.3). For example, if we chose p2 we would use the replacement
u(s; t) :=p2(s; t) = a(1− s)3(1 + 3s+ 6s2) + bs3(10− 15s+ 6s2)
+ s(1− s)3(1 + 3s)V0(t)− s3(1− s)(4− 3s)V1(t)
− 12 s2(1− s)3a2 − 12 s3(1− s)2 b2 (1.10)
satisfying the boundary conditions
u(0; t) = a; u(1; t) = b; (1.11)
where
V0(t) =
(
9u
9x
)
x=0
; V1(t) =
(
9u
9x
)
x=1
(1.12)
and (
92u
9x2
)
x=0
=−a2;
(
92u
9x2
)
x=1
=−b2; (1.13)
the second derivatives being obtained from (1.6) itself with a and b constants. Clearly, if we knew
the two unknown functions V0(t) and V1(t) then we could compute all the higher-order derivatives
at the end points from the equation and compute an interpolant at any time t as an approximation
to the solution.
We can estimate these two unknown functions by requiring that (1.9), with u(x; t) replaced by
pn(x; t), be satis7ed at just two points in the range [0; 1] namely x= c1; x= c2; c16 c2. With n=2
we have
p2(ci; t) = a+ (b− a)ci +
∫ 1
0
K(ci; s)
(
9p2(s; t)
9t − {p2(s; t)}
2
)
ds; i = 1; 2: (1.14)
If c1=0 and/or c2=1 then (1.14) is identically satis7ed and no information is obtained. However, the
limits c1 → 0 and/or c2 → 1 can be nontrivially taken. In general, however, this is computationally
cumbersome and it is easier, and equivalent to, putting ci=0 or 1 in the x-derivative of (1.9). Thus,
if c1 = 0 we use
V0 = b− a−
∫ 1
0
(1− s)
(
9p2(s; t)
9t − {p2(s; t)}
2
)
ds; (1.15)
while if c2 = 1 we use
V1 = b− a+
∫ 1
0
s
(
9p2(s; t)
9t − {p2(s; t)}
2
)
ds: (1.16)
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If c1 = c2 = c0 then the two equations (1.14) are identical and so, although the limits c1 → c0 and
c2 → c0 can be nontrivially taken, it is again computationally easier in general and equivalent to,
satisfying (1.9) with ci = c0 together with the x-derivative at x = c0. So in this event we use
p2(c0; t) = a+ (b− a)c0 +
∫ 1
0
K(c0; s)
(
9p2(s; t)
9t − {p2(s; t)}
2
)
ds (1.17)
and
9p2(c0; t)
9x = (b− a) +
∫ 1
0
K1(c0; s)
(
9p2(s; t)
9t − {p2(s; t)}
2
)
ds (1.18)
as the two equations for V0 and V1.
To summarise we observe that the following choices each result in an independent system of
di1erential equations for the two unknown functions V0(t) and V1(t):
(a) (1.14) when c1 and c2 are distinct with c1 = 0; c2 = 1:
(b) (1.14) with i = 2 and (1.15) when c1 = 0 and c2 = 1.
(c) (1.14) with i = 1 and (1.16) when c1 = 0 and c2 = 1.
(d) (1.15) and (1.16) when c1 = 0 and c2 = 1.
(e) (1.17) and (1.18) when c1 = c2 = c0.
Each case gives a similar solution structure but there is a dependence on c1 and c2 which we discuss
in Section 2.1. Note that throughout the paper, except where otherwise stated, we take c1=0; c2=1
and option (d).
Returning to (1.6)–(1.8) we speci7cally take a= 1 and b= 2 and obtain the autonomous system
V˙ 0 = f1() + f2()V0 + f3()V1 + ( 11296930 V
2
0 − 19198 V0V1 − 896930 V 21 ); (1.19)
V˙ 1 = h1() + h2()V0 + h3()V1 + ( 896930 V
2
0 +
19
198 V0V1 − 11296930 V 21 ); (1.20)
where
f1() = 42− 356231 − 183770 2 + 7911 088 3;
f2() =−26 + 520231 − 4676930 2;
f3() =−16 + 3177 + 16913 860 2;
h1() = 42− 5881231 + 49274620 2 − 20511 088 3;
h2() =−16− 3177 + 411260 2;
h3() =−26 + 866231 − 147113 860 2:
This system is solved subject to the initial conditions
V0(0) = g′(0); V1(0) = g′(1) (1.21)
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obtained by putting t = 0 in (1.12). We note the obvious symmetrical structure of (1.19)–(1.20)
shared by many of the other corresponding systems in this paper, which unfortunately we have not
been able to exploit to any meaningful degree in our analysis. We will be examining this system
in some detail later where we will see that a great deal of useful information about the nature and
structure of the solution can be extracted from the phase plane of (1.19) and (1.20). In order to
construct the interpolant p2(x; t) explicitly we need to integrate the system for V0(t) and V1(t) which
in general has to be done numerically.
There are two ways in which the accuracy of the solution can be re7ned. The 7rst is by using
higher-order approximants exploiting the convergence properties of the method for increasing n.
If we do this then we have to solve a higher-order system of ordinary di1erential equations for
V0(t) and V1(t) with initial data given in terms of higher derivatives of g(x) at x = 0 and 1. This
poses no problem from a computational point of view but it means that we lose the simplicity and
transparency of a system such as (1.19)–(1.20). The second less e1ective way of re7nement is by
varying c1 and c2 for a given n. We will return to these matters later. Once we have estimated V0(t)
and V1(t) we can use them to construct any order interpolant by using the equation to evaluate
the required derivatives. If we are interested in steady-state solutions to the original problem then
we can use the steady-state estimate(s) for V0 as 7rst guesses in a numerical re7nement of the
solution.
Throughout we take initial data which is compatible with the equation and the boundary data. For
instance, for (1.6)–(1.8) and p2(x; t) we take
g(0) = a; g(1) = b
with
V0(0) =
(
9u
9x
)
0;0
= g′(0); V1(1) =
(
9u
9x
)
1;0
= g′(1)
arbitrary, but with the second derivatives
g′′(0) =
(
92u
9x2
)
0;0
=
(
9u
9t
)
0;0
− a2 =−a2; g′′(1) =
(
92u
9x2
)
1;0
=
(
9u
9t
)
1;0
− b2 =−b2
given by the equation and the boundary conditions. Thus, g′′(0) and g′′(1) are not arbitrary but must
be compatible. This extends to higher-order interpolants as well. If a particular derivative of a given
g(x) is incompatible then for the parabolic equations considered in this paper the solution adjusts
to the boundary conditions via local similarity solutions and there is a fractional power dependence
in t of V0(t) and/or V1(t). Thus, the initial conditions on some higher derivative of these variables
cannot be directly applied. Although we could get round this to a certain extent by applying the
initial conditions at a small nonzero value of t, we opt for taking compatible initial data to the
required order throughout by using the appropriate Hermite interpolant pn(x; 0) as initial data.
Extensions to time-dependent a(t) and b(t) and to other types of boundary conditions can be made
and we hope to deal with some of these in the examples that follow. Where appropriate in what
follows we use light and bold digits to give a visual impression of accuracy. So N light digits after
the decimal point mean accuracy to a× 10−N as compared with an ‘exact’ value. However, do not
give any formal error estimates although we can get some indication of the error from successive
iterates in n.
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The use of Hermite interpolation is a development of an idea introduced by Grundy and Phillips [7]
and Lanczos [8] for ordinary di1erential equations, Lanczos making implicit use of the quadrature
formula associated with (1.2). Our method shares features with a number of other methods for
obtaining polynomial solutions to partial di1erential equations notably the so-called ‘integral methods’
introduced by Goodman [6] and used since by many authors primarily in di1usion applications
[2,4]. However, the distinguishing and advantageous feature of the present method is the systematic
way we can improve accuracy by increasing the order of the Hermite interpolant used and also its
systematic programmability in symbolic computational packages: it also appears to be more accurate.
Collocation methods, which match function values of polynomial solutions at interior or boundary
points, are another popular method in this area. Convergence is usually attained by increasing the
number of points at which collocation is made rather than by increasing the number of derivatives
and/or function values matched at the end points. However, the method should be most appropriately
regarded as the systematic development of one-point series methods wherein the coeMcients are
functions of the second variable, to two-point interpolation.
We present our method as a novel and practical technique for the construction of polynomial
approximations to initial-boundary-value problems in the belief that it can provide simple but valu-
able assistance to applied mathematicians in the qualitative and quantitative analysis of solutions.
Throughout the paper we have made extensive use of MAPLE to facilitate the calculations. Although
we have not yet in any sense automated our procedures, even the rather limited implementation dis-
played in this paper would have been impossible without such a facility.
The outline of the paper is as follows. In Section 2.1 we consider the linear heat equation primarily
to illustrate convergence with n. In Section 2.2 we examine a nonlinear reaction di1usion equation
where the main aim is to show how the method can reveal essential solution structures particularly
parametric dependence. We can identify blow-up thresholds in both parameter and initial data together
with steady states and their stability properties. In Section 2.3 we apply the technique to nonlinear
di1usion convection problems in the form of Burgers equation. In Section 2.4 we consider the
bistable equation with both uniform and spatially dependent kinetics. In Section 2.5 we turn to
moving boundary problems which we introduce by considering the classic Stefan problem. Finally,
in Section 2.5.2 we show how our method can be used to impressive e1ect in nonlinear moving
boundary problems, speci7cally the porous medium equation.
2. Illustrative examples
2.1. The linear heat equation
Although we wish to concentrate mainly on nonlinear initial-boundary-value problems in this paper,
this 7rst example involving the linear heat equation is introduced since we can give a reasonably
complete Hermite interpolant description of the solution in closed analytic form. It also is included
to demonstrate the convergence properties of the method as n is increased and in addition how the
accuracy depends on the choice of c1 and c2. We consider the problem
9u
9t =
92u
9x2 ; 0¡x¡ 1; (2.1)
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u(0; t) = 0; u(1; t) = 0; (2.2)
u(x; 0) = g(x): (2.3)
The appropriate n= 2 interpolant for this problem is obtained by putting a= b= = 0 in (1.10) to
give the quintic
p2(x; t) = x(1− x)3(1 + 3x)V0(t)− x3(1− x)(4− 3x)V1(t): (2.4)
In order to illustrate the various possibilities (a)–(e) and keep things analytically manageable we
take the subset c1 = c; c2 = 1− c in (1.14) with 06 c6 12 to give
V˙ 0 = AV0 + BV1;
V˙ 1 = BV0 + AV1; (2.5)
where
A= 6{18c6 − 54c5 + 4c4 + 82c3 + 2c2 − 52c − 13}=D;
B= 6{3c6 − 9c5 − 11c4 + 37c3 + 12c2 − 32c − 8}=D
and
D = 3c8 − 12c7 + 6c6 + 24c5 − 14c4 − 26c3 + 7c2 + 12c + 3
with the two exponents
1 =
30(c2 − c − 1)
c4 − 2c3 − 2c2 + 3c + 3 and 2 =
42(3c2 − 3c − 1)
3c4 − 6c3 + 3c + 1 : (2.6)
For the linear system (2.5) MAPLE can handle the limits c→ 0 and c→ 12 but for general nonlinear
systems it is easier to, respectively, use options (d) and (e) with c0 = 12 . For c = 0 the results are
1 =−10 and 2 =−42:
As we shall see exponents (2.6) are the 7rst iterates in a scheme which for any 7xed c converge to
the Fourier exponents as we increase n in pn(x; t), so the ‘exact’ values are 1=−2 and 2=−42.
Comparison with (2.6) reveals an ‘optimum’ value for 1 at about 0.326 and for 2 at about 0.238
with both exponents monotonic in 06 c6 12 and −106 16− 9:8361; −426 26− 37:9355.
From now on in this example we put c = 0 and choose option (d) so that V0 and V1 are given
by (1.15) and (1.16) with a= b= = 0. With initial values V0(0) = 1; V1(0) =−1, corresponding
to initial data with g′(0) = 1; g′(1) =−1, then the solution of (2.5) is
V0 = e−10t and V1 =−e−10t :
If we went further and used the n= 3 interpolant of degree 7
p3(x; t) =V0x(1− x)4(1 + 4x + 10x2)− V1x4(1− x)(15− 24x + 10x2)
+ V˙ 0
x3(1− x)4
6
− V˙ 1 x
4(1− x)3
6
(2.7)
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instead of p2 in (1.15) and (1.16), then we obtain a system of two linear second-order equations
for V0 and V1 with the four exponents
1 =−9:875098; 2 =−39:764868; 3 =−170.124903; 4 =−380.235132:
Taking the initial data with say
g′(0) = 1; g′(1) =−1; g′′′(0) =−10; g′′′(1) = 10
corresponding to the compatible initial values
V0(0) = 1; V1(0) =−1; V˙ 0(0) =−10; V˙ 1(0) = 10 (2.8)
we have the solution
V0 =−V1 = 0:999221e1t − 0:000779e3t (2.9)
Taking n=4 and using the ninth-degree polynomial p4(x; t) we obtain a system of two second-order
equations for V0 and V1 with exponents
1 =−9:869750; 2 =−39:501553; 3 =−102.130250; 4 =−200:498447
and solution with initial data (2.8) is
V0 =−V1 = 0:998588e1t + 0:001412e3t : (2.10)
Finally, using the 11th-degree polynomial p5(x; t) in (1.15) and (1.16) we obtain two third-order
linear equations for V0 and V1 with the six exponents
1 =−9:869607; 2 =−39:479737; 3 =−91:225455;
4 =−167.917194; 5 =−738.904938; 6 =−1304.603068: (2.11)
Taking the initial data with say
g′(0) = 1; g′′′(0) =−10; g(v)(0) = 120;
g′(1) =−1; g′′′(1) = 10; g(v)(0) =−120
corresponding to the compatible initial data
V0(0) = 1; V˙ 0(0) =−10; NV 0(0) = 120;
V1(0) =−1; V˙ 1(0) = 10; NV 1(0) =−120 (2.12)
for V1(t) and V1(t) we have the solution
V0 =−V1 = 0:998556e1t + 0:001424e3t + 0:000020e5t : (2.13)
In an attempt to extract optimal accuracy from the case n=5 we put c=0:35 to obtain 1=−9:8696044
correct to seven decimal places.
Clearly, as n increases the exponents and coeMcients are converging—albeit slowly—to the Fourier
exponents {−n22} and the corresponding Fourier coeMcients. We note that the six term Fourier
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Table 1
Comparison of results for the linear heat equation
x p2 p3 p4 p5 u(x; t)
t = 0:05
0.0 0.0 0.0 0.0 0.0 0.0
0.2 0.112572 0.114074 0.114061 0.114059 0.114059
0.4 0.180504 0.184479 0.184550 0.184549 0.184548
t = 0:01
0.0 0.0 0.0 0.0 0.0 0.0
0.2 0.167938 0.169319 0.169321 0.169326 0.169326
0.4 0.269280 0.273847 0.273854 0.273848 0.273848
t = 0:1
0.0 0.0 0.0 0.0 0.0 0.0
0.2 0.068278 0.069623 0.069633 0.069632 0.069632
0.4 0.109481 0.112593 0.112667 0.112667 0.112667
Series counterpart to (2.13), including zeros, is(
9u
9x
)
x=0
= 0:998555e−
2t + 0:001370e−9
2t + 0:000064e−25
2t : (2.14)
Comparison of our results is shown in Table 1 where the exact solution u(x; t) is computed using
10 terms of the Fourier series with p5(x; 0) as initial data. The solution is symmetric about x = 0:5
for all t.
This example appears to provide a provisional answer to the question of convergence and encour-
ages us to test this further in the following sequence of examples involving nonlinear problems.
2.2. Application to nonlinear di6usion reaction problems
In this second example we consider the nonlinear di1usion reaction problem which we set up in
the introduction with a= 1 and b= 2, namely
9u
9t =
92u
9x2 + u
2; 0¡x¡ 1; (2.15)
u(0; t) = 1; u(1; t) = 2; (2.16)
u(x; 0) = g(x); 06 x6 1 (2.17)
such that
g(0) = 1; g(1) = 2:
We denote this by problem I. Before we proceed we make some observations regarding the steady-
state solution of the boundary-value problem which can be written in terms of elliptic functions,
together with the implications for the solution to I. It is known that there exists a ∗ such that for
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6 ∗ there are two steady-state solutions one of which is stable, while for ¿∗ there are no
steady-state solutions. For our problem here we can compute
∗ = 1:600410 (2.18)
to six decimal places (see Appendix A). In the light of this, it is further known that for 6 ∗
the solution to I approaches the stable steady state for suMciently ‘small’ initial data otherwise the
solution blows up in 7nite time. On the other hand, for ¿∗ the solution blows up for any initial
data.
To see how well we can mimic these features and estimate ∗ using Hermite interpolation we
consider the cases =2:0; 1:65; 1:55; 1:0. In the cases where the solution approaches the stable steady
state for 6 ∗ we compare our results with the numerical solution to I. As a further comparison
we utilise the closed form exact steady-state solution
u(x) =
{
1− (
√
2− 1)x√
2
}−2
; (2.19)
which we can construct for  = −3(√2 − 1)2. Finally, where possible we compare our values for
the leading steady-state decay eigenvalue with the exact value.
We 7rst use the n= 2 interpolant p2(x; t), given by (1.10) and leading to system (1.19)–(1.20),
to provide a solution structure. We will re7ne this in the cases where the solution remains bounded
using p3(x; t) given for this problem by
p3(x; t) = (1− x)4(1 + 4x + 10x2 + 20x3) + 2x4(35− 84x + 70x2 − 20x3)
+V0(t)x(1− x)4(1 + 4x + 10x2)− V1(t)x4(1− x)(15− 24x + 10x2)
− 
2
x2(1− x)4(1 + 4x)− 2x4(1− x)2(5− 4x)
+ 16 {V˙ 0 − 2V0}x3(1− x)4 − 16 {V˙ 1 − 4V1}x4(1− x)3: (2.20)
In what follows we take various values of  in order to illustrate the di1erent structures which may
be encountered. In all calculations we compute to 10 signi7cant 7gures, rounded to six decimal
places, but rational fractions in all instances are exact. For tabulated comparison with numerical
solutions we round to four decimal places.
(i)  = −3(√2 − 1)2: Here we have the simple exact steady-state solution given by (2.19).
The (V0; V1) phase plane using p2(x; t) is shown in Fig. 1 where there is a stable steady state at
(0:585712; 1:656938) and an unstable steady state at ≈ (90;−90).
This picture can be re7ned using p3(x; t) to give (0:585789; 1:656851) and ≈ (77;−77), respec-
tively. The exact values for the stable steady state from (2.19) are (0:585786; 1:656854) so that
p3(x; t) gives values for the steady-state end point derivatives which are in error by 3:0 × 10−6 in
each case—a quite remarkable result. We can actually solve the eigenvalue problem exactly in this
case to 7nd the decay to the steady state where we discover that
u(x; t) ∼ us(x) + u1(x)e−k1t ;
where k1 =11:298026. Using p3 as above and the appropriate us(x) we have k1 =11:304422 with an
error of 6:4× 10−3. With p3 and c = 0:325 the steady-state values for V0 and V1 are less accurate
but we 7nd that k1 = 11:298352 with an error of 3:26× 10−4.
R.E. Grundy / Journal of Computational and Applied Mathematics 154 (2003) 63–95 73
Fig. 1. The V1; V0 plane for  =−3(
√
2− 1)2 with arrows indicating directions of increasing t.
The results for this value of  are presented in Table 2 where the numerical solution is com-
pared with that using p2(x; t) and p3(x; t). These illustrate increased accuracy as the steady state is
approached—a feature which is generic to the method.
(ii) = 2:0: At the n= 2 level we have to solve the autonomous system
V˙ 0 =
(
263507
6930
)
−
(
75424
3465
)
V0 −
(
4771
315
)
V1 +
(
1129
3465
)
V 20 −
(
19
99
)
V0V1 −
(
89
3465
)
V 21 ;
V˙ 1 =−
(
33263
6930
)
−
(
57779
3465
)
V0 −
(
65581
3465
)
V1 +
(
89
3465
)
V 20
+
(
19
99
)
V0V1 −
(
1129
3465
)
V 21 (2.21)
subject to V0(0) = #; V1(0) = $. Here, the (V0; V1) phase plane is shown in Fig. 2 in which there
are no steady states and so is consistent with the above existence result.
We can show that for any pair (#; $) the solution blows up in 7nite time which again accords
with known results and that there are two possible stable blow-up pro7les
V0 ∼ 6:816726 (t0 − t)
−1; V1 ∼ 1:127077 (t0 − t)
−1
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Table 2
Comparison for  =−3(√2− 1)2
x p2 p3 u(x; t) us(x)
t = 0:01
0.0 1.0 1.0 1.0
0.2 1.2797 1.2770 1.2774
0.4 1.6303 1.6277 1.6281
0.6 1.9380 1.9436 1.9426
0.8 2.0615 2.0625 2.0625
1.0 2.0 2.0 2.0
t = 0:1
0.0 1.0 1.0 1.0
0.2 1.2167 1.2168 1.2168
0.4 1.4261 1.4278 1.4279
0.6 1.6163 1.6188 1.6189
0.8 1.7965 1.7976 1.7976
1.0 2.0 2.0 2.0
t = 1:0
0.0 1.0 1.0 1.0 1.0
0.2 1.1284 1.1283 1.1283 1.1283
0.4 1.2832 1.2830 1.2830 1.2830
0.6 1.4721 1.4719 1.4719 1.4719
0.8 1.7058 1.7057 1.7057 1.7057
1.0 2.0 2.0 2.0 2.0
and
V0 ∼ −1:127077 (t0 − t)
−1; V1 ∼ −6:816726 (t0 − t)
−1
depending on the values of # and $. The mathematical con7rmation of this together with a stability
analysis of the blow-up pro7les resulting from (2.21) is given in Appendix B. We must make it
clear at this stage that we do not know whether Hermite interpolation can correctly mimic the actual
blow up structure of problem I which is known to blow up at a point with a local similarity-type
structure. This question would require an extensive separate investigation which is outside the scope
of this paper. Nevertheless, even for low-order interpolants our method does provide a compelling
qualitative indication of 7nite time blow up and, as we shall see, surprisingly accurate answers when
the solution remains bounded.
(iii) = 1:0: Here at the n= 2 level we have to solve the autonomous system
V˙ 0 =
(
2230259
55440
)
−
(
165047
6930
)
V0 −
(
216011
13860
)
V1 +
(
1129
6930
)
V 20
−
(
19
198
)
V0V1 −
(
89
6930
)
V 21 ;
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Fig. 2. (top) The V1; V0 plane for  = 2 with arrows indicating directions of increasing t: (bottom) (a) The V1; V0 plane
for =2 showing the blow-up trajectories as t →∞. All trajectories except V1 =V0 eventually asymptote to one of these
two blow-up pro7les.
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Fig. 3. The V0; V1 plane for  = 1 with arrows indicating directions of increasing t.
V˙ 1 =
(
88649
5040
)
−
(
226889
13860
)
V0 −
(
309871
13860
)
V1 +
(
89
6930
)
V 20
+
(
19
198
)
V0V1 −
(
1129
6930
)
V 21 (2.22)
subject to V0(0) = #; V1(0) = $. The phase plane in Fig. 3 reveals the two steady states at
(27:146379;−27:255516) and (2:360708 − 0:954910) consistent with the existence results which
can be re7ned using p3 to give (−23:705335;−23:647809) and (2:362872;−0:957435), the former
is unstable and the latter stable; the exact value for the stable steady state is (2:362945;−0:957519).
We observe that regions of attraction to the stable steady state and that to evolution to blow up are
delineated by the separatrix through the unstable steady-state location indicating that for suMciently
large initial data the solution will blow up. These observations are again qualitatively consistent
with known features of the problem. Computations with p2(x; t) and p3(x; t) using the indicated
initial data together with a comparison with the exact steady solution are presented in Table 3. The
results show a surprising accuracy for what is essentially a relatively simple procedure and also
suggest convergence with increasing n. Using p3 with c=0:325 we 7nd that the leading steady-state
eigenvalue is k1 = 6:100550.
We can get closer to the threshold value by taking  = 1:55 and 1.65. For  = 1:55 the anal-
ysis reveals a stable steady state for V0 and V1 at (4:610152;−3:765709) and an unstable one at
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Table 3
Comparison of solutions to (2.15)–(2.17) for =1 with the numerical solution which uses p3(x; 0) as
initial data
x p2 p3 u(x; t) us(x)
t = 0:01
0.0 1.0 1.0 1.0
0.2 0.9392 0.9389 0.9388
0.4 1.0854 1.0792 1.0803
0.6 1.4206 1.4218 1.4216
0.8 1.7786 1.7816 1.7811
1.0 2.0 2.0 2.0
t = 0:1
0.0 1.0 1.0 1.0
0.2 1.2193 1.2172 1.2171
0.4 1.4147 1.4359 1.4356
0.6 1.6714 1.6664 1.6662
0.8 1.8771 1.8761 1.8762
1.0 2.0 2.0 2.0
t = 1:0
0.0 1.0 1.0 1.0
0.2 1.4443 1.4449 1.4449
0.4 1.8043 1.8061 1.8062
0.6 2.0360 2.0381 2.0382
0.8 2.1056 2.1065 2.1066
1.0 2.0 2.0 2.0
t = 2:0
0.0 1.0 1.0 1.0 1.0
0.2 1.4450 1.4457 1.4457 1.4457
0.4 1.8055 1.8075 1.8075 1.8076
0.6 2.0373 2.0396 2.0396 2.0397
0.8 2.1064 2.1074 2.1074 2.1074
1.0 2.0 2.0 2.0 2.0
(10:600409;−10:342361) which suggests we are still below the threshold value of . As we get
closer to the threshold value the accuracy for a given n decreases, so to maintain accuracy we need
to re7ne the location of the stable steady state by using higher-order approximants. The results are
shown in Table 4 which illustrates quite well the convergence properties of our method.
For = 1:65 we 7nd that there are no steady states and all solutions blow up suggesting that we
are above the threshold.
To estimate the value of ∗ we compute the double root of V˙ 0 = V˙ 1 = 0 in (1.16)–(1.17). This
procedure gives ∗ = 1:642971 with, from (2.18), an error of about 0.04 and adequate for most
practical purposes. This value can be re7ned using higher-order approximants; for instance, with p3
we have ∗ = 1:606257 in error by 0.0058.
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Table 4
Convergence of endpoint derivatives for  = 1:55
p2 p3 p4 p5 Exact
V0 4.610152 4.610152 4.828242 4.831559 4.831949
V1 −3:765709 −3:979358 −4:010131 −4:013838 −4:014274
2.3. Application to convection–di6usion problems
In this section we investigate how the method deals with evolution equations of convection–
di1usion type. The particular equation we choose as a model is the classical Burgers equation. To
be speci7c we consider the initial-boundary value problem
9u
9t + u
9u
9x =
92u
9x2 ; 0¡x¡ 1; (2.23)
u(0; t) = a; u(1; t) = b; (2.24)
u(x; 0) = g(x); (2.25)
where a and b are constants. We could of course take these to be functions of t and also consider
other types of boundary conditions but for the purposes of exposition we con7ne ourselves to (2.23)–
(2.25) which we call problem II. We choose this for a number of reasons. In the 7rst place it is of
classical importance with the large literature, con7ned it must be said, mainly to problems on in7nite
intervals. The problem on the 7nite interval, with the notable exception of Calogero and De Lillo
[1], seems to have been largely ignored partly because it is more diMcult. Also the exact solution
to II can be written down as an eigenfunction expansions of varying degrees of complexity with the
steady-state solution having a particularly simple closed form.
To proceed we 7rst recast II by integrating (2.23) twice with respect to x and applying the
boundary conditions (2.24) to give
u(x; t) = (b− a)x + a+ 1
2
(1− x)
∫ x
0
u2(s; t) ds− 1
2
x
∫ 1
x
u2(s; t) ds
+
∫ 1
0
K(x; s)
9u(s; t)
9t ds; (2.26)
where K(x; s) is the Green’s Kernel.
We can now proceed as in Section 2.2. As there we use option (d) with the equivalent of (1.15)
and (1.16) to generate a system of di1erential equations for V0(t) and V1(t). This gives
V0(t) = b− a+ a
2
2
−
∫ 1
0
(
1
2
u2 + (1− s) 9u(s; t)9t
)
ds; (2.27)
V1(t) = b− a+ b
2
2
−
∫ 1
0
(
1
2
u2 − s 9u(s; t)9t
)
ds: (2.28)
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Fig. 4. The V1; V0 plane for Burgers equation and problem III with a= 1; b=−1.
Fig. 5. The V1; V0 plane for Burgers equation and problem III with a= 1; b= 1.
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Table 5
Comparison with the numerical solution to Burgers equation for a= 1; b=−1, and (2.38)
x p2 p3 u(x; t) us(x)
t = 0:01
0.0 1.0 1.0 1.0
0.2 0.2044 0.1946 0.1963
0.4 −0:0358 −0:0578 −0:0504
0.6 0.0358 0.0578 0.0504
0.8 −0:2044 −0:1946 −0:1963
1.0 −1:0 −1:0 −1:0
t = 0:05
0.0 1.0 1.0 1.0
0.2 0.5522 0.5403 0.5405
0.4 0.1694 0.1586 0.1579
0.6 −0:1694 −0:1586 −0:1579
0.8 −0:5522 −0:5403 −0:5405
1.0 −1:0 −1:0 −1:0
t = 0:1
0.0 1.0 1.0 1.0
0.2 0.6230 0.6198 0.6195
0.4 0.2111 0.2087 0.2084
0.6 −0:2111 −0:2087 −0:2084
0.8 −0:6230 −0:6198 −0:6195
1.0 −1:0 −1:0 −1:0
t = 1:0
0.0 1.0 1.0 1.0 1.0
0.2 0.6228 0.6329 0.6329 0.6329
0.4 0.2169 0.2170 0.2170 0.2170
0.6 −0:2169 −0:2170 −0:2170 −0:2170
0.8 −0:6228 −0:6329 −0:6329 −0:6329
1.0 −1:0 −1:0 −1:0 −1:0
We now replace u(s; t) in (2.27) and (2.28) by a Hermite interpolant pn(s; t). First we take n = 2
and use the quintic
p2(s; t) = (1− s)3(1 + 3s+ 6s2)a+ s3(10− 15s+ 6s2)b
+ s(1− s)3(1 + 3s)V0(t)− s3(1− s)(4− 3s)V1(t)
+ 12 s
2(1− s)3aV0(t) + 12 s3(1− s)2bV1(t); (2.29)
where the second derivatives in (2.34) are obtained from (2.38) with a and b constants. This
procedure gives us the following autonomous system for the unknown functions V0 and V1
V˙ 0 = F1 + F2V0 + F3V1 + F4V 20 + F5V0V1 + F6V
2
1 ; (2.30)
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Table 6
Comparison with the numerical solution of Burgers equation for a= 1; b= 1 and (2.34)
x p2 p3 unum(x; t) uexact(x; t)
t = 0:01
0.0 1.0 1.0 1.0 1.0
0.2 0.2424 0.2466 0.2460 0.2460
0.4 −0:2986 −0:3072 −0:3063 −0:3063
0.6 −0:3830 −0:3905 −0:3894 −0:3893
0.8 0.0766 0.0811 0.0805 0.0805
1.0 2.0 2.0 2.0 2.0
t = 0:05
0.0 1.0 1.0 1.0 1.0
0.2 0.4791 0.4770 0.4772 0.4772
0.4 0.1243 0.1100 0.1089 0.1089
0.6 0.0866 0.0755 0.0753 0.0753
0.8 0.4005 0.4010 0.4016 0.4016
1.0 1.0 1.0 1.0 1.0
t = 0:1
0.0 1.0 1.0 1.0 1.0
0.2 0.6920 0.6875 0.6874 0.6874
0.4 0.4760 0.4630 0.4618 0.4618
0.6 0.4463 0.4350 0.4343 0.4343
0.8 0.6327 0.6296 0.6298 0.6298
1.0 2.0 2.0 2.0 2.0
t = 1:0
0.0 1.0 1.0 1.0 1.0
0.2 0.999970 0.999967 0.999967 0.999967
0.4 0.999947 0.999941 0.999941 0.999941
0.6 0.999942 0.999935 0.999935 0.999935
0.8 0.999960 0.999956 0.999955 0.999955
1.0 2.0 2.0 2.0 2.0
V˙ 1 = G1 + G2V0 + G3V1 + G4V 20 + G5V0V1 + G6V
2
1 ; (2.31)
where the Fi and Gi are functions of a and b. We can go further by taking n= 3 and using
p3(s; t) = (1− s)4(1 + 4s+ 10s2 + 20s3)a+ s4(35− 84s+ 70s2 − 20s3)b
+ s(1− s)4(1 + 4s+ 10s2)V0(t)− s4(1− s)(15− 24s+ 10s2)V1(t)
+ 12 s
2(1− s)4(1 + 4s)aV0(t) + 12 s4(1− s)2(5− 4s)bV1(t)
+ 16 s
3(1− s)4(V˙ 0 + a2V0 + V 20 )− 16 s4(1− s)3(V˙ 1 + b2V1 + V 21 ): (2.32)
In this case we obtain two second order equations for V0 and V1. We now try and assess our method
by comparison with some exact solutions of Burgers equation in some cases numerical and in others
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via the Hopf–Cole transformation. In all cases we use p3(x; 0) as the initial data using appropriate
choices of Vi(0) and V˙ i(0) to simulate the initial and boundary data.
(i) a=1; b=−1; V0(0) =−6; V (0)1 =−6; V˙ 0(0) = 282; V˙ 1(0) = 282 so that the initial data is
g1(x) = 1− 6x − 3x2 + 52x3 − 75x4 + 30x5: (2.33)
The phase plane of (2.30) and (2.31) is shown in Fig. 4 showing convergence to the stable steady
state at (−1:678271;−1:678271) compared with the exact values (−1:678314;−1:678314). This can
be re7ned using p3 to give (−1:678311;−1:678311).
The initial data and the steady-state solutions for this and the following problem are shown in
Fig. 6 while a comparison of solution values comparing p2(x; t); p3(x; t) and the numerical solution
is shown in Table 5.
(ii) a=1; b=1; V0(0)=−4; V (0)1 = 6811 ; V˙ 0(0)= 42011 ; V˙ 1(0)=− 12 500121 so that the initial data is
g2(x) = 1− 4x − 2x2 + 9211 x3 − 1011 x4 − 1611 x5: (2.34)
The phase plane of (2.30) and (2.31) is shown in Fig. 5 showing convergence to the steady state
at the origin which of course is the exact steady state. A comparison of solution values comparing
p2; p3 and the numerical solution is shown in Table 6, where we also display the solution using an
eigenfunction expansion and the Hopf–Cole transformation. Both these examples show the eMcacy
with which the steady states are selected even for low values of n. To illustrate this further we
display some further examples in Table 7.
Table 7
Some further examples illustrating di1erent convergence rates for the steady-state endpoint derivatives
in the solution of problem II. Note that all the entries satisfy the 7rst integral condition on the end
point derivatives. The corresponding approximating polynomials are of degree 2n+ 1
n= 2 n= 3 n= 4 Exact
a= 1; b= 2
V0 0.498370 0.500179 0.499980 0.5
V1 1.998370 2.000179 1.999980 2.0
a= 1; b= 3
V0 0.856596 0.877316 0.873082 0.873874
V1 4.856596 4.877316 4.873082 4.873814
a= 3; b= 1
V0 −0:430260 −0:423727 −0:422240 −0:422190
V1 −4:430260 −4:423727 −4:422240 −4:422190
a= 0:5; b= 1
V0 0.355591 0.355633 0.355631 0.355631
V1 0.730591 0.730633 0.730631 0.730631
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2.4. The bistable equation
Here we consider two problems involving the bistable equation
9u
9t =
92u
9x2 + f(x)u(1− u
2); (2.35)
which illustrates how the use of Hermite interpolants can give valuable insights into the structure of
initial-boundary-value problems.
2.4.1. Uniform kinetics
We 7rst take the bistable equation with uniform kinetics
9u
9t =
92u
9x2 + u(1− u
2); 0¡x¡ 1; (2.36)
which we solve subject to the zero-Sux boundary conditions
9u
9x = 0; x = 0; 1 (2.37)
and initial data
u(x; 0) = g(x) (2.38)
and called problem IV. Integrating once and applying (2.37) we have
9u
9x =
∫ x
0
(
9u(s; t)
9t − u(1− u
2)
)
ds; (2.39)
where ∫ 1
0
{
9u(s; t)
9t − u(1− u
2)
}
ds= 0: (2.40)
A further integration of (2.39) yields
u(x; t) =
∫ x
0
(1− s)
{
9u(s; t)
9t − u(1− u
2)
}
ds+ u0(t); (2.41)
where u0(t) = u(0; t) is unknown. We now replace u(x; t) in (2.40) and (2.41) with a Hermite
interpolant pn(x; t) in particular the simplest interpolant of all namely
p1(s; t) = (1− s)2(1 + 2s)u0 + s2(3− 2s)u1 (2.42)
satisfying the zero-derivative boundary conditions and p1(0; t)= u0; p1(1; t)= u1. Inserting this into
(2.40) and (2.41) we may put x = c; 0¡c6 1 in (2.41) to obtain an autonomous system for the
unknown functions u0(t) and u1(t). For the particular choice c = 1 we have
u˙ 0 =−4u0 + 5u1 − 108385 u20u1 − 81770 u21u0 − 599770 u30 + 955 u31;
u˙ 1 = 5u0 − 4u1 − 81770 u20u1 − 108385 u21u0 + 955 u30 − 599770 u31: (2.43)
The phase plane for (2.43) is shown in Fig. 7 where the essential structure of the problem is
displayed with an unstable steady state at u0 = u1 = 0 and convergence to the stable steady state
u0 = u1 = 1 if u0(0) + u1(0)¿ 0 and to the stable steady state u0 = u1 =−1 if u0(0) + u1(0)¡ 0.
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Fig. 6. The functions g1(x); g2(x) and the steady-state solution—broken curve—for a= 1; b=−1.
Fig. 7. The u1; u0 plane for the problem IV with p1.
R.E. Grundy / Journal of Computational and Applied Mathematics 154 (2003) 63–95 85
2.4.2. Spatially dependent kinetics
The previous example merely con7rmed a well-known structure. The next is given as an illustration
of how to use the method as a practical tool in cases where we do not know the structure a priori.
Consider the bistable equation with spatially variable kinetics namely
9u
9t =
92u
9x2 + (1− 2x)u(1− u
2) (2.44)
subject to the boundary and initial conditions (2.37)–(2.38) which we call problem V. We 7rst recast
into the integral form incorporating the boundary conditions namely
u(x; t) =
∫ x
0
(x − s)
{
9u(s; t)
9t − (1− 2s)u(1− u
2)
}
ds+ u0(t) (2.45)
with ∫ 1
0
{
9u(s; t)
9t − (1− 2s)u(1− u
2)
}
ds= 0: (2.46)
To get some idea of the solution structure we 7rst replace u(x; t) by the interpolant (2.42) for p1(x; t)
satisfying p1(0; t)=u0(t), p1(1; t)=u1(t) and the boundary conditions. Inserting this into (2.45) and
(2.46) and putting x = c = 1 in (2.45) gives the autonomous system
u˙ 0 =− 26360 u0 + 31360 u1 − 9299240 u20u1 − 2819240 u0u21 − 9971848 u30 − 43264 u31;
u˙ 1 = 28760 u0 − 33760 u1 + 2819240 u20u1 + 9299240 u0u21 + 43264 u30 + 9971848 u31: (2.47)
The phase plane for this system is shown in Fig. 8 which locates the uniform steady states at
u=0; u=±1 and the two spatially dependent stable solutions u=us(x) identi7ed by u0=±0:60908283
and u1 =±0:54516579.
We can compute the leading temporal eigenvalues of all these steady states from (2.47) as
u= 0: 1 = 0:033223–unstable;
u=±1: 1 = 0:131601–unstable;
u= us(x): 1 =−0:044265–stable:
In this case we can check the 7rst two by solving the corresponding eigenvalue problem in terms
of Airy functions. For more general spatial kinetics this would not necessary be possible, but here
we can obtain the respective bounds
0:03322754¡1¡ 0:033239746
and
0:131855¡1¡ 0:131856
indicating accuracy of our estimates to 7ve decimal places and three decimal places, respectively.
We can re7ne our estimates using higher-order interpolants. For example replacing u(s; t) by
p2(s; t) = (1− s)3(1 + 3s+ 6s2)u0 + s3(10− 15s+ 6s2)u1
+ 12(1− s)3{u˙ 0 − u0(1− u20)}+ 12 s3(1− s)2{u˙ 1 + u1(1− u21)} (2.48)
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Fig. 8. The u0; u1 plane for problem V.
we 7nd, putting x = c = 1 in (2.45), the re7nement u0 = ±0:60908274 and u1 = ±0:54516572 for
u=us(x) with 1 =−0:0442430. This con7rms stability and the fact that 1 is given by the p1 value
certainly to four decimal places. For the other steady states
u= 0: 1 = 0:033224
con7rming stability with 1 probably correct to six decimal places and
u=±1: 1 = 0:131812
in error by less than 4:4 × 10−5. It is an essential aspect of the method that we can re7ne our
estimates using conventional numerical schemes. For instance, to compute steady-state solutions by
shooting from x = 0 with u(0) = 0:60908283 and u′(0) = 0 gives
u(1) = 0:54516582 and u′(1) = 0:41× 10−8
and we conclude that the steady-state estimates for us(0) and us(1) using p2 are probably correct to
six decimal places.
Using compatible initial data with p1 restricts us to monotonic initial data with g′(0) = g(1) = 0.
In this case the basin of attraction in the (u0; u1) plane is indicated by the shaded region in Fig. 8.
Choosing p2 gives us more Sexibility since g′′ is not now prescribed at the end points. Speci7cally,
g′′(0) = u˙ 0 − u0(1− u20) and g′′(1)u˙ 1 + u1(1− u21)
and so determine u˙ 0 and u˙ 1 at t = 0.
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This example shows how the essential features of nonlinear initial-boundary value problems can
be revealed by the use of quite simple procedures. Of particular interest here is the loss of stability
of the uniform states at the expense of us(x) and the fact that although the stabilities are quite
marginal, they are predicted with very acceptable accuracy.
2.5. Moving boundary problems
Thus for, we have applied our technique to boundaries which are 7xed in time. Now we consider
problems in which boundary values are imposed on moving interfaces which have to be determined
as part of the solution to the particular problem. It turns out that our method is especially suited to
such problems since in most applications the boundary conditions at the moving boundaries are given
in terms of function values and/or derivatives. To illustrate the idea we consider two problems. First
the classical Stefan problem for the linear heat equation and secondly a moving boundary problem
for the nonlinear porous medium equation.
2.5.1. The classical Stefan problem
We consider the problem (see for example [3])
9u
9t =
92u
9x2 ; x¿ 0; t¿ 0; (2.49)
u(0; t) = g(t); u(X (t); t) = 0;
(
9u
9x
)
x=X (t)
=−X˙ ; t¿ 0; (2.50)
where X (t) locates the unknown moving boundary. We also have the initial conditions
u(x; 0) = u0(x); 06 x6 1; u0(0) = g(0); u0(1) = 0; (2.51)
so that X (0) = 1. Here  is a constant which depends on the physical parameters of the problem.
Speci7cally taking g(t) = 1, we 7rst make the change of variable
y =
x
X (t)
; (2.52)
so that the problem becomes
X 2
9u
9t − yX X˙
9u
9y =
92u
9y2 ; 0¡y¡ 1; (2.53)
u(0; t) = 1; u(1; t) = 0;
(
9u
9y
)
y=1
=−X X˙ ; t¿ 0; (2.54)
u(y; 0) = u0(y); 06y6 1: (2.55)
Integrating (2.49) and using an integration by parts gives
9u
9y =
∫ y
0
(
X 2
9u(s; t)
9t + X˙ Xu
)
ds− yX X˙ u+ V0(t);
where V0(t) = (9u=9y)y=0. There are now various ways of proceeding to obtain equations for V0(t)
and X (t). The one we adopt is to apply the boundary conditions at y=1 to (2.53) and then integrate,
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with u(1; t) = 0 and u(0; t) = 1, to obtain
1− R˙
2
−
∫ 1
0
s
(
R
9u(s; t)
9t + R˙u
)
ds= 0; (2.56)
V0 +
R˙
2
+
∫ 1
0
(
R
9u(s; t)
9t +
1
2
R˙u
)
ds= 0; (2.57)
where R(t) = X 2(t). We now replace u in (2.51)–(2.56) by an appropriate Hermite interpolant. For
example, if we wanted to be really simple we could take n= 1 and use
p1(s; t) = (1− s)2(1 + 2s) + s(1− s)2V0(t) + 2(1− s)s
2R˙ (2.58)
satisfying the boundary conditions (2.54). Taking = 2 by way of illustration it turns out that with
R˙= S the resulting system can be written in the autonomous form
dS
d+
= 60− 39S + 24V0 − SV0 − 2S2; (2.59)
dV0
d+
=
(48S − 72V0 − 120 + SV0 + 3S2)
2
; (2.60)
where
+=
∫ t
0
ds
R(s)
; R¿ 0
since R can only be zero at the point at in7nity in the (S; V0) plane.
In the (S; V0) phase plane of (2.59)–(2.60) we have three singular points, two of which at
≈ (−43:9; 30:6) and ≈ (−38:0; 21:6) are unstable, while the third is stable and located at S =
0:863968; V0 =−1:072455. The phase plane is shown in Fig. 9 where the stable steady state in the
(S; V0) plane is attained as t →∞ where R˙→ 0:863968, corresponding to
X (t) ∼ 0:929499√t; t →∞; (2.61)
which is the similarity solution to the problem. With S ¿ 0 from physical considerations the structure
of the phase plane suggests that the solution to the moving boundary problem approaches similarity
form as t → ∞ for any initial pair (S; V0) in the positive half-plane above the trajectory which
touches the V0-axis. This similarity solution itself is of course well known and can be written down
in closed form to give
X (t) = 0:929580
√
t: (2.62)
The agreement with (2.61) is remarkable for such a simple procedure.
We can re7ne this result using p2 in which case we obtain the autonomous system
dS
d+
=
(630− 420S + 240V0 − 12SV0 − 27S2 − S3)
(15 + S)
; (2.63)
dV0
d+
=
(2880S − 6240V0 − 10080− 408SV0 + 672S2 + 39S3 + 8S2V0 + S4)
16(15 + S)
: (2.64)
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Fig. 9. The phase plane for (2.59) and (2.60).
The phase plane of (2.63)–(2.64) is shown in Fig. 10 and is a re7nement of the structure displayed
in Fig. 9 except that S=−15 is a critical line along which S˙ has a square root singularity. Thus, the
basin of attraction of the steady state in the (S; V0) plane is restricted. We now have the asymptotic
form
X (t) ∼ 0:929571√t (2.65)
as t →∞ in which the constant of proportionality is in error by 9:0× 10−6.
2.5.2. The porous medium equation
We now consider a second moving boundary problem involving the nonlinear di1usion equation
9u
9t =
9
9x
(
um
9u
9x
)
(2.66)
to be solved on [0;∞] subject to say
u(0; t) = 1; (2.67)
u(∞; t) = 0 and initial data with bounded support. This equation, sometimes known as the porous
medium equation, has a vast literature and has been used as a model in a number of areas. As far
as we are concerned here it is known that the solution to the above problem involves a moving
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Fig. 10. The phase plane of (2.63) and (2.64).
interface, x = X (t), where u(x; t)¿ 0; 06 x¡X (t) and u(x; t) ≡ 0; x¿X (t). Also
u(X (t); t) = 0 (2.68)
and the so-called zero-Sux condition
9
9x (u
m+1) = 0 (2.69)
holds on x = X (t). Our task is to solve (2.66) and 7nd X (t) subject to (2.67), (2.68) and (2.69).
We assume in what follows here that the initial data is such that X˙ ¿ 0 for all t¿ 0 so that there
is no waiting time. It is hoped however to include aspects of such features in work currently being
undertaken on the porous medium equation.
The 7rst step is to remove the fractional power in (2.66) via the substitution u= v1=m to give
92(v2)
9x2 = 2
9v
9t +
2(m− 1)
m
(
9v
9x
)2
whence, with the change of variable y = x=X (t) we recast as a 7xed boundary problem and arrive
at the equation
92(v2)
9y2 = 2R
9v
9t +
2(m− 1)
m
(
9v
9y
)2
− R˙y 9v9y ; 06y6 1; (2.70)
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where R(t) = X 2(t). The next step is to develop the derivative conditions at the end points of the
interval 06y6 1 by expanding v(y; t) about y = 0 and 1. We 7nd
v=
1
2
mR˙(1− y) + m{2R
NR− (R˙)2}
4(m+ 1)R˙
(1− y)2 + · · ·
and
v= 1 + Y (t)y − Y
2
2m
y2 + · · ·
identifying these derivatives up to second order in terms of the two unknown functions Y (t) and
R(t) which we have to determine. In principle all the derivatives can be found in terms of these
two functions so that any order Hermite interpolant can be constructed. Again, equations for these
two unknown functions incorporating the boundary conditions can be derived in a number of ways.
The procedure we adopt results in the system
Y +
∫ 1
0
(
R
9v(s; t)
9t +
(m− 1)
m
(
9v
9s
)2
+
1
2
R˙v
)
ds= 0; (2.71)
∫ 1
0
2s
(
R
9v(s; t)
9t + R˙v+
(m− 1)
m
(
9v
9s
)2)
ds− 1 = 0: (2.72)
We now replace v in (2.71), (2.72) by a Hermite interpolant pn. Taking n= 1 we have
p1(y; t) = (1− y)2(1 + 2y) + y(1− y)2Y (t) + 12 mR˙y2(1− y)
giving the system
dS
d+
= 2{30 + 24Y − 3S − YS − S2};
dY
d+
=
1
4
{−120− 144Y + 2YS + 3S2}; (2.73)
where + =
∫ t
0 ds=R(s); S = R˙¿ 0 and we have taken m = 1. The (Y; S) phase plane of this system
is shown in Fig. 11 where we have a stable steady state at S = 2:612309; Y = −0:717184. This
corresponds to the known similarity solution to the problem and gives
X (t) ∼ 1:616261√t (2.74)
as t →∞. This estimate can be re7ned using the replacement quintic
v(y; t) :=p2(y; t) = (1− y)3(1 + 3y + 6y2) + y(1− y)3(1 + 3y)Y (t)
+ 12 y
3(1− y)(4− 3y)mR˙− 12 y2(1− y)3mY 2(t)
+
my3(1− y)2
4(m+ 1)R˙
{2R NR− (R˙)2}
to yield
X (t) ∼ 1:61612595√t (2.75)
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Fig. 11. The phase plane of the system (2.73) restricted to S ¿ 0.
and compares with the result
X (t) ∼ 1:61612454√t (2.76)
obtained by numerical integration of the equation for the similarity solution. Less precise results
have been obtained many times (see, for example, [2] for further references) but we believe (2.76)
is correct to the digits displayed. However, as with all problems of this type the integration is not
straightforward due to the singularity at the interface. As can be seen the constant of proportionality
in (2.75) using p2 is in error by 1:4 × 10−6 while the result (2.74) using p1 is, by comparison
with (2.75) and without recourse to the exact value, correct to three decimal places providing a
persuasive illustration of the utility of our method.
3. Discussion
In this paper we have presented a technique for analysing the structure of solutions to initial-
boundary value problems in terms of polynomials in space with time dependent coeMcients. This
has been done via a series of examples involving parabolic partial di1erential equations with both
7xed and moving boundaries. The restriction to parabolic equations is not a necessary one and the
technique can be extended to other types of evolution equation. The method is particularly good
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at picking out steady-states and their stability properties. In this context it can estimate steady-state
boundary values which can be used to compute polynomials as stationary solutions in their own right
or alternatively these estimates can be used as starting values in shooting or other iterative methods.
It also seems to be able to mimic blow up although it is not clear whether it can reproduce the
detailed structure of a blow-up process; apparently, this cannot be done for low-order interpolants
which we have used here although the method does appear to predict parameter thresholds quite ac-
curately. The method involves solving ordinary di1erential equations for the time dependent unknown
boundary data be it derivatives and/or function values. Thus, for an equation which is second order
in space in general we have two such unknowns. An important feature is that the method initiates a
procedure which has a capacity for convergence. This is achieved by successively using interpolants
of increasing order to 7t more and more derivatives at the end points of a given interval. Although
our examples clearly do not go to the limit, as far as they go they do indicate that convergence is
taking place. Use of a low-order interpolant often results in an analysis of an autonomous system of
ordinary di1erential equations which may expose the essential qualitative structure of the problem.
This is an attractive feature and can be useful in many applications since it may provide a basis for
further re7nement. Finally, we mention that there are many variations on the theme presented in this
paper that could be pursued. For instance, it may be appropriate in certain situations to use Hermite
interpolants which 7t di1erent orders of derivatives at each of the end points; there are formulae for
systematically constructing such polynomials. In this paper we have used equiweighted interpolants
but for a number of reasons we may wish to weight the end points di1erently.
Throughout we have used symbolic computational packages to perform the computations. This
is an indispensable tool and it would be diMcult to make progress without such a facility. When
compared with a full numerical solutions for the model problems of this paper, on a desktop machine
the timings using Hermite interpolation are insigni7cant.
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Appendix A
Here we write down the solution to the steady-state reaction–di1usion problem I in terms of
elliptic integrals and use it to compute the threshold value ∗. The solution can be of two types
namely
1. u(x) is strictly increasing in [0; 1] so that u′(0) and u′(1) are both positive and
2. u(x) has a maximum in [0; 1] so that u′(0)¿ 0 and u′(1)¡ 0.
In the 7rst case we can write the solution implicitly as
x =
√
3.
2
∫ .u
.
dz1√
(1− z31)
; (A.1)
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where . is given by√
2
3.
=
∫ 2u
.
dz1√
(1− z31)
: (A.2)
In the second case the solution has the implicit form
x =
√
3.
2
∫ .u
.
dz1√
(1− z31)
; 06 x6 xm
and
x = 1 +
√
3.
2
∫ 2.
.u
dz1√
(1− z31)
; xm6 x6 1;
where
xm =
√
3.
2
∫ 1
.
dz1√
(1− z31)
and
G(; .) =
√
2
3.
+
∫ 2.
1
dz1√
(1− z31)
+
∫ .
1
dz1√
(1− z31)
= 0: (A.3)
We now wish to 7nd the value = ∗ such that (A.3) has a double root for .. So we have to solve
the system G = 9G=9. = 0. We can eliminate  from these two equations and solve the resulting
single equation numerically for .. This in turn gives ∗ = 1:600410.
The equivalent computation involving the Hermite interpolant p2 involves 7nding the value of
= ∗ such that (1.19)–(1.20) have coincident steady states for (V0; V1). This requires us to solve
G = f1() + f2()V0 + f3()V1 + ( 11296930 V
2
0 − 19198 V0V1 − 896930 V 21 ) = 0;
H = h1() + h2()V0 + h3()V1 + ( 896930 V
2
0 +
19
198 V0V1 − 11296930 V 21 ) = 0
and
9G
9V0
9H
9V1
− 9G9V1
9H
9V0
= 0:
The numerical solution of this system yields ∗=1:642971 V0=6:874007; V1=−6:339076. A similar
calculation can be done using p3 and the result is quoted in the main body of the paper.
Appendix B
Here we construct the various blow-up structures for the autonomous system (1.19)–(1.20). For
V0; V1 →∞ we may approximate this system by
dV1
dV0
=
89
6930 V
2
0 +
19
198 V0V1 − 11296930 V 21
1129
6930 V
2
0 − 19198 V0V1 − 896930 V 21
; (B.1)
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which has the solution
(V1 + V0) = K(V 20 − 55389 V0V1 + V 21 )1218=1705 = K(V1 − aV0)1218=1705(V1 − bV0)1218=1705 (B.2)
for arbitrary K and where a= 0:165340 = 1=b. This implies that
1. V1 ∼ −V0 + #1(K)V 1:430 ; |V0| → ∞
so that the pro7le with V1 ∼ V0 is unstable. From (1.19) we have
V0 ∼ 12631 (t0 − t)−1 (B.3)
for this pro7le where t0 is the blow-up time. This corresponds to the trajectory V0 =−V1 in the
fourth quadrant of Fig. 2a.
2. V1 ∼ aV0 + #2(K)V 0:390 ; |V0| → ∞
so that the pro7le with V1 ∼ aV0 is stable. Again from (1.19)
V0 ∼ 6:816726 (t0 − t)−1 (B.4)
for this pro7le and we get positive blow up. This corresponds to the asymptote in the 7rst quadrant
of Fig. 2a.
3. V1 ∼ bV0 + #3(K)V 0:390 ; |V0| → ∞
so that the pro7le with V1 ∼ bV0 is stable with
V0 ∼ 1:127079 (t0 − t)−1 (B.5)
for this pro7le and we have negative blow up corresponding to the asymptote in the third quadrant
of Fig. 2a.
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