Abstract: Linear mixed-effects models are linear models with several variance components. Models with a single random-effects factor have two variance components: the random-effects variance, i. e., the intersubject variance, and the residual error variance, i. e., the intra-subject variance. In many applications, it is practice to report variance components as coefficients of variation. The intra-and inter-subject coefficients of variation are the square roots of the corresponding variances divided by the mean. This article proposes methods for computing confidence intervals for intra-and inter-subject coefficients of variation using generalized pivotal quantities. The methods are illustrated through two examples. In the first example, precision is assessed within and between runs in a bioanalytical method validation. In the second example, variation is estimated within and between main plots in an agricultural split-plot experiment. Coverage of generalized confidence intervals is investigated through simulation and shown to be close to the nominal value.
Introduction
The coefficient of variation is the sample standard deviation divided by the sample mean. This measure of dispersion is used in a wide range of applications where the standard deviation tends to increase linearly with the level of the observations. In these applications, observations cannot take negative values. Specifically, measurements are made on a ratio scale. The coefficient of variation can be used as an estimator of the population coefficient of variation, defined as the square root of the population variance, i. e., the square root of the second central moment, divided by the expected value.
Much research has been made on inference for a single coefficient of variation. When the sample consists of independent observations from a normal distribution, an exact confidence interval for the coefficient of variation can be computed using the noncentral t-distribution [1] . Approximate confidence intervals have been developed using asymptotic normality [2] and Taylor series expansion [3] . Vangel [4] and Forkman [5] advocated the use of McKay's approximation [6, 7] for the coefficient of variation. The approximate confidence interval method proposed by Forkman [5] can be used when there are samples from populations with different expected values but with a common coefficient of variation, which is a situation that was also considered by Verrill and Johnson [8] . Hayter [9] constructed a bounded confidence interval for a coefficient of variation when observations are normally distributed. Wong and Wu [10] proposed a confidence interval using a modified signed log likelihood ratio method, which can also be used for gamma distributed observations. They showed that for small samples of normally distributed observations, this method performs as well as the Vangel [4] method.
The present article considers linear random-effects and mixed-effects models for balanced and unbalanced sets of normally distributed observations. In balanced datasets, each sub-class contains the same number of observations (the exact mathematical definition of balance is complex but has been formalized by a number of authors; for further references, see [11, p.4] ). Linear random-effects and mixed-effects models include several variance components. It is often practical to express the estimates of the variances as coefficients of variation, i. e., as standard deviations divided by the mean.
The intra-subject coefficient of variation assesses the reproducibility or reliability of a measurement [12] . In bioanalytical method validation, coefficients of variation specify within-and between-run precision [13] . In crop variety testing, expressing variability as coefficients of variation facilitates comparison of variability between crops [14] .
Shoukri et al. [15] derived confidence intervals, based on a variance-stabilizing transformation, for the intra-subject coefficient of variation in the balanced one-way random-effects model. The present article derives generalized confidence intervals for intra-and inter-subject coefficients of variation in balanced and unbalanced random-effects and mixed-effects models with two variance components. Generalized confidence intervals are constructed using generalized pivotal quantities [16] . This type of confidence intervals has already been suggested for some other inferential problems on the coefficient of variation: Tian [17] , Behboodian and Jafari [18] and Jafari [19] proposed generalized confidence intervals for a single coefficient of variation shared by many populations, and Krishnamoorthy and Lee [20] introduced generalized confidence intervals for differences and ratios of two coefficients of variation. The generalized pivotal quantities approach may also be used for the problem of testing equality of coefficients of variation [18, 19] .
In the balanced one-way random-effects model, no exact bounds for the inter-subject variance are available that are functions of complete sufficient statistics [21] . A method for construction of generalized pivotal quantities and generalized confidence intervals for variance components was developed by Chiang [22] , Iyer and Mathew [23] , Iyer and Patterson [24] and Hannig et al. [25] . Their method is here extended to the problem of computing generalized confidence intervals for coefficients of variation. Burdick et al. [26] presented generalized confidence intervals for functions of variance components in mixed-effects models with balanced datasets and random-effects models with balanced or unbalanced datasets. For mixed-effects models and unbalanced datasets, the approach of the present article is similar to the method that was proposed for 'a more general model' by Gamage et al. [27] , who considered the problem of computing confidence intervals for best linear unbiased predictions. However, their method uses transformation of data, but the method proposed in the present article does not.
The objective of this article is to propose methods for computing generalized confidence intervals for intra-and inter-subject coefficients of variation in mixed-effects models with two variance components. Section 2 provides theory and proposes methods. Section 3 studies, through simulation, the performance of the proposed methods and compares with the method proposed by Shoukri et al. [15] . Section 4 gives two examples: a bioanalytical method validation exemplifies the use of a one-way random-effects model, and an agricultural field experiment exemplifies a mixed-effects split-plot model. R scripts for these examples are published online as supplementary material on the Journal's web page.
Theory and methods

Generalized confidence intervals
Let Y denote a random vector with a distribution that is dependent on a vector ξ of parameters, and let y be a realization, i. e. an observation, of Y. Assume that we are interested in a function θ of the parameters: θ = f ξ ð Þ. A pivotal quantity for θ is a function g of Y and θ if the distribution of g Y, θ ð Þdoes not depend on ξ [28] . A generalized pivotal quantity for θ is a function h of y, Y and ξ if i) the distribution of h y, Y, ξ ð Þ, where y is fixed, does not depend on ξ , and iiÞ hðy, Y, ξ jY = yÞ, i. e., h y, y, ξ ð Þ, is a function of y and θ only [16] . If specifically h y, y, ξ ð Þ= θ, then the function h is a fiducial generalized pivotal quantity for θ [25] . A 1 − α ð Þ equal-tailed generalized confidence interval for θ can be obtained as the interval between the α=2th and the (1 − α=2)th quantiles of the distribution of h y, Y, ξ ð Þ, which can be estimated through simulation.
Statistical model
Consider the linear mixed-effects model
where y is an N-vector of observations, B is a design matrix for fixed effects, β is a vector of fixed effects parameters, C is an N × a design matrix for random effects, u is an a-vector of realized random effects, and e is an N-vector of residual error effects. The vectors of random effects u and e are realizations of the random vectors U~N 0, σ 
The unbalanced dataset can be regarded as a subset of a corresponding balanced dataset with M observations, where M > N. Let B 0 denote the fixed-effects design matrix for the balanced dataset. The population mean can then be defined as μ = 1 3 Simulation studies
The one-way random-effects model
Consider the one-way random-effects model y ij = μ + a i + e ij , where y ij is the jth observation at the ith level, μ is an intercept, a i is an effect of the ith level, and e ij is a residual error of the jth observation at the ith level, i = 1, 2, …, a; j = 1, 2, …, n. It is assumed that y ij , a i and e ij are realized values of the random variables Y ij , A i and E ij , respectively, where
, and Y ij = μ + A i + E ij . Following Shoukri et al. [15] , observations were simulated with intercept μ = 10 and γ E 2{0.01, 0.02, 0.04}, which corresponds to intra-subject variances σ 2 E 2{0.01, 0.04, 0.16}. Shoukri et al. [15] studied n 2{2, 3, 5} and ρ 2{0.3, 0.4, 0.6, 0.7, 0.8}, where ρ is the intra-class correlation coefficient:
The present evaluation was confined to n 2{2, 5} and ρ 2{0.3, 0.6, 0.8}. Finally, Shoukri et al. [15] investigated numbers of subjects a 2{12, 25, 50, 75}, but the present study was extended to include cases a 2{4, 8, 12, 25, 50, 75}. In order to evaluate the performance of the method for unbalanced data, the same cases were explored, but in each simulated dataset b0.125Nc randomly selected observations were removed before analysis. The symbol bÁc denotes the floor function, so that b0.125Nc is the largest integer not greater than 0.125N, where N = an. For each of the 54 cases, 10,000 balanced and 1000 unbalanced datasets were randomly generated. Since analyses of unbalanced datasets were more time consuming, less unbalanced than balanced datasets were simulated. For the 10,000 balanced datasets, 95 % confidence intervals for γ E were computed using the method proposed by Shoukri et al. [15] . In addition, generalized 95 % confidence intervals were computed for γ A and γ E , each using 1000 random samples of the fiducial generalized pivotal quantitiesγ E andγ A . Generalized 95 % confidence intervals for γ E and γ A were also computed for the 1000 unbalanced datasets, each based on 1000 random samples of the fiducial generalized pivotal quantitiesγ E andγ A .
The Newton-Raphson procedure employed in the method for unbalanced datasets used v = 0 as starting value. The procedure was stopped when g v ð Þ j j< 10 − 10 , v j j > 10 10 , or the maximum number of iterations, 100, was reached. Results obtained at the maximum number of iterations were discarded. Tables 1 and 2 present observed frequencies of confidence intervals covering the true values of γ E and γ A , for cases with n = 2 and n = 5, respectively. In the simulations of balanced datasets, the generalized 95 % confidence Table 1 : Estimated coverage of 95 % confidence intervals (C.I.) for the intra-and inter-subject coefficients of variation γ E and γ A in a one-way random-effects model when the number of observations per subject is n = 2. Random effects are normally distributed. Coverage depends on the number of subjects, a, the intra-subject coefficient of variation, γ E , the intra-class correlation coefficient ρ, and whether the dataset is balanced or not. Table 2 : Estimated coverage of 95 % confidence intervals (C.I.) for the intra-and inter-subject coefficients of variation γ E and γ A in a one-way random-effects model when the number of observations per subject is n = 5. Random effects are normally distributed. Coverage depends on the number of subjects, a, the intra-subject coefficient of variation, γ E , the intra-class correlation coefficient ρ, and whether the dataset is balanced or not. intervals showed coverage close to the nominal level 0.95, although it was noted that coverage of generalized 95 % confidence intervals for γ A was slightly too large for small values of a when n = 2 ( Table 1) . Also in simulations of unbalanced datasets, the generalized 95 % confidence intervals covered the true values in approximately 95 % of the cases. However, confidence intervals tended to be somewhat too narrow, especially for γ E when n = 2. Shoukri et al. [15] showed that their 95 % confidence intervals cover the true γ E with approximately probability 0.95 when a = 12 and n = 5. When a = 12 and n = 2, the probability is lower than 0.95. The present study confirms their results, but reveals that coverage of the Shoukri et al. [15] 95 % confidence interval is too small when a = 4 and n = 2 (Table 1) . In this situation, the generalized 95 % confidence interval introduced here performs better. Tables A1 and A2 , published online as supplementary material on the Journal's web page, present the results for a 2{25, 50, 75}. In these cases, observed coverage was close to 0.95. The semiparametric mixed-effects model for clustered data (Section 2.2) allows for other random-effects distributions than the normal. In a study of robustness, three other distributions were investigated: a logistic distribution, a gamma distribution with shape parameter 4, and a gamma distribution with shape parameter 16. These distributions differ with respect to skewness and kurtosis. For a random variable Y with expected value μ Y and standard deviation σ Y , skewness and kurtosis may be defined as
Y − 3, respectively. Using these definitions, skewness and kurtosis are 0 for the normal distribution. The shape of the density function of the logistic distribution is similar to the normal, because skewness is 0, but kurtosis is 1.2. Skewness and kurtosis of a gamma distribution with shape parameter α is 2= ffiffiffi α p and 6=α, respectively. A gamma distribution with shape parameter 4 is more skewed and has heavier tails than a gamma distribution with shape parameter 16 . Tables 3 and 4 shows estimated coverage when the random-effects distribution is non-normal, for n = 2 and n = 5, respectively. Each case was simulated 10,000 times. Computations of confidence intervals were carried out using the same methods as previously specified, based on the now incorrect assumption of normally distributed random effects of subjects. Generalized confidence intervals were computed using 1000 random samples of fiducial generalized pivotal quantities.
Comparisons of Tables 3 and 4 with Tables 1 and 2 , respectively, shows that generalized confidence intervals for γ E were robust against non-normally distributed effects of subjects. Also the Shoukri et al. [15] 95 % confidence intervals for γ E were robust. The generalized 95 % confidence intervals for γ E still outperformed the Shoukri et al. [15] 95 % confidence intervals for γ E .
Coverage of 95 % generalized confidence intervals for γ A decreased as a consequence of non-normality. However, estimated coverage was never below 0.90 in these cases. Specifically, coverage of 95 % generalized confidence intervals for γ A increased with γ E and decreased with the intra-class correlation coefficient ρ. Moreover, coverage of 95 % generalized confidence intervals for γ A decreased with the number of subjects. Cases with larger number of subjects (a = 25, 50, 75) were also investigated through simulation. Tables A3 and  A4 , published online as supplementary material on the Journal's web page, presents the results. Coverage did not continue to decrease dramatically with larger numbers of subjects, but stabilized at levels lower than 0.95. In the semiparametric mixed-effects model for clustered data proposed by Tao et al. [29] , between-subjects effects might not be normally distributed, but error effects are. Robustness was also investigated for the reverse situation, i. e., with normally distributed between-subject effects and non-normally distributed error effects. In the supplementary material, Tables A5 and A6 show the results of this investigation, which was carried out in the same way as the other simulation studies. Coverage of 95 % generalized confidence intervals for γ A was close to 0.95, but coverage of 95 % generalized confidence intervals for γ E become too small, often approximately 0.90. The Shoukri et al. [15] 95 % confidence intervals for γ E performed in a similar way. Generally, the 95 % generalized confidence intervals for γ E performed slightly better than the Shoukri et al. [15] 95 % confidence intervals.
The mixed-effects split-plot model
A balanced split-plot experiment with main-plot factor A and subplot factor B can be analyzed [31] using the model y ijk = ϕ + κ i + α j + β k + αβ ð Þ jk + a ij + e ijk , where y ijk is the observation from the subplot of the ith replicate Table 3 : Estimated coverage of 95 % confidence intervals (C.I.) for the intra-and inter-subject coefficients of variation γ E and γ A in a one-way random-effects model when the number of observations per subject is n = 2. Between-subjects effects are logistic distributed, gamma distributed with shape parameter 16, and gamma distributed with shape parameter 4. Error effects are normally distributed. Coverage depends on the number of subjects, a, the intra-subject coefficient of variation, γ E , and the intra-class correlation coefficient ρ. that was treated with the jth level of A and the kth level of B, ϕ is an intercept, κ i is an effect of the ith replicate, α j is an effect of the jth level of A, β k is an effect of the kth level of B, αβ ð Þ jk is an interaction effect of the jth level of A with the kth level of B, a ij is an effect of the jth main plot in the ith replicate, and e ijk is a residual error, i = 1, 2, …, r; j = 1, 2, …, a; k = 1, 2, …, n. It will be assumed that y ijk , a ij and e ijk are realized values of the random variables Y ijk , A ij and E ijk , respectively, where
A simulation study was performed based on the agricultural split-plot example of Section 4.2. Based on estimates obtained using the lme function of the R package nlme, (γ A , γ E ) was set to (0.006, 0.062), ϕ was set to 77.044, ρ 2 , ρ 3 , ρ 4 À Á was set to (0. . All other fixed-effects parameters were set to 0. These parameter setting was used for random generation of 10,000 balanced datasets. In addition, 10,000 unbalanced datasets were randomly generated. This was achieved by random selection of five observations that were removed before analysis. A new random selection of five Table 4 : Estimated coverage of 95 % confidence intervals (C.I.) for the intra-and inter-subject coefficients of variation γ E and γ A in a one-way random-effects model when the number of observations per subject is n = 5. Between-subjects effects are logistic distributed, gamma distributed with shape parameter 16, and gamma distributed with shape parameter 4. Error effects are normally distributed. Coverage depends on the number of subjects, a, the intra-subject coefficient of variation, γ E , and the intra-class correlation coefficient ρ. missing values was made for each of the 10,000 datasets. In the Newton-Raphson procedure, the same starting value and stopping rules were used as for the simulation study of the one-way random-effects model (Section 3.1). For each generated dataset, generalized 95 % confidence intervals were computed using 1000 random samples of the pivotal quantitiesγ E andγ A . For the balanced datasets, estimated coverage (i. e., the observed frequency of 95 % confidence intervals covering the true parameter value) was 0.943 and 0.949 for γ E and γ A , respectively. For unbalanced datasets, coverage was estimated to 0.950 and 0.942 for γ E and γ A , respectively.
Examples
A bioanalytical method validation using a one-way random-effects model
Following the European Medicines Agency's (EMA) guideline on bioanalytical method validation [13] , ligand-binding assays or immunoassays should be studied using quality control (QC) samples assayed in at least six runs over several days. Table 5 includes measurements of concentration of a QC sample in a precision study.
Generalized 95 % confidence intervals were computed based on 10,000 random samples, each comprising one observation from each of the random variables U A , U E and Z. For each sample, the fiducial generalized pivotal quantitiesσ 2 E ,σ 2 A ,μ,γ E andγ A were computed using (4)- (6) . The lower 2.5th and the upper 97.5th percentiles of the obtained empirical distributions of these fiducial generalized pivotal quantities are the lower and the upper limits of the generalized 95 % confidence intervals, respectively. The first row of Table 6 reports the obtained limits, i. e., the resulting generalized 95 % confidence intervals for σ 2 E , σ 2 A , μ, γ E and γ A . Figure 1 is an R script (www.r-project.org) for this analysis.
Five observations were removed (Table 5 ). In this case, the procedure described in Section 2.4 yielded generalized 95 % confidence intervals as presented on the second row of Table 6 .
An agricultural split-plot experiment analyzed using a mixed-effects model
Federer and King [32] presented an example of a split-plot agricultural field experiment with r = 4 replicates investigating effects of a = 4 seedbed preparations and n = 4 planting methods on maize yield (Table 7) . 
* Removed for the unbalanced example.
The proposed method for computing generalized 95 % confidence intervals was applied. The fiducial generalized pivotal quantitiesσ 2 E ,σ 2 A ,μ,γ E andγ A , as specified in (4)- (6), were generated 10,000 times. The 2.5th percentiles of the generated distributions were used as lower generalized 95 % confidence limits, and the 97.5th percentiles were used as upper generalized 95 % confidence limits. The third line of Table 6 presents the obtained generalized 95 % confidence intervals.
For an example of an unbalanced dataset, five randomly selected observations were removed from the dataset ( Table 7) . Based on generation of 10,000 pivotal quantitiesγ A andγ E , the method for unbalanced datasets gave generalized 95 % confidence intervals as presented on the fourth row of Table 6 .
Discussion
This article contributed the idea of using generalized inference methodology for computation of confidence intervals for intra-and inter-subject coefficients of variation in mixed-effects models. A method was developed for unbalanced datasets in mixed-effects models. Burdick et al. [26] studied other functions of variance components than the intra-and inter-subject coefficients of variation. Their methods for unbalanced datasets apply to random-effects models only. 
Simulation studies indicated good performance in terms of coverage at the 95 % confidence level, although these studies also verified that the proposed methods are approximate. Since deviations from the nominal confidence level 0.95 were generally not large, the proposed methods can be recommended for practical purposes. However, the proposed methods are sensitive to the assumptions of normal distributions. The simulation studies revealed that the 95 % confidence interval proposed by Shoukri et al. [15] for the intrasubject coefficient of variation in the balanced one-way model tends to be too narrow in small datasets. For such datasets, the generalized 95 % confidence intervals proposed in the present article should be preferred.
The postulated linear mixed-effects model (1) is a fully parametric model, which assumes normal distributions. However in practice, random effects and errors are rarely exactly normally distributed. As noted in Section 2.2, model (1) can be viewed as a special case of the more realistic semiparametric mixedeffects model that was proposed by Tao et al. [29] . For this case, when the distribution of the random effects is unknown, model (1), which assumes the normal distribution, was proposed as a working model. This approach is not unproblematic, since the performance of the method depends on how well the assumption of normality is met. In practice, the proposed generalized confidence intervals may, in the non-normal case, have coverage somewhat other than the nominal. Still, the simulation studies indicate that the proposed generalized confidence intervals for γ E give better coverage than the Shoukri et al. [15] confidence intervals for γ E , also when the assumption of normality is not fulfilled. Furthermore, the present article introduced a method for computing confidence intervals not only for the intra-subject coefficient of variation γ E , but also for the inter-subject coefficient of variation γ A .
The generalization to more than two variance components is straightforward for balanced datasets. Every variance component has a unique unbiased estimator based on sums of squares [33] . Thus, a generalized pivotal quantity can be specified for any function of the parameters of a balanced mixed-effects model [24] . The generalization to mixed-effects models with several variance components is more difficult for unbalanced datasets. Although extensions have been made to the special case of unequal cell frequencies in the last stage [27, 33, 34, 35] , unbalanced cases are generally less explored in the literature on generalized inference. It is possible that the method presented here can be generalized to more complex mixed-effects models, but since the proposed method involves numerical computations, it might be a challenge to provide an efficient general algorithm.
As pointed out by Hannig et al. [25] , when h is a fiducial generalized pivotal quantity and θ is a scalar, then T y, Y, ξ ð Þ= θ − h y, Y, ξ ð Þ is a generalized test variable as defined by Tsui and Weerahandi [36] for testing the null hypothesis H 0 :θ ≤ θ 0 against the alternative H 1 :θ > θ 0 . The methodology of the present article can for this reason also be used for hypothesis testing.
