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We present a full symmetry classification of dissipatively evolving fermion matter. Our approach
is bottom up, starting from the ten different classes of linear and anti-linear state transformations
in fermionic Fock spaces. Both in unitary quantum mechanics and in the ‘micro-reversible’ settings
of thermal equilibrium, the anti-linear transformations in conjunction with an explicit inversion of
physical time represent time reversal. However, out of equilibrium time reversal becomes mean-
ingless, while the anti–linear transformations in Fock space remain significant and now must be
considered in autonomy. Their different implementation and its consequences for the understanding
of fermion symmetries out of equilibrium is the central motif of our study. Following the logic of
the bottom up approach, we address the question under which conditions the irreversible evolution
equations describing the quantum dynamics of fermion matter remain invariant under the applica-
tion of Fock space transformations. This defines ten symmetry classes, separately for the generators
of reversible dynamics, dissipation and fluctuations featuring in these equations. We discuss their
physical manifestation both for interacting systems in the second quantized Fock space formalism,
and for the evolution of free fermion Gaussian states of matter, where the language of non-Hermitian
matrices is used. Emphasis will be put on the stationary phases forming as end points of dissipative
evolution, and in particular on the ensuing symmetry protected topological phases of dissipative
matter. The starting point of ten Fock space symmetries implies a transparent classification of
these phases and defines non-equilibrium blueprints for their realization from first principles, as we
will demonstrate on the exemplary case study of an interacting lattice model.
I. INTRODUCTION
The distinction between different types of anti-unitary
symmetries [1–4] is a powerful organizing principle in the
classification of quantum matter. It has been spectacu-
larly successful in the description of gapped fermionic
matter, where the identification of topologically twisted
ground states on the background of ten fundamental sym-
metry classes [5] culminated in the periodic table of topo-
logical insulators and superconductors [6, 7].
How do these symmetries generalize to fermion matter
pushed out of thermal equilibrium by an external envi-
ronment? Compared to bosons, whose macroscopically
occupied states tend to exhibit quasi-classical behavior,
fermions retain their quantum nature, including when
coupled to an environment. In this paper we will consider
the generators of non-equilibrium dynamics stabilizing
stationary quantum phases in open fermion matter, and
the ensuing state topologies. Our approach builds on two
cornerstones delineating it from previous work: the first
is a fully microscopic treatment of symmetries, starting
from an identification of ten distinct classes of unitary
and anti-unitary state transformations in fermionic Fock
space. The second point concerns the physical interpre-
tation of anti-unitary symmetries. In the quantum me-
chanics of isolated systems or, more generally, the micro-
reversible physics of equilibrium states, the anti-unitary
transformations in conjunction with an explicit inversion
of physical time describe time reversal. However, in evo-
lution of out equilibrium time reversal looses its physical
meaning, while the above transformations of Fock space
remain valid candidates for physical symmetries (as we
will demonstrate on examples). They now must be con-
sidered in autonomy, and this leads to a fundamentally
different description of symmetries in non-equilibrium vs.
unitary or equilibrium settings, from their microscopic
implementation to the macroscopic description of phases.
On the basis of this paradigm, we will consider the
dynamical equations ∂tρˆ(t) = Xˆ ρˆ(t) governing the irre-
versible evolution of fermionic density operators, where
the dynamical generator Xˆ describes the joint effect of
unitary evolution, dissipation, and quantum fluctuations.
We will see that all three individually have to obey sym-
metry relations defined via the ten Fock space transfor-
mations. These in turn determine the symmetries of the
time-evolved states, ρˆ(t), and ultimately those of the sta-
tionary phases described by ρˆ(t → ∞). They also form
the basis for the classification of different state topolo-
gies.
Before providing a more specific synopsis of our ap-
proach to non-equilibrium symmetry classes in the next
section, let us put it in the context of other work in
the field. Dramatic experimental progress in the physics
of condensed matter, atomic condensates, and optics
has sparked a surge of research activity addressing com-
plex quantum systems in engineered environments. Re-
cent experimental breakthroughs include the reporting of
novel topological bulk phases [8, 9], the detection of novel
types of edge states [10–12] and topological signatures
rooted in non-Hermitian dissipative damping [9, 13–15],
the realization of non-Hermitian extensions of quantum
mechanics in optical systems [10, 16], and applications to
sensing [14, 17].
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2This progress motivates the construction of frame-
works classifying the symmetry and topology of
open quantum matter, extending existing classification
schemes for closed system quantum ground states. Pre-
vious work in this direction has put the emphasis on the
most apparent consequence of environmental coupling,
lossy dynamics described by non-Hermitian matrices in
first quantized representations. Building on early work
on the symmetry classification of such non-Hermitian
matrices [18], it has been noticed that the absence of Her-
miticity in the generators of dynamics makes Hermitian
adjungation η a symmetry operation to be considered on
top of the standard unitary and anti-unitary symmetries
of quantum mechanics [19–21]. The inclusion of this op-
eration defined an extended classification, now contain-
ing 38 rather than the 10 classes governing the Hermitian
generators of unitary time evolution [19, 20]. However,
analysis of causality criteria led Ref. [22] to the conclu-
sion that only ten of these — defined as combinations
of η, time reversal, T and charge conjugation, C — are
physical in dissipative evolution. Analysis of quantum
states realizable in dissipative state engineering [23–27]
likewise led to the prediction of 10 symmetry classes [28].
Other work in the field focused on the essentially two
dimensional complex spectra of dissipative generators,
and topological signatures caused by the presence of sin-
gular ‘exceptional points’ in open system’s state evolu-
tion [29–40], see [41] for review.
In this work, the focus is on the fundamental symme-
tries and the topology of dynamical generators stabiliz-
ing steady-state non-equilibrium phases of open fermionic
quantum matter. These phases form via competitions of
dissipative damping and the balancing effects of quantum
fluctuations. In fact, we will demonstrate that the — so
far only relatively little considered — fluctuation genera-
tors play the most decisive role in the stabilization of sta-
tionary phases. By contrast, the aforementioned complex
spectra of dissipation generators determine the approach
to stationarity, but not the stationary phases themselves.
Second, we abandon time reversal, which leads to repre-
sentations of anti-linear symmetries different from those
in unitary and equilibrium quantum mechanics. Specif-
ically, it implies that, different from previous work [22],
the η-operation never features in the representation of
symmetries.
We believe that the resulting classification scheme de-
fines a universal platform for the description of stationary
open fermion matter and its stabilization, with regard to
both symmetries and topology. In the following, we out-
line the strategy of our approach and provide a quick
synopsis of our main findings.
A. Synopsis and summary of results
Symmetries – Our starting point is the representation
of symmetries as unitary or anti-unitary transformations
in Fock space through their action on fermion operators
{ai, a†i}. These operators represent the system after trac-
ing over the environmental degrees of freedom, and no
reference to a particular type of dynamics is made yet.
Following the reasoning of Refs. [5, 42], all we can say at
this level is that modulo unitary equivalence ten different
classes of transformations need to be distinguished.
More specifically, the basic operations from which
these symmetries are built by composition are an
anti-unitary transformation (TiT−1 = −i) acting as
TaiT
−1 = uT,ijaj , where uT is a unitary matrix, and
a unitary operation exchanging annihilators and creators
CajC
−1 = uC,ija
†
j (see Eq. (2) for a more detailed repre-
sentation). For bookkeeping purposes, we also define the
combination S = T◦C as an anti-linear (SiS−1 = −i) op-
eration exchanging annihilation and creation operators,
SajS
−1 = uS,ija
†
j .
Invariance of evolution equations – Consider Markovian
state evolution as described by,
∂tρˆ(t) = Xˆ ρˆ(t), (1)
where ρˆ = ρˆ({ai, a†i}) is the reduced density operator
describing the state of an open quantum system, and
Xˆ = Xˆ ({ai, a†i}) the dynamical generator governing its
out of equilibrium evolution. The transformations X =
C,T,S affecting the fermion operators as ai → XaiX−1 ≡
(ai)X define induced operations Xˆ → XˆX and ρˆ → ρˆX.
We understand an operation X as a physical symmetry
if the transformed evolution equation ∂tρˆX(t) = XˆXρˆX(t)
remains invariant in the sense that
XˆX = Xˆ .
In this case, the equation looks the same before and after
the transformation, which implies ρˆX(t) = ρˆ(t) for the
solutions: the density operator does not change under
the transformation and inherits the symmetry.
Anti-unitary symmetry: equilibrium vs. non-equilibrium
– Let us compare the anti-unitary transformation T to
the one applied in textbook quantum mechanics, where
XˆU ≡ −i[Hˆ, . ] generates unitary time evolution. In this
case, T describes time reversal, and the transformation of
the von Neumann equation, ∂tρˆ(t) = XˆUρˆ(t), includes an
express inversion of physical time, t→ −t. Its invariance
then requires
XˆUT = −XˆU,
or HˆT = Hˆ, where the T-symmetric Hamiltonian de-
scribes equivalent evolution in both time directions —
the celebrated metaphor of a movie played forward and
backward in time.
The two qualitatively different realizations of anti-
linear symmetry beg the question for the respective
basins of applicability: under what circumstances does
T imply an inversion of time, or not, to generate a physi-
cal symmetry? At first sight, one might suspect that the
presence of irreversible elements in a open system’s Xˆ
3introduces a time arrow, excluding changes of the time
variable as part of a physical symmetry. However, as
we will discuss in section V of this paper, this argument
is too naive. Systems in thermal equilibrium satisfy a
micro-reversibility principle, which finds its quantitative
expression in the Kubo-Martin-Schwinger (KMS) rela-
tion [43, 44] stating invariance of operator expectation
values under an operation t→ −t− i/T , where T is glob-
ally defined temperature. In section V we will apply a
path integral representation to show how KMS time ex-
change, combined with T in Fock space, defines the sym-
metry protected approach to thermal equilibrium. By
contrast, out of equilibrium dynamics excludes changes
of the time variable, and T acts in autonomy as an anti-
linear symmetry realized in Fock space. We are thus led
to the conclusion that the watershed distinguishing be-
tween anti-linear symmetries with and without time in-
version is the boundary between unitary or equilibrium
dynamics on the one side, and non-equilibrium dynamics
on the other.
What are the consequences of this finding? We first
note that both, in and out of equilibrium the station-
ary states, ρˆ ≡ ρˆ(t → ∞) satisfy identical symmetries,
ρˆ = ρˆX uniquely fixed by the action of symmetries in Fock
space (we will formulate the ensuing symmetry classes in
more concreteness later in the text.) This implies a high
level of universality, extending the ten-fold classification
of equilibrium phases to the full realm of non-equilibrium
stationary states. However, both, the dynamical gener-
ators, and the dynamical processes leading to stationar-
ity satisfy opposite symmetry principles. For example, a
Hamiltonian contribution, Hˆ, to a non-equilibrium gen-
erator must satisfy HˆT = −Hˆ to stabilize a T-symmetric
stationary state, opposite to the equilibrium case. These
differences are crucially important to the realization of
stationary states by dissipative protocols, a point we will
illustrate later in the text on the example of a topological
phase in a chiral symmetry class. An equally important
consequence is that in either case the language in which
the respective symmetry criteria are articulated involves
no more than the ten fundamental Fock space symme-
tries. ‘Exotic’ symmetry transformations, such as the
Hermitian adjoint, η, acting on non-Hermitian matrices
are absent in this scheme, and no extension of the ex-
isting set of matrix classes beyond the ten-fold Cartan
scheme is required.
Below, we will discuss the above invariance principle
for different realizations of dynamical evolution, includ-
ing ‘interacting’ Xˆ s of quartic order, and non-Markovian
generators required to include the case of thermal equi-
librium. In either case, the dynamical generators contain
three operators, Hˆ, Dˆ, Pˆ describing the effect of unitary
state evolution, dissipation and quantum fluctuations, re-
spectively. These operators are to the non-equilibrium
system what the Hamiltonian is to an isolated quantum
system. An immediate consequence of this statement is
that individual (non-Hermitian) operators cannot define
a phase, it takes the more structured information con-
tained in the three operators Hˆ, Dˆ, Pˆ to do that.
Gaussian state evolution – In the second part of the pa-
per, we specialize to the evolution of Gaussian states,
the irreversible generalization of free fermion systems.
The evolution operators Xˆ are now quadratic in ai, a†i ,
and we may turn to a first quantized representation in
terms of matrices. The (non-normalized) density opera-
tor ρˆ ≡ exp(−Θˆ) is conveniently described by a Hermi-
tian effective Hamiltonian matrix, Θ. Likewise, the fluc-
tuation generator Pˆ is represented by an anti-Hermitian
matrix P , and the deterministic generator, Kˆ, by a non-
Hermitian matrix, K = H − iD, with Hermitian contri-
bution H, and semi-positive Hermitian damping matrix,
D. (Throughout, we use carets to label all operators in
second quantized representation other than ai, a
†
i , while
first quantized operators come without.) The symme-
try criteria discussed previously now assume the form of
matrix symmetries under transposition or complex con-
jugation, see table II for an overview.
In these relations, the Hermitian adjoint appearing in
the third row is a direct descendant of the implementa-
tion of the S-symmetry in second quantization. Defined
in this way, it acts on Hermitian (H,D) or (i×) Hermitian
(P ) matrices. However, unlike in Ref. [22], we have no
symmetry relations where it appears in connection with a
genuinely non-Hermitian matrix (such as the dissipation
generator K = H − iD). Also note that coming from a
Hamiltonian perspective, the symmetry relations assume
a somewhat unfamiliar form, which originates in the ab-
sence of time reversal in the present setting. For example,
in the standard representation, a free fermion topological
insulator with ‘chiral symmetry’ is described by a Hamil-
tonian anti-commutative with an involutory matrix such
as the Pauli matrix, σ3. Presently, chiral symmetry of the
stationary state, σ3Θσ3 = −Θ, requires just the opposite:
if the evolution contains a Hamiltonian contribution, the
latter must be commutative, σ3Hσ3 = +H.
However, irrespective of the different realizations of in-
dividual symmetries, the main conclusion of the Gaussian
state classification is that it leads to the definition of ten
matrix symmetry classes, and that these classes are in
one–to–one relation to the Cartan classes A, AI, AII,
. . . , D defining the ‘10-fold way’, cf. Appendix A for
an overview. This correspondence becomes of key im-
portance when we proceed to the classification of state
topologies.
Topology – The objects entering the topological classifica-
tion are macroscopic Slater determinants defined by the
single particle eigenstates |γ〉 of Gaussian density oper-
ators (or, equivalently, their effective Hamiltonians, X),
where γ indicates the dependence on parameters such as
a lattice momentum or spin-degrees of freedom. We con-
sider partially filled systems and assume the existence of
a subset of states occupied with high probability, pγ >
1
2 .
These states assume a role analogous to that of quantum
ground states, and deviations off pγ = 1 describe the
residual effects of heating in a system with large exci-
4tation gap. Whether or not the parametric dependence
of the states |γ〉 admits the definition of a topological
invariant depends on the symmetries of ρˆ, and on the di-
mensionality of the parameter space γ. A corollary of the
Cartan classification of symmetries is that this informa-
tion can be lifted from the periodic table of topological
insulators and superconductors [6, 7]. For example, an
Θ-operator chiral in the above sense, σ3Θσ3 = −Θ, ad-
mits the definition of a state topology in odd but not in
even parameter dimension, etc.
Notice that the effective Hamiltonian plays a double
role in this context. It defines topological structures via
the parametric dependence of its ground states, and con-
trols the occupancy of these states via the probabilities
pγ = f(γ), where Θ|γ〉 = γ |γ〉 and f() = 1/(e + 1).
The stable occupancy of the ground state requires the
presence of a global purity gap ∆p [26, 28, 45] defined in
Eq. (20), avoiding totally mixed modes with occupation
probability pγ = 1/2.
As a second condition, we require that the stationary
state ρˆ = exp(−Θˆ) is attained with a finite rate, and
that excitations out of it relax back in finite time. The
dynamical approach towards Θ is controlled by the de-
terministic generator, K = H − iD, and the minimal
rate set by the spectral gap, ∆s, which will be defined in
Eq. (19). In passing, we note that the complex eigenvalue
spectra of dissipation generators are interesting objects
in their own right (see Refs. [21, 41] for review). Their
singularities in the complex plane, dubbed ‘exceptional
points’, can be classified in terms of topological principles
and leave signatures in specific dynamical response func-
tions. However, the stationary density matrix implies a
long time limit/integral over frequencies effectively aver-
aging over these structures.
We will also address the formation of edge states at
the boundaries between bulk topological phases. By def-
inition, an edge is defined by the change in a topological
invariant which in turn requires the closure of the purity
gap [28] (unless the invariant is destroyed by violation
of a symmetry condition). Ultimately, one would like to
apply such edges as resources for the realization and ma-
nipulation of topologically protected edge states. In this
regard, the closure of the purity gap appears to be bad
news. By definition, a closing purity gap implies fully
mixed configurations, e.g. Majorana edge qubits forced
into an equal probability configuration of up and down
states. However, as we will discuss, a way out of this
dilemma is a simultaneous closure of purity and spectral
gap at the edge. We will see how this happens, for exam-
ple, in systems with Lindbladian state evolution where
the topological state is the ‘dark state’ of the dynamics,
and how this defines manipulable edge spaces.
Plan of the paper – The focus in this paper is on gen-
eral structures. However, for illustrative purposes we
have included the discussion of one exemplary case study,
namely the physics of an interacting model in class BDI
(possessing a symmetry under both T and C), reducing
to a variant of a Majorana chain in the Gaussian limit.
Lindbladian Keldysh
Markovian linear × ×
Markovian nonlinear × ×
non-Markovian linear ×
non-Markovian nonlinear ×
TABLE I. Principal types of dissipative dynamics and their
theoretical formulations. The inclusion of non-Markovian
processes (required, e.g., to describe the relaxation towards
a quantum thermal distribution) is beyond the scope of the
Lindbladian description but can be addressed within the
Keldysh path integral framework.
This example is deliberately chosen to illustrate all con-
cepts introduced below in the simplest possible scenario.
We will start in section II with a discussion of symme-
tries in Fock space. In section III we discuss the inter-
play of symmetries and topology in Markovian dynamics.
This will introduce the material required to discuss the
aforementioned case study in section IV. Section V goes
beyond the Markovian limit and lifts the discussion of
symmetries to the framework of the Keldysh path inte-
gral. This extension is required, e.g., to include the im-
portant limit of thermal equilibrium states. We conclude
in section VI. Technical details are largely relegated to
several Appendices.
II. SYMMETRIES IN DRIVEN OPEN
QUANTUM DYNAMICS
In this section, we start out from a precise definition of
all symmetry operations X relevant to our discussion in
fermionic Fock space. This part of the discussion makes
no reference to the concrete realization of Xˆ . In the re-
maining parts of the paper, we will then explore the man-
ifestations of invariance for the different settings listed in
table II.
A. Symmetry operations in Fock space
The symmetry operations relevant to our discussion
are defined by U,T,C,S (for a review, see [46, 47]), where
U : UaiU
−1 ≡ uij aj , UiU−1 = +i,
T : TaiT
−1 ≡ uTij aj , TiT−1 = −i,
C : CaiC
−1 ≡ uCij a†j , CiC−1 = +i,
S : SaiS
−1 ≡ uSij a†j , SiS−1 = −i. (2)
The action of the symmetry operations on the creation
operators is obtained by taking the adjoint of the above,
e.g., Ta†iT
−1 ≡ u¯Tij a†j , where here and throughout the
overbar denotes complex conjugation.
Eq. (2) exhausts the list of unitary (U,C) and anti-
unitary (T,S) transformations of the operator algebra
5exchanging (C,S) or not (U,T) creators and annihila-
tors. The transformations are defined to include an op-
tional purely unitary operation, uX, where here and in
the following X = T,C,S unless refined otherwise. De-
fined as it is, the list contains redundancy. For example,
the combination of T and C is a transformation of type
S = T ◦ C, two different T,T′ combine to U = T ◦ T′,
etc. However, due to the distinct physical meaning of the
transformations, it pays to consider them separately.
Specifically, T is in the class of anti-unitary operations
required to describe time reversal in unitarily evolving
systems. Although the direct meaning of a ‘time revers-
ing’ operation gets lost in irreversible dynamics as antic-
ipated above, anti-unitary transformations continue to
play an important role.
The ‘charge conjugation’ transformation, C, exchanges
the role of particle and holes via a unitary operation in
Fock space, CiC−1 = +i 1. As mentioned above, the
definition of S = T ◦ C is technically redundant, but
considered here for its role in the description of ‘particle-
hole’ exchange, and the ensuing ‘chiral’ symmetries.
The group, U, includes the familiar unitary sym-
metries such as number conservation, U = exp(iαNˆ),
Nˆ =
∑
i a
†
iai, α ∈ U(1), or spin rotation Us =
exp(ia†σuσσ′aσ′), u ∈ SU(2), (σ, σ′ =↑, ↓ are spin indices),
etc. In the definition of symmetry classes, the comple-
mentary set of operations T,C,S must be considered in
relation to the unitaries, U. More precisely, these oper-
ations define meaningful symmetry classes only if they
commute with the unitary symmetries of a system, and
in the consequence act within the irreducible Fock sub-
spaces defined by them — sectors of conserved angular
momentum, particle number, lattice symmetry, etc. For
a more detailed discussion we refer to Refs. [42, 46, 47],
and to Appendix B, where we discuss this point on a few
illustrative examples.
Finally, we note that all operations introduced
above are compatible with operator products in that
X(OˆOˆ′)X−1 = (OˆOˆ′)X = OˆXOˆ′X. This feature will be-
come important when applying transformations to evo-
lution equations such as
∂tρˆ = Xˆ ρˆ −→ X(∂tρˆ)X−1 = X(Xˆ ρˆ)X−1
⇐⇒ ∂tρˆX = XˆXρˆX. (3)
First quantized representation – To efficiently describe
the above transformations in the language of matrices,
we define the Nambu operators Ai ≡ (ai, a†i ). The
1 The terminology ‘charge conjugation’ is a bit of a misnomer,
as C should not be identified with the operation of relativistic
quantum physics swapping all positive charges in the universe for
negative ones. As with T, the definition of C above is motivated
by its usefulness in the description of irreversible dynamics.
operations as defined in Eq. (2) act on these opera-
tors as Ai
T−→ UTijAj , and Ai X−→ UXijA†j (here,
X = C,S), where the block diagonal matrix structure
UX = bdiag(uX, u¯X) and the Pauli matrices σi are de-
fined in Nambu block space. For later reference, we note
the relations
UX = σxU¯Xσx,
A† = σxA. (4)
A general free fermion operator Oˆ has the Nambu repre-
sentation
Oˆ ≡ 12A†TOA ≡ 12A†iOijAj , (5)
defined in terms of a first quantized matrix operator O =
{Oij}. Subjecting Oˆ to the above transformations as
Oˆ
X−→ OˆX ≡ 12 (XA†TX−1)(XOX−1)(XAX−1)
≡ 12A†(OX)A, (6)
(where only (TOijT
−1) = O¯ij acts non-trivially on ma-
trix elements), we obtain the first quantized version of
the symmetry operations,
U : O → OU ≡ UOU†,
T : O → OT ≡ UTO¯U†T,
C : O → OC ≡ −UTCOT U¯C,
S : O → OS ≡ −UTS O†U¯S. (7)
We say that an operator Oˆ has X-symmetry, if OˆX = Oˆ,
or OX = O in first quantization. The operations defined
by Eq. (7) will be the basis for the definition of matrix
symmetry classes.
Symmetry tabulation – Referring to Refs. [5, 42] for
a more comprehensive discussion, we now briefly iden-
tify the symmetry classes defined by application of T,C,
and S = C ◦ T within the sectors of definite unitary
symmetry: two-fold application of either X = C,T to
an X-symmetric operator leads to O = VXOV
†
X, where
VT = UTU¯T and VC = U¯CUC. The commutativity of VX
with all operators O in the representation space2 requires
VX = ±1N , and these two options define the symmetry
classes X = ±1. The absence of X-symmetry is called
X = 0. Similarly, the presence/absence of symmetry un-
der S is defined as S = 0 or S = 1 3. Counting all options,
we obtain the list of ten symmetry classes tabulated in
Appendix A for the convenience of the reader.
2 At this point, the irreducibility of the representation relative to
the unitary symmetries of the system is essential. The conclusion
∀O : [O, VX] = 0 ⇒ X = ±1 presumes that O runs through a
complete set of matrices in the space where VX is defined.
3 Two-fold application of S defines VS = (U¯S)
2. Here, the two
options VS = ±1 are unitarily equivalent, US → iUS, and do not
define distinct classes.
6Already at this stage it is evident that, irrespec-
tive of the specific type of the irreversible dynam-
ics (Markovian/non-Markovian and equilibrium/non-
equilibrium) we have a maximum number of ten sym-
metry classes. However, as we will demonstrate below,
the conditions under which a given class emerges depend
on whether equilibrium or non-equilibrium dynamics is
considered.
III. SYMMETRIES IN MARKOVIAN
DYNAMICS
In this section we discuss how the symmetry principles
introduced above materialize in the case of Markovian
dynamics, i.e. that of systems coupled to a bath with
vanishingly short memory. We will start out from a rep-
resentation of Markovian state evolution in the form of
a general Lindblad equation, then specialize to Gaussian
state evolution, and finally discuss topological structures.
A. Symmetries in Lindbladian dynamics
To study general Fock space transformations intro-
duced above in the case of Markovian dynamics, we con-
sider a quantum master equation of Lindblad form [48–
52]
∂tρˆ = −i[Hˆ, ρˆ] +
∑
α
(2LˆαρˆL
†
α − {Lˆ†αLˆα, ρˆ}) ≡ Lˆρˆ. (8)
Here, Lˆα are the ‘jump operators’ coupling the system
to a bath, and the sum extends over distinct types of
coupling. Typical realizations include jump operators
Lˆα ∼ ai linear in fermion operators, or number conserv-
ing couplings Lˆα ∼ a†iaj . Number conserving system-
bath couplings imply quartic (or even higher order) Lind-
blad operators, Lˆ†αLˆα = O(a4), and this is why we need
to include nonlinearities even if the focus will ultimately
be on Gaussian states.
We now apply the strategy Eq. (3) to the Lindblad
equation, with ρˆ→ ρˆX and (iHˆ)→ (iHˆ)X, Lˆα → (Lˆα)X,
or Lˆ → LˆX for brevity. The problem is X-invariant if
Lˆ = LˆX. Under these conditions ρˆ and ρˆX satisfy the
same irreversible evolution equation and are thus iden-
tical, ρˆ = ρˆX. (In cases where the stationary state de-
pends on the initial state, symmetry of the latter be-
comes an additional condition [53].) At this level, the
analysis includes interacting settings. For illustration,
see the case study of section IV, where we consider an
interacting one-dimensional chain with BDI-symmetry,
(T,C,S) = (+1,+1, 1).
B. Symmetries of Gaussian states
While non-linear Lindbladian equations are as complex
as their reversible (von Neumann) cousins, one often has
situations where the Hamiltonian is quadratic, i.e. Hˆ =
1
2A
†THA, and Hartree-Fock mean field approximations
may be applied to non-linear operators Lˆ†αLˆα to define
quadratic approximations (cf. Refs. [26, 28, 54]). Under
this condition [55–57], we have a reduction 4∑
α
Lˆ†αLˆα ≡ Mˆ ≡ 12A†TMA, (9)
with a semi-positive and Hermitian matrix M , and Her-
mitian H. These conditions reflect the complete positiv-
ity of the Lindblad generator [48, 49], and the dynamical
conservation of Hermiticity of ρˆ. The Lindblad equation
then assumes the form
∂tρˆ = −i[Hˆ, ρ]− {Mˆ, ρˆ}+ 2AT 12M¯ρˆA†. (10)
Due to fermion exchange symmetry, the kernel, O, defin-
ing any bilinear form Oˆ = 12A
†TOA satisfies OT =
−σxOσx (cf. Eq. (B1)). This feature suggests a decom-
position
M = D − iP, (11)
D ≡ 12 (M + σxMTσx), P ≡ i2 (M − σxMTσx),
into contributions symmetric and antisymmetric under
Fermi exchange, where the symmetric contribution, D >
0, inherits the semi-positivity of M [55–57] (this follows
from 〈ψ|M |ψ〉 ≥ 0 and 〈ψσx|M |σxψ〉 ≥ 0 for any state
|ψ〉). With these definitions we have
H = σxH
Tσx, D = σxD
Tσx, P = −σxPTσx. (12)
In addition, the conservation of Hermiticity of the density
matrix ρˆ by the Lindblad generator in each time step
implies
H† = H, D† = D, P † = −P. (13)
These three building blocks fully describe the dynami-
cal generator, and they all have individual physical mean-
ing: H describes the reversible contribution, D the dissi-
pative damping generator, and P generates fluctuations.
Eq. (B1) applied to the bilinear forms Eq. (9) implies
a reduction Mˆ = −iPˆ in the anti-commutator term of
the Lindblad equation. However, due to the presence of
ρˆ the full content of M remains in the jump term:
∂tρˆ =− i(Hˆ − Pˆ )ρˆ+ iρˆ(Hˆ + Pˆ )+
4 One has the option to unitarily transform the jump operators
to Lindblad form, Lˆα = lα,iAi in the quadratic theory, such
that Mij =
∑
α l
∗
α,ilα,j . In this representation, semi-positivity
follows from the properties of the dyadic product.
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X OX H D P H Θ/Γ
T UTO¯U
†
T − + − + +
C −UTCOT U¯C + − + + +
S −UTS O†U¯S − − − + +
TABLE II. Transformation of the (individually Hermitian or
anti-Hermitian) matrix operators O = H,D,P,Γ,Θ entering
the evolution of the covariance matrix under the fundamen-
tal symmetries, T,C,S. The sign factors indicate whether
O = ±OX under the transformation. Out of equilibrium,
they are chosen to leave the Lindblad equation invariant. In
equilibrium (cf. Sec. V, including for the transformation laws
of the equilibrium analogs of D,P , Eqs. (45),47)), the indi-
cated transformation of the Hamiltonian leaves the equilib-
rium Keldysh action invariant. In either case, the Gaussian
stationary states transform as indicated in the last column.
+ 2AT 12 (D¯ + iP¯ )ρˆA
† − cρˆ, (14)
with the positive and real constant c = 12 tr(M) =
1
2 tr(D) ≥ 0.
Proceeding as before, we subject Eq. (14) to the op-
erations in Eq. (2), and deduce the symmetry relations
the generator compounds H,D,P must obey to obtain
form invariance of the evolution equation, and symmetry
ρˆ = ρˆX of the density operator. Referring for the de-
tails of the straightforward calculation to Appendix C,
this leads to the transformation criteria summarized in
table II.
Notice the similarities and differences to the symme-
try classification in unitary dynamics. Similarly to that
case, the ten different combinations are applied to opera-
tors which are individually Hermitian (H,D), or i-times
Hermitian (P ). However, unlike with unitary state evolu-
tion ρˆ→ e−iHˆtρˆeiHˆt, where just one Hermitian operator
determines the symmetry of the classification object, we
here have a situation, where the three operators, H,D,P ,
are essential to the description of ρˆ, or better to say of the
Hermitian effective Hamiltonian Θ governing the Gaus-
sian states ρˆ = exp(− 12A†TΘA). In view of the fact that
the focus in the literature (cf. Refs. [8–11, 13–17, 22? ])
often is on the dissipative damping operator K ≡ H−iD,
it is worth pointing out that the symmetry of all three,
H,D,P is essential to the invariance of the state, ρˆ.
Second, we note that due to the lack of the extrane-
ous time inversion t → −t implied in the definition of
unitary time reversal symmetry, the symmetries T and
T◦C = S are realized differently than in Hamiltonian (or
equilibrium) dynamics. For example, T-symmetry of the
density operator requires H = −UTH¯U†T, sign different
from the standard time reversal condition of quantum
mechanics. Similarly, the ‘chiral symmetry’, S, requires
commutativity H = +UTSHU¯S, again with opposite sign.
In Sec. V B, we will compare this symmetry requirement
to that in the case of unitary evolution.
Finally, notice the absence of a Hermitian adjoint
η : O → O† applied to non-Hermitian operators in the
present framework. To see why, notice that our first
quantized T acts as T : O → OT ≡ UTO¯U†T (Eq. (7)). By
contrast, Ref. [22] suggested T′ : O → OT′ ≡ UT′OTU†T′ .
The two transformations differ by a relative application
of η, T′ = Tη (up to unitaries). The T′ transformation
was motivated by a criterion of causality – namely to
avoid a sign change in the imaginary contribution to the
damping generator K = H − iD – and by requiring a
smooth connection of the irreversible dynamics to purely
unitary evolution.
In our approach, the causality/sign issue does not arise
since the transformation t→ −t is avoided. This is seen
by noting that K couples to the dynamics (symbolically)
as exp(−iKt) = exp((−iH − D)t). The absence of the
t → −t operation in our understanding of symmetries
in irreversible non-equilibrium dynamics makes η never
appear in any symmetry operation.
C. Topology of Gaussian states
Turning to topology, the effective Hamiltonian govern-
ing ρˆ = exp(− 12A†TΘA) becomes center stage [28, 45, 58–
62]. The topological states defined by ρˆ are the ‘ground
states’ of Θ, i.e. Slater determinants formed from the
set of all eigenstates, {ψ−γ } with negative eigenvalues,
γ . Before discussing the topological structure of these
states, let us investigate how the symmetries introduced
above extend to those of Θ.
Rather than probing Θ directly, we here consider the
stationary covariance matrix, Γ [55–57], which carries the
same information but is more directly accessible. The
covariance matrix is a 2N×2N Hermitian matrix defined
as
Γab ≡ tr(ρˆ[Aa, A†b]), (15)
where a is a composite index comprising the Hilbert space
index, i, and the two-component Nambu index. Inspec-
tion of Γ in the eigenbasis shows that
Γ = tanh(Θ/2), (16)
i.e. the covariance matrix and the effective Hamiltonian
carry identical information, and in particular share the
same ground state. Substitution of Eq. (15) into Eq. (8)
shows that Γ is obtained as the stationary solution Γ =
limt→∞ Γ˜(t) of the equation
∂tΓ˜(t) = −iKΓ˜(t) + iΓ˜(t)K† − 2iP, (17)
K ≡ H − iD. The long time limit of this equation is
obtained as
Γ = −2i
∫ ∞
−∞
dω
2pi
1
ω −KP
1
ω −K†
= −2i
∫ ∞
0
dte−iKtPe+iK
†t. (18)
8Eq. (18) reveals much of the physics of the covariance ma-
trix, and the dynamical processes stabilizing it. Specif-
ically, the equation shows that the stationary state is
obtained by retarded/advanced propagation of the fluc-
tuation matrix P , as described by the retarded and ad-
vanced Green functions (ω−K)−1 and (ω−K†)−1. The
non-negative matrix D contained in K = H − iD defines
the relaxation rate at which the stationary state is at-
tained. We require a finite minimal rate, as defined by
the spectral gap,
∆s = −min
(
Im [eigenval(K)]
)
> 0. (19)
Note that only the imaginary part of the eigenvalues,
i.e. the lifetime of the slowest decay rate in the system,
enters the damping gap; thus the Hamiltonian alone may
be zero, or have zero modes without corrupting an open
damping gap.
Finally, it is straightforward to check either by inspec-
tion of the representation Eq. (18), or of the evolution
equation Eq. (15), that the symmetries of K,H,P listed
in table II extrapolate to symmetries of Γ and X as in-
dicated in the last column.
On this basis, we now discuss the topological structures
defined by X. This operator plays a role analogous to the
gapped single particle Hamiltonians describing topologi-
cal insulators or superconductors. The dissipative analog
of the single particle gap in these systems is the purity
gap [28, 45], which can be defined via the eigenvalues of
Γ = tanh(X/2) as
∆p = min
(|eigenval(Γ)|) > 0. (20)
The purity gap sets a lower bound for the negative part
of Θ’s spectrum relative to 0. In terms of Θ, a vanish-
ing purity gap is similar to a ‘metal’, where a chemical
potential intersecting a band invalidates the definition
of a topological ground state. The occupation proba-
bility of an Θ-eigenstate ψγ is given by the Fermi func-
tion pγ = f(γ) = 1/(1 + e
γ ). This occupation balance
demonstrates that negative eigenvalues of finite minimal
modulus are required to stabilize a fully occupied ground
state in the thermodynamic limit containing a macro-
scopically large number of states. In contrast, a state
with vanishing purity gap features at least one mode with
γ∗ = 0, representing a totally mixed fermion state with
occupation probability pγ∗ = 1/2.
For systems with finite spectral and purity gap, the
ground state {ψγ} of Θ defined by the Slater determinant
of all negative eigenvalue Θ eigenstates becomes the sub-
ject of topological classification. Since the symmetries of
Θ are realized identically to those describing Hermitian
Hamiltonians, the classification of dissipative topological
phases becomes equivalent to that described by the pe-
riodic table of topological insulators (cf. Tab. III). The
same goes for physical information obtained via topolog-
ical principles from the periodic table. For example, a
two-dimensional dissipative Chern insulator in class A
((T,C,S) = (0, 0, 0)) [54, 63] supports circulating chiral
edge states, or a dissipative quantum wire in class BDI
((T,C,S) = (+1,+1, 1)), has Majorana end states [26],
etc.
D. Edge state formation
While the classification of bulk topological phases re-
quires the presence of a purity gap, at the boundary this
gap closes. In fact, one may take the closing of the purity
gap as a definition of the phase boundary. This interpre-
tation follows from the identification of the covariance
matrix with a band ‘Hamiltonian’, and its ground state
as the carrier of a topological index. Changes in the
ground state require the closure of a gap, presently the
purity gap in the spectrum of Γ. Edge states are the low
lying eigenstates of Γ spatially confined to that boundary
region.
While the existence of edge states is a robust feature
granted by topology, the accessibility and manipulabil-
ity of these states — a feature required by, e.g., quan-
tum information applications — is another matter. In
fact, we here run into the seemingly paradoxical situa-
tion, where the closure of the gap around zero eigenvalue
in Γ, i.e. the definition of the edge appears to contra-
dict the accessibility of these states. To see how, con-
sider the density matrix ρˆ = exp(− 12A†TΘA) projected
to the edge state subspace. Assuming Θ to be diagonal-
ized, Θ = diag({γ}) individual states |γ〉 ≡ a†γ |0〉 are
occupied with probability f(γ). For γ ' 0, the Fermi
function approaches the value 1/2, which means that the
state of the edge is given by a mixed state defined by
equally occupied and empty edge states. For example, a
Majorana wire whose two-Majorana edge space would be
in an equal weight mixture of its two states, and hence
useless for ‘qubit’ applications.
However, there is a loophole in the argument. It pre-
sumes that the spectral gap remains open at the bound-
ary. To see why this matters, consider the solution of the
differential equation (17) governing the evolution of the
covariance matrix,
Γ˜(t) = Γ0(t)− 2i
∫ t
0
dsP (t− s), (21)
with O(t) ≡ e−iKtOeiK†t, and initial state Γ0. If the
spectral gap, defined as in Eq. (19), is finite, the station-
ary state Γ of Eq. (18) is approached exponentially fast.
However, now consider the different situation, where the
approach of the boundary goes along with a simultaneous
vanishing of all three generators of the dynamics, H,D,P
within the subspace in which the purity gap closes. In
this case, the solution of the evolution equation projected
to that space will retain information on the initial state,
and we have an edge capable of storing information. The
condition of simultaneous vanishing of all generators is
not quite as stringent as it may seem. For example, it
is realized in dissipative systems possessing a dark state
or multiple of these forming a dark space. A dark state
9FIG. 1. Class BDI one-dimensional lattice model containing
two competing hybridization processes indicated via solid and
dashed lines. The model has a topological stationary state,
whose winding number changes in a topological phase transi-
tion at the degeneracy point of equal hybridization strength.
is a state ρ = |Ψ〉〈Ψ| stationary under the full generator
of the Lindbladian dynamics Eq. (10). This condition
requires the simultaneous vanishing of all partial gener-
ators within the dark space. For an example and the
discussion of the ensuing edge space, see section IV D.
IV. CASE STUDY
In this section, we consider a one-dimensional lattice
model in the symmetry class BDI (T,C,S) = (+1,+1, 1)
to illustrate the general concepts introduced above, and
connect to various other concepts currently discussed in
the literature. The model is defined by a chain of L sites
i containing two orbitals 1, 2 indicated by red dots in
Fig. 1. For the moment, we assume periodic boundary
conditions, the cut system will be considered below. The
irreversible dynamics is governed by number conserving
jump operators, so that the Lindbladian is quartic in
fermion operators. We consider a half filled system in
which a Hartree-Fock style linearization of the evolution
around a macroscopically filled state is possible, follow-
ing the construction principles of [26, 54]. The ensuing
mean field dynamics is controlled by a parameter ϑ such
that for ϑ = 0 the stationary state is a product state
of decoupled spin-x states defined along the solid links
in the figure. In the opposite extreme, ϑ = pi/2, it is
a spin-x state defined via the dashed lines. For generic
values, the eigenstates of the effective Hamiltonian are
spatially extended, and the full ground state is character-
ized by a winding number which changes in a topological
phase transition at ϑ = pi/4. In the following, we discuss
both purely dissipative protocols stabilizing this state,
and generalizations including an added Hamiltonian.
A. Interacting model
Let a1,i and a2,i be annihilation operators for orbitals
1 and 2 at site i, and define the two-component operator
ai = (a1,i, a2,i)
T . We also define a lattice unitary trans-
lation operator acting as T+aiT
−1
+ ≡ tijaj ≡ ai+1, with
real unitary matrices t† = tT = t−1. Consider the set of
operators defined as
lˆ = VLa, VL = e
ipi4 Σy (E11t+ E22),
rˆ = VRa, VR = e
ipi4 Σy (E11 + E22t), (22)
where (Eij)kl = δ
i
kδ
j
l are matrices in orbital space, Σi are
Pauli matrices in orbital space, and we omitted indices
for transparency, e.g., lˆ2,i =
1√
2
(−a1,i+1 +a2,i). The ma-
trices VL,R are unitary, implying that {lˆa,i} and likewise
{rˆa,i} generate a fermion algebra.
To get some intuition for the operators lˆ, consider the
N particle configuration defined by occupation of all lˆ2
states: |L〉 ≡ ∏i lˆ†2,i|0〉. Since we have 2N sites in total,
this is a half filled state. With lˆ†2,i =
1√
2
(−a†1,i+1 + a†2,i)
we observe that it is a product state defined by an equal
weight superposition (or spin x-state) defined along the
solid bonds in the figure. Conversely, |R〉 ≡ ∏i rˆ†2,i|0〉 is
a product state of spin-x hybridizations along the dashed
bonds. Second the states |L〉, |R〉 afford an interpretation
of free fermion ground states of distinct topological order.
To see how, consider the operators HˆL ≡
∑
i lˆ
†T
i Σz lˆi.
The state |L〉 is the gapped ground state of this Hamil-
tonian at half filling. On the other hand, substitution of
the definition (22) shows that HˆL =
∑
q a
†T
q
(
w†
w
)
aq,
with w = eiq in momentum space. This comparison iden-
tifies |L〉 as the ground state of a gapped chiral parent
Hamiltonian, where the winding of the phase z = exp(iq)
as a function of q ∈ [0, 2pi) defines a topological invari-
ant W = 12pii
∫
dqz−1∂qz = 1. Likewise, the state |R〉
is the ground state of a Hamiltonian HˆR with winding
W = −1.
In the following, we construct dissipative protocols
driving into the states |L〉, |R〉, or more generally a
competition between them. Depending on the balance
at which these reference states enter we expect differ-
ent topological phases, with a transition between them.
Specifically, it will be instructive to consider two different
Lindblad protocols (c = cosϑ, s = sinϑ),
Lˆinc ≡ cLˆl + sLˆr,
Lˆcoh ≡ Lˆcl+sr, (23)
where Lˆx is the Lindblad operator defined relative to the
fermion operator choice xˆ, (i.e. lˆ, rˆ, or clˆ + srˆ respec-
tively). Here, the ‘incoherent’ operator Lˆinc puts the two
operators cooling into |L〉 and |R〉, respectively, into com-
petition, while the operator Lˆcoh cools into the ground or
’dark’ state defined by a coherent superposition of lˆ and
rˆ. Either way, we expect a phase transition at ϑ = pi/4,
where c = s = 1√
2
and the left and the right operator
algebra couple at equal strength.
The Lindblad generators Lˆ are bilinears in jump oper-
ators Lˆ as in Eq. (8). We define the latter as
Lˆa1 =
√
κ a†TEa1xˆ, Lˆa2 =
√
κ aTEa2xˆ†, (24)
where a = 1, 2, xˆ = lˆ, rˆ, or xˆ = clˆ + srˆ for the second
protocol, and κ setting the coupling strength. Note that
these operators are number conserving and act locally in
real space. Specifically, the jump operator Lˆa1 depletes
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the upper x-band and Lˆa2 fills the lower, so that the joint
action of the two fills the ground state associated to the
xˆ-operators. The jump operators Lˆan, a, n = 1, 2, define
a Lindblad equation Eq. (8) with Hˆ = 0 and the sum
extending over the four configurations and lattice sites,
α ≡ (a, n, i).
B. Symmetries
Turning to symmetries, we first note that the Lind-
blad operators in the Lˆx model are T = 1 symmetric
with auxiliary unitary UT = 1 in the sense of our earlier
discussion. The reason is that V¯L,R = VL,R are real, and
hence TLˆa,nT
−1 = Lˆa,n for real κ, c, s.
Second, we have a S = 1 symmetry under the chiral
symmetry operation
SaiS
−1 ≡ Σza†i ,
with auxiliary matrix US = Σz. Noting that the matrices
VL,R in Eq. (22) satisfy the symmetry
ΣzV Σz = (−iΣy)V, (25)
it is straightforward to verify that
SLˆanS
−1 = (−1)a+1Lˆan¯, (26)
where n¯ = 2, 1 for n = 1, 2. Since the Lˆ’s appear pairwise
and are summed over, the sign factor drops out, and Lx
has a chiral symmetry.
Finally, the composition T ◦ S induces a C = +1 sym-
metry under the unitary map CaiC
−1 ≡ Σza†i , with
UC = Σz. We thus have a model with BDI symmetry
(T,C,S) = (+1,+1, 1) on the second quantized level.
C. Linearized model
Lˆx is quartic in fermion operators and hence defines
a nonlinear problem. However, this nonlinearity can be
Hartree-Fock decoupled, thanks to the macroscopically
large number of particles in the problem. To see how,
consider the bilinears (no sum convention here) Lˆ†a1Lˆa1 =
κ(xˆ†E1aaT )(a†TEa1xˆ) = κxˆ†1aa a
†
axˆ1 → κxˆ†1〈aaa†a〉xˆ1 =
κ
2 xˆ
†
1xˆ1 at half filling 〈aaia†ai〉 = 1/2, used in the final
step. Likewise, Lˆ†a2Lˆa2 → κ2 xˆ2xˆ†2. With xˆ = V a, and
V the linear transformation defining the site operators xˆ
via a (e.g. V = VR in Eq. (22) for xˆ = rˆ), we thus find
∑
α
Lˆ†αLˆα ≡ Mˆ →
κ
2
A†T
(
V †E11V
V TE22V¯
)
A, (27)
where A = (a, a†)T as before. Comparison with Eq. (11)
shows that the principal building blocks of the dynamical
generator are given by
D = κ
(
V †V
V T V¯
)
, P = iκ
(
V †ΣzV
−V TΣzV¯
)
,
(28)
where we rescaled κ→ 4κ for notational simplicity. Ab-
sent terms coupling between the particle and hole sector
in Nambu space, we focus on the particle blocks through-
out, and redefine D → κV †V , and P → iκV †ΣzV for
simplicity. Using Eq. (25), we note that in this first quan-
tized representation, the chiral symmetry acts as D →
DS = −ΣzDΣz = −D, and P → PS = +ΣzPΣz = −P .
This is in accordance with table II and implies that D
and P are diagonal and off-diagonal in orbital space, re-
spectively. Time reversal manifests itself in the reality of
the matrices D and iP .
In passing, we note that this reality can be used to
represent the system in the Majorana representation of
the BDI chain [64]. For example, with η = 1√
2
(a† +
a), ν = 1
i
√
2
(a† − a), it is straightforward to verify that
a†TDa = −iηTDν. However, the representation change
will not play an essential role throughout.
We now have everything together to explore the sta-
tionary states stabilized by this dynamics. As a warm-
up exercise, consider the case xˆ = lˆ. The corresponding
matrices VL are unitary, and a quick calculation using
Eq. (22) yields the momentum representation
D = κ1, P = iκ(E12e−iq + h.c.), (29)
with matrix structure in orbital space. Substitution of
these expressions into Eq. (18) defines the momentum
representation of the covariance matrix
ΓL ≡ z¯LE12 + zLE21, zL = eiq. (30)
We thus conclude that the system cools at uniform rate
(D = const.1) into the |L〉 state with its winding number
W = 1. The covariance matrix (and, equivalently, the
effective Hamiltonian, Θ) are chiral in the sense of table
II, such that we have a dissipatively realized class BDI
system with stable topological phase.
Next consider the incoherent driving protocol. Since
the Lindblad generators are linear in the matrices P and
D, we now have a linear superposition, D = κ(c + s)1,
and P = iκ(E12(ct† + st) + h.c.). Substitution of these
expressions into Eq. (18) gives
Γinc ≡ z¯incE12 + zincE21, zinc = ce
iq + se−iq
c+ s
. (31)
The straightforward computation of the winding number
shows thatW = sgn(c− 1√
2
). At the phase transition, c =
s = 1√
2
, the purity gap closes at two linearly dispersive
points q = ±pi/2. (The presence of two Dirac points in a
two-band model corresponds to the change of the winding
number by 2 at the phase transition.) However, all the
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while the damping gap, i.e. the smallest eigenvalue of D,
remains open.
Now, compare this to the drive Lˆx defined by the lin-
ear superposition xˆ = clˆ + srˆ. Up to a normalization
factor, the algebra of xˆ-operators satisfies canonical com-
mutation relations, {xˆa,q, xˆ†a′,q′} = δaa′δqq′(1+2sc cos q),
implying that we cool into a pure state. Proceeding as
above, we define a matrix V = cVL + sVR, which is ‘al-
most’ unitary, V †V = (1 + sc(t + t†))1, reflecting the
scaled commutation relations. Using Eq. (28), we find
D = κ(1 + 2sc cos q), and P = iκ(E12(ce−iq + s)2eiq +
h.c.), which gives
Γcoh ≡ z¯cohE12 + zcohE21,
zcoh =
c2eiq + s2e−iq + 2sc
1 + 2sc cos q
. (32)
Again, we have a topological phase transition at c = s =
1√
2
. However, its critical signatures are markedly differ-
ent from those of the incoherent case. The covariance
matrix now has unit-norm eigenvalues, |zcoh,q| = 1, re-
flecting the purity of the stationary state. Interpreted as
a topological band insulator Hamiltonian, it thus resem-
bles a Hamiltonian with ‘flattened’ non-dispersive spec-
trum. The corresponding purity gap equals unity, except
at the phase transition point, where the absence of a well
defined limit in zcoh,q as q → ±pi reflects the singular-
ity required to have a unit norm curve zcoh,q change its
winding number around the origin. However, the damp-
ing gap, generally open in the incoherent case, now does
close at criticality.
D. Edge states
Both, in the coherent and the incoherent protocol, an
edge is defined by the closure of the purity gap. In the
incoherent protocol, the spectral gap remains open, and
in the light of the discussion of section III D this implies
a non-manipulable edge in the sense that the edge co-
variance matrix will approach Γ = 0 exponentially fast,
reflecting a fully mixed state. However, in the coherent
protocol the situation is more interesting. Here, too, a
(now singular) vanishing of the purity gap defines the
edge. However, this singularity goes along with a vanish-
ing of both D and P .
The situation can be described both, in a continuum
representation via a smooth variation of the parameters
(c, s) through the critical point, or directly on the lattice.
We here choose the latter option, and identify a simulta-
neous null-space of the operators D and iP in real space,
for a system cut open as indicated in Fig. 1. To this end,
we first identify a vector |Ψ0〉 annihilated by V . With
V = cVL+ sVR and VL,R given by Eq. (22), V |Ψ0〉 = 0 is
equivalent to the two conditions cψ1i+1 + sψ
1
i = 0, and
sψ2i+1 + cψ
2
i = 0. For c > s this recursion relation
has an exponentially decaying solution ψ1i = ψ
1
1
(− sc)i−1,
ψ2i = 0 centered on the upper orbital of the left edge, and
a partner solution ψ2i = ψ
2
L
(− sc)L−i at the lower orbital
of the right edge, see the arrows in the figure. (For c < s,
the role of upper and lower orbital are reversed.) The
decoupling of these states from the system is obvious in
the case c = 1, where the eigenstates are local hybridiza-
tions indicated by the solid bonds, excluding the states
(n = 1, i = 1) and (n = 2, i = L). The definition (28)
implies that |Ψ0〉 is a simultaneous eigenstate of P and
D.
For unitary systems whose Hamiltonian has the same
topology as Γcoh, these states are the Majorana edge
states of the BDI chain (the limit c = 1 corresponding to
its ‘sweet spot’, where the decoupling of an edge Majo-
rana is manifest in the lattice representation). Presently,
the same topological setting manifests in a dark space,
spanned by |Ψ0〉〈Ψ0|, |Ψ1〉〈Ψ1|, where the many body
states |Ψ0,1〉 differ in the occupation of the complex
fermion corresponding to the two Majoranas centered
at the left and right edge, respectively. The decoupling
of |Ψ0〉 from the dynamics implies that arbitrary mixed
states ρˆ =
∑
i=0,1 pi|Ψi〉〈Ψi|, p0 + p1 = 1 are solutions of
the dynamical equations and we have a freely manipula-
ble edge space.
E. Adding a reversible contribution
While our so far discussion focused on purely dissipa-
tive dynamics, it is straightforward to include a Hamil-
tonian contribution Hq = hhˆq · ~Σ, where the unit vec-
tor hˆq describes the action of the Hamiltonian in or-
bital space, and h is its strength (here assumed uniform
for simplicity.) For definiteness, we study the influence
of this Hamiltonian on a purely left winding dissipative
background, xˆ = lˆ. Parameterizing the dissipative gen-
erators (29) associated to the Lindblad operators in Eq.
(22) in the same way, Dq = κ1, and Pq = iκpˆq · ~Σ, where
pˆq = (cos q, sin q, 0)
T , it is straightforward to verify that
the stationary covariance matrix assumes the form
Γq = pˆq · ~Σ− hκ2+h2
(
κ+ hhˆq×
)
(pˆq × hˆq) · ~Σ. (33)
This solution demonstrates the influence of the Hamilto-
nian on the stationary state. In general, only Hamil-
tonians obeying the symmetry condition of table II,
H = +ΣzHΣz, or hˆx = hˆy = 0 define a Γ-matrix chi-
ral in the sense ΣzΓΣz = −Γ. In other words, it takes
a Hamiltonian diagonal in the orbital space to preserve
the off-diagonality of Γ. (One may trace the origin of this
perhaps unexpected finding back to the fact that the anti-
unitary irreversible chiral symmetry operation S = T ◦C
does not involve a sign change of physical time.) We also
note that a symmetry preserving H does not commute
with P (the Pauli matrix structure again) and hence de-
grades the purity of the state: for non-vanishing cou-
pling h, the eigenvalues of Γ no longer have unit modu-
lus. While the purity gap gets affected, the spectral gap,
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κ, remains untouched, as long as [D,H] = 0, which the
setup above assumes. Finally, there is one interesting
exception to the general rule above: in cases, where the
dynamics stabilizes a dark state, the symmetry condition
on H gets lifted. A dark state is a zero eigenstate of the
full Lindblad generator. Translated to the language of
the matrices, H,P,D, this requires commutativity of all
three of them, and P 2 = D2. While the latter has been
a feature built into our model from the outset, the com-
mutativity [H,P ] = 0 implies hˆq × pˆq = 0, and hence the
vanishing of the second term in Eq. (33). In this way,
the Hamiltonian decouples, and we are left with the pure
and chiral configuration described by the first term, i.e.
the projector onto the dark state.
F. Non-Hermitian SSH model and exceptional
points
Against this background, let us address a few gen-
eralizations of Hermitian one-dimensional systems with
chiral symmetry [65], which have been discussed in the
recent literature. Specifically, the non-Hermitian SSH
model [30, 33, 40] is defined by the matrix
Hnh =
(
0 z+t
†
z−t 0
)
(34)
=
(
0 ze−iq
z¯eiq 0
)
+
(
0 ∆ze−iq
−∆zeiq 0
)
≡ H1 + iH2,
where z± = z±∆z are arbitrary complex numbers. Can
this model feature as a generator of dissipative dynamics,
be associated to a symmetry class, or define a fermionic
topological state?
Turning to the first part of the question, we need to un-
derstand how Hnh relates to the general triptych H,D,P
of unitary, dissipation and fluctuation generators, re-
spectively. Since the imaginary parts of the eigenvalues
λ± = ±√z+z− have indefinite sign, the identification
H1 + iH2
?
= H − iD does not define a legitimate dissi-
pation generator. As an alternative, one may interpret
H1 + iH2 = H + P as the sum of an Hermitian part
H1 ≡ H and a fluctuation generator H2 ≡ −iP . Choos-
ing ∆z ≡ iκ for definiteness, a quick calculation shows
that the fluctuation generator iH2 = P becomes iden-
tical to the matrix P of the winding protocol Eq. (29).
However, the definition of a consistent Lindbladian dy-
namics requires the balancing presence of a dissipation
generator D of matching strength such as D = κ1. We
are led to the conclusion that Hnh by itself does not de-
fine a consistent dynamical protocol, while the generator
defined by the matrices H = H1, D = κ1 and P = iH2
does. Referring back to the discussion of the previous
section, this generator stabilizes the covariance matrix
(33). However, this matrix, and the corresponding effec-
tive Hamiltonian, Θ, do not have chiral symmetry, and
hence do not possess topological ground states. Although
Hnh ‘looks chiral’, it does not define a fermionic topolog-
ical state of Lindbladian dynamics.
Role of exceptional points – Exceptional points are
terminal points of branch cut singularities forming in
the complex spectra of non-Hermitian linear operators
[66]. At these points eigenvalues merge, and topologi-
cal numbers counting the multivaluedness of the corre-
sponding eigenvalue can be determined. A prototypical
setup of this sort is defined by a non-Hermitian matrix
N = N1+iN2 with Pauli matrix structure and Hermitian
and anti-Hermitian contributions, N1 = n1,µΣµ, N2 =
n2,µΣµ, where µ = 0, 1, 2, 3, Σ0 = 1, and real coef-
ficients n1,µ, n2,µ. The semi-positivity constraint reads
n2,0 ≥ |~n2| ≥ 0. Its eigenvalues
λ± = n1,0 + in2,0 ±
√
(~n1 + i~n2)2, (35)
merge at the terminal point of the branch cut defined by
the vanishing of the argument of the square root. The
classification of exceptional points according to the sym-
metries of their parent operators, N , has attracted a lot
of attention in the recent literature [29–40].
Do exceptional points affect the phases forming as sta-
tionary limits of driving protocols? To answer this ques-
tion, we need to take a look at non-Hermitian linear com-
binations of the three constituent operators (H,D,P ).
Specifically, we have seen that K = H − iD gov-
erns the approach towards the stationary limit. It is
straightforward to realize exceptional points by adap-
tion of the chiral model dynamics studied above. As
an example, consider the matrices VL in (22) modified
as Vl → VL(E11 + rE22) with real r. Inspection of
Eq. (28) shows that this changes the matrix D = dµΣµ
as d0 =
κ
2 (1 + r
2), ~d = κ2 (1 − r2)eˆz. Adding to this
the Hamiltonian contribution H = H1 of the SSH model
Eq. (34), we obtain a model with dissipation generator
K = H − iD, whose eigenvalues are given by
λ± = − iκ
2
(1 + r2)±
(
|z|2 − κ
2(1− r2)
4
)1/2
.
Both eigenvalues have negative imaginary part, a neces-
sary condition to define a valid dissipation generator. For
|z| = (1−r2)1/2κ/2 an exceptional point with degenerate
eigenvalues is realized.
Does this non-analyticity affect the nature of the sys-
tem’s stationary phases? To understand what is hap-
pening, consider the general formula for the covariance
matrix Eq. (18), represented as a frequency integral over
the retarded and advanced propagators GR ≡ (ω−K)−1
and GA ≡ (ω − K†)−1. With Imλ± < 0 in the lower
complex plane, GR/A is analytic in the upper/lower half
of the complex plane, with simple poles at ω = λ± and
ω = λ¯±, respectively. At first sight, it looks like the
residue of the pole integration might depend on the val-
ues ω = λ± with their non-analytic dependence on sys-
tem parameters. However, actually doing the integrals
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one finds that the resulting expression for the covariance
matrix is a rational function of these parameters.
In other words, the presence of exceptional points has
no effect on the stationary long time phase. While we
have no proof demonstrating this feature in the most
general terms, it is straightforward to verify for trans-
lationally invariant dynamical generators with two inter-
nal bands, and we suspect it to be of general nature.
Non-analyticities in the complex eigenvalue spectra of
dissipation generators may affect the transient dynam-
ical stages on the way towards the stationary limit or the
dynamical response of the stationary state [8–11, 13? –
17], however, they do not appear to affect the ensuing
stationary phases and their topological classification in
themselves.
V. BEYOND THE MARKOVIAN LIMIT
Our discussion so far was limited to the Markovian
limit of a memoryless environment. This excludes im-
portant settings, notably those stabilizing quantum ther-
mal distributions. The extension to non-Markovian situ-
ations is achieved via the Keldysh path integral formal-
ism [67, 68]. In this section, we will thus first discuss
how the apparatus of symmetries manifests itself in the
Keldysh framework, and then apply it to the discussion
of situations outside the Markovian limit.
A. Symmetries in the Keldysh path integral
Within the fermion Keldysh framework, physical ob-
servables are computed as expectation values of a co-
herent sate path integral (see Refs. [69–71] for review).
Specifically, the covariance matrix now assumes the form
Γab(t) = 〈Aca(t)A¯cb(t)〉,
〈. . . 〉 =
∫
DA (. . . )e
i
2
∫
dtdt′ A¯(t)(iδ(t−t′)∂tτ1−M(t−t′))A(t′)
=
∫
DA (. . . )e
i
2
∫
dω
2pi A¯(ω)(ωτ1−M(ω))A(ω), (36)
where the kernel
M =
(
0 K†
K −2P
)
(37)
may have time,M =M(t−t′), or equivalently frequency
dependence,M =M(ω), e.g. via a non-Markovian func-
tion P (ω). The integration variables A = (Ac, Aq)T and
A¯ = (A¯c, A¯q)T are Grassmann valued, each component
Ac,q = (ac,q, a¯c,q)T is subject to a Nambu doubling, and
carries a Hilbert space index. Complex conjugation has
no meaning for these integration variables, we can sim-
ply ignore this operation where A and the independent
variables in A¯ are concerned. The Pauli matrices τi act
in c/q space.
For frequency independentM, the Keldysh path inte-
gral contains information equivalent to that of the covari-
ance matrix of Markovian dynamics. To see how, expand
Aca(t) =
∫
dω
2pi e
−iωtAca(ω), and use the rules of Gaussian
integration
〈Aca(ω)A¯cb(ω′) = δ(ω − ω′)
(
1
ωτ1 −M
)cc
ab
=
= δ(ω − ω′)
(
1
ω −K (−2iP )
1
ω −K†
)
ab
to obtain Eq. (18). However, the advantage of the
Keldysh path integral is that it allows us to go beyond
the Markovian limit.
The identification of symmetries within the path inte-
gral formalism differs somewhat from our previous strat-
egy. There, we had asked what symmetry transforma-
tions leave equations of motion invariant. Presently, it is
more natural to ask what transformations leave the path
integral action unchanged. Since equations of motion are
implied by the path integral (even though they may as-
sume an effectively intractable form in non-Markovian
situations), the two strategies are equivalent. Within the
present approach, we will use various freedoms in ma-
nipulating the integral, notably the option to exchange
the order of variables. We here illustrate these features
on a simple consistency check, namely the path integral
verification of the Hermiticity of Γ. This introduces the
manipulations required in the subsequent discussion of
anti-unitary symmetries. Expressed in path integral lan-
guage, and suppressing variable dependences for nota-
tional clarity, the Hermiticity test assumes the form (we
omit a temporal unit matrix, ∂t′′ ≡ δ(t′ − t′′)∂t′′)
Γ†ab(t) = Γba(t) = 〈Acb(t)A¯ca(t)〉
=
∫
DAe−
i
2
∫
t′,t′′ A¯(−i∂t′′τ1−M)AAcb(t)A¯
c
a(t)
= −
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1+M)AA¯ca(t)A
c
b(t)
= −
∫
DAe
i
2
∫
t′,t′′ A
T (i∂t′′τ1−M†)A¯T (t)A¯ca(t)A
c
b(t)
= −
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1−M†)AAca(t)A¯
c
b(t)
=
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1−M)AAca(t)A¯
c
b(t) = Γab(t).
Here, we swapped the pre-exponential variables (line 3),
swapped variables in the exponent (line 4), relabeled
A ↔ A¯ (line 5), and used M† = −τ3Mτ3 and a vari-
able transform A → −τ3A, A¯ → A¯τ3 to arrive at the
result. Notice that the independence of the variables A
and A¯ is crucial in these operations.
Similar manipulations applied to the covariance matrix
transformed as indicated in the last column of table II
(for details, cf. Appendix D) lead to the condition (UX
act as unit matrices in Keldysh space)
T : M = −MT = −UTMU†T,
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C : M = +MC = −UTCMT U¯C,
S : M = −MS = UTSM†U¯S. (38)
Substitution of Eq. (37) into these relations yields con-
ditions for the blocks, P , K = H − iD identical to
those listed in table II. However, recall that for a ma-
trix kernel with time dependence, complex conjugation
M(ω) =M(−ω) implies a change in the frequency vari-
able.
B. Symmetries in systems with detailed balance
Above we saw that the stabilization of a T-symmetric
effective Hamiltonian, Θ = ΘT from a dynamical pro-
cess containing a Hamiltonian contribution, H, requires
that Hamiltonian to transform as H → −HT. But how
can this be reconciled with the familiar case of ther-
mal equilibrium, where a T-symmetric effective Hamil-
tonian Θ = βH forms via thermalization (likewise an
irreversible process) of a system with T-symmetric H?
The resolution to this seeming paradox lies in a point
mentioned in the introduction, namely that the T op-
eration appropriate to the description of Markovian ir-
reversible dynamics leaves the physical time parameter,
t, untouched. By contrast, physical time reversal in
unitarily evolving systems is described by an operation
T0 ≡ T ◦ E0, where E0 is the operation E0 : t → −t
in a ‘theory space’ containing t as an external param-
eter. Systems at thermal equilibrium are not time re-
versal symmetric in the strict sense of unitary evolution.
However, they obey a principle of ‘micro-reversibility’,
or detailed balance, which makes the reflection of time a
meaningful operation.
To see how this comes about, consider the correla-
tion function tr(ρˆAˆtBˆ) with Heisenberg evolved opera-
tors Aˆt = e
iHˆtAˆe−iHˆt, and thermal, normalized ρˆ =
Z−1e−βHˆ with partition sum Z. We work in second
quantized representation, as indicated by the carets. As
a straightforward consequence of the cyclic invariance
of the trace, one obtains the Kubo-Martin-Schwinger
(KMS) relation [43, 44],
tr(ρˆAˆtBˆ) = tr(ρˆBˆAˆt+iβ), (39)
i.e. an operator reordering relative to ρˆ at the expense
of a shift of the time parameter into the complex plane.
For Heisenberg evolved operators, this equation is based
on the specific form of ρˆ, and hence is a signature of the
thermal state. Time reversal plays no role, up to now.
Now use the relation
tr(Θˆ) = tr(Θˆ†T) (40)
to fuse the KMS relation with an anti-linear transfor-
mation in Fock space. (In a first quantized represen-
tation, the auxiliary relation follows from tr(Θ†T) =
tr(UTΘ¯
†U−1T ) = tr(Θ
T ) = tr(Θ). For a verification
in second quantized representation, see Appendix E1).
A straightforward application of Hermitian adjungation
and transposition to the operator on the right hand side
of Eq. (39), likewise detailed in Appendix E1, yields for
any observables A,B,
tr(ρˆAˆtBˆ) = tr(ρˆ(AˆT)−t−iβBˆT), (41)
where we assumed T-invariance HˆT = Hˆ of the Hamil-
tonian.
This equation states the invariance of two-time corre-
lation functions under a simultaneous application of the
Fock space anti-linear transformation T and a transfor-
mation Eβ acting on time, or more generally on functions
of time as
Eβf(t) ≡ f(−t− iβ). (42)
Notice that E2β = 1, i.e. we have an involutory opera-
tion. Provided AˆT = Aˆ and BˆT = Bˆ are T-invariant, the
combined application of
Tβ ≡ T ◦ Eβ , (43)
defines a symmetry of the correlation function. Notice
that the operation Tβ is the product of two transforma-
tions T and Eβ acting in different spaces, namely Fock
space and functions defined over Fock space, respectively.
For β → 0 we obtain the standard operation of quantum
mechanical time reversal, i.e. anti-linear T followed by an
inversion of time. Here, the ‘infinite temperature limit’
simply means that in this case, the symmetry makes a
statement for unrestricted traces of operators.
The discussion above focuses on a specific correlation
function. However, one may suspect that Tβ defines a
more general symmetry of the theory as such. To this
end, we consider the Keldysh representation and ask how
its action transforms under Tβ . Presently, the detection
of a symmetry of an action is a more natural approach
than our previous analysis of equations of motion.
We thus consider Eq. (36) and ask what conditions the
kernelM needs to satisfy for T◦Eβ to become a symme-
try of the Keldysh functional [72–77]. We do not assume
a thermal distribution just yet, but will obtain it as part
of the criteria required for invariance. In Keldysh lan-
guage, the inversion of time amounts to (a) an exchange
of the forward (+) and the backward (−) time contour,
(b) a contour dependent sign due to the reverse ordering
of fermion/Grassmann fields along the contour, summa-
rized jointly as A± → ±A∓, where A± = (Ac ± Aq)/
√
2
are the fields on the contours ±, and (c) an inversion
of the time parameter A(t)→ A(−t), or A(ω)→ A(−ω)
(which effectively changes the sign of all terms odd in fre-
quency parameters such as A¯∂tA). In the A = (A
c, Aq)T
representation via ‘classical’ and ‘quantum’ fields, the
combined effect of these operations assumes the form
A(ω) → (iτy)A(−ω), A¯(ω) → A¯(−ω)(−iτy). This needs
to be supplemented by (d) a shift by iβ into the complex
time domain. In the frequency representation, the shift
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operation on the individual contours assumes the form
of a multiplicative factor exp(±ωβ/2). Turning to the
(Ac, Aq) form, we obtain the full representation of Eβ , as
Eβ : A(ω)→ Yˆβ(ω)A(−ω), A¯(ω)→ A¯(−ω)Yˆβ(ω)−1,
Yˆβ(ω) = (iτy) exp
(
βω
2
τx
)
.
(44)
Having established the representation of Eβ on Keldysh
fields, we now need to figure out what effect Tβ = T◦Eβ
has on a Keldysh action with kernel M as in Eq. (37),
with generally frequency dependent K = H − iDω, and
P = Pω.
Referring to Appendix F for details, we find that the
theory is invariant under the combination T◦Eβ provided
that (i)
HT = H, DT,ω = Dω, PT,ω = Pω, (45)
where the notation emphasizes, that the symmetry not
only tolerates, but actually requires frequency depen-
dence of the operators P and D. The latter is constrained
by condition (ii), an implementation of the fluctuation-
dissipation relation in the form
Pω = i tanh
(
βω
2
)
Dω. (46)
This identity conditions fluctuations (P ) and dissipation
(D) to each other, via a frequency dependent factor which
one may consider the definition of the global equilibrium
temperature.
Notice how the conditions for T differ from those listed
for the non-equilibrium case in Tab. II, with sign changes
owed to the active transformation of the time parameter.
By contrast, the transformation C does not relate to the
time parameter in either case and remains unchanged.
However, the combined transformation S = T◦C inherits
the changes from T,
HS = H, DS,ω = −Dω, PS,ω = Pω. (47)
The unmodified transformation laws under C, together
with the modified ones in Eqs. (45,47), complete Tab.
II for the equilibrium case, including irreversible dynam-
ics. In particular, the resulting set of conditions for the
Hamiltonian contribution, H, to the generators of mi-
croreversible dynamics is identical to those of the stan-
dard symmetry classification [5, 42], and generalizes it
to finite temperature settings. They are identical to
those in the third column (Θ/Γ) of Tab. II. This is
nicely consistent with the fact that in thermal equilib-
rium the effective Hamiltonian governing the stationary
density matrix is given by Θ = βH. In this way, sys-
tems involving irreversible processes at global thermal
equilibrium (fermionic Caldeira-Leggett models [69], or
nuclear physics applications [78]) are incorporated into
the symmetry classification. Furthermore, the transfor-
mation laws of Eq. (45) will also be inherited by the
imaginary parts of the self-energies in equilibrium sys-
tems for a generic interacting microscopic Hamiltonian
with T-invariance (unless T is broken spontaneously),
even if this parent Hamiltonian does not afford an ob-
vious system-bath decomposition. Indeed, while our ex-
plicit calculations above are performed for the Gaussian
setting, it is straightforward if tedious to generalize them
to the interacting case; in particular, just as T, also the
operation Eβ is well-defined in that circumstance.
We finally note that, as in the complementary out of
equilibrium case, two gaps stabilize a topological phase:
a spectral gap |eigenval(H)| > 0, and a purity gap in
Γeq = tanhβH/2, realized for temperatures smaller in-
finity, β > 0, as long as the spectral gap is open [62].
VI. CONCLUSIONS
In this paper, we classified the symmetries governing
the evolution of open fermionic quantum matter. Sym-
metries were defined as linear or anti-linear transforma-
tions — represented in Fock space, or in the first quan-
tized language of matrices for free systems — leaving the
irreversible equations of motion invariant. While this ra-
tionale resembles the one applied in the identification of
symmetries in unitary quantum time evolution, two prin-
ciples make the out of equilibrium case different. First,
unitary state evolution, or, somewhat more generally, the
micro-reversible approach to a thermal equilibrium con-
figuration, is governed by a single linear operator, the
system Hamiltonian. By contrast, the out of equilibrium
generators considered here comprise three linear opera-
tors, describing unitary evolution, dissipation, and fluc-
tuations, respectively. All three must obey individually
defined symmetry conditions for the full dynamics to be
symmetric. The second difference concerns time itself. In
unitary dynamics, the application of anti-linear symme-
tries (i→ −i) is matched with an extraneously imposed
inversion of time (t→ −t) to leave the quantum time evo-
lution operator, exp(−iHˆt), invariant. Within the more
general class of equilibrium processes, this operation is
generalized to a shift inversion Eβ : t→ −t− iβ, likewise
designed to keep the evolution invariant. However, we
here reasoned that out of equilibrium time reversal be-
comes unphysical, meaning that anti-linear symmetries
— featuring in six out of ten symmetry classes — have a
fundamentally different representation.
In view of these differences, it is remarkable that
the stationary states stabilized by equilibrium or non-
equilibrium dynamics obey identical symmetries. For ex-
ample, when we say that a system is in symmetry class
BDI, what we mean is that it obeys an anti-linear T-
symmetry (squaring to unity) and a linear C-symmetry,
likewise squaring to one. If the stationary state is Gaus-
sian, its effective Hamiltonian can be represented as a
real matrix possessing a block-off diagonal ‘chiral’ struc-
ture. The identical realization of symmetries relies on the
stationarity of the asymptotic states — where the mean-
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ing of time is lost, or, more formally, time inversion Eβ
acts as an identity and all symmetry operations reduce
to their action in Fock space. It implies a strong princi-
ple of universality with obvious practical consequences.
Notably, the information contained in the periodic table
of topological insulators and superconductors universally
applies to the classification of Gaussian stationary states
both in and out of equilibrium.
However, the equivalent representation of symmetries
in the stationary limit does not extend to the dynami-
cal processes stabilizing them. Here, the presence or ab-
sence of Eβ is key and leads to the identification of twenty
‘dynamical symmetry classes’. Ten of them describe the
approach towards a stationary equilibrium configuration,
the other ten the approach to stationary non-equilibrium.
Where the former assume the form of the ten well-known
symmetry conditions for fermionic Hamiltonians, the lat-
ter require 30 = 3 × 10 conditions for the generators of
unitary evolution, dissipation and fluctuations, respec-
tively. For example, the approach to a BDI symmetric
non-equilibrium stationary state, admits a Hamiltonian
contribution which, however, must be odd under the BDI
symmetry rule for hermitian matrix generators, while in
equilibrium evenness is required. Referring back to the
different treatment of time, the equilibrium symmetry
classes reflect invariance of the dynamical approach un-
der the joint application of Fock space symmetries and
Eβ , while the non-equilibrium classes do not engage the
latter.
In this paper, we illustrated the above symmetry prin-
ciples, and the consequences for state topologies on the
simple case of the BDI chain. However, it is relatively
straightforward to construct other realizations by reverse
engineering. Starting from a model effective Hamiltonian
Θ of specified symmetry and topological ground state,
one thus asks which Lindblad operators Lˆα (see Eq. (8))
stabilize this state. By design, the dissipation and fluctu-
ation generators defining these operators via Eqs. (9) and
(11) are then conditioned via the symmetry relations of
table II.
While the emphasis in this work has been on the bulk
classification of phases, the next stage will be a more
thorough exploration of the physics at the edge. Ideally,
one would like to use the dissipatively stabilized topolog-
ical edge as a resource for the storage and manipulation
of quantum information. This requires the decoupling
of the edge from the very physical mechanisms stabiliz-
ing it. For example, the edge space will be decoupled if
it is realized as the dark space of an effective Lindblad
equation. However, it will be interesting to explore if the
isolation of the edge space can be effected in different
ways, building on combined principles of symmetries and
conservation laws as in Ref. [54].
Another direction of research concerns the dynamical
processes leading to a stationary limit. In this paper,
stationarity was attained in a competition of dissipative
damping (K = H − iD), and fluctuations (P ). How-
ever, there are alternative ways to describe the quantum
stochastic process driving the relaxation: Inspection of
the Lindblad equation shows that it contains the non-
Hermitian combinations H − P and H + P as operators
acting to the left and right of the density matrix, while
D − iP acts from both sides. In this decomposition, the
first term describes the short time relaxation of quantum
trajectories, interspersed by ‘quantum jumps’ described
by the last. The competition between the two can be
accessed in dynamically resolved ways by post-selection
or measurement protocols [79]. It will be interesting to
explore topological signatures in full counting statistics
[80, 81] in the above language. This may define topolog-
ical structures of the symmetry constrained matrix op-
erators H,D,P different from those considered in this
paper.
Finally, one may ask how bosonic systems fit into the
general framework. While the definition of fundamental
symmetries extends to bosonic Fock spaces, the manifes-
tations of these symmetries in concrete states are strik-
ingly different: individual states can be multiply, or even
macroscopically occupied, in which case the dynamics
becomes (semi)-classical and quantum noise less of an
issue. The action of state transformations confined by
symmetries may be non-compact (think of the bosonic
Bogoliubov transformation), and the stability of macro-
scopic stationary states becomes an issue. At the same
time, macroscopic bosonic quantum states likely define
a more natural application field for the physics of non-
Hermitian matrices than the strongly fluctuating fermion
matter discussed here.
From a yet more general stance one may notice that,
as with the physics of unitarily evolving quantum matter,
the short range entangled symmetry protected fermionic
phases considered here represent a relatively simple form
of topological matter. The fascinating problem of extend-
ing the framework to dissipative variants of fractional or
long range entangled matter is still out there and await-
ing exploration.
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Appendix A: Symmetry classes
For the convenience of the reader, we here summa-
rize the 10 symmetry classes, along with the dimensions
where they admit topological ground states with Z or Z2
classification. The labels Z,Z2, 0 in the table denote the
Class T C S 1 2 3 4
A 0 0 0 0 Z 0 Z
AIII 0 0 + Z 0 Z 0
AI + 0 0 0 0 0 Z
BDI + + + Z 0 0 0
D 0 + 0 Z2 Z 0 0
DIII − + + Z2 Z2 Z 0
AII − 0 0 0 Z2 Z2 Z
CII − − + Z 0 Z2 Z2
C 0 − 0 0 Z 0 Z2
CI + − + 0 0 Z 0
TABLE III. Periodic table of topological insulators. The first
two rows contain the classes without anti-untiary symmetries,
for brevity we use the labels ± ≡ ±1.
possible topological invariants. For example, the system
considered in section IV is defined in d = 1 and symmetry
class (T,C,S) = (+1,+1, 1), or BDI.
Appendix B: Action of unitary symmetries
Here we elaborate on the condition, that anti-unitary
symmetries T,C,S be realized within the irreducible rep-
resentation spaces of the system’s unitary symmetries U.
This is best explained on the basis of examples. For in-
stance, the plain operator exchange CaiC
−1 = a†i defines
a symmetry structure of every free fermion operator, O,
entirely on the basis of Fermi statistics: the operation
acts on the Nambu operators asAi → A†i = σxAi, and us-
ing the equivalence of these representations, Ai = σxA
†
i ,
we obtain
A†TOA = ATσxOσxA† = −A†TσxOTσxA+ tr(O),
(B1)
where the trace comes from the Kronecker δ in {ai, a†j} =
δij . Momentarily ignoring the trace, we have the re-
lation O = −σxOTσx, which for Hermitian O defines
an operator of class D. Now consider a situation with
particle number conservation. In this case, Oˆ com-
mutes with the unitary operator U = exp(iαNˆ), where
Nˆ =
∑
a†iai and α ∈ U(1). However, C does not,
CNˆC−1 = N − Nˆ . The operation C couples different
sectors of conserved particle number such that the above
principle is violated. To understand the consequences,
note that number conservation implies block diagonality
in Nambu space, O ≡ bdiag(o,−oT ). The operation C
connects the two blocks, however, absent a physical cou-
pling remains meaningless. The example illustrates how
a second quantized operator of relatively higher symme-
try (number conservation) can have a lesser symmetry on
the matrix level (just Hermiticity, class A, rather than D)
— in other words, symmetries or ‘structures’ on the first
quantized level need not be rooted in actual symmetries
of the many-body context.
However, if particle number conservation is violated
by, e.g., an ‘order parameter’ a†i∆ija
†
j , the previously iso-
lated sectors of definite number get combined to an en-
larged representation space. C now acts within this space
and does define a meaningful ‘BCS’ matrix structure
O =
(
o ∆
∆† −oT
)
with class D symmetry O = −σxOTσx.
Similarly, consider the example of spin rotation symme-
try from Sec. II A, Us, where the plain C : ai → a†i does
not commute and violates the unitarity principle, while
Cs : aσ → (σy)σσ′a†σ′ does not. The operation Cs thus
defines a symmetry class (C) as O = −σyOTσy.
Appendix C: Symmetries in Gaussian state evolution
We here derive Tab. II by subjecting the Lindblad
equation (14) to the symmetry operations in their second
quantized incarnation, Eq. (2).
T-invariance – Application of T in second quantized in-
carnation leads to
∂tρˆT =i(HˆT − PˆT)ρˆT − iρˆT(HˆT + PˆT )
+ 2AT 12 (D¯T − iP¯T)ρˆTA† − cρˆT.
This equation becomes identical to the untransformed
one, provided HˆT = −Hˆ, PˆT = −Pˆ , and D¯T = D¯,
P¯T = −P¯ . Comparison with table II shows that these
conditions are met if the matrices H,P,D satisfy the con-
ditions listed in the first row.
C-invariance – In a similar manner, the application of C
yields
∂tρˆC = −i(HˆC − PˆC)ρˆC + iρˆC(HˆC + PˆC)
+ 2A†TUTC
1
2 (D¯ + iP¯ )ρˆCU¯CA− cρˆC.
We change the representation of the jump term in the
second line as
A†TUTC (D¯ + iP¯ )ρˆCU¯CA
(4)
= ATU†Cσx(D¯ + iP¯ )σxUCρˆCA
†
(12,13)
= ATU†C(D + iP )UCρˆCA
† (7)= AT (−D¯C + iP¯C)ρˆCA†,
and substitution back into the equation yields
∂tρˆC =− i(HˆC − PˆC)ρˆC + iρˆC(HˆC + PˆC)
+ 2AT 12 (−D¯C + iP¯C)ρˆCA† − cρˆC.
By the same rationale as in the previous case, the invari-
ance of the equation requires the matrix transformations
listed in the second row of table II.
S-invariance – Testing for S is not necessary, as it is a
consequence of the combined presence of CT. However,
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it is instructive to see how this symmetry manifests it-
self in the Lindblad equation without reference to the
composition. Application of S leads to
∂tρˆS =i(HˆS − PˆS)ρˆS − iρˆS(HˆS + PˆT )
+ 2A†TUTS
1
2 (D − iP )ρˆSU¯SA− cρˆS.
Once again, the term in the second line requires special
attention:
A†TUTS (D − iP )ρˆSU¯SA
(4)
= ATU†Sσx(D − iP )σxUSρˆSA†
(12,13)
= ATU†S(D¯ − iP¯ )USρˆSA†
(7)
= AT (−DS − iPS)ρˆSA†.
Substitution into the equation leads to
∂tρˆS =i(HˆS − PˆS)ρˆS − iρˆS(HˆS + PˆT )
+ 2AT 12 (−D¯S − iP¯S)ρˆSA† − cρˆS,
and upon comparison with the untransformed equation
to HˆS = −Hˆ, PˆS = −Pˆ , DˆS = −Dˆ, or the third line in
Tab. II as a condition for invariance ρˆ = ρˆS.
Appendix D: Symmetries in Keldysh representation
We here discuss how the symmetry of Gaussian states
as expressed by the last column of table II leads to Eqs.
(38) for the generally non-Markovian matrix kernels M
generating the dynamics.
T-invariance – According to table II, T-invariance means
the existence of a unitary matrix UT such that Γ = ΓT =
UTΓ¯U
†
T. In path integral language, this becomes
(UTΓU
†
T)ab
= UTaa′
∫
DAe−
i
2
∫
t′,t′′ A¯(−i∂t′′τ1−M)AAca′(t)A¯
c
b′(t)U
†
Tb′b
=
∫
DAe
i
2
∫
t′,t′′ A¯UT(i∂t′′τ1+M)U†TAAca(t)A¯
c
b(t)
=
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1+UTMU†T)AAca(t)A¯
c
b(t)
!
= Γab(t).
Here, we transformed variables UTA→ A and A¯U†T → A¯
in the third line. A sufficient condition for the invariance
of the Γ matrix then is MT = UTMU†T = −M.
C-invariance – In the path integral formalism, C-
invariance, Γ = ΓC = −UTC ΓT U¯C, is probed as
(−UTC ΓT U¯C)ab = −U†Cbb′Γb′a′UCa′a
= −U†Cbb′
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1−M)AAcb′(t)A¯
c
a′(t)UCa′a
= −
∫
DAe
i
2
∫
t′,t′′ A¯U
†
C(i∂t′′τ1−M)UCAAcb(t)A¯
c
a(t)
=
∫
DAe
i
2
∫
t′,t′′ A
TUTC (i∂t′′τ1+MT )U¯CA¯T A¯ca(t)A
c
b(t)
=
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1+U
T
CMT U¯C)AAca(t)A¯
c
b(t)
!
= Γab(t),
where in the crucial fourth line we swapped the order
of variables both in the action and the pre-exponential
variables (picking up a sign in the process) and in the
fifth line relabeled A¯↔ AT . The required equality holds
provided the action in the final line equals that of the
original representation, which leads to the C entry in
Eq. (38).
S-invariance – Finally, S-invariance, Γ = ΓS = −UTS Γ†U¯S
is established as
(−UTS Γ†U¯S)ab = −U†Sbb′ Γ¯b′a′USa′a
= −U†Sbb′
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1+M)AAcb′(t)A¯
c
a′(t)USa′a
= −
∫
DAe
i
2
∫
t′,t′′ A¯U
†
S(i∂t′′τ1+M)USAAcb(t)A¯
c
a(t)
=
∫
DAe
i
2
∫
t′,t′′ A
T (i∂t′′τ1−UTSM†U¯S)A¯T A¯ca(t)A
c
b(t)
=
∫
DAe
i
2
∫
t′,t′′ A¯(i∂t′′τ1−UTSM†U¯S)AAca(t)A¯
c
b(t)
!
= Γab(t).
Appendix E: Proof of Eqs. (40) and Eq. (41)
Consider a general second quantized q-
body operator with non-vanishing trace: Yˆ =∑′
i,j Yi1,...,iq,jq,...,j1a
†
i1
. . . a†iqajq . . . aj1 , where the
coefficients Yi1,...,iq,jq,...,j1 are anti-symmetric un-
der pairwise exchange of i- and j-indices among
themselves (Fermi statistics), and the primed sum∑′
extends over ordered indices i1 < · · · < iq,
j1 < · · · < jq. The trace of this operator is readily
obtained as tr(Yˆ ) =
∑′
i Yi1,...,iq,iq,...,i1tr(nˆi1 . . . nˆiq ) =
2N−q
∑′
i Yi1,...,iq,iq,...,i1 , where N is the dimension of the
single particle Hilbert space, and nˆi = a
†
iai, or
tr(Yˆ ) =
2N−q
q!
∑
i
Yi1,...,iq,iq,...,i1 , (E1)
with an unrestricted index summation.
With Yˆ † =
∑′
i,j Y¯i1,...,iq,jq,...,j1a
†
j1
. . . a†jqaiq . . . ai1 , the
same construction yields
tr(Yˆ †) =
2N−q
q!
∑
i
Y¯i1,...,iq,iq,...,i1 .
Now consider YˆT =
∑′
i,j YTi1,...,iq,jq,...,j1a
†
i1
. . . a†iqajq . . . aj1 ,
where the transformed coefficients YTi1,...,iq,jq,...,j1 ≡
Y¯i′1,...,i′q,j′q,...,j′1U¯Ti′1i1 . . . U¯Ti′qiqUTj′qjq . . . U¯Tj′1j1 . The
trace is obtained via Eq. (E1) as
tr(YˆT) =
2N−q
q!
∑
i
YTi1,...,iq,iq,...,i1
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=
2N−q
q!
∑
i
Y¯i1,...,iq,iq,...,i1 = tr(Yˆ
†),
where in the second equality the unitarity of the matrices
UT was used. With Θˆ = Yˆ
† we arrive at Eq. (40).
To prove Eq. (41), we apply Eq. (40) to the op-
erator Θˆ ≡ ρˆBˆAˆt+iβ in Eq. (39). Assuming her-
miticity of Bˆ and Aˆ, we obtain Θˆ† = Aˆt−iβBˆρˆ, and
the subsequent T-operation gives Θˆ†T = TΘˆ
†T−1 =
(TAˆt−iβT−1)(TBˆTˆ−1)(TρˆT−1) = (AˆT)−t−iβBˆTρˆ, where
Hˆ = HˆT was used. Substitution into Eq. (39) yields
Eq. (41).
Appendix F: Proof of Eq. (45)
We here prove how the invariance condition (45) is
obtained by the combined application of Tβ = T ◦Eβ to
the Keldysh functional. Representing Eq. (37) as Mω =
τxH − τyDω − (1− τz)Pω, we obtain
i
∫
dω
2pi
A¯ω(ωτx −Mω)Aω T−→ i
∫
dω
2pi
A¯ω(ωτx +MT,ω)Aω = i
∫
dω
2pi
A¯ω(ωτx +HTτx +DT,−ωτy − PT,−ω(1− τz))Aω
Eβ→ i
∫
dω
2pi
A¯−ωe−
βω
2 τx(iτy)
−1(ωτx +HTτx +DT,−ωτy − PT,−ω(1− τz))(iτy)e+
βω
2 τxA−ω
= i
∫
dω
2pi
A¯ω(ωτx −HTτx + e
−βω
2 τx (DT,ωτy − PT,ω(1+ τz))e+
βω
2 τx)Aω
= i
∫
dω
2pi
A¯ω(ωτx −HTτx +DT,ω( ch τy − i sh τz)− PT,ω(1+ ch τz + i sh τy))Aω,
(F1)
where in the final line we introduced the abbreviations
ch = cosh(βω) and sh = sinh(βω). We now apply our
master criterion of identity of the starting action to the
symmetry transformed final action. The first condition
we obtain reads, H = HT. Further, comparison of the
linearly independent contributions multiplying τy, τz,1
leads to Eq. (45), and the constraint Eq. (46).
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