In this paper, we show that shared virtual memory, in a shared-nothing multiprocessor, facilitates the design and implementation of parallel join processing algorithms that perform significantly better in the presence of skew than previously proposed parallel join processing algorithms.
Introduction
The next generation ofshared-nothing multiprocessors are expected to be equipped with shared virtual memory (henceforth called SVM) providing a globally shared address space (e.g. the Intel Paragon product literature states that it will provide SVM). Since shared-nothing multiprocessors have emerged as the platform of choice for scalable multiprocessor database systems, it is natural to ask if multiprocessor database systems can make good use of SVM. In this paper, we argue that the answer is yes; specifically, we show that SVM facilitates the design and implementation of parallel join processing algorithms that perform significantly better in the presence of skew than previously proposed parallel join processing algorithms. We propose two variants of an Permission to copy without fee ell or part of this material is granted provided that the copiee are not made or distributed for direct commercial advantage, the ACM copyright notice and the titla of the publication and its dete appear, end notice ie given that copying is by permiesicn of the Aaaociation for Computing Machinery.
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19.-.$1 .~() algorithm for parallel join processing with SVM, and investigate their performance in a detailed simulation of a shared-nothing multiprocessor database system. Shared virtual memory is an attractive facility since it provides the illusion of a shared memory where there is no actual shared memory in the underlying hardware.
This is similar to the way in which standard virtual memory provides the illusion of a large memory even when the actual physical memory is limited.
It is interesting to speculate on how one might build a parallel databaae system from scratch given the availability of SVM. While our work sheds some light on that topic, our present goal is much more modest: we wanted to see if existing parallel database systems, designed and implemented for the shared-nothing paradigm, can be modified easily to take advantage of SVM. One interesting result of our investigation was the development of a dual-paradigm algorithm.
Our parallel join processing algorithm uses both message passing and SVM. Briefly, stream-oriented processing is handled by message passing, while access to shared data structures is provided in SVM.
Both of our parallel join processing algorithms are based upon the parallel hybrid hash join [DG85, SD89] .
In the absence of skew, this algorithm has been shown to have the best performance. However, in the presence of skew, the performance of hybrid hash join degrades since the response time of the parallel join is limited by that of the slowest processor in the join.
Our solution to this problem is load sharing-whenever a processor iiniahes, it checks to see if any other processors are still running.
If there are other processors still running, the newly idle processor picks a busy processor and begins to share that processor's portion of the join processing.
SVM provides an ideal mechanism by which to implement this load sharing.
While the idea behind this scheme is straightforward, some care must be taken in the design of the algorithm or truly abysmal performance will result. Naive implementations of load sharing join processing algorithms in SVM suffer from (1) network thrashing due to multiple processors updating shared memory pages, and (2) disk thrashing due to too many pages being sent to a single processor. Our dual-paradigm algorithm is specifically designed to avoid both of these problems.
Further desirable properties of this algorithm are that, unlike most previously proposed skew-handling join processing algorithms, in the "no skew" case the performance is virtually identical to that of parallel hybrid hash, and that the algorithm generalizes easily to handle multiway joins.
The rest of the paper is organized aa follows. Section 2 introduces the problem in parallel join algorithms caused by skew in the data and discusses previous solutions to it.
Section 3 gives a brief overview of the idea of SVM. The problems in naively using SVM, and our algorithms as a solution are described in section 4. Performance evaluation is presented in section 5 and section 6 offers the conclusions. Using weaker forms of consistency for shared data also allows buffering of updates, further reducing the number of messages required to maintain consistency.
4 Join Processing using SVM
In this section we consider approaches to using SVM for join processing. First, we show that true shared memory algorithms do not perform well in an SVM environment because (1) they are not careful to ensure processor locality in the building phase of hash join processing, and (2) they exhibit a tendency to "swamp" the system by replicating all hash table pages throughout the system in the probing phase of hash join processing. Then we present our approach, which uses both SVM and messages, and avoids both these problems.
Naive Approaches
To show why simply implementing a shared memory algorithm in SVM environment does not work, consider the parallel hybrid hash join algorithm.
A shared memory version of this algorithm would proceed in two phases: When we began our work on this problem we developed a series of algorithms that attempted to use the SVM carefully to avoid these two problems, However, we soon realized that in some places the algorithms were merely attempting to mimic the message-based parallel hybrid hash algorithm in SVM-that is, a message send was accomplished by a write into a specific page followed by the setting of a shared flag, a message receive was accomplished by a check on the shared flag followed by a read of the specified page. This realization led us to develop the dual-paradigm algorithm described in the next subsection. This hash value is used to determine to which processor r should be sent by a lookup in a data structure called "split table," which is just a list of (hash value, processor number) pairs. The tuples of R received at processor pi form the partition~, As a processor pi receives an incoming R tuple r (a member of~), Pi applies another hash function h2(r.A), which determines to which local hash bucket r belongs. The hybrid hash algorithm keeps one local hash bucket in memory (bucket zero), and spools the rest to its local disk, An in-memory hash table is built out of the tuples that fall into local bucket zero, for use in the probing phase of the join. We will refer to this in-memory hash After S has been redistributed, the join of the local bucket zero's has been completed.
Then each processor pi repeatedly reads a local bucket of& into memory, builds a local bucket hash table out of the R tuples in Ri, then scans the corresponding local bucket of Si to find all joining tuples, until all local buckets have been processed.
In our dual paradigm algorithm, the algorithm changes in a few ways. First, the hash tables built out of the local buckets are built in SVM. That is, pl builds all of its local bucket hash tables in SVM; p2 builds all of its local bucket hash tables in SVM; and so forth.
Note that while these hash tables are being built, they are only updated locally. That is, pl does not insert any tuples into p2's local hash table. This is critical to maintaining processor locality. To see how the algorithm proceeds, for simplicity of exposition, suppose for the moment that there is only one local bucket at each processor (bucket zero). Suppose that some node, say PI, finishes its local join processing for bucket zero.
At this point, pl checks to see if there are other busy nodes.
If there are a busy nodes, pl chooses a busy node, say p2, and takes over some of the join processing for PZ.
The way this works is as foliows: p2 maintains a forwarding table that contains only p2 initially.
The purpose of the forwarding table of a processor is to forward the probe tuples to each of the processors participating in its probe phase. pl inserts itself in the forwarding table of p2 changing it to {pl, p2}1. The meaning of this change is that during the redistribution of S, any tuple s whose hash value indexed into processor p2 could now be forwarded to pl with equal probability. As discussed later, this problem can be overcome partly by sampling and using range (instead of hash) partitioning of building relation to get more uniform load in build phase.
Thus, instead of precomputing the load at each node and balancing it, as is done in many previous proposals for skew handling join algorithms, each node follows the policy of "don't be idle if there is work left" using a simple heuristic for selecting a processor. Eager et al. [ELZ86] shows and we verify that a simple heuristic, like random, for selecting a busy processor works almost as well as more complex kinds (e.g. those involving estimated work left).
A 'Sampling

Variant
The algorithm as described in the previous subsection deals elegantly with join product skew, but it is still vulnerable to redistribution skew in the building phase.
To see this, note that there is no provision for moving hash table pages from one processor to another during the building phase.
To handle this problem, we can use the technique proposed in [DNSS92] . The idea is that instead of using hashing to partition the relation among the processors of the system, we use range partitioning.
The cutoff values for the ranges can be found approximately by sampling at a very low cost; these cutoff values are chosen so as to equalize the number of tuples sent to each processor. The modification of the dual paradigm algorithm to incorporate range partitioning by sampling is straightforward; merely replace hl (r.A) in the preceding discussion by a lookup that determines in which range r,A falls.
4.4
Is SVM Necessary?
The main reasons why we consider SVM necessary for the design and implementation of the algorithms described above are (1) ease of coding and (2) A join query to be processed is sent by a simulated terminal to the Scheduler process for execution (described in the next paragraph) and then waits for the result. (each of which incurs a simulated memory-to-memory copy operation).
As each query arrives, the scheduler calculates the query's memory requirements and initiates its execution after resource allocation if sufficient memory is available.
In this work we are only concerned with select and join operators. Any result tuples from the queries are "sent back to the terminals,"
an operation that consumes some small amount of processor cycles for network protocol overheads4.
The default join algorithm used in the simulator is the hybrid hash join algo-
The database itself is modeled as a set of relations, Counts from the simulation indicate that they are updated about 8 times per notle throughout the entire course of the join, so even if updates to these variables took some tens of milliseconds (which is an order of magnitude too high) the effect of these updates would not be detectable in the total run times,
The simulated disks models a slightly simplified Fujitsu Model M2266 (1 GB, 5.25") disk drive. This disk provides a 256 KB cache that we divide into eight 32 KB cache contexts for use in prefetching pages for sequential scans. The CPU is scheduled using a round-robin pol- Figure 2 considers the case of join product skew. The two graphs represent the same experiment; in the graph on right the lines for HHJ and RPHHJ have been removed so that the differences' between the remaining algorithms would be apparent. From the figure, it is clear that join product skew is the case where SVM based algorithms win by a great margin. Even for moderate skew the proposed algorithms do significantly better than the algorithms that do not use SVM. This is because the CPU load is shared cleanly in this approach without any significant overhead, and since all processors are working almost all the time work gets done in almost the minimum time possible.
In the figure the line labeled "IDEAL" was generated by simulating a join with no skew that produced the same number of result tuples as the skewed join. We included the line to emphssize that most of the increase in the running time of the SVM algorithms is due to the incre=e in the result size (even if it is not stored, it takes time to compute).
Note that in the single skew experiments the join output size was constant so no equivalent affect was present. To get a better feel of the performance of the algorithms we also studied other variations.
In first experiment, we fixed the skew in building relation at 1 -0 = 0.9 and varied the skew in probing relation (see figure 3 (left) ). In the second, we fixed the skew in the probing relation atl-d= 0.9 and varied the skew in building relation. The results are shown in figure 3 (right) .
Both reconfirm our earlier results viz. 1. sampling helps if the building relation is highly skewed making SVMRPHHJ perform the best, e.g. when build relation is skewed with 1 -O = 0.9; if the build relation is not extremely skewed then SVMHHJ does better, and 2. that SVM algorithms do significantly better than their pure message passing counterparts.
5.3
Multi-Bucket Join
To show that the algorithm performance is quite independent of the number of buckets in the join processing,
The memory size of a node was reduced to 1 MB resulting in a four bucket join. The results of the experiment again verify that the SVM algorithms do significantly better than the originals.
However, range partitioning becomes more important here because of the greater need to balance the 1/0 on the nodes as the amount of 1/0 per node is increased.
Hence we see the SVMR-PHHJ performing better than SVMHHJ for moderate to large skew,
Speedup and Scaleup
Any parallel algorithm, especially the load balancing ones, must be scalable aa the effect of skew worsens with an increase in number of processor. To show that our algorithms are scalable, we performed speedup and scaleup experiments at the moderate skew of 1 -O = 0.5 in both relations.
For the scaleup experiment relation sizes were appropriately scaled from 1 million tuples/32 processor configuration.
The results of these experi- 
