A new method is proposed for solving the discrete scattering problem for a linear single-valued difference operator of arbitrary order with almost constant coefficients. The treatment is concerned with the asymptotic behavior of its eigenfunctions as \t\ -• oo. The purpose of the paper is to investigate the transition between the asymptotically free states of the underlying system, defined in terms of the monodromy operator. A rare mathematical tool is used: an infinite matrix product. It is shown that, if the coefficients of the aforementioned operator are suitably behaved, the monodromy operator exists in the form of the convergent two-sided infinite product of matrices associated with the matrix eigenvalue equation corresponding to the scattering problem.
Introduction
It is a well known fact that certain discrete integrable Hamiltonian systems arising in mechanics and physics and governed by discrete nonlinear evolution equations are solvable by means of scattering and inverse scattering theory. One of the most significant examples is undoubtedly the Toda lattice. Motivated by these results, in this work we propose a new method for solving the direct scattering problem associated with a linear difference operator of arbitrary order with almost constant coefficients. The notion of a monodromy operator (monodromy matrix) is introduced to describe the transition between the asymptotics of the eigenfunctions as t -• oo and t -• -oo. We show that, under certain assumptions, this matrix can be represented in the form of a (two-sided) infinite product of matrices associated with the aforementioned difference operator. The notion of such product is briefly discussed in Section 2. Our approach via first-order system greatly simplifies the analysis and enables us to establish such particular property of the monodromy operator. As an additional result, we present a procedure for analysing the behavior of the monodromy operator under the influence of shift.
At the end of this, we rely on the work of Flaschka [5] and Toda [6] , in order to demonstrate the application of our results to the second-order case. Namely, we review the discrete Schrodinger scattering problem with specific application to the Toda lattice. We show in particular how to recover the scattering matrix that is usually considered in association with this problem from the monodromy matrix.
For general n the essential analysis of our scattering problem will actually involve only the bounded eigenfunctions. However, it turns out that the second-order selfadjoint difference operator associated with the Toda lattice equations possess the / 2 -eigenfunctions. A proof of this last fact follows along the lines of the similar result in continuous theory (see [3, 5] ).
Preliminaries
Let H = l°°(Z) be the Banach space of bounded, doubly infinite complex sequences {y(t); -oo < t < oo}. In the sequel we denote by E and E~x the forward and backward shift (or translation) operator acting on H\ that is, we have E k y(t) = y(t + k) for all integers k.
We consider the n™ order linear difference operator L defined by
where n = k + m, n > 2, provided that p-k(t)p m (t) jt 0. By hypothesis,
where the family of functions {pj(t)} will be regarded as the (generalized) potential V{t). We make in particular the standing assumption that, unless otherwise stated, V(t) is assumed to decay sufficiently rapidly as |/| -+ oo. However, we shall see below that such a restrictive assumption can be relaxed to a certain extent and still be sufficient for most our conclusions to remain true. Our treatment of the direct scattering problem for the operator L centers on the following: given X € o(L), tie study the asymptotic behavior of the solutions to the eigenvalue equation
in the fringe -oo < t < oo, in order to identify the corresponding asymptoU ically free states as t -• +00 and t -+ -00. The transition between these states will be described in terms of the monodromy operator (monodromy matrix). We show that, if the potential V(t) decays as fast as (I*!)"" 1 "* for some € > 0, then this operator exists, is invertible, and can be represented in the form of an infinite product of matrices associated with Eq. (2.2).
Remark 1 The point spectrum of the Hamiltonian corresponds to the energy levels of bound states of the system. These states give rise to special soliton solutions. The soli tons (solitary waves) move around the system at different speeds and due to special collision properties regain their shapes and speeds after interactions. That is, the solitons will never collapse. The complete analytical understanding of the existence of the soliton phenomena for general discrete systems governed by the difference equations of the order higher than two lies beyond the scope of this work and remains an interesting open problem. Up until now, apart from some numerical studies of solitons (see, e.g., [10, 11] ), the only examples of discrete systems known to possess solitary waves have been carefully constructed integrable Hamiltonian systems.
Before beginning our systematic study of the problem (2.2), we first introduce the notion of an infinite product of matrices and briefly discuss its convergence conditions.
The notion of an infinite product of matrices belonging to C nxn is analogous to that for numbers. However, because of the multiplication structure in Banach algebra C nxn , a somewhat careful approach is needed when dealing with this infinite product.
Let {Ak)keZ be any sequence in C nxn . We shall consider here the infinite matrix products in the following form: under the assumption that det(/+Ak) ^ 0 for all fc € Z. We shall continue to refer to the infinite product given by (2.3) as a two-sided infinite product of matrices, whereas both products in (2.4) will be called one-sided products.
Technical Remark* Unless we specify otherwise, the ordering of factors in all our matrix products (finite or infinite) will always be from the right to the left; that is
In our further discussion we use the spectral norm in C nxn (denoted by ||. ||). The following properties of this norm will be needed later. if this limit exists and is nonsingular. In this case we write
itss-00
The convergence of an one-sided infinite matrix product is defined in a same manner.
We note that the convergence of the two-sided product (2.3) implies the convergence of both products in (2.4), and vice versa. Accordingly, in order to derive the convergence conditions for all of these products, it suffices to consider the product n (/+**). That is, the ordering of factors is from the left to the right.
Let us denote by H the (linear) space of solutions to the matrix eigenvalue equation (3.8). We wish to establish a sufficient condition for all u € W, and in particular for the solution x itself, to remain bounded for all t. Note that thus far in our analysis we have imposed no "constitutive assumptions" on the matrix B{t) (other than the assumption made at the very beginning that the potential V(t) = {ty(0> 0 < j < n -1} decays sufficiently rapidly as \t\ -• oo). Let us henceforth suppose V(t) satisfies the decay condition *(<) = Wl" 1 -), 0<j<n-l (3.10)
as |t| -+ oo for some e > 0. Such V will be called a short-range potential.
Theorem 3.1 Consider x(t, A) satisfying the equation x(t + 1, A) = [A\ + B(t)]x(t,\) with the assumptions (A-I)-(A-III) applied. IfV(t) is a shortrange potential then the solution x(t, A) is bounded for all t.
To prove this theorem the following lemma is useful, known by the name of Hukurawa's theorem; a proof can be found in Miller [13] . 
Remark 3 The asymptotic results (4.6) follows by virtue of the following: for any vector u>(t) satisfying w(t) = o(l) as \t\ -> oo, the assumption (A-III) implies that
The whenever this limit exists. Clearly, the range of A4+, denoted by 7£(.M+), is <2+. We want to see that this mapping is injective. Introducing the notation and therefore, Ai+ is invertible. is to be a unique solution of (4-6) as t -+ oo.
PROOF. Set P t = nU>(' + D k ) and S t = J-*-> nU>(«7 + D(k)).

By a straightforward calculation, one finds that
Asymptotics as t -» -oo :
We now mimic as much as possible the above analysis in order to cover the case t -• -oo. The meaning of the wave operator Ai-is similar. In fact, by virtue of (4.5), for g € C n we define 
Asymptotics of solutions u as \t\ -» oo :
We are now in a position to describe the transition between the asymptotically free states e± as t -* ±oo. We will see momentairly the utility of Eq. (4.11) and Eq. (4.15).
We employ our preliminary discussion as follows. If we suppose that both one-sided infinite matrix products n£oC+ A) and rit^-ooC + A) converge then the two-sided infinite product n exists and is nonsingular. We transform this condition into a definition. Here, stimulated by Flaschka's work, we incorporate the preceding results in order to recover the existence of the monodromy matrix for the discrete second-order Schrodinger scattering problem that is particularly associated with the lattice. The approach is based on the discrete version of the Lax's generalized technique for solving certain nonlinear partial differential equations; see [7] . (The Hilbert space / 2 (Z) will be needed.)
The equations of motion for the Toda lattice
where a dot stands for differentiation with respect to time, are derivable from the Hamiltonian in which Q n is displacement of the n*" mas from equilibrium and P n is its momentum. (For convenience of the reader, in this section we shall denote the space-variable by n, n € Z, whereas the time-variable will be *, t > 0.) To simplify the notation, we omit the dependence on the time-variable. Considering (6.1) for a lattice infinitely long in both directions we set \ 6(n) = -P n /2 n € Z.
2)
We emphasize that a(n) and b(n) depend smoothly on a parameter t. In addition, it is evident that a(n) > 0 for all n. We turn our consideration to motion which is confined in some finite region of the lattice, assuming no motion in the distance. Therefore, for |n| > 1, we have Cn+l -Qn = 0, P n = 0 and hence, we can think of a(n) -+ | and 6(n) -• 0 rapidly as \n\ -• oo.
To derive the connection between the Toda lattice and the Schrodinger discrete second-order eigenvalue problem, we introduce the self-adjoint operator L and the 6kew-adjoint operator B, acting on H = 1 2 (Z,) by the formulas Ly(n) s a(n In view of the setting given by (6.2), the Lax representation of the equations of motion (6.1) is given by It implies that all the eigenvalues A of £ are time-independent (they are constants of the motion). In addition, since the operator L is self-adjoint, they are also real.
From the asymptotic behavior of the coefficients a(n) and 6(n) of the operator X, the eigenvalue equation It is evident that, for \z\ = 1, the pairs of functions {^i(n,2),^i(n,j2r"" 1 )} and {<P2(n y z)j ^a(n, z~1)} form a distinguished basis of solutions for the difference operator L -XI as n -• oo and n -• -oo, as long as z ^ ±1. We have It follows that S(A) is unitary. Note that, since a(n) and 6(n) in (6.2) are time dependent, the functions a and /? also include time.
