Abstract. We present a sound and complete method to generate inductive invariants consisting of polynomial inequalities for programs with polynomial updates. Our method is based on Positivstellensätze and an algorithm of Grigor'ev and Vorobjov [24] for solving systems of polynomial inequalities. To the best of our knowledge, this is the first method to guarantee completeness for polynomial inequality invariants. The worst-case complexity of our approach is subexponential, whereas the worstcase complexity of the previously-known complete method (Colón et al [12], CAV 2003), which could only handle linear invariants, is exponential. We also present experimental results on several academic examples that require polynomial invariants.
Introduction
Invariants. Given a program, an assertion at a program location that is always satisfied by the program variables when the location is reached is called an invariant. Invariants are essential for many different formal and quantitative analyses of various types of programs [26, 27, 42, 8] . Invariant generation is a classical problem in formal verification and programming languages, and has been studied for decades, e.g. for analysis of safety and liveness properties of programs [38, 17, 15] .
Inductive Invariants. An inductive assertion is an assertion that holds at a location for the first visit to the location and is preserved under every cyclic execution path from and to the location. Inductive assertions are guaranteed to be invariants, and the well-established method to prove that an assertion is an invariant is to find an inductive invariant that strengthens it [12, 38] .
Previous Approaches. Given the importance of invariant generation, the problem has received significant attention over the decades. A primary technique is abstract interpretation [17] that considers symbolic execution, and its termination is guaranteed by an imprecise exploration operator called widening. However, this method is not complete and exploration heuristics do not guarantee convergence. For linear invariant generation over programs with linear updates, a sound and complete methodology was obtained by [12] . In this work, we consider programs with polynomial updates and the problem of generating polynomial invariants, i.e. invariants that are a conjunction of polynomial inequalities over program variables. For this problem, efficient sound methodologies without completeness guarantee were proposed in [35, 20, 34] .
Our Contribution. We consider two variants of the invariant generation problem. Informally, the weak variant asks for an optimal invariant w.r.t. a given objective function, while the strong variant asks for a representative set of all invariants. Our main contributions are as follows:
(i) We present a sound and complete method to generate polynomial invariants for programs with polynomial updates and solve the strong invariant generation problem. Our completeness requires a compactness condition that is satisfied by all real-world programs (see Remark 3) . (ii) We show that our method can be extended to handle recursion as well. (iii) We show that the worst-case complexity of our procedure is subexponential. Note that, in comparison, the complexity of the procedure in [12] , which is sound and complete for linear invariants, is exponential, whereas we show how to generate polynomial invariants with subexponential complexity. (iv) We show that the weak invariant generation problem can be reduced to solving a quadratically-constrained linear program (QCLP). Solving QCLPs is a hot topic and active area of research in optimization. Moreover, there are many industrial solvers for handling real-world instances of quadratic programming and, using our algorithm, practical improvements to such solvers carry over to polynomial invariant generation.
While our main contribution is theoretical, i.e. presenting the first sound and complete method for polynomial invariants, we also provide experimental results on several academic examples that require polynomial invariants.
Techniques. In terms of techniques, while the approach of [12] uses Farkas' lemma and quantifier elimination to generate linear invariants, our technique is based on a positivstellensatz § . Moreover, our method replaces the quantifier elimination step with an algorithm of Grigor'ev and Vorobjov [24] for characterizing solutions of systems of polynomial inequalities.
Related works
Invariant Generation. Automated invariant generation is an important research topic that has received much attention in the past years, and various classes of approaches have been proposed, including recurrence analysis [35, 20, 31, 34] , abstract interpretation [4, 6, 47, 16, 41] , constraint solving [33, 11, 21, 12, 50, 46, 44, 9, 56, 14, 36] , inference [25, 19, 53] , interpolation [40] , symbolic execution [18] , dynamic analysis [43] and learning [22] .
Summary. A succinct summary of the results of the literature w.r.t. types of assignments, type of generated invariants (polynomial, linear, etc), programming language features that can be handled (i.e. non-determinism, probability and recursion), soundness, completeness, and whether the approach can handle weak/strong invariant generation is presented in Table 1 . Moreover, for approaches that are applicable to weak/strong invariant generation, the respective runtimes are also reported. As compared to previous works, we present the first sound and complete methodology for polynomial invariant generation, and our complexity guarantee (subexponential) is better than the previous exponential-time complexity of the sound and complete methods for linear invariants.
Recurrence Analysis. While approaches based on recurrence analysis can derive exact non-polynomial invariants, they are applicable to a restricted class of programs where closedform solutions exist. Our approach however does not require closed-form solutions and is applicable to all programs.
Abstract Interpretation. Abstract interpretation is the oldest and most classical approach to invariant generation [17, 15] . However, unlike our approach, it cannot provide any guarantee of completeness.
Constraint Solving. Our approach falls in this category. First, our approach can handle polynomial invariants, thus extending the approaches based on linear arithmetics, such as [33, 12, 44, 9] . Second, our approach can handle invariants consisting of polynomial inequalities, whereas several previous approaches generate polynomial equalities [50, 46] . Third, our approach is complete, thus it is more accurate than approaches with relaxations (e.g. [14, 36] ). Fourth, compared to previous complete approaches that solve formulas in the first-order theory of reals (e.g. [11, 56] ), our approach has lower computational complexity, i.e. our approach is subexponential, whereas quantifier elimination and solving first-order formulas take exponential time.
Comparison with [21] . Finally, we compare our approach with the most related work, i.e. [21] . A main difference is that our approach is complete, but that of [21] is only semicomplete, i.e. it might miss some solutions, but it always finds a solution as long as the prob- § A positivstellensatz (German for "positive locus theorem", plural: positivstellensätze) is a theorem in real semialgebraic geometry that characterizes positive polynomials over a semi-algebraic set.
lem is feasible. In terms of techniques, [21] uses Stengle's positivstellensatz, while we use Putinar's positivstellensatz, Schweighofer's theorem and the algorithm of Grigor'ev and Vorobjov. Moreover, [21] considers the class of probabilistic programs without non-determinism and only focuses on single probabilistic while loops, while we consider programs in general form, with non-determinism and recursion.
Preliminaries
We now define the syntax and semantics of the programs we are considering in this work, and then formally define the concept of invariants and the problem of invariant generation.
Syntax
We fix two disjoint finite sets: the set V of program variables and the set F of function names. We define several basic notions and then present the syntax.
Valuations.
A valuation over a set W ⊆ V of variables is a function ν : W → R that assigns a real value to each variable in W. We denote the set of all valuations on W by R W . We sometimes use a valuation ν over a set W ′ ⊂ W of variables as a valuation over W . In such cases, we assume that ν(w) = 0 for every w ∈ W \ W ′ . Given a valuation ν, a variable v and x ∈ R, we write ν[v ← x] to denote a valuation ν ′ such that ν ′ (v) = x and ν ′ agrees with ν for every other variable.
Polynomial Arithmetic Expressions. A polynomial arithmetic expression e over V is an expression built from the variables in V, real constants, and the arithmetic operations of addition, subtraction and multiplication.
Propositional Polynomial Predicates. A propositional polynomial predicate is a propositional formula built from (i) atomic assertions of the form e 1 ⊲⊳ e 2 , where e 1 and e 2 are polynomial arithmetic expressions, and ⊲⊳ ∈ {<, ≤, ≥, >} and (ii) propositional connectives ∨, ∧ and ¬. The satisfaction relation |= between a valuation ν and a propositional polynomial predicate φ is defined in the natural way, i.e. by substituting the variables with their values in ν and evaluating the resulting boolean expression.
The Syntax. In this work, we consider non-deterministic recursive programs with polynomial assignments and guards. Our syntax is formally defined by the grammar in Figure 1 ¶ .
Below, we intuitively explain some aspects of the syntax: -Variables and Function Names. Expressions var (resp. fname ) range over the set V (resp. F). ¶ See Appendix A for a more detailed grammar.
-Arithmetic and Boolean Expressions. Expressions expr range over all polynomial arithmetic expressions over program variables. Similarly, expressions bexpr range over propositional polynomial predicates. -Statements. A statement can be in one of the following forms:
• A special type of statement called 'skip' which does not do anything,
• An assignment statement ( var ':=' expr ), • A conditional branch ('if' bexpr ) in which the bexpr serves as the branching condition; • A non-deterministic branch ('if ⋆'), • A while-loop ('while' bexpr ) in which the bexpr serves as the loop guard;
• A function call statement ( var := fname '(' varlist ')') which calls the function specified by fname using the parameters specified in the varlist and assigns the resulting returned value to the variable on its left hand side; • A return statement ('return' expr ) that ends the current function and returns the value of the expression expr and the control to the parent function or ends the program if there is no parent function. -Programs and Functions. A program is simply a list of functions. Each function has a name, a set of parameters and a body. The function body is simply a sequence of statements. We assume that there is a distinguished function f main that serves as the starting point of the program. Figure 2 . The numbers on the left are the labels and their subscripts denote their types. We will use this program as our running example. It contains a single function sum that takes a parameter n and then non-deterministically sums up some of the numbers between 1 and n and returns the summation. Our goal is to prove that the return value of sum is always less than 0.5 · n 2 + 0.5 · n + 1.
i := 1 ; 2a :
skip f i ; 7a :
i := i + 1 od ; 8a : return s 9e : } Fig. 2 . A non-deterministic summation program
Semantics
New Variables. In the sequel, we fix a non-deterministic recursive program P with variables V, functions F and labels L. For each function f ∈ F, whose header is of the form f (v 1 , . . . , v n ), we define n + 1 new variables ret f ,v 1 , . . . ,v n . Intuitively, ret f models the return value of the function f and each variablev i holds the value passed to the function f from its parent function for parameter v i without allowing f to change it.
Notation. We define V [8, 1] .
-F is the set of functions; -the labels L form the set of vertices, and -→ is a relation whose members are triples (ℓ, α, ℓ ′ ) in which the source label ℓ and the target label ℓ ′ are in the same L f , i.e. they correspond to labels in the same function, the source label is not the end of function label, i.e. ℓ = ℓ f out , and α is one of the following:
Intuitively, we say that a CFG (F, L, →) is the CFG of program P if (i) for each label ℓ ∈ L, the successors of ℓ in → are the labels that are in the same function as ℓ and can possibly be executed right after ℓ, and (ii) the α's correspond to the behavior of the program, e.g. if (ℓ, α, ℓ ′ ) ∈→, ℓ is an if statement and ℓ ′ is the first statement in its 'else' part, then α should be the negation of the if condition. See [8] for more details. Note that a return statement in a function f changes the value of the variable ret f and is succeeded by the endpoint label
Example 2.2. Figure 3 provides the CFG of the program in Example 2.1. We use the classical semantics for non-deterministic recursive programs. See Appendix B for more details.
Stack Elements, Configurations and Runs. A stack element ξ is a tuple (f, ℓ, ν) where f ∈ F is a function and ℓ ∈ L f and ν ∈ R f are respectively a label and a valuation
is a finite sequence of stack elements. A run is an infinite sequence of configurations that starts at the first label of f main and follows the requirements of the CFG. Intuitively, a run models the sequence of configurations that are met in an execution of the program. See Appendix B for a formal definition.
Semi-runs and Paths. A semi-run starting at a stack element
that satisfies all the conditions of a run, except that it starts with κ 0 = ξ . A path π = κ i n i=0 of length n is a finite prefix of a semi-run.
Invariants
We now present the notion of inductive invariants and extend it to recursive programs using the standard concepts of pre and post-conditions. Then, we formally define the strong and weak variants of the invariant synthesis problem.
Pre-conditions. A pre-condition is a function Pre mapping each label ℓ ∈ L f of a function f of the program to a conjunctive propositional formula Pre(ℓ) := m i=0 (e i ≥ 0), where each e i is an arbitrary arithmetic expression over the set V f of variables * * .
Intuitively, a pre-condition specifies a set of requirements for the runs of the program, i.e. a run that does not satisfy the pre-condition is considered to be invalid (e.g. impossible to happen or leading to a runtime error).
Post-conditions. A post-condition is a function Post that maps each program function
Intuitively, a post-condition characterizes the return value ret f of each function f based on the values of parameters passed to f when it was called.
Valid Runs and Reachable Stack Elements.
A run ρ is valid w.r.t. a pre-condition Pre, if for every stack element ξ = (f, ℓ, ν) appearing in one of its configurations, we have ν |= Pre(ℓ). Valid semi-runs and paths are defined similarly. A stack element is called reachable if it appears in a valid run.
Invariants. Given a program P and a pre-condition Pre, an invariant is a function Inv mapping each label ℓ ∈ L f of the program to a conjunctive propositional formula Inv(ℓ) := m i=0 (e i > 0) over V f , such that for every reachable stack element (f, ℓ, ν), it holds that
Classically, pre-conditions are only defined for the first labels of functions. In contrast, we allow pre-conditions for every label. Note that this setting is strictly more general, given that one can let Pre(ℓ) = true for every other kind of label.
* * By definition of runs, the value of every variable v ∈ V f \ V f * is always 0 when the program reaches ℓ Positivity Witnesses. Let e be an arithmetic expression over program variables and φ = m i=0 (e i ⊲⊳ i 0) for ⊲⊳ i ∈ {>, ≥}, such that for every valuation ν, we have ν |= φ ⇒ e(ν) > 0. We say that a constant ǫ > 0 is a positivity witness for e w.r.t. φ if for every valuation ν, we have ν |= φ ⇒ e(ν) > ǫ. In the sequel, we limit our focus to inequalities that have positivity witnesses. Intuitively, this means that we consider invariants of the form m j=1 (e j > 0) where the values of e j 's in the runs of the program cannot get arbitrarily close to 0.
Inductive Assertion Maps. Given a non-recursive program P and a pre-condition Pre, an inductive assertion map is a function Ind mapping each label ℓ ∈ L f of the program to a conjunctive propositional formula Ind(ℓ) := m i=0 (e i > 0) over V f , such that the following two conditions hold:
Intuitively, this means that Ind(ℓ fmain in ) should be deducible from the precondition Pre(ℓ fmain in ).
-Consecution. For every valid unit-length path π = (f main , ℓ 0 , ν 0 ), (f main , ℓ 1 , ν 1 ) that starts at ℓ 0 and ends at ℓ 1 , we have ν 0 |= Ind(ℓ 0 ) ⇒ ν 1 |= Ind(ℓ 1 ). Intuitively, this condition means that the inductive assertion map cannot be falsified by running a valid step of the execution of the program.
It is well-known that every inductive assertion map is also an invariant. Hence, inductive assertion maps are often called inductive invariants, too [12] . We extend inductive invariants to recursive programs using abstract paths: Abstract Paths. Informally, an abstract path is a path in which all function calls are abstracted, i.e. removed and replaced with a simple transition that respects the pre and post-condition of the called function (see Appendix C for a formal definition). An abstract path always remains in the same function and hence each configuration in an abstract path consists of only one stack element. A valid abstract path is defined similarly to a valid path.
Recursive Inductive Invariants. Given a recursive program P and a pre-condition Pre, a recursive inductive invariant is a pair (Post, Ind) where Post is a post-condition and Ind is a function that maps every label ℓ ∈ L f of the program to a conjunctive propositional formula Ind(ℓ) := m i=0 (e i > 0), such that the following requirements are satisfied:
-Post-condition Consecution. For every valid unit-length abstract path π = (f, ℓ 0 , ν 0 ), (f, ℓ f out , ν 1 ) that starts at ℓ 0 ∈ L f and ends at the endpoint label ℓ
Following an argument similar to the case of inductive invariants, one can prove that if (Post, Ind) is a recursive inductive invariant, then Ind is an invariant. See Appendix C for a detailed proof.
We define our synthesis problem in terms of (recursive) inductive invariants, because the classical method for finding or verifying invariants is to consider inductive invariants that strengthen them [12, 38] .
The Invariant Synthesis Problem. Given a program P , together with a pre-condition Pre, the invariant synthesis problem asks for (recursive) inductive invariants of a given form and size (e.g. linear or polynomial of a given degree). The problem can be divided into two variants: -The Strong Invariant Synthesis Problem asks for a characterization or a representative set of all possible invariants. -The Weak Invariant Synthesis Problem provides an objective function over the invariants and asks for an invariant that maximizes the objective function.
Polynomial Invariants. In the sequel, we consider the synthesis problems for polynomial invariants and pre and post-conditions, i.e. we assume that all arithmetic expressions used in the atomic assertions are polynomials.
Polynomial Invariants for Non-Recursive Programs
In this section, we consider the problem of synthesizing polynomial inductive invariants of a given degree for an input non-recursive program P and pre-condition Pre. We first provide a sound and complete reduction from inductive invariants to solutions of a system of quadratic equalities. Our main mathematical tool is a theorem in real semi-algebraic geometry called Putinar's positivstellensatz [45] . We show that the Strong Invariant Synthesis problem can be solved in subexponential time. On the other hand, we show that the Weak Invariant Synthesis problem can be reduced to Quadratically-Constrained Linear Programming (QCLP). We begin with presenting Putinar's positivstellensatz: Theorem 3.1 (Putinar's Positivstellensatz [45] ). Let X be a finite set of variables and g, g 1 , . . . , g m ∈ R[X] be polynomials over X with real coefficients. We define Π := {x ∈ R X | ∀i g i (x) ≥ 0} as the set of all points in which every g i is non-negative. If (i) there exists some g k such that the set {x ∈ R X | g k (x) ≥ 0} is compact, and (ii) g(x) > 0 for all
where each polynomial h i is the sum of squares of some polynomials in
Corollary 3.1 (Proof in Appendix D). Let X, g, g 1 , . . . , g m and Π be as in the theorem above. Then g(x) > 0 for all x ∈ Π if and only if:
where ǫ > 0 is a real number and each polynomial h i is the sum of squares of some polynomials in R[X].
Hence, Putinar's positivstellensatz provides a characterization of all polynomials g that are positive over the closed set Π. Intuitively, given a set of atomic non-negativity assumptions g i (x) ≥ 0, in order to find all polynomials g that are positive under these assumptions, we only need to look into polynomials of form (2) . Moreover, the real number ǫ in (2) serves as a positivity witness for g.
Remark 1 (Schweighofer's Theorem). As an alternative to Putinar's positivstellensatz, we can apply Schweighofer's theorem [52, 39] in our algorithm. See Appendix E for details.
We now have all the necessary ingredients for describing our algorithm for the Strong Invariant Synthesis problem.
The StrongInvSynth Algorithm. We present an algorithm StrongInvSynth that gets the following items as its input: -A non-recursive non-deterministic program P , with polynomial assignments and guards, which is generated by the grammar in Figure 1 , -A polynomial pre-condition Pre, -Two positive integers n and d, where d is the degree of polynomials in the desired inductive invariants and n is the desired size of the invariant generated at each label, i.e. number of atomic assertions; and produces a representative set of all inductive invariants Ind of the program P , such that for all ℓ ∈ L, the set Ind(ℓ) consists of n atomic assertions of degree at most d. Our algorithm consists of four steps:
Step 1) Setting up templates. Let V f = {v 1 , v 2 , . . . , v t } and define M f d = {m 1 , m 2 , . . . , m r } as the set of all monomials of degree at most Figure 2 . We have V sum = {n,n, i, s, ret sum }. For simplicity we define r := ret sum . Suppose that we want to synthesize a single quadratic assertion as the invariant at each label. In Step 1, the algorithm creates the following template for each label ℓ ∈ {1, 2, . . . , 9}:
η(ℓ)
Step 2) Setting up constraint pairs. For each transition e = (ℓ, α, ℓ ′ ) of the CFG of P , the algorithm constructs a set Λ e of constraint pairs of the form λ = (Γ, g) where
. . , g m are polynomials with unknown coefficients (based on the s-variables). Intuitively, a condition pair (Γ, g) encodes the following condition:
The construction is as follows (note that all computations are done symbolically):
-If ℓ ∈ L a , for every polynomial g for which g > 0 appears in η(ℓ ′ ), the algorithm adds
to Λ e . Note that in this case α is an update function that assigns a polynomial to every variable and hence the constraint pair can be computed symbolically. -If ℓ ∈ L b , then α is a propositional predicate. The algorithm first writes α in disjunctive normal form as α = α 1 ∨ α 2 ∨ . . . ∨ α a . Each α i is a conjunction of atomic assertions. For every α i and every g such that g > 0 appears in η(ℓ ′ ), the algorithm adds the condition
-If ℓ ∈ L d , for every g for which g > 0 appears in η(ℓ ′ ), the algorithm adds the condition
Finally, the algorithm constructs the following set Λ in :
-For every polynomial g for which g > 0 appears in η(ℓ f in ), the algorithm constructs the constraint pair (Pre(ℓ f in ), g) and adds it to Λ in . 
and Pre(ℓ) := (1 ≥ 0) ≡ true for every ℓ = 1. Note that (n ≥ 0) is the only non-trivial assertion and all the other assertions are true by definition, given that 1 is the first statement in sum. We provide some examples of constraint pairs generated in Step 2 of the algorithm: -1 ∈ L a and e 1 = (1, [i ← 1], 2) ∈→ (see the CFG in Figure 3 ). Hence, we have the following constraint pair:
which is symbolically computed as: (2) is true and can be ignored. (4)) is symbolically computed (as above) and added to Λ e 2 . -1 = ℓ sum in , so the constraint pair (Pre(1), η(1)) is symbolically computed and added to Λ in .
Step 3) Translating constraint pairs to quadratic equalities. Let Λ := e∈→ Λ e ∪ Λ in be the set of all constraint pairs constructed in the previous step. For each λ = ( (ii) It symbolically computes an equation of the form (2), i.e.
where ǫ is a new positive real variable and each polynomial h i is of the form r j=1 t i,j ·m ′ j . Here, the t i,j 's are new unknown variables. Intuitively, we aim to synthesize values for both t-variables and s-variables in order to ensure the polynomial equality ( †). Note that both sides of ( †) are polynomials in R[V ] whose coefficients are quadratic expressions over the newly introduced s-, t-and ǫ-variables. (iii) The algorithm equates the coefficients of corresponding monomials in the left and right hand sides of ( †), hence obtaining a set of quadratic equalities over the new variables. (iv) The algorithm computes a set of quadratic equalities which are equivalent to the assertion that the h i 's can be written as sums of squares. Translating this assertion to quadratic equalities over the coefficients of h is a standard process [7] . See Appendix F for more details.
The algorithm conjunctively compiles all the generated quadratic equalities into a single system. , g 10 = s 1,1,1 +. . .+s 1,1,21 (the polynomials in the first component of the constraint pair) and each h i is a newly generated polynomial containing all possible monomials, i.e. h i = t i,1 + t i,2 · n + . . . + t i,21 · r 2 , where each t i,j is a new unknown variable. It then equates the coefficients of corresponding monomials on the two sides of ( †). For example, consider the monomial r 2 . Its coefficient in the LHS of ( †) is s 2,1,21 . In the RHS of ( †), there are a variety of ways to obtain r 2 , hence its coefficient is the sum of the following: -t 0,21 , i.e. the coefficient of r 2 in h 0 ,
-t 6,6 , i.e. the coefficient of r 2 in h 6 · g 6 = h 6 · r,
-t 10,1 · s 1,1,21 + t 10,6 · s 1,1,6 + t 10,21 · s 1,1,1 , i.e. the coefficient of r 2 in h 10 · g 10 . Hence, the algorithm generates the quadratic equality s 2,1,21 = t 0,21 + t 6,6 − t 7,6 + t 10,1 · s 1,1,21 + t 10,6 · s 1,1,6 + t 10,21 · s 1,1,1 over the s− and t−variables. The algorithm computes similar equalities for every other monomial.
Step 4) Finding representative solutions. The previous step has created a system of quadratic equalities over s-variables and other new variables. In this step, the algorithm finds a representative set Σ of solutions to this system by calling an external solver. Then, for each solution σ ∈ Σ, it plugs the values synthesized for the s-variables into the template η to obtain an inductive invariant η σ := η[s ℓ,i,j ← σ(s ℓ,i,j )]. The algorithm outputs I = {η σ | σ ∈ Σ}.
Remark 2 (Representative Solutions). In real algebraic geometry, a standard notion for a representative set of solutions to a polynomial system of equalities is to include one solution from each connected component of the set of solutions [5] . The classical algorithm for this problem is called cylindrical algebraic decomposition and has a doubly-exponential runtime [5, 54] . However, if the coefficients are limited to rational numbers instead of real numbers, then a subexponentail algorithm is provided in [24] † † . Hence, for all practical purposes, Step 4 of StrongInvSynth has subexponential runtime.
Lemma 1 (Soundness). Every output of StrongInvSynth is an inductive invariant. More generally, for every solution σ ∈ Σ obtained in Step 4, the function
is an inductive invariant.
Proof. The valuation σ satisfies the system of quadratic equalities obtained in Step 3. Hence, for every constraint pair (Γ, g) ∈ Λ, g[s ℓ,i,j ← σ(s ℓ,i,j )] can be written in the form ( †). Hence, we have σ |= (Γ, g). By definition of Step 2, this is equivalent to η σ having the initiation and consecution properties and hence being an inductive invariant.
Lemma 2 (Completeness with Compactness).
If the pre-condition Pre satisfies the compactness condition of Theorem 3.1 (Putinar's Positivstellensatz), i.e. if in every label ℓ, Pre(ℓ) contains an atomic proposition of the form g ≥ 0 such that the set {ν ∈ R V f | g(ν) ≥ 0} is compact, then every inductive invariant Ind, that has the form of the template η, corresponds to a solution of the system of quadratic equalities obtained in Step 3 of StrongInvSynth.
Proof. Let Ind be an inductive invariant in the form of the template η. We denote the value of s ℓ,i,j in Ind by σ(s ℓ,i,j ). Given that Ind satisfies initiation and consecution, the valuation σ satisfies every constraint pair (Γ, g) generated in Step 2. By assumption, each such Γ contains an assertion g i ≥ 0 such that {x ∈ R V f | g i (x) ≥ 0} is compact. Hence, by Corollary 3.1, g can be written in the form ( †) ‡ ‡ . So, there exists a solution to the system of quadratic equalities that maps each s ℓ,i,j to σ(s ℓ,i,j ).
Remark 3 (Compactness in real-world programs).
Real-world programs use finite floatingpoint representations for real values. Hence, their values are essentially bounded. This is sufficient to ensure the compactness condition, since a subset of R n is compact iff it is closed and bounded.
Remark 4 (Non-strict inequalities). Although we considered invariants consisting of inequalities with positivity witnesses, i.e. invariants of the form (g(x) > 0), our algorithm can easily be extended to generate invariants with non-strict inequalities, i.e. invariants of the form (g(x) ≥ 0). To do so, it suffices to replace Equation ( †) in Step 3 of the algorithm with Equation (1), i.e. remove the ǫ-variables. This results in a sound, but not complete, method for generating non-strict polynomial invariants.
Remark 5 (Efficiency).
It is straightforward to verify that Steps 1-3 of StrongInvSynth have polynomial runtime. Hence, our algorithm provides a polynomial reduction from the Strong Invariant Synthesis problem to the problem of finding representative solutions of a system of quadratic equalities. As mentioned earlier, this problem is solvable in subexponential time (see [24] ). Hence, the total runtime of our approach is subexponential, too.
Given the discussion above, we have the following theorem: ‡ ‡ Note that Putinar's positivstellensatz requires the compactness condition and so does Corollary 3.1.
Theorem 3.2 (Strong Invariant Synthesis).
Given a non-recursive program P and a pre-condition Pre that satisfies the compactness condition, the StrongInvSynth algorithm solves the Strong Invariant Synthesis problem in subexponential time.
We now provide an algorithm for the Weak Invariant Synthesis problem. This algorithm is very similar to StrongInvSynth, so we only describe the differences.
The WeakInvSynth Algorithm. Our algorithm WeakInvSynth takes the same set of inputs as StrongInvSynth, as well as an objective function obj over the resulting inductive invariants. We assume that obj is a linear or quadratic polynomial over the s-variables in the template. Intuitively, obj serves as a measure of desirability of a synthesized invariant and the goal is to find the most desirable invariant.
The first three steps of the algorithm are the same as StrongInvSynth. The only difference is in Step 4, where WeakInvSynth needs to find only one solution for the computed system of quadratic equalities, i.e. the solution that maximizes obj. Hence, Step 4 is changed as follows:
Step 4) Finding the optimal solution.
Step 3 has generated a system of quadratic equalities. In this step, the algorithm uses a QCLP-solver to find a solution σ of this system that maximizes the objective function obj. It then outputs the inductive invariant
Example 3.4. In Example 2.1, we mentioned that our goal is to prove that the return value of sum is less than 0.5 · n 2 + 0.5 · n + 1, i.e. we want to obtain 0.5 ·n 2 + 0.5 ·n + 1 − r > 0 ( * ) at the endpoint label 9 of sum. To do so, our algorithm calls a QCLP-solver over the system of quadratic equalities obtained in Example 3.3, with the objective of minimizing the Euclidean distance between the coefficients synthesized for η(9) and those of ( * ). The QCLP-solver obtains a solution σ (i.e. a valuation to the new unknown s−, t− and ǫ−variables), such that η(9)[s 9,i,j :← σ(s 9,i,j )] = 0.5 ·n 2 + 0.5 ·n+ 1 − r > 0, hence proving the desired invariant. The complete solution is provided in Appendix G.1.
Remark 6 (QCLP)
. QCLP is one of the most well-studied optimization problems [10, 37] . It is NP-hard in theory, but in practice, there are many efficient solvers (e.g. [3, 49, 32] ) for handling its real-world instances. These solvers are scalable and have been successfully applied to important real-world verification problems, such as solving POMDPs [2] .
Note that Lemmas 1 and 2 (Soundness and Completeness) carry over to this case without any modification, so we have the following theorem: Theorem 3.3 (Weak Invariant Synthesis). Given a non-recursive program P , a precondition Pre that satisfies the compactness condition and a linear/quadratic objective function obj, the WeakInvSynth algorithm reduces the Weak Invariant Synthesis problem to QCLP in polynomial time.
Polynomial Invariants for Recursive Programs
We extend our algorithms with recursion. Note that the only differences between recursive and non-recursive inductive invariants are (i) the presence of function-call statements in recursive programs, (ii) the presence of post-conditions, and (iii) the post-condition consecution requirement. We now describe how to change the algorithms in the previous section to handle these points.
The RecStrongInvSynth and RecWeakInvSynth Algorithms. Our algorithm for Strong (resp. Weak) Invariant Synthesis over a recursive program P is called RecStrongInvSynth (resp. RecWeakInvSynth). It takes the same input as StrongInvSynth (resp. WeakInvSynth), except that the input program P can now be recursive. It performs the same steps as in its non-recursive counterpart, except that the following additional actions are taken in Steps 1 and 2:
Step 1.a) Setting up a template for the post-condition. LetM 
is the result of replacing every occurrence of x in φ with a y. Intuitively, v * 0 models the value of v 0 after the function call (equivalently the return value of f ′ ). The constraint pair above simply requires every valid abstract path that satisfies the invariant at ℓ to satisfy it at ℓ ′ , too. Note that to be valid, the path must satisfy the post-condition and all the pre-conditions.
Step 2.b) Setting up constraint pairs for post-condition consecution. For each transition e = (ℓ, α, ℓ ′ ) where ℓ ′ = ℓ f out for some program function f , the algorithm generates the following constraint pairs: -If ℓ ∈ L a , for every polynomial g for which g > 0 appears in µ(f ), the algorithm adds the condition pair (
-If ℓ ∈ L b , the algorithm first writes α in disjunctive normal form as α = α 1 ∨ α 2 ∨ . . . ∨ α a . Then, for every α i and every g such that g > 0 appears in µ(f ), it adds the condition pair (Pre(ℓ) ∧ η(ℓ) ∧ Pre(ℓ ′ ) ∧ α i , g) to Λ e . More specifically, the order of the steps in the recursive variants of the algorithms is as follows: 1, 1.a, 2, 2.a, 2.b, 3, 4 .
The soundness, completeness and complexity arguments carry over from the non-recursive case. Hence, we have the following theorems: 
Experimental Results
Implementation. We implemented our algorithms for weak invariant generation, i.e. WeakInvSynth and RecWeakInvSynth, in Java and used the LOQO optimizer [55] for solving the QCLPs. All results were obtained on an Intel Core i5-7200U (2.5 GHz) machine with 6 GB of RAM, running Ubuntu 18.04.
Non-recursive Results. We used the benchmarks in [48] , which contain programs, preconditions, and the desired invariants that are needed for their verification. We ignored benchmarks that contained non-polynomial assignments/pre-conditions. The results are summarized in Table 2 (left). Note that our algorithm is not complete for non-strict invariants (Remark 4), but it could successfully generate all the desired invariants for these benchmarks.
Recursive Results. We considered a recursive variant of the non-deterministic summation program of Figure 2 , as well as its extensions to sums of squares and cubes, in order to show that our algorithm is able to synthesize invariants of higher degrees. We also considered a program that recursively computes the largest power of 2 that is no more than a given bound x, showing that our algorithm can handle recursive invariants with more than one assertion at each label. Finally, we generated invariants for an implementation of the Merge Sort algorithm that returns the number of inversions in a given sequence § § [13] . See Appendix G.2 for details. The results are shown in Table 2 (right). Remark 7. Note that our runtimes are typically under a minute and comparable to the previous complete methods and tools for linear invariants (e.g. [12, 51] ). There are several existing sound approaches that do not guarantee completeness and are faster (e.g. [35, 34] ). While the theoretical completeness guarantee is a key novelty of our approach, whether further optimizations or specialized QCLP solvers can improve the efficiency of our approach is an interesting direction for future work.
Conclusion
We presented a sound and complete method to generate polynomial invariants for programs with polynomial updates. While there are many sound and efficient methods for polynomial invariant generation, they lack guarantees of completeness. The key novelty of our method is to ensure completeness, albeit at the cost of efficiency. However, our complexity (subexponential) improves even the previous complete method for linear invariants (exponential). Practical improvements, as suggested in Remark 7, is an interesting direction for future work. § § We replaced comparisons over sequence elements with non-determinism and obtained invariants that proved the return value, i.e. number of inversions in a sequence of length k, is at most
B Detailed Semantics
Notation. Given a configuration κ and a stack element ξ, we write κ · ξ to denote the configuration obtained by adding ξ to the end of κ. Also, we define κ −i as the sequence obtained by removing the last i stack elements of κ.
Runs. Given a program P and its CFG (F, L, →), a run is a sequence ρ = {κ i } ∞ i=0 of configurations such that: -κ 0 = (f main , ℓ fmain in , ν) for some valuation ν ∈ R fmain . Intuitively, a run begins from the f main function. -If |κ i | = 0, then |κ i+1 | = 0, too. Informally, this case corresponds to when the program has already terminated. -Let ξ = (f, ℓ, ν) be the last stack element in κ i . Then, κ i+1 should satisfy one of the following rules: (a) ℓ ∈ L a and (ℓ, α, ℓ ′ ) ∈→ and κ i+1 = κ
∈→ where φ is a predicate such that ν |= φ and κ i+1 = κ
. Intuitively, this corresponds to adding the new function to the stack.
ℓ ∈ L e and |κ i | = 1 and |κ i+1 | = 0. Informally, this case corresponds to the termination of the program when the f main function returns and the stack becomes empty. (e 2 ) ℓ ∈ L e , |κ i | > 1,ξ = (f ,l,ν) is the stack element before ξ in κ i , the labell corresponds to a function call of the form
. Informally, this corresponds to returning control from the function f into its parent functionf .
C Inductive Invariants
Abstract Path. Given a pre-condition Pre and a post-condition Post, an abstract path starting at a stack element ξ = (f, ℓ 0 , ν 0 ) is a sequence ̟ = κ i = (f, ℓ i , ν i ) n i=0 such that for all i < n, κ i+1 satisfies either one of the conditions (a), (b) and (d) as in the definition of runs (see Appendix B) or the following modified (c) condition:
where f ′ is a function with the header f
Moreover, (ℓ i , ⊥, ℓ i+1 ) ∈→, the valuation ν i+1 agrees with ν i over every variable, except possibly v 0 , and We prove that inductive assertion maps (inductive invariants) and recursive inductive invariants are a special case of invariants.
Theorem C.1. Given a non-recursive program P and a pre-condition Pre, every inductive assertion map Ind is an invariant.
Proof. Consider an arbitrary valid run ρ = κ i
be a prefix of ρ, which is a valid path of length n. We prove that ν n |= Ind(ℓ n ). Our proof is by induction on n.
For the base case of n = 0, we have ℓ 0 = ℓ D Proof of Corollary 3.1 Corollary 3.1. Let X, g, g 1 , . . . , g m and Π be as in Theorem 3.1. Then g(x) > 0 for all x ∈ Π if and only if :
Proof. It is obvious that if (3) holds, then g(x) > 0 for all x ∈ Π. We prove the other side. Let g(x) > 0 for all x ∈ Π. Given that Π is compact and g continuous, g(Π) must also be compact and hence closed. Therefore, δ := inf x∈Π g(x) > 0. Let ǫ = δ/2, then g(x) − ǫ > 0 for all x ∈ Π. Applying Putinar's Positivstellensatz, i.e. equation (1), to g − ǫ leads to the desired result.
E Schweighofer's Theorem
The following theorem, due to Schweighofer, provides necessary and sufficient conditions for a polynomial g to be positive over a semi-algebraic set described by linear and polynomial inequalities. Hence, it can replace Corollary 3.1 and be directly applied in our algorithm.
Theorem E.1 (Schweighofer [52, 39] ). Let P = {C 1 ≥ 0, . . . , C p ≥ 0} be a polytope where each C i is an affine polynomial over x = (x 1 , . . . , x n ). Let g p+1 , . . . , g q and g be polynomials. 
F Characterizing Sums of Squares using Quadratic Equalities
Step 3.(iv) of our algorithm in Section 3 reduces the problem of checking whether a polynomial h i ∈ R[V ] is a sum of squares to an equivalent system of quadratic equations. In this section, we describe this reduction in more detail. Our reduction is based on the following two well-known theorems: Given the two theorems above, our algorithm uses the following procedure for generating quadratic equations that are equivalent to the assertion that h i is a sum of squares:
The Procedure. The algorithm generates the set M ⌊d/2⌋ of monomials of degree at most ⌊d/2⌋ over V. It then orders these monomials arbitrarily into a vector y. Then, the algorithm symbolically computes the equality
where Q i is a square matrix whose every entry is a new variable. We call these variables q-variables. The algorithm translates ( ‡) into quadratic equations over t-variables (i.e. the coefficients of h i ) and q-variables by equating the coefficients of corresponding terms on the two sides of ( ‡). Finally, the algorithm computes
where L i is a lower-triangular square matrix whose entries are new variables, called l-variables and each l-variable that appears on the diagonal of L i is non-negative. Similar to the previous case, the algorithm translates this equality into quadratic equations.
G Experimental Results

G.1 The Synthesized Invariant for the Running Example
Our weak invariant generation algorithm, i.e. WeakInvSynth, generates the following inductive invariant for the running example of Figure 2: 
