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Аннотация.
Напомним, что сингулярная функция Лебега L(t) определяется как единственное решение
уравнения
L(t) = qL(2t) + pL(2t− 1),
где p, q > 0, q = 1− p, p 6= q.
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, k 6= 0.
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Напомним, что сингулярная функция Лебега L(t) является единственным реше-
нием уравнения
L(t) = qL(2t) + pL(2t− 1), (1)
где p, q > 0, q = 1− p, p 6= q.
Заметим, что при p = q функция L(t) = t, 0 ≤ t ≤ 1.
Эта функция была введена Ломницким и Уламом [2] в 1934 г. Де Рам [5] по-




qL(2t), 0 ≤ t ≤ 1/2,
q + pL(2t− 1), 1/2 ≤ t ≤ 1, (2)
которое является эквивалентной формой уравнения (1). Примеры функций L(t) для
различных значений параметра показаны на рис. 1. Сингулярная функция Лебега
L(t) является функцией распределения случайной величины ξ:
L(t) = Prob{ξ < t}.












Рис. 1. Сингулярные функции Лебега для q = 0.1, 0.2, 0.3, 0.4
Fig. 1. Lebesgue’s singular functions for q = 0.1, 0.2, 0.3, 0.4
Изучению различных свойств сингулярных распределений на отрезке [0, 1] в по-
следнее время посвящено большое число работ. Полученные результаты находят
применение в теории чисел, теории динамических систем.
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tndL(t), n = 0, 1, . . . (3)









Mk, n = 0, 1, . . . (4)
В [11] также найдена асимптотика моментов. В настоящей работе константы
асимптотики найдены в явном виде через полилогарифмы.



































, k 6= 0. (6)
Доказательство. Приведем доказательство теоремы, которое основано на приме-
нении пуассонизации и преобразования Меллина.





























= qM(x/2)e−x/2 + pM(x/2). (8)
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Введем вспомогательную функцию G(x), положив



























−1 < <z < 0











Последний интеграл вычисляется через гамма-функцию и полилогарифм Liz(w),







ex − w dx
в области <z > 0, w ∈ C \ [1,∞].
Поэтому в полосе −1 < <z < 0 имеем








Функцию G˜(z) можно продолжить на всю комплексную полуплоскость <z > −1,
в которой она будет иметь полюса:
1) простые — в точках z = zk, от функции 11−2z , где zk определено в (6);
2) двойной — в точке z = 0, от функций Γ(z) и 1
1−2z .
Отметим, что при p = q точки zk не являются полюсами, поскольку [8, 9.522.2]
Liz+1(−1) = (2−z − 1)ζ(z + 1),
где ζ(z) – дзета-функция Римана. Следовательно,
G˜(z) = −Γ(z)ζ(z + 1).
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где 0 < σ < 1.
Для нахождения G(x) по формуле (13) применим теорему о вычетах для правой


































Применим эту формулу с






Q(z) = 1− 2z.
Поскольку Li1(w) = − ln(1− w) [3] имеем
P (0) = − ln p,















= − log2 p ln x+
1
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Гамма-функция экспоненциально быстро убывает при =z → ±∞ [8]. Остальные
функции имеют не более чем степенной рост на горизонтальных отрезках
=z = 2piik + pii
ln 2
, σ ≤ <z ≤ γ;
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между полюсами zk. Поэтому можно применить теорему 4 и следствие 1 из рабо-













для любого γ > 0.
Подставляя найденные вычеты и применяя обозначение функции τ , определен-
ной в (5), получим
G(x) = log2 p ln x− τ(x) +O(x−γ), (14)
для любого γ > 0.
Из (14) и (10) получаем асимптотику функции M(x) при x→∞
M(x) = xlog2 pe−τ(x) +O(x−γ),
где функция τ определена в (5).
Поскольку величина M(x) получена усреднением величин Mn (пуассонизацией)
и удовлетворяет рекуррентному уравнению (9), то для нахождения величин Mn
можно применить теорему 10.5 из [7]. Условия этой теоремы состоят в нахождении
числа β, для которого верны следующие два неравенства для достаточно больших
по модулю чисел z = x+ iy: ∣∣p+ qe−z/2∣∣ 2−β ≤ 1− η;
в конусе Sθ = {z : |=z| ≤ θ<z}, где 0 < η < 1, 0 < θ – некоторые константы;∣∣p+ qe−z/2∣∣ ex/2 ≤ eα|z|/2;
вне конуса Sθ, где α < 1 – некоторая константа.
Нетрудно видеть, что первое неравенство выполняется при любом β > log2 p и
любом θ > 0. Второе неравенство выполняется при любом θ < 1.




при β = log2 p+ 0.01.
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Abstract. Recall the Lebesgue’s singular function. We define a Lebesgue’s singular function L(t)
as the unique continuous solution of the functional equation
L(t) = qL(2t) + pL(2t− 1),




tndL(t), n = 0, 1, . . .


































, k 6= 0.
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The proof is based on analytic techniques such as the poissonization and the Mellin transform.
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