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DIAGONALS AND A-INFINITY TENSOR PRODUCTS
ROBERT LIPSHITZ, PETER OZSVÁTH, AND DYLAN P. THURSTON
Abstract. Extending work of Saneblidze-Umble and others, we use diagonals for the associahe-
dron and multiplihedron to define tensor products of A∞-algebras, modules, algebra homomor-
phisms, and module morphisms, as well as to define a bimodule analogue of twisted complexes
(type DD structures, in the language of bordered Heegaard Floer homology) and their one- and
two-sided tensor products. We then give analogous definitions for 1-parameter deformations of
A∞-algebras; this involves another collection of complexes. These constructions are relevant to
bordered Heegaard Floer homology.
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1. Introduction
1.1. Overview. This paper develops the homological algebra underpinning the minus variant of
bordered Floer homology.
Bordered Floer homology associates a dg algebra A(F ) to a surface F , an A∞-module ĈFA(Y1)
over A(F ) to a three-manifold Y1 equipped with an identification ∂Y1 = F , and a twisted complex,
or type D structure, ĈFD(Y2) over A(F ) to a three-manifold Y2 with ∂Y2 = F . A pairing theorem
then describes the Heegaard Floer complex of the closed three-manifold Y = Y1 ∪F Y2, as a certain
type of tensor product of ĈFA(Y1) with ĈFD(Y2). The modules ĈFA(Y2) and ĈFD(Y2) are related
by tensoring with certain bimodules, called the type AA and DD bimodules of the identity map.
To extend this to the minus version of Heegaard Floer homology, the algebraic structures need
to be generalized. Rather than associating a dg algebra to a surface, we associate a certain kind of
curved A∞-algebra, which we call a weighted A∞-algebra. Similarly, the modules associated to three-
manifolds with boundary have the form of weighted A∞-modules, and weighted type D structures.
The definitions of these algebraic objects are fairly straightforward. By contrast, the notions of
bimodules and the generalizations of the tensor product to them are more complicated to define.
Specifically, they depend on a generalization of Stasheff’s associahedron which we call the weighted
associaplex and various notions of “diagonals”, generalizing the ones used by Saneblidze-Umble to
construct tensor products of A∞-algebras [SU04] (see also [MS06,Lod11]).
1.2. Statement of results in the unweighted case. As a warm-up, we start with the now well
understood case of tensor products of A∞-algebras. This operation was described by Saneblidze
and Umble; we review their construction, with a view towards subsequent generalizations.
Fix a commutative, unital F2-algebra R (possibly graded). Throughout, by a module (respectively
chain complex) we mean a free or, more generally, projective R-module (respectively chain complex
of projective R-modules). Unless otherwise specified, in this section undecorated tensor products
are over R. (For example, in bordered Floer theory one might take R = F2.)
Let Kn denote the (n − 2)-dimensional associahedron, introduced by Stasheff in [Sta63]. Cells
of Kn are in a natural one-to-one correspondence with planar, rooted trees with n inputs and no
2-valent vertices. An associahedron diagonal is a collection of chain maps
Γ = {Γn ∶ Ccell∗ (Kn)→ Ccell∗ (Kn ×Kn)}∞n=2
satisfying compatibility and non-degeneracy conditions (Definition 2.13).
Given A∞-algebras A1 and A2 over R, we use the associahedron diagonal to define a tensor
product over R, denoted A1 ⊗Γ A2 (Definition 3.6), giving the following reformulation of results
from Saneblidze-Umble [SU04]:
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Theorem 1.1. There exist associahedron diagonals Γ, which can be used to define the notion of the
tensor product A1 ⊗Γ A2 of A∞-algebras A1 and A2, with the following properties:
(A1) The underlying R-module of A1⊗ΓA2 is the tensor product (over R) A1⊗A2 of the underlying
R-modules of A1 and A2.
(A2) If A1 and A2 are differential graded algebras, then A1 ⊗ΓA2 is a dg algebra and there is an
isomorphism of dg algebras A1 ⊗Γ A2 ≅ A1 ⊗A2,
where the right-hand-side is the usual tensor product of dg algebras.
(A3) If A1 is quasi-isomorphic to A′1 and A2 is quasi-isomorphic to A′2, then A1 ⊗ΓA2 is quasi-
isomorphic to A′1 ⊗Γ A′2.
(A4) The tensor product is associative up to isomorphism: if A1, A2, and A3 are A∞-algebras,
there is an isomorphism of A∞-algebrasA1 ⊗Γ (A2 ⊗Γ A3) ≅ (A1 ⊗Γ A2)⊗Γ A3.
(A5) If Γ and Γ′ are both associahedron diagonals, then there is an isomorphism of A∞-algebrasA1 ⊗Γ A2 ≅ A1 ⊗Γ′ A2.
Since any A∞-algebra is quasi-isomorphic to a dg algebra, the following corollary characterizesA1 ⊗Γ A2 up to quasi-isomorphism:
Corollary 1.2. Let A1 and A2 be A∞-algebras and B1 and B2 dg algebras so that Bi is quasi-
isomorphic to Ai. Then for any associahedron diagonal Γ, A1⊗ΓA2 is quasi-isomorphic to B1⊗B2.
Remark 1.3. Corollary 1.2 follows from Properties (A2) and (A3) of Theorem 1.1. Since any A∞-
algebra is quasi-isomorphic to a dg algebra, we can view Properties (A4) and (A5) as easy conse-
quences of Corollary 1.2. We have chosen instead the formulation from Theorem 1.1, as it generalizes
more readily to the weighted context; see Remark 1.13.
Going beyond tensor products of A∞-algebras, we consider next the case of A∞-modules. Fix an
associahedron diagonal Γ. A (right) module diagonal M compatible with Γ is a collection of chain
maps
M = {Mn ∶ Ccell∗ (Kn)→ Ccell∗ (Kn ×Kn)}∞n=2
that satisfy a compatibility condition with respect to Γ and a non-degeneracy condition (Defini-
tion 2.22).
Given A∞-algebras A1 and A2 and (right) A∞-modules M1 and M2 over A1 and A2, we use M
to define a tensor product M1 ⊗M M2 of M1 and M2 over R (Definition 3.21).
Theorem 1.4. For any associahedron diagonal Γ, there is as a compatible module diagonal M
which, given A∞-modules M1 and M2 over A1 and A2 respectively, can be used to define their
tensor product M1 ⊗MM2. The tensor product M1 ⊗MM2 is an A∞-module over A1 ⊗ΓA2, and
this construction has the following properties:
(M1) If M1 and M2 are differential graded modules over dg algebras A1 and A2, thenM1 ⊗M M2 ≅M1 ⊗M2,
where the right-hand-side is the usual (external) tensor product of dg modules.
(M2) If M1 is A∞-homotopy equivalent to N1 and M2 is A∞-homotopy equivalent to N2, thenM1 ⊗M M2 is A∞-homotopy equivalent to N1 ⊗M N2.
(M3) If M and M′ are both module diagonals compatible with Γ, then M1 ⊗MM2 is isomorphic
to M1 ⊗M′ M2 as modules over A1 ⊗Γ A2.
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The proofs of parts (A3) and (A5) of Theorem 1.1 involve another sort of diagonal, a multiplihe-
dron diagonal (Definition 2.44), which more generally allows one to tensor A∞-algebra homomor-
phisms together; see Lemma 3.14. Similarly, the proofs of parts (M2) and (M3) of Theorem 1.4
involve module-map diagonals (Definition 2.48), which more generally allow one to tensor morphisms
of modules together; see Lemma 3.28, Proposition 3.29, and Corollary 3.32.
Our interest in diagonals stems from the fact that they can be used to define a bimodule analogue
of special types of modules, which we called type D structures [LOT18]. Type D structures are
essentially the same as twisted complexes over A (see [BK90,Kon95]) or comodules over the bar
complex Bar(A) (compare [LH03,Kelb]); see also [LOT15, Remarks 2.2.36 and 2.2.37].
In more detail, let k be a commutative R-algebra, possibly graded, but free (or projective) as
an R-module. (For example, k might be a finite direct sum of copies of R or R[Y ]. See also
Convention 3.1.) Fix an A∞-algebra A = (A,{µn}) over k, and let
T ∗A = ∞⊕
n=0A⊗kn and T ∗A = ∞∏n=0A⊗kn.
Let P be a projective, graded k-module, equipped with a map δ1P ∶ P → A ⊗k P⟪1⟫, where ⟪1⟫
denotes a grading shift (Convention 3.2). The map δ1P can be iterated to construct a map δ ∶
P → T ∗A ⊗ P, and the A∞ operations on A fit together to give a map µ ∶ T ∗A → A. We say that
the pair (P, δ1P ∶ P → A⊗P⟪1⟫) is a type D structure if the following compatibility condition holds:
(1.5) (µ⊗ IP ) ○ δ = 0.
This formula makes sense if either large enough iterates of δ1P vanish or the µi on A vanish for
i sufficiently large. There is a tensor product pairing right A∞-modules MA with left type D
structures, written MA ⊠ AP . (See [LOT18] or Section 3.5 below.)
Given a diagonal, there is a bimodule analogue of type D structures:
Definition 1.6. Fix A∞-algebras A and B. A (left-left) type DD structure over A and B is a type
D structure over A⊗Γ B.
(We adopt the convention from our earlier papers [LOT15] that an algebra as a subscript, as
in MA, denotes an A∞-module, while an algebra as a superscript, as in AP , denotes a type D
structure. An A∞-algebra A has an opposite algebra Aop, and a right A∞-module MA over A is
the same as a left A∞-module AopM over Aop; and similarly for type D structures. In particular, a
left-right type DD structure APB over A and B is the same as a left-left type DD structure A,BopP
over A and Bop.)
Fix an associahedron diagonal Γ and corresponding module diagonal M. If A,BP is a type DD
structure with respect to Γ and MA, NB are A∞-modules over A and B, we can define the triple
tensor product [MA⊠APBop⊠BopN ]M to be the tensor product of the (A⊗ΓB)-moduleMA⊗MNB
with the A⊗Γ B type D structure A,BP .
Theorem 1.7. Assuming that either P is bounded or M, N , A and B are all bonsai (as defined in
Section 3), the triple tensor product is a well-defined chain complex. Moreover, different choices of
M give rise to homotopy equivalent triple tensor products.
Fix an associahedron diagonal. We will define the notion of a compatible module diagonal prim-
itive, p (Definition 2.29). The key results are the following:
Proposition 1.8. Given an associahedron diagonal Γ, there is a module diagonal primitive p com-
patible with Γ.
Lemma 1.9. Given an associahedron diagonal Γ, a module diagonal primitive p compatible with Γ
gives rise to an associated module diagonal M = Mp.
The utility of this construction is the following:
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Theorem 1.10. Under appropriate boundedness hypotheses, a module diagonal primitive gives a
way to form a type D structure APBop ⊠p BopN over A. If MA is an A∞-module over A, then there
is an isomorphism MA ⊠ (APBop ⊠p BopN ) ≅ [MA ⊠ APBop ⊠ BopN ]Mp ,
where here the right-hand-side denotes the triple tensor product of Theorem 1.7.
The operation ⊠p is functorial in an appropriate sense; see Proposition 3.58 and Lemma 3.62.
1.3. Statement of results in the weighted case. We start with some definitions. Let R and k
be as above.
Definition 1.11. A weightedA∞-algebra or w-algebra over k is a curved A∞-algebra A = (A⟦t⟧, µn)
over k⟦t⟧, free over R⟦t⟧, with t central, and so that the curvature µ0 lies in tA⟦t⟧. In particular,
A = A⟦t⟧/tA⟦t⟧ inherits the structure of an uncurved A∞-algebra, called the underlying A∞-algebra
of A .
A homomorphism f ∶ A →B of weighted A∞-algebras is a homomorphism of curved A∞-algebras
so that f0 ∈ tB⟦t⟧. A homomorphism f is a quasi-isomorphism if the induced map of underlying
A∞-algebras is a quasi-isomorphism.
A weighted A∞-module or w-module M over A is a curved A∞-module M = (M⟦t⟧,mn) over
k⟦t⟧, free over R⟦t⟧, so that the curvature m0 lies in tM⟦t⟧.
See Definitions 4.1, 4.18, and 4.34 for equivalent, more explicit definitions. The variable t is
allowed to have an arbitrary grading, and different gradings of t lead to different notions. (Again,
see Section 4 for further discussion.) For the complex of morphisms between weighted A∞-modules,
see Section 4.5.
An ordinary A∞-algebra A can be viewed as a weighted A∞-algebra by extension of scalars. We
call such algebras weighted trivially. (Equivalently, in the notation of Definition 4.1, an algebra is
weighted trivially if the maps µwn vanish when w > 0.)
The analogue of the cellular chain complex of the associahedron in the weighted case is the
weighted trees complex X∗,∗∗ , defined in Section 4.1, and a slight extension of it, the extended
weighted trees complex X̃∗,∗∗ (Section 6.2). The weighted trees complex is the cellular chain complex
of the weighted associaplex, a cell complex introduced in Section 8. Unlike the associahedron,
the associaplex is not a polyhedron; but like the associahedron, it is contractible (Theorems 5.2
and 8.32).
A weighted algebra diagonal is a map
Γn,w ∶ Xn,w∗ → ⊕
w1,w2≤wY w−w11 Y w−w22 X̃
n,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2]
satisfying certain compatibility and non-degeneracy conditions (Definition 6.4). Unlike the un-
weighted case, not all weighted algebra diagonals are equivalent: rather, the homotopy class is
determined by the seed Γ0,1.
A weighted algebra A is strictly unital if there is an element 1 ∈ A so that for each a ∈ A,
µ2(1, a) = µ2(a,1) = a and for any n ≠ 2 and a1, . . . , an−1 ∈ A, µn(a1, . . . , ai−1,1, ai, . . . , an−1) = 0.
Strict unitality for weighted modules over strictly unital algebras and homomorphisms of strictly
unital algebras is defined similarly; see Section 4.3. Unlike in the unweighted case, we define tensor
products only of strictly unital weighted algebras and modules (or, more generally, homotopy unital
ones, in Section 7.4).
We can now state the weighted analogue of Theorem 1.1:
Theorem 1.12. There is a weighted algebra diagonal Γ∗,∗ with any given seed. Further, given
a weighted algebra diagonal Γ∗,∗, there is an associated tensor product of strictly unital weighted
algebras A1 and A1 over R, A1 ⊗Γ A2, satisfying the following properties:
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(wA1) If A1 and A2 are weighted trivially then A1 ⊗Γ A2 coincides with the tensor product of
underlying A∞-algebras (with respect to a diagonal obtained by restricting Γ∗,∗).
(wA2) If A1 is quasi-isomorphic to B1 and A2 is quasi-isomorphic to B2, then A1⊗ΓA2 is quasi-
isomorphic to B1 ⊗ΓB2.
(wA3) If Γ∗,∗1 and Γ∗,∗2 are weighted algebra diagonals with the same seed, then A1 ⊗Γ1 A2 is
isomorphic to A1 ⊗Γ2 A2.
The tensor product of strictly unital weighted algebras is not itself strictly unital, but only
weakly unital (Definition 4.23). Any weakly unital weighted algebra is isomorphic to a strictly
unital one (Theorem 4.25), but this extra isomorphism makes associativity of the tensor product in
the weighted case more subtle than the unweighted case; see Section 7.4.
Remark 1.13. While every A∞-algebra over a field is quasi-isomorphic to a dg algebra, we are not
aware of a similar result for weighted A∞-algebras. So, while one can define the tensor product
of two A∞-algebras by resolving and then taking the ordinary tensor product, we do not know a
weighted analogue of this operation.
Turning to modules, the weighted analogue of Theorem 1.4 is:
Theorem 1.14. For any weighted algebra diagonal Γ∗,∗, there is as a corresponding weighted mod-
ule diagonal M∗,∗ which, given strictly unital weighted A∞-modules M1 and M2 over A1 and A2
respectively, can be used to define their tensor product M1 ⊗M M2, a weighted A∞-module over
A1 ⊗Γ A2. This tensor product has the following properties:
(M1) If M1 and M2 are trivially weighted A∞-modules over trivially weighted A∞-algebras then
their tensor product is the same as in Theorem 1.4.
(M2) IfM1 is homotopy equivalent to N1 andM2 is homotopy equivalent to N2, thenM1⊗MM2
is homotopy equivalent to N1 ⊗MN2.
(M3) If M∗,∗1 and M∗,∗2 are weighted module diagonals compatible with Γ∗,∗, then M1 ⊗M1M2 is
homotopy equivalent to M1 ⊗M2M2 as weighted A∞-modules over A1 ⊗Γ A2.
Again, the tensor product does not preserve strict unitality, though any weighted A∞-module is
isomorphic to a strictly unital one (Theorem 4.50).
Similarly to the unweighted case, functoriality in Theorem 1.12 uses weighted map diagonals
(Definition 6.14), the existence of which is guaranteed by Lemma 6.18. See Definition 7.6 for the
definition of the tensor product of two weighted algebra homomorphisms. Similarly, functoriality in
Theorem 1.14 uses weighted module-map diagonals (Definition 6.39), existence and uniqueness (up
to homotopy) of which is Lemma 6.41. Functoriality properties of the tensor product of weighted
modules are spelled out in Proposition 7.12 and Lemma 7.15.
We turn next to weighted type D and DD structures and their box tensor products. With R
and k as above, let A = (A⟦t⟧, µ) be a weighted A∞-algebra over k and X an element of k which
acts centrally on A, in the sense that aX = Xa for all a ∈ A. Write µn = ∑µwn tw. A weighted type
D structure with charge X over A is a projective k-module P and a map δ1 ∶ P → A⊗P satisfying
(1.15)
∞∑
w=0
∞∑
n=0Xw(µwn ⊗ I) ○ δn = 0 ∈ A⊗ P.
Here, δn ∶ P → A⊗n ⊗ P is the result of iterating δ1 n times. This structure equation makes sense
under suitable boundedness hypotheses on A and/or P ; see Section 4.7. There is a box tensor
product of a weighted type D structure and a weighted A∞-module, M ⊠ P , defined similarly to
the unweighted case; see Equation (4.66) (Section 4.7). (One could also consider charges X ∈ k⟦t⟧.
Then, for charge X = t, Equation (1.15) is the usual type D structure relation over A considered
as a curved A∞-algebra.)
Parallel to the unweighted case, given weighted algebrasA andB and a weighted algebra diagonal
Γ∗,∗, a weighted type DD structure over A and B with respect to Γ∗,∗ is a type D structure over
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A ⊗ΓB. Given weighted modulesM andN overA andB, under suitable boundedness hypotheses
there is a corresponding triple tensor product (Definition 7.21)[MA ⊠ APBop ⊠BopN ]M ∶= (M ⊗MN )A ⊗ΓB ⊠ A ⊗ΓBP.
Theorem 1.16. Assume that either APB
op
is operationally bounded or A , B, M , and N are
bonsai. Then the triple tensor product is a well-defined chain complex. Moreover, different choices
of weighted module diagonal M give rise to homotopy equivalent triple tensor products.
Again, for one-sided box tensor products of type DD structures we use a weighted module diagonal
primitive p∗,∗ (Definition 6.29). Some key results are:● Given any weighted algebra diagonal, there is a compatible weighted module diagonal prim-
itive (Proposition 6.34).● A weighted module diagonal primitive gives rise to a weighted module diagonal (Lemma 6.38).● Weighted module diagonal primitives give a way of defining a one-sided box tensor product
M ⊠p∗,∗ P (Definition 7.22).● The triple box tensor product agrees, up to homotopy, with taking the one-sided box tensor
product twice (Proposition 7.23).
Functoriality of the one-sided box tensor product uses module-map diagonal primitives (Defini-
tion 6.42), and is spelled out in Section 7.3.4, particularly Proposition 7.27 and Lemma 7.28.
1.4. Additional topics. To prove associativity of the tensor product of weighted algebras and to
prove that the category of type DD structures is independent of the choice of diagonal, we need
to relax the unitality assumption, and work with homotopy unital weighted algebras. We generally
give these generalizations at the end of each section.
As mentioned above, many of the algebraic constructions in this paper require some boundedness
properties to make sense. In most of the paper, we work with boundedness properties which are easy
to state and make sense quite generally, but are not, in fact, sufficiently general for the application
to bordered Heegaard Floer homology. We relax these conditions, over particular ground rings, in
Section 9, to conditions that are satisfied in bordered Floer theory.
For the reader’s convenience, Appendix A collects the first few terms in various kinds of diagonals,
and Appendix B has a table of the various objects (Table 1) introduced in this paper and a table
of conventions (Table 2).
2. Diagonals: definitions, existence
Convention 2.1. Let R be a commutative ring (possibly graded). In this section, undecorated tensor
products are over R.
2.1. Trees and the associahedron.
Convention 2.2. In this paper, all trees will be planar trees, with a distinguished root leaf, which
we call the output (so our planar trees are rooted). The other leaves the inputs. (This will change
in Section 4, where some leaves are neither inputs nor the output.) Non-leaf vertices are internal
vertices.
We admit as a degenerate tree ↓ a single edge with one input, one output, and no internal vertices,
which we sometimes call the identity tree.
We draw our trees so that the inputs come in the top and the root exits through the bottom,
and each edge points downward. Consequently, each internal vertex has a leftmost and a rightmost
parent.
Each vertex v of a tree T has a valence d(v), the number of edges incident to the vertex. A
tree is called binary if each internal vertex has two parents (a left parent and a right parent), or
equivalently if each internal vertex has valence 3.
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Figure 1. Some trees. At the left is the corolla Ψ4 with four inputs, which
corresponds to the parenthesization (1,2,3,4). To its right is the right-associated
binary tree with four inputs, which corresponds to the parenthesization(1, (2, (3,4))).
We denote the free R-module spanned by trees with n inputs and no 2-valent vertices by Tn. LetT be the graded R-module ⊕∞n=1 Tn.
Note that the special case T1 is 1-dimensional, spanned by the tree ↓ with one input, one output,
and no internal vertices. (The module T2 is also 1-dimensional.)
Definition 2.3. A rooted, planar tree with a single internal vertex is called a corolla. Let Ψn denote
the corolla with n inputs (i.e., n + 1 leaves); see Figure 1.
Given trees S and T , let T ○i S be the result of gluing the output leaf of S to the ith input leaf
of T . (Note that ○i is not associative, because of how the indexing behaves.) Extend ○i bilinearly
to a map Tn ⊗ Tm → Tm+n−1. Given S ∈ Tm, T ∈ Tn let T ○S = ∑ni=1 T ○i S. It will also sometimes be
convenient to use a multi-linear composition map Tk ⊗ Tm1 ⊗⋯⊗ Tmk → Tm1+⋯+mk ,
(2.4) (T,S1, . . . , Sk)↦ T ○ (S1, . . . , Sk),
obtained by gluing the output of Si to the ith input of T . That is,
T ○ (S1, . . . , Sk) = ((((T ○k Sk) ○k−1 Sk−1)○k−2)⋯) ○1 S1.
We will often be interested in pairs of trees with n inputs (or elements of Tn ⊗ Tn). Define(T1, T2) ○i (S1, S2) = (T1 ○i S1, T2 ○i S2) and
(2.5) (T1, T2) ○ (S1, S2) =∑
i
(T1, T2) ○i (S1, S2) =∑
i
(T1 ○i S1, T2 ○i S2).
We also use a multi-composition for pairs of trees, analogous to Formula (2.4). Specifically, given
a pair of trees (T,T ′) with k inputs and pairs of trees (S1, S′1), . . . , (Sk, S′k), let
(2.6) (T,T ′) ○ ((S1, S′1), . . . , (Sk, S′k)) = (T ○ (S1, . . . , Sk), T ′ ○ (S′1, . . . , S′k)).
The similarity in notation between Formulas (2.5) and (2.6) should not cause confusion: the only
overlap is when (T,T ′) are trees with a single input, in which case the two notations agree.
The associahedron Kn, introduced by Stasheff [Sta63], is a CW complex which is a natural
compactification of the configuration space of n ≥ 2 distinct points in R modulo translation and
scaling [FO97,Dev99]. The cells in the associahedron are in a natural one-to-one correspondence
with trees with n inputs and no 2-valent vertices. (We will sometimes call such trees associahedron
trees.) In turn, cells correspond to parenthesizations of the inputs; see Figure 1. In particular, for
each n ≥ 2, the cellular chain complex Ccell∗ (Kn;R) is identified with Tn.
Convention 2.7. By Ccell∗ (⋅) = Ccell∗ (⋅;R) we mean the cellular chain complex with R-coefficients.
Definition 2.8. The dimension of a tree T ∈ Tn with k internal vertices is the dimension of the
corresponding cell in Kn; namely, dim(T ) = n − k − 1.
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T
S
φ74,6(S ⊗ T ) = T ○4 S
Figure 2. Examples of compositions of trees. An illustration of the stacking
of trees S and T , φ74,6(S ⊗ T ).
Remark 2.9. We use the word dimension to refer to the grading on Tn, Ccell∗ (Kn), and so on, to
distinguish it from another grading which appears in Section 7.
The differential in the cellular chain complex Ccell∗ (Xn) of (the cell corresponding to) such a tree
T is the sum over all the ways of inserting an edge into T , so as to preserve the property that no
vertex has valence two. For example, if we write a tree as a bracketing of its inputs then
∂(1,2,3,4) = ((1,2,3),4) + (1, (2,3,4)) + ((1,2),3,4) + (1, (2,3),4) + (1,2, (3,4)).
The following fundamental result guides many of the results in this paper:
Proposition 2.10. [Sta63] The complex Ccell∗ (Kn) is contractible; i.e.,
Hi(Ccell∗ (Kn)) = { R if i = 00 otherwise.
(The proposition also follows from the fact that Kn is a convex polytope; see [CSZ15] for a
discussion of various realizations of the associahedron and further citations.)
Given any 1 ≤ i < j ≤ n, there is a codimension-1 face Fni,j such that
(2.11) Kj−i+1 ×Kn+i−j ≅ Fni,j ⊂Kn,
and these are all the codimension-1 faces. These face maps induce chain maps
(2.12) φni,j ∶ Ccell∗ (Kj−i+1)⊗Ccell∗ (Kn+i−j)→ Ccell∗ (Kn),
which can be interpreted as compositions of trees:
φni,j(S,T ) = T ○i S.
See Figure 2.
2.2. Algebra diagonals. For any space X, there is a natural diagonal map of the singular chain
complex
ΓXsing ∶ Csing∗ (X)→ Csing∗ (X ×X)
Our first goal is to define an associahedron diagonal, which is a cellular approximation
Γn ∶ Ccell∗ (Kn)→ Ccell∗ (Kn ×Kn)
to the diagonal and which is natural under the face maps, in a sense to be made precise presently.
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Definition 2.13. An associahedron diagonal is a sequence of (degree-preserving) chain maps{Γn ∶ Ccell∗ (Kn)→ Ccell∗ (Kn)⊗Ccell∗ (Kn) }∞n=2
satisfying the following conditions:● Compatibility under stacking:
(2.14) Γn ○ φni,j = (φni,j ⊗ φni,j) ○ (Γj−i+1 ⊗Γn+i−j),
with the understanding that the composition on the right-hand side of Formula (2.14) involves
a shuffling of tensor factors, i.e., it implicitly uses the identification
(2.15) Ccell∗ (Kj−i+1)⊗Ccell∗ (Kn+i−j)⊗Ccell∗ (Kj−i+1)⊗Ccell∗ (Kn+i−j)≅ Ccell∗ (Kj−i+1)⊗Ccell∗ (Kj−i+1)⊗Ccell∗ (Kn+i−j)⊗Ccell∗ (Kn+i−j).● Non-degeneracy: Γ2 ∶ Ccell0 (K2) → Ccell0 (K2) ⊗ Ccell0 (K2) is the standard isomorphism
R ≅ R⊗R R. (Note that K2 is a single point.)
The term associahedron diagonal is used to distinguish these maps from other diagonals (such
as module diagonals and multiplihedron diagonals) defined below. An associahedron diagonal was
constructed by Saneblidze and Umble [SU04] to define the tensor products of A∞-algebras; see
also [MS06,Lod11].
An associahedron diagonal is encoded conveniently in the following:
Definition 2.16. A associahedron tree diagonal consists of (n−2)-chains γn ∈ Ccell∗ (Kn)⊗Ccell∗ (Kn)
for each n ≥ 2 satisfying:● Compatibility:
(2.17) ∂γn = ∑
1≤i<j≤n(φni,j ⊗ φni,j)(γj−i+1 ⊗ γn+i−j).
(Here, we have the same shuffling of factors as in Formula (2.14).)● Non-degeneracy: γ2 ∈ C0(K2)⊗C0(K2) is the generator.
Equivalently, we can view an associahedron tree diagonal as elements γn ∈ Tn ⊗ Tn of dimension
n − 2, satisfying:● Compatibility:
(2.18) ∂γn = ∑
i+j=n+1γi ○ γj ,
where ○ is the sum of all ways of composing, as in Equation (2.5).● Non-degeneracy: γ2 = Ψ2 ⊗Ψ2.
Schematically, the compatibility condition is:
∂
⎛⎝ γ γ ⎞⎠ = γ γγ γ .
The correspondence between associahedron diagonals and associahedron tree diagonals comes
from the fact that associahedron diagonals are determined by their values on the corollas, which
correspond to the top-dimensional cells of the associahedra:
Lemma 2.19. There is a one-to-one correspondence between associahedron diagonals and asso-
ciahedron tree diagonals, which associates to an associahedron diagonal Γ the associahedron tree
diagonal Γn(Ψn).
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Figure 3. From an associahedron tree diagonal to an associahedron di-
agonal. (a) The first few terms in a particular associahedron tree diagonal. (b)
Substituting these terms into a more complicated tree.
Proof. First, we show that if Γn is an associahedron diagonal, then the cells γn = Γn(Ψn) form
an associahedron tree diagonal, in the sense of Definition 2.16. Start from the identity from Equa-
tion (2.11)
∂Ψn = ∑
1≤i<j≤nφni,j(Ψj−i+1 ⊗Ψn+i−j).
Apply Γn to both sides and use Equation (2.14) to conclude that Equation (2.17) holds.
Conversely, given an associahedron tree diagonal γ ∈ Tn define Γn ∶ Ccell∗ (Kn) → Ccell∗ (Kn) ⊗
Ccell∗ (Kn) as follows. Identifying Ccell∗ (Kn) and Tn, it suffices to define the value of Γn on any tree
T ∈ Tn. We can write T as a composition of corollas,
T = Ψnk ○ik−1 Ψnk−1 ○ik−2 ⋯ ○i1 Ψn1 .
Define
Γ(T ) = γnk ○ik−1 γnk−1 ○ik−2 ⋯ ○i1 γn1 .
(See Figure 3.) It is clear that this definition is independent of the decomposition of T and,
consequently, that Γ satisfies Equation (2.14). The non-degeneracy conditions on γ and on Γ also
obviously correspond.
It remains to verify that the extension is a chain map. Given a tree T ∈ Tn = Ccell∗ (Kn), the
cellular boundary ∂(T ) is the sum of all ways of inserting an edge at some internal vertex v in T .
The terms in Γ(∂(T )) coming from v correspond to breaking v into two vertices, with valences
i, j > 2, and inserting γi and γj at these two vertices. This corresponds to the right-hand side of
Formula (2.17). The terms in ∂(Γ(T )) coming from v correspond to inserting ∂γn (rather than γn)
at v. This corresponds to the left-hand side of Formula (2.17). The result follows. 
Lemma 2.20. There is an associahedron diagonal.
Proof. We describe the inductive procedure for constructing an associahedron tree diagonal. The
base case n = 2 is specified by the non-degeneracy condition, and a solution for n = 3 is shown in
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Figure 4. A profile tree. The tree on the left has n = 7. At the right we have
drawn the profile tree corresponding to the triple of inputs 1, 4, and 7.
Figure 3. For the inductive step, suppose we already have γn for n = 2, . . . ,m satisfying Equa-
tion (2.17). To find γm+1, m ≥ 3, we observe that the right-hand-side of Equation (2.17) determines
a cycle:
∂ ∑
1≤i<j≤m+1(φm+1i,j ⊗ φm+1i,j )(γj−i+1 ⊗ γm+1+i−j) = 0.
This is a straightforward consequence of the facts that φm+1i,j are chain maps and the γn satisfy
Equation (2.17) for n ≤m: the terms cancel in pairs. According to Stasheff, X is contractible [Sta63,
Proposition 3]; in particular, H∗(X) = 0 for ∗ > 0. It follows that H∗(X ×X) = 0 for ∗ > 0 as well.
Since the right hand side of Equation (2.17) lies in dimension n−3 we can find some γm+1 satisfying
Equation (2.17) for n =m + 1 ≥ 4, as needed. 
Example 2.21. Given a tree T with n inputs and a subset V ⊂ {1, . . . , n} of the inputs to T , the
profile tree of T with profile V , denoted T (V ), is the result of deleting the inputs to T which are
not in V and collapsing any resulting 2-valent vertices. See Figure 4.
Call a pair of three-input trees right-moving if it is one of the following five pairs:
Call a pair (S,T ) of n-input trees right-moving if for any triple v1, v2, v3 ∈ {1, . . . , n}, the pair of
three-input trees (S(v1, v2, v3), T (v1, v2, v3)) is right-moving.
Masuda-Thomas-Tonks-Vallette [MTTV19] have shown that the sum of all trees which are right-
moving and in dimension n−2 (where n is the number of inputs to each tree) forms an associahedron
tree diagonal. (This is the associahedron tree diagonal for which the first three terms are shown in
Figure 3.
2.3. Module diagonals.
Definition 2.22. Fix an associahedron diagonal Γ. A right module diagonal compatible with Γ is
a collection of chain maps Mn ∶ Ccell∗ (Kn) → Ccell∗ (Kn) ⊗Ccell∗ (Kn), n ≥ 2, satisfying the following
conditions:● Compatibility:
(2.23) Mn ○ φni,j = ⎧⎪⎪⎨⎪⎪⎩
(φn1,j ⊗ φn1,j) ○ (Mj ⊗Mn+1−j) if i = 1(φni,j ⊗ φni,j) ○ (Γj−i+1 ⊗Mn+i−j) if i > 1.● Non-degeneracy: M2 ∶ Ccell0 (K2) → Ccell0 (K2) ⊗ Ccell0 (K2) is the standard isomorphism
R ≅ R⊗R R.
Equivalently, we can view M as a formal linear combination of pairs of trees mn ∈ Tn ⊗ Tn in
dimension n−2, corresponding to the cells Mn(Ψn). For module diagonals, the leftmost strands are
distinguished. These trees must satisfy:
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Figure 5. The first three terms in a module diagonal associated to a mod-
ule diagonal primitive. This is the module diagonal associated to the primitive
in Figure 7.
● Compatibility:
(2.24) ∂mn = ∑
k+`=n+1(mk ○1 m` +
k∑
i=2 mk ○i γ`).● Non-degeneracy: m2 = Ψ2 ⊗Ψ2.
We will sometimes call the data {mn} a module tree diagonal.
Left module (tree) diagonals are defined similarly, except that the rightmost strands are distin-
guished. That is, the compatibility condition (2.24) is replaced by
∂mn = ∑
k+`=n+1(mk ○k m` +
k−1∑
i=1 mk ○i γ`).
By a module (tree) diagonal we will always mean a right module (tree) diagonal.
The proof of the equivalence of the above two definitions of module diagonals is similar to the
proof of Lemma 2.19. Schematically, the compatibility condition for a right module diagonal is:
∂
⎛⎝ m m ⎞⎠ =
⎛⎜⎜⎜⎜⎝
m m
m m
⎞⎟⎟⎟⎟⎠ +
⎛⎜⎜⎜⎜⎝
γ γ
m m
⎞⎟⎟⎟⎟⎠
(For a left module diagonal one reflects the pictures horizontally.)
The first few terms in a particular module tree diagonal are shown in Figure 5.
Example 2.25. Any associahedron diagonal can be viewed as a module diagonal.
2.4. Module diagonal primitives. The goals of this section are to define module diagonal prim-
itives and relate them to module diagonals.
Definition 2.26. For a rooted, planar tree, there is a notion of the leftmost strand: this is the
path which is composed of a sequence of edges e1, . . . , en, where en is the terminal edge (incident to
the output leaf), ei is the leftmost edge into the initial vertex of ei+1, and e1 is edge incident to the
leftmost input leaf.
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Figure 6. Joining trees. Left: trees T1, T2, and T3. Center: the root joining
RoJ(T1, T2, T3) of T1, T2, T3. Right: the left joining LeJ(T1, T2, T3) of T1, T2, T3.
Definition 2.27. Given a sequence S1, . . . , Sn of trees, the root joining RoJ(S1, . . . , Sn) of S1, . . . , Sn
is obtained by joining the outputs of S1, . . . , Sn into a single new node. That is, the root joining is
RoJ(S1, . . . , Sn) = ((((Ψn ○n Sn) ○n−1 Sn−1)○n−2)⋯) ○1 S1 = Ψn ○ (S1, . . . , Sn).
See Figure 6.
Given a sequence T1, . . . , Tn of trees, the left joining LeJ(T1, . . . , Tn) of T1, . . . , Tn is given by
attaching the output of Ti (for i = 1, . . . , n − 1) to the leftmost input of Ti+1. That is,
LeJ(T1, . . . , Tn) = Tn ○1 (Tn−1 ○1 (⋯ ○1 T1)).
Again, see Figure 6.
When working with primitives, we will be interested in pairs of trees (T,S) ∈ Tn ⊗ Tn−1.
Definition 2.28. Given (T1, S1) ∈ Tn ⊗ Tn−1 and (T2, S2) ∈ Tm ⊗ Tm, define a shifted version of
composition by (T1, S1)○′i (T2, S2) = (T1 ○i+1T2, S1 ○iS2), and let (T1, S1)○′ (T2, S2) = ∑n−1i=1 (T1, S1)○′i(T2, S2).
For n ≥ 2, given a sequence (T1, S1), (T2, S2), . . . , (Tn, Sn) of pairs of trees, with each Ti having
one more input than Si, define the left-root joining of the sequence to be
LR((T1, S1), . . . , (Tn, Sn)) = LeJ(T1, . . . , Tn)⊗RoJ(S1, . . . , Sn),
where the left join LeJ and root join RoJ are defined in Definition 2.27. Extend LR multi-linearly
to a function
LR ∶ (T ⊗ T )⊗n → (T ⊗ T )
for n ≥ 2. We define LR to vanish on (T ⊗ T )⊗1 and on (T ⊗ T )⊗0.
Definition 2.29. Fix an associahedron tree diagonal γ. A (right) module diagonal primitive com-
patible with γ consists of a linear combination of trees for n ≥ 2
(2.30) pn = ∑(S,T )nS,T (S,T ) ∈ Tn ⊗ Tn−1,
in dimension n − 2, satisfying the following conditions:● Compatibility:
(2.31) ∂p = LR(p⊗●) + p ○′ γ.
Here, p = ∑n pn ∈∏n Tn ⊗ Tn−1 and p⊗● = ∑n≥0 p⊗n.● Non-degeneracy: p2 = Ψ2 ⊗ ↓.
(The reader familiar with DD bimodules may want to skip ahead to Definition 3.49 for the
motivation for module diagonal primitives.)
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Figure 7. The first three terms in a module diagonal primitive. The terms
p2, p3, and p4 are shown. This primitive is compatible with the associahedron
diagonal from Figure 3.
Schematically, the module diagonal primitive compatibility condition is:
∂
⎛⎝ p p ⎞⎠ =
p
⋮
p
p ⋯ p
Ψ
+ γ
p
γ
p
The first few terms in one module diagonal primitive, compatible with the associahedron diagonal
from Figure 3, are shown in Figure 7.
Example 2.32. Given a tree S, a left inflation of S is a tree obtained from S by adding one more
input, to the left of the other inputs of S, and connecting that input to some (existing) internal
vertex on the left-most strand of S. Let ∆ = {(S,T )} be the set of pairs of trees appearing in the
diagonal in Example 2.21. One can show that{(S′, T ) ∣ ∃(S,T ) ∈ ∆ such that S′ is a left inflation of S}
is a module diagonal primitive compatible with ∆. This is the module diagonal primitive shown in
Figure 7. (See also the proof of Lemma 2.37.)
Lemma 2.33. Given x1 ⊗⋯⊗ xn ∈ (T ⊗ T )⊗n, the operation LR satisfies
∂(LR(x1 ⊗⋯⊗ xn)) = n∑
i=1 LR(x1 ⊗⋯⊗ ∂(xi)⊗⋯⊗ xn)
+ n−1∑
j=2
n−j∑
i=0 LR(x1 ⊗⋯⊗ xi ⊗ LR(xi+1 ⊗⋯⊗ xi+j)⊗ xi+j+1 ⊗⋯⊗ xn).
The operation ○′ satisfies ∂(x ○′ y) = ∂(x) ○′ y + x ○′ ∂(y). Finally,
LR(x1 ⊗ ⋅ ⋅ ⋅ ⊗ xn) ○′ y = n∑
i=1 LR(x1, . . . , xi−1, xi ○′ y, xi+1, . . . , xn).
Proof. The claim about ∂ ○ LR is immediate from the definition: the second sum comes from
differentiating the corolla in the root joining. The Leibniz rule for ○′ and distributivity of ○′ and
LR are also immediate from the definitions. 
Recall that Proposition 1.8 asserts the existence of module diagonal primitives.
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Proof of Proposition 1.8. As in Lemma 2.20, we proceed by induction on the number of inputs. The
case n = 2 is determined by the non-degeneracy condition. For the case n = 3, the compatibility
condition is
∂p3 = ⊗ + ⊗
.
(The two terms come from the two terms on the right of Formula (2.31), respectively.) This is
solved by
p3 = ⊗
.
If we have constructed primitives with fewer than n leaves, n > 3, it suffices to verify that the
expression on the right of Formula (2.31) is a cycle: the fact that it is a boundary then follows from
contractibility of Kn×Kn−1 and the fact that a primitive lies in dimension n−2. Using Lemma 2.33,
we have
∂(LR(p⊗●) + p ○′ γ) = LR(p⊗● ⊗ LR(p⊗●)⊗ p⊗●) + LR(p⊗● ⊗ ∂(p)⊗ p⊗●)+ ∂(p) ○′ γ + p ○′ ∂(γ).
Applying the primitive compatibility condition (Formula (2.31)) to the second and third terms and
the associahedron diagonal compatibility condition (Formula (2.18)) to the fourth term gives
LR(p⊗● ⊗ LR(p⊗●)⊗ p⊗●) + LR(p⊗● ⊗ LR(p⊗●)⊗ p⊗●) + LR(p⊗● ⊗ (p ○′ γ)⊗ p⊗●)+ LR(p⊗●) ○′ γ + (p ○′ γ) ○′ γ + p ○′ (γ ○ γ).
The first two terms cancel, the third and fourth terms cancel, and the fifth and sixth terms cancel.
The result follows. 
We can construct a module diagonal from a primitive.
Definition 2.34. Given a sequence (S1, T1), . . . , (Sk, Tk) of pairs of trees, define a modified left-root
joining by
LR′((S1, T1), . . . , (Sk, Tk)) = LeJ(S1, . . . , Sk)⊗RoJ(↓, T1, . . . , Tk).
If each Si has one more input than the corresponding Ti, then in the result of LR′ the two trees have
the same number of inputs. Extend LR′ multi-linearly to a function
LR′ ∶ (T ⊗ T )⊗n → (T ⊗ T )
for n ≥ 1. Define LR′ to vanish on (T ⊗ T )⊗0. Then, if p = ∑n pn is a linear combination of trees
as in Equation (2.30), the module tree diagonal associated to p is
(2.35) mp ∶= LR′(p⊗●).
Schematically, the associated module tree diagonal is:
m m ∶=
p
⋮
p
p
⋮
p
Ψ
.
An example is shown in Figure 5. In that figure, the trees in each mn are listed in order of the
number k of terms in p⊗k which are joined together.
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Lemma 2.36. Given x1 ⊗⋯⊗ xn ∈ (T ⊗ T )⊗n, the operation LR′ satisfies
∂(LR′(x1 ⊗⋯⊗ xn)) = n∑
i=1 LR′(x1 ⊗⋯⊗ ∂(xi)⊗⋯⊗ xn)
+ n−1∑
i=1 LR′(x1 ⊗ ⋅ ⋅ ⋅ ⊗ xi) ○1 LR′(xi+1 ⊗ ⋅ ⋅ ⋅ ⊗ xn)
+ n∑
j=2
n−j∑
i=0 LR′(x1 ⊗⋯⊗ LR(xi+1 ⊗⋯⊗ xi+j)⊗⋯⊗ xn).
Proof. This is immediate from the definitions. The second and third terms come from differentiating
the corolla in the root joining, depending on whether the new edge is on the left or not. 
Lemma 1.9 asserts that the associated module tree diagonal is, in fact, a module tree diagonal.
Proof of Lemma 1.9. Let m be the module tree diagonal associated to p. Non-degeneracy of m is
immediate. From Lemma 2.36 and the module diagonal primitive compatibility Equation (2.31),
we have
∂m = LR′(p⊗● ⊗ ∂p⊗ p⊗●) + LR′(p⊗●) ○1 LR′(p⊗●) + LR′(p⊗● ⊗ LR(p⊗●)⊗ p⊗●)= LR′(p⊗● ⊗ (p ○′ γ)⊗ p⊗●) + LR′(p⊗●) ○1 LR′(p⊗●)=∑
i≥2 m ○i γ +m ○1 m,
agreeing with the module diagonal compatibility Equation (2.24). 
Module diagonal primitives, if they exist, are unique, and satisfy the module primitive compati-
bility condition:
Lemma 2.37. If p and p′ are module diagonal primitives with LR′(p) = LR′(p′) then p = p′.
Further, if m is a module tree diagonal so that m = LR′(p) for some collection of pairs of trees p
then p is a module diagonal primitive.
Proof. For the first statement, note that there is a bijection between pairs of trees (S,T ) in pn and
pairs of trees (S′, T ′) in mn for which the trunk vertex T ′ (the internal vertex closest to the root)
has valence 3. Given (S′, T ′), the corresponding tree (S,T ) has S = S′ and T obtained from T ′ by
deleting the left-most edge. (Compare Figures 7 and 5 and Example 2.32.)
For the second statement, if m satisfies the module diagonal compatibility condition then, as in
the proof of Lemma 1.9, we must have
LR′(p⊗● ⊗ ∂p⊗ p⊗●) + LR′(p⊗●) ○1 LR′(p⊗●) + LR′(p⊗● ⊗ LR(p⊗●)⊗ p⊗●)= LR′(p⊗● ⊗ (p ○′ γ)⊗ p⊗●) + LR′(p⊗●) ○1 LR′(p⊗●).
Thus,
LR′(p⊗● ⊗ ∂p⊗ p⊗●) + LR′(p⊗● ⊗ LR(p⊗●)⊗ p⊗●) + LR′(p⊗● ⊗ (p ○′ γ)⊗ p⊗●) = 0.
Restricting to the terms where the trunk vertex of the left tree has valence 3 then gives
LR′(∂p) + LR′(LR(p⊗●)) + LR′(p ○′ γ) = 0.
Considering the terms where the trunk vertex of the right tree also has valence 3 shows that
∂p + LR(p⊗●) + p ○′ γ = 0,
as desired. Finally, non-degeneracy of m implies non-degeneracy of p. 
Remark 2.38. It would be nice to have a cellular definition of a module diagonal primitive, along
the lines of the (non-tree versions of) Definitions 2.13 and 2.22.
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Remark 2.39. Fix an associahedron tree diagonal γ. We can define a differential algebraA as follows.
Let An by the free R-module spanned by the pairs of trees with n inputs (and no 2-valent vertices),
and let A = ∏∞n=1An. The multiplication on A is given by (T1, T2) ⋅ (S1, S2) = (T1 ○1 S1, T2 ○1 S2).
The differential on An is given by
∂(S,T ) = (∂(S), T ) + (S, ∂(T )) + n∑
i=2(S,T ) ○i γ
(where ∂(S) denotes the usual differential on trees, i.e., the sum of all ways of adding an edge to
S). It is straightforward to verify that A is a differential algebra.
A module diagonal is a rank 1 type D structure (see Section 3.4) over A satisfying the non-
degeneracy condition that δ1 of the generator contains Ψ2 ⊗Ψ2.
Similarly, define an A∞-algebra B as follows. Let Bn be the free R-module spanned by all pairs
of trees (S,T ) where S has n inputs, T has n − 1 inputs, and neither S nor T has any 2-valent
vertices. Let B =∏∞n=2Bn. Define products µk on B, k ≥ 2, by
µk((S1, T1), . . . , (Sk, Tk)) = LR((S1, T1), . . . , (Sk, Tk)).
Define a differential on Bn by
∂(S,T ) = (∂(S), T ) + (S, ∂(T )) + (S,T ) ○′ γ.
It is straightforward to verify that B is an A∞-algebra.
A module diagonal primitive is a rank 1 type D structure over B.
There is an A∞-homomorphism F ∶ B → A defined by
Fk((S1, T1), . . . , (Sn, Tn)) = LR′((S1, T1), . . . , (Sk, Tk)).
Viewing F as a rank-one type DA structure A[F ]B over A and B (see [LOT15, Definition 2.2.48]),
the operation of turning a module diagonal primitive into a module tree diagonal is taking the⊠ product, over B, with A[F ]B (see [LOT15, Section 2.3.2]), i.e., applying the induction functor
associated to F to the module diagonal primitive.
2.5. Multiplihedra and multiplihedron diagonals. The associahedron is relevant to the defini-
tion of an A∞-algebra. There is a different contractible CW complex, the multiplihedron Jn, which
is relevant to morphisms of A∞-algebras [IM89]. (Like the associahedron, the multiplihedron can
be understood in terms of disks with boundary marked points [MW10].)
Definition 2.40. By a transformation tree we mean a tree whose edges are colored by one of two
colors, red and blue, such that:
(1) The edges adjacent to input leaves are red.
(2) The edge adjacent to the output leaf is blue.
(3) For each vertex v, all of the inputs of v have the same color (red or blue).
(4) If a vertex v has a red output, then all of the inputs of v are red; if a vertex has blue inputs,
then its output is also blue.
Call an internal vertex red (respectively blue) if all of its inputs and its output are red (respectively
blue), and purple if its inputs are red but its output is blue. We also require that
(5) every 2-valent vertex is purple.
The cells in the multiplihedron are in natural correspondence with transformation trees. The dif-
ferential on Ccell∗ (Jn) is defined as follows. Given a blue (respectively red) corolla bΨn (respectively
rΨn), define the differential of bΨn (respectively rΨn) as in Section 2.1, by summing over all ways
of inserting an edge. To define the differential of a purple corolla pΨn, we use the blue root joining
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Figure 8. The differential on Ccell∗ (Jn). Top: the differential of a purple corolla.
Bottom: the differential of a tree with four internal vertices. Blue segments are solid,
red segments are dashed, blue vertices are solid, red vertices are hollow, and purple
vertices are solid and hollow.
bRoJ(S1, . . . , Sn) of a collection of transformation trees, which is just their root joining at a vertex
which is colored blue. Given a purple corolla pΨn, define ∂(pΨn) to be
(2.41) ∂(pΨn) = ∑
k+`=n+1 pΨk ○ rΨ` + ∑k1+⋯+k`=nbRoJ(pΨk1 , . . . ,pΨk`)
The differential of a transformation tree T is the sum over the internal vertices v of T of the result
of replacing v by ∂(v). See Figure 8.
The dimension of a transformation tree T with n inputs, r red internal vertices, and b blue
internal vertices is
dim(T ) = n − r − b − 1.
The terms in Formula (2.41) correspond to the codimension-1 faces of Jn. In particular, for any
1 ≤ i < j ≤ n and any 0 = i0 < i1 < ⋅ ⋅ ⋅ < i` = n there are codimension-1 faces Gni,j and Hni0,...,i` of Jn,
identifications
Kj−i+1 × Jn+i−j ≅ Gni,j ⊂ Jn
Ji1−i0 ×⋯ × Ji`−i`−1 ×K` ≅Hni1,...,i` ⊂ Jn
and corresponding maps
ψni,j ∶ Ccell∗ (Kj−i+1)⊗Ccell∗ (Jn+i−j)→ Ccell∗ (Jn)
ξni0,...,i` ∶ Ccell∗ (Ji1−i0)⊗⋯⊗Ccell∗ (Ji`−i`−1)⊗Ccell∗ (K`)→ Ccell∗ (Jn).
In terms of trees, the map ψni,j corresponds to (S,T ) ↦ T ○i S (where T is a transformation tree
and S is a (red) associahedron tree). The map ξni0,...,i` corresponds to(T1, . . . , T`, S)↦ ((S ○` T`) ○`−1 ⋯) ○1 T1 = S ○ (T1, . . . , T`)
(where the Ti are transformation trees and S is a (blue) associahedron tree).
Lemma 2.42. The multiplihedron Jn is contractible. In particular, H0(Jn) = R and Hi(Jn) = 0 for
i ≠ 0.
Proof. This is clear from the construction of Jn as a subspace of Rn−1 [IM89, Section 2]. Since it
will be useful to us later, we also give a direct proof.
Given a (weighted) rooted, planar tree T , we can order the internal vertices of T by (pre-order)
depth-first search. If v is the trunk vertex of T and the sub-trees feeding into v are T1, . . . , Tk (so v
has valence k + 1) then the depth-first search is the sequence of internal vertices of T
(2.43) dfs(T ) = (v,dfs(T1),dfs(T2), . . . ,dfs(Tk)).
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Figure 9. Depth-first search. The ordering of the vertices, not the weights of
the vertices, is indicated by the numbering.
Given an internal vertex v′ of T , dfsind(v′) ∈ N denote the index (location) of v′ in dfs(T ). See
Figure 9.
Consider the operator H ∶ Jn → Jn defined as follows. Fix T ∈ Jn. Using depth-first search, look
for the first purple vertex v in T , skipping 2-valent vertices whose input is an input to T . If v is
2-valent, contract the input edge into v, and call the result H(T ). If v is not 2-valent or if there is
no such vertex, then H(T ) = 0.
Consider the filtration F (T ) = ∑{u∈Vert(T )∣u is not blue}(val(u) − 2), where val(u) denotes the va-
lence of u. Clearly, F (T ) ≥ 0 for all T , and the differential respects the filtration determined by F ,
i.e., if S appears in ∂(T ) then F (S) ≤ F (T ). We claim that if F (T ) > 0, then the terms in(∂ ○H +H ○ ∂ + I)(T )
are in filtration level strictly less than F (T ). Indeed, the terms in ∂(H(T )) and H(∂(T )) clearly
cancel in pairs except:● Terms in ∂(H(T )) where H contracts the input edge to a 2-valent vertex creating a new
purple vertex w, and ∂ splits the vertex w. These occur only if the vertex v in T found by
depth-first search is 2-valent. All of the resulting terms in ∂(H(T )) have filtration strictly
less than F (T ) (because they have more blue vertices) except the term T itself, which cancels
against I(T ).● Terms in H(∂(T )) where ∂(T ) creates a new 2-valent purple vertex v′ which is the first
vertex found by depth-first search. This occurs only if the first purple vertex v in T found
by depth-first search has valence > 2, so H(T ) = 0. All but one of the resulting terms
in H(∂(T )) have filtration less than F (T ) (because they have more blue vertices); the
remaining term in H(∂(T )) is T itself, which cancels with I(T ).
If F (T ) = 0, all the non-blue nodes in the tree T are 2-valent (and hence they are purple, and all
their inputs are inputs to T ). In that case,(∂ ○H +H ○ ∂)(T ) = 0.
It follows that Jn is chain homotopy equivalent to the subcomplex in filtration level 0, which in turn
is identified with the associahedron with n inputs. The result now follows from the corresponding
fact for the associahedron. 
Tensoring maps of A∞-algebras will use multiplihedron diagonals:
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Figure 10. The first three terms in a multiplihedron diagonal. This multi-
plihedron diagonal is compatible with the associahedron diagonal from Figure 3 (on
both sides).
Definition 2.44. Fix associahedron diagonals Γ1 and Γ2. A multiplihedron diagonal compatible
with Γ1 and Γ2 consists of a sequence of (degree-preserving) chain maps{Θn ∶ Ccell∗ (Jn)→ Ccell∗ (Jn)⊗Ccell∗ (Jn)}∞n=1
satisfying the following conditions:● Compatibility under stacking:
Θn ○ ψni,j = (ψni,j ⊗ ψni,j) ○ (Γj−i+11 ⊗Θn+i−j)
Θn ○ ξni0,...,i` = (ξni0,...,i` ⊗ ξni0,...,i`) ○ (Θi1−i0 ⊗⋯⊗Θi`−i`−1 ⊗Γ`2),
with the understanding that the compositions on the right-hand side involve shuffling of
factors (compare Formula (2.15)).● Non-degeneracy: Θ1 ∶ Ccell0 (J1) → Ccell0 (J1) ⊗Ccell0 (J1) is the standard isomorphism R ≅
R⊗R R. (Note that J1 is a single point.)
In terms of trees, if Γ1 and Γ2 correspond to the associahedron tree diagonals γ1 and γ2, a
multiplihedron diagonal consists of elements θn = Θn(pΨn) ∈ Ccell∗ (Jn) ⊗ Ccell∗ (Jn) in dimension
n − 1 satisfying:● Compatibility under stacking:
(2.45) ∂(θn) = ∑
i+j=n+1θi ○ γ1j +∑k ∑m1+⋯+mk=nγ2k ○ (θm1 ,⋯,θmk).● Non-degeneracy: θ1 ∈ Ccell∗ (J1)⊗Ccell∗ (J1) is the (unique) pair of 1-input transformation
trees (with 1 internal vertex each).
(The reader might find it helpful to compare Formulas (2.41) and (2.45). The first three terms
in a multiplihedron diagonal are shown in Figure 10.)
Lemma 2.46. Given any associahedron diagonals Γ1 and Γ2 there is a multiplihedron diagonal Θ
compatible with Γ1 and Γ2.
Proof. This follows from an inductive argument similar to the proof of Lemma 2.20. 
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Figure 11. Module transformation trees. Top: a module transformation tree
with five inputs and its differential, where the distinguished vertex in each tree is
indicated by the dot. Bottom: the same trees, but viewed as associahedron trees
with 6 inputs.
A particular multiplihedron diagonal was constructed by Saneblidze-Umble [SU04].
2.6. Module-map diagonals. To tensor maps of A∞-modules we will use module-map diagonals.
By a module transformation tree we mean a tree T together with a distinguished internal vertex
v on the leftmost strand of T . We require that no vertex of T except perhaps v have valence 2.
(Alternately, we can think of a module transformation tree as a tree T together with a coloring
of each internal vertex on the left-most strand of T by red, blue or purple, so that all of the red
vertices come above the purple vertex and the purple vertex comes above the blue vertices.) Define
the differential of a module transformation tree (T, v) to be the sum of all ways of inserting an edge
in T so as to get a new module transformation tree. If the edge is inserted at a vertex other than v
then v specifies the distinguished vertex in the new tree; if one inserts the new edge at v then there
are sometimes two choices of distinguished vertex in the new tree, and if so we take the sum of both
choices. See Figure 11. The dimension of a module transformation tree is the number of inputs
minus the number of internal vertices (including v). Let T MTn be the free R-module generated by
the module transformation trees with n inputs. The differential just defined makes T MTn = T MTn,∗
into a chain complex.
There is a correspondence between module transformation trees with n inputs and associahedron
trees with n+ 1 inputs, as follows. Given a module transformation tree (T, v), define a new tree T ′
by adding a new input leaf to the left of all inputs in T and connecting the new input to v. It is
easy to see that this gives a bijection, and moreover that it respects the differentials. In particular,
the set of module transformation trees with n inputs corresponds to the cells in Kn+1, and the
differential on module transformation trees corresponds to the cellular differential on Kn+1. Thus:
Corollary 2.47. For each n, the chain complex T MTn,∗ has homology R in dimension 0 and trivial
homology in all other dimensions.
There are face inclusions
φni,j ∶ Ccell∗ (Kj−i+1)⊗ T MTn+i−j → T MTn
φn1,j ∶ T MTj ⊗Ccell∗ (Kn+1−j)→ T MTn
φn1,j ∶ Ccell∗ (Kj)⊗ T MTn+1−j → T MTn
which, at the level of trees, are given by
φni,j(S,T ) = T ○i S.
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Figure 12. The first few terms in a module-map tree diagonal. This module-
map tree diagonal is compatible with m and m, where m is the module tree diagonal
of Figure 5.
(If we identify T MTn ≅ Ccell∗ (K1+n) then these maps φ undergo an indexing shift: φni,j as defined here
corresponds to φn+1i+1,j+1 for the associahedron.)
Definition 2.48. Fix an associahedron diagonal Γ and module diagonals M1 and M2 compatible
with Γ. A module-map diagonal compatible with M1 and M2 is a collection of (degree-preserving)
chain maps Ln ∶ T MTn,∗ → T MTn,∗ ⊗ T MTn,∗ satisfying the following conditions:● Compatibility:
Ln ○ φni,j = ⎧⎪⎪⎨⎪⎪⎩
(φn1,j ⊗ φn1,j) ○ (Lj ⊗M2n−j+1 +M1j ⊗Ln−j+1) i = 1(φni,j ⊗ φni,j) ○ (Γj−i+1 ⊗Ln+i−j) i ≥ 2.● Non-degeneracy: L1 ∶ T MT1,∗ → T MT1,∗ ⊗ T MT1,∗ is the standard isomorphism R ≅ R⊗R.
Equivalently, we can view Ln as a formal linear combination of pairs of module transformation
trees
`n ∈ ⊕
i+j=n−1T MTn,i ⊗ T MTn,j
in dimension n − 1 (i.e., a module-map tree diagonal). These trees must satisfy:● Compatibility:
∂(`n) = ∑
k+`=n+1(`k ○1 m1` +m2k ○1 `` +
k∑
i=2 `k ○i γ`).● Non-degeneracy: `1 is the (unique) pair of module transformation trees with one input.
The first few terms in a module-map tree diagonal are shown in Figure 12.
Lemma 2.49. Given any associahedron diagonal Γ and module diagonals M1 and M2 there is a
module-map diagonal L compatible with M1 and M2.
Proof. Again, this follows from an inductive argument similar to the proof of Lemma 2.20. 
We turn next to uniqueness of module-map diagonals. Fix an associahedron tree diagonal γ and
compatible module tree diagonals m1 and m2. Given a formal linear combination of pairs of module
transformation trees
ηn ∈ ⊕
i+j=k+n−1T MTn,i ⊗ T MTn,j ,
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for n ≥ 1 and some given k, we define d(η), where η = {ηn}, to be the sequence whose nth term is
(2.50) d(η)n = ∂(ηn) + ∑
p+m=n+1(ηp ○1 m1m +m2p ○1 ηm +
p∑
i=2ηp ○i γm).
Lemma 2.51. The operation d makes the space of sequences ηn into a chain complex, i.e., satisfies
d2 = 0. (Here, the grading on the chain complex is given by the parameter k.)
Proof. The verification is a straightforward computation, using the compatibility conditions for the
algebra diagonal γ (Equation (2.18)), the module diagonals M1 and M2 (Equation (2.24)), and the
fact that ∑i>1(⋅ ○i γq) is a derivation over ○1 in the sense that, for any η,
p+m−1∑
i=2 (m2p ○1 ηm) ○i γq =
p∑
i=2(m2p ○i γq) ○1 ηm +
m∑
i=2 m2p ○1 (ηm ○i γq). 
The Compatibility condition in Definition 2.48 is the statement that ` is a cycle in this chain
complex (with grading 0).
Definition 2.52. Given module-map diagonals ` and `′, a homotopy from ` to `′ is a chain η so
that d(η) = ` − `′.
Lemma 2.53. The chain complex from Lemma 2.51 has homology R in dimension 0 and trivial
homology in all other dimensions.
Proof. The number of inputs n gives a descending filtration on this chain complex. The associated
graded object is ∏
n≥1T MTn,∗ ⊗ T MTn,∗ ,
with the usual differential ∂. By Corollary 2.47, the homology of the associated graded—i.e., the
E1-page of the associated spectral sequence—is∏
n≥1R⊗R,
The ith summand is generated by any pair of trees with i inputs so that the purple vertices are
2-valent and all other internal vertices are 3-valent; this lies in grading k = −n+1. The d1-differential
in the spectral sequence comes from splicing in Ψ2⊗Ψ2 at any of the i inputs or feeding the output
into Ψ2 ⊗Ψ2. This has i + 1 terms, so the E1-page is
0Ð→ R 2Ð→ R 3Ð→ R 4Ð→ ⋯.
The resulting homology is R, in dimension 0 (corresponding to the pair of 1-input trees). 
Proposition 2.54. All module-map diagonals are homotopic.
Proof. Fix module-map diagonals ` and `′; we will construct a homotopy η = {ηn} inductively in n.
From the non-degeneracy condition, `1 = `′1. So, we can define η1 = 0. Suppose inductively that we
have defined all ηi satisfying d(η)i = `i − `′i for all i < n, for some n > 1. Then, using Lemma 2.51,
∂
⎛⎝`′n − `n + ∑p+m=n+1(ηp ○1 m1m +m2p ○1 ηm +
p∑
i=2ηp ○i γm)⎞⎠ = 0.
Further, the terms in
`′n − `n + ∑
p+m=n+1(ηp ○1 m1m +m2p ○1 ηm +
p∑
i=2ηp ○i γm)
are in dimension n − 1 > 0 in T MTn,∗ ⊗ T MTn,∗ . So the result follows from Corollary 2.47. 
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Figure 13. The first few terms in a module-map primitive. This module-
map primitive is compatible with p and p, where p is the module diagonal primitive
of Figure 7.
2.7. Module-map primitives and partial module-map diagonals. To define primitives of
module-map diagonals, we use two degenerate trees. One is the identity tree ↓ with 1 input, 1
output, and 0 internal vertices; this eventually corresponds to the identity map from the algebra
to itself. The other is the stump ⊺, which is a 0-input, 1-output tree with 0 internal vertices; this
eventually corresponds to the unit element of the algebra. Composing ↓ (in any way) is the identity
map. Composing a corolla with the stump is 0 except for the following cases:↓ ○1 ⊺ = ⊺ Ψ2 ○1 ⊺ = ↓ Ψ2 ○2 ⊺ = ↓.
These composition maps are chain maps; see Lemma 6.2.
Definition 2.55. Fix an associahedron diagonal Γ and two module diagonal primitives p1 and p2
compatible with Γ. A module-map primitive compatible with p1 and p2 is a linear combination
(2.56) qn = ∑(S,T )nS,T (S,T ) ∈ ⊕i+j=n−1T MTn,i ⊗Ccellj (Kn−1)
of pairs of trees for each n ≥ 1. Here, the tree S is viewed as a module transformation tree with n
inputs, and the tree T is an ordinary associahedron tree with n−1 inputs. In the case n = 1, Ccellj (K0)
is interpreted as one-dimensional, generated by ⊺, while for n = 2, Ccellj (K1) is interpreted as one-
dimensional, generated by ↓. These elements qn are required to satisfy the following conditions:● Compatibility:
(2.57) ∂q = LR((p1)⊗● ⊗ q⊗ (p2)⊗●) + q ○′ γ.
Here, LR from Definition 2.28 is extended in the obvious way to module transformation
trees, i.e.,
LR((S1, T1), . . . , (Sk, Tk)) = LeJ(S1, . . . , Sk)⊗RoJ(T1, . . . , Tk)
(which is the tensor product of a module transformation tree and an associahedron tree). We
have also invoked the usual convention that q = ∑n qn ∈∏n T MTn,∗ ⊗Ccell∗ (Kn−1).● Non-degeneracy: q1 = pΨ1 ⊗ ⊺.
Note that the operation LR used in Definition 2.55 satisfies the formulas for LR in Lemma 2.33.
Lemma 2.58. Given any associahedron diagonal Γ and module diagonal primitives p1 and p2,
there is a module-map primitive q compatible with p1 and p2.
Proof. This follows as in the proof of Proposition 1.8. 
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Definition 2.59. Given an associahedron tree diagonal, compatible module diagonal primitives p1
and p2, and compatible module-map primitives q1 and q2, a homotopy of module-map primitives
is a linear combination of trees
ξn ∈ ⊕
i+j=n−1T MTn,i ⊗Ccellj (Kn)
so that
∂ξn + LR((p1)⊗● ⊗ ξ ⊗ (p2)⊗●) + ξ ○′ γ = q1 − q2.
Two module-map primitives are called homotopic if there exists a homotopy between them.
Proposition 2.60. All module-map primitives compatible with p1 and p2 are homotopic.
Proof. Construct the homotopy via the same inductive procedure used to prove Proposition 2.54,
using Corollary 2.47 and contractibility of the associahedron (Proposition 2.10) to guarantee that
the relevant homology groups vanish. 
In a special case, we can explicitly describe a module-map primitive in terms of a module diagonal
primitive:
Lemma 2.61. Let p be a module diagonal primitive. Let q1 = Ψ1 ⊗ ⊺ and for n ≥ 2, let qn be the
sum over (S,T ) in pn of all pairs (S′, T ) where S′ is obtained from S by making one internal vertex
on the leftmost strand of S distinguished (purple). Then q is a module-map primitive compatible
with p and p.
Proof. The differential ∂q has four kinds of terms, based on the distinguished vertex in the left tree:
(1) Terms appearing in ∂p but with one internal vertex on the leftmost strand (of the left tree)
distinguished.
(2) Terms where there is a 2-valent distinguished vertex at the top or the bottom of the leftmost
strand (of the left tree).
(3) Terms where there is a 2-valent distinguished vertex on the leftmost strand (of the left tree),
but not at the top or bottom.
The third kind of terms cancel in pairs. By the compatibility condition for p (i.e., the right
hand side of Equation (2.31)), the first and second types of terms are of the form on the right
side of compatibility condition for q, Equation (2.57). The other possible terms on the right of
Equation (2.57) are of the form
LR((p)⊗k ⊗ q1 ⊗ (p)⊗`)
where k and ` are each ≥ 1. Since the right tree of q1 is a stump, however, these terms vanish. 
The relationship between module-map primitives and module-map diagonals is more complicated
than the relationship between module diagonal primitives and module diagonals. To state it, we
need an auxiliary notion:
Definition 2.62. Let F≥3T MTn,∗ ⊂ T MTn,∗ be the subspace spanned by module transformation trees in
which the purple vertex has valence ≥ 3 (i.e., is not 2-valent). This is not a subcomplex of T MTn,∗ .
Let
gT MTn,∗ = T MTn,∗ /(F≥3T MTn,∗ + ∂(F≥3T MTn,∗+1)).
A partial module-map diagonal consists of elements
kn ∈ ⊕
i+j=n−1T MTn,i ⊗ gT MTn,j
satisfying:
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● Compatibility:
(2.63) ∂(kn) − ∑
k+`=n+1(kk ○1 m1` +m2k ○1 k` +
k∑
i=2 kk ○i γ`) = 0 ∈ T MTn,∗ ⊗ gT MTn,∗ .● Non-degeneracy: k1 is the (unique) pair of module transformation trees with one input.
Partial module-map diagonals k1 and k2 are homotopic if there is a collection of elements ζn ∈⊕i+j=n T MTn,i ⊗ gT MTn,j satisfying
(2.64) ∂(ζn) − ∑
k+`=n+1(ζk ○1 m1` +m2k ○1 ζ` +
k∑
i=2 ζk ○i γ`) + k1n − k2n = 0 ∈ T MTn,∗ ⊗ gT MTn,∗ .
Explicitly, elements of gT MTn,∗ are module transformation trees where the purple vertex is 2-valent,
and if two trees differ only in the location of the purple vertex they are equivalent in gT MTn,∗ .
Given a module-map diagonal `, the image k of ` under the quotient mapT MT ⊗ T MT → T MT ⊗ gT MT
is a partial module-map diagonal. In this case, we say that ` is a module-map diagonal extending k.
Remark 2.65. As we will see in Section 3.5, a partial module-map diagonal is the data needed
to define I ⊗ g, the tensor product of the identity map of M and an arbitrary A∞-module map
g ∶ N → N ′.
Lemma 2.66. The complex gT MTn,∗ is contractible, i.e., has homology R in dimension 0 and homol-
ogy 0 in all other dimensions.
Proof. Forgetting the purple vertex gives an isomorphism between gT MTn,∗ and Ccell∗ (Kn). 
Lemma 2.67. All partial module-map diagonals compatible with m1 and m2 are homotopic.
Proof. We build the maps ζn satisfying Equation (2.64) inductively. Existence for n = 1 is immediate
from the non-degeneracy condition for partial module-map diagonals. For the inductive step, we
claim that the element
(2.68) ∑
k+`=n+1(ζk ○1 m1` +m2k ○1 ζ` +
k∑
i=2 ζk ○i γ`) + k1n − k2n
in ⊕i+j=n−1 T MTn,i ⊗ gT MTn,j is a cycle. Indeed,
∂[ ∑
k+`=n+1(ζk ○1 m1` +m2k ○1 ζ` +
k∑
i=2 ζk ○i γ`) + k1n − k2n]
= ∑
k+`=n+1((α1k + ∂β1k) ○1 m1` +m2k ○1 (α1` + ∂β1` ) +
k∑
i=2(α1k + ∂β1k) ○i γ`) + α2n + ∂β2n
for some α1, α2, β1, β2 ∈ T MT ⊗ F≥3T MT . The terms involving α1 and α2 are in F≥3T MTn,∗ , and
∂β2n ∈ ∂F≥3T MTn,∗+1. Further,
[ ∑
k+`=n+1((∂β1k) ○1 m1` +m2k ○1 (∂β1` ) +
k∑
i=2(∂β1k) ○i γ`)]−∂ [ ∑k+`=n+1(β1k ○1 m1` +m2k ○1 β1` +
k∑
i=2β1k ○i γ`)]
lies in F≥3T MTn,∗ , so
[ ∑
k+`=n+1((∂β1k) ○1 m1` +m2k ○1 (∂β1` ) +
k∑
i=2(∂β1k) ○i γ`)] ∈ F≥3T MTn,∗ + ∂F≥3T MTn,∗+1.
Thus, the element (2.68) is a cycle in T MTn,∗ ⊗ gT MTn,∗ .
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Since the element (2.68) is a cycle, from Corollary 2.47 and Lemma 2.66, it is therefore a boundary
unless i = 0 and j = 0, which only occurs for the base case n = 1. Define ζn to be an element with
boundary (2.68) and continue the induction. 
Next we use an analogue of the operation LR′ from Definition 2.34 to build a partial module-map
diagonal from a module-map primitive. Specifically, given a sequence (S1, T1), . . . , (Sk, Tk) of pairs
of trees, with (Si, Ti) ∈ Tni+1 ⊗ Tni for i ≠ j and (Sj , Tj) ∈ T MTnj+1 ⊗ Tnj define
(2.69) LR′((S1, T1), . . . , (Sk, Tk)) = LeJ(S1, . . . , Sk)⊗RoJ(↓, T1, . . . , Tk),
i.e., the obvious analogue of the definition of LR′ used for module trees. Then LR′((S1, T1), . . . , (Sk, Tk))
is the tensor product of a module transformation tree and an ordinary tree.
Note that this extension of LR′ still satisfies Lemma 2.36.
We can turn LR′((S1, T1), . . . , (Sk, Tk)) into a tensor product of two module transformation trees
by adding a 2-valent purple vertex at the bottom of the right tree. When the inputs are module
diagonal primitives and a module-map primitive, this gives a partial module diagonal:
Lemma 2.70. Given an associahedron tree diagonal, compatible module diagonal primitives p1 and
p2, and a compatible module-map primitive q,
(2.71) k = [↓⊗ pΨ1] ○ LR′((p1)⊗● ⊗ q⊗ (p2)⊗●)
is a partial module-map diagonal compatible with m1 = LR′((p1)⊗●) and m2 = LR′((p2)⊗●).
Proof. We have
∂([↓⊗pΨ1] ○ LR′((p1)⊗● ⊗ q⊗ (p2)⊗●))
= [↓⊗ pΨ1] ○ (LR′((p1)⊗● ⊗ (∂p1)⊗ (p1)⊗● ⊗ q⊗ (p2)⊗●) + LR′((p1)⊗● ⊗ (∂q)⊗ (p2)⊗●)+ LR′((p1)⊗● ⊗ q⊗ (p2)⊗● ⊗ (∂p2)⊗ (p2)⊗●) + LR′((p2)⊗●) ○1 LR′((p1)⊗● ⊗ q⊗ (p2)⊗●)+ LR′((p1)⊗● ⊗ q⊗ (p2)⊗●) ○1 LR′((p1)⊗●) + LR′((p1)⊗● ⊗ LR((p1)⊗● ⊗ q⊗ (p2)⊗●)⊗ (p2)⊗●)+ LR′((p1)⊗● ⊗ LR((p1)⊗●)⊗ (p1)⊗● ⊗ q⊗ (p2)⊗●)+ LR′((p1)⊗● ⊗ q⊗ (p2)⊗● ⊗ LR((p2)⊗●)⊗ (p2)⊗●))
= [↓⊗ pΨ1] ○ (LR′((p1)⊗● ⊗ (p1 ○ γ)⊗ (p1)⊗● ⊗ q⊗ (p2)⊗●) + LR′((p1)⊗● ⊗ (q ○ γ)⊗ (p2)⊗●)+ LR′((p1)⊗● ⊗ q⊗ (p2)⊗● ⊗ (p2 ○ γ)⊗ (p2)⊗●) + LR′((p2)⊗●) ○1 LR′((p1)⊗● ⊗ q⊗ (p2)⊗●)+ LR′((p1)⊗● ⊗ q⊗ (p2)⊗●) ○1 LR′((p1)⊗●))
= (∞∑
i=2 k ○i γ) + k ○1 m1 + [↓⊗ pΨ1] ○m2 ○1 LR′((p1)⊗● ⊗ q⊗ (p2)⊗●)
where the first equality uses Lemma 2.36, the second uses the structure equations, and the third
uses the definitions. So, we want to show that[↓⊗ pΨ1] ○1 m2 ○1 LR′((p1)⊗● ⊗ q⊗ (p2)⊗●) −m2 ○1 [↓⊗ pΨ1] ○1 LR′((p1)⊗● ⊗ q⊗ (p2)⊗●)
is of the form ∂s + t for some elements s, t ∈ T MTn ⊗ F≥3T MTn . This is clear: the element s is the
sum of all ways of declaring one of the internal vertices in m2 in m2 ○1 LR′((p1)⊗●⊗q⊗ (p2)⊗●) to
be purple. 
Remark 2.72. It is not clear whether the partial module-map diagonals constructed by Equa-
tion (2.71) can be extended to a full module-map diagonal. However, by Lemma 2.67, that partial
module-map diagonal is homotopic to an extendible partial module-map diagonal.
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Figure 14. The first few terms in a DADD diagonal. This diagonal is com-
patible with the associahedron diagonal from Figure 3. The cases r1, r2, and r3 are
shown.
2.8. DADD diagonals.
Definition 2.73. Fix associahedron diagonals γ1 and γ2. A DADD diagonal compatible with γ1
and γ2 is a collection of chains
rn = ∑(S,T )nS,T (S,T ) ∈ Ccell∗ (Jn)⊗ Tn
in dimension n − 1, satisfying the following conditions:● Compatibility:
(2.74) ∂(rn) = ∑
k+`=n+1 rk ○ γ1` + ∑j1+⋯+jk=nγ2k ○ (rj1 ,⋯, rjk).
(The second term on the right hand side is the result of feeding the outputs of rj1 , . . . , rjk
into γ2k, analogous to Equation (2.6).)● Non-degeneracy: r1 = pΨ1 ⊗ ↓, the tensor product of a 1-input purple corolla and the
identity tree.
Schematically, the compatibility condition is:
(2.75) ∂
⎛⎜⎜⎜⎜⎜⎝
r r
⎞⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
γ1
r
γ1
r
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r ⋯ r
γ2
r ⋯ r
γ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
The first few terms in a particular DADD diagonal are shown in Figure 14.
Lemma 2.76. Given any pair of associahedron diagonals, there is a compatible DADD diagonal.
Proof. As usual, since the associahedron and multiplihedron are contractible, it suffices to verify:
(1) The right hand side of the compatibility equation is a cycle.
(2) Solutions to the compatibility equation exist when the right side is in dimension 0 (with
respect to the usual grading on the tensor product Ccell∗ (Jn)⊗ Tn).
The first statement is clear, particularly from the schematic version of the compatibility condition.
The second corresponds to the cases r1 and r2, which are shown in Figure 14. 
The reader might notice a similarity between Figure 14 and the module diagonal primitive in
Figure 7. This similarity is not coincidental, though a module diagonal primitive involves only one
associahedron diagonal. Nonetheless, we have:
Proposition 2.77. Fix a DADD diagonal rn compatible with γ1 and γ2. Given a pair of trees(S,T ) ∈ rn, call S unital if every blue vertex of S has valence 3. Given (S,T ) ∈ rn with S unital,
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let S′ ∈ Tn+1 be the result of deleting all of the blue edges and vertices from S and then running a
new strand on the left through all of the purple vertices. Then
pn ∶= ∑(S,T )∈rn
S unital
(S′, T )
is a module diagonal primitive compatible with γ1.
The proof of Proposition 2.77 will use the following lemma:
Lemma 2.78. Let γ be an associahedron diagonal. Then for each n ≥ 2 there are an odd number of
pairs of trees (S,T ) in γ where S is a binary tree. For each of these pairs of trees, T is the corolla
Ψn.
Proof. We will give an indirect argument, relying on material from Section 3.
Note that if S is binary then T must be a corolla for grading reasons. Observe that the diagonal
from Example 2.21 has exactly one pair of trees (S,T ) with S binary.
Now, consider the A∞-algebra A = R⟨1, a1, . . . , an, b⟩ with the following nontrivial products:∀x ∈ A ∶ µ2(1, x) = µ2(x,1) = x
µn(a1, . . . , an) = b.
(All other products are 0.) Consider also the ordinary algebra B generated by elements x1, . . . , xn
with the relations xixj = 0 if j ≠ i + 1. So, a basis for B is in bijection with the set of intervals[k, `] ⊂ {1, . . . , n}, via [k, `]↔ x[k,`] = xkxk+1 . . . x`.
By Theorem 1.1, up to isomorphism, the A∞-algebra A ⊗Γ B is independent of the choice of
diagonal Γ. By nondegeneracy of Γ, the algebra A⊗Γ B has operations
µ2((1⊗ x[k,`]), (1⊗ x[`,m])) = 1⊗ x[k,m].
If γ has an odd number of pairs (S,T ) as in the statement of the lemma then A⊗Γ B has an A∞
operation
µn((a1 ⊗ x1), . . . , (an ⊗ xn)) = b⊗ (x1⋯xn).
Otherwise, A⊗Γ B has no higher A∞ operations at all. In either case, these are the only nontrivial
A∞ operations. It is clear that there is no quasi-isomorphism between the two cases. This implies
the result. 
Proof of Proposition 2.77. Given a pair of trees (S,T ) ∈ Ccell∗ (Jn) ⊗ Tn, let Φ(S,T ) = 0 if S is not
unital and let Φ(S,T ) be the result of deleting the blue vertices of S and running a new strand
through the purple vertices of the result if S is unital. Our goal is to show that the pairs of trees
Φ(rn) form a module diagonal primitive.
From the nondegeneracy condition for a DADD diagonal, we have that p2 = Ψ2 ⊗ ↓. It remains
to verify that p satisfies the compatibility condition for a module diagonal primitive, i.e., that
∂p = LR(p⊗●) + p ○′ γ1.
Of course, we will deduce this from the compatibility condition for r.
First, we claim that Φ(∂(rn)) = ∂(Φ(rn)). Consider first the pairs of trees (S,T ) in ∂(rn) where
S is unital. Such trees can arise either as the boundary of a pair (S′, T ′) where S′ is unital or from
a pair (S′, T ′) where S′ has a single blue vertex with valence 4. The second kinds of terms occur in
pairs, and the result of deleting the blue vertices from the two terms in the pair is the same. Also,
taking the differential of a tree S at a purple vertex and then applying Φ is the same as applying
Φ and then taking the differential at the corresponding vertex. These two observations prove that
Φ(∂(rn)) = ∂(Φ(rn)).
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Next, observe that applying Φ to the first term on the right of the DADD compatibility equa-
tion (Equation (2.74)) gives the second term on the right of the primitive compatibility equation
(Equation (2.31)).
Finally, we claim that applying Φ to the second term on the right of Equation (2.74) gives the
first term on the right of Equation (2.31). Note that for (S,T ) ∈ γ2k,
Φ((S,T ) ○ (rj1 ,⋯, rjk)) = 0
unless S is a binary tree. In this case, by Lemma 2.78, there are an odd number of such pairs of
trees and T is a corolla. Given such a pair of trees,
Φ((S,T ) ○ (rj1 ,⋯, rjk)) = LR(rj1 ,⋯, rjk).
This finishes the proof. 
3. Applications of diagonals
Convention 3.1. Throughout this section, R is a commutative F2-algebra (possibly graded) and k
(or k1, k2, etc.) is a free or, more generally, flat commutative R-algebra (again, possibly graded).
All modules are assumed to be free or, more generally, projective over R. Further, the action of R
on algebras and bimodules is central: if r ∈ R and a is an element of a R-algebra or bimodule, we
assume that ra = ar.
In this section, undecorated tensor products are over whichever ring k (or ki) is relevant, and not
over R or F2.
3.1. The dg category of chain complexes. When talking about A∞-modules or type D struc-
tures, we find it convenient to use the language of dg categories (or more generally A∞-categories),
so we spell out some of this terminology now. (See, for instance, Keller [Kel06] for a more extensive
introduction.) Briefly, a dg category is a category enriched over chain complexes. That is, given
objects M and N in a dg category C , the space of morphisms Mor(M,N) between M and N is a
chain complex, and composition is a chain map Mor(N,P )⊗Mor(M,N)→Mor(M,P ).
The first example of a dg category is the category of chain complexes itself, where the ith graded
part Mori(M,N) of Mor(M,N) consists of tuples of maps of abelian groups{fk ∶ Mk → Nk+i}k∈Z,
and the differential is
d(f) = ∂ ○ f + f ○ ∂.
In particular, the (degree 0) cycles in Mor(M,N) are the (degree 0) chain maps, and the boundaries
are the nullhomotopic chain maps.
Below, we will work with the dg category of A∞-modules. The definition of this category is
standard; see for instance Seidel [LOT15, Section 2.2.2] for a brief review. We will also work
with the A∞-category of type D structures; see [LOT15, Section 2.2.3] for the definition of this
A∞-category and, for instance, [Sei02] for a discussion of A∞-categories in general.
We will typically use Mor to denote a chain complex of maps of k-modules or bimodules; so, for
instance, if A is an A∞-algebra over k then Mor(A⊗n,A) is the chain complex of maps of (graded)
k-bimodules A⊗n → A, with differential induced from µ1 on A. The complex Mor(A⊗n,A) is an
R-module.
Convention 3.2. If C = {Cd} is a graded module then C⟪n⟫ is the graded module
C⟪n⟫d = Cd−n.
Thus the degree n part of Mor(M,N), i.e., the morphisms sending Md to Nd+n, is the same as
degree 0 morphisms M → N⟪−n⟫ or M⟪n⟫→ N .
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3.2. Tensor products of A∞-algebras. Let A be a k-bimodule, equipped with a differential
µ1 ∶ A → A⟪1⟫. A collection of functions {µd ∶ A⊗d → A⟪2 − d⟫}∞d=2 can be extended to a collec-
tion of functions {Ccell∗ (Kn) → Mor(A⊗n,A)} by the following procedure. Given a tree T with
n inputs (thought of as a cell of Kn), replace each vertex with d > 0 inputs by the operation
µd, and compose these operations as specified by the edges in T . Denote the induced func-
tion µ(T ) ∶ A⊗n → A⟪−dim(T )⟫. Extend linearly to linear combinations of trees to get a map
µ ∶ Ccelld (Kn)→Mord(A⊗n,A).
As above, µ1 induces a differential on Mor(A⊗n,A).
We say the operations {µd} satisfy the A∞-algebra relations if for any n ≥ 1 and any a1, . . . , an ∈ A,
(3.3)
n−1∑
k=0
n−k∑
i=1 µn−k(a1 ⊗ ⋅ ⋅ ⋅ ⊗ ai−1 ⊗ µk+1(ai ⊗ ⋅ ⋅ ⋅ ⊗ ai+k)⊗ ai+k+1 ⊗ ⋅ ⋅ ⋅ ⊗ an) = 0.
The following reformulation of this condition is well known.
Lemma 3.4. The collection {µn} satisfies the A∞-algebra relations (3.3) if and only if for each n
the map µ ∶ Ccell∗ (Kn)→Mor(A⊗n,A) is a chain map.
Proof. The statement that ∂µ(Ψn) = µ(∂Ψn) is exactly the A∞-algebra relation (3.3). To see that
this implies that µ is a chain map in general, observe that if ∂[µ(S)] = µ(∂(S)) and ∂[µ(T )] =
µ(∂(T )) then
∂[µ(T ○i S)] = ∂[µ(T ) ○ (I⊗ µ(S)⊗ I)]= (∂[µ(T )]) ○ (I⊗ µ(S)⊗ I) + µ(T ) ○ (I⊗ ∂[µ(S)]⊗ I)= (µ(∂(T ))) ○ (I⊗ µ(S)⊗ I) + µ(T ) ○ (I⊗ µ(∂(S))⊗ I)= µ(∂(T ) ○i S) + µ(T ○i ∂(S)) = µ(∂(T ○i S)).
Since any tree can be written as a composition of corollas, the result follows. 
A collection of chain maps µ ∶ Ccell∗ (Kn)→Mor(A⊗n,A) specifies an A∞-algebra homomorphism
if and only if it is compatible with composition (stacking of trees). In other words, an A∞-algebra
is a module over the associahedron operad.
Definition 3.5. An A∞-algebra over k is a dg k-bimodule (A,µ1) together with operations µn ∶
A⊗n → A, n ≥ 2, satisfying the A∞-algebra relations.
When studying type DD structures below, we will find it convenient to equip our A∞-algebras
with a unit. An A∞-algebra A = (A,{µn}) is strictly unital if there is an element 1 ∈ A so that
µ2(1, a) = µ2(a,1) = a for all a ∈ A and µn(a1, . . . , an) = 0 if n ≠ 2 and some ai = 1. See also
Definition 3.78. There is further discussion of units in Section 3.7.
The following is a rephrasing of a definition of Saneblidze-Umble [SU04, Definition 30].
Definition 3.6. Fix an associahedron diagonal Γ. Given A∞-algebras A1 = (A1,{µ1n}) and A2 =(A2,{µ2n}) over k1 and k2, let A1 ⊗ΓA2 be the dg bimodule A1 ⊗R A2 over k = k1 ⊗R k2, which we
endow with an A∞-algebra structure over k via the maps
Ccell∗ (Kn) ΓnÐ→ Ccell∗ (Kn)⊗R Ccell∗ (Kn)
µ1n⊗µ2nÐÐÐÐ→Mor(A⊗n1 ,A1)⊗R Mor(A⊗n2 ,A2)↪Mor((A1 ⊗R A2)⊗n,A1 ⊗R A2)
(compare Lemma 3.4). The compatibility of the diagonal Γ under stacking implies that this map
Ccell∗ (Kn)→Mor((A1 ⊗R A2)⊗n,A1 ⊗R A2) is induced by its values on corollas.
Explicitly, if γ = ∑ni(Si, Ti) is the associahedron tree diagonal corresponding to Γ then the
operation (µ1 ⊗Γ µ2)n on A1 ⊗Γ A2 is defined by
(3.7) (µ1 ⊗Γ µ2)n((a1 ⊗ b1)⊗ ⋅ ⋅ ⋅ ⊗ (an ⊗ bn)) =∑
i
ni[µ1(Si)(a1 ⊗⋯⊗ an)]⊗ [µ2(Ti)(b1 ⊗⋯⊗ bn)].
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Lemma 3.8. With notation as above, the maps µ1 ⊗Γ µ2 from an A∞-algebra.
Proof. The map µ1 ⊗Γ µ2 is defined as a composition of chain maps, and so is a chain map. So, it
follows from compatibility of Γ under stacking that µ1 ⊗Γ µ2 specifies an A∞-algebra. 
Later, we will shorthand the right side of Formula (3.7) as
(3.9) γ γ
We turn next to maps of A∞-algebras.
Definition 3.10. Fix A∞-algebras A and B over k. We say that a collection of degree 0 k-bimodule
maps f = {fn ∶ A⊗n → B⟪1 − n⟫}∞n=1 is an A∞-algebra homomorphism if for each n and each se-
quence of elements a1, . . . , an ∈ A, the maps fk satisfy
(3.11)
n−1∑
k=1
n−k∑
i=1 fn−k(a1 ⊗ ⋅ ⋅ ⋅ ⊗ ai−1 ⊗ µAk+1(a1 ⊗⋯⊗ ak+i)⊗ ak+i+1 ⊗⋯⊗ an)+ ∑
n=m1+⋯+mkµ
B
k (fm1(a1 ⊗⋯⊗ am1)⊗⋯⊗ fmk(am1+⋯+mk−1+1 ⊗⋯⊗ an)) = 0.
Given A∞-algebra homomorphisms f ∶ A→ B and g ∶ B → C, their composition is a map g○f , defined
by
(g○f)n(a1, . . . , an) = n∑
k=1 ∑i1+⋯+ik=n gk(fi1(a1, . . . , ai1), fi2(ai1+1, . . . , ai1+i2), . . . , fik(ai1+⋅⋅⋅+ik−1 , . . . , an)).
The identity map of A is defined by (IA)1 = IA and (IA)n = 0 for n ≠ 1. A homomorphism f ∶ A→ B
is an isomorphism if there is a homomorphism g ∶ B → A so that g ○ f = IA and f ○ g = IB.
An A∞-algebra homomorphism f is a quasi-isomorphism if the chain map f1 is a quasi-isomorphism.
Recall from Section 2.5 that Jn denotes the multiplihedron, a CW complex whose cells correspond
to transformation trees. A collection of maps {fn ∶ A⊗n → B⟪1 − n⟫}∞n=1 can be extended to a give
a map
φ ∶ Ccelld (Jn)→Mord(A⊗n,B)
as follows. Given a transformation tree T , replace each red vertex of T with k inputs by the
operation µAk , each blue vertex of T with k inputs by the operation µBk and each purple vertex of
T with k inputs by the function fk. Compose these operations as specified by the edges of T . We
denote the induced function by f(T ) ∶ A⊗n → B. The analogue of Lemma 3.4 is:
Lemma 3.12. The collection {fn} satisfies the A∞-algebra homomorphism relations (3.11) if and
only if for each n, the map f ∶ Ccell∗ (Jn)→Mor(A⊗n,B) is a chain map.
The proof is similar to the proof of Lemma 3.4, and is left to the reader.
The following is the analogue of Definition 3.6:
Definition 3.13. Fix associahedron diagonals Γ1 and Γ2 and a multiplihedron diagonal Θ com-
patible with Γ1 and Γ2. Let A1 = (A1,{µA1n }) and B1 = (B1,{µB1n }) be A∞-algebras over k1,A2 = (A2,{µA2n }) and B2 = (B2,{µB2n }) be A∞-algebras over k2, and f1 = {f1n ∶ A⊗n1 → B1} and
f2 = {f2n ∶ A⊗n2 → B2} be A∞-algebra homomorphisms. Define a map(f1 ⊗Θ f2) ∶ Ccell∗ (Jn)→Mor((A1 ⊗R A2)⊗n, (B1 ⊗R B2))
to be the composition
Ccell∗ (Jn) ΘÐ→ Ccell∗ (Jn)⊗R Ccell∗ (Jn)
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f1⊗Θf2ÐÐÐÐ→Mor(A⊗n1 ,B1)⊗R Mor(A⊗n2 ,B2)↪Mor(A⊗n1 ⊗A⊗n2 ,B1 ⊗B2).
Explicitly, in terms of trees, if we write θ = ∑i ni(Si, Ti) (where ni ∈ R and Si and Ti are
transformation trees) then(f1 ⊗Θ f2)n((a1 ⊗ a′1)⊗ ⋅ ⋅ ⋅ ⊗ (an ⊗ a′n)) =∑
i
ni[f1n(Si)(a1 ⊗ ⋅ ⋅ ⋅ ⊗ an)]⊗ [f2n(Ti)(a′1 ⊗ ⋅ ⋅ ⋅ ⊗ a′n)].
Lemma 3.14. With notation as above, the maps f1⊗Θf2 form an A∞-algebra homomorphism fromA1 ⊗Γ1 A2 to B1 ⊗Γ2 B2.
Proof. This follows from Lemma 3.12. The map f1⊗Θ f2 is defined as a composition of chain maps,
and so is a chain map. Compatibility with stacking (composition of trees) is immediate from the
definition and the fact that Θ is compatible with Γ1 and Γ2. 
Before proving Theorem 1.1, we recall an equivalent definition of isomorphisms of A∞-algebras:
Lemma 3.15. [LOT15, Lemma 2.1.14] A homomorphism f ∶ A → B of A∞-algebras is an isomor-
phism (i.e., has an inverse g ∶ B → A so that f ○ g = IB and g ○ f = IA) if and only if f1 ∶ A → B is
an isomorphism of k-bimodules.
(The proof is to use invertibility of f1 to inductively construct the inverse g.)
Proof of Theorem 1.1. Existence of associahedron diagonals was verified in Lemma 2.20. It remains
to verify the rest of the theorem.
Lemma 3.8 states that A1 ⊗Γ A2 is an A∞-algebra. By definition, the underlying R-module ofA1 ⊗Γ A2 is A1 ⊗A2 (point (A1)).
For point (A2), note that the non-degeneracy condition implies that µ2 is the usual multiplication
on A1 ⊗A2. For n > 2, if (S,T ) corresponds to an (n − 2)-cell of Kn ×Kn then one of S or T has a
vertex with 3 or more inputs. It follows that, if A1 and A2 are dg algebras, the higher multiplications
on A1 ⊗Γ A2 vanish.
We will prove points (A3) and (A5) together. So, fix A∞-algebras A1, A2, A′1 and A′2 and
associahedron diagonals Γ1 and Γ2. Suppose that f1 ∶ A1 → A′1 and f2 ∶ A2 → A′2 are A∞-quasi-
isomorphisms. Fix a multiplihedron diagonal Θ compatible with Γ1 and Γ2; such a Θ exists by
Lemma 2.46. Lemma 3.14 then gives an A∞-algebra homomorphism
f1 ⊗Θ f2 ∶ A1 ⊗Γ1 A2 → A′1 ⊗Γ2 A′2.
To see that this is a quasi-isomorphism, note that the non-degeneracy condition on Θ implies that(f1 ⊗Θ f2)1 = (f11 ⊗ f21 ) ∶ A1 ⊗R A2 → A′1 ⊗R A′2,
and since f11 and f
2
1 induce isomorphisms on homology, and the Ai and A
′
i are flat over R, so does
f11 ⊗ f21 . Point (A3) corresponds to the special case that Γ1 = Γ2 and Point (A5) corresponds to the
special case that A1 = A′1 and A2 = A′2 and the fi are the identity maps. For Point (A5), it follows
from the non-degeneracy condition for multiplihedron diagonals and Lemma 3.15 that (f1 ⊗Θ f2)
is not just a quasi-isomorphism but an isomorphism.
Finally, to prove point (A4) (associativity), one defines an associahedron double-diagonal to be a
collection of maps
ΓΓn ∶ Ccell∗ (Kn)→ Ccell∗ (Kn)⊗R Ccell∗ (Kn)⊗R Ccell∗ (Kn)
satisfying
ΓΓn ○ φni,j = (φni,j ⊗ φni,j ⊗ φni,j) ○ (ΓΓj−i+1 ⊗ΓΓn+i−j),
and with ΓΓ2 the standard isomorphism from Ccell∗ (pt) ≅ Ccell∗ (pt)⊗RCcell∗ (pt)⊗RCcell∗ (pt). (Recall
that φni,j is the face inclusion of the associahedron; see Formula (2.12).) Then:
(1) Both (Γ⊗ I) ○Γ and (I⊗Γ) ○Γ are associahedron double-diagonals.
DIAGONALS AND A-INFINITY TENSOR PRODUCTS 37
(2) An associahedron double-diagonal is exactly what one needs to define the triple tensor
product (A1 ⊗ A2 ⊗ A3)ΓΓ. For the two associahedron diagonals in point (1), the triple
tensor products are (A1 ⊗Γ A2)⊗Γ A3 and A1 ⊗Γ (A2 ⊗Γ A3), respectively.
(3) Any two associahedron double-diagonals are related by a multiplihedron double-diagonal.
This is the analogue of Lemma 2.46, and uses the obvious analogue of Definition 2.44.
Given this, the proof of associativity follows along the same lines as the proof of independence from
the associahedron diagonals. 
Remark 3.16. Associativity of the tensor product can hold only up to isomorphism, in general,
according to a result of Markl and Shnider [MS06, Theorem 6.1].
In Section 3.4, some boundedness properties of our algebra A will be relevant. In previous
papers [LOT18,LOT15], we called an A∞-algebra (A,{µi}) operationally bounded if there exists an
N so that µi = 0 for all i > N . This property seems not to be preserved by tensor products, but the
following stronger property is.
Definition 3.17. An A∞-algebra A = (A,{µi}) is bonsai if there is an integer N so that for any
associahedron tree T with dim(T ) > N , we have µ(T ) = 0. An A∞-algebra homomorphism f ∶ A→ B
is bonsai if there is an integer N so that for any multiplihedron tree T with dim(T ) > N , we have
f(T ) = 0. We will sometimes call such an N a bonsai constant of A.
Since Ψn has dimension n − 2, being bonsai implies being operationally bounded.
Lemma 3.18. For any associahedron diagonal Γ, if A1 and A2 are bonsai then so is A1 ⊗Γ A2.
Similarly, for any associahedron diagonals Γ1 and Γ2 and compatible multiplihedron diagonal Θ, ifAi, Bi, and f i ∶ Ai → Bi are bonsai for i = 1,2 then f1 ⊗Θ f2 is bonsai.
Proof. This is immediate from the fact that Γ (respectively Θ) preserves the grading (dimension).

(We will relax this and other boundedness assumptions in Section 9.)
3.3. Tensor products of A∞-modules. We turn next to modules. Throughout this section we
will focus on right modules; analogous statements hold for left modules, using left module diagonals.
Let A = (A,{µd}) be an A∞-algebra over k, and let (M,m1 ∶ M →M⟪1⟫) be a right dg module
over k. A collection of functions {md+1 ∶ M ⊗A⊗d →M⟪1 − d⟫}∞d=1 can be extended to a collection
of functions Ccelld (Kn+1) → Mord(M ⊗ A⊗n,M) by the following procedure. Given a tree T with
n inputs (thought of as a cell of Kn), we replace each vertex on the leftmost strand of T with
d > 1 inputs by md and each vertex not on the leftmost strand of T with d > 1 inputs by µd,
and compose these operations as specified by the edges in T . We denote the induced function
m(T ) ∶ M ⊗A⊗n →M⟪−dim(T )⟫. Extending linearly to linear combinations of trees we get a map
m ∶ Ccell∗ (Kn+1)→Mor(M ⊗A⊗n,M).
If (M,m1) is a differential k-module then there is an induced differential on Mor(M ⊗A⊗n,M),
incorporating both the differential on M and on A.
We say the operations {md} satisfy the A∞-module relations if for any n ≥ 0, any x ∈M and any
a1, . . . , an ∈ A,
(3.19) 0 = n∑
k=0mn−k+1(mk+1(x⊗ a1 ⊗ ⋅ ⋅ ⋅ ⊗ ak)⊗ ak+1 ⊗ ⋅ ⋅ ⋅ ⊗ an)
+ n∑
k=0
n−k∑
i=1 mn−k+1(x⊗ ⋅ ⋅ ⋅ ⊗ ai−1 ⊗ µk+1(ai ⊗ ⋅ ⋅ ⋅ ⊗ ai+k)⊗ ai+k+1 ⊗ ⋅ ⋅ ⋅ ⊗ an).
Lemma 3.20. The collection {md} satisfies the A∞-module relations if and only if the map m ∶
Ccell∗ (Kn+1)→Mor(M ⊗A⊗n,M) is a chain map.
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Proof. The proof is similar to the proof of Lemma 3.4 and is left to the reader. 
Definition 3.21. Let Ai, i = 1,2, be an A∞-algebra over ki and let Mi = (Mi,{min+1), i = 1,2, be
a right A∞-module over Ai. Fix an associahedron diagonal Γ and a module diagonal M compatible
with Γ. Then we can endow M1 ⊗RM2 with the structure of a right A∞-module over A1 ⊗ΓA2 via
the maps
Ccell∗ (Kn+1) Mn+1ÐÐÐ→ Ccell∗ (Kn+1)⊗R Ccell∗ (Kn+1)
m1n+1⊗m2n+1ÐÐÐÐÐÐÐ→Mor(M1 ⊗A⊗n1 ,M1)⊗R Mor(M2 ⊗A⊗n2 ,M2)↪Mor((M1 ⊗RM2)⊗ (A1 ⊗R A2)⊗n,M1 ⊗RM2)
(compare Definition 3.6). Let M1 ⊗M M2 denote this A∞-module.
Explicitly, if m = ∑ni(Si, Ti) is the linear combination of trees corresponding to M then the
operation mn+1 on M1 ⊗M M2 is given by
mn+1((x⊗ y)⊗ (a1 ⊗ b1)⊗ ⋅ ⋅ ⋅ ⊗ (an ⊗ bn))=∑
i
ni[m1(Si)(x⊗ a1 ⊗⋯⊗ an)]⊗ [m2(Ti)(y ⊗ b1 ⊗⋯⊗ bn)].
Similarly, we can use module-map diagonals to define tensor products of A∞-module homomor-
phisms. We start by recalling some definitions, and an analogue of Lemma 3.12. Fix an A∞-algebraA and A∞-modules M and N over A. An A∞-morphism from M to N is a collection of maps
f1+n ∶ M ⊗A⊗n → N⟪−n⟫.
Let Mor(M,N ) denote the set of A∞-morphisms from M to N . We define a differential on
Mor(M,N ) by
(3.22) d(f)(x⊗ a1 ⊗⋯⊗ an)
= n∑
j=0 f1+n−j(mM1+j(x⊗ a1 ⊗⋯⊗ aj)⊗ aj+1 ⊗⋯⊗ an)
+ n∑
j=0mN1+j(f1+n−j(x⊗ a1 ⊗⋯⊗ an−j)⊗ an−j+1 ⊗⋯⊗ an)+ ∑
1≤i≤j≤n f1+n−j+i(x⊗ a1 ⊗⋯⊗ ai−1 ⊗ µj−i+1(ai ⊗⋯⊗ aj)⊗ aj+1 ⊗⋯⊗ an)
(where f = {f1+n}).
Recall that T MTn denotes the chain complex of module transformation trees with 1 module input
and n−1 algebra inputs. (The complex T MTn is isomorphic to Ccell∗ (Kn+1).) We get an induced map
Ff ∶ T MTn+1,d →Mord(M ⊗A⊗n,M) by replacing the distinguished vertex in each module transforma-
tion tree by f , replacing the other internal vertices on the left-most strand by mM ormN depending
on whether they come above or below the distinguished vertex, replacing all other internal vertices
by µ, and composing these maps according to the tree.
Lemma 3.23. The association f ↦ Ff is a chain map. That is,
(3.24) Fd(f) = d(Ff) = Ff ○ ∂cellTMTn+1 + ∂Mor ○ Ff .
Proof. As in the proof of Lemma 3.4, it suffices to verify that
(3.25) Fd(f)(Ψn+2)(x⊗ a1 ⊗⋯⊗ an) = d(Ff)(Ψn+2)(x⊗ a1 ⊗⋯⊗ an).
The left side of Formula (3.25) is given by Formula (3.22). After expanding the right side of
Formula (3.25) by Formula (3.24), the second term contributes the terms in Formula (3.22) involving
mM1 , m
N
1 or µ1, and the first term contributes the remaining terms in Formula (3.22). 
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Definition 3.26. Fix an associahedron diagonal Γ, module diagonals M1 and M2 compatible with
Γ, and a module-map diagonal L compatible with M1 and M2. Suppose that M1 and M2 are
A∞-modules over an A∞-algebra A and N1 and N2 are A∞-modules over an A∞-algebra B, and
f ∈ Mor(M1,M2) and g ∈ Mor(N1,N2) are morphisms in the dg category of A∞-modules. Then
there is a corresponding morphism (f ⊗L g) ∈ Mor(M1 ⊗M1 N1,M2 ⊗M2 N2) so that Ff⊗Lg is the
composition
T MTn+1 LÐ→ T MTn+1 ⊗R T MTn+1
Ff⊗FgÐÐÐÐ→ Mor(M1 ⊗A⊗n,M2)⊗R Mor(N1 ⊗B⊗n,N2)↪Mor(M1 ⊗R N1 ⊗ (A⊗R B)⊗n,M2 ⊗R N2).
(3.27)
Explicitly, if ` = ∑ni(Si, Ti) is the linear combination of module transformation trees correspond-
ing to L then the operation (f ⊗L g)1+n is given by(f ⊗L g)1+n((x⊗ y)⊗ (a1 ⊗ b1)⊗⋯⊗ (an ⊗ bn))=∑
i
ni[Ff(Si)(x⊗ a1 ⊗⋯⊗ an)]⊗ [Fg(Ti)(y ⊗ b1 ⊗⋯⊗ bn)].
Lemma 3.28. Definition 3.26 defines a chain map
Mor(M1,M2)⊗R Mor(N1,N2)→Mor(M1 ⊗M1 N1,M2 ⊗M2 N2).
Moreover, homotopic module-map diagonals give homotopic chain maps.
Proof. This is immediate from the definition and Lemma 3.23. 
Proposition 3.29. Fix an associahedron diagonal Γ, module diagonals M1, M2, and M3 compatible
with Γ, and for 1 ≤ i < j ≤ 3 module-map diagonals Lij compatible with Mi and Mj. Then for any
A∞-algebras A and B, A∞-modules M1, M2, and M3 over A, A∞-modules N1, N2, and N3 overB, and morphisms M1 f1Ð→M2 f2Ð→M3 N1 g1Ð→ N2 g2Ð→ N3,
we have a chain homotopy
(3.30) (f2 ○ f1)⊗L13 (g2 ○ g1) ∼ (f2 ⊗L23 g2) ○ (f1 ⊗L12 g1).
Proof. We introduce yet another type of trees to encode the two sides of Equation (3.30). A module
bi-transformation tree is a tree T together with two distinguished internal vertices v1, v2 on the
left-most strand. As before, we require that all internal vertices except for the vi have valence 3 or
more. We think of the vi as dividing the left-most strand into three sections, corresponding to three
modules involved (e.g., M1, M2, and M3). The differential of a module bi-transformation tree T
is the sum over all ways of inserting an edge in T so as to get a new module bi-transformation tree.
The module bi-transformation trees complex with n inputs can be viewed as a subcomplex of the
associahedron trees complex with n + 2 inputs: given a bi-transformation tree, the corresponding
associahedron tree is obtained by adding two inputs on the far left and routing them to the two
distinguished vertices. The corresponding quotient complex is spanned by trees where the two
leftmost inputs go to the same internal vertex. This quotient complex is clearly acyclic so the
module bi-transformation trees complex, like the associahedron trees complex, is contractible.
Given a sequence of maps M1 f1Ð→ M2 f2Ð→ M3 between A∞-modules over A, a module bi-
transformation tree T with n inputs can be turned into a map M1 ⊗A⊗(n−1) →M3 by turning each
internal vertex of valence d into µd if it is not on the leftmost strand or (m1)d, (f1)d, (m2)d, (f2)d,
or (m3)d if it is on the leftmost strand and above v1, at v1, between v1 and v2, at v2, or below v2,
respectively.
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Figure 15. Module bi-transformation trees. Left: the pair of trees in `1.
Right: an example of the splitting operation Spl.
A module-bi-map tree diagonal ` compatible with m1 and m3 is a sum of pairs of module bi-
transformation trees satisfying the compatibility and non-degeneracy conditions of Definition 2.48,
but with module bi-transformation trees in place of module transformation trees. (For instance, `1
is still the unique pair of module bi-transformation trees with one input; see Figure 15.)
Both sides of Equation (3.30) give module-bi-map tree diagonals, as follows. Let `ij be the
module-bi-map tree diagonal corresponding to the module-bi-map diagonal Lij . For a module
transformation tree T , define Spl(T ) to be the sum of module bi-transformation trees obtained
by splitting the distinguished vertex of T into two distinguished vertices in all possible ways; see
Figure 15. For a pair of trees T1 ⊗ T2, define Spl(T1 ⊗ T2) = Spl(T1) ⊗ Spl(T2). Then the left
side of Equation (3.30) is the map corresponding to Spl(`13), by the definition of composition of
A∞-module maps.
Given two module transformation trees T1 and T2, the composition T1 ○1T2 is naturally a module
bi-transformation tree. Similarly, given two pairs of module transformation trees (S1, T1) and(S2, T2), (S2 ○ S1, T2 ○ T1) is a pair of module bi-transformation trees. Then the right side of
Equation (3.30) is the map corresponding to `23 ○1 `12.
Let us check that Spl(`13) and `12 ○1 `23 are both module-bi-map tree diagonals. Normalization
is immediate in both cases. Compatibility follows easily from
∂ Spl(`) = Spl(∂`)
∂(`1 ○1 `2) = (∂`1) ○1 `2 + `1 ○1 (∂`2).
Just as for Proposition 2.54, any two module-bi-map tree diagonals are homotopic: we can make
a chain complex out of linear combinations of pairs of module bi-transformation trees so that the
diagonals are cycles, and then inductively build up a homotopy between any two diagonals. The
homotopy between Spl(`13) and `12 ○1 `23 gives the desired homotopy between the two sides of
Equation (3.30). 
Lemma 3.31. Let M and N be A∞-modules over A and f ∶M→ N a homomorphism. Then f is
an isomorphism if and only if f1 is an isomorphism.
(See also Lemma 3.15.)
Proof. Certainly if f is an isomorphism then f1 is an isomorphism. To prove the converse, it suffices
to construct left and right inverses to f . We will construct the left inverse g to f ; construction of
the right inverse is similar. Let g1 be the inverse to f1. Suppose we have defined gi for i ≤ n so that(g ○ f)i = 0 for 1 < i ≤ n. We have
(g ○ f)n+1(x, a1, . . . , an) = n∑
k=0 gn−k+1(fk+1(x, a1, . . . , ak), ak+1, . . . , an).
So, define
gn+1(y, a1, . . . , an) = n∑
k=1 gn−k+1(fk+1(g1(y), a1, . . . , ak), ak+1, . . . , an).
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It is clear that the g constructed this way is a left inverse to f . As noted above, a similar argument
shows that f has a right inverse h, and it follows that g = h. It remains to verify that g is an
A∞-homomorphism, rather than just a morphism. But
0 = d(I) = d(g ○ f) = d(g) ○ f + g ○ d(f) = d(g) ○ f.
Composing on the right by g gives that d(g) = 0, as desired. 
Corollary 3.32. Given A∞-modules M and N , module diagonals M1 and M2, and a module-map
diagonal L compatible with M1 and M2, the map
IM ⊗L IN ∶M⊗M1 N →M⊗M2 N
is an isomorphism.
Proof. The fact that (IM⊗LIN )1 is an isomorphism is immediate from the non-degeneracy condition
for L. The corollary now follows from Lemma 3.31. 
Corollary 3.33. Given a A∞-modulesM and N , a module diagonal M, and a module-map diagonal
L compatible with M and M, the map
IM ⊗L IN ∶M⊗M N →M⊗M N
is homotopic to the identity map.
Proof. By Proposition 3.29, (IM ⊗L IN ) ○ (IM ⊗L IN ) ∼ (IM ⊗L IN ).
By Corollary 3.32, (IM ⊗L IN ) is an isomorphism. Composing both sides with (IM ⊗L IN )−1 gives
the result. 
Remark 3.34. Even when M1 = M2, IM ⊗L IN may not be the identity map unless L, and perhaps
the Mi, are chosen carefully. Specifically, the differential of the pair of trees
is in the same grading as `4. If ` has the property that IM ⊗L IN is necessarily the identity map
then the new module multiplihedron diagonal obtained by adding the differential of this pair of
trees to `4 no longer has this property.
Proof of Theorem 1.4. Existence of a compatible module diagonal is trivial: we can take M = Γ
(compare Example 2.25). It remains to verify the rest of the theorem.
The fact that the tensor product is anA∞-module is immediate from the definition and Lemma 3.20.
Part (M1) follows from the non-degeneracy condition for module diagonals. Part (M2) follows
from Proposition 3.29 and Corollary 3.32. The homotopy equivalence for Part (M3) is obtained by
tensoring the identity maps IM1 and IM2 using any module-map diagonal compatible with M1 and
M2; existence of such a module-map diagonal is guaranteed by Lemma 2.49. 
Again, in Section 3.4, some boundedness properties of our modules will be relevant.
Definition 3.35. An A∞-moduleM is bonsai if there is an integer N so that for any associahedron
tree T with dimension dim(T ) > N , mM(T ) = 0. An A∞-module map f ∶M→ N is bonsai if there
is an integer N so that for any module transformation tree T with dim(T ) > N , f(T ) = 0.
It is immediate from the definition that the bonsai morphisms form a subcomplex of Mor(M,N ).
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Lemma 3.36. Fix an associahedron diagonal Γ, module diagonals M1 and M2 compatible with Γ,
and module-map diagonal L compatible with M1 and M2. If A1 and A2 are bonsai A∞-algebras andM1 and M2 are bonsai A∞-modules over A1 and A2 then M1 ⊗M1 M2 is also bonsai. Similarly,
if Mi, Ni, and f i ∶Mi → Ni are bonsai for i = 1,2 then so is f1 ⊗L f2.
Proof. As was the case for Lemma 3.18, this is immediate from the fact that M (respectively L) is
grading-preserving. 
3.4. Type D and DD structures. Next we turn to type D structures and their bimodule ana-
logue, type DD structures. We will focus on left type D structures and left-left type DD structures.
Fix an A∞-algebra A over k. Recall from the introduction that a (left) type D structure over A
consists of a projective k-module P together with a k-module map δ1P ∶ P → (A⊗ P )⟪1⟫ satisfying
Equation (1.5). We need to make sure the sums involved are finite.
Definition 3.37. A type D structure is bounded if all sufficiently large iterates of the structure
map δ1 vanish.
Remark 3.38. Sometimes (e.g., in [LOT15]), we refer to our notion of being “bounded” as being
operationally bounded, since a bounded type D structure need not be supported in finitely many
gradings.
Convention 3.39. When talking about a type D structure P over A, we assume that either P is
bounded or A is bonsai.
(We will weaken this restriction somewhat in Section 9.)
Definition 3.40. Given type D structures AP and AQ over A, the morphism complex Mor(AP,AQ)
consists of all k-module maps f1 ∶ P → A⊗Q. The differential on this complex is defined by
d(f1) = ∞∑
m,n=0(µm+1+n ⊗ I) ○ (IA⊗m+1 ⊗ δnQ) ○ (IA⊗m ⊗ f1) ○ δmP
or, graphically,
d(f1) =
δP
f1
δQ
µ
.
We will sometimes write f ∶ AP → AQ to indicate a morphism f1 ∶ P → A⊗Q.
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These morphism complexes make the category of type D structures into a (non-unital) A∞-
category, with (higher) composition of a string AP0 f1Ð→ AP1 f2Ð→ ⋯ fnÐ→ APn given by
○n(fn, . . . , f1) =
δP0
f11
δP1
f12⋮
f1n
δPn
µ
[LOT15, Lemma 2.2.27].
In the case that A is strictly unital (see Section 3.7 below), the category of type D structures overA is also strictly unital, with strict unit
I1P (x) = 1⊗ x.
Recall that a type DD structure over dg algebras A and B is a type D structure over A⊗R B.
Definition 3.41. Let A and B be A∞-algebras over k1 and k2, respectively. Fix an associahedron
diagonal Γ. Then a left-left type DD structure over A and B with respect to Γ is a (left) type D
structure over A ⊗Γ B. So, the category of left-left type DD structures inherits the structure of a
non-unital A∞-category from Definition 3.40.
Working with left-left modules is awkward, so we will often think of a left-left module over A
and B as a left-right module over A and Bop, with a structure operation
δ1 ∶ P → A⊗ P ⊗Bop⟪1⟫
obtained from δ1 by switching the factors. Graphically, we can denote the operation δ1 ∶ P →
A⊗ P ⊗Bop⟪1⟫ on a left-right type D structure as
δ1 .
To get the order of operations correct, the portion of the diagrams to the right of the dotted line
should be folded over to put it on the left. In particular, the inputs to the algebra operations appear
in the opposite order, and the trees on that side of the diagonal Γ will appear reversed. In other
words, the diagrams respect the notions of closer to / farther from the factor P , not the notion of
left / right.
Similarly to type D structures, the map δ1 induces a map
δ ∶ P → T ∗(A⟪1⟫)⊗ P ⊗ T ∗(Bop)
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by
δ = δ1 + δ1
δ1
+ ⋯.
The type DD structure is bounded if the image of δ is contained in T ∗(A⟪1⟫) ⊗ P ⊗ T ∗(Bop). If
our associahedron tree diagonal is
γn = ∑(S,T )∈Tn⊗Tn n(S,T )(S ⊗ T ) ∈ Tn ⊗ Tn,
then the structure equation for a type DD structure can be encoded as
∑
n
∑(S,T )∈Tn⊗Tn n(S,T )
δ
µ(S) µ(T op) = d
⎛⎜⎜⎜⎝ δ1
⎞⎟⎟⎟⎠
or even more succinctly
(3.42)
δ
γ γop
= d⎛⎜⎜⎜⎝ δ1
⎞⎟⎟⎟⎠ .
(See Equation (3.9) for this notation. On the right-hand side, the operation d is induced by µ1 on
the tensor product algebra A ⊗B.) As in Convention 3.39, for these structure equations to make
sense we must require either that A and B are bonsai, or that P is bounded.
Warning 3.43. Non-unital categories lack a notion of isomorphism, not to mention equivalences of
categories. This makes it difficult to prove that changing the diagonal gives an equivalent category
of type DD structures. One way to handle this issue is to consider homotopy unital algebras. See
Section 7.5 and, in particular, Theorem 7.61 for independence of the category of type DD structures
from the choice of diagonal.
3.5. Box products of type DD structures. In Section 3.3, we considered external tensor prod-
ucts of A∞-modules, i.e., tensor products over the ground ring R. We turn now to internal tensor
products, i.e., tensor products over an A∞-algebra A. Recall that the A∞-tensor product of A∞-
modules MA and AN is defined to be the R-module
M ⊗Bar(A)⊗N,
where Bar(A) = T ∗(A⟪1⟫) denotes the bar complex of A (see, e.g., [Kel01, Section 6.3] or [Kela,
Section 3]). This tensor product is equipped with a differential involving (all of) the operations
mi on M and N and µi on A. This A∞-tensor product is a generalization of the derived tensor
product of ordinary modules (or chain complexes of modules, or dg modules).
If we replace AN with a type D structure AP , we can form another kind of tensor product,
denoted ⊠ in [LOT18,LOT15], which is closer to the classical tensor product of ordinary modules.
If M is bonsai or P is bounded then we can define a differential ∂⊠ on M ⊗ P by the composition
M ⊗ P I⊗δÐÐ→M ⊗ T ∗(A)⊗ P m⊗IÐÐ→M ⊗ P,
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i.e.,
∂⊠ = δP
mM
.
Let M ⊠ P denote the complex (M ⊗ P,∂⊠). Further, given φ ∈ Mor(M1,M2) and a sequence of
maps f1i ∈ Mor(Pi, Pi+1), i = 1, . . . n (for any n ≥ 1) define
⊠0,n(; f11 , . . . , f1n) =
δP1
f11
δP2⋮
f1n
δPn+1
mM1
⊠1,n (φ; f11 , . . . , f1n) =
δP1
f11
δP2⋮
f1n
δPn+1
φ
.
Define ⊠i,j to vanish if i > 1.
The following is a slight strengthening of [LOT18, Lemma 2.30] and [LOT15, Lemma 2.3.3], the
proof of which is left to the reader:
Lemma 3.44. If M is bonsai or P is bounded then M⊠P is a chain complex. Moreover, the oper-
ation ⊠ is a (non-unital) A∞-bifunctor, i.e., the operations ⊠i,j satisfy the A∞-bimodule relations.
Remark 3.45. If A andM are strictly unital and we restrict to the strictly unital morphism complex
then ⊠ is a strictly unital bifunctor.
Remark 3.46. Note that ⊠1,1 is a higher composition of φ and f11 : the ordinary composition is
defined to be either ⊠0,1(; f11 ) ○ ⊠1,0(φ; ) or ⊠1,0(φ; ) ○ ⊠0,1(; f11 ), a global choice.
We turn now to the generalizations of ⊠ to bimodules. The most obvious generalization is a triple
tensor product of a DD structure with two A∞-modules.
Definition 3.47. Fix an associahedron diagonal Γ and a module diagonal M compatible with Γ.
Let A,BP be a left-left type DD structure over A and B, and let MA, NB be A∞-modules over A
and B. Assume that either P is bounded or M, N , A, and B are all bonsai. Define[MA ⊠ APBop ⊠ BopN ]M ∶= (M⊗M N )A⊗ΓB ⊠ A⊗ΓBP.
Recall that Theorem 1.7 asserts that the triple box product is a chain complex and, up to
homotopy equivalence, is independent of the choice of module diagonal.
Proof of Theorem 1.7. The fact that the triple box product is a well-defined chain complex is im-
mediate from its definition, together with Lemmas 3.44 and 3.36. Next, if M and M′ are different
module diagonals, it follows from Part (M3) of Theorem 1.4 thatM⊗MN andM⊗M′N are homo-
topy equivalent. If A, B,M, and N are bonsai, Lemma 3.36 implies that the homotopy equivalence
is also bonsai. So, invariance of the box product under homotopy equivalence, [LOT15, Corol-
lary 2.3.5], implies that the triple box products are homotopy equivalent as well. 
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δ1(x⊗ y) = x ym1 1 + ∑
S,T
nS,T
x y
δ1
δ1⋮
δ1
S T op
= x ym1 1 +
x y
δ
p pop
Figure 16. The structure operation on M ⊠p P , shown graphically with two dif-
ferent notations. We will prefer the second notation.
Remark 3.48. There is also a sense in which the triple box product is independent of the associa-
hedron diagonal Γ, but since the structure equation for a type DD structure uses an associahedron
diagonal, this is rather cumbersome to spell out, and is left to the reader.
Our next goal is to interpret this triple box product as tensoring ofM with P and then tensoring
the result with N . This interpretation uses the following notion, which requires B to be strictly
unital.
Definition 3.49. Fix a module diagonal primitive
pn = ∑(S,T )nS,T (S,T ) ∈ Tn ⊗R Tn−1
compatible with an associahedron diagonal Γ. Let A, B be A∞-algebras over k1, k2 respectively, and
assume that B is strictly unital with unit 1. Let A,BP be a type DD structure with respect to Γ and
let MA be an A∞-module over A. Assume that either P is bounded or M, A, and B are bonsai.
Define M ⊠p P to be the vector space M ⊗ P equipped with the operation
δ1 ∶ M ⊠p P → (M ⊠p P )⊗Bop
given by
δ1(x⊗ y) =mM1 (x)⊗ y ⊗ 1 + ∑(S,T )nS,T (mM(S)⊗ IP ⊗ µBop(T op)) ○ (IM ⊗ δP ).
This is shown graphically in Figure 16.
Lemma 3.50. The object (M ⊠p P, δ1) from Definition 3.49 is a right type D structure over Bop,
or equivalently a left type D structure over B.
Proof. The boundedness assumptions imply that the sum involved in defining δ1 is finite. It remains
to verify that ∂2 = 0 or, more precisely, that Equation (1.5) holds for P ⊠pM. We will give the proof
in compact graphical notation. Using the fact that B is strictly unital, Equation (1.5) is equivalent
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to
δ
⋮
δ
p
⋮
p
pop
pop
µ
+ δ
m1
p pop
+ δ
m1
p pop = 0.
The module diagonal primitive structure equation, Equation (2.31), together Lemmas 3.4 and 3.20,
implies that the sum of these three terms is equal to
δ
δ
δ
p pop
γ γ
+
δ
δ1
δµ1
p pop
+
δ
δ1
δ µ1
p pop
.
These terms cancel by the structure equation for a type DD structure (Equation (3.42)). 
Lemma 3.51. Fix an associahedron diagonal Γ and a module diagonal primitive p compatible
with Γ. Let M be the module diagonal associated to p (Definition 2.34). Let A,BP be a type DD
structure over A and B and let MA, NB be A∞-modules over A and B, respectively. Assume that
either P is bounded or M, N , A, and B are bonsai. Assume also that B and N are strictly unital.
Then
(3.52) [MA ⊠ APBop ⊠ BopN ]M ≅ (M ⊠pA P ) ⊠Bop N .
Proof. Graphically, both sides of Equation (3.52) are given by
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
δ
⋮
δ
p
⋮
p
pop
⋮
pop
m
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+ ⎛⎜⎜⎜⎝ m1
⎞⎟⎟⎟⎠ .

Proof of Theorem 1.10. This is a restatement of Lemmas 3.50 and 3.51. 
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3.5.1. Functoriality of one-sided box tensor products. We turn next to functoriality of ⊠p. Let P
and Q be type DD structures over A and B, with B strictly unital, and let f ∶ P → Q be a morphism.
That is, f is a map P → A⊗Q⊗Bop. Given an A∞-moduleM over A, we can consider the morphism
of right type D structures over B
IM ⊠p f ∶M ⊠p P →M ⊠p Q
defined graphically by
(3.53) IM ⊠p f =
δ
f
δ
p pop
Similarly, fix a module-map primitive q compatible with module diagonal primitives p1 and p2.
Given another A∞-module N over A and a morphism g ∶M→ N we can consider the map
g ⊠q IP ∶M ⊠p1 P → N ⊠p2 P
defined graphically by
(3.54)
δ
qg qop
where qg means that we apply g at the distinguished vertex of q. There is a special case corre-
sponding to δ0, which is the term
g1 1 ,
making use of the fact that B is strictly unital. As usual, for these operations to be defined requires
some boundedness: either P and Q should be bounded or A, B, M, N , and g should be bonsai.
Remark 3.55. A module-map primitive has a first term q1 = pΨ1 ⊗⊺, giving the special case above,
while a module diagonal primitive does not have a corresponding term, instead starting with p2 =
Ψ2 ⊗ ↓. As a result there is an extra term in Figure (16) compared to Equation (3.54).
Lemma 3.56. Suppose that either P and Q are bounded or A, B,M, N , and g are bonsai. Assume
also that B is strictly unital. Then the maps IM ⊠p ⋅ and ⋅ ⊠q IP are chain maps
IM ⊠p ⋅ ∶ Mor(P,Q)→Mor(M ⊠p P,M ⊠p Q)⋅ ⊠q IP ∶ Mor(M,N )→Mor(M ⊠p1 P,N ⊠p2 P ).
Moreover, for ⋅ ⊠q IP , homotopic module-map primitives give homotopic chain maps.
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Proof. For the first statement,
d(I ⊠ f) =
δ
⋮
δ
δ
f
δ
δ
⋮
δ
p
⋮
p
p
p
⋮
p pop
⋮
pop
pop
pop
⋮
pop
µ
+
δ
f
δ
m1
p pop
+
δ
f
δ
p pop
m1
=
δ
δ
f
δ
δ
p pop
γ γop
+
δ
f
δ
∂p pop
+
δ
f
δ
p ∂pop
+
δ
f
δ
m1
p pop
+
δ
f
δ
p pop
m1
+
δ
f
δ
p pop
µ1
+
δ
δ
δ
f
δ
p pop
γ γop +
δ
δ
δ
f
δ
p pop
γ γop
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=
δ
δ
f
δ
δ
p pop
γ γop
+
δ
f
δ
p pop
µ1
+
δ
f
δ
p pop
µ1
= I ⊠ (d(f)).
Here, the second equality uses the module diagonal primitive relation. The third uses the type
DD structure relation and an analogue of Lemma 3.23.
Turning to ⋅ ⊠q IP , we have
d(g ⊠q IP ) =
δ
⋮
δ
δ
δ
⋮
δ
p1
⋮
p1
qg
p2
⋮
p2
p1,op
⋮
p1,op
qop
p2,op
⋮
p2,op
µ
+ δqg qop
m1
+
m1
δ
qg qop
= δ(∂q)g qop + δqg ∂qop +
δ
δ
δ
qg qop
γ γop
+ δqg qop
m1
+
m1
δ
qg qop
+ δqg qop
m1
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= δ
q(dg) qop +
δ
δ
δ
qg qop
γ γop
+
δ
δ1
δ
qg qop
µ1
+
δ
δ1
δ
qg qop
µ1
= δ
q(dg) qop .
Here, the second equality uses the structure relation for module-map primitives, the third uses
Lemma 3.23, and the fourth uses the structure relation for a type DD structure. This proves that⋅ ⊠q IP is a chain map. The proof that homotopic module-map primitives give homotopic chain
maps is similar, and is left to the reader. 
Warning 3.57. In the expression g ⊠q IP , IP is just notation. Indeed, to define the identity map of
P requires that A⊗ΓB be strictly unital (Definition 3.78), which is not guaranteed, even if A and B
are.
For the sake of simplicity, we only give a partial analogue of Lemma 3.44:
Proposition 3.58. Fix:● An associahedron tree diagonal γ.● Module diagonal primitives p1, p2, and p3 compatible with γ.● Module-map primitives q12 compatible with p1 and p2; q23 compatible with p2 and p3; and
q13 compatible with p1 and p3.● A∞-algebras A and B with B strictly unital.● A∞-modules M1, M2, and M3 over A.● Type DD structures P1, P2, and P3 over A and B.
Then the following diagrams commute up to homotopy:
(3.59)
MorA(M1,M2)⊗R MorA(M2,M3) MorB(M1 ⊠p1 P1,M2 ⊠p2 P1)⊗RMorB(M2 ⊠p2 P1,M3 ⊠p3 P1)
MorA(M1,M3) MorB(M1 ⊠p1 P1,M3 ⊠p3 P1);
f⊗g↦(f⊠p12 IP1)⊗(g⊠q23 IP1)
(f⊗g)↦g○f (k1⊗l1)↦l1○k1
h↦(h⊠q13 IP1)
(3.60)
MorA(P1, P2)⊗R MorA(P2, P3) Mork(M ⊠p1 P1,M ⊠p1 P2)⊗RMork(M ⊠p1 P2,M ⊠p1 P3)
MorA(P1, P3) Mork(M ⊠p1 P1,M ⊠p1 P3).
f1⊗g1↦(IM⊠p1f1)⊗(IM⊠p1g1)
(f1⊗g1)↦g1○f1 (k1⊗l1)↦l○k
h1↦(IM⊠p1h1)
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(3.61)
MorA(M1,M2)⊗R MorA(P1, P2) Mork(M1 ⊠p1 P1,M1 ⊠p1 P2)⊗R Mork(M1 ⊠p1 P2,M2 ⊠p2 P2)
Mork(M1 ⊠p1 P1,M2 ⊠p2 P1)⊗RMork(M2 ⊠p2 P1,M2 ⊠p2 P2) Mork(M1 ⊠p1 P1,M2 ⊠p2 P2)
f⊗g1↦(IM1⊠p1g1)⊗(f⊠q12 IP2)
(f⊗g1)↦(f⊠q12 IP1)⊗(IM2⊠p2g1) (k1⊗l1)↦l1○k1
(k1⊗l1)↦l1○k1
(Here, we either assume that the Pi are all bounded, or else that A, B, and the Mi are bonsai and
that the morphism complexes denote the complexes of bonsai morphisms.)
Proof. To construct the homotopy for the square (3.59) one uses the notion of a module bi-map
diagonal primitive (the definition of which is left to the reader). The square (3.60) follows from
the definitions and the module primitive structure equation. The homotopy for square (3.60) is the
map
δ
g
δ
q12f q12,op
.
Further details are left to the reader. 
Recall that for B a strictly unital A∞-algebra and BQ a type D structure over B, the identity
map of Q is defined by
I1Q(x) = 1⊗ x.
This identity map gives rise to the notion of isomorphic or homotopy equivalent type D structures.
(See also Warnings 3.43 and 3.57.)
Lemma 3.62. Fix module diagonal primitives p1 and p2 and a module-map primitive q compatible
with p1 and p2. Given A∞-algebras A and B with B strictly unital, an A∞-module MA and a type
DD structure A,BP , with P bounded or A, B, and M bonsai, the map
IM ⊠q IP ∶M ⊠p1 P →M ⊠p2 P
is a homotopy equivalence.
Proof. First, consider the special case that p1 = p2 and q is the module-map primitive from
Lemma 2.61. The term
I 1
contributes the identity map to IM⊠q IP , so it suffices to show that no other terms contribute. This
is immediate from the facts that (IM)n = 0 for n > 1 and the distinguished vertex in qn has valence≥ 3 if n > 1.
Now, for any other module-map primitive q′ compatible with p1 = p2, the result follows from the
fact that q and q′ are homotopic (Proposition 2.60) and Lemma 3.56. Finally, the case of general
module diagonal primitives follows from Equation (3.59) in Proposition 3.58, with f = g = IM. 
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Corollary 3.63. Fix a module diagonal primitive p and a module-map primitive q compatible with
p and p. Given A∞-algebras A and B with B strictly unital, an A∞-module MA and a type DD
structure A,BP , the map
IM ⊠q IP ∶M ⊠p P →M ⊠p P
is homotopic to the identity map.
Proof. By Equation (3.59) in Proposition 3.58,(IM ⊠q IP ) ○ (IM ⊠q IP ) ∼ (IM ○ IM) ⊠q IP = IM ⊠q IP .
Composing with the homotopy inverse of IM ⊠q IP (from Lemma 3.62) gives the result. 
Corollary 3.64. Fix A∞-modules M and N , a homotopy equivalence f ∶M → N , and a type DD
structure P such that either P is bounded or M, N , and f are bonsai. Then for any type DD
structure P and any choice of module diagonal primitives and module-map primitive,
f ⊠q IP ∶M ⊠p1 P → N ⊠p2 P
is a homotopy equivalence.
Proof. This is immediate from Lemma 3.62 and Proposition 3.58. 
3.5.2. Associativity of the box tensor product of morphisms. Given a type DD structure P , modulesM1, M2, N1, and N2, and morphisms f ∶M1 →M2 and g ∶ N1 → N2, as well as an associahedron
diagonal Γ, module diagonals M1 and M2 compatible with Γ, and a module-map diagonal L
compatible with M1 and M2, Definition 3.26 gives a triple box product[f ⊠ IP ⊠ g]L = (f ⊗L g) ⊠ IP
(under appropriate boundedness assumptions). This is a little trickier than it looks, since A⊗ΓB is a
non-unital algebra, so the category of typeD structures over it is a non-unital category. Nonetheless,
for f ∶M → N a map of modules over a non-unital algebra C and CP a type D structure over C, it
still makes sense to define
f ⊠ IP = δP
f
.
In the case of interest, C = A⊗Γ B and this reduces to
[f ⊠ IP ⊠ g]L = δ
`f `opg
,
where `f means we apply f at the distinguished vertex on the left tree in ` and `opg means we
apply g at the distinguished vertex of the right tree in `.
In the special case that g is the identity map, [f ⊠ IP ⊠ g]L depends only on the partial module-
map diagonal induced by L. That is, given a partial module-map diagonal k compatible with M1
and M2 we can define
(3.65) [f ⊠ IP ⊠ IN ]k = δ
kf kopI
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where kf means that we apply f at the distinguished vertex of (the left tree in) k and kI means
we apply I at the distinguished vertex of (the right tree in) k.
Lemma 3.66. Fix module diagonals M1 and M2, a partial module-map diagonal k, A∞-algebras A
and B, a type DD structure P over A and B, A∞-modules M1 and M2 over A, and an A∞-moduleN over B. Assume that either P is bounded or M1, M2, N , and the morphisms f ∶M1 →M2
under consideration are bonsai. Then Formula (3.65) defines a chain map
Mor(M1,M2)→Mor([M1 ⊠ P ⊠N ]M1 , [M2 ⊠ P ⊠N ]M2).
Moreover, homotopic partial module-map diagonals induce homotopic chain maps. Finally, if k is
induced by a module-map primitive q then [f ⊠ IP ⊠ IN ]k is homotopic to (f ⊠q IP ) ⊠ IN .
Proof. For the first statement, d[f ⊠ IP ⊠ IN ]k is given by
δ
m1 m1,op
δ
kf kopI
+ m
M1
1
δ
kf kopI
+ m
N
1
δ
kf kopI
+
δ
m2 m2,op
δ
kf kopI +
mM21
δ
kf kopI +
mN1
δ
kf kopI .
From the definition of a partial module-map diagonal, this sum is equal to
δ
(∂k)f kopI + δkf (∂kop)I +
mM11
δ
kf kopI
+ m
N
1
δ
kf kopI
+
mM21
δ
kf kopI
+
mN1
δ
kf kopI +
δ
δ
δ
kf kopI
γ γop
+ δ
αf (∂αop)I + δβf βopI
where α,β ∈ T MT ⊗R F≥3T MT .
Applying Lemma 3.23, this sum is equal to
δ
k(df) kopI + δkf kop(dI) +
δ
δ1
δ
kf kopI
µ1
+
δ
δ1
δ
kf kopI
µ1
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+
δ
δ
δ
kf kopI
γ γop
+ δ
αf (∂αop)I + δβf βopI .
The second term vanishes because d(I) = 0. The third, fourth, and fifth terms cancel by the type
DD structure relation. The last term vanishes because the identity map I has In = 0 for n > 1. So,
applying Lemma 3.23 to the second-to-last term we are left with
δ
k(df) kopI + δαf αop(dI) +
δ
δ1
δ
αf αopI
µ1
+
mN1
δ
αf αopI
mN1
δ
αf αopI
.
Again, the second term vanishes because d(I) = 0 and the third, fourth, and fifth terms vanish
because In = 0 for n ≥ 2. Thus, we are left with [(df) ⊠ IP ⊠ IN ]k, as desired.
For the second statement, applying the argument above but with a homotopy ζ of partial module-
map diagonals in place of k gives
d
⎛⎜⎜⎜⎜⎜⎜⎝
δ
ζf ζopI
⎞⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎝
δ
ζ(df) ζopI
⎞⎟⎟⎟⎟⎟⎟⎠
+ [f ⊠ IP ⊠ IN ]k1 − [f ⊠ IP ⊠ IN ]k2 ,
as desired.
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Finally, if k comes from a primitive q (and pi comes from a primitive pi) then
[f ⊠ IP ⊠ IN ]k =
p1
⋮
p1
qf
p2
⋮
p2
δ
⋮
δ
δ
δ
⋮
δ
p1,op
⋮
p1,op
qop
p2,op
⋮
p2,op
m
I
= (f ⊠q IP ) ⊠ IN ,
as claimed.
The boundedness assumptions imply that all the sums considered above are finite. 
Corollary 3.67. Fix a module-map primitive q compatible with module diagonal primitives p1
and p2. Let mi be the module diagonal induced by pi and let ` be any module-map diagonal com-
patible with m1 and m2. Then for any A∞-modules M1, M2, and N , type DD structure P , and
A∞-module homomorphism f ∶M1 →M2 (with either P bounded or all the other objects bonsai),
the chain maps [f ⊠ IP ⊠ IN ]`
and (f ⊠q IP ) ⊠ IN
are chain homotopic.
Proof. This is immediate from Lemma 3.66 and the fact that all partial module-map diagonals are
homotopic (Lemma 2.67). 
3.6. Further tensor products of modules and bimodules. We collect here a few other tensor
products of bimodules, generalizing the earlier constructions. We subdivide these into two types:
internal tensor products and external tensor products.
Examples of internal tensor products that we have already defined are:● The box product of an A∞-module and a type D structure, as recalled in Section 3.5.● Given DA structures APB and BQC (see Definition 3.68 or [LOT15, Definition 2.2.43]), the
DA structure APB ⊠ BQC [LOT15, Figure 4] (see also Figure 17).● Given anA∞-bimodule AMB and aDA structure BQC , theA∞-bimodule AMB⊠BQC [LOT15,
Figure 4] (see also Figure 17).● The triple box product of a type DD structure and two A∞-modules (Section 3.5), using a
module diagonal.● The one-sided box tensor product of a type DD structure and an A∞-module (Section 3.5),
using a module diagonal primitive.
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δ1P
δQ
mM
δQ
.
Figure 17. Box products of two DA structure, and of an A∞-bimodule
and a DA structure. Left: the structure map for a box tensor product APB ⊠BQC
of two DA structure. Right: the structure map of a box tensor product AMB ⊠ BQC
of an A∞-bimodule and a DA structure. In each case, boundedness criteria must be
satisfied for the definition to make sense. See [LOT15] for more details.
Given A∞-modules MA and NB, the tensor product (M ⊗M N )A⊗ΓB from Section 3.3 is an
example of an external tensor product. An even simpler example of an external tensor product
occurs if A and B are A∞-algebras over k with B strictly unital, and BP and MA are a type D
structure and an A∞-module, respectively. In this case, P ⊗M can be endowed with the structure
of a type DA structure (in the sense recalled below), with operations
δ11(x⊗ y) = 1⊗ x⊗m1(y) + δ1(x)⊗ y
δ1`+1(x⊗ y, a1, . . . , a`) = 1⊗ x⊗m`+1(y, a1, . . . , a`)).
In the next sections we handle a few more cases.
3.6.1. Box product of an A∞-bimodule and a type DD structure. Fix A∞-algebras A, B, and C, over
k1, k2, and k3, respectively, with C strictly unital with unit 1. Fix also an A∞-bimodule AMB and
a type DD structure B,CP . The goal of this section is to use a primitive to construct a type DA
structure AMB ⊠ BP Cop .
We start by recalling the definition of a type DA structure.
Definition 3.68. Let A and B be algebras over k1 and k2 respectively, and let Q = k1Qk2 be a(k1,k2)-bimodule. Given a collection of bimodule homomorphisms{δ11+n ∶ Q⊗B⊗n → A⊗Q⟪1 − n⟫}∞n=1,
we say that (Q,{δ11+n}) is a type DA structure if the following condition holds. Define δ1 = ∑j δ1j ∶
Q⊗ T ∗(B⟪1⟫)→ A⟪1⟫⊗Q, and inductively define
δn = (IA⊗(n−1) ⊗ δ1) ○ (δn−1 ⊗ IT ∗B) ○ (IQ ⊗∆)
where ∆ ∶ T ∗B → T ∗B ⊗ T ∗B is the comultiplication. Let
δ =∑
n
δn ∶ Q⊗ T ∗(B⟪1⟫)→ T ∗(A⟪1⟫)⊗Q.
Then the structure equation is:
δ
µA + δ µ
B = 0.
This makes sense if either A is bonsai, or for each k there is an N so that δnk = 0 for all n > N .
(Here, δnk is the component of δ
n taking k total inputs.) When talking about a type DA structure,
we always assume one of these conditions holds. If the second condition holds, we say that P is left
bounded. We say that P is bounded if there is an N so that δnk = 0 whenever n + k > N .
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Note that left boundedness is automatic if δ11 = 0 (cf. Section 3.6.2).
To define AMB ⊠ BP Cop we need one further kind of tree. A bimodule tree is a pair of an element
T ∈ Tn and an integer 1 ≤ i ≤ n. The integer i corresponds to a distinguished input of T , which
we think of as the module input. Call vertices between the ith input of T and the output of
T bimodule vertices, and call vertices to the left (respectively right) of the bimodule vertices left
algebra (respectively right algebra) vertices. Given an A∞-bimodule AMB and a bimodule tree(T, i) there is an induced map m(T, i) ∶ A⊗i−1 ⊗M ⊗B⊗n−i →M , by applying the operation m on
M at the bimodule vertices of T and the operation µA (respectively µB) at the left (respectively
right) algebra vertices. We will typically suppress the integer i and refer to a bimodule tree T .
The operation LeJ of left joining extends to an operation on bimodule trees by composing at the
distinguished inputs. The original case of LeJ is the case that all of the distinguished inputs were
left-most.
Let S be a tree with 1 + ` inputs. Given an integer k ≥ 0, a k-left enlargement of S is a tree S′
with k + 1+ ` inputs and the same number of internal vertices, with the property that if we remove
the edges adjacent to the first k inputs of S′ the resulting tree is S. We view S′ as a bimodule tree
where the (k + 1)st vertex is distinguished. There is a corresponding map
kE ∶ Ccell∗ (K`+1)→ Ccell∗+k(Kk+`+1)
that sends a tree S to the sum of all of its k-enlargements. The operation kE satisfies
∂(kE(T )) + kE(∂(T )) = k−1∑`=0 `E(T ) ○`+1 Ψk−`+1 +
k−1∑`=0 Ψk−`+1 ○k−`+1 `E(T ) +
k−1∑`=1
`∑
j=1 `E(T ) ○j Ψk−`+1
(3.69)
∗E(LeJ(T1, . . . , Tn)) = LeJ(∗E(T1), . . . , ∗E(Tn))(3.70)
where, in Equation (3.70), ∗E(T ) = ∑k kE(T ) and LeJ is the usual left joining on the left side of
the equation, and the operation LeJ on bimodule trees on the right side of the equation. The terms
on the right side Equation (3.69) correspond to gluing a corolla at the top of T , and at the bottom
of T , and to the left of T , respectively.
Fix a module diagonal primitive
pn = ∑(S,T )nS,T (S,T ) ∈ Tn ⊗R Tn−1.
Generalizing Lemma 3.20, the bimodule AMB gives a chain map m ∶ Ccell∗ (Kk+1+`)→Mor(A⊗k⊗
M ⊗B⊗`,M). We define operations
δ1 ∶ T ∗(A)⊗M ⊗ P →M ⊗ P ⊗Cop
by
δ1k+1((a1⊗⋅ ⋅ ⋅⊗ak)⊗x⊗y) =mM(a⊗x)⊗y⊗1+ ∑(S,T )nS,T (mM(kE(S))⊗IP⊗µCop(T op))○(IA⊗k⊗IM⊗δP )
or, graphically:
δ1(a⊗ x⊗ y) = a x ymk,1,0 1 +
a x y
δ
kE(p) pop ,
where a = a1 ⊗ ⋅ ⋅ ⋅ ⊗ ak.
Let AMB ⊠p BP Cop = (M ⊗ P, δ11+n).
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Proposition 3.71. If AMB is bonsai or B,CP is bounded, then the operation δ11+n on AMB⊠pBP Cop
satisfies the type DA structure relation.
Proof. This is a straightforward generalization of the proof of Lemma 3.50, using Equations (3.69)
and (3.70) when needed. 
3.6.2. Box product of a DA structure and a DD structure. We can use DADD diagonals to define a
tensor product of a type DA structure with a type DD structure, under a simplifying assumption.
Specifically, suppose that the DA structure AQB satisfies the condition that the operation δ11 vanishes
identically. (For instance, this assumption holds for the type DA structure associated to an A∞-
algebra homomorphism [LOT15, Definition 2.2.48] or the type DA structures associated to arcslides
in bordered Floer theory [LOT14].) In this case, the operations δ11+n give rise to an action
λQ ∶ Ccell∗ (Jn)→Mor(Q⊗B⊗n,A⊗Q)
as follows. Given a multiplihedron tree S representing a generator of Ccell∗ (Jn), the action of
λQ(S) is obtained by running an additional strand labelled by Q through all purple vertices, and
thinking of the purple vertices as corresponding to δ11+n operations, red vertices correspond to µAn
operations, and blue vertices correspond to µBn operations. (Note that this agrees with the standard
multiplihedron action in the case the DA structure is associated to an A∞-algebra homomorphism.)
Lemma 3.72. For each n, the map λQ ∶ Ccell∗ (Jn)→Mor(Q⊗B⊗n,A⊗Q) defined above is a chain
map.
Proof. This follows from the DA structure relation for AQB and the fact that the operation δ11
vanishes identically. 
We can now specify the DD operations on AQB ⊗ BP C , as follows. Fix a DADD diagonal
rn = ∑(S,T )nS,T (S,T ) ∈ Ccell∗ (Jn)⊗R Tn
compatible with associahedron diagonals γ1 and γ2 (Definition 2.73) and a type DD structure B,CP
with respect to γ1. Define
δ1 ∶ Q⊗ P → A⊗Q⊗ P ⊗Cop
by
δ1(q ⊗ p) = ∑(S,T )nS,T (λQ(S)⊗ IP ⊗ µC(T op)) ○ (IQ ⊗ δP ),
or, graphically:
δ1 = δ
r rop
.
This formula and the corresponding type DD structure relation make sense so long as either:● B,CP is bounded or● AQB is bounded and B and C are bonsai.
Proposition 3.73. Let AQB be a type DA structure with δ11 = 0 and B,CP a type DD structure with
respect to γ1. If AQB is bounded and B and C bonsai, or B,CP is bounded and A is bonsai, then the
operation
δ1 ∶ Q⊗ P → A⊗Q⊗ P ⊗Cop
defined above gives Q ⊗ P the structure of a type DD structure AQB ⊠r BP Cop over A and C with
respect to γ2.
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Proof. We have:
δ
⋮
δ
r
⋮
r
γ γop
rop
⋮
rop
+ δr rop
µA1
+ δr rop
µC1
=
δ
δ
δγ γ
r r
+
δ
δ1
δ
r rop
µB1 +
δ
δ1
δ
r rop
µC1 = 0.
Here, the first equation follows from the definition of a DADD diagonal and Lemma 3.72, while the
second follows from the DD structure relation. 
Finally, we relate these tensor products with the one-sided box tensor product of a A∞-module
and a type DD structure. Let A be a strictly unital A∞-algebra and MA an A∞-module over A.
We can view MA as a type DA structure RMA over R and A by declaring that
δ11+n(x, a1, . . . , an) = 1⊗m1+n(x, a1, . . . , an).
So, a DADD diagonal also induces a tensor product of an A∞-module with a type DD structure.
We relate this tensor product to the one coming from a module diagonal primitive:
Proposition 3.74. Fix a strictly unital A∞-algebras A and B. Fix also a DADD diagonal r and
let p be the induced module diagonal primitive, as in Proposition 2.77. Let MA be an A∞-module
over A and APB a type DD structure over A and B. Assume that P is bounded or M, A, and B
are bonsai. Then there is an isomorphism of type DA structures over R and B
(RMA) ⊠r APB ≅ R(MA ⊠p APB).
Proof. This is immediate from the definitions. 
3.6.3. External tensor product of a DA structure and an A∞-module. Given a type DA struc-
ture BXC , an A∞-module AM, and a module diagonal primitive, we can form the DA structureAop⊗B(Mop⊗X)C . Diagrams depicting the structure map onMop⊗X are reminiscent of the proof
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of Lemma 3.52. We draw the algebra elements a = (a1 ⊗ b1)⊗ . . . (a` ⊗ b`) in the middle:
(3.75) δ1(x, a, y) = ⎛⎜⎜⎜⎝
x ∅ y
1m1
⎞⎟⎟⎟⎠ +
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
∆
⋮
∆
p
⋮
p
pop
⋮
pop
x y
δ1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
Here,
∆ ∶ T ∗(A⊗B)→ T ∗(A⊗B)⊗ T ∗(A⊗B)⊗ T ∗(A⊗B)
denotes all ways of splitting up the sequence a into three (or, at the bottom, two) sequences (without
breaking up any individual factor ai ⊗ bi). The first term contributes only when the incoming
sequence of algebra elements is empty (i.e., ` = 0).
Proposition 3.76. Let A and B be A∞-algebras over k1 and k2 and C a strictly unital A∞-algebra
over k3, and assume thatMA and BNC are a bonsai module and bounded DA structure, respectively.
Then M ⊗R N can be given the structure of a DA structure, with input algebra A ⊗R Bop on the
right and output algebra C (on the left), with operations specified in Equation (3.75)
Proof. The proof is a minor adaptation of the proof of Lemma 3.50. 
3.7. Units in A∞-algebras. In this section we recall that a weaker notion of a unit an A∞-algebra
can be strictified to a strict unit, and discuss corresponding notions for modules and morphisms.
Definition 3.77. An A∞-algebra A is weakly unital if there is an element 1 ∈ A so that µ1(1) = 0
and for all a ∈ A, µ2(a,1) = µ2(1, a) = a.
Definition 3.78. A weakly unital A∞-algebra A is strictly unital if for all n ≥ 3 and a1, . . . , an ∈ A,
if some ai = 1 then µn(a1, . . . , an) = 0.
If A and B are weakly unital A∞-algebras, it follows from the non-degeneracy condition of an
associahedron diagonal that A ⊗Γ B is weakly unital. By contrast, even if A and B are strictly
unital, A⊗Γ B may not be (unless Γ satisfies an extra condition). Thus, if one prefers to work with
strictly unital algebras, one needs a procedure to turn a weakly unital one into a strictly unital one
(or to work with special diagonals).
There is an analogous notion for homomorphisms:
Definition 3.79. Let A and B be two weakly unital A∞-algebras over k. A homomorphism f ∶ A→ B
(in the sense of Definition 3.10) is weakly unital if f1 carries the unit 1A in A to the unit 1B in B.
A homomorphism f is strictly unital if f1(1A) = 1B and for each n > 1, fn(a1, . . . , an) = 0 if some
ai = 1A.
The following is a special case of the well-known result that homologically unital A∞-algebras (a
notion we will not use) are quasi-isomorphic to strictly unital ones [Laz03,LH03, Sei08]; our proof
follows Seidel [Sei08]:
Theorem 3.80. Every weakly unital A∞-algebra A over k is isomorphic to a strictly unital A∞-
algebra A′, and the isomorphism can be chosen to be weakly unital. If A is bonsai then A′ and the
isomorphism can both be chosen to be bonsai as well.
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Figure 18. The A-operation trees with n = 3 and j = 4 inputs. The white
vertices are labelled by φ3, and the black vertex by a µ-operation.
We sketch a proof of Theorem 3.80, after some preliminary discussion. To set it up, let
φn ∶
nucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
A⊗ . . .⊗A→ B
be a map of k-bimodules. Define
dφn = µ1 ○ φn + n∑
i=1φn ○ (IA⊗i−1 ⊗ µ1 ⊗ IA⊗n−i).
(This is the differential of φn thought of as an element of Mor(A⊗n,B), the morphism complex of
chain complexes.)
Lemma 3.81. [LH03, Lemme 3.2.2.2] Suppose that A is an A∞-algebra over k, and φn ∶ A⊗n → A
is any k-bimodule map of degree n−1 with n > 1 (where the tensor products are taken over k). Then
there is an A∞-algebra A isomorphic to A so that µi = µi for i < n and
µn = µn + dφn.
Moreover, if n > 2 or n = 2 and dφ2 = 0 then
µn+1 = µn+1 + µ2 ○ (IA ⊗ φn) + µ2 ○ (φn ⊗ IA) + n−1∑
i=1 φn(IA⊗i−1 ⊗ µ2 ⊗ IA⊗n−i−1).
Proof. By the trunk vertex of a rooted, planar tree we mean the internal vertex adjacent to the
root.
We will express the operations on A graphically, as follows. An A-operation tree is a planar,
rooted tree T with internal vertices labelled as follows:● There is one distinguished vertex, labelled by the operation µk with k ≥ 1, with k inputs.● All other vertices have n inputs, and are labelled by φ.● The distinguished vertex is either the trunk vertex, or it is one of the parents of the trunk
vertex.
Let T ′ denote the set of A-operation trees. For example, if j < n, then there is a unique A-operation
tree with j inputs: the corolla Ψj marked by µj . There are n + 2 A-operation trees with n inputs
(a distinguished corolla, or a distinguished 2-valent vertex attached to an undistinguished vertex),
and for n > 2, there are n + 3 different A-operation trees with n + 1 inputs, as in Figure 18.
Summing over all A-operation trees with j inputs induces a map
µj ∶ A⊗j → A.
We assert that the operations µj satisfy the A∞ relations
m−1∑
k=0
m−k∑
i=1 µm−k ○ (IA⊗(i−1) ⊗ µk+1 ⊗ IA⊗(m−i−k)) = 0.
This amounts to proving that the sum over all trees T1, T2 ∈ T ′ of the operation obtained by
composing T1 and T2 vanishes.
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Figure 19. Cancellations of tree juxtapositions. We have drawn trees S ∈ S ′,
with distinguished vertices black. (In the first case, the valence n of the undistin-
guished vertices is 3; while in the second two n = 2.) In each case, cutting either of
the two dotted edges gives juxtapositions of pairs of trees in T ′.
To this end, let S ′ be the set of trees S that can be obtained by composing T1, T2 ∈ T ′. This
means that S has exactly two distinguished vertices that are marked by operations in A, at least
one of them has distance ≤ 1 from the trunk vertex, and all other vertices are marked by φn.
Suppose that S ∈ S ′ has two consecutive distinguished vertices. Such trees S can be uniquely
decomposed as the juxtaposition of T1 and T2: the trees T1 and T2 are obtained by cutting along
the edge connecting the two distinguished vertices in S. The set of such trees can be alternatively
obtained from the set T ′ by inserting an edge at the distinguished vertex. From this description,
it is clear that the A∞ relation on A ensures that the sum of the contributions of S ∈ S ′ with two
consecutive distinguished vertices vanishes.
To complete the argument we claim that if S ∈ S ′ can be written as a juxtaposition of T1, T2 ∈ T ′
so that the distinguished vertices are not consecutive, then S has exactly two such decompositions.
So, suppose that S is of this form, and let d1 and d2 denote the distances of the two distinguished
vertices v1 and v2 to the root, chosen so that d1 ≤ d2. Since we assumed that the distinguished
vertices are not consecutive, there are two cases: either d1 = d2 = 1 or d2 > 1. If d1 = d2 = 1, the two
decompositions are obtained by cutting the edge immediately below v1 or v2. If d2 > 1, then we can
either cut the edge immediately below v2 or two below v2 to obtain the two decompositions of S
into trees in T ′. See Figure 19.
Next, we argue that A and A are isomorphic. We construct a morphism φ ∶ A → A that has
φ1 the identity map, φn as specified in the lemma, and φi = 0 for i ≠ 1, n. Since any A∞-algebra
homomorphism φ with φ1 an isomorphism is an A∞-algebra isomorphism [LOT15, Lemma 2.1.14],
all that remains is to verify the A∞ relations for φ.
To this end, consider one of the A∞ relations and all the trees that appear in it, once the purple
vertices have been replaced by either the identity (and erased) or φ, the red vertices have been
replaced by a µk, and the blue vertices have been replaced by an A-operation tree as above. These
trees all have a single distinguished vertex, and, in fact, are all in T ′. We must verify that each
tree T ∈ T ′ appears an even number of times in the A∞ relation. Call a vertex v of T highest if
all parents of v are leaves of T . Suppose that T has k highest, undistinguished vertices. Then T
appears with multiplicity 2k in part of the A∞ relation corresponding to µ ○ φ. (The case k = 2 is
shown in Figure 20.) When k = 0, the tree also appears once in φ○µ; and indeed, those are precisely
the trees that appear in φ ○ µ.
The statement about the form of µn+1 follows from our more general description of µj . 
Remark 3.82. A shorter, but less explicit proof of Lemma 3.81 is the following (cf. [LH03, Lemme
3.2.2.2], [Sei08, Section (1c)]). Given an A∞-algebra A and a collection of maps fn ∶ A⊗n → B with
f1 an isomorphism, one can inductively solve the A∞-homomorphism relations to define operations
µBn ∶ B⊗n → B satisfying Equation (3.11). It follows from the fact that B = (B,{µBn}) is isomorphic
to A (via {fn}) that the µBn satisfy the A∞-algebra relations. Lemma 3.81 is the special case f1 = I,
fn = φn given, and fi = 0 for i /∈ {1, n}.
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Figure 20. Verifying the A∞ relation for the map. The tree pictured here has
k = 2, and it has 4 contributions to the A∞ relation for the morphism determined
by φ. The portions of the trees corresponding to the differential µ′ are contained in
the dashed boxes.
We will also use the following property of bonsai-ness. Suppose that T is a planar, rooted tree
with n input leaves, but which is allowed to have 2-valent vertices, and A = (A,µ) is an A∞-algebra.
There is still an induced map µ(T ) ∶ A⊗n → A. Define the dimension of T as in Definition 2.8; note
that each 2-valent vertex decreases the dimension of T by 1.
Lemma 3.83. If A is a bonsai A∞-algebra with bonsai constant N and T is a planar, rooted tree
possibly with 2-valent vertices with dim(T ) > N then µ(T ) = 0. Similar statements hold for modules,
algebra homomorphisms, and module morphisms.
Proof. Fix a tree T with dim(T ) > N . Inductively applying the A∞ relation at each n > 2 valent
vertex which is followed by a 2-valent vertex, µ(T ) is equal to a linear combination of operations
µ(T ′) where all of the 2-valent vertices of T ′ are adjacent to the input leaves, with dim(T ′) = dim(T ).
So, it suffices to prove the result for such trees T ′. Suppose that T ′ has k 2-valent vertices. Let S
be the result of forgetting the 2-valent vertices of T ′. Then dim(S) = dim(T ′)+k > N +k. So, µ(S)
vanishes; but this implies that µ(T ′) vanishes, as well. 
Proof of Theorem 3.80. We wish to find an isomorphic model for A satisfying
(3.84) µm+1(a1, . . . , aj−1,1, aj , . . . , am) = 0
for all m > 1 and j = 1, . . . ,m + 1. We will inductively modify the actions µn on A, for n = 3,4, . . . ,
to obtain Equation (3.84).
So, suppose there are n ≥ 2 and k so that Equation (3.84) holds for all 1 < m < n and for m = n
and j < k. We will construct an isomorphic algebra A which has the same underlying k-bimodule
and µi actions for i < n + 1, and a new µn+1 action satisfying Equation (3.84) for all j < k + 1,
provided that k + 1 < n + 1; the case k = n is dealt with separately at the end.
Let
φn(a1, . . . , an) = µn+1(a1, . . . , ak,1, ak+1, . . . , an).
The A∞ relation with input (a1, . . . , ak,1, ak+1, . . . , an) and the inductive hypothesis shows that
dφn = 0. Thus, we can apply Lemma 3.81, to construct a new action with
µn+1 = µn+1 + µ2 ○ (IA ⊗ φn) + µ2 ○ (φn ⊗ IA) + n−1∑
i=1 φn(IA⊗i−1 ⊗ µ2 ⊗ IA⊗n−i).
The A∞ relation with input (a1, . . . , ak,1,1, ak+1, . . . , an) proves that
µn+1(a1, . . . , ak,1, ak+1, . . . , an) + (dψn+1)(a1, . . . , ak,1, ak+1, . . . , an) = 0,
where ψn+1 = ψkn+1 ∶ A⊗n+1 → A is the function defined by
ψn+1(a1, . . . , an+1) = µn+2(a1, . . . , ak,1, ak+1, . . . , an+1).
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Further, it follows from the A∞ relation with input (a1, . . . , ai−1,1, ai+1, . . . , ak,1, ak+1, . . . , an+1)
that (dψn+1)(a1, . . . , ai−1,1, ai+1, . . . , an+1) = 0
if i ≤ k. Applying Lemma 3.81 once again, this time using ψn+1, we find a new algebra A isomorphic
to A whose operations satisfy Equation (3.84) with the following possible pairs (m,j):● for all 1 <m < n and j = 1, . . . ,m + 1 and● for m = n and j < k + 1.
Thus, by induction on k, we can arrange for
µm+1(a1, . . . , aj ,1, aj+1, . . . , am) = 0
if m < n or m = n and j < n. We can extend to the case where m = n and j = n by another
application of Lemma 3.81. Specifically, for ψn+1 = µn+1(a1, . . . , an, an+1,1) Lemma 3.81 gives a
new A∞ structure with µn+1 = µn+1 + dψn+1. The A∞ relation with input (a1, . . . , an,1,1) ensures
that
µn+1(a1, . . . , an,1) + dψn+1(a1, . . . , an,1) = 0.
The above inductive procedure constructs a sequence of isomorphic algebras An,k, where the
algebra operations µi on An,k and Am,` coincide as long as i ≤ min{m,n}. The desired algebraA∞,∞ has the same µi as An,k for any n ≥ i.
Observe that at each stage of the induction, the isomorphism f given by Lemma 3.81 has f1 = I.
In particular, f is weakly unital.
Finally, we must show that if A is bonsai then so is A∞,∞. Observe that, from the proof of
Lemma 3.81 applied to the ψkn+1 defined above, each A∞ operation µn on A∞,∞ is a finite sum of
operations of the form µA(T ), with 1 fed into some of the inputs and some 2-valent vertices allowed.
In particular, any A∞ operation tree for A∞,∞ is a linear combination of A∞ operation trees µ(T )
for A, of the same grading (dimension), with 1 as some of the inputs. Thus, if the µA(T ) vanish
for T of sufficiently large dimension, by Lemma 3.83, the same is true for A∞,∞. The isomorphism
from A to A∞,∞ is also bonsai, by the same reasoning. 
This discussion has the following adaptation to modules.
Definition 3.85. An A∞-module M over a weakly unital A∞-algebra is called weakly unital if
m2(x,1) = x for all x ∈M . A weakly unital A∞-module over a strictly unital A∞-algebra is called
strictly unital if for all n ≥ 2, x ∈ M , and a1, . . . , an ∈ A, we have that m1+n(x, a1, . . . , an) = 0 if
some ai = 1.
We have the following analogue of Theorem 3.80:
Theorem 3.86. Every weakly unital A∞-module M over a strictly unital A∞-algebra is isomorphic
to a strictly unital module M′. If M is bonsai we may arrange that M′ and the isomorphism fromM to M′ are also bonsai.
The proof rests on the following analogue of Lemma 3.81:
Lemma 3.87. Suppose that M is an A∞-module and
φn ∶ M ⊗A⊗⋯⊗A→M
is any k-module map of degree n− 1. There is an A∞-module M isomorphic to M so that mi =mi
for i < n and
mn =mn + dφn.
Proof. The proof is similar to the proof of Lemma 3.81, with the following modifications. TheM-operation trees are planar, rooted trees with the following properties:
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● There is a distinguished internal vertex, which is labelled mk if it is contained along the
leftmost path, and µk otherwise.● All other vertices occur along the leftmost path, and are labelled φn.● The distinguished vertex is either the trunk vertex (in which case it is labelled mk), or it is
a parent of the trunk vertex (in which case it can be either mk or µk).
These trees induce the operations
mk ∶ M ⊗A⊗(k−1) →M.
The proof that they satisfy the A∞ relations is as before. The A∞-map φ ∶M →M is once again
given by φ1 = I and φn as specified. It is straightforward to verify that φ is a homomorphism, and
it then follows from Lemma 3.31 that φ is an isomorphism. 
Proof of Theorem 3.86. This is similar to the proof of Theorem 3.80. Again, we assume that
mm+1(x, a1, . . . ,1, ai+1, . . . , am) = 0 if 1 < m < n or m = n and i < k. Applying the A∞ relation
to (x, a1, . . . , ak−1,1,1, ak+1, . . . , an), we find that if we choose
φn+1(x, a1, . . . , an) =mn+1(x, a1, . . . , ak−1,1, ak, ak+1, . . . , an),
then
mn+1(x, a1, . . . , ak−1,1, ak+1, . . . , an) + dφn+1(x, a1, . . . , ak−1,1, ak+1, . . . , an) = 0.
Further, applying the A∞ relation with input (a1, . . . ,1, ai, . . . ,1, ak, . . . , an), i < k, implies that(dφn+1)(x, a1, . . . , ai−1,1, ai, . . . , an) = 0
if i < k. Applying Lemma 3.87 and induction gives the desired module M′. The fact that M′ and
the isomorphism are bonsai if M is bonsai follows by the same reasoning as in Theorem 3.80. 
Definition 3.88. Let A be a strictly unital A∞-algebra over k, and fix strictly unital A∞-modulesM and N over A. The strictly unital morphism complex Moru(M,N ) is the subcomplex of
Mor(M,N ) = ∞∏
i=0 Mor(M ⊗A⊗i,N)
(equipped with the differential specified in Equation (3.22)) consisting of those fn with the property
that fn(x, a1, . . . , ai−1,1, ai+1, . . . , an−1) = 0 for all n ≥ 2 and 1 ≤ i < n.
Proposition 3.89. Given strictly unital A∞-modulesM and N over a strictly unital A∞-algebra A,
the inclusion of the strictly unital morphism complex Moru(M,N ) into the full morphism complex
Mor(M,N ) is a chain homotopy equivalence. If M and N are bonsai then the statement also holds
if we let Mor(M,N ) denote the complex of bonsai morphisms and Moru(M,N ) the subcomplex of
strictly unital bonsai morphisms.
Proof. Let Fi ⊂ Mor(M,N ) consist of those morphisms so that for all n and all 1 ≤ j ≤ i,
fn(x, a1, . . . , aj−1,1, aj+1, . . . , an−1) = 0.
(This condition is vacuous when j ≥ n−1, of course.) It is straightforward to check that Fi is indeed
a subcomplex.
Consider the map
(3.90) Hi ∶ Mor(M,N )→Mor(M,N )
defined by
Hi(f)(x, a1, . . . , an−2) = ⎧⎪⎪⎨⎪⎪⎩
0 if n − 1 < i
fn(x, a1, . . . , ai−1,1, ai, . . . , an−2) otherwise.
It is easy to see that Hi maps the subcomplex Fi to itself.
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Figure 21. Trees of type DH. We have drawn various trees of type DH (as in
the proof of Proposition 3.89), with i = 2, that correspond to trees in Figure 22.
Let Πi ∶ Mor(M,N ) → Mor(M,N ) be the map Πi = I + ∂ ○Hi +Hi ○ ∂. The map Πi clearly
preserves the subcomplex of bonsai morphisms and, in fact, the bonsai constant is unchanged by Πi.
Most of the rest of the proof is to check that Πi(Fi) ⊂ Fi+1.
Note that ∂ ○Hi(f) consists of operations associated to trees with two internal vertices, of the
following kinds:
(t-1) A vertex labelled fk that feeds into another vertex labelled mN` , and the ith algebra input
to the fk-vertex is 1.
(t-2) A vertex labelled µAk that feeds into another vertex labelled by f`, and the ith input of the
f` is 1.
(t-3) A vertex labelled by mMk that feeds into another vertex labelled by f`, and the ith input of
the f` is 1.
We call these contributions DH-trees. Terms in Hi ○∂ have the same three kinds of vertices, except
that instead of the ith algebra input of the fk vertex being 1, the ith algebra input to the whole
configuration is 1. We call these trees HD-trees. See Figures 22 and 21.
In view of the strict unitality of M, the HD trees of Type (t-1) with more than i+ 1 inputs and
where the fk vertex has k < i have zero contribution. In the special case where the total number of
inputs is exactly i + 1, there is an HD tree of Type (t-1), where the vertex labelled mN` has ` = 2;
this corresponds to the operation(x, a1, . . . , ai−1)↦mN2 (fi(x, a1, . . . , ai−1),1).
This map is vacuously in Fi+1, since f ∈ Fi and this tree has only i inputs. All the other DH-trees
and HD-trees of Type (t-1) cancel against each other.
Similarly, the DH-trees of Type (t-2) cancel against the corresponding HD-trees, provided that
the µAk feeds into some input after the ith input. We call the remaining terms Type (t-2) leftovers.
The DH-trees of Type (t-3) where the mMk -labelled vertex has k = 1 cancel against the corre-
sponding HD-trees of Type (t-3). The remaining trees of Type (t-3) are in Fi+1: for some trees,
this follows from the fact that M is strictly unital; for others, it follows from the fact that f ∈ Fi.
Similarly, the Type (t-2)-leftovers are typically in Fi+1, again either because A is strictly unital
(provided that the µk-labelled vertex has k > 2) or because f ∈ Fi (when the ith input is channelled
directly into the f` vertex). There are three remaining Type (t-2)-leftovers which have been unac-
counted for: the two HD trees where the ith vertex is channeled into a µ2-operation, and the DH
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Figure 22. Trees of type HD. We have drawn various trees of type HD (as in
the proof of Proposition 3.89), with i = 2. The first Type (t-1) tree does not have a
corresponding DH pair; but it is clearly in F2. The first of the type (t-2) trees is a
leftover (it does not cancel with the corresponding HD tree).
tree where the ith vertex is channeled into a µ2-operation. The first two terms correspond to(x, a1, . . . , an−1)→ fn(x, a1, . . . , ai−1, µ2(1, ai), ai+1, . . . , an)(x, a1, . . . , an−1)→ fn(x, a1, . . . , ai−2, µ2(ai−1,1), ai, . . . , an)
and their contributions cancel. The DH tree where the ith input is fed into a µ2 corresponds to the
operation (x, a1, . . . , an−1)↦ fn(x, a1, . . . , µ2(ai−1, ai),1, ai+1, . . . , an−1).
When we set ai = 1, though, the contribution of this tree is the same as the contribution of the
identity map, i.e., (x, a1, . . . , an−1)↦ fn(x, a1, . . . , an−1),
when we set ai = 1. This completes the verification that (I + ∂ ○Hi +Hi ○ ∂)(Fi) ⊂ Fi+1.
Clearly, Moru(M,N ) = ⋂∞i=1Fi. Observe that ∂ ○Hi +Hi ○ ∂ annihilates all fk with k < i. (This
once again uses strict unitality of the modules and the algebras.) Thus, we can form the infinite
composite
(3.91) Π = ⋅ ⋅ ⋅ ○Πi ○Πi−1 ○ ⋅ ⋅ ⋅ ○Π1.
The map Π ∶ Mor(M,N ) → Moru(M,N ) is the homotopy inverse to the inclusion map. Finally,
the fact that Πi respects bonsai morphisms and does not change the bonsai constant implies that
Π takes bonsai morphisms to bonsai morphisms. 
Proposition 3.89 implies, for example, that every A∞-homomorphism between strictly unital
A∞-modules M and N is homotopic to a strictly unital A∞-homomorphism.
We now turn to strictly unital algebra homomorphisms.
Proposition 3.92. If A and B are strictly unital A∞-algebras and f ∶ A → B is a weakly unital
quasi-isomorphism then there is a strictly unital quasi-isomorphism g ∶ A → B. If A, B, and f are
bonsai then g may be chosen to be bonsai as well.
The proof rests on the following:
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Figure 23. Trees appearing in the homomorphism F . We have drawn a tree
of Type (Ft-1), (Ft-2), and (Ft-3), respectively.
Lemma 3.93. Let A and B be A∞-algebras over k, and let f ∶ A→ B be an A∞-algebra homomor-
phism. Let h ∶ A⊗n → B be a map of degree n − 1. Then, there is a new homomorphism F ∶ A → B
with F` = f` for all ` < n, and
(3.94) Fn = fn + dh,
where dh ∶ A⊗n → B is given by
dh(a1, . . . , an) = µB1 ○ h(a1, . . . , an) + n∑
i=1h(a1, . . . , ai−1, µA1 (ai), ai+1, . . . an).
If moreover dh = 0, so Fn = fn, then
(3.95)
Fn+1(a1, . . . , an+1) = fn+1(a1, . . . , an+1)
+ n∑
i=1h(a1, . . . , ai−1, µA2 (ai, ai+1), ai+2, . . . , an+1)+ µB2 (f1(a1), h(a2, . . . , an+1)) + µB2 (h(a1, . . . , an), f1(an+1)).
Note that in all cases, f1 and F1 induce the same maps on homology H(A)→H(B).
Proof. The map F` ∶ A⊗` → B is a sum of contributions of trees of three types. (Note that the third
type is described inductively.)
(Ft-1) A corolla with operation f .
(Ft-2) A tree with exactly two internal vertices, where the trunk vertex is labelled by h and the
other vertex is labelled by some µA`−n+1.
(Ft-3) A tree with a trunk vertex labelled by µB, with a distinguished parent vertex labelled by
h; all x ≥ 0 parent vertices to the left of the distinguished parent are labelled by f ; and all
y ≥ 0 parent vertices to the right of the distinguished parent, are labelled by F .
See Figure 23 for some examples.
We claim that F satisfies the A∞ relation. This is proved by induction on the number n of inputs
in the A∞ relation. The base case where this number is 1 is straightforward.
For the inductive step, consider the A∞ relation with n inputs. This involves two kinds of trees,
which we call A-trees and B-trees. The A-trees have two internal vertices, one of which is labelled
µA, which feeds into a vertex labelled F ; the type B trees consist of a number of vertices labelled
F channeled into a µB.
The A-trees are classified into the three above types, according to the type of the F -labelled
vertex. Similarly, we classify the B-trees into three types, as follows. If all the F -labelled vertices
are of Type (Ft-1), we say that the B-tree is of Type (Ft-1). Otherwise, the B-tree has the type of
the leftmost F -labelled parent of the µB that is not of Type (Ft-1).
The A-trees of Type (Ft-1) cancel against the B-trees of Type (Ft-1) by the A∞ relation for f .
The A-trees of Type (Ft-2) cancel each other. (When one µA vertex feeds into the other, the
cancellation follows from the A∞ relation on A; the other kinds of terms come in canceling pairs.)
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The A-trees of type (Ft-3) where the µA-labelled vertex feeds in to the h-labelled vertex cancel
against the B-trees of Type (Ft-2).
For the remaining cancellations, we apply the A∞ relation on B, to find a relation between the
various B-trees of Type (Ft-3) and two further types of trees: (1) ones that cancel with the A-trees
of Type (Ft-3) where the µA vertex feeds into an f -labelled vertex (this cancellation follows from
the A∞ relation for f) and (2) ones that cancel with the A-trees of Type (Ft-3) where the µA vertex
feeds into an F -labelled vertex (this cancellation follows from the A∞ relation for F , which holds
by the inductive hypothesis). 
Proof of Proposition 3.92. This is an inductive argument as in the proof of Theorem 3.80. Suppose
that there are n and k so that f ∶ A→ B satisfies
(3.96) fm+1(a1, . . . , aj−1,1, aj , . . . , am) = 0
for all 1 <m ≤ n and for m = n + 1 and j ≤ k. When k = n + 1, we will modify f to construct a new
A∞-homomorphism F with Fm = fm for m ≤ n + 1, and so that Equation (3.96) holds for m = n + 2
and j = 1. When k < n+1, we will modify f to construct a new A∞-homomorphism F with Fm = fm
for m < n + 1, and so that Equation (3.96) holds for n + 1 and k + 1.
Start with the first step. Let h(a1, . . . , an) = fn+1(1, a1, . . . , an). Apply the A∞-homomorphism
relation for f with inputs (1, a1, . . . , an). By the inductive hypothesis, the only non-vanishing terms
are µB2 (f1(1), fn(a1, . . . , an)) and fn(µ2(1, a1), a2, . . . , an), which cancel against each other, and
the terms dh; i.e., we have verified that dh = 0. Thus, we can modify f as in Lemma 3.93. The
A∞-homomorphism relation with inputs (1,1, a2, . . . , an+1), together with the inductive hypothesis
on n implies that, for Fn+1 as given in Equation (3.95),
Fn+1(1, a2, . . . , an+1) = 0.
Similarly, for the second step, assume that Equation (3.96) holds for all m ≤ n and for m = n + 1
for all 2 ≤ j ≤ k. Define
h(a1, . . . , an) = f(a1, . . . , ak−1,1, ak, . . . , an).
The A∞ relation with inputs a1, . . . , ak−1,1, ak, . . . , an implies that dh = 0. Modifying f as in
Lemma 3.93, it is straightforward to check that the new map Fn+1 as specified in Equation (3.95)
satisfies Fn+1(a1, . . . , ak−1,1, ak+1, . . . , an+1) = 0.
The statement about the bonsai case follows by the same reasoning as in the proof of Theo-
rem 3.80. 
Remark 3.97. There is a notion in between weak and strict unitality, called homotopy unitality. We
will need this notion only in the weighted case, so we spell it out there, in Section 4.9.
4. Weighted A∞ algebras and weighted trees
4.1. Weighted A∞ algebras and the weighted trees complex. Convention 3.1 regarding
ground rings continues to be in force in this section.
Definition 4.1. A weighted A∞-algebra or w-algebra A over k consists of:● a graded k-bimodule A, and● for each pair of integers n,w ≥ 0 a linear map
µwn ∶
nucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
A⊗ . . .⊗A→ A⟪2 − n −wκ⟫
of k-bimodules
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Figure 24. Uncurved weighted A∞ relations. The cases (n,w) = (0,1), (0,2),(1,1), and (2,1) are shown. This is the uncurved case, i.e., µ00 = 0.
satisfying the structure equation
(4.2) ∑
1≤i≤j≤n+1
u+v=w
µun−j+i+1(a1, . . . , ai−1, µvj−i(ai, . . . , aj−1), aj , . . . , an) = 0
for each pair of non-negative integers (n,w).
The index w is called the weight of the operation µwn . The integer κ is called the weight grading.
The w-algebra is uncurved if µ00 = 0.
Recall that the grading shift in Definition 4.1 means that µwn decreases the grading by 2−n−wκ.
The maps µ0n give A the structure of an A∞-algebra, which we call the undeformed A∞-algebra
of A . The undeformed A∞-algebra of A is uncurved exactly when A is uncurved.
Convention 4.3. We will henceforth consider only uncurved w-algebras.
A w-algebra gives rise to a curved A∞-algebra structure on A⟦t⟧ = A⊗R R⟦t⟧, the formal power
series in t with coefficients in A, with operations
(4.4) µn(a1, . . . , an) = ∞∑
w=0µwn (a1, . . . , an)tw.
(The variable t has grading −κ.) The condition that a w-algebra is uncurved is the condition that
the associated curved algebra has curvature in t ⋅A⟦t⟧.
The operations µwn in a w-algebra are conveniently expressed as planar trees with one internal
vertex, n inputs, one output, and a label by the integer w. The structure equations can be thought
of as indexed by such trees; their terms consist of all the ways of inserting an edge in tree and
splitting the weight. See Figure 24.
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Figure 25. A stably-weighted tree and two contractions of it. Left: a stably-
weighted tree. Right: the result of contracting either of the internal edges in the
tree.
Remark 4.5. A weighted A∞-algebra A = (A,{µwn }) is the same as a one-parameter deformation
of (A,{µ0n}), in the sense, for instance, of Seidel [Sei15, Section 3b], except that Seidel focuses on
uncurved deformations (µw0 = 0) and only considers the case κ ≠ 0.
Weighted A∞-algebras are also a special case of the weakly curved A∞-algebras studied by Posit-
selski [Pos].
By a marked tree we mean a planar, rooted tree T together with a subset of the leaves of T ,
which we call the inputs of T and another leaf of T , the output of T . Leaves of T which are not
inputs or outputs are popsicles. We call a vertex v of T internal if v is not an input or output (i.e.,
is a popsicle or has valence > 1).
Given a vertex v in a tree T and a non-negative integer w(v), we call (v,w(v)) stable if either
v has valence 3 or larger or w(v) > 0 (or both). A weighted tree is a marked tree T together with
a weight function w from the internal vertices of T to the non-negative integers. A stably-weighted
tree is a weighted tree T with the property that for all internal vertices v of T , (v,w(v)) is stable.
The total weight of a weighted tree is the sum of the weights w(v) of all the internal vertices v of
T . Let Tn,w denote the set of stably-weighted trees with n inputs and total weight w.
Let (S, e) be a pair consisting of a stably-weighted tree S and an edge e connecting two internal
vertices in S. We can contract the edge to form a new stably-weighted tree T with one fewer internal
vertex than S. The contracted edge gives rise to a new vertex in T whose weight is the sum of the
weights of the two vertices of e. In this case, we say that S is obtained from T by inserting an edge,
and we call the pair (S, e) an edge expansion of T . Note that if (S, e) is an edge expansion of T ,
then e is typically, but not always, uniquely determined by (S,T ); see, for example, Figure 25.
Fix a stably-weighted tree T with n inputs, total weight w, and v internal vertices. The dimension
of T is given by
(4.6) dim(T ) = n + 2w − v − 1.
(See Section 8 for justification of the term “dimension”.) Note that
0 ≤ dim(T ) ≤ n + 2w − 2.
Definition 4.7. Fix non-negative integers n and w. The n-input, weight w weighted trees complex
Xn,w∗ is the chain complex with basis Tn,w the set of stably-weighted trees with n inputs and total
weight w, equipped with a grading induced by the dimension dim(T ), i.e.,
Xn,wk = R⟨{T ∣ dim(T ) = k}⟩.
The differential is specified by declaring that for a stably-weighted tree T ,
∂T = ∑(S,e) an edge expansion of T S.
Lemma 4.8. The n-input, weight w weighted trees complex Xn,w∗ is a chain complex, and the
differential decreases the grading by one. Further, the composition map ○i ∶ Xn1,w1∗ ⊗R Xn2,w2∗ →
Xn1+n2−1,w1+w2∗ is a chain map.
Proof. To see that ∂2 = 0, it is easier to consider the dual complex (Xn,w∗ )∗, whose basis is the stably-
weighted trees and whose (co)differential δ(T ) is the sum of all ways of contracting an internal edge
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(edge not adjacent to an input or the output) in T . Then δ2(T ) is the sum of all ways of contracting
two edges, and since the contractions can be performed in either order, δ2 = 0. Next, it is immediate
that the differential decrease the grading by one, since it preserves the total weight, and increases
the number of internal vertices by one. The fact that the composition maps are chain maps is also
immediate from the definitions. 
Example 4.9. The n-input weight 0 weighted trees complex is Ccell∗ (Kn), the cellular chain complex
of the associahedron Kn.
Example 4.10. The chain complex X0,1∗ is one-dimensional, with vanishing differential.
Example 4.11. The chain complex X0,2∗ is generated by three trees, in dimensions 2, 1, and 0.
The differential of the 2-dimensional tree is the one-dimensional tree, and the differential of the
one-dimensional tree is zero, because the 0-dimensional tree occurs twice in the boundary of the
one-dimensional tree. (See Figure 25.) It follows that the stably-weighted trees complex is not the
chain complex associated to any polyhedral complex.
Just as with unweighted trees, there are stacking operations for weighted trees: given S ∈ Tm,v
and T ∈ Tn,w and an integer 1 ≤ i ≤ n let T ○i S be the result of gluing the output (root) of S to the
ith input of T (and forgetting the resulting 2-valent vertex). The operation ○i induces a chain map
φi,j,n;v,w ∶ Xj−i+1,v∗ ⊗RXn+i−j,w∗ →Xn,v+w∗
S ⊗ T ↦ T ○i S
for any 1 ≤ i ≤ n and i − 1 ≤ j ≤ n. (These are the same as the composition operations from
Section 2.1, and in particular Figure 2 except that S and T ○S are allowed to be 0 or 1 input trees.)
A weighted corolla is a tree with n inputs and one internal vertex, of some weight w, denoted
Ψnw. (The corolla Ψn from Section 2.1 is Ψ0n.) All weighted trees can be built by stacking weighted
corollas.
Turning to the connection with weighted A∞-algebras, suppose A is a dg k-bimodule with
differential µ01 and that we are also given maps µ
w
n ∶ A⊗n → A⟪2 − n −wκ⟫ for n ≥ 0, w ≥ 0,(n,w) /∈ {(0,0), (1,0)}. Given a stably-weighted tree T with n inputs and total weight W there is
an associated map µ(T ) ∶ A⊗n → A⟪−dim(T ) + (2 − κ)W⟫ obtained by replacing each vertex with
weight w and valence n+ 1 (including the popsicles) with µwn and composing according to the edges
of the tree. Extending linearly, we obtain an R-module map µ ∶ Xn,W∗ →Mor(A⊗n,A⟪(2 − κ)W⟫).
Lemma 4.12. The collection {µwn } satisfies the weighted A∞ relations if and only if for each (n,w)
the map µ ∶ Xn,w∗ →Mor(A⊗n,A⟪(2 − κ)w⟫) is a chain map.
Proof. First, suppose the µwn satisfy the weighted A∞ relations; we will verify that µ is a chain map.
Since µ(T ○i S) = µ(T ) ○i µ(S) and composition of trees and composition in the morphism complex
are both chain maps, it suffices to verify that for any corolla Ψwn ,
∂ ○ (µ(Ψwn )) + µ(Ψwn ) ○ ∂ + µ(∂(Ψwn )) = 0.
The first term corresponds to the term in Equation (4.2) with u = 0, j = n + 1, and i = 1. The
second term corresponds to the terms in Equation (4.2) with v = 0 and j = i + 1. The third term
corresponds to the terms in Equation (4.2) in which both multiplications are stable, i.e., with (r > 0
or j − i > 1) and (v > 0 or n − j + i + 1 > 1); these are all the remaining terms.
Conversely, if µ is a chain map then considering ∂(µ(Ψwn )) and µ(∂(Ψwn )) and making the same
identification of terms gives Equation (4.2). 
We also have a notion of boundedness for w-algebras.
Definition 4.13. A w-algebra A = (A,{µwn }) is bonsai if there is an integer N so that for any
stably-weighted tree T with dim(T ) > N , we have µ(T ) = 0.
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4.2. Weighted algebra maps and weighted transformation trees.
Definition 4.14. A weighted transformation tree consists of a weighted tree T and a coloring of
each edge of T as either red or blue, so that:
(1) The edges adjacent to input leaves are red.
(2) The edge adjacent to the output leaf is blue.
(3) For each vertex v, all of the inputs of v have the same color (red or blue).
(4) If a vertex v has a red output, then all of the inputs of v are red; if a vertex has blue inputs,
then its output is also blue.
(5) Call a vertex red (respectively blue) if all of its inputs and its output are red (respectively
blue), and purple if its inputs are red but its output is blue. We require that tree be stable
in the sense that for each vertex v, either:
(a) the weight of v is strictly positive, or
(b) v has valence at least 3 (i.e., at least two inputs), or
(c) v is purple and has valence 2.
(Cf. Definition 2.40.)
Given a (red) weighted tree S, an n-input weighted transformation tree T , and an integer i,
1 ≤ i ≤ n, we can form a new weighted transformation tree T ○i S by connecting the output of S to
the ith input of T . Also, given an n-input (blue) weighted tree S and weighted transformation trees
T1, . . . , Tn, we can form a new weighted transformation tree S ○(T1, . . . , Tn) by connecting the output
of each Ti to the ith input of S. These operations induce composition maps○i ∶ Jn1,w1∗ ⊗RXn2,w2∗ → Jn1+n2−1,w1+w2∗ ,(4.15) ○∶ Xn,w∗ ⊗R Jm1,v1∗ ⊗R ⋯⊗R Jmn,vn∗ → Jm1+⋯+mn,v1+⋯+vn+w∗ .(4.16)
As usual, given T ∈ Jn1,w1∗ and S ∈Xn2,w2∗ , we define
T ○ S = n1∑
i=1T ○i S.
The weighted multiplex Jn,w∗ is the chain complex spanned by weighted transformation trees with
n inputs and total weight w, with the following differential. As usual, the differential satisfies the
Leibniz rule with respect to composition, so it suffices to define the differential of a red, purple, or
blue corolla. The differential of a red corolla rΨwn or blue corolla bΨ
w
n is as in the weighted trees
complex. The differential of a purple corolla pΨwn is given by
∂(pΨwn ) = ∑
k+`=n+1
w1+w2=w
pΨw1k ○ rΨw2` + ∑
k1+⋯+k`=n
v+w1+⋯+w`=w
bΨv` ○ (pΨw1k1 , . . . ,pΨw`k` ).
Note that in the special case n = 0, there is a term in the second sum of the form bΨw0 , corresponding
to ` = 0.
Define the dimension to be dim(T ) = n + 2w − r − b − 1, where r and b are the number of red and
blue vertices respectively.
Lemma 4.17. The n-input, weight w multiplex Jn,w∗ is a chain complex, and the differential de-
creases the grading by one. Further, the composition maps (4.15) and (4.16) are chain maps.
Proof. As in Lemma 4.8, to see that ∂2 = 0 it is easier to consider the dual complex, which has the
same basis as Jn,w∗ but where the differential is the sum of all ways of:
(1) contracting an edge between two red vertices,
(2) contracting an edge between two blue vertices,
(3) contracting an edge between a purple vertex and a red vertex, or
(4) contracting all the edges into a blue vertex v if all of the vertices above v are purple.
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Terms in δ2 coming from two contractions of the first three kinds cancel in pairs, corresponding to
the two possible orders. It remains to understand terms where one or both are of the fourth type.
Several of these cases commute, so cancel in pairs:● Contractions of type (1) and (4).● Contractions of type (3) and (4).● Pairs of a contraction of type (2) and a contraction of type (4) corresponding to three distinct
blue vertices.● Pairs of contractions of type (4) corresponding to a pair of blue vertices v1, v2 where v1 is
neither above nor below v2.
The remaining terms are:● Contraction of an edge connecting two blue vertices v1 and v2, giving a new vertex v, and
then all of the edges above v (which must lead to purple vertices). For this to be sensible,
all of the edges into v1 come from purple vertices, as do all of the edges into v2 except the
edge from v1.● Contraction of all the edges above a vertex v1 and then all the edges above a vertex v2 below
v1. For this to be sensible, again, all of the edges into v1 come from purple vertices, as do
all of the edges into v2 except the edge from v1.
These terms, again, cancel in pairs.
The facts that the differential decreases the grading by 1 and the composition maps are chain
maps are immediate from the definitions. 
Definition 4.18. Fix weighted A∞-algebras A and B over k with the same weight grading κ.
A homomorphism of weighted A∞-algebras f ∶ A → B is a homomorphism of curved A∞-algebras
whose 0-input component f0 lies in tB⟦t⟧ ⊂ B⟦t⟧. Equivalently, a homomorphism is a sequence of
maps fwn ∶ A⊗n → B⟪1 − n − κw⟫, n,w = 0, . . . ,∞, (n,w) ≠ (0,0), satisfying the structure equation∑
1≤i≤j≤n+1
u+v=w
2v+j−i≥2
fun−j+i+1(a1, . . . , ai−1, µvj−i(ai, . . . , aj−1), aj , . . . , an)
+ ∑
0=i0≤i1≤⋅⋅⋅≤ik+1=n
u1+⋅⋅⋅+uk+v=w
2uj+ij−ij−1≥1, 2v+k≥2
µvk(fu1i1−i0(a1, . . . , ai1), fu2i2−i1(ai1+1, . . . , ai2), . . . , fukn−ik(aik+1, . . . , an)) = 0
for each (n,w).
Homomorphisms compose in the obvious way, generalizing the case of A∞-algebra homomor-
phisms. It is clear that the composition of two weighted A∞-algebra homomorphisms is again a
homomorphism. The identity homomorphism of A , I, is defined by
Iwn = ⎧⎪⎪⎨⎪⎪⎩
IA (n,w) = (1,0)
0 else.
An invertible homomorphism is an isomorphism.
Given a weighted A∞-algebra A , the homology H∗(A ) is the homology of A with respect to µ01.
A homomorphism is a quasi-isomorphism if the induced map H∗(A ) → H∗(B) is an isomorphism
or, equivalently, if the induced map of underlying A∞-algebras is a quasi-isomorphism.
Lemma 4.19. A weighted algebra homomorphism f ∶ A → B is an isomorphism if and only if f01
is an isomorphism.
Proof. From the same proof as in the unweighted case [LOT15, Lemma 2.1.14, inter alia], but
inducting first on the weight and then on the number of inputs, we get a left inverse gL to f , and a
right inverse gR to f . A priori, these maps may not be homomorphisms; however, associativity of
the formula for composition shows that gL = gL ○ f ○ gR = gR, so g = gL = gR is a two-sided inverse.
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The map g is a homomorphism if
(4.20) ∑
u1+⋯+un+v=w
gu1 guk⋯
µv
+ ∑
u+v=w
µu
gv
= 0
(as maps from the tensor algebra on A to B). To keep notation simple, we will suppress the weights
in the rest of the proof. Pre-composing the left side by f gives
f ⋯ f f ⋯ f
g ⋯ g
µ
+ f
⋯ f ⋯ f ⋯ f
µ
g
= µ +
µ
f f f
g
= µ + µ = 0.
Since pre-composition with f is an isomorphism with inverse pre-composition by g, this implies
Equation (4.20), as desired. 
Given a homomorphism of weighted A∞-algebras f ∶ A →B and a weighted transformation tree T
with n inputs and total weight W there is an induced map F (T ) ∶ A⊗n → B⟪−dim(T ) + (2 − κ)W⟫.
Thus, we have a map
F ∶ Jn,w∗ →Mor(A⊗n,B⟪(2 − κ)w⟫).
Lemma 4.21. The collection {fwn } satisfy the weighted A∞-homomorphism relations if and only if
for each (n,w) the induced map F is a chain map.
Proof. The proof is similar to the proof of Lemma 4.12 or 3.12 and is left to the reader. 
Definition 4.22. A homomorphism f ∶ A →B between w-algebras is bonsai if there is a number N
so that for any weighted transformation tree T with dim(T ) > N , we have F (T ) = 0.
4.3. Units in weighted A∞-algebras. Just as in the unweighted case, there are several notions
of unitality one can consider for weighted algebras. We will discuss two.
Definition 4.23. A w-algebra A is weakly unital if there is an element 1 ∈ A so that:
(1) µ01(1) = 0.
(2) For all a ∈ A, µ02(a,1) =m02(1, a) = a.
Definition 4.24. A w-algebra is called strictly unital if there is an element 1 ∈ A with the following
properties:
(1) For any a ∈ A, µ02(1, a) = µ02(a,1) = a.
(2) For any sequence of elements a1, . . . , an ∈ A with the property that ai = 1 for some i, and
any weight w, µwn (a1, . . . , an) = 0, except in the special case where w = 0 and n = 2 described
above.
A strictly unital w-algebra A is split unital if there is a R-module splitting A = R⟨1⟩⊕A′.
When taking tensor products in Section 7, we will require that the weighted A∞-algebras and
modules be strictly unital. (There was no analogous requirement in the unweighted case.) The re-
sults of these tensor products, however, are in general only weakly unital. Fortunately, Theorem 3.80
has the following adaptation to the weighted case:
Theorem 4.25. Every weakly unital w-algebra A is isomorphic to a strictly unital one A ′. Further,
if A is bonsai then A ′ and the isomorphism can be chosen to be bonsai as well.
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The proof rests on the following generalization of Lemma 3.81. To set it up, let
φwn ∶
nucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
A⊗ . . .⊗A→ A
be a map of k-bimodules. Define
dφwn = µ01 ○ φwn + n∑
i=1φwn ○ (IA⊗i−1 ⊗ µ01 ⊗ IA⊗n−i+1).
(This is the differential of φwn thought of as an element of Mor(A⊗n,A).)
Lemma 4.26. Suppose that A is a w-algebra. Fix integers n, v ≥ 0 with n + 2v ≥ 2, and let
φvn ∶ A⊗n → A be any map of degree (2 − κ)v + n − 1. There is a w-algebra A ′ = (A,µwn ) isomorphic
to A , so that µwi = µwi for i < n or w < v and
µvn = µvn + dφvn.
Moreover if dφvn = 0 or n > 2 or v > 0 then
µvn+1 = µvn+1 + µ02 ○ (IA ⊗ φvn) + µ02 ○ (φvn ⊗ IA) + n−1∑
i=1 φvn ○ (IA⊗i−1 ⊗ µ02 ⊗ IA⊗n+1−i).
Proof. The proof of Lemma 3.81 applies (with Lemma 4.19 in place of [LOT15, Lemma 2.1.14]). 
The following is an easy modification of the proof of Theorem 3.80:
Proof of Theorem 4.25. The proof is a triple induction, on the weight v, the number of inputs n,
and the first input k at which the operation µvn is not strictly unital. For the case v = 0, the same
proof as for Theorem 3.80, with Lemma 4.26 in place of Lemma 3.81, gives a weighted A∞-algebra
whose underlying honest A∞-algebra is strictly unital.
Next, if µwn is strictly unital for all w < v (i.e., µwn (a1, . . . ,1, . . . , an) = 0 if w < v and (n,w) ≠ (2,0))
then it follows from the weight v A∞ relation with input (1,1) that µv1(1) = µ01(µv2(1,1)). So,
applying Lemma 4.26 with φv1(a) = µv2(1, a) gives an isomorphic weighted algebra with µv1(1) = 0.
Now, suppose that there is a constant v ≥ 0 so that A is strictly unital for all operations with
weight less than v. Suppose also that there are integers n ≥ 1 and k ≥ 1 so that A is strictly unital
for all weight v operations fewer than n + 1 inputs, and moreover
(4.27) µvn+1(a1, . . . , aj−1,1, aj , . . . , an) = 0
holds for all j < k.
Suppose that k + 1 < n + 1. We construct an isomorphic model for A by modifying only those
actions with weight at least v and at least n+1 inputs, so that Equation (4.27) holds for all j < k+1.
When k < n, let φvn(a1, . . . , an) = µvn+1(a1, . . . , ai,1, ai+1, . . . , an). Apply Lemma 4.26 to construct a
new action with
µvn+1 = µvn+1 + µ02 ○ (IA ⊗ φvn) + µ02 ○ (φvn ⊗ IA) + n−1∑
i=1 φvn ○ (IA⊗i−1 ⊗ µ02 ⊗ IA⊗i+1,n).
The weighted A∞ relation on A with input (a1, . . . , ak,1,1, ak+1, . . . , an) proves that
µvn+1(a1, . . . , ak,1, ak+1, . . . , an) + dψvn+1(a1, . . . , ak,1, ak+1, . . . , an) = 0,
where
ψvn+1(a1, . . . , an+1) = µvn+2(a1, . . . , ak,1, ak+1, . . . , an+1).
This uses the hypothesis that lower weight actions with an arbitrary number of inputs are strictly
unital. Applying Lemma 4.26 once again, this time using ψvn+1, we obtain the improved algebra for
which Equation (4.27) holds with k + 1 in place of k.
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By induction, we can now assume that Equation (4.27) holds for all k < n + 1. We arrange for
Equation (4.27) to hold for k = n+1 by applying Lemma 3.81 once again, this time using ψvn+1 with
k = n.
Successively increasing n and v, we obtain the claimed result. The fact that A ′ and the isomor-
phism are bonsai if A is bonsai follows by the same argument as in the unweighted case. 
Definition 4.28. A homomorphism f between weakly unital w-algebras A and B is weakly unital
if f01 (1A ) = 1B. A homomorphism between strictly unital w-algebras A and B is strictly unital if
it is weakly unital and fwn (a1, . . . , an) = 0 if some ai = 1A and (n,w) ≠ (1,0).
Proposition 4.29. If A and B are strictly unital w-algebras and f ∶ A → B is a weakly unital
quasi-isomorphism then there is a strictly unital quasi-isomorphism g ∶ A →B. If A , B, and f are
bonsai then g can be chosen to be bonsai, as well.
The proof rests on the following weighted analogue of Lemma 3.93 (in the spirit of Lemma 4.49):
Lemma 4.30. Let A and B be weighted A∞-algebras, and f ∶ A → B be a weighted A∞-algebra
homomorphism. Let hv ∶ A⊗n → B be a map of degree (2−κ)v+n−1, for some (n, v) ≠ (0,0). Then,
there is a new weighted A∞-algebra homomorphism F ∶ A →B with Fw` = fw` for all ` < n or w < v,
and
(4.31) F vn = fvn + dhv,
where
dhv(a1, . . . , an) = µ01 ○ hv(a1, . . . , an) + n∑
i=1h(a1, . . . , ai−1, µ01(ai), ai+1, . . . an).
(Here, the two terms labelled µ01 denote the weight zero differential on B and A respectively.) If
moreover dhv = 0, so F vn = fvn, then
F vn+1(a1, . . . , an+1) = fvn+1(a1, . . . , an+1)(4.32) + n∑
i=1hv(a1, . . . , ai−1, µ02(ai, ai+1), ai+2, . . . , an+1)+ µ02(f01 (a1), hv(a2, . . . , an+1)) + µ02(hv(a1, . . . , an), f01 (an+1)).
Proof. We adapt the proof of Lemma 3.93, with the following changes. In the present case, we
are attempting to define components of a weighted homomorphism Fw` ∶ A⊗` → B. Again, we allow
trees of the three Types (Ft-1)-(Ft-3) as in the proof of that lemma, with the understanding that
each vertex is now also decorated by some weight, and the sum of the weights in each tree must be
w. The same inductive argument then shows that the maps Fw` described above give a weighted
homomorphism. 
Proof of Proposition 4.29. This is an inductive argument, like the proof of Proposition 3.92. Sup-
pose there are w, n, and k so that the map f ∶ A →B satisfies
(4.33) fvm+1(a1, . . . , aj−1,1, aj , . . . , am) = 0
in the following cases:● when v < w● when v = w and 1 ≤m ≤ n● when v = w, w = n + 1, and j ≤ k.
We construct the modification of f by an outer induction on w, and then induction on k and then
n.
The base case (w,n) = (0,1) is the definition of weak unitality. For fixed w, the inductive steps
on k and n follow as in the proof of Proposition 3.92, using Lemma 4.30 in place of Lemma 3.93.
The base case for this induction is fw1 (1) = 0 if w > 0, and is f01 (1) = 1.
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Figure 26. Weighted A∞-module relations.
For the inductive step on the weight, suppose that Equation (4.33) holds for all v < w. Then,
the weighted A∞ relation with inputs (1,1) implies that fw1 (1) = µ01(fw2 (1,1)). So, applying
Lemma 4.30 with hw0 = fw2 (1,1) gives a new homomorphism F with Fw1 (1) = 0, as desired. This
completes the induction.
The bonsai statement follows as in the unweighted case. 
4.4. Weighted modules and weighted module trees.
Definition 4.34. Fix a weighted A∞-algebra A over k with weight grading κ. A (right) weighted
A∞-module or w-module M over A consists of:● a right k-module M and● for each pair of integers n,w ≥ 0 a linear map
mw1+n ∶ M ⊗
nucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
A⊗ . . .⊗A→M⟪1 − n − κw⟫
of right k-modules
satisfying the structure equation∑
1≤i≤j≤n
u+v=w
mu2+n−j+i(x, a1, . . . , ai−1, µvj−i(ai, . . . , aj−1), aj , . . . , an)
+ ∑
0≤i≤n
u+v=w
mu1+n−i(mv1+i(x, a1, . . . , ai), ai+1, . . . , an) = 0(4.35)
for each pair of non-negative integers (n,w).
Again, w is called the weight of mwn .
The first few terms in the structure equation (4.35) are shown in Figure 26.
A weighted A∞-module M over A gives rise to an A∞-module M⟦t⟧ = M ⊗R R⟦t⟧ over A⟦t⟧
with operations
m1+n(x, a1, . . . , an) = ∞∑
w=0mw1+n(x, a1, . . . , an)tw.
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Equation (4.35) is equivalent to the A∞-module structure equation for M⟦t⟧.
Next we turn to the analogue of stably-weighted trees. A stably-weighted module tree is a stably-
weighted tree for which the left-most leaf is an input. Let TM1+n,w denote the set of stably-weighted
module trees with total weight w and 1+n inputs. Call a stably-weighted tree which is not a stably-
weighted module tree (i.e., for which the left-most leaf is a popsicle) a left-popsicle tree. Note that
if T is a left-popsicle tree then so is every tree S in ∂T , so the left-popsicle trees form a subcomplex
Ln,w∗ of the weighted trees complex Xn,w∗ . The weighted module trees complex with 1+n inputs and
weight w, XM1+n,w∗ is the quotient complex of X1+n,w∗ by the subcomplex of left-popsicle trees.
The weighted module trees complex inherits a grading from the weighted trees complex.
As in the case of stably-weighted trees, there are stacking operations for stably-weighted module
trees: given S ∈ TM1+m,v and T ∈ TM1+n,w we can glue the output of S to the first input of T to
obtain T ○1 S ∈ TM1+m+n,v+w, and given S ∈ Tm,v and T ∈ TM1+n,w and 1 < i ≤ n + 1 we can glue
the output of S to the ith input of T to obtain T ○i S ∈ TMm+n,v+w. The operation ○i induces a
chain map
φi,j,n;v,w ∶ ⎧⎪⎪⎨⎪⎪⎩
Xj−i+1,v∗ ⊗RXMn+i−j,w∗ →XMn,v+w∗ i > 1
XM j,v∗ ⊗RXMn+1−j,w∗ →XMn,v+w∗ i = 1
φi,j,n;v,w(S,T ) = T ○i S
for any 1 ≤ i ≤ n and i − 1 ≤ j ≤ n.
The connection with weighted modules is as follows. Given a weighted A∞-algebra A , a chain
complex (M,m01), and maps mw1+n ∶ M ⊗ A⊗n → M⟪1 − n − κw⟫, n ≥ 0, w ≥ 0, (n,w) ≠ (0,0), for
any stably-weighted module tree T with 1 + n inputs and total weight W there is an induced map
m(T ) ∶ M ⊗A⊗n →M⟪−dim(T ) + (2 − κ)W⟫ as follows: replace each internal vertex v on the left-
most strand of T by mw1+n (where w is the weight of v and n + 2 is the valence of v) and each
internal vertex v not on the left-most strand by µwn (where w is the weight of v and n + 1 is the
valence of v) and compose these maps along the edges of T . Extending linearly we obtain a map
XM1+n,w∗ →Mor(M ⊗A⊗n,M⟪(2 − κ)w⟫).
Lemma 4.36. The collection {mw1+n} satisfy the weighted A∞-module relations if and only if for
each (n,w) the map m ∶ XM1+n,w∗ →Mor(M ⊗A⊗n,M⟪(2 − κ)w⟫) is a chain map.
Proof. The proof is similar to the proof of Lemma 4.12, and is left to the reader. 
Definition 4.37. A w-module M is bonsai if there is an integer N so that for any stably-weighted
module tree T with dim(T ) > N , we have m(T ) = 0.
4.5. Weighted module transformation trees and weighted module maps.
Definition 4.38. A weighted module transformation tree is a weighted tree T whose leftmost leaf
is an input, together with a distinguished internal vertex v on the leftmost strand of T , subject to
the condition that every internal vertex of T except v must be stable. (Compare Section 2.5; we
will sometimes call the distinguished vertex purple.) Let JMn,w∗ be the free R-module with basis
the weighted module transformation trees with n inputs and total weight w. There is a grading on
JMn,w∗ defined by
dim(T ) = n + 2w − v
where v is the number of internal vertices. The differential of a weighted module transformation T
is the sum of all ways of inserting an edge into T to obtain a new weighted module transformation
tree.
There are obvious composition maps○1 ∶ JMn,w∗ ⊗RXMm,v∗ → JMm+n−1,v+w∗(4.39)
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○1 ∶ XMn,w∗ ⊗R JMm,v∗ → JMm+n−1,v+w∗(4.40) ○i ∶ JMn,w∗ ⊗RXm,v∗ → JMm+n−1,v+w∗ 1 < i ≤ n.(4.41)
Lemma 4.42. The n-input, weight w module transformation trees complex JMn,w∗ is a chain com-
plex, and the differential decreases the grading by one. Further, the composition maps (4.39), (4.40),
and (4.41) are chain maps.
Proof. The proof that the differential satisfies ∂2 = 0 is similar to Lemma 4.8. The facts that the
differential decreases the grading by 1 and the composition maps are chain maps are immediate
from the definitions. 
Given weighted A∞-modules M and N over A and integers w ≥ 0 and d ∈ Z, a morphism of
degree d and weight w is a collection of k-module maps fw1+n ∶ M ⊗A⊗n → N⟪−n − d − κw⟫. Thus,
the space of morphisms of weight w is the direct product Morw(M ,N ) =∏∞n=0 Mor(M ⊗A⊗n,N).
The morphism space from M to N is the direct product
wMor(M ,N ) = ∞∏
w=0 Morw(M ,N ).
This is a chain complex with
d ∶ Mor(M ,N )→Mor(M ,N )
given by
(df)v1+n(x, a1, . . . , an) = v∑
w=0
n∑
k=0(fv−w1+n−k(mwM ,1+k(x, a1, . . . , ak), ak+1, . . . , an)+mwN ,1+n−k(fv−w1+k (x, a1, . . . , ak), ak+1, . . . , an))+ v∑
w=0 ∑2≤i≤j≤n fv−w1+n+i−j(x, a1, . . . , µwj−i(ai, . . . , aj−1), . . . , an).
(4.43)
(We adhere to the following notational convention: if g ∈ wMor(M ,N ), then gw denotes weight
w component, in Morw(M ,N ).) The kernel of d is the w-module homomorphisms, and if two
morphisms differ by a boundary then they are chain homotopic.
Example 4.44. The identity morphism IM of M is defined by
Iw1+n = ⎧⎪⎪⎨⎪⎪⎩
IM n = 0 and w = 0
0 otherwise.
It is straightforward to check that IM is a homomorphism.
Given a degree 0 morphism f ∶M →N and a weighted module transformation tree T with n+ 1
inputs and total weight w there is an induced map
F (T ) ∶ M ⊗A⊗n → N⟪−dim(T ) + (2 − κ)w⟫
This gives a map
F ∶ JMn+1,w∗ →Mor(M ⊗A⊗n,N⟪(2 − κ)w⟫).
Lemma 4.45. A morphism {fwn } is a homomorphism if and only if for each (n,w) the induced
map F is a chain map. More generally, the map
Mor(M ,N )→∏
n,w
Mor(M ⊗A⊗n,N⟪−dim(T ) + (2 − κ)w⟫)
given by f ↦ F is a chain map.
(Compare Lemma 3.23.)
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Proof. Again, the proof is straightforward and is left to the reader. 
Lemma 4.46. LetM and N be w-modules over A and let f ∶M →N be a homomorphism. Then
f is an isomorphism if and only if f01 is an isomorphism.
Proof. As in the proof of Lemma 4.46, it suffices to construct left and right inverses to f , and we
will focus on the left inverse. We construct the left inverse gwn inductively in w and then n. Suppose
gvm has been defined for all v < w and for v = w and m ≤ n, satisfying the condition that (g ○f)vm = 0
for v < w or v = w and m ≤ n (except for (g ○ f)01 = I). We have(g ○ f)wn+1(x, a1, . . . , an) = ∑
m≤n
v≤w
gw−vn−m+1(fvm+1(x, a1, . . . , am), am+1, . . . , an).
All of these terms have been defined except
gwn+1(f01 (x), a1, . . . , an).
So, define
gwn+1(f01 (x), a1, . . . , an) = ∑
m≤n
v≤w(m,v)≠(0,0)
gw−vn−m+1(fvm+1(x, a1, . . . , am), am+1, . . . , an),
using the fact that f01 is an isomorphism, and continue the induction. 
Definition 4.47. Let M and N be bonsai w-modules over a bonsai w-algebra A . A morphism
f ∈ Mor(M ,N ) is bonsai if there is an integer N so that for any module transformation tree T
with dim(T ) > N , f(T ) = 0.
As in the unweighted case, it is clear that the bonsai morphisms form a subcomplex of Mor(M ,N ).
4.6. Units in weighted A∞-modules. The discussion from Section 4.3 adapts to weighted mod-
ules as follows.
Definition 4.48. A w-moduleM over a weakly unital w-algebra A is weakly unital if m02(x,1) = x
for all x ∈M . A weakly unital w-module M over a strictly unital w-algebra A is strictly unital if
for any sequence of elements a1, . . . , an ∈ A with the property that ai = 1 for some i, any x ∈M , and
any weight w, mw1+n(x, a1, . . . , an) = 0, except in the special case where w = 0 and n = 1 (in which
case m02(x,1) = x).
The proofs of the following lemma and theorem are essentially the same as the proofs of Lemma 3.87
and Theorem 3.86 respectively, with an extra induction on the weight.
Lemma 4.49. Suppose that M is a weakly unital A∞-module and
φvn ∶ M ⊗A⊗ . . .⊗A→M
is any k-module map of degree (2 − κ)v + n − 1. There is an A∞-module M isomorphic to M so
that mwi =mwi for i < n or w < v; and
mvn =mvn + dφvn
(where d is the differential on the morphism complex Mor(M ⊗A⊗(n−1),A)).
Theorem 4.50. Every weakly unital w-module M over a strictly unital w-algebra is isomorphic
to a strictly unital w-module N . If M is bonsai then N and the isomorphism can be taken to be
bonsai, as well.
Convention 4.51. Unless otherwise noted, when we are over strictly unital w-algebras we will only
consider strictly unital w-modules.
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IfM andN are strictly unital then a morphism f ∶M →N is strictly unital if fwn+1(m,a1, . . . , an) =
0 if some ai = 1. The strictly unital morphisms form a subcomplex uMor(M ,N ) of the complex
Mor(M ,N ) of all w-module morphisms.
Proposition 4.52. Given strictly unital w-modules M and N over a strictly unital w-algebra A ,
the inclusion of chain complexes uMor(M ,N )→Mor(M ,N ) is a chain homotopy equivalence. If
A , M , and N are bonsai, the same statement holds for the subcomplexes of bonsai strictly unital
and non-unital morphisms.
Proof. As a notational preliminary, recall that in the proof of Proposition 3.89, there was an inclusion
map Moru(M,N )→Mor(M,N ). Let
H = ∑
i1<⋅⋅⋅<ikHik ○ ∂ ○Hik−1 ○ ⋅ ⋅ ⋅ ○ ∂ ○Hi1+ ∑
i1<⋅⋅⋅<ik,1≤j<kHik ○ ∂ ○Hik−1 ○ ∂ ○ ⋅ ⋅ ⋅ ○ ∂ ○Hij+1 ○Hij ○ ∂ ○ ⋅ ⋅ ⋅ ○Hi1 ○ ∂.(4.53)
where Hi are as in Equation (3.90). It is straightforward to see that the homotopy inverse Π (as in
Equation 3.91) to the inclusion map Moru(M,N )→Mor(M,N ) is given by I + ∂ ○H +H ○ ∂. We
now upgrade these maps to the weighted context.
Given f ∈ wMor(M ,N ), let Hi(f) ∈ wMor(M ,N ) be the map with
Hi(f)w(x, a1, . . . , an−2) = ⎧⎪⎪⎨⎪⎪⎩
0 if n − 1 < i
fwn (x, a1, . . . , ai−1,1, ai+1, . . . , an−2) otherwise.
Define H ∶ wMor(M ,N )→ wMor(M ,N ) byH = ∑
i1<⋅⋅⋅<ikHik ○ ∂ ○Hik−1 ○ ⋅ ⋅ ⋅ ○ ∂ ○Hi1+ ∑
i1<⋅⋅⋅<ik,1≤j<kHik ○ ∂ ○Hik−1 ○ ∂ ○ ⋅ ⋅ ⋅ ○ ∂ ○Hij+1 ○Hij ○ ∂ ○ ⋅ ⋅ ⋅ ○Hi1 ○ ∂.
For a fixed integer v ≥ 0, let uMorv(M ,N ) ⊂ Mor(M ,N ) consist of those morphisms f with
fw(x, a1, . . . , ai−1,1, ai+1, . . . , an) = 0
for all w < v and 1 ≤ i < n + 1. This specifies a filtration of the chain complex Mor(M ,N ), with
the following properties:● uMorv1(M ,N ) ⊃ uMorv2(M ,N ) if v1 < v2,● uMor0(M ,N ) = Mor(M ,N ), and● uMor(M ,N ) = ⋂∞v=0 uMorv(M ,N ).
Let
(4.54) F = I + ∂ ○H +H ○ ∂.
We claim that
(4.55) F (uMorv(M ,N )) ⊆ uMorv+1(M ,N ).
To see this, observe that for f ∈ uMorv(M ,N ) , the terms in the weight v + 1 part of (I + ∂ ○H +H ○ ∂)(f) involving components of fw with weight w < v + 1 vanish after we specialize to ai = 1.
Thus, [(I + ∂ ○H+H ○ ∂)(f)]v+1(a1, . . . , ai−1,1, ai+1, . . . , an) =[(I + ∂ ○H +H ○ ∂)(fv+1)](a1, . . . , ai−1,1, ai+1, . . . , an),
which vanishes by Proposition 3.89, verifying Equation (4.55). (We are actually applying the proof
of Proposition 3.89, where it is shown that Π = ∂ ○H +H ○ ∂ is a projection to the strictly unital
morphism space.)
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Let P≤v ∶ Mor(M ,N ) → ⊕w≤v Morw(M ,N ) denote the projection to the weight less than v
portion. If ξ ∈ uMorv(M ,N ), then P≤v ○ F (ξ) = P≤v(ξ). Let F (○k)(ξ) denote the kth iterate of F
applied to ξ. It follows that for any pair of integers 0 ≤ w ≤ i,
(4.56) P≤w ○ F (○i) = P≤w ○ F (○w).
Consider the function Φ ∶ Mor(M ,N ) → Moru(M ,N ), characterized by P≤w ○ Φ = P≤w ○ F (○w).
We think of this as the infinite composition of F with itself, since F ○ Φ = Φ. Moreover, Φ is the
identity map on uMor(M ,N ) ⊂ Mor(M ,N ).
The map F is chain homotopic to the identity. This homotopy can be used to construct a chain
homotopy of Φ to the identity. In detail, the chain homotopy is given by
K = ∞∑
i=0H ○ F (○i).
To see that K is well-defined, we show that for any w, P≤w ○K is a finite sum. Specifically,
(4.57) P≤w(∞∑
i=0H ○ F (○i)) =
∞∑
i=0P≤w ○H ○ F (○i) =
w∑
i=0P≤w ○H ○ F (○i),
since for all i ≥ w, the image of F (○i) is in uMorw+1(M ,N ) (by Equation (4.55)) and
P≤w ○H∣uMorw+1(M ,N ) = 0
(which in turn is clear from the definition of H).
To see that Φ = I + ∂ ○K +K ○ ∂, it suffices to verify that
(4.58) P≤w ○ (I + ∂ ○K +K ○ ∂) = P ○ F ○w.
To this end, abbreviate, for any fixed w, P = P≤w. Using the fact that P is a chain map, the
definition of K, Equation (4.57), P is a chain map (again), F is a chain map, Equation (4.54), and
Equation (4.56), in succession, we see that
P ○ (I + ∂ ○K +K ○ ∂) = P + ∂ ○ P ○K + P ○K ○ ∂
= P + ∂ ○ P ○H ○ (∞∑
i=0F (○i)) + P ○H ○ (
∞∑
i=0F (○i)) ○ ∂
= P + ∂ ○ P ○H ○ ( w∑
i=0F (○i)) + P ○H ○ (
w∑
i=0F (○i)) ○ ∂
= P + P ○ ∂ ○H ○ ( w∑
i=0F (○i)) + P ○H ○ (
w∑
i=0F (○i)) ○ ∂
= P + P ○ (∂ ○H +H ○ ∂) ○ ( w∑
i=0F (○i))
= P + P ○ (I + F ) ○ ( w∑
i=0F (○i))= P + P ○ (I + F ○(w+1)) = P ○ F ○(w+1) = P ○ F ○w,
verifying Equation (4.58).
Clearly, now, Φ = I + ∂ ○ K + K ○ ∂ is the homotopy inverse to the inclusion uMor(M ,N ) ⊂
Mor(M ,N ). The fact that Φ preserves the property of being bonsai follows as in the unweighted
case. 
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4.7. Weighted type D structures. Let A by a w-algebra over k and fix an element X ∈ k with
grading −κ. Assume that X acts centrally on A, in the sense that Xa = aX for all a ∈ A.
Definition 4.59. Let P be a graded left k-module and δ1 ∶ P → A ⊗ P⟪1⟫ a left k-module map.
Define δn ∶ P → A⊗n ⊗P⟪n⟫ to be the result of iterating δ1 n times. (In the special case n = 0, δ0 is
the identity map P → P .) We say that δ1 (or (P, δ1)) is operationally bounded (or just bounded)
if
● δn vanishes identically for n sufficiently large and● the action of X on A is nilpotent, i.e., for n sufficiently large and all a ∈ A, Xn ⋅ a = 0.
Definition 4.60. With notation as in Definition 4.59, suppose that either δ1 is bounded or A is
bonsai. We say that (P, δ1) is a (left) type D structure over A with charge X if
(4.61)
∞∑
w=0
∞∑
n=0Xw(µwn ⊗ I) ○ δn = 0 ∈ A⊗ P.
Sometimes we abbreviate a type D structure as AP = (P, δ ∶ P → A⊗ P⟪1⟫).
Letting
δ = ∞∑
i=0 δi ∶ P → T ∗(A⟪1⟫)⊗ P µ●● = ∑n,wXw ⋅ µwn ∶ T ∗(A⟪1⟫)→ A⟪2⟫
then we can represent Equation (4.61) graphically by
δ
µ●●
= 0.
The structure equation (4.61) includes the terms µw0 ⊗ I.
If κ = 0, we can consider cases where X = 1, the unit in k, when the type D structure relation
takes the simpler form
(4.62)
∞∑
w=0
∞∑
n=0(µwn ⊗ I) ○ δn = 0 ∈ A⊗ P.
Let A be a weighted algebra, and suppose that AP and AQ are weighted type D structures (with
either A bonsai or AP and AQ operationally bounded). Endow the space Homk(P,A ⊗Q) with
the endomorphism d given by
d(φ) = (µ●● ⊗ IQ) ○ (IT ∗A ⊗ δQ) ○ (IT ∗A ⊗ φ) ○ δP
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or, graphically,
d(φ) =
δP
φ
δQ
µ●●
= ∑
i,j,w≥0Xw
δiP
φ
δjQ
µwi+j+1
.
Let MorA (AP,AQ) denote the graded R-module Homk(P,A⊗Q), endowed with the endomor-
phism d. We call this the space of weighted morphisms from AP to AQ.
Lemma 4.63. Fix a weighted algebra A and type D structures AP and AQ over A with charge
X. If either A is bonsai or AP and AQ are both operationally bounded then the morphism space
Mor(AP,AQ) is a chain complex.
Proof. This is an easy consequence of the weighted A∞ relation on A , and the type D structure
relations on AP and AQ. That is,
d2(φ) =
δP
δP
φ
δQ
δQµ
●●
µ●●
=
δP
δP
δP
φ
δQ
µ●●
µ●●
+
δP
φ
δQ
δQ
δQµ
●●
µ●●
= 0.
Note that each term
Xw(µwi+j+1 ⊗ IQ) ○ (I⊗ δjQ) ○ (I⊗ φ) ○ δiP
in d(φ) has grading
gr(φ) − i − j + (−1 + i + j + κw) − κw = gr(φ) − 1. 
Given a sequence of weighted type D structures AP0, . . . ,AP` (with ` ≥ 1), there are composition
maps
µ
`
∶ Mor(AP`−1,AP`)⊗R . . .⊗R Mor(AP0,AP1)→Mor(AP0,AP`)⟪2 − `⟫,
defined by
µ
`
(φ`⊗⋅ ⋅ ⋅⊗φ1) =∑
w
Xw(µw⊗IM`)○(IT ∗(A)⊗δP`)○(IT ∗(A)⊗φ`)○⋅ ⋅ ⋅○(IT ∗(A)⊗δP2)○(IT ∗(A)⊗φ1)○(δP1).
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That is, graphically:
µ
`
(φ` ⊗ ⋅ ⋅ ⋅ ⊗ φ1) =
δP0
φ1
φ`
δP`
δP1
⋮
µ●●
= ∑
w
Xw
δP0
φ1
φ`
δP`
δP1
⋮
µw●
.
If A is strictly unital with unit 1, we can define the identity map of the type D structure AP by
I(x) = 1⊗ x.
Proposition 4.64. Given a bonsai weighted A∞-algebra A , the set of weighted type D structures,
with morphism spaces given by Mor, and composition maps defined by µ
`
, forms a (nonunital) A∞-
category. That is, the composition maps µ
`
have grading 2 − ` and satisfy the A∞ relations. If A
is strictly unital then the category of type D structures is also unital. The statements also hold for
the category of operationally bounded type D structures over a non-bonsai algebra.
Proof. The proof is essentially the same as in the unweighted case [LOT15, Lemma 2.2.27]. The
statement about gradings is arithmetic. The A∞ relation counts contributions of trees which consist
of a sequence of operations on the Pi, for i = 1, . . . , ` starting with δPi , alternating between δPi , φi,
and ending with δP` ; some consecutive sequence of the algebra outputs are channeled into a vertex
labelled by µ●●, and then that output, and all others, are channeled into a second vertex labelled
by µ●●. For the A∞ relation on the category, we consider only those trees for which the first µ●●-
vertex has an input from at least one φi. Trees which do not have this property have all the inputs
channeled into the first µ●● which come from a single δPi ; their contribution vanishes by the type
D structure relation on Pi. The sum of all the trees is zero by the weighted A∞ relation on the
algebra. It is immediate from the definition of strict unitality of a weighted algebra that, in the
strictly unital case, the identity maps are strict units for composition. 
Remark 4.65. There is also a notion of homotopy unital weighted A∞-algebras, and the category of
type D structures over a homotopy unital weighted A∞-algebra is a homotopy unital A∞-category.
See Sections 4.9 and 7.5.
4.8. Box products. Given X ∈ k, a w-algebra A over k so that X acts centrally on A, a type D
structure P over A with charge X, and a w-moduleM over A , we defineM ⊠P to be the graded
R-module M ⊗ P with differential
(4.66) ∂ = ∞∑
n=0
∞∑
w=0Xw(mw1+n ⊗ I) ○ (I⊗ δn).
This sum makes sense if either:
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● M and A are bonsai or● P is operationally bounded.
We may represent Equation (4.66) graphically as
δ
m●●
= ∑
n,w≥0Xw
δn
mwn+1
.
Lemma 4.67. Let A be a weighted A∞-algebra, MA a weighted A∞-module, and AP a weighted
type D structure with some charge X. Assume that eitherM and A are bonsai or P is operationally
bounded. Then the map ∂ on M ⊠ P has degree −1 and satisfies ∂2 = 0.
Proof. The proof is the same as in the unweighted case [LOT18, Lemma 2.30]. 
We have the following analogue of the functoriality part of Lemma 3.44:
Lemma 4.68. The operation ⊠ extends to a (non-unital) A∞-bifunctor from the categories of
weighted A∞-modules and operationally bounded type D structures with charge X to the category of
chain complexes. It also defines an A∞-bifunctor from the categories of bonsai weighted A∞-modules
and bonsai maps and arbitrary type D structures with charge X to the category of chain complexes.
For strictly unital weighted algebras and modules, ⊠ is a strictly unital functor, i.e., I ⊠ I = I. In
particular, in the strictly unital case, the operation ⊠ respects homotopy equivalences of M and P .
Proof. The proof of the first statement is the same as in the unweighted case [LOT15, Lemmas 2.3.3
and 2.3.7]. The second statement is immediate from the definitions. The third statement follows
immediately from the other two. 
4.9. Homotopy unital weighted algebras and modules. Unlike the unweighted case, the ten-
sor product of weighted algebras makes use of a unit. In Sections 6 and 7 we will focus mainly on
the case that the weighted algebras are strictly unital, but in order to prove associativity of the
tensor product we need to relax this to allow homotopy unital weighted algebras. This is a weighted
extension of (a simple variant) of a well-known notion for A∞-algebras [FOOO09, Section 3.3]. As
usual, we will define the notion using a complex of decorated trees; in the unweighted case, this is
essentially the cellular chains on Muro-Tonks’s unital associahedra [MT14] (see also [Lyu11]).
Definition 4.69. A thorn tree consists of:● A planar, rooted tree T .● A partition of the leaves of T into the following five sets: The output, which is the root,
the inputs, the thorns, the stumps, and the popsicles. Of these, we regard only popsicles as
internal vertices.● A weight function from the internal vertices of T to Z≥0.
These are required to satisfy the conditions that:● Each internal vertex either has valence at least 3 or weight > 0.● The tree has at least one vertex which is not a thorn or the output. (This disallows exactly
one tree.)
Composition of thorn trees is defined in the obvious way.
The differential of a thorn tree T is the sum of the following terms:● all ways of splitting a single internal vertex in T into two vertices to obtain a new thorn
tree,
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● all ways of replacing a single thorn in T with a stump, and● all ways of deleting a single thorn in T which is connected to a 2-input (3-valent), weight 0
vertex.
The dimension of a thorn tree T is
dim(T ) = n + 2w + t − v − 1
where n is the number of inputs, w is the total weight, t is the number of thorns, and v is the number
of internal vertices.
The homotopy unital weighted trees complex uX∗,∗∗ is the free chain complex over R generated by
the thorn trees. There is a tri-grading on the homotopy unital weighted trees complex by the grading,
the number of inputs, and the total weight. The summand with n inputs and weight w is denoted
uXn,w∗
See Figure 27. Note that there is a weight 0 thorn tree with no one input and no internal vertices,
the identity tree ↓, which is the identity for composition of trees. Abusing terminology, we will often
call the 0-input tree with no internal vertices or thorns and a single stump the stump. Composing
a tree with the stump adds a stump to the tree.
Lemma 4.70. The n-input, weight w homotopy unital weighted trees complex uXn,w∗ is a chain
complex, and the differential decreases the grading (by the dimension dim(T )) by one. Further, the
composition map ○i ∶ uXn1,w1∗ × uXn2,w2∗ → uXn1+n2−1,w1+w2∗ is a chain map.
Proof. As in Lemma 4.8, to prove that ∂2 = 0 we consider the dual complex. In the dual complex,
the differential is the sum of all ways of contracting an edge, turning a stump into a thorn, or adding
a thorn to an edge. Each of the following kinds of terms in δ2 cancels in pairs:● Contracting two edges.● Turning a stump into a thorn and contracting an edge.● Turning two stumps into thorns.● Turning a stump into a thorn and adding a thorn to an edge.● Adding two thorns.● Contracting an edge and adding a thorn to a different edge.
The remaining terms correspond to adding a thorn to an edge e, which splits e into two edges e1
and e2 and then contracting one of e1 or e2. This has the same effect as adding a thorn at one of the
vertices adjacent to e. Further, each way of adding a thorn at a vertex occurs twice, corresponding
to the two edges adjacent to the thorn. Thus, terms in δ2 of this form also cancel in pairs.
The facts that the differential decreases the grading by 1 and that composition is a chain map
are immediate from the definitions. 
Definition 4.71. A homotopy unital weighted algebra A over k consists of a dg k-bimodule A and
a chain map µ ∶ uXn,w∗ →Mor(A⊗n,A⟪(2 − κ)w⟫) for each n,w, so that µ(S ○i T ) = µ(S) ○i µ(T ).
Given a homotopy unital weighted algebra A , the image of the stump ⊺ is the homotopy unit in
A , and is denoted 1.
A homotopy unital weighted algebra A is split homotopy unital if there is a R-module splitting
A = R⟨1⟩⊕A′.
There is an inclusion from the weighted trees complex into the homotopy unital weighted trees
complex, so we can regard any homotopy unital weighted algebra as an ordinary weighted algebra.
In other words, a homotopy unital weighted algebra has an underlying weighted algebra. Conversely,
given a strictly unital weighted algebra A there is an induced homotopy unital weighted algebra as
follows. Given a thorn tree T , with > 0 thorns, µ(T ) = 0. For a thorn tree T with no thorns, µ(T )
is obtained by inserting the unit 1 at each stump of T , and then applying the k-input, weight w
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Figure 27. A thorn tree and its differential. The thorn tree on the left has 3
inputs, no stumps, and two thorns. We have drawn an example in which all vertices
have weight 0, so we have suppressed the weights.
Figure 28. Notation for weighted corollas with thorns. From left to right,
Ψ03, Ψ
0
0↑3, Ψ01↑2, Ψ01↑1↑1, Ψ01↑0↑0↑1.
operation from A at each k-input, weight w vertex of T . It is straightforward to verify that this
defines a chain map.
A homotopy unital weighted algebra is determined by the unit 1 and the operations corresponding
to a corolla with some thorns coming out. That is, given a sequence of non-negative integers
n1, . . . , nk there is a tree Ψwn1↑n2↑⋯↑nk with one internal vertex with weight w, with n1 inputs followed
by a thorn followed by n2 inputs, another thorn, and so on. See Figure 28. (The operations on the
underlying weighted algebra correspond to the case k = 1.) The operations
µwn1↑⋯↑nk = µ(Ψwn1↑n2↑⋯↑nk) ∶ A⊗(n1+⋯+nk) → A,
together with the unit 1, determine the homotopy unital weighted algebra. (We have suppressed
the grading shift in this formula.) It is not hard to rephrase the structure relations for a homotopy
unital weighted algebra in terms of the unit 1 and the operations µwn1↑⋯↑nk .
Given a corolla Ψwn1↑n2↑⋯↑nk , with n = n1 + ⋯ + nk, there is a monotone injection σn1↑⋯↑nk ∶{1, . . . , n}↪ {1, . . . , n+k−1} with image {1, . . . , n+k−1}∖{n1+1, n1+n2+2, . . . , n1+⋯+nk−1+k−1}.
For the operation µwn1↑⋯↑nk(a1, . . . , an) we call σn1↑⋯↑nk(i) the apparent position of ai.
Definition 4.72. The homotopy unital weighted module trees complex is the subquotient of uX∗,∗∗
obtained by requiring that there are no stumps, popsicles, or thorns to the left of the leftmost input.
A homotopy unital weighted moduleM over a homotopy unital weighted algebra A consists of a
chain complexM over k and grading-preserving chain mapsm ∶ uXMn,w∗ →Mor(M⊗A⊗n−1,M⟪(2 − κ)w⟫)
which respect composition in the obvious sense.
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Similarly to algebras, homotopy unital weighted modules are determined by the operations
µw1+n1↑⋯↑nk ∶ M ⊗A⊗(n1+⋯+nk) → A
corresponding to a corolla with valence n1 +⋯+nk + k with a mix of thorn and input leaves, where
the thorns are at the positions n1 + 2, n1 + n2 + 3, . . . . (Again, we have suppressed the grading in
this formula.)
As in the case of algebras, there is a forgetful map from homotopy unital weighted modules to
weighted modules. Further, given a strictly unital weighted module over a strictly unital weighted
algebra, there is an induced homotopy unital weighted module, by feeding the unit 1 in at the
stumps and declaring trees with thorns to act by zero.
Definition 4.73. A transformation thorn tree consists of:● A planar, rooted tree T .● A partition of the leaves of T into the following five sets: The output, which is the root,
the inputs, the thorns, the stumps, and the popsicles. Of these, we regard only popsicles as
internal vertices.● A coloring of each edge of T not incident to a thorn as either red or blue, subject to the
following conditions:
(1) The edges adjacent to input leaves are red.
(2) The edge adjacent to the output leaf is blue.
(3) For each vertex v, all of the colored inputs of v have the same color (red or blue).
(4) If a vertex v has a red output, then all of the colored inputs of v are red; if a vertex has
blue inputs, then its output is also blue.
(Compare Definition 2.40.)● A coloring of the non-thorn vertices of T as red, blue, or purple, subject to the conditions
that
(1) if a vertex has any red inputs then it is red or purple,
(2) if a vertex has a blue output then it is blue or purple,
(3) if a vertex has a red output then it is red,
(4) if a vertex has a blue input then it is blue, and
(5) no purple vertex is above another purple vertex.
(These conditions determine the color of every vertex whose inputs are not all thorns.)● A weight function from the internal vertices of T to Z≥0.
These are required to satisfy the condition that each internal vertex either has valence at least 3 or
has weight > 0 or is colored purple.
The differential of a transformation thorn tree is the sum of all ways of obtaining a new trans-
formation thorn tree by doing one of the following:● splitting a blue (respectively red) vertex into two blue (respectively red) vertices,● splitting a purple vertex into a red vertex feeding into a purple vertex,● splitting a purple vertex into a layer of purple vertices feeding into a blue vertex, with each
thorn ending up coming from either the blue vertex or one of the purple vertices,● replacing a thorn by a stump,● deleting a thorn adjacent to a 2-input (3-valent), weight 0 blue or red vertex, or● replacing a 2-valent, weight 0 purple vertex whose input is a thorn by a blue stump.
See Figure 29.
The dimension (grading) of a weighted thorn tree T with n inputs, total weight w, t thorns, r
internal red vertices, and b internal blue vertices is
dim(T ) = n + 2w + t − r − b − 1.
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Figure 29. Transformation thorn trees and their differentials. Two exam-
ples are shown.
The homotopy unital weighted transformation trees complex uJn,w∗ is the complex generated by
all transformation thorn trees with n inputs and total weight w.
As in the non-unital setting, there are composition maps○i ∶ uJn1,w1∗ ⊗R uXn2,w2∗ → uJn1+n2−1,w1+w2∗ ,(4.74) ○∶ uXn,w∗ ⊗R uJm1,v1∗ ⊗R ⋯⊗R uJmn,vn∗ → uJm1+⋯+mn,v1+⋯+vn+w∗ .(4.75)
Lemma 4.76. The n-input, weight w homotopy unital weighted transformation trees complex uJn,w∗
is a chain complex, and the differential decreases the grading by one. Further, the composition
maps (4.74) and (4.75) are chain maps.
Proof. The proof is similar to, but more complicated than, the proof of Lemma 4.17. In the dual
complex to uJn,w∗ , the differential δ is the sum of all ways of:
(1) contracting an edge between two red vertices,
(2) contracting an edge between two blue vertices,
(3) contracting an edge between a purple vertex and a red vertex,
(4) contracting all the colored edges into a blue vertex v if all of the vertices above v are purple
or un-colored (thorns),
(5) inserting a new 3-valent, weight 0 vertex on an edge, with one of its inputs a new thorn,
(6) replacing a (red or blue) stump with a thorn, or
(7) replacing a blue stump with a thorn feeding into a 2-valent, weight 0 purple vertex.
Terms in δ2 involving only operations (1), (2), (3), and (4) cancel as in the proof of Lemma 4.17.
Terms coming from two operations of types (5), (6), or (7) cancel in pairs in an obvious way.
Similarly, terms in δ2 coming from a pair of operations in {(1),(2),(3),(6),(7)} cancel in pairs in an
obvious way. This leaves terms coming from the following pairs:● ((1),(5)) and ((2),(5)). These cancel in pairs as in the proof of Lemma 4.70.● ((3),(5)). When the red vertex in the type (3) operation is the 3-valent vertex created by
the type (5) operation, these cancel against terms of type ((4),(5)). The rest of these terms
cancel in pairs.● ((4),(5)). When the blue vertex in the type (4) operation is the 3-valent vertex created by
the type (5) operation, these cancel against terms of type ((3),(5)). The rest of these terms
cancel in pairs.● ((4),(6)). When the stump in the type (6) operation is incident to the blue vertex in the
type (4) operation, these cancel against terms of type ((4),(7)). The rest of these terms
cancel in pairs.● ((4),(7)). When the purple vertex in the type (7) operation feeds into the blue vertex in
the type (4) operation, these cancel against terms of type ((4),(6)). The rest of these terms
cancel in pairs.
This completes the proof that δ2 = 0. The facts that the differential decreases the grading by 1 and
that the composition maps are chain maps are immediate from the definitions. 
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Figure 30. The collapsed composition of homotopy unital purple corollas.
Top: four homotopy unital purple corollas. In order, these are pΨ11↑2↑0, pΨ13, pΨ30↑1,
and pΨ01↑1↑1. Bottom: their composition (left) and collapsed composition (right),
which is pΨ53↑0↑2↑1↑1↑0.
Definition 4.77. Given homotopy unital weighted algebras A and B, a homotopy unital homo-
morphism from A to B consists of chain maps
uJn,w∗ →Mor(A⊗n,B⟪(2 − κ)w⟫)
for each n and w which are compatible with composition in the obvious sense.
A homotopy unital homomorphism f is determined by maps
fwn1↑⋯↑nk ∶ A⊗n1+⋯+nk → B
corresponding to a purple corolla pΨwn1↑⋯↑nk with valence n + t + 1 with a mix of thorn and input
leaves; see Figure 30. (We have suppressed the grading.) Again, there is a forgetful map from
homotopy unital homomorphisms to homomorphisms of underlying non-unital weighted algebras.
A homomorphism is a quasi-isomorphism if the induced map of non-unital weighted algebras is a
quasi-isomorphism.
Example 4.78. The identity homomorphism of a homotopy unital algebra A is the map IA with(IA )01 = IA and (IA )wn1↑⋯↑nk = 0 otherwise (i.e., if w > 0 or k > 1 or n1 > 1). It is immediate from the
definitions that this defines a homotopy unital homomorphism.
Given non-negative integers n1, . . . , nk, mi,1, . . . ,mi,`i (for i = 1, . . . , n ∶= n1 + ⋯ + nk), w, and
v1, . . . , vn, there is a collapsed composition of pΨwn1↑⋯↑nk with (pΨv1m1,1↑⋯↑mi,`i , . . . ,pΨvnmn,1↑⋯↑mn,`n ) by
composing pΨwn1↑⋯↑nk with (pΨv1m1,1↑⋯↑mi,`i , . . . ,pΨvnmn,1↑⋯↑mn,`n ) and then collapsing all of the internal
edges to obtain a new corolla. In formulas, the collapsed composition is
pΨv1+⋯+vn+wm1,1↑m1,2↑⋯↑m1,`1+m2,1↑m2,2↑⋯↑m2,`2+m3,1↑⋯↑mn1,`n1 ↑mn1+1,1↑mn1+1,2↑⋯.
See Figure 30.
Definition 4.79. Given homotopy unital homomorphisms f and g, their composition is defined by(g ○ f)wp1↑⋯↑p` =∑ gvn1↑⋯↑nk ○ (fu1m1,1,↑⋯↑m1,j1 ⊗⋯⊗ funmn,1,↑⋯↑mn,jn ),
where the sum is over data n1, . . . , nk,m1,1, . . . ,mn,jn , v, u1, . . . , un whose collapsed composition is
pΨwp1↑⋯↑p` . (Here, n = n1 +⋯ + nk.)
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Compare Definition 3.10.
Lemma 4.80. The composition of two homotopy unital algebra homomorphisms is a homotopy
unital algebra homomorphism.
Proof. The proof is left to the reader. 
A homotopy unital homomorphism f ∶ A → B is an isomorphism if there is a homotopy unital
homomorphism g ∶ B → A so that g ○ f = IA and f ○ g = IB. We have the following analogue of
Lemma 4.19:
Lemma 4.81. A homotopy unital algebra homomorphism f ∶ A →B is an isomorphism if and only
if f01 is an isomorphism.
Proof. As in the proof of Lemma 4.19, we construct left and right inverses of f inductively, and
then verify that they are homomorphisms afterwards. So, we first construct maps gwn1↑...↑nk formally
satisfying g ○ f = I. Let g01 = (f01 )−1, which exists by hypothesis. Construct the rest of g by
induction on the weight w, number of thorns (k − 1), and the number of non-thorn inputs ∑ni,
in that order. Inspecting the terms that contribute to (g ○ f)wn1↑...↑nk , there is one maximal term,
namely gwn1↑...↑nk ○ (f01 ⊗ . . . f01 ), and other terms that involve previously-defined values of g. Since
f01 is invertible, we thus determine the new term uniquely.
We can similarly construct maps hwn1↑...↑nk so that f ○ h = I. Then the usual argument (reducing
g ○ f ○ h in two ways) shows that g = h.
To see g is a homomorphism, we modify the proof of Lemma 4.19. The relation in the case that
the input is a single thorn is easily seen to be satisfied. To verify the remaining cases, we adopt the
following notation. Given a map h ∶ ⊕nA⊗n → B, let
h = ∞∑
m=1(
mucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
h⊗⋯⊗ h) ∶ ⊕
n
A⊗n → B⊗m.
Let
f∗
denote feeding an element of the tensor algebra on A into f(pΨwk1↑k2↑⋯↑k`) for some `, w, and
sequence k1, . . . , k`. Extend the notation f∗ and µ∗ similarly, by again interspersing thorns in an
arbitrary way. Then the homotopy unital homomorphism relation for g (except for the case with a
single thorn as input) is
g∗
µ∗ +
µ∗
g∗ + g∗ = 0.
Since composition with f is an isomorphism (with inverse given by composition by g, though g is
not known yet to be a homomorphism), it suffices to show that pre-composing the left side by f
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vanishes. This is
f∗
g∗
µ∗
+
f∗ f∗ f∗
µ∗
g∗
+ f∗ f∗
g∗ = µ∗ +
f∗ µ f∗
f∗
g∗
+
f∗ f∗
f∗
g∗
= µ∗ + µ∗ + I = 0.
Here, the last term vanishes because I vanishes if there is more than one input, and we checked the
homotopy unital A∞ relation in the case that the input is a single thorn separately. This completes
the proof. 
Definition 4.82. A module transformation thorn tree is the same as a module thorn tree except
that there is a distinguished (purple) internal vertex which is allowed to have one input and weight 0.
If S is a module thorn tree and T is a module transformation thorn tree then T ○1 S and S ○1 T
are defined in the obvious way. Similarly, if S is an (algebra) thorn tree then T ○iS, i > 1, is defined
in the obvious way.
The differential of a module transformation thorn tree is defined in the same way as for a module
thorn tree, with the understanding that the purple vertex is allowed to split into a 2-valent, weight
0 purple vertex and another (allowed) vertex. Also, for a 3-valent, weight 0 purple vertex with one
input a thorn, there is not a term in the differential corresponding to erasing that thorn.
Let uJMn,w∗ be the complex of module transformation thorn trees with n inputs and total weight
w. We call uJMn,w∗ the homotopy unital weighted module transformation trees complex.
As in the non-unital case, there are obvious composition maps○1 ∶ uJMn,w∗ ⊗R uXMm,v∗ → uJMm+n−1,v+w∗(4.83) ○1 ∶ uXMn,w∗ ⊗R uJMm,v∗ → uJMm+n−1,v+w∗(4.84) ○i ∶ uJMn,w∗ ⊗R uXm,v∗ → uJMm+n−1,v+w∗ 1 < i ≤ n.(4.85)
Lemma 4.86. The n-input, weight w homotopy unital weighted module transformation trees com-
plex uJMn,w∗ is a chain complex, and the differential decreases the grading by one. Further, the
composition maps (4.83), (4.84), and (4.85) are chain maps.
Proof. The proof is essentially the same as the proof of Lemma 4.70, and is left to the reader. 
Definition 4.87. Given homotopy unital modules M and N , a homotopy unital weighted module
map from M to N consists of maps
uJMn,w∗ →Mor(M ⊗A⊗n−1,N⟪(2 − κ)w⟫)
which are compatible with composition in the obvious sense.
A homotopy unital module map f is determined by maps
fw1+n1↑⋯↑nk ∶ M ⊗A⊗n → N
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Figure 31. Composing homotopy unital weighted module morphisms. The
arrows are the thorns.
corresponding to a purple corolla with weight w and valence n1 +⋯+nk + k − 1 with a mix of thorn
and input leaves, where the thorns are at the positions n1+2, n1+n2+3, . . . . (The grading has been
suppressed here.)
Definition 4.88. Given two homotopy unital weighted module maps f ∶M1 →M2 and g ∶M2 →M3,
the composition g ○f is defined by setting (g ○f)(S) to be the sum of all ways of splitting the purple
vertex in S into two adjacent purple vertices and applying f at the first of these purple vertices and
g at the second. Equivalently,
(g ○ f)1+n1↑n2↑⋯↑nk(x, a1, . . . , an)
= k∑`=1
n`∑
n′` =0 g1+n`−n′` ↑n`+1↑⋯↑nk(f1+n1↑⋯↑n`−1↑n′` (x, a1, . . . , an1+⋯+n`−1+n′` ), an1+⋯+n′`+1, . . . , an).
Example 4.89. The identity map of M is the map IM with
(IM )w1+n1↑⋯↑nk = ⎧⎪⎪⎨⎪⎪⎩
IM k = 1, w = 0, and n1 = 0
0 otherwise.
Lemma 4.90. The homotopy unital module maps fromM toN form a subcomplex of the morphism
complex ∏
n,w
Mor(uJMn,w∗ ⊗RM ⊗A⊗n−1,N⟪(2 − κ)w⟫).
Further, the identity map is a cycle, f ○ IM = IN ○ f = f , and composition is a chain map. Thus,
homotopy unital modules and homotopy unital module maps forms a (strictly unital) dg category.
Proof. For the first statement, we need to check that if φ respects composition then d(φ) also
respects composition. We spell out the case that T = T1 ○i T2, with the purple vertex on T1 and
i > 1; the other cases are similar. Let k be the number of inputs of T2. Then(dφ)(T1 ○i T2)(m,a1, . . . , an)= φ((∂T1) ○i T2)(m,a1, . . . , an) + φ(T1 ○i (∂T2))(m,a1, . . . , an) + ∂(φ(T1 ○i T2)(m,a1, . . . , an))
+ φ(T1 ○i T2)(∂m,a1, . . . , an) + n∑
j=1φ(T1 ○i T2)(m,a1, . . . , ∂aj , . . . , an)= (φ(∂T1) ○i µ(T2))(m,a1, . . . , an) + (φ(T1) ○i µ(∂T2))(m,a1, . . . , an)+ ∂(φ(T1)(m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an))+ φ(T1)(∂m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an)
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+ i−1∑
j=1φ(T1)(m,a1, . . . , ∂(aj), . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an)
+ i+k−1∑
j=i φ(T1)(m,a1, . . . , ai−1, µ(T2)(ai, . . . , ∂(aj), . . . , ai+k−1), ai+k, . . . , an)
+ n∑
j=i+kφ(T1)(m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , ∂(aj), . . . , an)= (φ(∂T1) ○i µ(T2))(m,a1, . . . , an) + ∂(φ(T1)(m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an))+ φ(T1)(∂m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an)
+ i−1∑
j=1φ(T1)(m,a1, . . . , ∂(aj), . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an)+ φ(T1)(m,a1, . . . , ai−1, ∂(µ(T2)(ai, . . . , , ai+k−1)), ai+k, . . . , an)
+ n∑
j=i+kφ(T1)(m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , ∂(aj), . . . , an)= (dφ)(T1)(m,a1, . . . , ai−1, µ(T2)(ai, . . . , ai+k−1), ai+k, . . . , an),
as desired.
Turning to the remaining statements, it is clear that IM is a cycle and that f ○ IM = IN ○ f = f .
To verify that composition is a chain map, it suffices to check that d(g ○ f) and (dg ○ f) + (g ○ df)
take the same value on each corolla (with thorns). This is straightforward from the definitions, and
is left to the reader. 
Definition 4.91. A homotopy unital weighted algebra A is bonsai if there is an integer N so that
µ(T ) = 0 whenever T is a thorn tree with dim(T ) > N . Bonsai weighted algebra homomorphisms,
weighted modules, and weighted module morphisms are defined similarly.
Finally, we have a rectification result:
Theorem 4.92. Given a split homotopy unital weighted algebra A there is a strictly unital weighted
algebra B and a homotopy unital isomorphism f ∶ A → B. Further, if A is bonsai then B and f
can be chosen to be bonsai as well.
The proof uses a version of Lemma 4.26:
Lemma 4.93. Suppose that A is a homotopy unital w-algebra. Fix integers v, j,m1, . . . ,mj ≥ 0,
with m1 +⋯+mj + j − 1 + 2v > 1. Let m =m1 +⋯+mj, and let φvm1↑⋯↑mj ∶ A⊗m → A be any map of
degree (2 − κ)v +m + j − 2. There is a homotopy unital w-algebra A ′ = (A,µwn1↑⋯↑nk) isomorphic to
A , so that µwn1↑⋯↑nk = µwn1↑⋯↑nk if● w < v, or● w = v and n + k <m + j.
Further, the only cases with w = v and n + k =m + j for which µwn1↑⋯↑nk ≠ µwn1↑⋯↑nk are
µvm1↑⋯↑mj = µvm1↑⋯↑mj + dφvm1↑⋯↑mj
µvm1↑⋯↑mi−1↑m′i↑m′′i ↑mi+1↑⋯↑mj(a1, . . . , am−1) = µvm1↑⋯↑mi−1↑m′i↑m′′i ↑mi+1↑⋯↑mj(a1, . . . , am−1)+ φvm1↑⋯↑mj(a1, . . . , am1+⋯+mi−1+m′i ,1, am1+⋯+mi−1+m′i+1, . . . , am−1),
where m′i +m′′i =mi − 1.
Proof sketch. As in Lemma 3.81, we construct the modified algebra A ′, with operations coming
from trees as follows:
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● There is one distinguished vertex labelled by either a stump or some µwn1↑⋯↑nk .● All other vertices have m inputs and weight v and are labelled by φ.● The distinguished vertex is either the trunk vertex or a parent of the trunk vertex. If the
distinguished vertex is a stump, it must be a parent of the trunk vertex.
The tree contributes to the operation on A ′ with the given inputs, with arrows interpolated at the
positions of the thorns. Additionally, if the distinguished vertex is a stump, it contributes an extra
arrow at its position.
The proof of Lemma 3.81 applies almost without change to show that these operations form
a homotopy unital w-algebra, except that some decompositions are disallowed because the stump
cannot be the root of the modified action trees. These disallowed terms correspond instead to terms
in the homotopy unital w-algebra relations that turn a thorn into a stump.
We can similarly see that A ′ is isomorphic to A by constructing a map that is a perturbation
of the identity by φ.
The terms in the last part of the lemma statement come from trees with one undistinguished
vertex and either a distinguished 2-valent vertex or a distinguished stump. 
Remark 4.94. One can also prove Lemma 4.93 by following the strategy of Remark 3.82.
Proof of Theorem 4.92. We prove the unweighted case; the weighted case is obtained by wrapping
the argument below in an induction on the weight w.
We will modify the algebra so that µn1↑⋯↑nk = 0 for k > 1. The construction is inductive on:
(1) n1 +⋯ + nk + k (outer induction),
(2) n1 (middle induction), and
(3) k (inner induction).
We will use the following lemma, which gives a precise relationship between vanishing of operations
with thorns and strict unitality.
Lemma 4.95. Suppose, in a homotopy unital algebra, that µn1↑⋯↑nk = 0 whenever n1+⋯+nk+k ≤ T
and n1 < N . Then, if m = ∑mi > 2, m + ` ≤ T , and i < N , we have
µm1↑⋯↑m`(a1, . . . , ai−1,1, ai+1, . . . , am) = 0.
Proof. If m1 < N then µm1↑⋯↑m` vanishes by assumption. Otherwise, consider the A∞ relation
corresponding to Ψi−1↑m1−i↑m2↑⋯↑m` with inputs (a1, . . . , ai−1, ai+1, . . . , am). One term is
µm1↑⋯↑m`(a1, . . . , ai−1,1, ai+1, . . . , am)
and the other terms vanish by hypothesis. 
Now, fix an R-module splitting A = F2⟨1⟩⊕A0. Assume that µm1↑⋯↑m` = 0 if ` > 1 and either● m1 +⋯ +m` + ` < T ; or● m1 +⋯ +m` + ` = T and m1 < N ; or● m1 +⋯ +m` + ` = T and m1 = N and ` <K.
Suppose that the first non-vanishing homotopy-unital operation is µN↑n2↑⋯↑nt ≠ 0. Define
φN+1+n2↑n3↑⋯↑nt(a1, . . . , an+1) = ⎧⎪⎪⎨⎪⎪⎩
µN↑⋯↑nt(a1, . . . , aN , aN+2, . . . , an+1) aN+1 = 1
0 aN+1 ∈ A0.
Let µ be the operations on the induced homotopy unital A∞-algebra from Lemma 4.93. By that
lemma, µm1↑⋯↑mj = µm1↑⋯↑mj if m1 +⋯ +mj + j < N + n2 +⋯ + nt + t, and
µN↑⋯↑nt(a1, . . . , an) = µN↑⋯↑nt(a1, . . . , an) + φN+1+n2↑⋯↑nt(a1, . . . , aN ,1, aN+1, . . . , an) = 0.
Although not needed for the induction, note that the operation µN+1+n2↑n3↑⋯↑nt with (N + 1)st
input the unit changes to
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µN+1+n2↑n3↑⋯↑nt(a1, . . . , aN ,1, aN+2, . . . , an+1) = µN+1+n2↑n3↑⋯↑nt(a1, . . . , aN ,1, aN+2, . . . , an+1)+ (dµN↑n2↑⋯↑nt)(a1, . . . , aN , aN+2, . . . , an+1).
Applying the A∞ relation to the dµ term on the right side, the inductive hypothesis implies that
almost all terms vanish, except for one term that cancels the first term on the right side. So, if t = 2,
the operation µn+1 has just become strictly unital in the (N + 1)st place.
According to Lemma 4.93, the remaining cases with m1 +⋯ +m` + ` = T for which we may have
µ ≠ µ are operations obtained from N + 1 + n2 ↑ n3 ↑ ⋯ ↑ nt by replacing N or some ni by n′ ↑ n′′.
The cases corresponding to some ni with i > 1 are later in the induction, hence irrelevant. For the
case of replacing N , by Lemma 4.95, this operation is, in fact, unchanged.
Thus, we have eliminated the operation µN↑n2↑⋯↑nt without changing any operation earlier or in
the same step in the induction. Repeat this for each operation at this stage of the induction and
continue with the induction.
The bonsai statement follows from the fact that the new multiplications and maps are defined
via trees of the old multiplications and maps (possibly with 2-valent, weight 0 vertices) with the
same dimension. 
5. The weighted trees complexes are contractible
In this section, we compute the homology of the various complexes of weighted trees introduced
in Section 4.
5.1. Signs on the weighted trees complex. In Section 8 we construct a CW complex whose
cellular chain complex agrees with the weighted trees complex. Even though the rest of this paper is
in characteristic 2, it seems natural to prove this identification of chain complexes over the integers.
So, in this section we define a signed refinement of the weighted trees complex; we prove this signed
version is contractible in Section 5.2. Of course, this also implies contractibility in characteristic
2. In Section 5.3 we revert to working in characteristic 2. Our construction of signs is a trivial
adaptation of Markl-Schneider [MS06, Section 3].
Fix a commutative ring R.
An orientation for a weighted tree T is an equivalence class of total orderings of the internal
edges of T (i.e., the edges not adjacent to the inputs or output), where total orderings ω and ω′
are equivalent if they differ by an even permutation. We use Markl-Schneider’s suggestive notation
ei1 ∧⋯∧ eik for the ordering ei1 < ⋯ < eik . Let Xn,w∗ be the free R-module generated by pairs (T,ω)
of stably-weighted trees and orientations for them, modulo the relation (T,ω) ∼ −(T,ω′) if ω and
ω′ differ by an odd permutation. The boundary map is defined by
(5.1) ∂(T,ω) =∑(T ′, e ∧ ω)
where T is obtained from T ′ by collapsing the edge e (cf. [MS06, Equation (3.2)]). It is immediate
from the definition and the relation e∧ f ∧ω = −f ∧ e∧ω that ∂2 = 0. If R has characteristic 2, this
complex is exactly the weighted trees complex from Section 4.1.
Composition with signs can also be defined following Markl-Schneider [MS06, Equation (3.1)]:
for (S, η) ∈Xm,v∗ and (T,ω) ∈Xn,w∗ let(T,ω) ○i (S, η) = (−1)ndim(S)+mi(T ○i S,ω ∧ η ∧ e)
where e is the new internal edge of T ○iS. It is straightforward to verify that composition is a chain
map and satisfies the usual operad associativity law.
5.2. Contractibility of the weighted trees complex.
Theorem 5.2. The homology of the n-input, weight w weighted trees complex Xn,w∗ is isomorphic to
R, supported in dimension zero. A generator for the homology is represented by the right-associated
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planar weighted tree, such that all of its inputs are to the left of all its popsicles, all of its valence> 1 vertices have weight 0, and all of its popsicles have weight 1.
Define a map K ∶ Xn,w∗ →Xn,w∗ as follows. Call a vertex v of a weighted tree T potentially movable
if ● its weight w(v) > 1 or● its weight w(v) = 1 and its valence d(v) > 2 or● its weight w(v) = 1, its valence d(v) = 2, and the parent of v is not an input.
Find the first potentially movable vertex v in T using a depth-first search. If w(v) = 1, d(v) = 2,
and the parent of v is not an input, let e be the edge pointing into v, let T ′ = T /e be the result of
collapsing e, and define K(T, e ∧ ω) = −(T ′, ω). Otherwise (if w(v) > 1 or d(v) > 2), let K(T ) = 0.
Let Y be the subcomplex of Xn,w∗ with the property that all vertices with positive weight have
w(v) = 1 and either d(v) = 1 or d(v) = 2 and the parent of v is an input.
Lemma 5.3. For any tree T and any sufficiently large m,(I + ∂ ○K +K ○ ∂)m(T ) ∈ Y.
Further, if T is in Y then (I + ∂ ○K +K ○ ∂)(T ) = T.
Proof. Recall depth first search, as defined in Equation (2.43); and note that dfsind satisfies the
following monotonicity property under edge insertions. Suppose S is obtained from T by inserting
an edge at v, and let u be any vertex in T other than v. Then the vertex u′ in S corresponding to
u has dfsind(u′) ≥ dfsind(u).
Let dpm(T ) denote the depth dfsind(v) of first potentially movable vertex v in T with respect
to the depth-first search ordering. We set dpm(T ) =∞ if there are no such vertices, i.e., if the tree
is a generator of Y . We also abuse notation and write dpm(T,ω) = dpm(T ). By the monotonicity
property of dfsind, it follows that dpm induces a filtration on the chain complex. Moreover, it is
clear from the construction of K that if K(T,ω) ≠ 0, then dpm(K(T,ω)) = dpm(T ).
It follows that for any tree S that appears with non-zero multiplicity in (I+∂ ○K +K ○∂)(T,ω),
dpm(T ) ≤ dpm(S). We claim in fact that dpm(T ) < dpm(S), unless dpm(T ) = ∞. This follows
from a case analysis:
(1) Suppose that the first potentially movable vertex v in T has w(v) > 1 or that w(v) = 1 and
d(v) > 2; so that (in either case) K(T,ω) = 0. The differential ∂(T,ω) is a sum over trees
S obtained by inserting edges at the various vertices of T . If K(S,ω′) ≠ 0, then S must
be obtained by inserting an edge e in T at v, and ω′ = e ∧ ω. There are the following two
subcases:
(a) The vertex v is replaced by two vertices v1 and v2, so that d(v1) = 2, w(v1) = 1, and
w(v2) = w(v) − 1; and v2 is the parent of v1 (so that v1 is the first potentially movable
vertex in S). In this case, K(S, e ∧ ω) = −(T,ω) (which cancels with I(T,ω) = (T,ω)).
(b) The vertex v is replaced by two vertices v1 and v2 so that w(v1) = 0 and w(v2) = w(v),
and v2 is a parent of v1. Clearly, v1 is not potentially movable, so it follows that
dpm(S) > dpm(T ).
(2) Suppose that the first potentially movable vertex v in T has w(v) = 1 and d(v) = 2, so that
the parent is not one of the inputs, and K(T,ω) ≠ 0. In this case, K(T,ω) is obtained
by contracting the parent edge e of v, to form a new vertex v′. Consider the terms in
∂(K(T,ω)), which come in the following types:
(a) Trees obtained by inserting an edge at v′, connecting vertices v1 and v2 (so that v2 is
the parent of v1). Such trees S can be of three basic types:
(i) Trees with w(v1) > 1 or w(v1) = 1 and d(v1) > 2; in such cases, there are corre-
sponding canceling trees contained in K(∂(T,ω)), obtained by inserting edges e′
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Figure 32. Case (1) of the proof of Lemma 5.3.
Figure 33. Case (2) of the proof of Lemma 5.3.
in the parent of v. Given an orientation e∧ω of T , this term in ∂K(T, e∧ω) has ori-
entation −e′∧ω, while the corresponding term inK(∂(T, e∧ω)) isK(T ′, e′∧e∧ω) =(T ′′, e′ ∧ ω), so the terms indeed appear with opposite signs.
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Figure 34. Leaf sequences. Left: the sequence (i, p, p, i). Right: the sequence (i, p, s).
(ii) Trees with w(v1) = 1 and d(v1) = 2, in which case S = T . Keeping track of
signs, given an orientation e∧ω for T , this term in ∂(K(T, e∧ω)) = −∂(T ′, ω) is−(T, e ∧ ω), so this cancels with I(T, e ∧ ω).
(iii) Trees with w(v1) = 0. Since v1 is not potentially movable, it follows that dpm(S) >
dpm(T ).
(b) Trees obtained by inserting an edge at some vertex in K(T ) other than v′. These trees
cancel with trees appearing in K(∂T ). (As in case (2(a)i), skew-commutativity of the
orientation implies that the signs work out in this cancellation.)
There are potentially two remaining trees in K(∂T ) not canceling with trees in ∂K(T ): the
trees corresponding to inserting an edge at v. Both of those trees S have dpm(S) > dpm(T ),
for the following reason. The vertex v is the first potentially movable vertex in T . Inserting
an edge at T gives a new tree T ′ (with K(T ′) = S), whose first potentially movable vertex
u′ corresponds to the second potentially movable vertex of T . (If there is no such second
potentially movable vertex, then K(T ′) = 0.) Thus,
dpm(T ) < dfsind(u) ≤ dfsind(u′) = dpm(T ′) = dpm(K(T ′)),
as claimed.
Since there are finitely many trees of weight w and n inputs, dpm takes values in a finite set. Thus,
for m sufficiently large, (I + ∂ ○K +K ○ ∂)m(T ) =∞, i.e., (I + ∂ ○K +K ○ ∂)m(T ) ∈ Y .
The last part of the statement follows from the fact that K vanishes on the subcomplex Y . 
Since there are finitely many trees in Xn,w∗ , we may choose a single m so that for any T , (I + ∂ ○
K +K ○ ∂)m(T ) ∈ Y . Then, (I + ∂ ○K +K ○ ∂)m is a homotopy equivalence from Xn,w∗ to Y .
Proof of Theorem 5.2. There is a filtration of Y byF(T ) = #{v ∈ Vert(T ) ∣ v = Ψ10},
i.e., by the number of (weight 1) popsicles in T . Consider the spectral sequence associated to the
filtration F . The E0-page is identified with many copies of the associahedron. More precisely,
consider the set of sequences of symbols i, p, s (for “input”, “popsicle”, and “stick”), so that the
number of occurrences of p plus the number of occurrences of s is w and the number of occurrences
of i plus the number of occurrences of s is n. Call such a sequence a leaf sequence. The E0-page
consists of a copy of the unweighted trees complex T#i+#p+#s for each leaf sequence (with #i i’s,
etc.). (See Figure 34.)
Thus, the E1-page has a single copy of R for each leaf sequence. Of course, the isomorphism with
R depends on a choice of orientation. Given a leaf sequence L and an orientation ω for L, the d1
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differential of a leaf sequence is the sum of all ways of replacing a copy of s with (p, i) + (i, p) and
replacing ω with e ∧ ω, where e is the new edge.
Define a map H ∶ E1 → E1, the popsicle-stick homotopy, as follows. Given a leaf sequence L,
consider the left-most instance of p or s in the sequence. If it is s then H(L,ω) = 0. If p is the first
term in the sequence then let L′ be the rest of the sequence and define H(L,ω) = ((p,H(L′)), ω).
Finally, if the first p or s is p and the previous term is i, and e is the edge into this popsicle p, let
L′ be the result of replacing this pair (p, i) by s and define H(L, e ∧ ω) = −(L′, ω). Then for m
sufficiently large, (I + ∂ ○H +H ○ ∂)m
is a chain homotopy equivalence to the copy of R spanned by the leaf sequence (p, p, . . . , p, i, i, . . . , i).

5.3. The weighted module trees complex is acyclic. In this section and subsequent ones, we
again fix a ring R of characteristic 2. For the weighted module trees complex we have the following
analogue of Theorem 5.2:
Theorem 5.4. The homology of the n-input, weight w weighted module trees complex XMn,w∗ is:● Isomorphic to R if w = 0.● Trivial if w > 0.
Proof. The weight-zero part of XMn,0∗ is isomorphic to the cellular chain complex of the associahe-
dron, Ccell∗ (Kn), so the weight-zero case of Theorem 5.4 follows from the fact that the associahedron
is a polyhedron. So, we will focus on the positive-weight case.
Recall that Ln,w∗ ⊂ Xn,w∗ denotes the subcomplex of left-unmarked trees. We will show that the
inclusion map Ln,w∗ ↪ Xn,w∗ induces an isomorphism on homology. Consider the three steps in the
proof that Xn,w∗ is contractible:
(1) First, we applied a homotopyK to retract to a subcomplex Y ⊂Xn,w∗ . Note thatK preserves
Ln,w∗ , and hence gives a contraction of Ln,w∗ to Ln,w∗ ∩ Y .
(2) We then filtered the complex Y and observed that the E0-page of the associated spectral
sequence is a direct sum of copies of unweighted trees complexes. Each of these complexes is
contractible. Further, each of these summands either lies in Ln,w∗ or intersects Ln,w∗ trivially,
so these contractions again preserve Ln,w∗ .
(3) Finally, we define a retraction of the E1-page to a particular tree T0 in L
n,w∗ . The homotopy
H used to define this retraction again preserves Ln,w∗ .
Thus, as claimed, the inclusion Ln,w∗ ↪ Xn,w∗ induces an isomorphism in homology, so XMn,w∗ =
Xn,w∗ /Ln,w∗ is acyclic. 
5.4. The weighted transformation trees complex is contractible. In this section we show
that the weighted transformation trees complex is contractible:
Proposition 5.5. The weighted transformation trees complex Jn,w∗ has homology H0(Jn,w∗ ) = R and
Hi(Jn,w∗ ) = 0 for all i > 0.
Proof. Define a homotopy operator H as follows. Given a weighted transformation tree T , find via
depth first search the first purple vertex which is not a 2-valent weight 0 vertex v whose predecessor
is an input. If v is 2-valent with weight 0, let H(T ) be the weighted transformation tree obtained
by contracting the edge into v; otherwise, let H(T ) = 0.
Consider the function
F (T ) = ∑{u∈Vert(T )∣u is not blue}(val(u) + 2w(u) − 2).
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Clearly, F (T ) ≥ 0 for all T , and the differential respects the filtration determined by F . Finally, if
F (T ) > 0, then all terms in (∂ ○H +H ○ ∂ + I)(T )
are in filtration level strictly less than F (T ); while if F (T ) = 0, then (∂ ○H +H ○ ∂)(T ) = 0. It
follows that Jn,w∗ is chain homotopy equivalent to the subcomplex generated by T where F (T ) = 0.
If F (T ) = 0 then T consists of a valence 2, weight 0 purple vertex and a tree of blue vertices. Thus,
this subcomplex is identified with the associaplex with n inputs and weight w. The result now
follows from the corresponding fact for the associaplex. 
5.5. The weighted module transformation trees complex is acyclic. Finally we show that
the weighted module transformation trees complex is acyclic:
Proposition 5.6. The weighted module transformation trees complex JMn,w∗ has homology H0(JMn,0∗ ) =
R, Hi(JMn,0∗ ) = 0 for i > 0, and H∗(JMn,w∗ ) = 0 if w > 0.
Proof. Define a homotopyK of the module transformation trees complex by declaring thatK(T ) = 0
if the distinguished vertex v of T has weight w(v) > 0 or valence val(v) > 2 or if w(v) = 0 and
val(v) = 2 but the predecessor to v is an input of T ; and if w(v) = 0 and val(v) = 2 and the
predecessor to v is not an input of T then K(T ) is the result of contracting the edge into v. Then
for N sufficiently large, (K ○ ∂ + ∂ ○K + I)N sends any tree T to a transformation tree T ′ where v
is 2-valent, weight 0, and at the top of T ′. The resulting complex is identified with the weighted
module trees complex. The proposition follows. 
5.6. The homotopy unital complexes are contractible.
Definition 5.7. For n + 2w ≥ 2 there is a chain map pi ∶ uXn,w∗ → Xn,w∗ which erases all stumps
adjacent to 2-input, weight 0 vertices and forgets the vertex adjacent to the stump, and then sends
the tree to zero if there are any thorns or any remaining stumps. There are similar projections for
the module trees complexes, the transformation trees complexes, and the module transformation trees
complexes.
Theorem 5.8. For n+2w ≥ 2 the projection pi ∶ uXn,w∗ →Xn,w∗ induces an isomorphism on homology.
The homology of uX0,0∗ is generated by ⊺, while the homology of uX1,0∗ is generated by ↓. In particular,
for each n,w, the homology of uXn,w∗ is one-dimensional, supported in dimension 0.
(In the unweighted case, this is immediate from [MT14, Corollary 4.5].)
Proof. There is a filtration on uXn,w∗ by the number of thorns. The associated graded complex is
a direct sum of copies of Xn+s+t,w∗ , corresponding to trees with s stumps and t thorns. There is
one copy of Xn+s+t,w∗ for each pair of subsets S,T ⊂ {1, . . . , n + s + t} with ∣S∣ = s, ∣T ∣ = t, and
S ∩ T = ∅ (where S and T correspond to the locations of the stumps and thorns, respectively).
Thus, by Theorem 5.2, the E1-page is 1-dimensional for each pair S,T as above, represented by the
left-associated, binary trees with all weight in weight-1 popsicles, where some inputs are thorns or
stumps, and the popsicles are to the right of all other inputs.
The d1-differential corresponds to the sum of all ways of deleting a thorn or replacing a thorn by
a stump. Filter the E1-page by the number of internal vertices. The associated graded complex is
acyclic unless s = t = 0. At this point, the homology is entirely supported in dimension 0, so the
spectral sequences collapse.
We have shown that, for each n,w, the homology of uXn,w∗ is isomorphic to F2 and, moreover, the
homology is represented by the left-associated binary tree with all the weight in weight-1 popsicles.
The map pi takes this binary tree to a generator for the homology of Xn,w∗ . It follows that pi is a
quasi-isomorphism. 
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Theorem 5.9. For n + 2w ≥ 2, the projection uXMn,w∗ → XMn,w∗ induces an isomorphism on
homology. For (n,w) = (1,0) the homology of uXMn,w∗ is generated by the identity tree. In particular,
the homology of uXMn,w∗ is one-dimensional, supported in dimension 0, if w = 0 and is trivial
otherwise.
Proof. The proof is essentially the same as the proof of Theorem 5.8. 
Theorem 5.10. The projection of the homotopy unital weighted transformation trees complex to
the weighted transformation trees complex induces an isomorphism on homology.
Proof. Again, the proof is essentially the same as the proof of Theorem 5.8. 
Theorem 5.11. The projection of the homotopy unital weighted module transformation trees com-
plex to the weighted module transformation trees complex induces an isomorphism on homology.
Proof. Again, the proof is essentially the same as the proof of Theorem 5.8. 
6. Weighted diagonals
Convention 6.1. Fix a commutative F2-algebra R. In this section, undecorated tensor products are
over R. (The rings k will not appear.)
6.1. Dimension and weight. In this section, we work over the polynomial ring R[Y1, Y2]. We
extend the notion of the dimension
dim(T ) = n + 2w − v − 1
(Equation (4.6)) of a weighted tree to Xn,w∗ ⊗R[Y1, Y2] by declaring that the dimension dim(Yi) = 0;
and similarly for weighted transformation trees, weighted module trees, and so on. (Another grading
will be used in Section 7, so we use the word dimension here to avoid a conflict of terminology.)
Extend dim additively to tensor products.
Given a weighted tree T ∈ Xn,w∗ , let wt(T ) = w be the total weight of T , i.e., the sum of the
weights of the vertices of T . Given an element
Y a1 Y
b
2 (S ⊗ T ) ∈ R[Y1, Y2]⊗Xm,v∗ ⊗Xn,w∗
let
wt1(Y a1 Y b2 (S ⊗ T )) = a + v = a +wt(S)
wt2(Y a1 Y b2 (S ⊗ T )) = b +w = b +wt(T ).
Again, we make the analogous definitions for weighted transformation trees, weighted module trees,
and so on.
6.2. Weighted algebra diagonals. In order to define a notion of weighted diagonals general
enough for our applications, it is convenient to consider a slightly larger complex of trees. Specifi-
cally, we include the following generalized weighted trees:● The tree ↓ with one input and no internal vertices. We define T̃1,0 to consist of this tree.
Formula (4.6) gives dim(↓) = 0.● A stump ⊺ with no inputs and no internal vertices. We define T̃0,0 to consist of this stump.
(The tree ⊺ represents feeding in the identity in a weighted A∞-algebra.) We think of ⊺ as
having −1 internal vertices, so Formula (4.6) gives dim(⊺) = 0 for the stump.
Neither of these is stable in the sense of Section 4.1. Let X̃n,w∗ denote Xn,w∗ if w > 0 or w = 0 and
n > 1, X̃1,0∗ = R⟨T̃1,0⟩, and X̃0,0∗ = R⟨T̃0,0⟩.
We extend the composition map ○i to ↓ and ⊺ as follows:● Composing with ↓ (in any way) is the identity map X̃n,w∗ → X̃n,w∗ .
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● If T is a stable weighted tree then the composition T ○i ⊺ = 0 unless the ith input of T feeds
immediately into a valence 3 (2-input, 1-output) vertex with weight 0. If the successor of
the ith input of T has valence 3 and weight 0 then T ○i ⊺ is the result of erasing the ith input
of T and forgetting the successor of the ith input of T , so that T ○i ⊺ is an element of T̃n−1,w
with one fewer internal vertex than T .
The differential on X̃n,w∗ is induced from the differential on Xn,w∗ and, in particular, vanishes on
X̃1,0∗ and X̃0,0∗ .
Lemma 6.2. This extension of ○i is a chain map.
Proof. The fact that composing with ↓ (which is the identity map) is a chain map is obvious. To
see that ○i⊺ is a chain map, suppose that the ith input of T feeds into a vertex v of valence n and
weight w. We have the following cases:
(1) If n > 3 then T ○i ⊺ = 0. There are exactly two terms S1, S2 in ∂T so that Sj ○i ⊺ ≠ 0: S1
and S2 are the two ways of splitting v so that the ith input feeds into a valence 3, weight 0
input. Further, S1 ○i ⊺ = S2 ○i ⊺, so (∂T ) ○i ⊺ = 0.
(2) If n = 2 or n = 3 and w > 0 then again T ○i ⊺ = 0 and there are exactly two terms S1, S2 in
∂T so that Sj ○i ⊺ ≠ 0. For n = 3, S1 and S2 are the result of pushing all of the weight of v
onto either of the two edges incident to v not coming from the ith input. For n = 2, S1 and
S2 come from pushing all of v’s weight into a popsicle feeding into v from either the left or
the right.
(3) If n = 3 and w = 0 then T ○i ⊺ is the result of deleting the ith input and forgetting the vertex
v. Further for every term S in ∂T , the ith input of S feeds into a valence 3 vertex, so S ○i ⊺
is the result of deleting the ith input of S and forgetting this valence 3 vertex. In particular,
∂(T ○i ⊺) = (∂T ) ○i ⊺.
This completes the proof. 
Definition 6.3. A seed for a weighted algebra diagonal is an R[Y1, Y2]-linear combination S of
the following terms:
Ψ10 ⊗Ψ10, Y1⊺ ⊗Ψ10, Y2Ψ10 ⊗ ⊺.
(This linear combination is to be interpreted as an element of [(X̃0,1∗ ⊗X̃0,1∗ )⊕(X̃0,0∗ ⊗X̃0,1∗ )⊕(X̃0,1∗ ⊗
X̃0,0∗ )]⊗R[Y1, Y2].)
Definition 6.4. A weighted algebra diagonal with seed S is a collection of chain maps
(6.5) Γn,w ∶ Xn,w∗ → ⊕
w1,w2≤w X̃
n,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2]
with the following properties:● Dimension homogeneity: The map Γn,w is dimension-preserving, i.e.,
dim(Γn,w(T )) = dim(T ).
(Recall that dim(Yi) = 0.)● Weight homogeneity: The projection of the image of Γn,w to X̃n,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2]
is contained in Y w−w11 Y w−w22 X̃n,w1∗ ⊗ X̃n,w2∗ . In other words,
wt1(Γn,w(T )) = wt2(Γn,w(T )) = wt(T ) = w.● Compatibility under stacking:
Γn,v+w ○ φi,j,n;v,w = ∑
v1+v2≤v
w1+w2≤w
(φi,j,n;v1,w1 ⊗ φi,j,n;v2,w2) ○ (Γj−i+1,v ⊗Γn+i−j,w).
● Non-degeneracy:
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Figure 35. Terms in a maximal weighted algebra diagonal. The images of
Ψ10, Ψ
2
0, and Ψ
1
1 are shown. The tree ⊺ is denoted as a vertical line with horizontal
line on top. For the image of weight 0 corollas see Figure 3. We have drawn one of
the two possible choices for Γ1,1.
(1) By the weight homogeneity condition, Γ2,0 is a map R = X2,0∗ → R⊗R R = X2,0∗ ⊗X2,0∗ .
We require that this map is the canonical isomorphism. (This is the same as non-
degeneracy in Definition 2.13.)
(2) The image under Γ0,1 of Ψ10 ∈X0,1∗ is the seed S .
(3) The image of Γn,w is contained in⊕
w1,w2≤w(X̃n,w1∗ ⊗Xn,w2∗ ⊗R[Y1, Y2] +Xn,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2]),
i.e., at most one of each pair of trees in the diagonal is a generalized tree.
In particular, restricting to the diagonals Γn,0 gives an associahedron diagonal.
In the applications, we will be most interested in the maximal seed
S = Ψ10 ⊗Ψ10 + Y1⊺ ⊗Ψ10 + Y2Ψ10 ⊗ ⊺.
The first few terms in a diagonal with this seed are shown in Figure 35.
Definition 6.6. A collection of weighted diagonal cells consists of a chain
γn,w ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 X̃
n,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2] ⊂ ⊕
w1,w2≤w X̃
n,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2]
of dimension dim(Ψwn ) = n + 2w − 2, for each n,m ≥ 0 with n + 2w ≥ 2, satisfying the following
properties:● Compatibility:
(6.7) ∂γn,x = ∑
v+w=x
1≤i≤n
i−1≤j≤n
γn+i−j,v ○i γj−i+1,w.
● Non-degeneracy:
– γ2,0 = Ψ02 ⊗Ψ02.
– γn,w is contained in⊕
w1,w2≤w(X̃n,w1∗ ⊗Xn,w2∗ ⊗R[Y1, Y2] +Xn,w1∗ ⊗ X̃n,w2∗ ⊗R[Y1, Y2]),
i.e., at most one of each pair of trees in the diagonal is a generalized tree.
The seed of the collection of weighted diagonal cells is γ0,1.
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The compatibility condition can also be written
(6.8) ∂γn,x = ∑
v+w=x
0≤j≤n
1≤i≤n−j+1
γn−j+1,v ○i γj,w = ∑
v+w=x
j+k=n+1
γk,v ○ γj,w.
with the understanding that γ1,0 = γ0,0 = 0. (For the abuse of notation ○ used here, see Section 2.1.)
Construction 6.9. Given a collection of diagonal cells {γn,w} define a collection of maps Γn,w of
the form (6.5) inductively by the following two rules:● Γn,w(Ψwn ) = γn,w.● Γn,w(T1 ○i T2) = Γn1,w1(T1) ○i Γn2,w2(T2). (Here, Ti has weight wi and ni inputs.)
Lemma 6.10. Given a weighted algebra diagonal {Γn,w} with seed S = Γ0,1(Ψ10), the chains {γn,w =
Γn,w(Ψwn )} form a collection of weighted diagonal cells with seed S .
Conversely, given a collection of weighted diagonal cells {γn,w}, Construction 6.9 defines a
weighted algebra diagonal with the same seed.
Proof. This is immediate from the definitions. 
Theorem 6.11. Given any seed S there is a weighted algebra diagonal with seed S .
Proof. We must check that the right hand side of Equation (6.8) is a cycle. Then, for (n,w) /∈{(2,0), (0,1), (3,0), (1,1)} the dimension of the right hand side of Equation (6.7) is greater than 0,
so it follows from Theorem 5.2 that the right hand side is also a boundary. For the base cases, (2,0)
and (0,1) are specified by the non-degeneracy condition, a solution for γ3,0 is shown in Figure 3
and a solution for γ1,1 is shown in Figure 35 (third line) for the maximal seed. Given another seed
r1Ψ
1
0 ⊗Ψ10 + r2Y1⊺ ⊗Ψ10 + r3Y2Ψ10 ⊗ ⊺,
this base case is obtained by multiplying the first two pairs of trees in Figure 35 by r1, the third
pair by r2, and the fourth pair by r3.
To see that the right hand side of Equation (6.8) is a cycle, note that inductively
∂ ∑
v+w=x
j+k=n+1
γk,v ○ γj,w = ∑
v+w=x
j+k=n+1
(∂γk,v) ○ γj,w + γk,v ○ (∂γj,w)
= 2 ∑
u+v+w=x
j+k+`=n+2
γk,u ○ γj,v ○ γ`,w = 0. 
Remark 6.12. The proof of Theorem 6.11 shows that for any W0, if we are given chains γn,w for
all w < W0, satisfying Condition (6.7) for all x < W0, we can extend γn,w to a weighted algebra
diagonal. In particular, any associahedron diagonal can be extended to a weighted algebra diagonal.
6.3. Weighted map diagonals. For any 1 ≤ i ≤ j ≤ n, v,w ≥ 0; 0 = i1 ≤ i2 < ⋅ ⋅ ⋅ < i` = n, and
w1, . . . ,w` ≥ 0, there are chain maps
ψni,j;v,w ∶ Xj−i,v∗ ⊗ Jn+i−j+1,w∗ → Jn,v+w∗
ξni1,...,i` ∶ J i2−i1,w1∗ ⊗⋯⊗ J i`−i`−1,w`−1∗ ⊗X`−1,w`∗ → Jn,w1+⋅⋅⋅+w`∗ .
In terms of trees, the map ψni,j corresponds to (S,T )↦ T ○iS (where T is a weighted transformation
tree and S is a (red) weighted algebra tree). The map ξni1,...,i` corresponds to(T1, . . . , T`, S)↦ S ○ (T1, . . . , T`) = ((S ○` T`) ○`−1 ⋯) ○1 T1
(where the Ti are weighted transformation trees and S is a (blue) weighted algebra tree).
We extend these maps to the generalized weighted trees complex, by declaring that:● Composing a purple vertex v with a red or blue identity ↓, in any valid way, gives the same
purple vertex v.
DIAGONALS AND A-INFINITY TENSOR PRODUCTS 109
Figure 36. Differential of a purple corolla composed with a stump. The
two non-zero terms in each of the three cases are shown.
● Composing a purple vertex v with a red stump ⊺ gives a blue stump ⊺ if the purple vertex
has 1 input and weight 0, and 0 otherwise.
In particular, the second composition lands in the extended weighted transformation trees complex
J̃ `,w∗ , which agrees with J `,w∗ if (`,w) ≠ (0,0) and is generated by the blue stump ⊺ if (`,w) = (0,0).
Lemma 6.13. These extensions make (S,T1, . . . , T`) ↦ S ○ (T1, . . . , T`) and (S,T ) ↦ S ○i T into
chain maps
X̃k,v∗ ⊗ J̃ `1,w1∗ ⊗⋯⊗ J̃ `k,wk∗ → J̃ `1+⋯+`k,v+w1+⋯+wk∗
and
J̃k,v∗ ⊗ X̃`,w∗ → J̃k+`−1,v+w∗
and hence make the extensions of ψ and ξ to generalized weighted trees into chain maps.
Proof. The fact that composing with ↓ is a chain map is obvious. For ⊺, there is one interesting
case: the composition of an n-input, weight w purple corolla, n + 2w ≥ 2, and a stump. There are
three sub-cases, depending on whether i = 1, 1 < i < n, or i = n; these are shown in Figure 36. In all
cases, both nonzero terms give an (n − 1)-input, weight w purple corolla. 
Definition 6.14. Fix a weighted algebra diagonals Γ∗,∗1 and Γ∗,∗2 . A weighted map diagonal com-
patible with Γ∗,∗1 and Γ∗,∗2 consists of a sequence of chain maps
(6.15) Θn,w ∶ Jn,w∗ → ⊕
w1,w2≤w ((Jn,w1∗ ⊗ J̃n,w2∗ ) + (J̃n,w1∗ ⊗ Jn,w2∗ ))⊗ (R[Y1, Y2])⊂ ⊕
w1,w2≤w J̃
n,w1∗ ⊗ J̃n,w2∗ ⊗R[Y1, Y2]
for w ≥ 0 and n ≥ 0, (w,n) ≠ (0,0), satisfying the following conditions:● Dimension homogeneity: The map Θn,w is dimension-preserving, i.e.,
dim(Θn,w(T )) = dim(T ).● Weight homogeneity: The image of Θn,w is contained in Y w−w11 Y w−w22 J̃n,w∗ ⊗ J̃n,w∗ or,
equivalently,
wt1(Θn,w(T )) = wt2(Θn,w(T )) = wt(T ) = w.● Compatibility under stacking:
Θn,v+w ○ ψni,j;v,w = ∑
v1+v2≤v
w1+w2≤w
(ψni,j;v1,w1 ⊗ ψni,j;v2,w2) ○ (Γj−i,v1 ⊗Θn+i−j+1,w)
Θn,w ○ ξni1,...,i` = ∑
w1+⋯+w`=w(ξni1,...,i` ⊗ ξni1,...,i`) ○ (Θi2−i1,w1 ⊗⋯⊗Θi`−i`−1,w`−1 ⊗Γ`,w`2 ),
with the understanding that the compositions on the right-hand side involve shuffling of
factors (compare Formula (2.15)).● Non-degeneracy: Θ1,0(pΨ01) = pΨ01 ⊗ pΨ01. (Note that J1,0∗ ≅ R⟨pΨ01⟩.)
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Figure 37. Existence of weighted map diagonals. The base case for each
possible term in the seed is shown. On the left is the term in the seed, in the center
are the corresponding terms on the right side of Equation (6.17), and on the right is
an option for the weighted map diagonal.
Weighted map diagonals can be phrased in terms of trees as follows:
Definition 6.16. In terms of trees, if Γ∗,∗1 and Γ∗,∗2 correspond to collections of weighted diagonal
cells γ∗,∗1 and γ∗,∗2 , a weighted map diagonal is specified by a sequence of weighted map cells, which
are elements
θn,w = Θn,w(Ψwn ) ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 (J̃n,w1∗ ⊗ Jn,w2∗ + Jn,w1∗ ⊗ J̃n,w2∗ )⊂ J̃n,w1∗ ⊗ J̃n,w2∗ ⊗R[Y1, Y2]
in dimension n + 2w − 1 satisfying:● Compatibility:
(6.17) ∂(θn,w) = ∑
i+j=n+1
u+v=w
θi,u ○ γj,v1 + ∞∑
k=0 ∑m1+⋯+mk=n
v+w1+⋅⋅⋅+wk=w
γk,v2 ○ (θm1,w1 , . . . ,θmk,wk).
(Note that in the second sum, k = 0 only occurs if n = 0.)● Non-degeneracy: θ1,0 = pΨ01 ⊗ pΨ01 ∈ X1,0∗ ⊗X1,0∗ is the (unique) pair of 1-input, weight 0
transformation trees (with 1 internal vertex each).
Lemma 6.18. Given any two weighted algebra diagonals Γ∗,∗1 and Γ∗,∗2 with the same seeds, there
exists a weighted map diagonal Θ∗,∗ compatible with Γ∗,∗1 and Γ∗,∗2 .
Proof. By Proposition 5.5, the weighted transformation trees complex is contractible. So, as usual,
it suffices to verify that the right-hand side of the weighted map diagonal equation (6.17) is a cycle
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and that when the right-hand side lies in dimension 0, it is a boundary. We leave the first statement,
that the right-hand side is a cycle, to the reader. For the second, note that
dim(θi,u ○ γj,v1 ) = i + j + 2u + 2v − 3
dim(γk,v2 ○ (θm1,w1 , . . . ,θmk,wk)) = 2(v +w1 +⋯ +wk) − 2 +m1 +⋯ +mk.
Thus, the dimension 0 part consists of θ1,0 ○ γ2,01 and (γ2,02 ○2 θ1,0) ○1 θ1,0, which lie in the classical
multiplihedron, and θ1,0 ○γ0,11 and γ0,12 . This reduces to a case check, depending on the seed of the
weighted algebra diagonals; see Figure 37. 
6.4. Weighted module diagonals. Like we did with Xn,w∗ , we extend XMn,w∗ by allowing the
1-input, 0-internal vertex tree ↓. Specifically, let X̃Mn,w∗ =XMn,w∗ except that X̃M1,0∗ is generated
by ↓ (rather than being trivial).
Definition 6.19. Fix a seed S and a weighted algebra diagonal Γn,w with seed S . A weighted
(right) module diagonal compatible with Γn,w is a collection of chain maps
(6.20) Mn,w ∶ XMn,w∗ → ⊕
w1,w2≤w (XMn,w1∗ ⊗ X̃Mn,w2∗ + X̃Mn,w1∗ ⊗XMn,w2∗ )⊗R[Y1, Y2]⊂ ⊕
w1,w2≤w X̃M
n,w1∗ ⊗ X̃Mn,w2∗ ⊗R[Y1, Y2]
with the following properties:● Dimension homogeneity: The map Mn,w is grading-preserving, i.e.,
dim(Mn,w(T )) = dim(T ).● Weight homogeneity: The projection of the image of Mn,w to X̃Mn,w1∗ ⊗ X̃Mn,w2∗ ⊗
R[Y1, Y2] is contained in Y w−w11 Y w−w22 X̃Mn,w1∗ ⊗ X̃Mn,w2∗ . In other words,
wt1(Mn,w(T )) = wt2(Mn,w(T )) = wt(T ) = w.● Compatibility under stacking:
Mn,v+w ○ φi,j,n;v,w = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑ v1+v2≤v
w1+w2≤w(φ1,j,n;v1,w1 ⊗ φ1,j,n;v2,w2) ○ (Mj,v ⊗Mn+1−j,w) i = 1∑ v1+v2≤v
w1+w2≤w(φi,j,n;v1,w1 ⊗ φi,j,n;v2,w2) ○ (Γj−i+1,v ⊗Mn+i−j,w) i > 1● Non-degeneracy:
(1) By the weight homogeneity condition, the map M2,0 is a map R = XM2,0∗ → R ⊗R R =
XM2,0∗ ⊗XM2,0∗ . We require that M2,0 is the canonical isomorphism, i.e., M2,0(Ψ02) =
Ψ02 ⊗Ψ02. (This is the same as non-degeneracy in Definition 2.22.)
Equivalently, we can view Mn,w as a formal linear combination of pairs of trees
(6.21) mn,w ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 (X̃Mn,w1∗ ⊗XMn,w2∗ +XMn,w1∗ ⊗ X̃Mn,w2∗ )⊂ ⊕
w1,w2≤w X̃M
n,w1∗ ⊗ X̃Mn,w2∗ ⊗R[Y1, Y2]
of grading dim(Ψwn ) = n + 2w − 2, satisfying the following conditions:● Compatibility:
(6.22) ∂mn,x = ∑
v+w=x
⎛⎝ n∑j=1 mn−j+1,v ○1 mj,w + ∑2≤i≤j≤nmn+1+i−j,v ○i γj−i,w⎞⎠ .● Non-degeneracy: m2,0 = Ψ02 ⊗Ψ02.
112 LIPSHITZ, OZSVÁTH, AND THURSTON
Figure 38. Terms in a weighted module diagonal compatible with Fig-
ure 35. We have shown m1,1 and m2,1.
The first few terms in a particular weighted module diagonal are shown in Figure 38.
A module diagonal can be expressed alternatively as a formal power series, in the following sense.
Let M∗,∗⟦Y1, Y2⟧ = M∗,∗ ⊗R⟦Y1, Y2⟧, a module over the ring of formal power series R⟦Y1, Y2⟧. A
module diagonal forms an element
m∗,∗ = ∞∏
n,w=0 mn,w ∈ M∗,∗⟦Y1, Y2⟧.
Theorem 6.23. Given any weighted algebra diagonal γn,w there is a weighted module diagonal
mn,w compatible with γn,w.
Proof. The image of γn,w in⊕
w1,w2≤w X̃M
n,w1∗ ⊗ X̃Mn,w2∗ ⊗R[Y1, Y2] = ⊕
w1,w2≤w(X̃n,w1∗ /L∗)⊗ (X̃n,w2∗ /L∗)⊗R[Y1, Y2]
is a weighted module diagonal. 
Remark 6.24. As in the case of weighted algebra diagonals (Remark 6.12), given terms m1+n,w for
all w < W0 satisfying Equation 6.22 for all x < W0, these terms can be extended to a weighted
module diagonal.
6.5. Weighted primitives. In this section, we define primitives for weighted module diagonals.
We work over a weighted algebra diagonal with maximal seed. Module diagonal primitives with
respect to certain other seeds can be obtained (and defined) by setting Y1 = 0 and/or Y2 = 0, and
the more general case is left to the reader.
Before defining weighted module diagonal primitives, we extend the definitions of root joining and
left-root joining to the weighted case. Given weighted trees S1, . . . , Sn the root joining of S1, . . . , Sn
is the sum over all non-negative weights w of the result of joining the outputs of S1, . . . , Sn into
a single new vertex of weight w, multiplied by Y w1 . In the case n = 1, we require that the new
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vertex have positive weight. In the case n = 0 we define the root joining of zero trees to be∑w≥1 Y w1 Ψw0 ∈X0,w∗ ⟦Y1⟧. In formulas, given n ≥ 0 and weighted trees S1, . . . , Sn, define
(6.25) RoJw(S1, . . . , Sn) = Y w1 Ψwn ○ (S1, . . . , Sn)
and
(6.26) RoJ∗(S1, . . . , Sn) = ∞∑
w=0 RoJw(S1, . . . , Sn).
For weighted trees, left joining is defined exactly as it was in the unweighted case. Define the left
joining of the empty list of trees (the case n = 0) to be the generalized tree ↓.
Given a sequence (T1, S1), (T2, S2), . . . , (Tn, Sn) of pairs of trees, with each Ti having one more
input than the corresponding Si, define the left-root joining of the sequence to be
LRw((T1, S1), . . . , (Tn, Sn)) = LeJ(T1, . . . , Tn)⊗RoJw(S1, . . . , Sn)(6.27)
LR∗((T1, S1), . . . , (Tn, Sn)) = LeJ(T1, . . . , Tn)⊗RoJ∗(S1, . . . , Sn)(6.28) =∑
w
LRw((T1, S1), . . . , (Tn, Sn)).
Extend LR∗ multi-linearly to a function
LR∗ ∶ (X̃M∗,∗∗ ⊗ X̃∗,∗∗ )⊗n⟦Y1, Y2⟧→ (X̃M∗,∗∗ ⊗ X̃∗,∗∗ )⟦Y1, Y2⟧.
for n ≥ 0.
It follows from the definitions that
LR∗() = ∞∑
w=1Y w1 (↓⊗Ψ0w) ∈ (X̃M∗,∗∗ ⊗X∗,∗∗ )⟦Y1⟧.
Definition 6.29. Fix a weighted algebra diagonal γn,w. A (right) weighted module diagonal prim-
itive compatible with γ∗,∗ consists of a linear combination of trees
(6.30) pn,w = ∑(S,T )(S,T ) ∈ ⊕w1,w2≤wY w−w11 Y w−w22 (XMn,w1∗ ⊗ X̃n−1,w2∗ ),
of dimension n+2w−2, for each n ≥ 1 and w ≥ 0, (n,w) ≠ (1,0), satisfying the following conditions:● Compatibility:
(6.31) ∂pn,w = ∑
v+w1+⋯+wk=w
n1+⋯+nk=n+k−1
LRv(pn1,w1 ⊗⋯⊗ pnk,wk) + ∑
w1+w2=w
n1+n2=n+1
pn1,w1 ○′ γn2,w2
or, more succinctly,
(6.32) ∂p∗,∗ = LR∗((p∗,∗)⊗●) + p∗,∗ ○′ γ∗,∗.
Here, p∗,∗ = ∑n,w pn,w and (p∗,∗)⊗● = ∑n≥0(p∗,∗)⊗n.● Non-degeneracy: p2,0 = Ψ02 ⊗ ↓.
The weight-zero piece of a weighted module diagonal primitive pn,0 is a module diagonal primitive
(Definition 2.29). Note also that while the definition of LR∗ uses a power series ring, the coefficients
of pn,w are polynomials in Y1 and Y2, not power series.
See Figure 35 for some positive-weight terms in a weighted module diagonal primitive (and
Figure 7 for some weight-zero terms).
The construction of primitives hinges on the following identities (cf. Lemma 2.33):
Lemma 6.33. Given x1 ⊗⋯⊗ xn ∈ (T ⊗ T )⊗n, the operation LR∗ satisfies
∂(LR∗(x1 ⊗⋯⊗ xn)) = n∑
i=1 LR∗(x1 ⊗⋯⊗ ∂(xi)⊗⋯⊗ xn)
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Figure 39. Terms in a weighted module diagonal primitive. The module
diagonal primitive shown is compatible with γn,w from Figure 35 and the weight-0
module diagonal primitive in Figure 7. Top: p1,1. Middle: p2,1. Bottom: p1,2.
+ n−1∑
j=0
n−j∑
i=0 LR∗(x1 ⊗⋯⊗ xi ⊗ LR∗(xi+1 ⊗⋯⊗ xi+j)⊗ xi+j+1 ⊗⋯⊗ xn).
The operation ○′ satisfies ∂(x ○′ y) = ∂(x) ○′ y + x ○′ ∂(y). Finally,
LR∗(x1 ⊗ ⋅ ⋅ ⋅ ⊗ xn) ○′ y = n∑
i=1 LR∗(x1, . . . , xi−1, xi ○′ y, xi+1, . . . , xn).
Proof. The proof is straightforward. 
Note that, by definition, LR∗() ○′ y = 0.
Proposition 1.8 has the following generalization to the weighted case.
Proposition 6.34. For any weighted algebra diagonal, γ∗,∗, there exists a compatible weighted
module diagonal primitive p∗,∗.
Proof. For fixed w and n, Equation (6.32) expresses ∂pn,w in terms of elements pn
′,w′ with w′ < w or
w = w′ and n′ < n. Moreover, if each pn′,w′ with w′ < w or w = w′ and n′ < n is contained in grading
n′ + 2w′ − 2, then the right hand side of Equation (6.32) is contained in grading n + 2w − 3. This is
true because if x1, . . . , xm is a sequence of pairs of trees with xi ∈ Y wi−ui1 Y wi−vi2 XMni,ui∗ ⊗Xni−1,vi∗
with grading ni + 2wi − 2, then
LR∗(x1, . . . , xm) ∈ ∞∏
s=0Y w−u+s1 Y w−v2 XMn,u∗ ⊗Xn−1,v+s∗ ,
where n = 1 −m +∑mi=1 ni, u = ∑mi=1 ui, and v = ∑mi=1 vi, and the grading of LR∗(x1, . . . , xm) is
2s +m − 2 + m∑
i=1(ni + 2wi − 2) = n − 3 + 2s + 2
m∑
i=1wi = gr(pn,w) − 1
(where w = s +∑wi).
Thus, we can prove the existence of pn,w by induction first on w and then, for each w, on n.
The base case w = 0 is an unweighted module diagonal primitive, which was shown to exist in
Proposition 1.8. Now, fix w > 0 and suppose that pn,w has been constructed for all w′ < w. Consider
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first the base cases when n + 2w − 2 ∈ {0,1}, i.e., (n,w) ∈ {(2,0), (3,0), (1,1)}; the first is specified
in the non-degeneracy condition, the second in Figure 7, and the third in Figure 39.
For the inductive step on n, the structure equation for pn,w and Lemma 6.33 ensure that
∂(LR∗((p∗,∗)⊗●) + p∗,∗ ○′ γ∗,∗)n,w = 0.
Since this cycle has dimension n+ 2w − 2 with n,w ≥ 1, Theorems 5.2 and 5.4 guarantees that there
is an element pn,w with
∂pn,w = (LR∗((p∗,∗)⊗●) + p∗,∗ ○′ γ∗,∗)w,n,
as needed. 
To construct weighted module diagonals from primitives, we use the following generalization of
LR′ to the weighted case. For all k ≥ 0, define
LR′,w((S1, T1), . . . , (Sk, Tk)) = LeJ(S1, . . . , Sk)⊗RoJw(↓, T1, . . . , Tk)
(6.35)
LR′,∗((S1, T1), . . . , (Sk, Tk)) = LeJ(S1, . . . , Sk)⊗RoJ∗(↓, T1, . . . , Tk)(6.36) =∑
w
LR′,w((S1, T1), . . . , (Sk, Tk)) ∈ X̃M∗,∗∗ ⊗ X̃M∗,∗∗ ⊗R⟦Y1, Y2⟧,
with the understanding that, for the case k = 0,
RoJ∗(↓) = ∞∑
w=1Y w1 Ψw1 ∈XM∗,∗∗ ⊗R⟦Y1⟧,
and therefore
LR′,∗() = ∞∑
w=1Y w1 (↓⊗Ψw1 ) ∈ X̃M∗,∗∗ ⊗XM∗,∗∗ ⊗R⟦Y2⟧.
We generalize Lemma 2.36.
Lemma 6.37. Given x1 ⊗⋯⊗ xn ∈ (XM∗,∗∗ ⊗X∗,∗∗ )⊗n, the operation LR′,∗ satisfies
∂(LR′,∗(x1 ⊗⋯⊗ xn)) = n∑
i=1 LR′,∗(x1 ⊗⋯⊗ ∂(xi)⊗⋯⊗ xn)+ n∑
i=0 LR′,∗(x1 ⊗ ⋅ ⋅ ⋅ ⊗ xi) ○1 LR′,∗(xi+1 ⊗ ⋅ ⋅ ⋅ ⊗ xn)
+ n∑
j=0
n−j∑
i=0 LR′,∗(x1 ⊗⋯⊗ LR∗(xi+1 ⊗⋯⊗ xi+j)⊗⋯⊗ xn).
Proof. The proof is straightforward. 
The above formulas give the recipe for constructing weighted module diagrams from their prim-
itives:
Lemma 6.38. Given a collection of weighted diagonal cells γn,w, a compatible module diagonal
primitive p∗,∗ gives rise to a module diagonal compatible with Γ∗,∗ by the formula
mn,w = ∑
v+w1+⋯+wk=w
n1+⋯+nk=n+k−1
LR′,v(pn1,w1 ⊗⋯⊗ pnk,wk)
or, more succinctly,
m∗,∗ = LR′,∗((p∗,∗)⊗●).
Proof. This is an immediate consequence of the structure equations and Lemma 6.37. 
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6.6. Weighted module-map diagonals. Consider the weighted module transformation trees
complex JMn,w∗ . There are chain maps
χi,j,n;v,w ∶ Xn+i−j,w∗ ⊗ JM j−i+1,v∗ → JMn,v+w∗ i > 1
χi,j,n;v,w ∶ XMn+i−j,w∗ ⊗ JM j−i+1,v∗ → JMn,v+w∗ i = 1
given in both cases by (S,T )↦ T ○i S, and a map
ζj,n;v,w ∶ JM j,v∗ ⊗XMn+1−j,w∗ → JMn,v+w∗
given by (S,T ) ↦ T ○1 S. We extend these maps to the identity tree in X̃1,0∗ by declaring that the
composition of a purple vertex with the identity tree (in any way) is the original purple vertex, and
to stumps in X̃0,0∗ by declaring that the composition of a purple vertex with a stump is 0.
Definition 6.39. Fix a weighted algebra diagonal Γ∗,∗ and weighted module diagonals M∗,∗1 and
M∗,∗2 compatible with Γ∗,∗. A weighted module-map diagonal compatible with M∗,∗1 and M∗,∗2 is a
collection of chain maps
Ln,w ∶ JMn,w∗ → ⊕
w1,w2≤w JM
n,w1∗ ⊗ JMn,w2∗ ⊗R[Y1, Y2]
satisfying the following conditions:● Dimension homogeneity: The map Ln,w is dimension-preserving, i.e.,
dim(Ln,w(T )) = dim(T ).● Weight homogeneity: The image of Ln,w is contained in Y w−w11 Y w−w22 JMn,w1∗ ⊗ JMn,w2∗ .
In other words,
wt1(Ln,w(T )) = wt2(Ln,w(T )) = wt(T ) = w.● Compatibility:
Ln,v+w ○ χi,j,n;v,w = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
∑ v1+v2≤v
w1+w2≤w(χ1,j,n;v1,w1 ⊗ χ1,j,n;v2,w2) ○ (Mj,v1 ⊗Ln+1−j,w) i = 1∑ v1+v2≤v
w1+w2≤w(χi,j,n;v1,w1 ⊗ χi,j,n;v2,w2) ○ (Γj−i+1,v ⊗Ln+i−j,w) i > 1
and
Ln,v+w ○ ζj,n;v,w = ∑
v1+v2≤v
w1+w2≤w
(ζj,n;v1,w1 ⊗ ζj,n;v2,w2) ○ (Ln+1−j,w ⊗Mj,v1 ).
● Non-degeneracy: L1,0(pΨ01) = pΨ01 ⊗ pΨ01.
Equivalently, we can view Ln,w as a formal linear combination of pairs of weighted module trans-
formation trees `n,w of dimension n − 1 + 2w (i.e., a weighted module-map tree diagonal)
`n,w = Ln,w(Ψwn ) ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 JM
n,w1∗ ⊗ JMn,w2∗ .
These trees must satisfy:● Compatibility:
∂(`n,w) = ∑
w1+w2=w ∑k+`=n+1(`k,w1 ○1 m`,w21 +mk,w12 ○1 ``,w2 +
k+1∑
i=2 `k,w1 ○i γ`,w2).● Non-degeneracy: `1,0 is the (unique) pair of module transformation trees with one input.
See Figure 40 for the first weight-1 term in a particular weighted module-map diagonal.
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Figure 40. A weighted module-map diagonal. The figure shows a choice for
`1,1 compatible with the weighted module diagonal from Figure 38, and extending
the weight-0 case from Figure 12.
Definition 6.40. Given weighted module-map tree diagonals `n,w1 and `
n,w
2 , a homotopy from `
n,w
1
to `n,w2 is a collection of chains
ηn,w ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 JM
n,w1∗ ⊗ JMn,w2∗ ,
n ≥ 1, w ≥ 0, satisfying
`n,w2 − `n,w1 = ∂(ηn,w) + ∑
n1+n2=n+1
w1+w2=w
(ηn1,w1 ○1 mn2,w21 +mn1,w12 ○1 ηn2,w2 + n1∑
i=2ηn1,w1 ○i γn2,w2)
for each n,w.
We have the following analogue of Lemma 2.49 and Proposition 2.54:
Lemma 6.41. Given any weighted algebra diagonal γ∗,∗ and weighted module diagonals m∗,∗1 and
m∗,∗2 compatible with γ∗,∗ there is a weighted module-map diagonal L∗,∗ compatible with m∗,∗1 and
m∗,∗2 . Further, all weighted module-map diagonals compatible with m∗,∗1 and m∗,∗2 are homotopic.
Proof. The inductive step in the proof is essentially the same as in the proofs of Lemma 2.49 and
Proposition 2.54, using Proposition 5.6. Further, the base case is the same as in the unweighted
case, since JMn,w∗ has trivial homology if w > 0. 
Note that the maps LR∗ and LR′,∗ from Formulas (6.28) and (6.35) extend by the same formulas
to give maps
LR∗ ∶ (X̃M∗,∗∗ ⊗ X̃∗,∗∗ )⊗● ⊗ (JM∗,∗∗ ⊗ X̃∗,∗∗ )⊗ (X̃M∗,∗∗ ⊗ X̃∗,∗∗ )⊗●⟦Y1, Y2⟧→ (JM∗,∗∗ ⊗ X̃∗,∗∗ )⟦Y1, Y2⟧
LR′,∗ ∶ (X̃M∗,∗∗ ⊗ X̃∗,∗∗ )⊗● ⊗ (JM∗,∗∗ ⊗ X̃∗,∗∗ )⊗ (X̃M∗,∗∗ ⊗ X̃∗,∗∗ )⊗●⟦Y1, Y2⟧→ (JM∗,∗∗ ⊗ X̃M∗,∗∗ )⟦Y1, Y2⟧.
We can compose LR′,∗((S1, T1), . . . , (Sk, Tk)) with ↓⊗pΨ01 to obtain a tensor product of two weighted
module transformation trees; see Lemma 6.53.
Definition 6.42. Fix a weighted algebra diagonal γ∗,∗ and two weighted module diagonal primitives
p∗,∗1 and p∗,∗2 compatible with γ∗,∗. A weighted module-map primitive compatible with p∗,∗1 and p∗,∗2
consists of chains
(6.43) qn,w ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 (JMn,w1∗ ⊗ X̃n,w2∗ )
of dimension n + 2w − 1, for each n ≥ 1, w ≥ 0. These chains are required to satisfy the following
conditions:● Compatibility:
(6.44)
∂qn,w = ∑
v+w1+⋯+wk=w
n1+⋯+nk=n+k−1
i,k
LR∗(pn1,w1 ⊗⋯⊗pni−1,wi−1 ⊗qni,wi ⊗pni+1,wi+1 ⊗⋯⊗pnk,wk)+ ∑
w1+w2=w
n1+n2=n+1
qn1,w1 ○′ γn2,w2
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Figure 41. A weighted module-map primitive. The terms q1,1 and q2,1 are
shown; the weight-0 terms are as in Figure 13. This weighted module-map primitive
is compatible with the weighted module primitive in Figure 39 (on both sides).
or, more succinctly,
(6.45) ∂q∗,∗ = LR∗((p∗,∗1 )⊗● ⊗ q∗,∗ ⊗ (p∗,∗2 )⊗●) + q∗,∗ ○′ γ∗,∗.● Non-degeneracy: q1,0 is the tensor product of the 1-input, weight 0 module transformation
tree (with one internal vertex) and the stump, i.e.,
q1,0 = pΨ01 ⊗ ⊺.
The first few terms in a particular weighted module-map primitive are shown in Figure 41.
Definition 6.46. Weighted module-map primitives qn,wa and q
n,w
b compatible with weighted module
diagonal primitives p∗,∗1 and p∗,∗2 are homotopic if there is a collection of pairs of trees
ξn,w ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 (JMn,w1∗ ⊗ X̃n,w2∗ )
so that
∂ξ∗,∗ + LR∗((p∗,∗1 )⊗● ⊗ ξ∗,∗ ⊗ (p∗,∗2 )⊗●) + ξ∗,∗ ○′ γ∗,∗ = q∗,∗1 − q∗,∗2 .
We have the following analogue of Lemmas 2.58 Proposition 2.60:
Lemma 6.47. Given any weighted algebra diagonal Γn,w and module diagonal primitives pn,w1 and
pn,w2 compatible with Γ
n,w there is a weighted module-map primitive qn,w compatible with pn,w1 and
pn,w2 , and all weighted module-map primitives compatible with p
n,w
1 and p
n,w
2 are homotopic.
Proof. The proof is similar to the proofs of Lemma 2.58 and Proposition 2.60 and is left to the
reader. 
As in the unweighted case, it will be useful to describe one particular class of weighted module-
map primitives:
Lemma 6.48. Let p∗,∗ be a weighted module diagonal primitive. Let q1,0 = Ψ01⊗⊺ and for n ≥ 2 or
w ≥ 1, let qn,w be the sum over (S,T ) in pn,w of all pairs (S′, T ) where S′ is obtained from S by
making one vertex on the leftmost strand of S distinguished (purple). Then q∗,∗ is a module-map
primitive compatible with p∗,∗ and p∗,∗.
Proof. This is the same as the proof of Lemma 2.61, with the amendment that in cases (2) and (3)
in that proof, the distinguished vertex is 2-valent and has weight 0. 
Next we discuss the relationship between weighted module-map primitives and weighted module-
map diagonals. As in the unweighted case, this relationship is through partial module-map diago-
nals.
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Definition 6.49. Let F≠(2,0)JMn,w∗ ⊂ JMn,w∗ denote the subspace spanned by trees where the distin-
guished (purple) vertex has either weight > 0 or valence > 2. Let
gJMn,w∗ = JMn,w∗ /(F≠(2,0)JMn,w∗ + ∂(F≠(2,0)JMn,w∗+1 )).
A partial weighted module-map diagonal consists of elements
kn,w ∈ ⊕
w1,w2≤wY w−w11 Y w−w22 JM
n,w1∗ ⊗ gJMn,w2∗
of dimension n − 1 + 2w satisfying● Compatibility:
∂(kn,w) − ∑
w1+w2=w
k+`=n+1
(kk,w1 ○1 m`,w21 +mk,w12 ○1 k`,w2 + k+1∑
i=2 kk,w1 ○i γ`,w2) = 0∈ ⊕
w1,w2≤wY w−w11 Y w−w22 JM
n,w1∗ ⊗ gJMn,w2∗ .
● Non-degeneracy: k1,0 is the (unique) pair of module transformation trees with one input
and weight 0.
Partial weighted module-map diagonals k∗,∗1 and k∗,∗2 are homotopic if there is a collection of
elements ζn,w ∈⊕i+j=n−1 JMn,w∗ ⊗F≤2JMn,w∗ satisfying
(6.50) ∂(ζn,w) − ∑
w1+w2=w
k+`=n+1
(ζk,w1 ○1 m`,w21 +mk,w12 ○1 ζ`,w2 + k+1∑
i=2 ζk,w1 ○i γ`,w2) + kn,w1 − kn,w2 = 0∈ ⊕
w1,w2≤wY w−w11 Y w−w22 JM
n,w1∗ ⊗ gJMn,w2∗ .
Explicitly, gJMn,w∗ is spanned by weighted module transformation trees where the purple vertex
is 2-valent and has weight 0, and if two trees differ only in the location of the purple vertex they
are equivalent in gJMn,w∗ .
As in the unweighted case, given a module-map diagonal `∗,∗, the image k∗,∗ of `∗,∗ under the
quotient map
JM∗,∗∗ ⊗ JM∗,∗∗ → JM∗,∗∗ ⊗ gJM∗,∗∗
is a partial weighted module-map diagonal. In this case, we say that `∗,∗ is a module-map diagonal
extending k∗,∗.
Lemma 6.51. The complex gJMn,w∗ is contractible if w = 0 (i.e., has homology R in dimension 0
and 0 in all other dimensions) and is acyclic if w > 0 (i.e., has trivial homology).
Proof. Forgetting the purple vertex gives an isomorphism between gJMn,w∗ and the module trees
complex XMn,w∗ , so the result follows from Theorem 5.4. 
Lemma 6.52. All partial weighted module-map diagonals compatible with m∗,∗1 and m∗,∗2 are ho-
motopic.
Proof. The proof is essentially the same as the proof of Lemma 2.67. As there, we build the maps
ζn,w inductively, now inducting on w first and then n. By the non-degeneracy condition, we can
take ζ1,0 = 0. For the inductive step one verifies that
∑
w1+w2=w
k+`=n+1
(ζk,w1 ○1 m`,w21 +mk,w12 ○1 ζ`,w2 + k+1∑
i=2 ζk,w1 ○i γ`,w2) + kn,w1 − kn,w2
is a cycle in ⊕w1,w2≤w Y w−w11 Y w−w22 JMn,w1∗ ⊗ gJMn,w2∗ so, by Lemma 6.51, is also the boundary of
some ζn,w. 
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Figure 42. Weighted DADD diagonals. Top: the element r0,1 and its dif-
ferential, which is the base case in Lemma 6.56. (Recall that we are working in
characteristic 2.) Bottom: one option for the element r1,1, compatible with the
weighted diagonal from Figure 35.
Lemma 6.53. Given an associahedron tree diagonal, compatible module diagonal primitives p∗,∗1
and p∗,∗2 , and a compatible module-map primitive q∗,∗,
(6.54) k∗,∗ = [↓⊗ pΨ01] ○ LR′((p∗,∗1 )⊗● ⊗ q∗,∗ ⊗ (p∗,∗2 )⊗●)
is a partial weighted module-map diagonal compatible with m∗,∗1 = LR′((p∗,∗1 )⊗●) and m∗,∗2 = LR′((p∗,∗2 )⊗●).
Proof. The proof is the same as the proof of Lemma 2.70. 
6.7. Weighted DADD diagonals. In this section, we define the weighted analogue of DADD
diagonals (Section 2.8). In this paper, we do not discuss weighted type DA structures, so this
section does not have an algebraic application in this paper, but we include it for completeness.
Definition 6.55. Fix weighted algebras diagonals γ∗,∗1 and γ∗,∗2 . A DADD diagonal compatible with
γ∗,∗1 and γ∗,∗2 is a collection of elements
rn,w ∈ ⊕
w1+w2≤wY w−w11 Y w−w22 (Jn,w1∗ ⊗ X̃n,w2∗ )
in dimension n − 1 + 2w, satisfying the following conditions:● Compatibility:
∂(rn,w) = ∑
k+`=n+1
u+v=w
rk,u ○ γ`,v1 + ∑
j1+⋯+jk=n
u+v1+⋯+vk=w
γu,k2 ○ (rj1,v1 , . . . , rjk,vk).
● Non-degeneracy: r1,0 = pΨ01 ⊗ ↓, the tensor product of a 1-input purple corolla and the
identity tree.
Schematically, the compatibility condition is the same as Equation (2.75), except that the weight
is distributed among all the vertices.
Lemma 6.56. Given any weighted algebra diagonals there is a compatible weighted DADD diagonal.
Proof. As in the unweighted case (Lemma 2.76), since the associahedron and multiplihedron are
contractible, it suffices to verify:
(1) The right hand side of the compatibility equation is a cycle.
(2) Solutions to the compatibility equation exist when the right side is in dimension 0.
The first statement is clear. For the second, we need to check the cases (n,w) ∈ {(1,0), (2,0), (0,1)}.
The first two cases are the same as the unweighted case. The third case is shown in Figure 42 (along
with the next term in a particular weighted DADD diagonal). 
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6.8. Homotopy unital diagonals.
Definition 6.57. A homotopy unital algebra diagonal consists of chain maps
uΓn,w ∶ uXn,w∗ → ⊕
w1,w2≤wuX
n,w1∗ ⊗ uXn,w2∗ ⊗R[Y1, Y2]
satisfying the dimension homogeneity, weight homogeneity, and compatibility under stacking condi-
tions from Definition 6.4 and the non-degeneracy conditions:
uΓ0,0(⊺) = ⊺ ⊗ ⊺
uΓ1,0(↓) = ↓⊗ ↓
uΓ2,0(Ψ02) = Ψ02 ⊗Ψ02.
The seed of uΓn,w is uΓ0,1(Ψ10), the image of the weight 1, 0-input corolla.
Let Γn,w be a weighted algebra diagonal. We say that uΓn,w extends Γn,w if pi(uΓn,w(Ψwn )) =
Γn,w(Ψwn ) for each n,w with n + 2w ≥ 2. (The map pi ∶ uXn,w∗ →Xn,w∗ is from Definition 5.7.)
Define a homotopy unital module diagonal uMn,w extending a weighted module diagonal sim-
ilarly, using uXMn,w∗ in place of uXn,w∗ and Definition 6.19 in place of Definition 6.4, and the
non-degeneracy conditions
uΓ1,0(↓) = ↓⊗ ↓
uΓ2,0(Ψ02) = Ψ02 ⊗Ψ02.
We say that uMn,w extends Mn,w if pi(uMn,w(Ψwn )) = Mn,w(Ψwn ) for each n,w with n + 2w ≥ 2.
Define a homotopy unital map diagonal uΘn,w using uJn,w∗ in place of uXn,w∗ , Definition 6.14 in
place of Definition 6.4, and the non-degeneracy condition
uΘ1,0(pΨ01) = pΨ01 ⊗ pΨ01.
The notion of a homotopy unital map diagonal extending an algebra map diagonal is defined similarly
to the previous cases.
Define a homotopy unital module-map diagonal uLn,w similarly, using uJMn,w∗ in place of uXn,w∗ ,
Definition 6.39 in place of Definition 6.4, and the non-degeneracy condition
uL1,0(pΨ01) = pΨ01 ⊗ pΨ01.
The notion of a homotopy unital module-map diagonal extending a module-map diagonal is defined
similarly to the previous cases.
See Figures 43, 44, 45, and 46 for some terms in a homotopy unital algebra diagonal, homotopy
unital module diagonal, homotopy unital map diagonal, and homotopy unital module map diagonal,
respectively.
Remark 6.58. Notice that uΓ1,1(Ψ11) in Figure 43 includes trees with thorns, even though Ψ11 has
no thorns. In particular, this suggests that, unlike the unweighted case, there is no sensible tensor
product of non-unital weighted algebras (with maximal seed).
Lemma 6.59. Given a weighted algebra diagonal Γn,w there is a homotopy unital algebra diagonal
uΓn,w extending Γn,w. Similar statements hold for module diagonals, map diagonals, and module-
map diagonals.
Proof. To define uΓn,w we need to define the elements uΓn,w(Ψwn1↑⋯↑nk). The non-degeneracy con-
dition dictates the values uΓ0,0(⊺), uΓ1,0(↓), and uΓ2,0(Ψ02). Define the image of the weight 1,
0-input corolla to be
uΓ0,1(Ψ10) = Γ0,1(Ψ10),
viewed as a linear combination of pairs of thorn trees in the obvious way.
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Figure 43. Terms in a homotopy unital algebra diagonal. Top row: the non-
degeneracy conditions. Second row: (maximal) seed for the diagonal and base case
for the inductive construction. Remaining rows: a few other terms in the diagonal.
Throughout, unlabelled vertices have weight 0. This diagonal extends the diagonal
Γn,w from Figures 3 and 35.
Next, we define uΓn,w(Ψwn ) by induction on (n,w), as in the proof of Theorem 6.11. The base
cases uΓ0,0(Ψ00), uΓ1,0(Ψ11), uΓ2,0(Ψ02) and uΓ0,1(Ψ10) have already been defined. The base cases
uΓ3,0(Ψ03) and uΓ1,1(Ψ11) are shown in Figure 35. Now, suppose uΓn,w(Ψwn ) for w < W and for
w = W and n < N , satisfying the compatibility condition ∂uΓn,w(Ψwn ) = uΓn,w(∂Ψwn,∅) and the
condition that pi(uΓn,w(Ψwn )) = Γn,w(Ψwn ) for w < W and for w = W and n < N . Observe that
uΓN,W (∂ΨWN ) is a cycle in dimension N + 2W − 3 > 0, and pi(uΓN,W (∂ΨWN )) = ΓN,W (∂ΨWN ).
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Figure 44. Terms in a homotopy unital module diagonal. Unlabelled vertices
have weight 0. This diagonal extends the diagonal in Figures 3 and 38.
Since pi is surjective, we can choose an element x ∈ ⊕w1,w2≤W uXN,w1∗ ⊗ uXN,w2∗ ⊗ R[Y1, Y2] with
pi(x) = ΓN,W (ΨWN ). Thus,
pi(∂x + uΓN,W (∂ΨWN )) = 0
so, since pi induces an isomorphism on homology, ∂x + uΓN,W (∂ΨWN ) = ∂y where pi(y) = 0. Let
uΓN,W (ΨWN ) = x + y and continue the induction.
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Figure 45. Terms in a homotopy unital map diagonal. Vertices not labelled
by integers have weight 0. This diagonal extends the diagonal in Figures 10 and 37.
Figure 46. Terms in a homotopy module-map diagonal. The diagonal shown
extends the diagonal from Figure 12. Vertices not labelled by integers have weight
0.
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Finally, we perform induction on the number k − 1 of thorns to define uΓn,w(Ψwn1↑⋯↑nk) for k > 1.
Suppose we have defined uΓn,w(Ψwn1↑⋯↑nk) for k < K and for k = K if w <W or w =W and n < N .
Then we have already defined uΓn,w(∂Ψwn1↑⋯↑nk). It is clear that uΓn,w(∂Ψwn1↑⋯↑nk) is a cycle. There
are several cases:● N = 2, W = 0, and K = 2.● N = 0, W = 1, and K = 2.● N + 2W = 0 and K ≥ 3.● N + 2W > 3.
In the first two cases, by inspection the class uΓn,w(∂Ψwn1↑⋯↑nK) is a boundary; see Figure 43. In
the last two cases, it follows from Theorem 5.8 that uΓn,w(∂Ψwn1↑⋯↑nK) is a boundary. So, in any
case, choose uΓn,w(Ψwn1↑⋯↑nK) so that ∂uΓn,w(Ψwn1↑⋯↑nK) = uΓn,w(∂Ψwn1↑⋯↑nK) and continue the
induction.
This completes the construction of uΓn,w. The constructions of module diagonals, map diagonals,
and module-map diagonals are similar. See Figures 44, 45, and 46 for some low-dimensional cases
(including the base cases for the inductions). 
Lemma 6.60. Given a homotopy unital algebra diagonal uΓ∗,∗ and two homotopy unital module
diagonals uM∗,∗1 and uM∗,∗2 compatible with uΓ∗,∗, all homotopy unital module-map diagonals with
uM∗,∗1 and uM∗,∗2 are homotopic.
Proof. The proof is the usual inductive argument, using Theorem 5.11, and is left to the reader. 
7. Algebraic applications of weighted diagonals
Weighted diagonals can be used to construct various tensor products.
Convention 7.1. As in Sections 3 and 4 (Convention 3.1), fix a commutative F2-algebra R and
commutative R-algebras k1 and k2 (and occasionally k3). Throughout, we assume that the action
of R on bimodules is central, i.e., if r ∈ R and a is an element of an R-bimodule then ra = ar.
Fix also elements Yi ∈ ki. The elements Yi make ki into a R[Yi]-algebra. We assume that
the elements Yi also act centrally on ki-bimodules, i.e., if a is an element of a ki-bimodule then
Yia = aYi.
We will typically let k = k1 ⊗R k2. Undecorated tensor products are over the appropriate ring ki
or k.
The convention that the Yi acts centrally implies that for a w-algebra A over k1, say,
µwn (a1, . . . , Y1ak, . . . , an) = Y1µwn (a1, . . . , ak, . . . , an),
by repeatedly using the relation ajY1 = Y1aj and multi-linearity of the operation over k1. It does
not imply that
µ02(a, Y1) = µ02(Y1, a)
unless A is weakly unital.
7.1. Tensor products of weighted algebras. Fix ground rings k1 and k2 and let k = k1 ⊗R k2.
Fix also integers κ1, κ2. Assume that the Yi ∈ ki satisfy
gr(Yi) = κi − 2.
(The grading gr(Yi) should not be confused with the dimension dim(Yi) = 0 or the weight wtj(Yi) =
δi,j from Section 6.)
Fix strictly unital weighted A∞-algebras A = (A,{µwn }) and B = (B,{νwn }) over k1 and k2, with
weight gradings κ1 and κ2, respectively. Given a weighted algebra diagonal Γ∗,∗, we will associate
a weighted A∞-algebra A ⊗ΓB over k with weight grading κ1 + κ2 − 2.
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By Lemma 4.12, the operations onA (respectivelyB) induce chain maps µ ∶ Xn,w∗ →Mor(A⊗n,A⟪(2 − κ1)w⟫)
(respectively ν ∶ Xn,w∗ →Mor(B⊗n,B⟪(2 − κ2)w⟫)). We can extend these maps to X̃n,w∗ by declaring
that µ(↓) = I ∶ A→ A and µ(⊺) = 1 ∈ A (and similarly for ν).
Lemma 7.2. If the algebra A is strictly unital then the extension of µ to X̃n,w∗ is a chain map and
intertwines stacking of trees and composition of operations.
Proof. The fact that the extension is a chain map follows from the fact that d(1) = 0. The
fact that the extension to ↓ is compatible under stacking is trivial. The fact that the exten-
sion to ⊺ is compatible with stacking follows from the fact that µw2 (1, a) = µw2 (a,1) = a and
µwn (a1, . . . , ai,1, ai+2, . . . , an) = 0 if (n,w) ≠ (2,0). 
Definition 7.3. Fix a weighted algebra diagonal
Γn,w ∶ Xn,w∗ → ⊕
w1+w2≤2w X̃
n,w1∗ ⊗R X̃n,w2∗ ⊗R R[Y1, Y2].
Fix also strictly unital weighted A∞-algebras A and B over k1 and k2, respectively. Define maps
(7.4) (µ⊗Γ ν) ∶ Xn,w∗ →Mor((A⊗R B)⊗n,A⊗R B⟪(4 − κ1 − κ2)w⟫)
to be the composition (µ⊗ν)○Γ∗,∗. Since Γ∗,∗ is a collection of chain maps and is compatible under
stacking, by Lemma 4.12 the operations induce a weighted A∞-algebra structure on A ⊗ΓB over k.
The induced weighted algebra is called the weighted tensor product via the diagonal Γ∗,∗ of A and
B. It is denoted A ⊗ΓB.
Lemma 7.5. The map µ⊗Γ ν in Definition 7.3 does, in fact, shift the grading by (4−κ1 −κ2)w, so
A ⊗ΓB is a w-algebra with weight grading κ12 ∶= κ1 + κ2 − 2. Further, if A and B are bonsai, so
is A ⊗ΓB.
Proof. Define three new gradings on Xn,w∗ by:
gr1(T ) = dim(T ) + (κ1 − 2)w
gr2(T ) = dim(T ) + (κ2 − 2)w
gr12(T ) = dim(T ) + (κ1 + κ2 − 4)w = dim(T ) + (κ12 − 2)w.
If we grade Xn,w∗ by gr1 then µ ∶ Xn,w∗ → Mor(A⊗n,A) is grading-preserving. Similarly, grading
Xn,w∗ by gr2, ν is grading-preserving. We must check that, with respect to gr12, (µ⊗Γ ν) is grading-
preserving.
Since µ⊗Γν is grading-preserving with respect to the grading gr1⊗gr2 on X̃∗,∗∗ ⊗R X̃∗,∗∗ , it suffices
to show that Γ∗,∗ is grading-preserving with respect to the grading gr12 on the source and gr1⊗gr2
on the target. This is straightforward: given a term Y a1 Y
b
2 (T1, T2) in Γn,w(S) we have
gr12(Γn,w(S)) = dim(Γn,w(S)) + (κ1 + κ2 − 4)w= dim(T1) + dim(T2) + (κ1 − 2)wt1(Y a1 T1) + (κ2 − 2)wt2(Y b2 T2)= gr1(Y a1 T1) + gr2(Y b2 T2),
as desired.
The statement about bonsai-ness follows from dimension homogeneity of the diagonal. 
The weight 1, 0-input operation on A ⊗Γ B depends on the seed S . A term Ψ10 ⊗ Ψ10 in S
contributes µ10⊗µ10 to (µ⊗Γ ν)10, and a term Y1⊺⊗Ψ10 (respectively Y2Ψ10⊗⊺) contributes a copy of
Y1 ⊗ ν10 (respectively µ10 ⊗ Y2).
Definition 7.6. Fix:● Weighted algebra diagonals Γ∗,∗1 and Γ∗,∗2 ,● A weighted map diagonal Θ∗,∗ compatible with Γ∗,∗1 and Γ∗,∗2 ,
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● Strictly unital weighted A∞-algebras A1, A2 over k1 with weight gradings κ1,● Strictly unital weighted A∞-algebras B1, B2 over k2 with weight gradings κ2, and● Strictly unital weighted algebra homomorphisms f ∶ A1 → A2 and g ∶ B1 →B2.
The composition
Jn,w∗ Θn,wÐÐÐ→ ⊕
w1,w2≤wR[Y1, Y2]⊗R J̃n,w1∗ ⊗R J̃n,w2∗
f⊗gÐÐ→Mor(A⊗n1 ,A2⟪(2 − κ1)w⟫)⊗R Mor(B⊗n1 ,B2⟪(2 − κ2)w⟫)↪Mor((A1 ⊗R B1)⊗n,A2 ⊗R B2⟪(4 − κ1 − κ2)w⟫)
specifies a weighted algebra homomorphism f ⊗Θ g, the tensor product via the diagonal Θ∗,∗ of f
and g.
(The proof that the grading shifts are as specified is similar to the proof of Lemma 7.5, and it is
clear that if f and g are bonsai then so is f ⊗Θ g.)
Proof of Theorem 1.12. Existence of weighted algebra diagonals is Theorem 6.11. Part (wA1) is
clear from the definition. For Parts (wA2) and (wA3), we use weighted map diagonals, whose
existence is ensured by Lemma 6.18. With these remarks in place, the proof of Theorem 1.1 applies
with little change to establish the weighted version. 
Warning 7.7. As in the unweighted case, even though we are assuming A and B are strictly unital,
A ⊗ΓB is not necessarily strictly unital. See Sections 7.4 for further discussion.
7.2. Tensor products of weighted modules. Let A = (A,{µwn }) be a strictly unital w-algebra
over k1, say, with weight grading κ and let MA = (M,{mwn }) be a strictly unital w-module over
A . Lemma 4.36 gives a corresponding map
m ∶ XM1+n,w∗ →Mor(M ⊗A⊗n,M⟪(2 − κ)w⟫)
These maps can be extended to
m ∶ X̃M1+n,w∗ →Mor(M ⊗A⊗n,M⟪(2 − κ)w⟫)
by the convention that m(↓) = I ∶ M →M . As in Lemma 7.2, it follows from strict unitality of M
and A that this extension is compatible with stacking.
Definition 7.8. Let A and B be strictly unital w-algebras with weight gradings κ1 and κ2, re-
spectively, and let MA and NB be strictly unital w-modules over A and B, respectively. Fix a
weighted algebra diagonal Γ∗,∗ and a weighted module diagonal M∗,∗ compatible with Γ∗,∗. Define
chain maps
XMn+1,w∗ Mn+1,wÐÐÐÐ→ ⊕
w1,w2≤wR[Y1, Y2]⊗R X̃Mn+1,w1∗ ⊗R X̃Mn+1,w2∗
mM⊗mNÐÐÐÐÐ→Mor(M ⊗A⊗n,M⟪(2 − κ1)w⟫)⊗R Mor(N ⊗B⊗n,N⟪(2 − κ2)w⟫)↪Mor((M ⊗R N)⊗ (A⊗R B)⊗n,M ⊗R N⟪(4 − κ1 − κ2)w⟫).
By Lemma 4.36, these operations endow M ⊗R N with the structure of a w-module, the tensor
product of MB and NA . We will denote this tensor product MA ⊗MNB.
Lemma 7.9. The grading shifts in Definition 7.8 are as stated, so Definition 7.8 does define a
w-module over A ⊗ΓB. Further, if A and B are bonsai, so is A ⊗ΓB.
Proof. The proof is the same as the proof of Lemma 7.5. 
Next we define tensor products of morphisms of w-modules.
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Definition 7.10. Fix:● A weighted algebra diagonal Γ∗,∗,● Weighted module diagonals M∗,∗1 and M∗,∗2 compatible with Γ∗,∗,● A weighted module-map diagonal L∗,∗ compatible with M∗,∗1 and M∗,∗2 ,● a strictly unital w-algebra A with weight grading κ1,● a strictly unital w-algebra B with weight grading κ2,● strictly unital w-modules M 1 and M 2 over A ,● strictly unital w-modules N 1 and N 2 over B,● and morphisms f ∈ Mor(M 1,M 2) and g ∈ Mor(N 1,N 2) in the dg category of strictly
unital w-modules.
Then there is a corresponding morphism (f ⊗L g) ∈ Mor(M 1 ⊗M1N 1,M 2 ⊗M2N 2) so that Ff⊗Lg
is the composition
JMn,w∗ LÐ→ ⊕
w1+w2≤wR[Y1, Y2]⊗R JMn,w1∗ ⊗R JMn,w2∗
Ff⊗FgÐÐÐÐ→Mor(M1 ⊗A⊗n,M2⟪(2 − κ1)w⟫)⊗R Mor(N1 ⊗B⊗n,N2⟪(2 − κ2)w⟫)↪Mor((M1 ⊗R N1)⊗ (A⊗R B)⊗n,M2 ⊗R N2⟪(2 − κ)w⟫).
(7.11)
(As usual, the proof that the grading shifts are as specified is similar to the proof of Lemma 7.5,
and it is clear that this operation takes a pair of bonsai morphisms to a bonsai morphism.)
We have the following analogue of Proposition 3.29:
Proposition 7.12. Fix a weighted algebra diagonal Γ∗,∗, weighted module diagonals M∗,∗1 , M∗,∗2 ,
and M∗,∗3 compatible with Γ∗,∗, and for 1 ≤ i < j ≤ 3 weighted module-map diagonals L∗,∗ij compatible
with M∗,∗i and M∗,∗j . Then for any w-algebras A and B, w-modules M 1, M 2, and M 3 over A ,
w-modules N 1, N 2, and N 3 over B, and morphisms
M 1
f1Ð→M 2 f2Ð→M 3 N 1 g1Ð→N 2 g2Ð→N 3,
we have (f2 ○ f1)⊗L13 (g2 ○ g1) ∼ (f2 ⊗L23 g2) ○ (f1 ⊗L12 g1)(7.13)
d(f1 ⊗L12 g1) = (df1)⊗L12 g1 + f1 ⊗L12 (dg1)(7.14)
where in (7.13) the notation ∼ indicates that the two sides are homotopic morphisms.
Proof. The proof is similar to the proof of Lemma 3.28 and Proposition 3.29, and is left to the
reader. 
Lemma 7.15. Given w-modules M and N , weighted module diagonals M∗,∗1 and M∗,∗2 , and a
weighted module-map diagonal L∗,∗ compatible with M∗,∗1 and M∗,∗2 , the map
IM ⊗L IN ∶M ⊗M1 N →M ⊗M2 N
is an isomorphism.
Proof. The fact that (IM⊗LIN )01 is an isomorphism is immediate from the non-degeneracy condition
for L∗,∗, so this follows from Lemma 4.46. 
Corollary 7.16. Given w-modules M and N , a weighted module diagonal M∗,∗, and a weighted
module-map diagonal L∗,∗ compatible with M∗,∗ and M∗,∗, the map
IM ⊗L IN ∶M ⊗MN →M ⊗MN
is homotopic to the identity map.
Proof. This follows from Proposition 7.12 and Lemma 7.15 (cf. Corollary 3.33). 
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Corollary 7.17. Fix a weighted algebra diagonal Γ∗,∗, weighted module diagonals M∗,∗1 , M∗,∗2
compatible with Γ∗,∗, and w-modules M and N over w-algebras A and B. Then M ⊗M1 N and
M ⊗M2 N are homotopy equivalent w-modules.
Proof. By Lemma 6.41, there is a weighted module-map diagonal L∗,∗12 compatible with M∗,∗1 and
M∗,∗2 . So, the result is immediate from Proposition 7.12 and Lemma 7.15. 
Proof of Theorem 1.14. Both the fact that M1 ⊗M M2 is a weighted module and the fact that
this tensor product reduces to the tensor product of A∞-modules in the trivially weighted case
(part (M1) of the theorem) are immediate from the definitions. Invariance under homotopy equiv-
alences (part (M2)) is Corollary 7.17. Invariance under changing the diagonal (part (M3)) is
Lemma 7.15. 
7.3. Type DD structures and box products.
7.3.1. The category of weighted type DD bimodules. The following is the weighted analogue of Def-
inition 3.41:
Definition 7.18. Let A and B be w-algebras over k1 and k2, respectively. Let κ = κ1 + κ2 − 2
and fix an element X12 ∈ k of grading −κ, such that X12 acts centrally on all k-bimodules under
consideration. Fix also a weighted algebra diagonal Γn,w. A left-left type DD structure over A and
B with respect to Γn,w with charge X12 is a (left) type D structure over A ⊗ΓB with charge X12
(Definition 4.60). Similarly, the morphism complex Mor(A ,BP,A ,BQ) between weighted type DD
structures is defined to be the morphism complex between the corresponding type D structure over
A ⊗Γ B and, more generally, the A∞-category of type DD structures over A and B with charge
X12 is the category of type D structures over A ⊗ΓB.
Explicitly, the structure map of a weighted type DD structure A ,BP is a map
δ1 ∶ P → (A⊗R B)⊗k P⟪1⟫ ≅ A⊗k1 P ⊗k2 Bop⟪1⟫.
(Here, for a change, we have not suppressed the ground rings from the tensor product notation.)
We can iterate δ1 to get maps
δi ∶ P → (A⊗R B)⊗i ⊗ P⟪i⟫
δ ∶ P →∏
i≥0(A⊗R B)⊗i ⊗ P⟪i⟫.
The structure equation for a weighted type DD structure is given graphically by
(7.19)
∞∑
w=0
∞∑
i=0Xw12
δi
γi,w (γi,w)op = 0.
This makes sense as long as A and B are bonsai (so A ⊗ΓB is) or A ,BP is operationally bounded,
in the sense that:
(1) δn = 0 for n sufficiently large and
(2) X12 is nilpotent, i.e., for sufficiently large n, Xn12 ⋅ (a⊗ b) = 0 for all a⊗ b ∈ A⊗B.
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Similarly, given type DD structures A ,BP , A ,BQ over A and B with the same charge X12, the
differential of a morphism f1 ∶ P → (A⊗R B)⊗Q is given by
d(f1) = ∞∑
w=0
∞∑
i,j=0Xw12
δi
f1
δj
γi,w (γi,w)op.
Warning 7.20. As in the unweighted case, the category of type DD structures over A and B is
a non-unital category, since A ⊗Γ B is a non-unital weighted algebra. This can be rectified by
considering homotopy unital weighted algebras. See Section 7.5 and, in particular, Theorem 7.61
for independence of the category of type DD structures from the choice of diagonal.
7.3.2. The triple box product. The following is the weighted analogue of Definition 3.47:
Definition 7.21. Fix a weighted algebra diagonal Γ∗,∗ and a compatible weighted module diagonal
M∗,∗. Let A and B be strictly unital w-algebras,MA and NB strictly unital w-modules, and A ,BP
a type DD structure with charge X12. Assume that either● M , N , A , and B are bonsai or● P is operationally bounded.
Then define [MA ⊠ APBop ⊠BopN ]M ∶= (M ⊗MN )A ⊗ΓB ⊠ A ⊗ΓBP.
Explicitly, the differential on the triple box product is
∑
n,w≥0Xw12
δn
mn+1,w (mn+1,w)op
Recall that Theorem 1.16 asserts that the weighted triple box product is well-defined and, up to
homotopy equivalence, independent of M∗,∗:
Proof of Theorem 1.16. The first statement follows from the facts that tensor product of two weighted
modules is a weighted module (see Definition 7.8) and the box product of a weighted module and a
weighted type D structure is a chain complex (Lemma 4.67). The second statement follows from the
facts that different module diagonals give homotopy equivalent tensor products of weighted modules
(Corollary 7.17) and the box tensor product respects homotopy equivalence (Lemma 4.68). 
7.3.3. The one-sided box tensor product. Next we turn to the weighted analogue of the one-sided box
product (Definition 3.49). Recall from Section 4.1 that given a w-algebra (A , µA) and a weighted
(algebra) tree T with n inputs and weight w there is a corresponding map
µA(T ) ∶ A⊗n → A⟪−dim(T ) + (2 − κ)w⟫.
Similarly, as described in Section 4.4, given a w-module (M ,mM) over A and a weighted module
tree T with 1 + n inputs there is a corresponding map
mM(T ) ∶ M ⊗A⊗n →M⟪−dim(T ) + (2 − κ)w⟫.
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Definition 7.22. Fix a weighted algebra diagonal γ∗,∗ and a weighted module diagonal primitive
p∗,∗ compatible with γ∗,∗. Let A , B be strictly unital w-algebras over k1 and k2, respectively, A ,BP
a type DD structure with respect to γ∗,∗, with charge X12, and MA a strictly unital w-module over
A . Assume that either A ,BP is operationally bounded orM , A , and B are bonsai. DefineM ⊠pP
to be the type D structure M ⊗k1 P with structure map
δ1 ∶ M ⊗k1 P → B ⊗k2 (M ⊗k1 P )⟪1⟫ = (M ⊗k1 P )⊗k2 Bop⟪1⟫
defined by
δ1(x⊗ y) =m01(x)⊗ y ⊗ 1 + ∑
n,w≥0 ∑(S,T )∈pn+1,wXw12(mM(S)⊗ IP ⊗ µBop(T op)) ○ (IM ⊗ δnP ),
and charge
X2 =X12Y1.
(Unlike our usual convention, we have not suppressed the ground rings for the tensor products
here.)
Graphically, the differential on M ⊠p P is
m01 1 + ∑
n,w≠(0,0)X
w
12
pn+1,w (pn+1,w)op
δn
.
Proposition 7.23. Assuming that either A ,BP is operationally bounded or M , A , and B are
bonsai, the operation δ1 from Definition 7.22 respects the gradings and makesM ⊠pP into a weighted
type D structure with charge X12Y1. If A ,BP is operationally bounded then so is M ⊠p P .
Further, if NB is a w-module (bonsai if A ,BP is not operationally bounded) and m∗,∗ is the
weighted module diagonal induced by p∗,∗ then there is an isomorphism
(M ⊠p P ) ⊠N ≅ [M ⊠ P ⊠N ]M,
where the right-hand-side denotes the weighted triple box product of Definition 7.21.
Proof. First, we check the gradings. The first term in the definition of δ1 decreases the grading by
1. For the second term, we have
gr(Xw12) = −(κ1 + κ2 − 2)w
gr(δnP ) = −n
gr(mM(S)⊗ IP ⊗ µBop(T op)) = dim(S) − (2 − κ1)w + dim(T ) − (2 − κ2)w= (n + 1 + 2w − 2) − (4 − κ1 − κ2)w= n − 1 + (κ1 + κ2 − 2)w.
Summing these, the operation δ1 has grading −1, as claimed.
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Next, we check the type D structure relation (Equation (4.61)). The left side of the type D
structure relation is
∑
k≥1
n1,...,nk,w1,...,wk,w≥0
(X12Y1)w(Xw1+⋅⋅⋅+wk12 )
δn1
⋮
δnk
pn1+1,w1
⋮
pnk+1,wk (pnk,wk)op (pn1,w1)op⋯
µwk
(where in the case (ni,wi) = (0,0) we let (pn1+1,w1)⊗(pn1+1,w1)op denotem01⊗I). From the primitive
structure equation, this is
∑
u+v=w+w1+⋯+wk
m1,m3,u,v≥0
Xw+w1+⋯+wk12
pm1+m3+2,v
δm1
δm2
δm3γm2,u γm2,u
(pm1+m3+2,v)op
(where in the case (m2, u) = (0,0) we let (γm2,u)⊗ (γm2,u)op denote µ01 ⊗ I). So, the result follows
from the type DD structure equation (Equation (7.19)). Note, in particular, that this computation
explains the (perhaps surprising) charge X12Y1.
For the statement about boundedness, if X12 is nilpotent then so is X12Y1. Since (m01)2 = 0,
every term in the operation δ2n+2 on M ⊠p P involves δu and a coefficient of Xv12 where u + v ≥ n.
Consequently, δm on M ⊠p P vanishes for m sufficiently large.
The proof of associativity of ⊠ is similar but easier, and is left to the reader. 
7.3.4. Functoriality of the one-sided box tensor product. Next, we turn to functoriality of the one-
sided box product. Given weighted type DD structures P and Q over A1 and A2 with respect to a
weighted algebra diagonal Γ∗,∗, with the same charge X12; a morphism f ∶ P → Q; a w-module M
over A1; and a weighted module diagonal primitive p∗,∗, under suitable boundedness hypotheses
(see Lemma 7.26) there is a type D structure morphism
IM ⊠p f1 ∶M ⊠p P →M ⊠p Q
DIAGONALS AND A-INFINITY TENSOR PRODUCTS 133
defined by
(7.24) IM ⊠p f1 = ∑
n,w≥0Xw12
δ
f1
δ
pn,w (pn,w)op
(cf. Formula (3.53)).
Similarly, given a weighted module-map primitive q∗,∗ compatible with weighted module diagonal
primitives p∗,∗1 and p∗,∗2 , another w-module N over A1 and a morphism g ∶M →N , if either P is
operationally bounded or A1, A2, M , and N are bonsai, there is a type D structure morphism
g ⊠q IP ∶M ⊠p1 P →N ⊠p2 P
defined by
(7.25) ∑
n,w≥0Xw12
δ
qn,wg (qn,w)op
(cf. Formula (3.54)).
Lemma 7.26. Suppose that either P is operationally bounded or A , B, M , N , and g are bonsai.
Then the maps IM ⊠p ⋅ and ⋅ ⊠q IP are grading-preserving chain maps
IM ⊠p ⋅ ∶ Mor(P,Q)→Mor(M ⊠p P,M ⊠p Q)⋅ ⊠q IP ∶ Mor(M ,N )→Mor(M ⊠p1 P,N ⊠p2 P ).
Moreover, for ⋅ ⊠q IP , homotopic module-map primitives give homotopic chain maps.
Proof. This follows from the same argument as Lemma 3.56. 
Proposition 7.27. Fix a weighted algebra diagonal Γ∗,∗; weighted module diagonal primitives p∗,∗1 ,
p∗,∗2 , and p∗,∗3 compatible with γ∗,∗; and weighted module-map primitives q∗,∗12 compatible with p∗,∗1
and p∗,∗2 , q∗,∗23 compatible with p∗,∗2 and p∗,∗3 , and q∗,∗13 compatible with p∗,∗1 and p∗,∗3 . Let A and B
be w-algebras, M1, M2, and M3 w-modules over A , and P1, P2, and P3 type DD structures overA and B with the same charge X12. Assume that either the Pi are operationally bounded or A , B,
and the Mi are bonsai. Then the analogues of Diagrams (3.59), (3.60), and (3.61) commute up to
homotopy where, in the case that the Mi are bonsai, we consider the bonsai morphism complexes.
Proof. The proof is similar to the proof of Proposition 7.27, and is left to the reader. 
Lemma 7.28. Fix weighted module diagonal primitives p∗,∗1 and p∗,∗2 and a weighted module-map
primitive q∗,∗ compatible with p∗,∗1 and p∗,∗2 . Given w-algebras A and B, a w-module MA and a
type DD structure A ,BP , the map
IM ⊠q IP ∶M ⊠p1 P →M ⊠p2 P
is a homotopy equivalence. Further, if p∗,∗1 = p∗,∗2 then IM ⊠q IP is homotopic to the identity map.
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Proof. The proof is essentially the same as the proofs Lemma 3.62 and Corollary 3.63. First, in the
special case that p∗,∗1 = p∗,∗2 and q∗,∗ is the weighted module-map primitive from Lemma 6.48,
IM ⊠q IP is the identity map. The fact that IM ⊠q IP is homotopic to the identity map for
any weighted module-map primitive compatible with p∗,∗1 and p∗,∗1 follows from the facts that
all weighted module-map primitives are homotopic (Lemma 6.41) and homotopic primitives give
homotopic maps (Lemma 7.26). The case that p∗,∗1 ≠ p∗,∗2 then follows from Proposition 7.27. 
Corollary 7.29. Fix strictly unital w-modules M and N , a homomorphism f ∶M → N , and a
type DD structure P such that either P is operationally bounded or M , N , and f are bonsai. If
f is a homotopy equivalence then for any choice of module diagonal primitives and module-map
primitive,
f ⊠q IP ∶M ⊠p1 P →N ⊠p2 P
is a homotopy equivalence.
Proof. This is immediate from Lemma 7.28 and Proposition 7.27. 
7.3.5. Associativity of the box tensor product of weighted morphisms. Similarly to the unweighted
case, given a weighted type DD structure P , strictly unital w-modules M1, M2, N1, and N2, and
morphisms f ∶M1 →M2 and g ∶ N1 → N2, as well as a weighted algebra diagonal Γ∗,∗ , weighted
module diagonals M∗,∗1 and M∗,∗2 compatible with Γ∗,∗, and a weighted module-map diagonal L∗,∗
compatible with M∗,∗1 and M∗,∗2 , Definition 7.10 gives a triple box product[f ⊠ IP ⊠ g]L = (f ⊗L g) ⊠ IP
(under appropriate boundedness assumptions). In the special case that g is the identity map,[f ⊠ IP ⊠ g]L depends only on the partial weighted module-map diagonal induced by L∗,∗. That is,
given a partial weighted module-map diagonal k∗,∗ compatible with M∗,∗1 and M∗,∗2 we can define
(7.30) [f ⊠ IP ⊠ IN ]k = δ
kf kopI
= ∑
n,w≥0Xw12
δn
kn+1,wf (kn+1,w)opI
where kf means that we apply f at the distinguished vertex of (the left tree in) k∗,∗ and kI means
we apply I at the distinguished vertex of (the right tree in) k∗,∗, and we multiply by X12 to the
weight.
Lemma 7.31. If either P is operationally bounded or A , B, Mi, Ni, i = 1,2, and f are bonsai
then Formula (7.30) defines a chain map
Mor(M1,M2)→Mor([M1 ⊠ P ⊠N ]M1 , [M2 ⊠ P ⊠N ]M2).
Moreover, homotopic partial weighted module-map diagonals induce homotopic chain maps. Finally,
if k∗,∗ is induced by a weighted module-map primitive q then [f ⊠ IP ⊠ IN ]k is homotopic to (f ⊠q
IP ) ⊠ IN .
Proof. This is a straightforward adaptation of the proof of Lemma 3.66 to the weighted case, but
we repeat the proof keeping track of the weights and variables. (Nothing surprising happens with
them, either.)
To keep the notation from getting out of hand, we will not indicate which module an m1,0 or
mn,w comes from, as it is determined by whether the operation comes before or after the copy of
k∗,∗. We will also suppress the ops from the notation.
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For the first statement, d[f ⊠ IP ⊠ IN ]k is given by
∑
u,v
Xu+v12
δ
m∗,u m∗,u
δ
k∗,vf k∗,vI
+
δ
m∗,u m∗,u
δ
k∗,vf k∗,vI
+∑
w
Xw12
m1,0
δ
k∗,wf k∗,wI
+ m
1,0
δ
k∗,wf k∗,wI
+
m1,0
δ
k∗,wf k∗,wI +
m1,0
δ
k∗,wf k∗,wI .
From the definition of a partial module-map diagonal, this sum is equal to
∑
w
Xw12
δ
(∂k∗,w)f k∗,wI + δk∗,wf (∂k∗,w)I +
m1,0
δ
k∗,wf k∗,wI
+ m
1,0
δ
k∗,wf k∗,wI
+
m1,0
δ
k∗,wf k∗,wI
+
m1,0
δ
k∗,wf k∗,wI +∑
u,v
Xu+v12
δ
δ
δ
k∗,vf k∗,vI
γ∗,u γ∗,u + δαf (∂α)I + δβf βI
where α,β ∈ JM∗,∗∗ ⊗R F≠2JM∗,∗∗ ⊗R R[Y1, Y2].
Applying Lemma 4.45, this sum is equal to
∑
w
Xw12
δ
k∗,w(df) k∗,wI + δk∗,wf k∗,w(dI) +
δ
δ1
δ
k∗,wf k∗,wI
µ1,0
+
δ
δ1
δ
k∗,wf k∗,wI
µ1,0
136 LIPSHITZ, OZSVÁTH, AND THURSTON
+∑
u,v
Xu+v12
δ
δ
δ
k∗,vf k∗,vI
γ∗,u γ∗,u + δαf (∂α)I + δβf βI .
The second term vanishes because d(I) = 0. The third, fourth, and fifth terms cancel by the type
DD structure relation. (The cancellation happens after factoring out Xv12 from the fifth term. The
third and fourth terms are like special cases where v = 0, if one views γ1,0 as µ1,0⊗ I+ I⊗µ1,0.) The
last term vanishes because the identity map I has In = 0 for n > 1. So, applying Lemma 4.45 to the
second-to-last term we are left with
∑
w
Xw12
δ
k∗,w(df) k∗,wI + δαf α(dI) +
δ
δ1
δ
αf αI
µ1,0
.
Again, the second term vanishes because d(I) = 0 and the third term vanishes because In = 0 for
n ≥ 2. Thus, we are left [(df) ⊠ IP ⊠ IN ]k, as desired.
For the second statement, applying the argument above but with a homotopy ζ of partial module-
map diagonals in place of k gives
∑
w
Xw12d
⎛⎜⎜⎜⎜⎜⎜⎝
δ
ζ∗,wf ζ∗,wI
⎞⎟⎟⎟⎟⎟⎟⎠
=∑
w
Xw12
⎛⎜⎜⎜⎜⎜⎜⎝
δ
ζ∗,w(df) ζ∗,wI
⎞⎟⎟⎟⎟⎟⎟⎠
+ [f ⊠ IP ⊠ IN ]k1 − [f ⊠ IP ⊠ IN ]k2 ,
as desired.
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Finally, if k comes from a primitive q (and mi comes from a primitive pi) then
[f ⊠ IP ⊠ IN ]k = ∑
k,`,u1,...,u`,v
Xu1+⋯+u`+v12 Y v1
p∗,u1
⋮
p∗,uk−1
q∗,ukf
p∗,uk+1
⋮
p∗,u`
δ
⋮
δ
δ
δ
⋮
δ
p∗,u1
⋮
p∗,uk−1
q∗,uk
p∗,uk+1
⋮
p∗,u`
m`,v
I
= (f ⊠q IP ) ⊠ IN ,
as claimed. (This uses the fact that X2 =X12Y1.)
The boundedness assumptions imply that all the sums considered above are finite. 
Corollary 7.32. Fix a module-map primitive q compatible with module diagonal primitives p1 and
p2. Let mi be the module diagonal induced by pi and let ` be any module-map diagonal compatible
with m1 and m2. Then for any A∞-modules M1, M2, and N , type DD structure P , and A∞-
module homomorphism f ∶M1 →M2 (with either P operationally bounded or all the other objects
bonsai), the chain maps [f ⊠ IP ⊠ IN ]`
and (f ⊠q IP ) ⊠ IN
are chain homotopic.
Proof. As in the unweighted case, this is immediate from Lemma 7.31 and the fact that all partial
weighted module-map diagonals are homotopic (Lemma 6.52). 
7.4. Tensor products of homotopy unital weighted algebras and associativity of the
tensor product. Homotopy unital diagonals allow us to define various tensor products:● Given a homotopy unital algebra diagonal uΓ∗,∗ and homotopy unital w-algebras A and B
over k1 and k2, respectively, the tensor product A⊗RB inherits the structure of a homotopy
unital w-algebra A ⊗uΓB over k via the composition
uXn,w∗ uΓ∗,∗ÐÐÐ→ ⊕
w1+w2≤wuX
n,w1∗ ⊗R uXn,w2∗ ⊗R R[Y1, Y2]
µA⊗µBÐÐÐÐ→Mor(A⊗n,A)⊗R Mor(B⊗n,B)→Mor((A⊗B)⊗n,A⊗R B⟪(4 − κ1 − κ2)w⟫).● Similarly, given a homotopy unital module diagonal uM∗,∗ compatible with uΓ∗,∗, and
homotopy unital w-modulesM and N over A and B, the tensor product M ⊗RN inherits
the structure of a homotopy unital w-moduleM ⊗uMN over A ⊗uΓB via the composition
uXM1+n,w∗ uM∗,∗ÐÐÐ→ ⊕
w1+w2≤wuXM
1+n,w1∗ ⊗R uXM1+n,w2∗ ⊗R R[Y1, Y2]
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mM⊗mNÐÐÐÐÐÐ→Mor((M ⊗R N)⊗ (A⊗R B)⊗n,M ⊗N ⟪(4 − κ1 − κ2)w⟫).● Similarly, given a homotopy unital map diagonal uΘn,w compatible with uΓ∗,∗1 and uΓ∗,∗2 ,
as well as homotopy unital algebra maps f ∶ A1 → A2 and g ∶ B1 → B2 there is an induced
tensor product
f ⊗uΘ g ∶ A1 ⊗uΓ1 B1 → A2 ⊗uΓ2 B2.● Similarly, given a homotopy unital module-map diagonal uLn,w compatible with uM∗,∗1 and
uM∗,∗2 , as well as homotopy unital module maps f ∶M1 →M2 and g ∶ N1 →N2 there is an
induced tensor product
f ⊗uL g ∶M1 ⊗uM1 N1 →M2 ⊗uM2 N2.
These homotopy unital tensor product have similar properties to the cases spelled out above:
Theorem 7.33. These tensor products have the following properties:
(1) If f ∶ A1 → A2 and g ∶ B1 →B2 are quasi-isomorphisms then
f ⊗uΘ g ∶ A1 ⊗uΓ1 B1 → A2 ⊗uΓ2 B2.
is a quasi-isomorphism. In particular:
(a) If A1 is quasi-isomorphic to B1 and A2 is quasi-isomorphic to B2, then A1 ⊗uΓ A2 is
quasi-isomorphic to B1 ⊗uΓB2.
(b) If uΓ∗,∗1 and uΓ∗,∗2 are homotopy unital weighted algebra diagonals with the same seed,
then A1 ⊗uΓ1 A2 is isomorphic to A1 ⊗uΓ2 A2.
(2) If A and B are strictly unital weighted algebras and uΓ∗,∗ is a homotopy unital algebra
diagonal extending Γ∗,∗ then the (weakly unital) weighted algebra A ⊗ΓB is the image of
the homotopy unital weighted algebra A ⊗uΓB under the forgetful map. Similar statements
hold for modules, algebra maps, and module maps.
(3) Given homotopy unital module morphisms
M 1
f1Ð→M 2 f2Ð→M 3 N 1 g1Ð→N 2 g2Ð→N 3,
we have (f2 ○ f1)⊗uL13 (g2 ○ g1) ∼ (f2 ⊗uL23 g2) ○ (f1 ⊗uL12 g1)(7.34)
d(f1 ⊗uL12 g1) = (df1)⊗uL12 g1 + f1 ⊗uL12 (dg1).(7.35)
(4) If uL∗,∗1 and uL∗,∗2 are homotopic homotopy unital module-map diagonals then f ⊗uL12 g and
f ⊗uL12 g are homotopic homotopy unital module-maps.
(5) IfM and N are homotopy unital weighted modules then the tensor product of their identity
maps
IM ⊗uL IN ∶M ⊗uM1 N →M ⊗uM2 N
is an isomorphism. Consequently, the tensor product of two homotopy equivalences is a
homotopy equivalence.
Proof. The proof Part (1) is analogous to the proof of Theorem 1.1 or 1.12. Part (2) is immediate
from the definitions. The proofs of Parts (3) and (4) are similar to the proof of Proposition 7.12 (or
Proposition 3.29) and Lemma 3.28. The proof of Part (5) is similar to the proof of Lemma 7.15. 
Theorem 7.36. Let A1, A2, and A3 be homotopy unital w-algebras over k1, k2 and k3, respectively.
Fix homotopy unital algebra diagonals uΓ∗,∗1 and uΓ∗,∗2 . View A1 ⊗uΓ1 A2 as a homotopy unital
weighted algebra over k12 ∶= k1 ⊗R k2, and view A2 ⊗uΓ2 A3 as a homotopy unital weighted algebra
over k23 ∶= k2 ⊗R k3. View k12 as an R[Y1]-algebra by sending Y1 ↦ Y12 ∶= Y1Y2, and view k23 as
an R[Y2]-algebra by sending Y2 ↦ Y23 ∶= Y2Y3. Then there is a homotopy unital isomorphism(A1 ⊗uΓ1 A2)⊗uΓ2 A3 ≅ A1 ⊗uΓ1 (A2 ⊗uΓ2 A3)
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over k1 ⊗R k2 ⊗R k3.
Proof. The proof is similar to the unweighted case, point (A4) in Theorem 1.1. We define a homotopy
unital algebra double diagonal to be a collection of chain maps
uΓn,w ∶ uXn,w∗ → ⊕
w1,w2,w3≤wuX
n,w1∗ ⊗R uXn,w2∗ ⊗R uXn,w1∗ ⊗R R[Y1, Y2, Y3]
which respect composition and so that
uΓ0,0(⊺) = ⊺ ⊗ ⊺ ⊗ ⊺
uΓ1,0(↓) = ↓⊗ ↓⊗ ↓
uΓ2,0(Ψ02) = Ψ02 ⊗Ψ02 ⊗Ψ02.
The seed of uΓ∗,∗ is uΓ0,1. Define a homotopy unital algebra map double diagonal similarly, using
the transformation thorn trees complex. Then:
(1) Both (I⊗uΓ∗,∗2 ∣(Y1,Y2)→(Y2,Y3))○(uΓ∗,∗1 ∣Y2→Y2Y3) and (uΓ∗,∗1 ⊗I)○(uΓ∗,∗2 ∣(Y1,Y2)→(Y1Y2,Y3)) are
homotopy unital algebra double diagonals. Here, the subscripts indicate variable substitu-
tions; for example, (Y1, Y2) → (Y2, Y3) indicates the substitution replacing Y1 by Y2 and Y2
by Y3.
(2) A homotopy unital algebra double diagonal allows one to define a triple tensor product
A1 ⊗R A2 ⊗R A3 and a homotopy unital algebra map double diagonal allows one to define
a triple tensor product of maps f1 ⊗ f2 ⊗ f3.
(3) A triple tensor product of quasi-isomorphisms is a quasi-isomorphism and a triple tensor
product of isomorphisms is an isomorphism. (Both statements use the nondegeneracy con-
dition for the diagonals, and the second statement uses Lemma 4.81.)
(4) Any two homotopy algebra double diagonals with the same seed are related by a homotopy
unital algebra map double diagonal.
(5) The two homotopy unital double diagonals in point (1) have the same seed.
The result follows. 
Corollary 7.37. Let A , B, and C be split unital weighted algebras over k1, k2, and k3, and
Γ∗,∗1 and Γ∗,∗2 weighted algebra diagonals. Let A ⊗Γ1 B be the result of tensoring together A and
B using Γ∗,∗1 as in Definition 7.3 and then making the result strictly unital as in Theorem 4.25.
Similarly, let B ⊗Γ2 C be the result of tensoring together B and C using Γ∗,∗2 and then making the
result strictly unital. View k12 as an R[Y1]-algebra by sending Y1 ↦ Y12 ∶= Y1Y2, and view k23 as
an R[Y2]-algebra by sending Y2 ↦ Y23 ∶= Y2Y3. Then there is an isomorphism
A ⊗Γ1 B ⊗Γ2 C ≅ A ⊗Γ1 B ⊗Γ2 C .
Proof. Fix homotopy unital weighted algebra diagonals uΓ∗,∗i extending Γ∗,∗i . Let F be the forgetful
functor from homotopy unital algebras to ordinary algebras. By Theorem 7.33,F(A ⊗uΓ1 B) ≅ A ⊗Γ1 BF(B ⊗uΓ2 C ) ≅B ⊗Γ2 C .
Let A ⊗uΓ1 B and B ⊗uΓ2 C be strictly unital weighted algebras which are homotopy unitally
isomorphic to A ⊗uΓ1 B and B ⊗uΓ2 C , respectively, the existence of which is guaranteed by
Theorem 4.92. Then F(A ⊗uΓ1 B) ≅ A ⊗Γ1 BF(B ⊗uΓ2 C ) ≅B ⊗Γ2 C .
By Theorems 7.33 and 7.36,(A ⊗uΓ1 B)⊗uΓ2 C ≅ (A ⊗uΓ1 B)⊗uΓ2 C
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≅ A ⊗uΓ1 (B ⊗uΓ2 C )≅ A ⊗uΓ1 B ⊗uΓ2 C .
Applying the forgetful functor and Theorem 7.33 again gives the result. 
Remark 7.38. If we think of Yi as associated to the algebra Ai, then Corollary 7.37 says that the
Y -variable associated to A1 ⊗Γ A2 should be Y12 = Y1Y2. Similarly, a category of weighted type
D structures is associated to a pair (Ai,Xi), and Definition 7.22 implies that these charges should
satisfy X2 = X12Y1 (and similarly X1 = X12Y2). (That is, the 1-sided box tensor product relates
the category of type DD structures associated to (A1 ⊗ΓA2,X12), the category of w-modules over(A1, Y1), and the category of type D structures over (A2,X12Y1).) In particular, this suggests
considering variables satisfying
(7.39) X1Y1 =X2Y2 =X12Y12.
Recall that the grading of Xi is −κi, and of Yi is κi−2. So, all terms in Equation (7.39) have grading−2. (In bordered Floer theory, XiYi will be the variable U , which corresponds in monopole Floer
theory to a generator of H2(CP∞).)
On a related point, if A1P and A2Q are typeD structures then one might try to define an operation
δ1 on P ⊗R Q, making P ⊗R Q into a type DD structure, by δ1 = δ1P ⊗ 1 + 1⊗ δ1Q. It is not hard to
see that the type DD structure relation for this type DD structure would require the charge to be
X2/Y1 =X1/Y2. (Even then, it is not apparent that this operation δ1 satisfies the type DD structure
relation for a general diagonal; a correct, general definition of the external tensor product of two
type D structures, when variables are chosen as above, can be given using a DADD diagonal, as in
Section 3.6.2.)
7.5. The category of type D structures over a homotopy unital algebra and indepen-
dence of the category of type DD structures from the algebra diagonal. We now show
that the A∞-category of type D structures over a homotopy unital weighted A∞-algebra is itself an
(unweighted) homotopy unital category. We start with some definitions.
Definition 7.40. Let A be a homotopy unital weighted A∞-algebra over k and let X ∈ k be an
element acting centrally on every module under consideration. Recall that there is an underlying
weighted A∞-algebra A ′ of A . A type D structure over A with charge X is simply a type D
structure over A ′ with charge X (Definition 4.60).
Remark 7.41. Implicitly, in Definition 7.40, we are assuming that either A ′ is bonsai or the type D
structure is bounded.
Definition 7.42. The unweighted thorn trees complex uXn∗ is the subcomplex uXn,0∗ of the thorn
trees complex (Definition 4.69).
Definition 7.43. A homotopy unital A∞-category C consists of● a collection of objects Ob(C );● for each pair of objects C1, C2, a chain complex MorC (C0,C1); and● for each n ≥ 0 and each sequence C0, . . . ,Cn of objects of C , a chain map
µC ∶ uXn∗ →Mor(MorC (C0,C1)⊗⋯⊗MorC (Cn−1,Cn),MorC (C0,Cn))
so that µC (S ○i T ) = µC (S) ○i µC (T ). (In the special case n = 0, µC ∶ uXn∗ →Mor(C0,C0).)
To define a homotopy unital structure on the category of type D structures, it suffices to define
the unit I1P and the corollas µn1↑⋯↑nk . We distinguish between the maps µA on the underlying
homotopy-unital A∞-algebra and µD for the category of type D structures.
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δ
f1
δ
δ
µ●A
δ
δ
δ
µ●A
δ
f1
δ
δ
g1
δ
µ●A
Figure 47. Examples of homotopy unital compositions on the category of
type D structures. Left: µD(Ψ01↑). Center: µD(Ψ0↑↑). Right: µD(Ψ01↑1)
Definition 7.44. Given a homotopy unital weighted algebra A and a type D structure AP over
A with charge X, with either A bonsai or AP operationally bounded, the identity map of AP is
defined by
I1(x) = 1⊗ x + ∑
n1,n2,w
Xw(µwA ,n1↑n2 ⊗ IP ) ○ δn1+n2(x)
or, graphically,
I1 = + δδ
µ●A
.
(In the formula, IP means the identity map of the vector space P . Also, recall that µ● = ∑n,wXwµwn .)
Convention 7.45. To keep statements simpler, in the rest of this section we will suppress the
boundedness hypotheses. In each case, either the weighted A∞-algebras and weighted A∞-algebra
homomorphisms involved are be required to be bonsai or the weighted type D and DD structures are
required to be operationally bounded.
Definition 7.46. Given a homotopy unital weight algebra A , a corolla Ψwn1↑⋯↑nk with a total of
N = ∑ki=1 ni inputs, a sequence of N +1 type D structures APj with structure map δ1j and charge X,
and type D morphisms φj between them, define the interpretation of the corolla by interspersing an
arbitrary number of δ1j inputs among the inputs to the corolla, as shown by example in Figure 47
and defined formally by
(7.47) µD(Ψn1↑⋯↑nk)(φ1, . . . , φN) =∑
w
Xw
∞∑
m0,...,mN=0
∞∑′
M1,...,Mk=0((µwA ,n1+M1↑n2+M2↑⋯↑nk+Mk ⊗ IPN )○ (I⊗ δmNN ) ○ (I⊗ φN) ○ ⋅ ⋅ ⋅ ○ (I⊗ δm11 ) ○ (I⊗ φ1) ○ δm00 )
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where the sum over the Mi is constrained to make the arrows properly interspersed: we require
k∑
i=1Mi =
N∑
i=0mi
and, for 1 ≤ j ≤ k,
n1+⋅⋅⋅+nj−1∑
i=0 mi ≤
j∑
i=1Mi ≤
n1+⋅⋅⋅+nj∑
i=0 mi.
Proposition 7.48. Fix a weighted A∞-algebra A over k and an element X ∈ R. The structure
maps in Definition 7.46 make the category of type D structures A ,XMod over A with charge X,
where A is a homotopy unital weighted algebra, into a homotopy unital A∞-category.
Proof. We have to check that the map µD defined above is a chain map. We check two special
cases before the general case. First, we check that the identity map of P is a cycle in the morphism
complex, i.e., ∂(µD(⊺)) = µD(∂⊺) = 0. We have
∂(µD(⊺)) =
δ
δ
µ●A
+
δ
δ
δ
δ
µ●A
µ●A
=
δ
δ
δ
δµ
●
A
µ●A
+
δ
δ
δ
δ
µ●A
µ●A
= 0,
The second equality comes from the homotopy unital A∞-algebra relations. The third equality uses
the structure relation for P .
It remains to prove that
∂(µD(Ψn1↑⋯↑nk)) = µD(∂Ψn1↑⋯↑nk).
(Actually, we must prove this identity for any tree, but as usual it suffices to prove it for the basic
building blocks, namely stumps (above) and corollas (here).) The cases Ψ↑1 and Ψ1↑ are slightly
special, since the differential of a 3-valent vertex with one input a thorn has a term corresponding
to erasing that thorn. We check that Ψ↑1 is a chain map; the case of µD(Ψ1↑) is similar. We have(∂(µD(Ψ↑1)))(f) = ∂((µD(Ψ↑1))(f)) + (µD(Ψ↑1))(∂f)
=
δ
δ
δ
f1
δ
δµ
●
A
µ●A
+
δ
δ
δ
f1
δ
δµ
●
A
µ●A
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(µD(∂Ψ↑1))(f) = f1 +
δ
δ
f1
δ
µ●A
+
δ
δ
δ
δ
f1
δ
µ●A
µ●A
.
These are most of the terms coming from the homotopy unital A∞-relation at the µ●A -vertex of
δ
δ
f1
δ
µ●A
.
(The term with just the map f1 corresponds to the case that all of the instances δ are the map
δ0 = I.) The remaining terms coming from this A∞-relation, like
δ
δ
δ
δ
f1
δ
µ●A
µ●A
cancel by the type D structure relation.
The strategy for the remaining cases is similar. We will again show that on the level of operation
trees,
(7.49) ∂(µD(Ψwn1↑⋯↑nk)) + µD(∂Ψwn1↑⋯↑nk)= ∑
mi,Mi
(((µ●A (∂Ψwn1+M1↑...↑nk+Mk) + ∂µ●A (Ψwn1+M1↑...↑nk+Mk))⊗ IPN )
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µD(∂(Ψ1↑1))(f1) =
δ
f11
δ
δ
f12
δ
µ●A
+
δ
f11
δ
δ
δ
δ
f12
δ
µ●A
µ●A
+
δ
δ
f11
δ
δ
δ
f12
δ
µ●A
µ●A
+
δ
f11
δ
δ
δ
f12
δ
δ
µ●A
µ●A
∂(µD(Ψ1↑1)(f1)) =
δ
δ
f11
δ
δ
f12
δ
δ
µ●A
µ●A
µD(Ψ1↑1)(∂f1) =
δ
δ
f11
δ
δ
δ
f12
δ
µ●A
µ●A +
δ
f11
δ
δ
δ
f12
δ
δ
µ●A
µ●A
Figure 48. The generic case of the proof of Proposition 7.48. The case of
µD(Ψ1↑1) is shown. The terms in the first row are of types (1),(A), (1),(C), (2),(F),
and (2),(F). The term in the second row is of types (3),(E). The terms in the third row
are of types (3),(D). The remaining terms obtained from the weighted A∞-relations
cancel by the type D structure relations.
○ (I⊗ δmNN ) ○ (I⊗ φN) ○ ⋅ ⋅ ⋅ ○ (I⊗ δm11 ) ○ (I⊗ φ1) ○ δm00 )+ (terms that vanish by the type D structure relations)
where the sum over the mi andMi is constrained as in Equation (7.47). We will describe the various
terms and how they cancel in pairs; Figure 48 shows an example where terms of all of the kinds
described appear.
In the µD∂ part of the left side of Equation (7.49), from the definition of the differential on uXn∗ ,
we have terms that
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(1) turn a thorn into a stump; or
(2) split the corolla into two corollas.
We also have
(3) terms in ∂µD, i.e., coming from the differential on the space of type D morphisms.
On the right side of Equation (7.49), the terms in ∂µA can be viewed as splittings of a vertex
where one of the vertices involved is 2-valent; we will usually not distinguish these terms from other
types of splittings. Instead, we divide up the terms a different way. When we split a vertex, we
label two resulting vertices as “inner” and “outer”, with the output of the inner vertex feeding into
the outer vertex. We consider what kinds of inputs feed into these two vertices: in addition to the
strand from the inner vertex to the outer vertex, we have δ strands, from one of the δmi terms,
morphism strands from one of the φi, or thorns. Then on the right side we have terms that
(A) turn a thorn into a stump;
or splittings with
(B) only δ strands into the inner vertex;
(C) δ strands and one thorn on the inner vertex;
(D) δ strands and one morphism strand on the inner vertex;
(E) only δ strands on the outer vertex (in addition to the strand from the inner vertex); or
(F) anything else.
(Terms in ∂µA can only appear in types (B) or (E).)
These terms cancel as follows.● Terms of type (1) cancel with terms of type (A) and (C).● Terms of type (B) form relations in the type D structures.● Terms of type (3) cancel with terms of type (D). and (E)● Terms of type (2) cancel with terms of type (F); since a term of type (F) does not fall into
one of the other cases, it must correspond to a valid splitting of the vertex in the differential
on uXn∗ . 
Definition 7.50. Given a homotopy unital A∞-category C , the homology category H∗C of C is
the category with the same objects as C and HomH∗C (X,Y ) =H∗ MornuC (X,Y ), where MornuC (X,Y )
denotes the space of morphisms in the non-unital A∞-category associated to C (by ignoring mor-
phisms with a positive number of thorns or stumps). The identity map in HomH∗C (X,Y ) is the
image of the stump.
Lemma 7.51. Given a homotopy unital A∞-category C , the homology category H∗C is an ordinary
category.
In other words, Lemma 7.51 asserts that a homotopy unital A∞-category is homologically unital.
Proof. We need to check that composition is associative (i.e., (f ○2 g) ○2 h = f ○2 (g ○2 h)) and that
the image of the stump is an identity (i.e., f ○2 IX = IY ○2 f = f). Both are immediate from the
definitions. 
Definition 7.52. Let C and D be a homotopy unital A∞-categories. A homotopy unital functor
F ∶ C → D consists of:● For each object X ∈ Ob(C ), an object F (X) ∈ Ob(D), and● For each sequence of objects X0, . . . ,Xn ∈ Ob(C ), a chain map
F ∶ uJn∗ →Mor(MorC (X0,X1)⊗⋯⊗MorC (Xn−1,Xn),MorD(F (X0), F (Xn)))
so that for S ∈ uXm∗ and T ∈ uJn∗
F (T ○i S) = F (T ) ○i µC (S)
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and for Si ∈ uJmi∗ , i = 1, . . . , n and T ∈ uXn∗ ,
F (T ○ (S1, . . . , Sn)) = µD(T ) ○ (F (S1), . . . , F (Sn)).
Given a homotopy unital functor F ∶ C → D , F restricts to a functor of underlying non-unital
A∞-categories.
Lemma 7.53. Given a homotopy unital functor F ∶ C → D , there is an induced honest functor
F ∶ H∗C →H∗D of ordinary categories.
Proof. Again, this is immediate from the definitions. 
Definition 7.54. A homotopy unital functor F ∶ C → D is a quasi-equivalence if the induced functor
of ordinary categories is an equivalence.
Given strictly unital A∞-categories C , D , an A∞-functor F ∶ C → D is strictly unital if for each
X ∈ Ob(C ), F (IX) = IF (X) and for each X1, . . . ,Xn ∈ Ob(C ), n ≥ 2, and fi ∈ MorC (Xi,Xi+1), if
some fi = IXi then F (fn−1, . . . , f1) = 0. We note the following analogue of Proposition 3.92:
Proposition 7.55. If C and D are strictly unital A∞-categories which are homotopy unitally quasi-
isomorphic then C and D are quasi-isomorphic via a strictly unital functor.
Proof. The proof is similar to the proof of Proposition 3.92 or Theorem 4.92 or [Sei08, Lemma 2.1]
(see also [Sei08, Remark 2.2]) or [LH03, Theorem 3.2.2.1], and is left to the reader. 
Definition 7.56. Fix homotopy unital weighted A∞-algebras A and B over k, an element X ∈ k
acting centrally on A and B, and a homotopy unital homomorphism F ∶ A → B. Then there is a
homotopy unital functor F∗ ∶ A ,XMod→ B,XMod between categories of type D structures with charge
X defined as follows. On objects, F∗ sends a type D structure (P, δ1P ) to the same k-module P with
operation
δ1F∗(P ) = ∞∑
n=0
δnP
F ●n = ∑(n,w)≠(0,0)Xw
δnP
Fwn
.
On sequences of morphisms, F∗ is defined by:
(7.57) F∗(pΨn1↑⋯↑nk)(φ1, . . . , φN) =∑
w
Xw
∞∑
m0,...,mN=0
∞∑′
M1,...,Mk=0((Fwn1+M1↑n2+M2↑⋯↑nk+Mk ⊗ IPN )○ (I⊗ δmNN ) ○ (I⊗ φN) ○ ⋅ ⋅ ⋅ ○ (I⊗ δm11 ) ○ (I⊗ φ1) ○ δm00 )
where as in Equation (7.47) we constrain the sum over Mi to make the arrows properly interspersed.
That is, the map F∗ is obtained by feeding the outputs of the type D structure morphisms into the
corolla, interspersed with an arbitrary number of δ1j outputs, in all ways compatible with the thorns.
(For a graphical representation of a few cases, see Figure 47, and replace the vertex µ●A with F ●.)
Proposition 7.58. Definition 7.56 defines a homotopy unital functor. Further, if F is an isomor-
phism then F∗ is a quasi-equivalence.
Proof. The proof of the first statement is similar to the proof of Proposition 7.48, and is left to the
reader.
For the second statement, it suffices to verify that for each pair of type D structures AP , AQ,
the map
F∗(pΨ1) ∶ Mor(AP,AQ)→Mor(BF∗(P ),BF∗(Q))
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induces an isomorphism on homology; in fact, we will show that if G is the inverse of F then F∗(pΨ1)
is an isomorphism of chain complexes, with inverse given by G∗(pΨ1). (Essential surjectivity of the
map of homology categories induced by F∗ is clear from this and invertibility of F .)
By definition,
F∗(pΨ1)(φ1) =
δ
φ1
δ
F ●
.
Let
F ● = ∞∑
m=1(F ● ⊗⋯⊗ F ●) ∶ ⊕n A⊗n →⊕m B⊗m,
i.e.,
F ● =∑ F ●F ● ⋯ F ●F ● .
The fact that G is the inverse to F implies that the composition
F ●
G●
is the identity map A→ A (and vanishes on A⊗m for m > 1). So,
G∗(pΨ1)(F∗(pΨ1)(φ1)) =
δ
δ
φ1
δ
δ
F ●
F ●
F ●
G●
= φ1 .
So, G∗(pΨ1) ○ F∗(pΨ1) is the identity map of Mor(AP,AQ). Similarly, F∗(pΨ1) ○G∗(pΨ1) is the
identity map of Mor(BF∗(P ),BF∗(Q)). This proves the result. 
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Definition 7.59. Let A and B be homotopy unital A∞-algebras over k1 and k2, X12 ∈ k, and uΓ∗,∗
a homotopy unital algebra diagonal. Then the homotopy unital category of type DD structures over
A and B with charge X12 is the homotopy unital category of type D structures over A ⊗uΓB with
charge X12.
Corollary 7.60. Let A and B be homotopy unital A∞-algebras over k1 and k2 and let X12 ∈ k. Let
uΓ∗,∗1 and uΓ∗,∗2 be homotopy unital algebra diagonals with the same seed. Then the categories of type
DD structures over A and B with charge X12 with respect to uΓ
∗,∗
1 and uΓ
∗,∗
2 are quasi-equivalent.
Proof. By Theorem 7.33, there is a homotopy unital isomorphism A ⊗uΓ1B → A ⊗uΓ2B. So, this
follows from Proposition 7.58. 
We finally reach the goal of this discussion, a result not mentioning homotopy unitality at all:
Theorem 7.61. Given split unital weighted A∞-algebras A and B over k1 and k2, respectively;
X12 ∈ k; weighted diagonals Γ∗,∗1 and Γ∗,∗2 ; and strictly unital weighted algebras Ci isomorphic to
A ⊗Γi B, the (strictly unital) categories of type D structures C1,X12Mod and C2,X12Mod with charge
X12 are quasi-equivalent.
Proof. Let uΓ∗,∗i be a homotopy unital diagonal extending Γ∗,∗i , so A ⊗uΓiB is a homotopy unital
algebra with underlying non-unital algebra A ⊗Γi B. By Theorem 4.92, there is a strictly unital
algebra C′i homotopy unitally isomorphic to A ⊗uΓiB. By Theorem 7.33, A ⊗uΓ1B and A ⊗uΓ2B
are homotopy unitally isomorphic. So, by Proposition 7.58, the categories of type D structures overC′1, A ⊗Γ1B, A ⊗Γ2B, and C′2 are all quasi-equivalent. On the other hand, by Proposition 4.29, Ci
and C′i are strictly unitally quasi-isomorphic, so the categories of type D structures over Ci and C′i
are quasi-equivalent. Thus, the categories of type D structures over C1 and C2 are homotopy unitally
quasi-equivalent. By Proposition 7.55, this, in turn, implies these categories of type D structures
are strictly unitally quasi-equivalent. 
8. The associaplex
The present section provides a geometric interpretation of the chain complex of weighted trees.
Specifically, we define here a CW complex, the weighted associaplex, whose cellular chain complex
is isomorphic to the weighted trees complex Xn,w∗ . In the special case w = 0, the associahedron
serves as such a CW complex (see for example [Dev99]): indeed, the associahedron is a polytope.
For w ≥ 1, however, the weighted associaplex is not a polytope, though its underlying topological
space is homeomorphic to a disk. Although the material here is logically independent of the rest of
the paper, the reader may find this topological perspective useful as motivation.
We start with a brief description of the weighted associaplex, based on the Deligne-Mumford
compactification of the moduli space of points on a disk, and then give a more detailed explanation
using basic complex analysis. Consider the configuration space of w distinct, unordered points in
the interior of D2 and n + 1 points in ∂D2, one of which is distinguished. The Deligne-Mumford
compactification of this space has strata corresponding to disks and spheres glued together at nodes
(which are additional marked points), so that:● at each boundary node, two disks are glued together;● at each interior node either two spheres are glued together, or a sphere is glued to a disk;● smoothing all of the nodes gives a single topological disk (so, for instance, the disks are
glued together according to some tree); and● each sphere has at least 3 special points (marked points or nodes) and each disk has at least
three boundary special points or an interior special point and a boundary special point.
The stratum corresponding to such a configuration is the product over the disks and spheres Σ of
the Deligne-Mumford moduli space of Σ. Then the weighted associaplex with weight w and (n+ 1)
boundary marked points is obtained by collapsing each factor corresponding to a sphere Σ to a
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0
Figure 49. Convergence in the associaplex. Top-left: a sequence of points in
Sym4,4(D). Subsequent terms in the sequence appear in lighter colors. Top-right:
the limit in QT (D). Bottom: the weighted trees corresponding to these strata.
single point. It is straightforward to see that this collapsing respects the gluing between strata.
Roughly, this means that in the associaplex, we do not keep track of the directions in which interior
marked points collide.
Turning to the more detailed description, let H denote the lower half plane {a + bi ∣ a, b ∈ R, b ≤
0} ⊂ C, and let Ho denote its interior. The conformal automorphism group Aut(H) is the group of
affine transformations z → az + b, where a, b ∈ R and a > 0. (Under the conformal identification of
H with the unit disk, this automorphism group corresponds to the set of Möbius transformations
that preserve −i.) Let Symn,w(H) denote the product of the space of order-preserving embeddings{1, . . . , n}↪ R = ∂H with the wth symmetric product of Ho. Our goal is to define, for integers n ≥ 0
and w ≥ 0 with n + 2w ≥ 2, a useful compactification of Qn,w ∶= Symn,w(H)/Aut(H). We call this
compactification the weighted associaplex or just the associaplex.
Strata in the associaplex are indexed by stably-weighted trees. Precisely, let T be a stably-
weighted tree with n inputs and weight w. Let val(v) denote the valence of an internal vertex v
and let w(v) denote the weight of v. The open stratum corresponding to T is
QT ∶= ∏
v∈Vert(T )Q
val(v)−1,w(v).
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The space Qn,w is an open subspace of the quotient of a space of ordered (n+w)-tuples of points,
(8.1) Q̃n,w ⊂ ( n∏
i=1 ∂H) × (
w∏
i=1Ho) ⊂
n+w∏ H,
by Aut(H) and then by the action of the symmetric group on w letters. In defining Q̃n,w we assume
that the n points in the boundary come first in the ordering, and that their ordering induced by R
agrees with the chosen ordering; correspondingly, in Equation (8.1), a point (z1, . . . , zn+w) satisfies
z1 < z2 < ⋯ < zn ∈ R.
We will denote elements of ∏n+wi=1 H with bold letters. Let zi ∈ H denote the ith component of
z ∈ Q̃n,w. We will also consider, for each weighted tree T , the space
Q̃T = ∏
v∈Vert(T ) Q̃
val(v)−1,w(v).
Often, we will find it convenient to work with the one-point compactification H of H. Given a
point p ∈ Ho, let φp ∈ Aut(H) denote the map with φp(p) = −i. Explicitly, if p = a + bi then
φp(z) = a − z
b
.
Let
Φp ∶ n+w∏ H→ n+w∏ H
denote the induced map on the Cartesian product.
Definition 8.2. A tuple of points (z1, . . . , z`) in H, satisfies the slice condition if the following two
properties hold:● ∑`i=1 zi have vanishing real part and● ∑`i=1 ∣zi∣ = `.
If (z1, . . . , z`) contains at least two distinct entries, or one entry which is not real, then there is
a unique p ∈ Ho so that (φp(z1), . . . , φp(z`)) satisfies the slice condition.
Definition 8.3. Given a sequence {z1j }∞j=1 in Ho, a stabilizing sequence {pj}∞j=1 is a sequence in
Ho with the property that the sequence {φpj(z1j )}∞j=1 converges to a point in Ho. Given a sequence{(z1j , z2j )}∞j=1 of pairs of points in H that are required to be distinct if both are on ∂H, a stabilizing
sequence {pj}∞j=1 is a sequence in Ho with the property that {(φpj(z1j ), φpj(z2j ))}∞j=1 converges to pair
of points (z1, z2) in H, which are distinct if both are on ∂H.
Any sequence {z1j }∞j=1 in Ho has a stabilizing sequence: let pj = z1j . For pairs of points, we have
the following:
Lemma 8.4. A sequence {(z1j , z2j )}∞j=1 of pairs of points in H that are distinct if they are both in
∂H has a subsequence that admits a stabilizing sequence.
Proof. For each j, choose qj so that for (φqj(z1j ), φqj(z2j )) satisfies the slice condition. By compact-
ness of the unit ball in H, we can find a subsequence of {(φqj(z1j ), φqj(z2j ))}∞j=1 that converges to a
pair of points (z1, z2) in H that also satisfy the slice condition. 
Lemma 8.5. If {pj}∞j=1 and {qj}∞j=1 are two stabilizing sequences for the same sequence {zj}∞j=1 with
zj ∈ Ho or for the same sequence {(z1j , z2j )}∞j=1 of pairs of points in H, then φpj ○ (φqj)−1 converges
to some automorphism of H.
Proof. Suppose that {pj}∞j=1 and {qj}∞j=1 are stabilizing sequences for the same sequence of pairs{(z1j , z2j )}∞j=1. It suffices to consider the case that {qj}∞j=1 is the stabilizing sequence from the proof
of Lemma 8.4; i.e. (φqj(z1j ), φqj(z2j )) satisfies the slice condition for each j. Replacing zkj with
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φqj(zkj ) for k = 1,2, we can assume that the pair (z1j , z2j ) satisfies the slice condition and φqj = I for
all j.
Suppose first that {pj}∞j=1 converges to a point p ∈ H. If p ∈ Ho, then {φpj}∞j=1 → φp. If p /∈ Ho,
we claim that {pj}∞j=1 is not a stabilizing sequence. Specifically, if p =∞, then it is easy to see that
either
lim
j→∞φpj(z1j ) = limj→∞φpj(z2j ) ∈ R ∪∞.
(The limit is real when {pj}∞j=1 converges.) Suppose next that p ∈ ∂H. If p ≠ limj→∞ φpj(zkj ) for
k = 1,2, then it is easy to see that φpj(zkj )→∞.
Finally, if the sequence {pj}∞j=1 has more than one limit point then the argument above shows
that each limit point must be in Ho and, since the sequence {(φpj(z1j ), φpj(z2j ))}∞j=1 converges, in
fact all the limit points must be the same.
A similar argument applies in the case where {pj}∞j=1 and {qj}∞j=1 are stabilizing sequences for
the same sequence {zj}∞j=1 with zj ∈ Ho. 
A stable configuration is a point in ∏w+nH that either contains at least one component in the
interior of H or at least two components that are distinct points on the boundary. Fix a sequence{zj}∞j=1 in Q̃n,w. A stabilizing sequence for {zj}∞j=1 is a sequence {pj}∞j=1 of points in Ho, with the
following properties:● The sequence of points {Φpj(zj)}∞j=1 converges to some point z ∈∏n+wH.● The limit point z is a stable configuration.
Elements z that arise as lim{Φpj(zj)}∞j=1 for some choice of stabilizing sequence {pj}∞j=1, are called
stable limits.
Call two stabilizing sequences for {zj}∞j=1 equivalent if limj→∞ Φpj(zj) and limj→∞ Φqj(zj) differ
by Aut(H) or, more precisely, if there is a ψ ∈ Aut(H) inducing a map Ψ on ∏n+wH such that
Ψ( lim
j→∞Φpj(zj)) = limj→∞Φqj(zj).
We denote the equivalence class of a stabilizing sequence {pj}∞j=1 by ⟦{pj}∞j=1⟧.
Definition 8.6. Fix a sequence of points {zj}∞j=1 in Q̃n,w. Let {pj}∞j=1 be any stabilizing sequence{pj}∞j=1 for {zij}∞j=1, for some i ∈ {n + 1, . . . , n + w}, or for {(zij , zkj )}∞j=1 for some pair of i, k ∈{1, . . . , n+w}. The sequence {zj}∞j=1 is called pre-convergent if for any {pj}∞j=1 as above, {Φpj(zj)}∞j=1
converges in ∏n+mH.
We will show that each pre-convergent sequence in Q̃n,w converges to a well-defined limit point
in Q̃T for some tree T .
Lemma 8.7. Let {zj}∞j=1 be a sequence in Q̃n,w, suppose {pj}∞j=1 and {qj}∞j=1 are two stabilizing
sequences for {zj}∞j=1, and suppose one of the following two conditions holds:● For some i ∈ {1, . . . , n +w}, limj→∞ φpj(zij) and limj→∞ φqj(zij) both lie in Ho; or● There are two distinct i, k ∈ {1, . . . , n + w} so that limj→∞ φpj(zij) and limj→∞ φpj(zkj ) are
two distinct points in ∂H, as are limj→∞ φqj(zij) and limj→∞ φqj(zkj ).
Then, {pj}∞j=1 and {qj}∞j=1 are equivalent.
Proof. This follows from Lemma 8.5. 
Definition 8.8. The input set of a stabilizing sequence {pj}∞j=1, denoted I({pj}∞j=1), is the set of
i ∈ {1, . . . , n+w} with the property that the sequence {φpj(zij)}∞j=1 converges to some point in H (i.e.,
the sequence does not diverge to infinity).
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Lemma 8.9. Let {pj}∞j=1 and {qj}∞j=1 be two stabilizing sequences for some sequence {zj}∞j=1, and
suppose that there is r ∈ ∂H so that (at least) one of the following two conditions holds:● for some i ∈ I({pj}∞j=1),
(8.10) lim
j→∞φpj(zij) ∈ Ho and limj→∞φqj(zij) = r● for some i, k ∈ I({pj}∞j=1),
(8.11) lim
j→∞φpj(zij) ≠ limj→∞φpj(zkj ); and limj→∞φqj(zij) = limj→∞φqj(zkj ) = r.
Then, for all ` ∈ I,
(8.12) lim
j→∞φqj(z`j) = r.
Thus, any two stabilizing sequences with the same input set are equivalent.
Proof. Write φqj ○ (φpj)−1(z) = ajz + bj . Either of the conditions from Equations (8.10) and (8.11)
implies that {aj}∞j=1 → 0 and {bj}∞j=1 → r, which in turn implies that if {φpj(zj)}∞j=1 converges in H,
then {φqj ○ (φpj)−1(zj)}∞j=1 → r, verifying Equation (8.12).
Suppose the input set I for {pj}∞j=1 is contained in the input set J of {qj}∞j=1, but the sequences
are inequivalent. Then, by Lemma 8.7, at least one of the two conditions from Equations (8.10)
and (8.11) holds. Equation (8.12) and the definition of a stable configuration ensures that I is a
proper subset of J . 
Corollary 8.13. There are only finitely many different equivalence classes of stabilizing sequences
for a given sequence {zj}∞j=1.
Proof. There are only finitely many possible input sets and, by Lemma 8.9, the equivalence class of
a stabilizing sequence is determined by its input set. 
Lemma 8.14. Let {zj}∞j=1 be a pre-convergent sequence and {qj}∞j=1 be a stabilizing sequence for a
subsequence {znj}∞j=1. Then, there is a stabilizing sequence {pj}∞j=1 for {zj}∞j=1 with the same input
set as {qj}∞j=1.
Proof. Suppose that {qj}∞j=1 is a stabilizing sequence for {znj}∞j=1. This means we can find either
some i ∈ {n + 1, . . . , n +w} so that {φqj(zinj)}∞j=1 converges to a point in Ho, or we can find distinct
i, k ∈ {1, . . . , n + w} so that {(φqj(zinj), φqj(zknj))}∞j=1 converges to a pair of distinct points in ∂H.
Let {pj}∞j=1 be a stabilizing sequence for {zij}∞j=1 (in the first case) or for {(zij , zkj )}∞j=1 (in the second
case). Lemma 8.5 shows that {qnj}∞j=1 and {pnj}∞j=1 are equivalent sequences. In particular, they
have the same input sets. For a pre-convergent sequence, the input set of a stabilizing sequence{pj}∞j=1 is the same as the input set of any of its subsequences. 
Lemma 8.15. Suppose that {qj}∞j=1 is a stabilizing sequence for some sequence {zj}∞j=1 in Q̃n,w,
and fix r ∈ ∂H with the property that
I = {i ∈ {1, . . . , n +w} ∣ lim
j→∞φqj(zij) = r}
contains at least two elements in {1, . . . , n} (i.e., for which zij ∈ ∂H) or at least one element of{n + 1, . . . , n + w} (i.e., for which zij ∈ Ho). Then there is a subsequence {znj}∞j=1 which has a
stabilizing sequence {pj}∞j=1 whose input set is I. In particular, if the original sequence {zj}∞j=1 is
pre-convergent, then there is another stabilizing sequence with input set I.
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Proof. For each j, let Ij = {zij ∣ i ∈ I}. Choose tj so that φtj(Ij) satisfies the slice condition. By
compactness of the unit ball in H, we can find a subsequence {tnj}∞j=1 = {pj}∞j=1 that is a stabilizing
sequence for {znj}∞j=1. Let J be the input set of {qj}∞j=1. By construction, I ⊆ J . By Lemma 8.9,
J ⊆ I; so J = I. The final statement in the lemma now follows from Lemma 8.14. 
Lemma 8.16. Let {zj}∞j=1 be a pre-convergent sequence in Q̃n,w. Given i ∈ {1, . . . , n} (i.e., for
which zij ∈ ∂H), there is a stabilizing sequence {pj}∞j=1 with the property that for all k ≠ i with
k ∈ {1, . . . , n +w},
(8.17) lim
j→∞φpj(zij) ≠ limj→∞φpj(zkj ).
Moreover, {pj}∞j=1 is uniquely characterized up to equivalence by that property.
Proof. To construct the desired stabilizing sequence, we argue as follows. Let P be the set of
equivalence classes of stabilizing sequences whose input set contains i.
First, we argue that P is non-empty. Consider the sequence {tj}∞j=1 so that (φtj(z1j ), . . . , φtj(zn+wj ))
satisfies the slice condition. As in the proof of Lemma 8.15, this has a subsequence that is a stabi-
lizing sequence for a subsequence of {zj}∞j=1 with input set {1, . . . , n+w}. Lemma 8.14 now gives a
stabilizing sequence for all of zj with input set {1, . . . , n +w}.
Next, given v1, v2 ∈ P, we declare v1 ≺ v2 if the input set of v1 is contained in the input set of
v2. This induces a partial ordering on the elements of P. Lemma 8.15 implies that any element⟦{pj}∞j=1⟧ of P that is minimal with respect to this ordering satisfies Equation (8.17) for all k ≠ i.
For uniqueness, we argue as follows. Let {pj}∞j=1 and {qj}∞j=1 be stabilizing sequences satisfying
the hypothesis, with input sets I and J respectively. Then, we can find k ∈ I with
lim
j→∞φpj(zij) ≠ limj→∞φpj(zkj ),
and ` ∈ J so that
lim
j→∞φqj(zij) ≠ limj→∞φqj(z`j).
Choose a stabilizing sequence {sj}∞j=1 so that (φsj(zij), φsj(zkj ), φsj(z`j)) satisfies the slice condition.
By the slice condition, at least two of
lim
j→∞φsj(zij), limj→∞φsj(zkj ), and limj→∞φsj(z`j)
are distinct. If
(8.18) lim
j→∞φsj(zij) ≠ limj→∞φsj(zkj ),
then by Lemma 8.7, {pj}∞j=1 and {sj}∞j=1 are equivalent. In particular, ` ∈ I; so Equation (8.17) (for
k = `) gives limj→∞ φpj(zij) ≠ limj→∞ φpj(z`j). By Lemma 8.7, we conclude that {pj}∞j=1 is equivalent
to {qj}∞j=1, provided Equation (8.18) holds. An analogous argument proves that {pj}∞j=1 and {qj}∞j=1
are equivalent when Equation (8.18) is replaced by
lim
j→∞φsj(zij) ≠ limj→∞φsj(z`j).
This completes the proof. 
Fix a pre-convergent sequence {zj}∞j=1. Construct a weighted planar graph T as follows. The
vertices of T correspond to equivalence classes of stabilizing sequences for {zj}∞j=1. The weight of
a vertex is the number of i ∈ {n + 1, . . . , n + w} with the property that {φpj(zij)}∞j=1 converges to
some point in Ho. The edges of T coming into a vertex ⟦{pj}∞j=1⟧ correspond to the distinct q ∈ ∂H
that arise as limit points of {φpj(zij)}∞j=1. The planar ordering of the edges into each vertex is the
one induced by the ordering of these points in R. The input edges into T whose endpoint is at the
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vertex ⟦{pj}∞j=1⟧ correspond to i for which limj→∞ φpj(zij) ∈ ∂H is distinct from all limj→∞ φpj(zkj )
for all k ≠ i. For each edge pointing into the vertex ⟦{pj}∞j=1⟧ that is not an input edge, Lemma 8.15
constructs the other endpoint of that edge.
Orient the edges of T from the vertex with smaller input set to the one with larger input set.
Definition 8.19. An increasing path is a path between two vertices of T obtained by juxtaposing
edges oriented so that the input set is always increasing.
Lemma 8.20. Let {zj}∞j=1 be a pre-convergent sequence, and let T be the associated weighted graph
as above. Let v1 and v2 be two vertices of T whose stabilizing sequences have input sets I and J
respectively, with I ⊂ J . Then, there is a unique increasing path from v1 to v2.
Proof. The construction and proof of uniqueness is inductive on ∣J ∖ I ∣. If I = J , the sequences are
equivalent by Lemma 8.7 and the path is necessarily trivial. Otherwise, Lemma 8.9, provides an
r ∈ R so that for all i ∈ I, φqj(xij) = r. This clearly determines the final edge e in any increasing path
from {pj}∞j=1 to {qj}∞j=1, since all other edges into ⟦{qj}∞j=1⟧ point from vertices that do not contain
I in their input set. Lemma 8.15 supplies the initial endpoint ⟦{sj}∞j=1⟧ of the edge e. The inductive
hypothesis constructs uniquely the path from {pj}∞j=1 to {sj}∞j=1; the desired path is obtained by
appending the edge e. 
Proposition 8.21. For a pre-convergent sequence {zj}∞j=1, the associated weighted graph T is a
finite, planar tree with n inputs, weight w, and with no valence two, weight-0 internal vertices.
Proof. Corollary 8.13 ensures that T has finitely many vertices. Orient each edge from v1 = ⟦{qj}∞j=1⟧
to v2 = ⟦{pj}∞j=1⟧ if the input set of v1 is properly contained in the input set of v2. If I(v1) ⊂ I(v2)
then Lemma 8.20 constructs an oriented path from v1 to v2, and that path is unique.
The trunk vertex τ (i.e., the predecessor to the root) is the vertex whose input set is all of{1, . . . , n + w}, which can be realized by the stabilizing sequence that achieves the slice condition
for (z1j , . . . , zn+wj ). Lemma 8.20 gives a path from any vertex to this trunk vertex; thus, the graph
is connected. Uniqueness of the path, together with Lemma 8.16, shows that each input points into
a unique internal vertex, and ensures that the graph is a tree.
The stability condition eliminates the possibility of valence two, weight-0 internal vertices.
To verify that the total weight is w, observe that for any i so that {zij}∞j=1 has zij ∈ Ho for all j,
the sequence {zij}∞j=1 is a stabilizing sequence. By Lemma 8.7, any other stabilizing sequence such
that {φpj(zij)}∞j=1 converges to some point in Ho is equivalent to this stabilizing sequence, so there
is a unique vertex where {zij}∞j=1 contributes to the weight.
The fact that the tree has n inputs follows from Lemma 8.16. Any ordering of the edges into
each vertex gives a tree a planar structure so, in particular, the ordering specified above does. It is
immediate from the construction that the induced ordering of the inputs agrees with the ordering
1, . . . , n. 
Having identified the stratum T that a pre-convergent sequence {zj}∞j=1 converges to, we explain
how to find the actual limit point. Each vertex v ∈ Vert(T ) corresponds to an equivalence class
of stabilizing sequence {pj}∞j=1. Thought of as points in ∏w+nH, the sequence φpj(zj) converges
to some zv ∈ Q̃w+n(H), exactly val(v) − 1 many components of which are distinct points on ∂H.
Thus, it represents a point in Q̃val(v)−1,w(v). Clearly, if {qj}∞j=1 is equivalent to {pj}∞j=1, then φqj(zj)
represents the same point modulo the action of Aut(H). Extracting such limits for all vertices v,
we obtained the promised configuration z ∈ Q̃T .
Let
(8.22) X̃n,w = ⋃
T ∈Tn,w Q̃
T .
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Given a vertex v of T , let piv ∶ Q̃T → Q̃val(v)−1,w(v) denote projection. Define a sequence {zj}∞j=1
in Q̃T to be convergent if for each vertex v of T , the sequence {piv(zj)}∞j=1 is pre-convergent. The
limit of such a convergent sequence {zj}∞j=1 has underlying tree T ′ obtained by splicing in the tree
for lim{piv(zj)}∞j=1 at the vertex v (for each v), and the limit of {zj}∞j=1 in Q̃T ′ is given by the
limits of the points {piv(zj)}∞j=1 in the obvious way. Finally, call an arbitrary sequence {zj}∞j=1 in
X̃n,w convergent if the intersection of {zj}∞j=1 with each stratum Q̃T is either finite or a convergent
sequence, and all of these convergent sequences converge to the same limit.
A topological space X is sequentially Hausdorff if any convergent sequence in X has a unique
limit.
Proposition 8.23. The above notion of convergence gives the point set
X̃n,w = ⋃
T ∈Tn,w Q̃
T
the structure of a sequentially compact, sequentially Hausdorff topological space. Further, the topol-
ogy on each subspace Q̃T is the standard topology on the open disk.
Proof. We first show that X̃n,w is sequentially Hausdorff, i.e., that any convergent sequence as
defined above has a unique limit. It follows that the convergent sequences induce a topology on
X̃n,w. We then verify that this topology is sequentially compact.
For a pre-convergent sequence in Q̃n,w, the above construction gives a tree T and a unique limit
point in Q̃T . In particular, convergent sequences in Q̃n,w have unique limits. This implies imme-
diately that any convergent sequence contained in a single open stratum has a unique limit. Since
the limit of a sequence that intersects several open strata is the common limit of the subsequences
in each stratum, such a sequence also has a unique limit.
Now, define a topology on X̃n,w by declaring that a subset C ⊂ X̃n,w is closed if every sequence{zj}∞j=1 ⊂ C which converges to a point z ∈ X̃n,w has z ∈ C. It is immediate from the construction
that ∅ and X̃n,w are closed and that arbitrary intersections of closed sets are closed. The fact that
finite unions of closed sets are closed follows from sequential Hausdorffness and the fact that, for
our collection of convergent sequences, a subsequence of a convergent sequence converges. It also
follows from the fact that subsequences of convergent sequences are convergent that U ⊂ X̃n,w is
open (i.e., X̃n,w ∖ U is closed) if and only if every sequence which converges to a point in U is
eventually contained in U .
To prove this topology is sequentially compact, we need to show that if {zj}∞j=1 is any sequence in
Q̃n,w, then it has a pre-convergent subsequence. For each {i, k} ⊂ {1, . . . , n+w}, Lemma 8.4 gives a
stabilizing sequence {pj}∞j=1 for {(zij , zkj )}∞j=1. By compactness of H, there is a subsequence so that{Φpnj (znj)}∞j=1 converges in ∏n+w(H). Similarly, for each i ∈ {n+1, . . . , n+w}, there is a stabilizing
sequence {pj}∞j=1 for {zij}∞j=1 (which we can take to be pj = zij). Again, we can find a subsequence
so that {Φpnj (znj)}∞j=1 converges in ∏n+w(H). Take a common subsequence of the {zj}∞j=1 over the
finitely many choices for {i, k} ⊂ {1, . . . , n + w} and i ∈ {n + 1, . . . , n + w}. This is pre-convergent
because by Lemma 8.5, any other stabilizing sequence for {zj}∞j=1 is equivalent to one of the finitely
many stabilizing sequences considered above.
Finally, we show that the subspace topology on Q̃T agrees with the standard topology on the
open disk. If U is open in Q̃T as a subspace of X̃n,w, so U = V ∩ Q̃T where V ⊂ X̃n,w is some open
set, then any sequence in Q̃T which converges to a point in U is eventually contained in U , hence
U is open in the standard topology on Q̃T ≅ Ddim(T ). Conversely, if U is open in the standard
topology then let V be the union of U and all of the open strata whose closures strictly contain U
(i.e., all Q̃S where T is obtained by inserting edges in S). It is immediate from the definition of
convergence that V is open. Hence, U is open in the subspace topology. 
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Let T ∈ Tn,w. Let E be a subset of the internal edges of T and let KE(T ) ∈ Tn,w be the tree
obtained from T by contracting all the edges in E. Let (0,∞)E denote the set of maps from E to(0,∞).
Lemma 8.24. Given any T ∈ Tn,w and any subset E of the internal edges of T , there is a map
ϕ ∶ (0,∞)E × Q̃T → Q̃KE(T )
which is a homeomorphism onto its image and which extends continuously to a map
ϕ ∶ (0,∞]E × Q̃T → X̃n,w
which is also a homeomorphism onto its image, with the property that ϕ{∞}E×Q̃T is the inclusion of
Q̃T ⊂ X̃n,w.
Proof. For E = Edge(T ), we write a formula for ϕ. The case that E is a proper subset of Edge(T )
is obtained by applying this formula to each sub-tree spanned by the edges in E.
A point in (0,∞)E × Q̃T can be thought of as consisting of a pair:● A function r ∶ E → (0,∞);● For each vertex v, a tuple (z(v)i ) ∈∏i∈I(v)H satisfying the slice condition.
Note that z(v)i ∈ ∂H unless i ∈ {n+ 1, . . . , n+w} and v is the vertex which is furthest from the trunk
vertex τ , among all vertices containing i in their input set.
The image under ϕ of such a pair (r, (z(v)i )v∈Vert(T ), i∈I(v)) is an (n + w)-tuple of points in H
whose ith component is defined as follows. Let v1, . . . , v` be the vertices with the property that
i ∈ I(vj); order v1, . . . , v` = τ in decreasing distance to the output; i.e. I(v1) ⊂ ⋅ ⋅ ⋅ ⊂ I(v`). Then the
ith component is given by
(8.25) zi = `∑
j=1
⎛⎝z(vj)i / `−1∏k=j r(ek)⎞⎠ ,
where ek is the edge from vk to vk+1.
We consider next the case where all the {rj(ek)}∞j=1 → ∞, to verify that the limit ϕ(rj , q) as
j →∞ is the inclusion of Q̃T ⊂ X̃n,w. For such sequences with zi is as in Equation (8.25), we have
that limj→∞ zi = z(τ)i . This shows that the {zj}∞j=1 is a sequence which has (z(τ)i )i∈I(τ) as a stable
limit. Next, we can pick any edge e that points into the trunk vertex, and let v1 denote its other
vertex on e. Observe that k = z(τ)i is a real number that is independent of the choice of i ∈ I(v1).
Choose λj ∈ Aut(H) defined by λj(z) = (z − k)rj(e). It is easy to see that
lim
j→∞λj(zi) = ⎧⎪⎪⎨⎪⎪⎩
z
(v1)
i if i ∈ I(v1)∞ otherwise,
exhibiting (z(v1)i )i∈I(v1) as a stable limit. Proceeding in a similar manner for other vertices, we can
find stable limits realizing (z(v)i )i∈I(v) for all vertices v, verifying that ϕ{∞}E×Q̃T is the inclusion of
Q̃T ⊂ X̃n,w.
To check that ϕ is injective, fix a tree T , and let E = Edge(T ). We construct a continuous map
ψT ∶ Q̃n,w → Q̃T
as follows. The input to ψT is an element z = (z1, . . . , zn+w) ∈ Q̃n,w. Fix a vertex v of T , with
d incoming edges e1, . . . , ed and weight ω. For j = 1, . . . , d, the edge ej into v corresponds to a
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non-empty subset Sj of the input set I(v). Define (Z1, . . . , Zd+ω) ∈ ∏d+ωi=1 H, as follows. Let ∣Sj ∣
denote the number of elements in Sj , and let
Zj = ∑
i∈Sj
Re(zi)∣Sj ∣ .
If k is any of the remaining elements d + 1, . . . , d + ω of the input set for v let
Zk = zk.
The v component of ψT (z) is the element (z(v)1 , . . . , z(v)d+ω) ∈ Q̃d,ω satisfying the slice condition
that is in the same Aut(H)-orbit as (Z1, . . . , Zd+ω). Letting v vary, we obtain the desired element
ψT (z1, . . . , zn+w) ∈ Q̃T .
We claim that ψT (ϕ(r, q)) = q. To verify this identity, we argue as follows. Fix a vertex v
for the tree T . Let Sk ⊂ I(v) be the set coming from a parent vertex of v. Equation (8.25)
specifies the components of ϕ(r, q). Each zi is a sum of terms, which are of the following three
kinds: terms involving z(vj)i , where I(vj) ( I(v); the term involving z(vj)i with vj = v; and the
terms involving z(vj)i with I(vj) ) I(v). We call the contributions of the first kind ancestral
contributions; the contribution of v the contemporary contribution; and terms of the third kind
descendant contributions. Observe that the descendant contributions are all the same, independent
of i ∈ I(v), and each contribution is real. We denote the sum of these contributionsK. Next, observe
that in the definition of Zj , the ancestral contributions cancel, because of the slice condition on the
parents. Finally, for each of the Sj ⊂ I(v), the contemporary contribution to zi is independent of the
choice of i ∈ Sj . Let d denote the number of inputs to v and ω denote the weight of v. Comparing
the labels {1, . . . , n + w} of the factors of Q̃n,w with the labels {1, . . . , d + ω} of the corresponding
factors of Q̃d,ω in Q̃T specifies a surjection
{1, . . . , n +w} ⊃ I(v) ΠÐ→ {1, . . . , d + ω}.
Let σ be a section of Π. For any j ∈ {1, . . . , d}, we have that
(8.26) Zj = z(v)σ(j)
R
+K,
where R is the product of r(e) over all edges from v to the trunk vertex (in particular, it is
independent of j). For j ∈ {d + 1, . . . , d + ω}, there are no ancestral contributions, and j is uniquely
determined by σ(j); Equation 8.26 holds for such j, as well. It follows that Aut(H) orbit of(Z1, . . . , Zd+ω) contains (z(v)σ(1), . . . , z(v)σ(d+ω)). Since this holds for all v ∈ T , it follows that q =
ψT (ϕ(r, q)).
To show ϕ is injective, we extract the function r from the element of ϕ(r, q). We determine r on
all edges inductively on the distance from the edge to the trunk vertex. Specifically, suppose that
e1, . . . , e` is an oriented path of edges to the trunk vertex, connecting vertices v1, . . . , v`+1 = τ . By
stability, there is some i so that z(v1)i ≠ 0. For that choice of i, Equation (8.25) determines r(e1)
uniquely in terms of the real numbers r(e2), . . . , r(e`), the complex numbers z(v1)i , . . . , z(v`)i and zi.
Note that, for i = 1, . . . , `, z(vi) are specified by q = ψT (ϕ(r, q)), and zi a component of ϕ(r, q).
Since ϕ is an injective map between Euclidean spaces of the same dimension, it follows from
Invariance of Domain [Hat02, Theorem 2B.3] that ϕ is a homeomorphism onto its image.
By construction, ϕ has the property that if F ⊂ E, then ϕ((0,∞)F × {∞}E∖F × Q̃T ) ⊂ Q̃KF (T ).
Indeed, the restriction of ϕ to (0,∞)F ×{∞}E∖F ×Q̃T is the Cartesian product of the maps obtained
by applying ϕ to the various components of T ∖ (E ∖ F ).
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It follows that ϕ takes the boundary of (0,∞]E×Q̃T to the boundary of X̃n,w; and the description
of ϕ in terms of ϕ shows that this map, too, is a homeomorphism onto its image. By construction,
ϕ∣(∞)E×Q̃T is the inclusion map of Q̃T into X̃n,w. 
Corollary 8.27. The space X̃n,w is second-countable and Hausdorff, hence a topological manifold-
with-boundary, the boundary of which is
(8.28) ∂X̃n,w = ⋃
T ∈Tn,w∖{Ψwn }Q
T .
Further, X̃n,w is compact.
Proof. Lemma 8.24 gives a countable (in fact, finite) open cover of X̃n,w by open subsets of(0,∞]n+2w−2. Hence, X̃n,w is second-countable and locally Euclidean (in the sense of manifolds
with boundary), and the boundary of X̃n,w is given by Equation (8.28).
By Proposition 8.23, X̃n,w is sequentially Hausdorff. For locally Euclidean spaces, sequential
Hausdorffness implies Hausdorffness. Indeed, given points z and z′, fix Euclidean charts around z
and z′. If the balls B1/n(z) and B1/n(z′) intersect for all n, there is a sequence {zn}∞j=1 in their
intersection converging to both z and z′; so z = z′ by sequential Hausdorffness.
For manifolds-with-boundary, compactness is equivalent to sequential compactness, which again
was verified in Proposition 8.23. 
Let
Xn,w = X̃n,w/Sw,
the quotient by the symmetric group action permuting the labels of the interior marked points.
Proposition 8.29. The space Xn,w is a compact manifold-with-boundary, the boundary of which is
(8.30) ∂Xn,w = ⋃
T ∈Tn,w∖{Ψwn }Q
T .
Proof. First we verify that Xn,w is locally Euclidean, i.e., locally modeled on open subsets of[0,1)n+2w−2. Recall that the symmetric product Symk(D2) is homeomorphic to D2k. It follows
that the interior of each QT is homeomorphic to an open ball. By Lemma 8.24, a neighborhood of
the interior of each QT in X̃n,w is given by Q̃T × (0,∞]k. The action of the symmetric group on the(0,∞]k-factor is trivial: the group acts by permuting components of Q̃T (each of which is a ball)
and by acting on each component. Hence, the quotient space Xn,w is locally Euclidean.
The space X̃n,w is compact and the equivalence relation induced by the Sw-orbits is a closed subset
of X̃n,w × X̃n,w. Hence, the quotient space Xn,w is Hausdorff (see, e.g., [Lee11, Theorem 4.57]). Of
course, compactness is inherited by quotients, so by Proposition 8.23, Xn,w is compact. Similarly,
second countability is inherited by quotients which are manifolds (see, e.g., [Lee11, Proposition
3.56]). Hence Xn,w is a manifold with boundary. Since the action of Sw respects the decomposition
in Equation (8.28) and, for each stratum of the boundary and each edge, the action of Sw respects the
local collar neighborhoods from Lemma 8.24, the boundary of Xn,w is given by Equation (8.30). 
We will use the following folklore result:
Lemma 8.31. If X is an n-dimensional compact topological manifold-with-boundary whose interior
is homeomorphic to an open ball then X is homeomorphic to a closed ball.
Proof. It follows from Lefschetz duality that Hi(X,∂X) = 0 for i < n and Hn(X,∂X) ≅ Z. Hence,
the long exact sequence for the pair (X,∂X) shows that ∂X is a homology sphere. By the topological
collar neighborhood theorem [Hat02, Proposition 3.42] (see also [Bro62,Con71]), the boundary of X
has a collar neighborhood. It follows that ∂X is simply-connected, since Euclidean space is simply-
connected at infinity. Thus, ∂X is a homotopy sphere. By the topological generalized Poincaré
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conjecture [New66,Fre82,Per02,Per03b,Per03a] we obtain a homeomorphism from ∂X to a sphere.
Further, the collar neighborhood gives an embedding of X into the interior of X, i.e., into Rn. So,
it follows from Brown’s Schoenflies theorem [Bro60] that X is a closed ball. 
Theorem 8.32. The space Xn,w is homeomorphic to a closed ball, expressed as a CW complex
whose k-dimensional cells QT correspond to trees T ∈ Xn,wk with k = n + 2w − 2, and whose cellular
chain complex is identified with Xn,w∗ (over Z).
Proof. We prove by induction on the dimension n+ 2w − 2 that Xn,w is a CW complex and that its
cellular chain complex is Xn,w∗ . For the base cases (n,w) ∈ {(2,0), (0,1)}, Xn,w is a single point.
For the inductive step, by Proposition 8.29 and the inductive hypothesis, Equation (8.30) ex-
presses ∂Xn,w as a CW complex, with cells corresponding to the trees T ∈ Tn,w ∖ {Ψwn }, and whose
differential is identified with the corresponding subcomplex of Xn,w∗ . Since the interior of Xn,w is
an open ball, Lemma 8.31 implies that Xn,w is homeomorphic to a closed ball. In particular, the
topological collar neighborhood theorem then implies that Xn,w is a CW complex.
Finally, we verify that the cellular chain complex of Xn,w is isomorphic to Xn,w∗ . Of course,
both Ccell∗ (Xn,w) and Xn,w∗ have generating sets in bijection with the stably weighted trees with
n inputs and weight w. To verify the complexes are isomorphic we start by determining the signs
in the identification between the generating sets. Fix arbitrarily an orientation of the (open) top-
dimensional cell D of Xn,w. For any other QT , fix an ordering ω of the e internal edges of T , i.e.,
an orientation of T in the sense of Section 5.1. By Lemma 8.24, this ordering induces an inclusion(0,∞)e×QT ↪D. The chosen orientation of D and the standard orientation of (0,∞)e then induce
an orientation of QT . If we change ω by an even (respectively odd) permutation then this orientation
is unchanged (respectively changed). Hence, we obtain a well-defined map Ccell∗ (Xn,w) ≅Ð→ Xn,w∗ ,
sending the generator corresponding to T with orientation induced by ω to (T,ω).
We must verify that this isomorphism is a chain map. From the description of the strata of Xn,w,
QT
′
appears in the topological boundary of QT if and only T is obtained from T ′ by collapsing an
internal edge e. Fix such T , T ′, and e, and let ω be an orientation of T . Then e∧ω is an orientation
of T ′. If we use ω to orient QT and e ∧ ω to orient QT ′ then, by Lemma 8.24 (taking E = {e}), the
edge e contributes 1 to the coefficient of QT
′
in the cellular boundary of QT . This agrees with the
differential on Xn,w∗ (Equation (5.1)), proving the result. 
9. On boundedness
The conditions of being bonsai or bounded is used in the following places:● For the typeD (respectivelyDD) structure equation to make sense (Definitions 4.60 and 7.18),
we need the algebra(s) to be bonsai or the type D (or DD) structure to be operationally
bounded.● Similarly, to define the morphism complexes between type D (respectively DD) structures
and the composition maps on them (Section 4.7 and Definition 7.18), we need the algebra(s)
to be bonsai or the type D (or DD) structure to be operationally bounded.● For the box tensor products to be well-defined:
– For the box tensor product of a module and a type D structure to be defined, and an
A∞-bifunctor, either the module must be bonsai or the type D structure operationally
bounded (Lemmas 4.67 and 4.68).
– For the triple box tensor product [MA ⊠APBop ⊠BopN ]M (Definition 7.21 and Theo-
rem 1.16) to be well-defined, either the algebras and modules must be bonsai or the type
DD structure must be operationally bounded. (This is a special case of the previous
point.)
– For the one-sided box tensor productM ⊠pP to be defined (Definition 7.22 and Propo-
sition 7.23), either the algebras and module must be bonsai or the type DD structure
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must be operationally bounded. Further, in the latter case, the resulting type D struc-
ture is operationally bounded.
– For associativity of the box tensor product (Proposition 7.23), either all the algebras
and modules involved must be bonsai or the type DD structure must be operationally
bounded.
– For functoriality of the one-sided box tensor products (Lemma 7.26 and Proposi-
tion 7.27), either the type DD structure must be operationally bounded or the algebras,
modules, and module morphisms must be bonsai.
– For associativity of the box tensor product of morphisms (Lemma 7.31 and Corol-
lary 7.32), again either the type DD structure must be operationally bounded or the
algebras, modules, and module morphism must be bonsai.
Further, these conditions need to satisfy:● The (external) tensor product of two bonsai weighted algebras, modules, algebra homomor-
phisms, or module morphisms is bonsai (Lemmas 7.5 and 7.9).● A weakly unital bonsai algebra is isomorphic to a strictly unital bonsai algebra via a bonsai
isomorphism (Theorem 4.25 and Proposition 4.29).● A weakly unital bonsai module is isomorphic to a strictly unital bonsai module via a bonsai
isomorphism (Theorem 4.50).● The complex of bonsai morphisms between strictly unital bonsai modules is homotopy equiv-
alent to the subcomplex of strictly unital bonsai morphisms (Proposition 4.52).
For our application to bordered Floer theory, we will need to weaken these hypotheses slightly.
Definition 9.1. Let A = (A,{µwn }) be a weighted A∞-algebra. A filtration of A is a sequence of
subspaces A = F0A ⊃ F1A ⊃ F2A ⊃ ⋯ of A so that if ai ∈ FmiA, i = 1, . . . , n then
µwn (a1, . . . , an) ∈ Fm1+⋯+mnA.
The algebra A is complete with respect to the filtration F if the vector space A is complete with
respect to F .
A filtration of a weighted A∞-module M over a filtered, weighted A∞-algebra A is a sequence of
subspaces M = F0M ⊃ F1M ⊃ ⋯ so that if x ∈ Fm0M and ai ∈ FmiA then
µw1+n(x, a1, . . . , an) ∈ Fm0+⋯+mnM.
The module M is complete with respect to the filtration if the underlying vector space M is.
If (A ,F) and (B,F) are filtered weighted A∞-algebras then a homomorphism f ∶ A → B is
filtered if for all a1, . . . , an ∈ A with ai ∈ FmiA,
fwn (a1, . . . , an) ∈ Fm1+⋯+mnB.
If (M ,F) and (N ,F) are filtered weighted A∞-modules over (A ,F) then a morphism f ∶M →
N is filtered if for all x ∈ Fm0M and ai ∈ FmiA we have
fw1+n(x, a1, . . . , an) ∈ Fm0+⋯+mnN.
It is immediate from the definitions that the filtered morphisms form a subcomplex Mor((M ,F), (N ,F))
of Mor(M ,N ). Note also that if T is a stably weighted tree with n inputs and (A ,F) is a filtered
A∞-algebra then it follows from the definitions that
µ(T ) ∶ Fm1A⊗⋯⊗FmnA→ Fm1+⋯+mnA
(and similar statements for modules, homomorphisms, and morphisms).
Example 9.2. If A is a weighted A∞-algebra over the power series ring F2[[U]], and A is a finitely-
generated free module over F2[[U]], then there is a U -power filtration on A , Fm = UmA, and A
is complete with respect to this filtration.
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Observe that if (A ,F) is a filtered weighted A∞-algebra then each quotient A/FmA inherits
the structure of a weighted A∞-algebra A /FmA ; and if (M ,F) is a filtered weighted A∞-module
over (A ,F) then each quotientM/FmM inherits the structure of a weighted A∞-moduleM /FmM
overA /FmA . Homomorphisms (respectively morphisms) of filtered weighted algebras (respectively
modules) induce homomorphisms (respectively morphisms) of these quotients
Definition 9.3. ● A filtered weighted A∞-algebra (A ,F) is filtered bonsai if A is complete
with respect to F and each quotient A /FmA is bonsai.● A filtered weighted A∞-module (M ,F) over a filtered bonsai (A ,F) is filtered bonsai if M
is complete with respect to F and each M /FmM is bonsai.● A filtered homomorphism f ∶ (A ,F)→ (B,F) between filtered bonsai weighted A∞-algebras
is filtered bonsai if the induced map A /FmA →B/FmB is bonsai for each m.● A filtered morphism f ∶ (M ,F) → (N ,F) between filtered bonsai weighted A∞-modules is
filtered bonsai if the induced map M /FmM →N /FmN is bonsai for each m.
Definition 9.4. A weighted type D or DD structure with charge X over a filtered weighted A∞-
algebra (A ,F) is filtered operationally bounded if the operation δn vanishes for all sufficiently large
n and the action of X on A /FmA is nilpotent for each m (i.e., for each m there exists an N so
that for n > N and any a ∈ A, Xn ⋅ a ∈ FmA).
Lemma 9.5. If (A = (A,{µwn }),F) and (B = (B,{νwn }),F) are filtered bonsai algebras then
so is A ⊗Γ B. The analogous statement holds for filtered bonsai modules, filtered bonsai algebra
homomorphisms, and filtered bonsai module morphisms.
Proof. We explain the case of filtered bonsai algebras; the remaining cases are similar. Define the
filtration on A⊗R B by declaring thatFn(A⊗R B) = ∑
p+q=nFp(A)⊗R Fq(B).
To see this defines a filtration on A ⊗ΓB, note that if T is a stably weighted trees with n inputs
then µ⊗Γ ν(T ) is a linear combination of pairs of trees with n inputs, so defines a map(Fp1A⊗⋯⊗FpnA)⊗R(Fq1B⊗⋯⊗FqnB)→ (Fp1+⋯+pnA)⊗R(Fq1+⋯+qnB) ⊂ Fp1+⋯+pn+q1+⋯+qn(A⊗RB).
For each m and p, the composition
(A⊗R B)⊗n µn(T )ÐÐÐ→ (A⊗R B)→ (A⊗R B)/Fm(A⊗R B)→ (A/FpA)⊗R (B/Fm−pB)
vanishes for dim(T ) sufficiently large. It follows that for each m, the map
(A⊗R B)⊗n µn(T )ÐÐÐ→ (A⊗R B)→ (A⊗R B)/Fm(A⊗R B)
vanishes for dim(T ) sufficiently large. Hence, A ⊗ΓB is filtered bonsai, as desired. 
The results about unitality also hold in the filtered bonsai case:
Lemma 9.6. The bonsai statements in Theorem 4.25, Proposition 4.29, Theorem 4.50, and Propo-
sition 4.52 hold for filtered bonsai weighted algebras, modules, and algebra homomorphisms, and
module morphisms.
Proof. We explain (briefly) the case of Theorem 4.25; the other cases are similar. If suffices to check
that each modification of the weighted operations respects the filtration, and the induced map of
quotients A/FmA is bonsai. The first statement follows from the fact that each φvn and ψvn used
to perform the modification is filtered, and composition of filtered maps are filtered. The second
follows from the fact that the new multiplication is a linear combination of operation trees for the
old multiplication of the same dimension, with some inputs 1. 
162 LIPSHITZ, OZSVÁTH, AND THURSTON
Proposition 9.7. Throughout this paper, the hypothesis of being bonsai can be replaced by the
hypothesis of being filtered bonsai, and the hypothesis of being operationally bounded can be replaced
by the hypothesis of being filtered operationally bounded.
Proof. This is straightforward, and is left to the reader. 
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Appendix A. Terms in diagonals
For the reader’s convenience, we include the first few terms in the weighted diagonals of various
types introduced in the text. To save space, we draw weight-0 vertices without the circle labelled 0.
A weighted algebra diagonal Γ∗,∗.
A weighted module diagonal M∗,∗ compatible with Γ∗,∗.
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A weighted module diagonal primitive p∗,∗ compatible with Γ∗,∗ and inducing M∗,∗.
A weighted module-map diagonal L∗,∗ compatible with M∗,∗ and M∗,∗.
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A weighted module-map primitive q∗,∗ compatible with p∗,∗ and p∗,∗.
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A weighted (algebra) map diagonal Θ∗,∗ compatible with Γ∗,∗ and Γ∗,∗.
A weighted DADD diagonal r∗,∗ compatible with Γ∗,∗ and Γ∗,∗.
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Appendix B. A convention of tables
Object Notation Definition Terms Use
Associahedron diagonal Γn, γn 2.13, 2.16 Fig. 3 Tensor product of A∞-algebras, definition
of DD structure.
Module diagonal Mn, mn 2.22 Fig. 3 Tensor product of A∞-modules, triple box
tensor product.
Module diagonal primi-
tive
pn 2.29 Fig. 7 One-sided box tensor product.
Multiplihedron diagonal Θn, θn 2.44 Fig. 10 Tensor product of morphisms of A∞-
algebras.
Module-map diagonal Ln, `n 2.48 Fig. 12 Tensor product of morphisms of A∞-
modules.
Module-map primitive qn 2.55 Fig. 13 One-sided box product of identity map of
a DD structure with a morphism of A∞-
modules.
Partial module-map di-
agonal
kn 2.62 Tensor product of a morphism of A∞-
modules with the identity map of another
A∞-module.
Weighted algebra diago-
nal
Γn,w, γn,w 6.4, 6.6 Fig. 35 Tensor product of w-algebras, definition
of weighted DD structure.
Weighted module diago-
nal
Mn,w, mn,w 6.19 Fig. 38 Tensor product of w-modules, triple box
tensor product of a weighted DD struc-
ture and two w-modules.
Weighted module diago-
nal primitive
pn,w 6.29 Fig. 39 One-sided box tensor product of a
weighted DD structure and a w-module.
Weighted map diagonal Θn,w, θn,w 6.14, 6.16 Fig. 37 Tensor product of morphisms of w-
algebras.
Weighted module-map
diagonal
Ln,w, `n,w 6.39 Fig. 40 Tensor product of morphisms of w-
modules.
Weighted module-map
primitive
qn,w 6.42 Fig. 41 One-sided box product of identity map of
a DD structure with a morphism of A∞-
modules.
Partial weighted module-
map diagonal
kn,w 6.49 Tensor product of a morphism of w-
modules with the identity map of another
w-module.
Table 1. Things and their uses.
Convention Summary
2.1, 6.1 Tensor products in Sections 2 and 6 are over R by default.
3.1, 7.1 The ground ring notation in Sections 3, 4, 7. Tensor products over k by default.
2.2 Terminology for trees.
2.7 Cellular chain complex are with R-coefficients.
3.2 Grading shifts.
3.39 Boundedness hypotheses for type D structures.
4.3 Weighted A∞-algebras are uncurved.
4.51 Modules over strictly unital weighted algebras assumed strictly unital.
7.45 Boundedness hypotheses suppressed in the rest of this section.
Table 2. Table of conventions, to help the reader find which conventions are in force.
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