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Abstract
The study of limit points of eigenvalues of adjacency matrices of graphs was initiated by Hoffman [A.J.
Hoffman, On limit points of spectral radii of non-negative symmetric integral matrices, in: Y. Alavi et al.
(Eds.), Lecture Notes Math., vol. 303, Springer-Verlag, Berlin, Heidelberg, New York, 1972, pp. 165–172].
There he described all of the limit points of the largest eigenvalue of adjacency matrices of graphs that are
no more than
√
2 + √5. In this paper, we investigate limit points of Laplacian spectral radii of graphs. The
result is obtained: Let ω = 13
(
3√19 + 3√33 + 3√19 − 3√33 + 1), β0 = 1 and βn (n  1) be the largest
positive root of
Pn(x) = xn+1 − (1 + x + · · · + xn−1)
(√
x + 1)2 .
Let αn = 2 + β
1
2
n + β−
1
2
n . Then
4 = α0 < α1 < α2 < · · ·
are all of the limit points of Laplacian spectral radii of graphs smaller than limn→∞ αn = 2 + ω + ω−1(=
4.38+).
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1. Introduction
Let G = (V ,E) be an undirected finite graph without loops or multiple edges. Having chosen
a fixed ordering v1, v2, . . . , vn of the set V , let d(vi) denote the degree of vi ∈ V (G), (i =
1, 2, . . . , n), and D(G) = diag(d(v1), . . . , d(vn)) the diagonal matrix of vertex degrees. The
matrix L(G) = D(G) − A(G) is called the Laplacian matrix of the graph G, where A(G) denotes
the adjacency matrix of the graph G. It is well known that L(G) is positive semidefinite symmetric
and singular. Moreover, if G is connected then L(G) is irreducible. Denote its eigenvalues by
μ1(G)  μ2(G)  · · ·  μn(G) = 0,
which are always enumerated in non-increasing order and repeated according to their multiplicity.
We call μk(G) the kth largest Laplacian eigenvalue of the graph G. In particular, the largest
eigenvalue of L(G) is called the Laplacian spectral radius of the graph G, denoted by μ(G). If
v ∈ G, let Lv(G) be the principal submatrix of L(G) formed by deleting the row and column
corresponding to vertex v.
Let v be a vertex of the graph G. If there exists a path P : vv1v2 · · · vk in G such that d(v1) =
d(v2) = · · · = d(vk−1) = 2 and d(vk) = 1, then we say P is an end path of the graph G.
The characteristic polynomial of a square matrix B is denoted by (B) = det(xI − B). In
particular, if B = L(G), we write (L(G)) by (G) for convenience.
According to Hoffman’s definition for the limit point of eigenvalues of adjacency matrices of
graphs, we give a similar definition of the limit point of Laplacian eigenvalues of graphs.
A real number r is said to be a limit point of the kth largest Laplacian eigenvalue of graphs if
there exists a sequence {Gn} of graphs such that
μk(Gi) /= μk(Gj ), i /= j and lim
n→∞ μk(Gn) = r.
In particular, if k = 1, then we say r is a limit point of Laplacian spectral radii of graphs.
The limit points of eigenvalues of adjacency matrices of graphs were much more thoroughly
investigated in the past than that of Laplacian eigenvalues. The reader is referred to [2,9,12], etc.
Recently, some authors have paid attention to limit points of Laplacian eigenvalues of graphs, see
[5,10]. In this paper, we will study limit points of Laplacian spectral radii of graphs.
2. Preliminaries
In this section, we list some known results which will be used in the next section. Let G be a
graph and G′ = G + e the graph obtained from G by inserting a new edge e into G.
Lemma 2.1 [3]. The Laplacian eigenvalues of G and G′ interlace, that is
μ1(G
′)  μ1(G)  μ2(G′)  μ2(G)  · · ·  μn(G′) = μn(G) = 0.
From Lemma 2.1, we immediately have the following
Corollary 2.1. If G1 is a subgraph of G, then we have μ(G1)  μ(G).
Lemma 2.2 [1]. Let G be a graph. Then
μ(G)  max{d(vi) + d(vj ) : vivj ∈ E}.
If G is connected, then equality holds if and only if G is a bipartite graph and the degree is
constant on each class of vertices.
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Lemma 2.3 [4]. If G1 is a proper subgraph of a connected bipartite graph G, then we have
μ(G1) < μ(G).
Lemma 2.4 [11]. Let G be a connected graph on n vertices with at least one edge, then μ(G) 
(G) + 1, where (G) is the maximum degree of the graph G, with equality if and only if
(G) = n − 1.
An internal path of a graph G is a sequence of vertices v1, v2, . . . , vk with k  2 such that:
(1) The vertices in the sequence are distinct (except possibly v1 = vk);
(2) vi is adjacent to vi+1, (i = 1, 2, . . . , k − 1);
(3) The vertex degrees d(vi) satisfy d(v1)  3, d(v2) = · · · = d(vk−1) = 2 (unless k = 2) and
d(vk)  3.
Lemma 2.5 [7]. Let G be a connected bipartite graph and uv an edge on an internal path of G.
Let G′ be a graph obtained from G by subdividing the edge uv. Then we have μ(G′) < μ(G).
Lemma 2.6 [7]. Let G be a connected bipartite graph and uv an edge on an internal path of G.
Let G′ be the graph obtained from G by subdividing the edge uv into three new edges. Then we
have μ(G′) < μ(G).
Lemma 2.7 [7]. Let v be a vertex in a connected graph G and suppose that 2 new paths (with equal
length k) Pi : vvikvi(k−1) · · · vi1 (i = 1, 2) are attached to G at v, respectively, to form a new
graph G′, where vik, vi(k−1), . . . , vi1 (i = 1, 2) are distinct new vertices. Let G′′ = G′ + v11v21.
Then we have
μ(G′) = μ(G′′).
3. Main results
In order to obtain the desired result, we need to consider the characteristic polynomial of the
Laplacian matrix of a graph.
Lemma 3.1 [6]. Let G1 and G2 be two vertex-disjoint graphs, and G the graph obtained from
G1 and G2 by joining a vertex u of the graph G1 to a vertex v of the graph G2 by an edge. Then
(G) = (G1)(G2) − (G1)(Lv(G2)) − (G2)(Lu(G1)).
Corollary 3.1 [7]. Let G1,G2, . . . ,Gs,G be s + 1 vertex-disjoint graphs, vi a vertex of Gi (i =
1, 2, . . . , s), and v a vertex of G. Let Ms be a graph obtained from G1,G2, . . . ,Gs and G by
joining vertex v to vertices v1, v2, . . . , vs, respectively. Then
(Ms) = (G)
s∏
i=1
((Gi) − (Lvi (Gi)))
− (Lv(G))
s∑
i=1
(Gi)
s∏
j=1
j /=i
((Gj ) − (Lvj (Gj ))).
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Let Bn be the matrix of order n obtained from L(Pn+1) by deleting the row and column
corresponding to some end vertex of the path Pn+1 with n + 1 vertices, and Hn be the matrix
of order n obtained from L(Pn+2) by deleting the rows and columns corresponding to two end
vertices of Pn+2.
Lemma 3.2 [8]. Set (P0) = 0,(B0) = 1,(H0) = 1. We have
(1) x(Bn) = (Pn+1) + (Pn);
(2) (Pn+1) = (x − 2)(Pn) − (Pn−1) (n  1);
(3) (Pn) = x(Hn−1) (n  1);
(4) (Cn) = 1x(Pn+1) − 1x(Pn−1) + 2(−1)n+1 (x /= 0).
Corollary 3.2. Let H(Cn;P1) be the graph obtained from a cycle Cn and an isolated vertex by
joining some vertex of Cn to the isolated vertex. We have
(H(Cn;P1)) = (x − 1)(Cn) − (Pn).
Proof. From Lemma 3.1 and (3) of Lemma 3.2, we have
(H(Cn;P1)) = (x − 1)(Cn) − x(Hn−1)
= (x − 1)(Cn) − (Pn). 
Lemma 3.3. Let a = x−2+
√
x2−4x
2 , b = x−2−
√
x2−4x
2 . Then we have
(Pn) = x√
x2 − 4x (a
n − bn).
Proof. We employ induction on n. If n = 0, 1, the result is obvious. Suppose that n  2. From
(2) of Lemma 3.2 and induction, we have
(Pn) = (x − 2)(Pn−1) − (Pn−2)
= x(x − 2)√
x2 − 4x (a
n−1 − bn−1) − x√
x2 − 4x (a
n−2 − bn−2)
= x√
x2 − 4x ((x − 2)a
n−1 − an−2 − (x − 2)bn−1 + bn−2)
= x√
x2 − 4x (a
n − bn). 
Corollary 3.3. (Bn) = 1√
x2−4x (a
n+1 + an − bn+1 − bn).
Proof. From Lemmas 3.2 and 3.3, we have
(Bn) = 1
x
(Pn+1) + 1
x
(Pn) = 1√
x2 − 4x (a
n+1 + an − bn+1 − bn). 
Theorem 3.1. Let Hv(G;Pn) be the graph obtained from two vertex-disjoint graphs G and Pn
by joining some vertex v of G to an end vertex of Pn. We have
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(1) limn→∞ μ(Hv(G;Pn)) = rv(G) exists and rv(G)  4. In particular, if G is a bipar-
tite graph, then rv(G) is the limit point of Laplacian spectral radii of graph sequence
{Hv(G;Pn)}.
(2) If rv(G) > 4, then rv(G) is the largest root of the equation
x + √x2 − 4x
2x
(G) − (Lv(G)) = 0.
Proof. We first prove that (1) holds. From Lemma 2.2, we have
μ(Hv(G;Pn))  2(Hv(G;Pn)).
From Corollary 2.1, we have
μ(Hv(G;Pn))  μ(Hv(G;Pn+1)).
Thus from the above two inequalities, limn→∞ μ(Hv(G;Pn)) = rv(G) exists. If Hv(G;Pn) is
a path, then it is well known that rv(G) = 4 (see [1]); otherwise, we have from Lemma 2.4 that
rv(G) > 4.
If G is a bipartite graph, then from Lemma 2.3, we have
μ(Hv(G;Pn)) < μ(Hv(G;Pn+1)).
Thus rv(G) is the limit point of Laplacian spectral radii of graph sequence {Hv(G;Pn)}.
Secondly, we prove that (2) holds. From Lemma 3.1, we have
(Hv(G;Pn)) = (Pn)((G) − (Lv(G))) − (G)(Bn−1)
= (Pn)
(
(G) − (Lv(G)) − (G)(Bn−1)
(Pn)
)
.
From Lemma 3.3 and Corollary 3.3, we have for x > 4 (which implies that a > 1 and b =
1
a
< 1)
lim
n→∞
(Bn−1)
(Pn)
= lim
n→∞
an + an−1 − bn − bn−1
x(an − bn)
= lim
n→∞
1 + 1
a
− ( b
a
)n − 1
a
(
b
a
)n−1
x
(
1 − ( b
a
)n)
= 1 +
1
a
x
= x −
√
x2 − 4x
2x
. (3.1)
Thus, we have
lim
n→∞
(
(G) − (Lv(G)) − (G)(Bn−1)
(Pn)
)
= (G) − (Lv(G)) − (G)x −
√
x2 − 4x
2x
= x +
√
x2 − 4x
2x
(G) − (Lv(G)).
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Since rv(G) > 4, we conclude that rv(G) is the largest positive root of the following equation:
lim
n→∞
(
(G) − (Lv(G)) − (G)(Bn−1)
(Pn)
)
= 0.
(2) follows. 
Corollary 3.4. Let G = K1,2, a star on three vertices, and v the center of K1,2 in Theorem 3.1
to form a graph Hv(K1,2;Pn). Let H ′v(K1,2;Pn) be the graph obtained from Hv(K1,2;Pn) by
adding a new edge between the two pendant vertices of Hv(K1,2;Pn) which adjacent to v. Then
we have
lim
n→∞ μ(Hv(K1,2;Pn)) = limn→∞ μ(H
′
v(K1,2;Pn)) = 2 +
√
5 = 4.236 + .
Proof. From (1) of Theorem 3.1, limn→∞ μ(Hv(K1,2;Pn)) exists. From Lemma 2.4, it is easy
to see that μ(Hv(K1,2;P2)) > 4. Then limn→∞ μ(Hv(K1,2;Pn)) > 4. And since
(K1,2) = x(x − 1)(x − 3) and (Lv(K1,2)) = (x − 1)2,
from (2) of Theorem 3.1, we have limn→∞ μ(Hv(K1,2;Pn)) is the largest root of the following
equation:
x + √x2 − 4x
2x
(K1,2) − (Lv(K1,2)) = 0,
that is
x + √x2 − 4x
2
(x − 1)(x − 3) − (x − 1)2 = 0.
By direct computation, it is easy to see that the largest root of the above equation is 2 + √5.
Thus we have
lim
n→∞ μ(Hv(K1,2;Pn)) = 2 +
√
5.
Furthermore, we have from Lemma 2.7 that
lim
n→∞ μ(H
′
v(K1,2;Pn)) = 2 +
√
5. 
Let ω = 13
(
3
√
19 + 3√33 + 3
√
19 − 3√33 + 1
)
.
Corollary 3.5. Let H(Cg;Pn) be the graph obtained from a cycle Cg with length g (g  4) and
a path Pn by joining some vertex, say v of Cg, to an end vertex of Pn. Then we have
lim
n→∞ μ(H(Cg;Pn)) > 2 + ω + ω
−1 = 4.38 + .
Proof. From (1) of Theorem 3.1, limn→∞ μ(H(Cg;Pn)) exists.
Without loss of generality, we distinguish the following two cases:
Case 1. g = 4. It is easy to compute that
μ(H(C4;P1)) ≈ 4.4812 > 2 + ω + ω−1.
The result follows by Corollary 2.1.
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Case 2. g  5. Let H(P5;P2) be the graph obtained from two paths P5 and P2 by joining the
middle vertex of P5 to a vertex of P2. It is easy to compute that
μ(H(P5;P2)) = 3 +
√
2 > 2 + ω + ω−1.
The result follows by Corollary 2.1. 
Theorem 3.2. Let v be a vertex of a graph G, and Hv(G;Pn, Pn) be the graph obtained from G
and two new paths Pn by joining vertex v to vertices v1 and v2, respectively, where v1 is an end
vertex of one Pn and v2 is an end vertex of another Pn. We have
(1) limn→∞ μ(Hv(G;Pn, Pn)) = r ′v(G) exists and r ′v(G)  4. In particular, if G is a bipar-
tite graph, then r ′v(G) is the limit point of Laplacian spectral radii of graph sequence
{Hv(G;Pn, Pn)}.
(2) If r ′v(G) > 4, then r ′v(G) is the largest positive root of the following equation:
x + √x2 − 4x
4x
(G) − (Lv(G)) = 0.
Proof. By reasoning similar to that of (1) of Theorem 3.1, (1) of Theorem 3.2 holds.
Now we prove (2) holds. From Corollary 3.1, we have
(Hv(G;Pn, Pn)) = (G)((Pn) −(Bn−1))2 − 2(Lv(G))(Pn)((Pn) −(Bn−1))
= 2(Pn)
[
(G)
(
1 − (Bn−1)
(Pn)
)2
− 2(Lv(G))
(
1 − (Bn−1)
(Pn)
)]
.
From Eq. (3.1), we have for x > 4
lim
n→∞
(
(G)
(
1 − (Bn−1)
(Pn)
)2
− 2(Lv(G))
(
1 − (Bn−1)
(Pn)
))
= (G)
(
x + √x2 − 4x
)2
4x2
− (Lv(G))x +
√
x2 − 4x
x
= x +
√
x2 − 4x
x
(
x + √x2 − 4x
4x
(G) − (Lv(G))
)
.
Since r ′v(G) > 4, we conclude that r ′v(G) is the largest positive root of the equation:
lim
n→∞
(
(G)
(
1 − (Bn−1)
(Pn)
)2
− 2(Lv(G))
(
1 − (Bn−1)
(Pn)
))
= 0.
Thus (2) holds. 
Corollary 3.6. Let G = P2 and v be some vertex of P2 in Theorem 3.2. Then we have
lim
n→∞ μ(Hv(P2;Pn, Pn)) = 2 + ω + ω
−1 = 4.38 + .
Furthermore, 2 + ω + ω−1 is the limit point of Laplacian spectral radii of graph sequence
{Hv(P2;Pn, Pn)}.
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Proof. From (1) of Theorem 3.2, limn→∞ μ(Hv(P2;Pn, Pn)) exists. From Lemma 2.4, it is
easy to see that μ(Hv(P2;P2, P2)) > 4. Then from Lemma 2.3, limn→∞ μ(Hv(P2;Pn, Pn)) >
4. And since (P2) = x(x − 2) and (Lv(P2)) = (x − 1), from (2) of Theorem 3.2, we have
limn→∞ μ(Hv(P2;Pn, Pn)) is the largest root of the following equation:
x + √x2 − 4x
4
(x − 2) − (x − 1) = 0,
that is
x3 − 6x2 + 8x − 4 = 0.
It is easy to show that the largest positive root of the above equation is 2 + ω + ω−1. Thus we
have limn→∞ μ(Hv(P2;Pn, Pn)) = 2 + ω + ω−1.
Since P2 is a bipartite graph, from (1) of Theorem 3.2, 2 + ω + ω−1 is the limit point of
Laplacian spectral radii of graph sequence {Hv(P2;Pn, Pn)}. 
Corollary 3.7. Let H(Cn;P1) be the graph defined in Corollary 3.2. Then we have
lim
n→∞ μ(H(Cn;P1)) = 2 + ω + ω
−1.
Proof. In order to prove the result, we only need to prove that
lim
k→∞ μ(H(C2k+1;P1)) = limk→∞ μ(H(C2k;P1)) = 2 + ω + ω
−1.
From Lemma 2.7 and Corollary 3.6, we have
lim
k→∞ μ(H(C2k+1;P1)) = limk→∞ μ(H(P2;Pk, Pk)) = 2 + ω + ω
−1.
In the following, we only need to prove that
lim
k→∞ μ(H(C2k;P1)) = 2 + ω + ω
−1.
From Lemmas 2.4 and 2.5, we have
μ(H(C2k;P1)) > μ(H(C2k+1;P1)) > 4.
Thus, from Lemma 2.6, we have limk→∞ μ(H(C2k;P1)) exists and
lim
k→∞ μ(H(C2k;P1))  limk→∞ μ(H(C2k+1;P1)) = 2 + ω + ω
−1 > 4.
From Corollary 3.2 and (4) of Lemma 3.2, we have
(H(C2k;P1)) = (x − 1)(C2k) − (P2k)
= (x − 1)
[
1
x
(P2k+1) − 1
x
(P2k−1) + 2(−1)2k+1
]
− (P2k)
= x − 1
x
(P2k)
[
(P2k+1)
(P2k)
− (P2k−1)
(P2k)
− 2
(P2k)
− x
x − 1
]
.
From Lemma 3.3, we have for x > 4
lim
k→∞
[
(P2k+1)
(P2k)
− (P2k−1)
(P2k)
− 2
(P2k)
− x
x − 1
]
= a − 1
a
− x
x − 1
=
√
x2 − 4x − x
x − 1 .
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Since limk→∞ μ(H(C2k;P1)) > 4, we conclude that limk→∞ μ(H(C2k;P1)) is the largest
root of the following equation:
lim
k→∞
[
(P2k+1)
(P2k)
− (P2k−1)
(P2k)
− 2
(P2k)
− x
x − 1
]
= 0.
It is easy to show that the largest root of the equation
√
x2 − 4x − x
x−1 = 0 (that is x3 − 6x2 +
8x − 4 = 0) is 2 + ω + ω−1. 
Theorem 3.3. Let G1,G2 be two vertex-disjoint connected bipartite graphs, u a vertex of G1
and v a vertex of G2. Let Fuv(G1,G2;Pn) be the graph obtained from G1, G2 and a new path
Pn : v1v2 · · · vn with length n − 1 by adding edges uv1 and vvn. We have
lim
n→∞ μ(Fuv(G1,G2;Pn)) = max
{
lim
n→∞ μ(Hu(G1;Pn)), limn→∞ μ(Hv(G2;Pn))
}
.
Proof. We first prove the existence of limn→∞ μ(Fuv(G1,G2;Pn)), limn→∞ μ(Hu(G1;Pn))
and limn→∞ μ(Hv(G2;Pn)), respectively. From (1) of Theorem 3.1, the existence of
limn→∞ μ(Hu(G1;Pn)) and limn→∞ μ(Hv(G2;Pn)) is obvious. If uv1v2 · · · vnv is an internal
path of Fuv(G1,G2;Pn), then from Lemmas 2.4 and 2.6, limn→∞ μ(Fuv(G1,G2;Pn)) exists.
If uv1v2 · · · vnv is not an internal path of Fuv(G1,G2;Pn), we have either Hu(G1;Pn) or
Hv(G2;Pn) is a path. Thus from (1) of Theorem 3.1, limn→∞ μ(Fuv(G1,G2;Pn)) exists.
In the following, we prove that
lim
n→∞ μ(Fuv(G1,G2;Pn)) = max
{
lim
n→∞ μ(Hu(G1;Pn)), limn→∞ μ(Hv(G2;Pn))
}
.
If limn→∞ μ(Fuv(G1,G2;Pn)) = 4, we conclude that both Hu(G1;Pn) and Hv(G2;Pn) are
paths. Otherwise, from Corollary 2.1 and Lemma 2.4, we have
lim
n→∞ μ(Fuv(G1,G2;Pn))  max
{
lim
n→∞ μ(Hu(G1;Pn)), limn→∞ μ(Hv(G2;Pn))
}
> 4,
a contradiction. The result follows.
If limn→∞ μ(Fuv(G1,G2;Pn)) > 4, then applying Lemma 3.1 two times to Fuv(G1,G2;Pn),
we have
(Fuv(G1,G2;Pn)) = (Hu(G1;Pn))((G2) − (Lv(G2)))
− (G2)(Lvn(Hu(G1;Pn)))
= [((G1) − (Lu(G1)))(Pn) − (G1)(Bn−1)]
× [(G2) − (Lv(G2))]
− (G2)[(Bn−1)((G1) − (Lu(G1))) − (G1)(Hn−2)].
Substituting (3) of Lemma 3.2 into the above equation, we have
(Fuv(G1,G2;Pn)) = (Pn)
[(
(G1) − (Lu(G1)) − (G1)(Bn−1)
(Pn)
)
×((G2) − (Lv(G2))) − (G2)(Bn−1)
(Pn)
×
(
(G1) − (Lu(G1)) − (G1) (Pn−1)
x(Bn−1)
)]
 (Pn)fn(x).
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From Lemma 3.3 and Corollary 3.3, we have for x > 4 (which implies that a > 1 and b < 1)
lim
n→∞
(Pn−1)
x(Bn−1)
= lim
n→∞
an−1 − bn−1
an + an−1 − bn − bn−1
= 1
a + 1
= x −
√
x2 − 4x
2x
. (3.2)
From Eqs. (3.1) and (3.2), we have for x > 4
lim
n→∞ fn(x) =
(
(G1) − (Lu(G1)) − (G1)x −
√
x2 − 4x
2x
)
× ((G2) − (Lv(G2))) − (G2)x −
√
x2 − 4x
2x
×
(
(G1) − (Lu(G1)) − (G1)x −
√
x2 − 4x
2x
)
=
(
(G1) − (Lu(G1)) − (G1)x −
√
x2 − 4x
2x
)
×
(
(G2) − (Lv(G2)) − (G2)x −
√
x2 − 4x
2x
)
=
(
x + √x2 − 4x
2x
(G1) − (Lu(G1))
)
×
(
x + √x2 − 4x
2x
(G2) − (Lv(G2))
)
 f (x).
Since limn→∞ μ(Fuv(G1,G2;Pn)) > 4, we conclude that limn→∞ μ(Fuv(G1,G2;Pn)) is
the largest positive root of the equation f (x) = 0. From (2) of Theorem 3.1, the result follows. 
In the following, we consider limit points of Laplacian spectral radii of graphs. We first give
the following simpler result.
Theorem 3.4. The smallest limit point of Laplacian spectral radii of graphs is 4.
Proof. Since μ(Pn) = 4 sin2 (n−1)π2n , it is easy to see that
μ(Pi) /= μ(Pj ), (i /= j) and lim
n→∞ μ(Pn) = 4.
Thus, 4 is a limit point of Laplacian spectral radii of graphs. And since
lim
n→∞ μ(Cn) = limn→∞ 4 sin
2
[
n
2
]
π
n
= 4.
The result follows from Lemma 2.4. 
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LetT be a graph obtained from a cycleC3 : v1v2v3v1, an isolated vertex and a pathP3 : u1u2u3
by joining vertex v1 of C3 to the isolated vertex and vertex v2 of C3 to an end vertex u1 of P3,
respectively. Let T ′ = T − u2 − u3. Next, we give the main result of this paper.
Theorem 3.5. Let β0 = 1 and βn (n  1) be the largest positive root of
Pn(x) = xn+1 − (1 + x + · · · + xn−1)
(√
x + 1)2 .
Let αn = 2 + β
1
2
n + β−
1
2
n . Then
4 = α0 < α1 < α2 < · · ·
are all of the limit points of Laplacian spectral radii of graphs smaller than limn→∞ αn = 2 +
ω + ω−1(= 4.38+).
Proof. Since Pn(x) − xPn−1(x) = −
(√
x + 1)2 < 0 (x  0), we have βn > βn−1, that is, the
sequence {βn} is strictly increasing. Thus the sequence {αn} is also strictly increasing.
Let 4 < r < 2 + ω + ω−1 be a limit point of Laplacian spectral radii of graphs. Then there
exists a sequence {Gn} of graphs such that
μ(Gi) /= μ(Gj ) (i /= j) and lim
n→∞ μ(Gn) = r.
Let G and H be two vertex-disjoint connected graphs and G ∪ H be the union of G and H . It
is easy to see that μ(G ∪ H) = max{μ(G),μ(H)}. Thus, we can assume that for each n, Gn is
connected. From Lemma 2.4, we can further assume that for each n, (Gn)  3. If (Gn) = 2,
then Gn is either a path or a cycle. Note that limn→∞ μ(Pn) = limn→∞ μ(Cn) = 4. So, in the
following, we always assume that for each n, Gn is connected and (Gn) = 3.
If for infinitely many n′s, Gn contains Ckn(km > kn for m > n) as a subgraph, then since
(Gn) = 3, Gn must contain H(Ckn;P1) as a subgraph. Thus from Corollaries 2.1 and 3.7, we
have
lim
n→∞ μ(Gn)  limkn→∞
μ(H(Ckn;P1)) = 2 + ω + ω−1,
a contradiction.
If for infinitely many n′s, Gn contains Cg (g  4) as a subgraph, then since (Gn) = 3,
we conclude that there exists subsequence {Gni } of {Gn} such that for each i, Gni contains
H(Cg;Pmni ) (mni+1 > mni for ni+1 > ni) as a subgraph. Thus, we have from Corollaries 2.1
and 3.5 that
lim
n→∞ μ(Gn) = limni→∞ μ(Gni )  limmni →∞ μ(H(Cg;Pmni )) > 2 + ω + ω
−1,
a contradiction.
From the above discussions, we can suppose that for each n, Gn does not contain Cg (g  4)
as a subgraph.
Suppose that for each n, Gn contains C3 as a subgraph. From Lemma 3.1, we have
(T) = x(x − 1)(x − 3)(x2 − 4x + 1)(x2 − 6x + 7).
Then
μ(T) = 3 +
√
2 > 2 + ω + ω−1.
Thus, Gn does not contain T as a subgraph. Otherwise, from Corollary 2.1, limn→∞ μ(Gn) 
μ(T) > 2 + ω + ω−1, a contradiction. Furthermore, Gn does not contain T ′ as a subgraph.
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Otherwise, since (Gn) = 3, for large enough n, Gn contains T as a subgraph, a contradiction.
So, for large enough n, if Gn contains a cycle C3 as a subgraph, then there must exist two vertices
of C3 with degrees exactly two in Gn. Thus, from Lemma 2.7, we can assume that each Gn is a
tree and (Gn) = 3.
If for infinitely many n′s, Gn has at least three vertices of degree three, then we can construct a
tree Tn from Gn by deleting some suitable edges and vertices so that Tn has exactly three vertices,
i.e. u, v,w, of degree three. Without loss of generality, we can assume that v is the vertex which
lies on the path between u and w. Then it is easy to see that the path between u and v and the
path between w and v are internal paths of Tn, respectively. From Lemma 2.5 and Corollary 2.1,
we have
μ(Gn)  μ(Tn)  lim
k→∞ μ(Hv(P2;Pk, Pk)).
Thus, from Corollary 3.6, we have limn→∞ μ(Gn) ≥ 2 + ω + ω−1, a contradiction.
So, we may assume that each Gn contains at most two vertices of degree three. Assume an
infinite number contain two such vertices, but the distance between them is bounded. This means
that, for some m, Tm,n is a subtree for arbitrarily large n, where Tm,n is a tree obtained from a
path Pn : v1v2 · · · vm+2 · · · vn (m  1) and two isolated vertices u, w by joining vertex v2 to u
and vm+2 to w. From Lemma 2.5 and Corollaries 2.1, 3.6, we have
lim
n→∞ μ(Tm,n)  limn→∞ μ(Hv(P2;Pn, Pn)) = 2 + ω + ω
−1,
a contradiction.
Therefore, the distance between the two vertices of degree 3 is unbounded. From Theorem
3.3, we can construct another sequence {G′n} of trees such that each G′n has exactly one vertex
with maximum degree three and r is the limit point of Laplacian spectral radii of graph sequence
{G′n}. Suppose that two of the end paths of G′n contain at least three vertices, the other becomes
arbitrarily long. Since
μ(H(P5;P2)) = 3 +
√
2 > 2 + ω + ω−1,
where H(P5;P2) is the tree defined in Case 2 of Corollary 3.5, we conclude this condition can
not occur.
Let Hv(P2;Pn, Pm) be the tree obtained from P2 and two paths Pm and Pn by joining some
vertex, say v of P2 to an end vertex of Pm and v to an end vertex of Pn, respectively. From the
above discussions, it follows that the set of limit points we seek are the numbers:
lim
m→∞ μ(Hv(P2;Pn, Pm)) = αn (n = 1, 2, . . .).
From Theorem 3.1, we must find the largest root of the equation:
x + √x2 − 4x
2x
(Pn+2) − (B1)(Bn) = 0.
Let x = θ + 1
θ
+ 2 and θ2 = z. From Lemma 3.3 and Corollary 3.3, we have
x + √x2 − 4x
2x
(Pn+2) − (B1)(Bn)
= x +
√
x2 − 4x
2
√
x2 − 4x (a
n+2 − bn+2)
− 1√
x2 − 4x (x − 1)(a
n+1 + an − bn+1 − bn)
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= (θ + 1) θ
θ2 − 1
(
θn+2 − 1
θn+2
)
− θ
θ2 − 1
(
θ + 1
θ
+ 1
)(
θn+1 + θn − 1
θn+1
− 1
θn
)
= 1
θn
[
θ
θ − 1
(
θ2n+2 − 1
θ2
)
− θ
θ − 1
(
θ + 1
θ
+ 1
)(
θ2n − 1
θ
)]
= 1
θn
(
θ2n+2 + θ
2n + θ2n+1 − θ − 1
1 − θ
)
= 1
θn
(
θ2n+2 + θ
2n − 1
1 − θ2 (θ + 1)
2
)
= 1
θn
(θ2n+2 − (1 + θ2 + · · · + θ2n−2)(θ + 1)2)
= 1
θn
(zn+1 − (1 + z + · · · + zn−1) (√z + 1)2).
The proof of the first part of the theorem is complete. From Corollary 3.6, we have limn→∞ αn =
2 + ω + ω−1. 
Corollary 3.8. The second smallest limit point of Laplacian spectral radii of graphs is
2 + √5.
Proof. From Theorem 3.5, we only need to find the largest root β1 of the following equation:
x2 − (√x + 1)2 = 0.
It is easy to see that β1 = 3+
√
5
2 and β
1
2
1 = 12 +
√
5
2 . Thus, we have 2 + β
1
2
1 + β
− 12
1 = 2 +√
5. 
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