Abstract. We consider roots of a generalized Lens polynomial L(z,z) = z m q(z) − p(z) and also harmonically splitting Lens type polynomial
Introduction
Consider a mixed polynomial of one variable f (z,z) = ν,µ a ν,µ z νzµ . We consider the number of roots of f = 0. Assume that z = α is an isolated zero of f = 0. Put f (z,z) = g(x, y) + ih(x, y) with z = x + iy where g = ℜ(f ) and h = ℑ(f ). We call α a positive simple root (respectively a negative simple root), if the Jacobian J(g, h) is positive (resp. negative) at z = α.
1.1. Number of roots with sign. Let f (z,z) be a given mixed polynomial of one variable, we consider the filtration by the degree:
Here f ℓ (z,z) := ν+µ=ℓ c ν,µ z νzµ . We consider the case f d (z,z) = z nzm with n + m = d. The total number of roots of f (z,z) = 0 with sign is denoted by β(f ). Under the above assumption, β(f ) = n − m by Theorem 20, [5] . deg z f, degz f, deg f are called the holomorphic degree , the anti-holomorphic degree and the mixed degree of f respectively. We consider the following subclasses of mixed polynomials:
Here z is an affine coordinate of C but we do not fix z. So, a mixed polynomial f (u,ū) is called a generalized Lens polynomial or a harmonically splitting Lens type polynomial if f takes the above form under some affine coordinate u = z + c. We have canonical inclusions:
The class L(n + m; n, m), L hs (n + m; n, m) corresponds to the numerators of harmonic functionsz
In particular, L(n + 1; n, 1) corresponds to the lens equation. We call z m q(z) − p(z) a generalized lens polynomial and and r(z)q(z) − p(z) a harmonically splitting lens type polynomial respectively.
Lens equation.
The following equation is known as the lens equation.
We identify the left side rational function with the mixed polynomial given by its numerator
The number of roots of L orL is bounded by 5n − 5 for n ≥ 2.
Rhie gave an explicit polynomial which takes this bound 5n − 5 in [7] . Thus this bound is optimal. On the other hand, ρ(L) ≡ n − 1 mod 2 by Theorem 20, [5] .
Theorem 2. (P. Bleher, Y. Homma, L. Ji and P. Roeder [1] ) The set of possible values of ρ(f ) for f ∈ L(n+1, n, 1) is equal to {n−1, n+1, · · · , 5n− 5}.
Bifurcation family.
In [3] , we have constructed a generalized Lens type polynomial which take 5(n − m)-roots if n > 3m and we have asked if this is an optimal upper bound or not. On the other hand, for the space of harmonically splitting Lens type polynomials L hs (n + m; n, m), we studied a bifurcation family ψ t (z,z) := tz m + ℓ n (z,z) ∈ L hs (n + m; n, m) starting from a given Lens polynomial ℓ n (z,z) with ρ(ℓ n ) = k. Let α 1 , . . . , α k be the roots of ℓ n . We have proved Theorem 3. ( [3] ) ψ t = 0 has exactly k+m−1 roots for small t. Furthermore k roots of them are near each α j with the same sign and m − 1 roots are newly born roots bifurcated from z = ∞. These new roots are negative roots.
Main result
2.1. Modification of the bifurcation family and the main result. In this note, we answer the above question negatively. In fact, we modify the above bifurcation family to prove the same assertion for generalized Lens polynomials. We start from an arbitrary Lens type polynomial with only simple roots:
Put k = ρ(ℓ n ) and let α 1 , . . . , α k be the roots of ℓ n . Note that n − 1 ≤ k ≤ 5n − 5 and k ≡ n − 1 mod 2. Put γ be the coefficient of z n in q(z). γ is nonzero. Consider its small purturbation of ℓ n (z) in the space of generalized Lens polynomials L(n + m; n, m):
Note that φ 0 (z,z) = ℓ n (z,z) and φ t , t = 0, corresponds to the generalized Lens equation
In fact, by the change of coordinate u =tz +γ, φ t takes the expected form.
Theorem 4. For sufficiently small t ∈ C, |t| ≪ 1, ρ(φ t ) = k + m − 1. Furthermore (1) k roots α j (t), j = 1, . . . , k are small deformation of α j , j = 1, . . . , k and the sign of α j (t) is the same as that of α j . (2) m − 1 new roots β a (t), a = 1, . . . , m − 1 are born at infinity i.e., β a (0) = ∞ and they are negative roots. Taking ℓ n (z,z) to be a Rhie's polynomial, we get ρ(φ t ) = 5n + m − 6.
Proof. For sufficiently small t and for each root α of ℓ n , by the continuity of the roots, there exists a root α(t) of φ t = 0 in a neighborhood of α with α(0) = α and α(t) has the same orientation as α. For t = 0, we know that β(φ t ) = n − m for t = 0 and β(ℓ n ) = n − 1. Thus it is clear that we need at least m − 1 negative roots. Take a large R > 0 so that |α j | ≤ R/2 for any j = 1, . . . , k. For any small ε > 0, there exists δ(ε) > 0 such that φ t has k roots near each α j (t), |t| ≤ δ(ε) with the same sign as α j in the original equation ℓ n = 0. We may assume that |α j (t) − α j | ≤ ε for j = 1, . . . , k and there are no other roots of φ t (z) = 0 in the disk D R = {z | |z| ≤ R}. On the other hand, as β(φ t ) = n−m, t = 0, we have the property n−m ≡ k−(m−1), mod 2. Thus φ t has at least m − 1 new negative roots outside of the disk D R .
We assert that φ t obtains exactly m − 1 new negative roots near infinity. To see this, we change the coordinate u = 1/z and dividing (2) byz m z n , we getφ
whereq,p are polynomials defined asq(u) = u n q(1/u),p(u) = u n p(1/u). By the asumption deg q(z) = n, we can writẽ
We will show that for a sufficiently small t > 0, there exist exactly m − 1 roots u(t) which converges to 0 as t → 0. Putφ t,1 ,φ t,2 be the first and the second term of (3). Putting u = vt for t = 0, we can writeφ t,1 as
where h(v) is a polynomial with a non-zero constant. h(v) = 0 has m − 1 simple roots, and we put them as v = β 1 , . . . , β m−1 . Consider the disk at infinity and its subset W :
On ∆, we estimate 1/M ≤ |q(vt)| ≤ M for some M > 0. Taking a small number δ > 0, we can make
with some constant M ′ > 0. Or equivalently,
Taking t small, we can make the second term of (3) as small as possible on ∆ comparing with |t| m−1 . More precisely, there exists a positive number
Thus if |t| is sufficiently small,
which impliesψ t (v) = 0 has one simple negative root in D j := {v | |v − β j | ≤ δ} for j = 1, . . . , j and no root on W . The negativity of these m − 1 new roots is clear as β(φ t ) = n − m and β(ℓ n ) = n − 1. This completes the proof.
2.2.
Possible values of ρ. Assume that n ≥ m. Combining Theorem 2, we can see that
As for the lower values {n − m, . . . , n + m − 4}, we know that these values can be taken by some polynomials in M (n + m; n, m). We do not know if these values can be taken in L(n + m; n, m) or L hs (n + m; n, m) except n − m. For n − m, it can be taken by f (z,z) =z m z n − 1. Then ℜf = 0 is the green curve and ℑf = 0 is the union of the real axis and the red curve. The root f = 0 is the intersection of two curves and we see 10 roots in the graph. Actually there are two roots w 1 , w 2 which are big : 
