Neutron matter at the interface(s): static response and effective mass by Buraczynski, Mateusz et al.
ar
X
iv
:1
90
6.
01
67
4v
1 
 [n
uc
l-t
h]
  4
 Ju
n 2
01
9
EPJ manuscript No.
(will be inserted by the editor)
Neutron matter at the interface(s)
From interactions to ab initio and from there to phenomenology
Mateusz Buraczynski, Nawar Ismail, Alexandros Gezerlis
Department of Physics, University of Guelph, Guelph, Ontario N1G 2W1, Canada
Received: date / Revised version: date
Abstract. Neutron matter is interesting both as an extension of terrestrial nuclear physics and due to its
significance for the study of neutron stars. In this work, after some introductory comments on nuclear
forces, nuclear ab initio theory, and nuclear phenomenology, we employ two techniques, Quantum Monte
Carlo (QMC) and Density Functional Theory, to practically handle an extended system composed of
strongly interacting neutrons. We start by summarizing work on the static response of neutron matter,
which considers the impact of external influences on the time-independent system. We then proceed to
discuss new results of the energy of quasiparticle excitations in neutron matter, including QMC calculations
with chiral or phenomenological nucleon-nucleon interactions. As part of this study, we carefully study the
approach of our finite-number computations toward the infinite-system limit.
PACS. 21.30.-x Nuclear forces – 21.65.+f Nuclear matter – 71.18+y Fermi surface: calculations and
measurements; effective mass, g factor – 02.70.Ss Quantum Monte Carlo methods
1 Introduction
1.1 Conceptual questions
Many, if not most, working scientists are driven by an
urge to get as close as possible to what Bernard Williams
termed the “absolute conception of reality”[1]. While any
human endeavor involves theories and interpretations, the
term introduced by Williams refers to what is there “any-
way”, i.e., what would be there even if there wasn’t any-
body there to investigate it. To restate the same point,
work in science has historically been motivated by a wish
to “get it right”. What this means in practice is harder
to resolve; for example, in the study of the foundations
of quantum mechanics such an outlook turns into a re-
alist approach, in contradistinction to an instrumentalist
one [2], with insufficient guidance from experiment to de-
cide in favor of one or the other. The fact that the inter-
pretation of such a wildly successful theory as quantum
mechanics is still an open research question is cause for
humility; it should therefore come as no surprise that ap-
plications of quantum mechanics which involve few- to
many-particle systems also raise a host of conceptual dif-
ficulties.
This brings to mind an oft-quoted example of scien-
tists’ (supposed) hubris, Paul Dirac’s 1929 phrase “The
underlying physical laws necessary for the mathematical
theory of a large part of physics and the whole of chem-
istry are thus completely known”[3]. What is less often
mentioned is that Dirac went on to explicitly state that
“the difficulty is only that the exact application of these
laws leads to equations much too complicated to be solu-
ble”. This, though indubitably an understatement, is an
unmistakable admission that having access to an overar-
ching theory does not imply a clear explanation of the
wealth of observed (or not-yet-observed) states of mat-
ter. A more recent example along the same lines involves
the theory of Quantum Chromodynamics (QCD): while
we have not encountered the limits of QCD, this does not
mean that we are able to solve any single problem involv-
ing quark and gluon degrees of freedom. To take a specific
case: the physics of two or three strongly interacting neu-
trons, which will turn out to be very significant in the rest
of this paper, is still not pinned down at the level of QCD.
Accomplishing this task is a goal of the reductionist ap-
proach, which starts from a fundamental theory and the
corresponding degrees of freedom.
Even if that goal can be reached, it is no small under-
taking. For now, it is safe to acknowledge that, even when
an underlying fundamental theory is known, this does not
necessarily imply predictive power to explain a given phe-
nomenon, practically speaking. The question then arises
how to make progress on the question of nuclear inter-
actions: one, historically significant, approach is to come
up with nuclear-force models which do a great job of cap-
turing neutron-proton scattering properties without wor-
rying about any possibly underlying level. A more recent
tack has been to employ Effective Field Theory (EFT), of
the chiral or pionless variety, in an attempt to systemati-
cally capture the known low-energy physics, while at the
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same time stating the limits of the applicability of the the-
ory ahead of time; this is conceptually pleasing, given its
attempt to build bridges with the symmetries of the un-
derlying theory, but of necessity limited to low-energies.
The passage from QCD to chiral EFT is the first of the
interfaces mentioned in our title. It’s worth highlighting
that, despite first appearances, the EFT philosophy is not
necessarily in opposition to a reductionist outlook; after
all, Steven Weinberg, the originator of the idea of Effec-
tive Field Theory, is one of the most vocal proponents
of reductionism in living memory. In the future, match-
ing QCD and an EFT for nuclear forces can benefit both
approaches.
The present work addresses neutron matter, which is
relevant to dense objects such as neutron stars; we are
therefore forced to consider how to extrapolate from ter-
restrially known nuclear physics to more exotic settings.
Today, this is not a mere toy problem: we are living in
the era of multimessenger astronomy, where the effect of
a single neutron-star merger may foreseeably be measured
using electromagnetic, gravitational-wave, and neutrino
signals. A few comments on the use of different nuclear
interactions when studying compact stars may be in or-
der. Phenomenological nuclear forces have the advantage
that they can describe two-nucleon physics up to very high
energies; unfortunately, they also involve an arbitrariness
in the three-nucleon interaction, which can have a dra-
matic impact on the equation-of-state (EOS) of neutron-
star matter. On the other hand, chiral EFT interactions
have the conceptual advantage of following from a power
expansion which provides guidance on which terms (e.g.,
three-body forces) to include; as mentioned above, they
have the limitation of being, by construction, a low-energy
effective theory, which should therefore not be used at den-
sities of, say, 5 times that of nuclei on earth. In short, each
approach has its advantages, which is why both are still
employed in practice.
Of course, even if one has made a choice in favor of
a given nuclear-force approach, describing neutron matter
needs another level (the second of the interfaces in our
title), namely a quantum many-body approach. To be ex-
plicit, this is the interface between few- and many-body
physics. Here, too, one can distinguish between two large
classes: first, phenomenological approaches like energy-
density functionals have the advantage of a quasi-universal
reach, being able to describe heavy to mid-mass nuclei
very well; one disadvantage relates to their predictive power:
can the parameters that have been fit to experimental
data be trusted in regions where no experiment has taken
place? The second large class includes ab initio many-
body theory; one should immediately note that the “first”
principles spoken of in this context are not the ones in-
volving the most fundamental degrees of freedom possible.
Instead, ab initio in the context of many-body theory im-
plies taking the degrees of freedom and the interactions
between particles as given, and then trying to describe a
many-particle system without any free parameters. Once
again, each approach has things to recommend it.
In the present paper, we report on our progress in
working on a third interface, that between ab initio many-
body theory and phenomenological many-body theory. As
it so happens, we do this in two separate contexts: a) in
section 3 we summarize our earlier work on the static re-
sponse of neutron matter, where Density-Functional the-
ory was matched onto Quantum Monte Carlo, and b) in
the rest of the paper we report on original derivations and
computations of the effective mass in neutron matter; this
is a first step toward matching Landau’s Fermi liquid the-
ory of quasiparticles to Quantum Monte Carlo results.
1.2 Overview and literature review
Neutron matter is an important component in the study of
neutron stars and neutron-rich nuclei [4], so it has received
a lot of attention. It has been tackled via a variety of
ab initio many-body approaches [5,6,7,8,9,10]. Like the
two-neutron system, many neutrons do not form bound
systems; neutron matter in its simplest incarnation is a
homogeneous and isotropic fluid. It can only exist under
rather extreme conditions of pressure and density as found
in a neutron star. Even then, the neutron matter present
is not homogeneous due to nuclei in the crust.
Central to our understanding of nuclear phenomena is
the interplay of empirical data (experimental and astro-
physical) and theory. This is an exciting time, due to the
recent measurement of a gravitational-wave signal com-
ing from a neutron-star merger[11]. The bulk of empiri-
cal information employed by nuclear theory comes from
studies of nuclei. The most universal calculations for gen-
eral nuclear phenomena are those utilizing nuclear energy-
density functionals (EDFs) [12]. EDFs contain parameters
that are constrained using empirical data and/or ab-initio
many-body calculations. Examples of such constraints in-
clude the EOS of neutron matter [13,14,15,16,17,18,19],
the neutron pairing gap [20], the neutron polaron [21,
22], investigations of neutron drops [23,24,25,26], and the
static-response problem [27,28,29,30,31,33]. In addition
to EDFs, neutron systems provide an excellent setting for
testing state-of-the-art nuclear forces. These can be both
phenomenological [34,35,36,37,38] and chiral [39,40,41,
42,43,44,45,46,47,48,49,50].
In this paper we first review our previous work on
the static-response problem [30,31]. The response prob-
lem is a comparison between unperturbed and perturbed
neutron matter. Other studies have been conducted ap-
proximating such calculations in nuclear systems [51,52,
53,54,55,56,28,29]. Ref. [57] is a review of response in nu-
clear matter. Static response has a long history outside nu-
clear physics [58]. Noteworthy contributions include early
QMC calculations in zero temperature and pressure liquid
4He [59] as well as the three-dimensional electron gas [60].
In our own work, we employed two complementary ap-
proaches: QMC and density functional theory (DFT). The
term Static response clarifies that the impact on the time-
independent energy eigen-states are studied as opposed to
system evolution under a time-dependent perturbation.
We study neutron matter at zero temperature where all
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the properties examined are ground state. In the spirit of
the present paper, we emphasize how a DFT parameter
can be matched onto the microscopic QMC results, for a
case where no experimental input is available.
The primary investigations in this paper are on the
quasi-particle energy dispersion relation at the Fermi sur-
face. This is relevant to one of the parameters used in
nuclear EDFs: the effective mass in neutron matter. We
provide several new derivations and plots, expanding on
our work published in Ref. [61]. A thorough review on
effective masses in neutron-rich matter is Ref. [62]. The
basic notion behind the effective mass aims to treat the
interactions of a particle amongst others by introducing
the notion of a quasiparticle. Intuitively, this quasiparticle
can be thought of as encompassing the bare mass along
with the interactions of neighboring particles into a sort of
“cloud”. Then this quasiparticle can be thought of as a free
particle to leading order (since the interactions are now in
its cloud). The effective mass impacts important quanti-
ties in nuclear physics including thermodynamic proper-
ties like the thermal index, the maximum mass of a neu-
tron mass, the static response of nucleonic matter and
analyses of giant quadrupole resonances. Given its impor-
tance, it comes as no surprise that there have been several
extractions of the effective mass using various many-body
methods [5,63,64,65,66,67,68]. However, the results do
not give a clear consistent answer. Our calculations pro-
vide a systematized, model-independent extraction of the
effective mass in an attempt to resolve this question.
Ref. [61] was the first reference to do QMC calcula-
tions extractions of the effective mass, here we provide
several new calculations and insight. To extract the effec-
tive mass, we make use of Auxiliary Field Diffusion Monte
Carlo (AFDMC) to perform energy calculations for several
excited states with which we can probe the quasi-particle
dispersion relation. This can be used to capture the in-
fluence of the interactions by comparing to the quadratic
dispersion relation for the free particle. Additionally, we
wish to extrapolate our finite N calculations to the infi-
nite system (since this is representative of realistic neutron
matter). To do this we apply an extrapolation prescrip-
tion which attempts to minimize the effects of the peri-
odic boundary conditions; as part of this, we provide an
original derivation for the kinetic energy, which we then
employ as a correction term.
Combining these two methodologies, we take pains to
select the ideal particle number from which we can ex-
tract our results by performing a systematic review of the
N dependence on the energies involved. With this, we de-
termine the general trend that the effective mass at low
densities approaches unity as it acts more like the free sys-
tem, while at higher densities a steady decrease is found.
We try to interpret this finding qualitatively.
2 Methods
2.1 Hamiltonian
The many-body neutron system is modelled using a non-
relativistic nuclear potential containing two and three-
body forces
Hˆ = −
h¯2
2m
∑
i
∇2i +
∑
i<j
vij +
∑
i<j<k
vijk, (1)
Higher-order many-nucleon forces exist as well, though
the four-body forces and beyond is small. There is no
unique nuclear Hamiltonian. In our work we have utilized
both phenomenological potentials and effective field theo-
ries [4].
A wealth of neutron-proton scattering data has re-
sulted in several high-quality phenomenological formula-
tions of the nuclear potential. The Argonne family of two-
body potentials takes on an operatorial structure of radial
functions multiplying spin, tensor, spin-orbit, isospin, and
several other operators. The Argonne v8’ (Av8’) potential
is employed in our calculations [69]. It has the form:
vNN =
∑
i<j
vij
vij =
8∑
p=1
vp(rij)Oˆ
p
ij (2)
where rij is the inter-particle distance and
Oˆp=1,8ij = (1,σi · σj , Sij ,Lij · σij)⊗ (1, τ i · τ j) (3)
For neutron matter the isospin components coming from
τ i·τ j can be trivially handled. We are left with four terms:
a central potential, a spin-spin term, the tensor term Sij
which depends on both the inter-particle separation vector
and the spin of the particles, and the spin-orbit term. To
be more specific:
Sij = 3(σi · rˆij)(σj · rˆij)− σi · σj ,
Lij =
h¯
2i
(ri − rj)× (∇i −∇j), and
σij =
h¯
2
(σi + σj)
In the spirit of Eq. (1) a phenomenological three-body in-
teraction is used in addition to Av8’. We employ Urbana-
IX (UIX) [70] which was fit to light nuclei and nuclear
matter when it was designed.
We will also present results produced using chiral effec-
tive field theory interactions. Chiral EFT is based on the
symmetries of Quantum Chromodynamics (QCD). The
theory systematically expands the force via a power count-
ing scheme. The expansion employs a separation of scales
which is the ratio of the pion mass (nucleonic scale) to
a hard momentum scale where the theory is expected to
break down. The terms in the expansion are then given
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in powers of this expansion parameter. The many-nucleon
forces arise naturally in chiral EFT. They include known
pion exchanges as well as phenomenological short-range
terms. The expansion terminology is: leading-order (LO),
next-to-leading order (NLO), next-to-next-to-leading or-
der (N2LO) etc. Note that three-body forces do not appear
until N2LO. We consider both the chiral forces truncated
to NN from [43] and those including NNN presented in-
troduced in [48].
2.2 Quantum Monte Carlo
The task of solving Schro¨dinger’s Equation for any state-
of-the-art nuclear potential is a highly demanding compu-
tational problem. We approach it with stochastic methods
called quantum Monte Carlo (QMC) [70,37,40]. Speicifi-
cally, we use AFDMC, which is an extension of a projec-
tion algorithm called Diffusion Monte Carlo (DMC). DMC
projects the ground state out from a trial wave function
|ΨT 〉 by the imaginary time evolution:
|Φ0〉 = lim
τ→∞
|Φ(τ)〉 = lim
τ→∞
e−(Ĥ−ET )τ |Φ(0)〉. (4)
The trial wave function is the initial state of the evolution:
|ΨT 〉 = |Φ(τ = 0)〉. ET is simply a normalizing energy
offset that prevents the evolving state from vanishing or
blowing up.
The Trotter-Suzuki trick allows us to write the projec-
tion in imaginary time as many integrals over coordinate
space where each integral corresponds to an evolution over
a sufficiently small time step. This small time step evo-
lution allows us to analytically approximate the matrix
elements of the imaginary time propagator. Monte Carlo
itself is the stochastic method by which these integrals are
evaluated.
While QMC is in principle an exact method, compli-
cations arise when dealing with a fermionic wave function.
Anti-symmetry forces the wave function to have zeros in
coordinate space. The change of sign of the wave function
is called the fermion sign problem because plain Monte
Carlo integration works with functions of a single sign.
One of the primary methods to deal with this is to fix
the nodal surface or something equivalent in the case of
complex wave functions. It has been shown that this ap-
proach still yields accurate results when the trial wave
function is intelligently designed to encapsulate some of
the ground-state physics. We use a trial wave function
that is a product of a Slater determinant with a nodeless
Jastrow factor:
|ΨT 〉 =
∏
i<j
f(rij) A
[∏
i
|φi, si〉
]
. (5)
We start by using Variational Monte Carlo (VMC); the
expectation value of the energy is given by:
E =
∫ (
|ΨT (R)|
2∫
|ΨT (R)|2dR
)
HˆΨT (R)
ΨT (R)
dR
=
∫
PT (R)EL(R)dR (6)
In VMC PT is sampled and EL is averaged to evaluate the
integral. By introducing a variational parameter we can
optimize the trial wave function. This also serves to obtain
initial configurations for the imaginary time evolution.
For our nuclear interactions, the specific calculations
are performed with Auxiliary Field Diffusion Monte Carlo
because it is capable of handling the complicated spin de-
pendence that arises from those forces [71]. This is ac-
complished through the use of the Hubbard-Stratonovich
transformation and reduces the number of operations in-
volving spin from scaling exponentially to linearly in the
number of particles. The overall complexity of AFDMC
calculations scales as the cube of the number of parti-
cles being simulated. This is mainly due to wave function
evaluations. This limits simulations to about 100 parti-
cles. The final output is an estimation of the ground-state
energy of the system.
3 Matching DFT to QMC: A Summary
Given the theme of the present paper, namely the interface
between different approaches to the nuclear many-body
problem, it may be appropriate to first summarize some
of our recent work from Refs. [30] and [31]. We consider
the static-response due to a one-body potential:
Hˆ = −
h¯2
2m
∑
i
∇2i +
∑
i<j
vij +
∑
i<j<k
vijk + vext,
vext =
∑
i
v(ri) and v(ri) = 2vq cos(q · ri). (7)
The significance of this choice is twofold. A periodic modu-
lation is useful for describing inhomogeneous neutron mat-
ter. One such system with an albeit more complicated
modulation is the neutron fluid inside of a neutron-star
crust that is perturbed by a lattice of neutron-rich nu-
clei. Secondly, calculations with a monochromatic poten-
tial can be used to extract the linear static response func-
tion of a system with relative ease [59,31].
In addition to performing QMC calculations for this
response, we contrasted these results with density func-
tional theory. In density functional theory the many-body
properties are expressed in terms of the one-body density.
In nuclear physics, DFT is performed using effective inter-
actions. Fundamental physics is exchanged for computa-
tional ease and the ability to study larger nuclear systems.
This is achieved, at least in part, by parameterizing and
fitting components of the interaction to nuclear data.
We studied effective interactions of the Skyrme type.
This is a zero-range effective interaction which yields al-
gebraic functional dependence that is easy to work with.
The many-body wave function is described by a Slater-
determinant of single-particle orbitals. The relevant one-
body densities for neutron matter calculations are the nu-
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Fig. 1. Energy per particle for 66 neutrons, displaying the
response to increasing strengths of the one-body potential at a
density of 0.10 fm−3. Two periods of the potential span the box
containing the particles. The squares are AFDMC calculations
from two-body AV8’ and three-body Urbana IX forces. The
curves are DFT calculations. The solid line is SLy4 whereas the
dashed line is SLy4 modified by fitting the isovector coefficient
to match the QMC response. Results taken from Ref. [31].
cleon number and kinetic energy densities:
n(r) =
∑
i
[ψi(r)]
2
τ(r) =
∑
i
[∇ψi(r)]
2 (8)
calculated from the single-particle ψi orbitals. The energy
can be shown to be given by
E =
∫
H(r)d3r (9)
whereH is called the energy density functional (EDF) [12].
H =
h¯2
2m
τ + 2vq cos(q · r)n+ ESk (10)
The second term in Eq. (10) comes from the external per-
turbation. The last term contains the Skyrme interactions
which take the form:
ESk =
∑
T=0,1
[
(Cn,aT +C
n,b
T n
σ
0 )n
2
T+ (11)
C∆nT (∇nT )
2 + CτTnT τT
]
in the isospin representation. All the densities are just the
corresponding neutron density in the case of pure neutron
matter. We have performed calculations for three differ-
ent Skyrme parameterizations: SLy4, SLy7, and SkM*. Of
these we mainly focused on SLy4. The C∆n1 parameter is
called the isovector gradient term. We shall show how we
can tune this coefficient based on our AFDMC calcula-
tions.
0 0.02 0.04 0.06 0.08 0.1 0.12
n0 [fm
-3]
-40
-20
0
20
40
60
iso
ve
ct
or
 g
ra
di
en
t c
oe
ff.
 [M
ev
 fm
5 ]
SLy4 modified
SLy7 modified
SkM* modified
Fig. 2. Modified isovector coefficients after matching the SLy4,
SLy7, and SkM* effective interactions onto the QMC response.
Results are for 66 particles and two periods of the potential in
the box. Unmodified values are C∆n1 = −16, −6, and −17 MeV
fm5 for SLy4, SLy7 and SkM* respectively [14]. Results taken
from Ref. [31].
We attack Eq. (9) using a variational approach. Rather
than employing a self consistent Hartree Fock approach,
we limit the space of our one-particle orbitals and mini-
mize the energy with respect to a variational parameter.
We limit the orbitals to be Mathieu functions which are
the solutions to the non-interacting Hamiltonian, which
does not necessarily need to have the same strength as
the physical one-body potential (hence the variational pa-
rameter).
The calculations we performed were at the QMC “magic
number” of 66. Despite not being so large, this closed
shell of the free Fermi gas is a sweet spot for probing
thermodynamic-limit physics. Note that we are dealing
with 66 particles in periodic boundary conditions. The
latter serve to capture the physics of an extended system.
Our results on the static response presented in this paper
are all for two periods of the cosine potential spanning the
length of this box. Neutron number densities in the range
of 0.02 fm−3 to 0.12 fm−3 were studied as seen in Fig. 2.
These are motivated by the typical densities found inside
of a neutron star’s crust and outer core.
The input wave functions to both our QMC and Skyrme
calculations are given by antisymmetrized Mathieu func-
tions. As solutions corresponding to a non-interacting gas
with a one-body cosine external potential, this Slater de-
terminant serves as our best guess at capturing the nodal
surface requirement imposed by the fermion sign problem
(QMC requirement). In DFT they serve as our “basis”
for the wave function space in which we minimize the en-
ergy. The space itself is defined by varying vq which yields
a continuous spectrum of Mathieu functions. Note that
these reduce to sines and cosines at vq = 0. The order-
ing of the lowest energy single-particle orbitals changes
with vq. This was accounted for by considering the vari-
6 Mateusz Buraczynski, Nawar Ismail, Alexandros Gezerlis: Effective Mass in Neutron Matter
ous orderings separately, varying vq while maintaining a
particular ordering, and taking the smallest energy found
out of all the sets of orderings.
AFDMC calculations were performed for the periodic
potential with strengths, 2vq of: 0, 0.25, 0.3, 0.35, 0.5, and
0.75 EF , where the Fermi energy is EF = h¯
2k2F /(2m). The
strengths were chosen to be large enough that the VMC
calculations are statistically different from homogeneous
vq = 0. We found that the energy per particle decreases
as the potential strength increases. Fig. 1 shows results
from [31] displays a concave down curvature in this rela-
tionship. The calculations are for a density of 0.10 fm−3.
The drop in energy can be interpreted as the gathering
of neutrons in the wells of the cosine potential which are
at negative energy. The SLy4 results (solid line) show less
curvature than the AFDMC calculations (squares). In as
far as the external potential does not impact the bulk
properties of our system, which is true for small pertur-
bations, its effect is of introducing fluctuations in the one-
particle density. The component of the EDF that captures
the energy contribution of such density fluctuations is the
isovector gradient term. Thus, AFDMC response results
can be used to update the isovector gradient term in the
Skyrme EDF by fitting to the energy curvature induced
by the external perturbation. Any attempt to match the
Skyrme energy on top of the AFDMC energy would in-
volve the bulk parameters as well. The dashed line dis-
plays the Skyrme curvature post-fitting of the isovector
gradient term. The curvature is as close to AFDMC as
the single-free-parameter fit allowed. The modified isovec-
tor coefficients themselves are reported in Fig. 2 whose
results are from [31]. The SLy4 modified isovector gra-
dient term at 0.10 fm−3 is smaller than the unmodified
value as expected from the required negative curvature in
Fig. 1. Results are shown for SLy4, SLy7 and SkM* at
various densities. There is a clear density dependence re-
flecting larger attractive adjustments towards higher den-
sity (Skyrme does not curve enough) and repulsive adjust-
ments at low density (Skyrme curves more than AFDMC).
4 Effective Mass Calculations
4.1 Setup
To determine the effective mass of a particle via AFDMC
calculations we must probe the energy dispersion rela-
tion, so that we may compare it to that of a free par-
ticle. Thus, we consider an excited particle. To probe the
dispersion relation for a fermionic system in its ground
state, we need to perturb about the Fermi surface. Previ-
ous work [21] has considered the neutron polaron, in which
all but one particle are of a given spin projection, but this
is not a realistic system. Since neutron matter is generally
not polarized [32], we populate our system of N particles
evenly between the two spin states. Now, in probing the
dispersion relation of a single particle, we need to decide
where to place it. To investigate the effects of this, we con-
sider placing the additional particle in spin up, and spin
1.5 2 2.5 3
k2 [fm-2]
510
525
540
555
570
y 
[M
eV
]
Extra particles placed up and down
Total Energy E is transformed: y=E/2+250 MeV
Extra particle placed up: y = E
Extra particle placed down: y = E
Fig. 3. The total interacting energies for 67 and 68 particles
using the AV8’+UIX interactions at a particle density of 0.05
fm−3. In all three cases shown, the first 66 particles are split
evenly into spin up and spin down. The red circles and black
squares show the energies where the 67th particle is in the up,
and down state, respectively. Finally, the blue diamonds show
the 68-particle case where one additional particle is placed in
each spin state. This energy is scaled, to account for the ad-
dition of energy from two particles (instead of one), as well
as translated, for ease-of-viewing. All slopes (from which the
effective mass could be extracted) remain the same.
down. Additionally to catch any spurious effects due to
this single-particle polarization, we consider the energy of
N+2 particles with one additional particle placed in each
spin projection. Fig. 3 shows that the slope of the dis-
persion relation remains unchanged. Since only the slope
is required as per Sec. 4.1.2, we can extract the effective
mass, equally well by placing the additional particle in ei-
ther spin projection. Arbitrarily, we choose to place it in
the up state.
We start with a system containing N particles in the
ground state, with N/2 in the up state, and N/2 in the
down state. As discussed above, we consider a second sys-
tem containingN+1 particles, with the additional up-spin
particle placed at some excited momentum k. To probe the
dispersion relation of this quasiparticle we need to remove
the energy associated with the ground state, leaving us
with an energy associated solely with the excited particle.
In order to do that, we first go over some details on the
free Fermi gas.
4.1.1 Free Fermi gas
Consider a free Fermi gas at density n = N/V . The parti-
cles are in a box of length LN = V
1/3 = (N/n)
1/3
with pe-
riodic boundary conditions. The allowed wave-vectors are
k = (2pi/LN) (nx, ny, nz) = (2pi/LN)n where the n’s are
integers. Two particles are allowed per wave-vector, due to
spin degeneracy. Degenerate energies besides those from
spin exist. For example |(1, 0, 0)|2 = |(0,−1, 0)|2. Then
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Table 1. The degeneracies of (the integer part of) the mo-
mentum vectors for fermions of a single spin. Note that n2 = 7
does not appear.
Index n2 Degeneracy
0 0 1
1 1 6
2 2 12
3 3 8
4 4 6
5 5 24
6 6 24
7 8 12
in the ground state, the states are filled up according to
these energy levels. Table 1 lists the lowest energy levels
and their single spin degeneracy. The notation n2 refers to
the square of the integer part of the wave-vector. We em-
phasize that there is no n2 = 7 value since there is no set
of three squares that sum to 7; there are infinitely many
such missing values.
The energy of an individual particle with wave vector k
is (h¯2/2m)k2. Then the ground-state energy for a system
of particles is:
TN =
h¯2
2m
(
2pi
LN
)2
f(N) (12)
where f(N) =
∑
n
(n2x + n
2
y + n
2
z) is summed over the
lowest available energies. Additionally, we use the nota-
tion T for the energy of the free Fermi gas, because we
are reserving E for the interacting problem. Keeping the
density constant as the particle number grows yields the
thermodynamic-limit expression:
lim
N→∞
TN
N
=
3
5
EF (13)
where EF called the Fermi energy is the highest occupied
energy level. kF is the magnitude of the corresponding
Fermi wave-vector and satisfies k3F = 3pi
2n where n is the
particle number density. We examine the energy differ-
ence associated with adding a particle to the system at
constant density. We use the label T
(k)
N+1 as the total en-
ergy of N + 1 particles with the extra particle placed at
wave-vector k. Naively one may expect the energy of the
extra particle to simply be T
(k)
N+1−TN . However, this does
not take into account the energy difference in the first N
particles induced by the change in box size. This difference
does not go to zero in the thermodynamic limit:
h¯2
2m
(
2pi
LN+1
)2
f(N)−
h¯2
2m
(
2pi
LN
)2
f(N)
=
h¯2
2m
f(N)(2pi)2n2/3
(
1
(N + 1)2/3
−
1
N2/3
)
=
h¯2
2m
f(N)(2pi)2n2/3
∞∑
i=1
1
i!
di
dxi
(
1
x2/3
)∣∣∣∣
x=N
=
h¯2
2m
f(N)(2pi)2n2/3
∞∑
i=1
(−1)i
∏i
j=1(3j − 1)
3ii!N i
1
N2/3
=
TN
N
∞∑
i=1
(−1)i
∏i
j=1(3j − 1)
3ii!
1
N i−1
(14)
where we used Eq. (12) to get from the fourth line to
the fifth. Taking the thermodynamic limit and applying
Eq. (13) to this result yields an overall energy difference
of −(2/5)EF .
Analogous arguments hold for the case of the interact-
ing gas. The naive approach would be simply:
∆E(k) ≡ E
(k)
N+1(N + 1)− EN (N), (15)
where E
(k)
N+1(N + 1) represents the energy of all N + 1
particles in a box containing N + 1 particles, with the
last being in an excited state, k. Similarly, EN (N) is the
energy of the N ground-state particles in a box containing
N particles. However, we see that this energy does not
properly extract the energy we want:
∆E(k) = E
(k)
N+1(1) + EN+1(N)− EN (N)
= E
(k)
N+1(1)−
2
5
ξEF , (16)
where ξ is a factor relating the interacting energy per par-
ticle to the free energy per particle.E
(k)
N+1(1) andEN+1(N)
separates the excited particles’ energy from the remaining
particles in the N+1 system. The above definition has an
offset which is undesirable, so we redefine ∆E(k) to be,
∆E(k) ≡ E
(k)
N+1 − EN +
2
5
ξEF , (17)
where we dropped the parentheses since in this context,
they are redundant. We can consider a twin equation for
the non-interacting system,
∆T (k) ≡ T
(k)
N+1 − TN +
2
5
EF . (18)
4.1.2 Effective Mass Extraction
Armed with these definitions, we now turn to the concept
of the effective mass. We start from the dispersion relation
of an non-interacting, excited particle:
∆T (k) =
h¯2
2m
k2. (19)
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Fig. 4. Quasiparticle energies for neutron matter as a function
of the excited particle’s squared momentum k2. These energies
are calculated using the AV8’+UIX interactions, carried out
with AFDMC at densities of 0.06, 0.12, and 0.18 fm−3. The
momentum for finite (non-superfluid) Fermi systems comes in
discrete spacings meaning that although the excited states are
not infinitesimally close, these curves are still the energy dis-
persion relations near the Fermi surface.
In the literature, what is usually done at this point is an
expansion around the Fermi surface:
h¯2
2m
k2 − EF ≈
h¯2kF
m
(k − kF ) (20)
This is legitimate as long as k is very close to the Fermi
surface, i.e., k − kF ≪ kF . However, note that this is a
further approximation, which is not necessary to introduce
the intuitive concept of quasiparticles; the latter intuitive
picture arises in the interacting case, to which we now
turn.
Motivated by Eq. (20), it is customary to introduce an
effective mass m∗ for the interacting problem, where the
right-hand side will involve m∗ instead of m. However, as
we just pointed out, this is only legitimate if k−kF ≪ kF
holds. In our QMC simulations we do not have k at our
disposal: this is determined by the density and particle
number. Thus, we keep things general, i.e., we introduce
the effective mass still at the level of the quadratic disper-
sion, as in the left-hand side of Eq. (20). To be explicit,
for the interacting problem we introduce a parameter m∗
that is intended to capture the effects of the interactions
on the quasiparticle dispersion:
∆E(k) =
h¯2
2m∗
k2 (21)
Since we still wish to remain as close to the Fermi surface
as possible, we have chosen 4 points as a happy medium
between having several input data points and not straying
too far away from the surface. In what follows, we will fit
our QMC results to such a quadratic form in order to
extract the effective mass.
Before we can extract the coefficient m∗, we need to
produce microscopic results of ∆E(k) as a function of the
squared excitation momentum, k2. Ref. [61] reported on
results at a single density; here we expand on this to better
understand the density dependence of these quantities. In
Fig. 4 the dependence on the squared excited momentum
is linear at a variety of densities, justifying that a linear
slope is sufficient to determine the effective mass. This in
turn allows us to encapsulate the many-body physics of
several interacting particles, into a single-particle quan-
tity, the effective mass. Before we can determine these
ratios as a function of density, for example, we need to
determine which particle numbers we trust for the extrac-
tions.
4.2 Energy Extrapolation
Despite being limited to finite N -calculations by computa-
tional complexity, we wish to determine thermodynamic-
limit (TL) interacting quantities. One prescription that we
can employ is to make use of the non-interacting system to
better approximate the kinetic contribution. This becomes
evidently useful for neutron matter since the finite-size ef-
fects (FSE) have dominant contributions from the kinetic
energy (due to a small effective range of ∼2.7 fm). This
prescription can be carried out as follows:
E¯∞ = V¯∞ + T¯∞ (22)
≈ V¯N + T¯∞ (23)
E¯TL ≡ E¯N − T¯N + T¯∞, (24)
where symbols with a bar over them represent energies
per particle, and we let V, T, and E denote the poten-
tial energy, free particle energy (or kinetic energy), and
interacting energy, respectively. We use energies per par-
ticle since we will be applying this to different particle
numbers, and this makes the last term a finite quantity.
Although this significantly lowers FSE contributions, the
left-hand side still depends on N and too low a particle
number will produce poor results. We use N = 66 in our
calculations. Our first application of this will be in the
computation of ξ. The definition of ξ is E¯∞ = (3/5)ξEF .
Thus
ξ = E¯∞/T¯∞
≈ E¯TL/T¯∞. (25)
We apply the extrapolation prescription to reduce the
FSE in the effective mass calculations. Consider the fol-
lowing:
∆E
(k)
TL = [E
(k)
N+1 − T
(k)
N+1 + (N + 1)T¯
(k)
∞
]
− [E
(k)
N − T
(k)
N + (N)T¯∞] +
2
5
ξEF . (26)
Eq. (26) applies Eq. (24) to N and N +1 particle results.
The corrected energies are at the same finite particle num-
bers but nevertheless treated as TL quantities since the
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Fig. 5. The energy of an excited particle in a finite system
is proportional to k2 (left). This can be split into two con-
tributions. The N particle “Fermi surface” contributes k2F,N
(bottom left). The remaining energy is the excitation amount
k2e (top left). In taking the TL the Fermi surface settles at kF
(bottom right) as FSE go to zero. Tracking the FSE is accom-
plished by keeping excitation energy constant (top right). The
total energy of the excited particle in the TL is proportional
to k2TL (right). The mathematical relationship defining kTL is
given in Eq. (27).
FSE in the energy per particle have been handled. We
pay close attention to the kinetic energy correction for
N +1 particles. Without an excitation, the TL correction
in energy per particle after subtracting TN+1 is simply
(N +1)(3/5)EF . However, we must carefully consider the
corresponding correction when a particle is placed in an
excited state k. There is a FSE associated with the Fermi
surface wave-vector kF due to the limited amount of al-
lowed wave-vectors. The N least energetic particles are
all placed in the lowest available energy levels up to what
we label as kF,N . The energy level is proportional to the
square of the wave-vector. We handle the movement of the
Fermi surface by keeping the energy difference from the
surface to the excited state constant: i.e. the excited state
in the TL is not at k. Rather
k2 − k2F,N = k
2
TL − k
2
F , so
k2TL = k
2 − k2F,N + k
2
F (27)
where kTL is where the excited particle is placed in the
TL. This is illustrated in Figure 5.
Returning to Eq. (26) we notice that T¯
(k)
∞ should actu-
ally be T
(kTL)
∞ . Rather than (N+1)(3/5)EF , the correction
is
(N + 1)T¯ (kTL)
∞
= (N + 1)
3
5
EF +
h¯2
2m
k2TL − EF (28)
where the last two terms reflect the excitation energy of
the particle above the Fermi surface. Plugging this back
into Eq. (26) yields
∆E
(k)
TL = [E
(k)
N+1 − T
(k)
N+1 + (N + 1)
3
5
EF +
h¯2
2m
k2TL − EF ]
− [E
(k)
N − T
(k)
N + (N)
3
5
EF ] +
2
5
ξEF
= ∆E(k) −∆T (k) +
h¯2
2m
k2TL (29)
10 100 1000 10000
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∆E
TL
(k T
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]
Extrapolated AFDMC
k2TL multiple
Fig. 6. Guidance on the N-dependence of ∆E
(kTL)
TL . These ex-
trapolated quasiparticle energies are calculated using AFDMC
and the AV8’+UIX potential at a density of 0.05 fm−3. The
first four excited state energies are shown in solid lines (from
bottom to top). The dotted lines are generated by finding a
coefficient which multiplies k2TL to best match the quasipar-
ticle energies over all N for which AFDMC calculations were
possible. Our extrapolated AFDMC values are limited to ∼100
particles; on the other hand, since the multiples are calculated
according to the free particle momentum, they can be calcu-
lated for very large N . We find that for intermediate values of
N , a multiplicative constant is sufficient to not only capture
all the N dependence of k2TL, but also to match the ∆E
(kTL)
TL .
Then, in those cases, a coefficient (the effective mass) is suffi-
cient to convert the quadratic momentum dependence to the
desired energy.
where we also plugged T¯∞ = (3/5)EF into Eq. (26) for
the first step of this derivation. Eq. (17) and Eq. (18) were
used to obtain the final expression. We extract the effec-
tive mass from the extrapolated excited particle energy
via:
∆E
(kTL)
TL =
h¯2
2m∗
k2TL. (30)
It is quite rewarding to see this compact notation con-
necting the bare mass, which appears in the extrapolation
process in Eq. (29), to the effective mass.
Our extraction of the effective mass was performed via
a linear fit between the quasi-particle energy and the wave-
vector squared. The effective mass only depends on the
slope of this fit. Looking at ∆E(k), we see that the only
quantity that changes as k changes is E
(k)
N+1. Similarly for
∆T (k) only T
(k)
N+1 changes. Finally, k
2
TL only gets an influ-
ence from k2. For the latter two quantities, the k depen-
dence goes as (h¯2/(2m))k2 and cancels out. It is evident
that the linear slope in an un-extrapolated fit of ∆E(k)
to k2 will yield the same slope/effective mass as the ex-
trapolated fit between ∆EkTLTL and k
2
TL. Nevertheless, the
full quasi-particle energy quantities provide insight into
how the TL is reached as seen in Fig. 6. This is further
discussed in the next section.
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4.3 Results
4.3.1 Optimal Particle Number
Often the N = 66 particle number is ideal for QMC cal-
culations. It is a closed-shell (implying no ambiguity in
the wave vectors used), it exhibits a minimum in FSE for
bulk energies, and is a small enough particle number that
we can carry it out, but not so high that we do not trust
the numerical accuracy due to insufficient simulation time.
However, we seek to determine the best N to study since
FSE may be unpredictable and minima in FSE for one
observable do not necessarily imply minima in another
(e.g., bulk quantities like total energy vs single-particle
quantities). To carry out this analysis, we consider the ex-
trapolated ∆E
(kTL)
TL as a function of particle number at a
fixed density (chosen to be 0.05 fm−3). Although ideally
we would study closed-shells, their fixed spacing makes it
difficult to capture the details of an N -dependence, so we
include some open-shells as well. It is not immediately ob-
vious how the k states should be chosen for open-shells.
One could place the excited particle starting at the par-
tially filled energy level and then at several larger levels
or one could start at the next lowest energy level. We
carried out the latter to be consistent with closed-shell
calculations. The data points that we collected for our
chosen shells are shown as solid lines in Fig. 6. To capture
the overall N -dependence of these quasiparticle energies,
we compare these to a second quantity, namely a scalar
multiple of k2TL for each excitation that best fits the cor-
responding ∆E
(kTL)
TL . This generates a complementary set
of curves that can be compared. Interestingly, at low N ,
the multiple under-predicts the energy, while at higher N ,
it over-predicts the energy. A naive expectation that the
larger particle numbers should outperform smaller num-
bers is therefore shown to not hold true in general. We find
that the intermediate particle numbers best capture the
N -dependence. Given that the choices of N = 38, 54, 66
equally capture the N -dependence, we chose the largest
of these closed-shells to be optimal.
Ref. [61] provided results for N up to ∼100. Having
determined the multiplicative coefficients, we can extend
the multiples curve to much higher N . This now makes it
clear that as we approach larger N , the points used in our
fitting prescription come closer together. As a result, small
errors in the QMC energy calculations can have significant
impact on the effective mass, again reinforcing that simply
increasing N does not necessarily improve accuracy.
4.3.2 Effective Mass vs Density
Now that we have carried out a systematic analysis for
determining the particle number which best matches the
TL, and accounted for FSE, we are able to investigate the
effective mass dependence on density.
The results shown in Fig. 7 employ the described fit-
ting procedure and standard error propagation from the
QMC errors. Ref. [61] provided results for the two- and
0.7
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1
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m
*
/m
AV8’
N2L0 (NN) R0=1.0 fm
0 0.04 0.08 0.12 0.16 0.2
n [fm-3]
0.7
0.8
0.9
1
1.1
m
*
/m
AV8’+UIX
N2L0 (NN+NNN) R0=1.0 fm
Fig. 7. The effective mass ratiom∗/m for neutron matter as a
function of number density n. Results are shown for both phe-
nomenological and chiral interactions. Two-body interaction
results are shown in the top panel. The bottom panel contains
calculations with three-body interactions also included. The
effective mass ratio approaches unity at low densities which
corresponds to large inter-particle distances causing the inter-
acting system to act like the non-interacting system. At higher
densities the effective mass decreases steadily for all potentials
examined.
three- body Argonne and chiral potentials; we have car-
ried out new QMC calculations at all densities, employing
as input only neutron-neutron interactions (i.e., remov-
ing three-body interactions). At very low densities (large
interparticle spacings), the interactions die off and the ef-
fective mass ratio goes toward 1. This is expected: as the
effect of the interactions becomes vanishingly important,
the dispersion relation approaches the free particle dis-
persion relation. Since the effective mass ratio is strictly
less than one for all densities, regardless of potential, neu-
tron matter tends to gain a larger increase in energy for
the same excitation than the non-interacting system. In
order to further interpet the significance of our findings,
we recall that the effective mass ratio appears in Landau
Fermi-liquid theory (LFLT) [72] in the equation:
m∗
m
= 1 + F s1 (31)
where F s1 is the dipole component of the interactions. Note
that LFLT involves an expansion where the coefficients
are the Landau parameters. Here we see the leading spin-
symmetric one, which corresponds to the non-magnetic
part of the interaction. The results in Fig. 7 can therefore
straightforwardly be used to extract F s1 in neutron matter.
Comparing the chiral NN-only results from the upper
panel to the chiral NN+NNN results in the lower panel, we
see that three-neutron forces tend to slightly increase the
effective mass at higher density. Similarly, when compar-
ing the chiral and phenomenological potentials including
two- and three- body forces, they qualitatively agree, ex-
hibiting a comparable drop in the effective-mass ratio as
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Fig. 8. Effective mass as a function of density for various
approaches. The top panel shows Skyrme energy density func-
tional results, in order from top to bottom: SLY4, SIII, SkM∗,
and SkP. The bottom panel shows results from several ab initio
many-body calculations: triangles [64], circles [63], squares [5],
diamonds [65] as well as our chiral results from Fig. 7. Most
other many-body results start at unity, then tend to rise above
one for low densities, and finally decrease for high densities.
We find no rise in our extractions.
the density is increased. The chiral interactions lead to a
slightly higher effective mass. From this, we conclude that
the effective mass trend is relatively robust to the details
of the interactions, despite having an impact on the spe-
cific values. Thus, in trusting the accuracy of our QMC,
and as we have taken FSE in account, these results corre-
spond a model independent extraction of the full effective
mass ratio.
In Fig. 8 we compare our chiral results using AFDMC
to effective mass ratios from several many-body approaches,
including both phenomenology and ab initio methods. Com-
pared to the Skyrme energy density functional effective
masses (top panel), which have a large range of behaviours,
we find partial similarity only to SIII. Others like SkP de-
scribe effective masses greater than one. The lower panel
shows ab initio many-body method values: the effective
mass ratio starts at a ratio of one, then often rises for low
densities, thens decrease in some fashion as the density
increases. In contradistinction to this, we find an imme-
diate, steady decrease from one; the nearest match to our
trend in the literature is with the results in Ref. [63].
5 Conclusion
In conclusion, after making some big-picture comments
and summarizing earlier work on the static response of
neutron matter, we employed periodic boundary condi-
tions in finite particle number QMC calculations to per-
form a model- independent extraction of the effective mass
in neutron matter as a function of density. We made use of
an extrapolation prescription that used the non-interacting
system to better approximate the total interacting energy
at the thermodynamic limit. This allowed us to better un-
derstand the N dependence, which we carefully analysed
to determine an optimal particle number to perform our
calculations. Additionally, we performed this extraction
for both phenomenological and chiral two- and three- body
potentials and found a general trend where the effective
mass starts at unity for low density and then steadily de-
creases. Finally, we compared this to effective-mass ratios
published in the literature, namely Skyrme energy density
functionals and ab initio many-body approaches, as well
as provided some insight about the trend exhibited in our
findings.
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