=min (s, t). Levy [l] showed that with probability one Cameron and Martin [2] showed this independently for tk = k/2N. Baxter [3] recently extended these results by the following theorem:
Theorem.
// [-X"(<); O^i^l] is a Gaussian process satisfying E[X(t)]=m (t) and E[X(s)X(t)]-m(s)m(t) =r(s, t), r(s, t) is continuous in 0^5, t^l and has uniformly bounded second derivatives for s^t. Then we have, using (2), r Nn "I Nn Nn .
Notice that this is independent of Nn. Thus in the limiting case we obtain the same value.
Using (2) and the hypothesis, we obtain which is a term of a convergent series. Hence, by the Borel-Cantelli lemma and the hypothesis concerning A<max, the expression within the absolute value signs has the limit zero with probability one as n becomes infinite. Upon writing
and using the result of (5), the theorem is proved in the case that the mean is zero. Now in the case that the mean is not equal to zero we form a new process [X(*);0^/^l], where X(t) =X(t) -m(t) and m(t) is the mean function. From (2) where the second term on the right is bounded with probability one. By (7) the first term on the right of (8) approaches zero as re becomes infinite. Thus Nn Nn _2
(9) lim £ AX* = lim £ AX* = -D h(0).
Hence Theorem I is proved.
III. Conclusion. Clearly Baxter's theorem and the theorem above overlap for Gaussian processes with stationary independent increments, that is, Wiener processes. We also mention the fact that Baxter's theorem can be proven for more general tk using the same method as in the theorem above.
In closing we mention one very simple but interesting consequence of Theorem I. 
