Mirror neuron system responsivity is changed by sensorimotor experience.
Introduction 45
There is now ample evidence that experience is important in 46 the ontogeny of the mirror neuron system (MNS). We know that monkeys can develop 'tool-use mirror neurons' [11] ; expertise 48 in an action domain selectively enhances the responsivity of the 49 human MNS to actions in that domain (music - [14] ; dance - [1] ); 50 and laboratory-based training can both increase [23] 
91
Many of the experiments indicating that sensorimotor experi-92 ence can change the functioning of the MNS were designed to test 93 the associative sequence learning (ASL) model [16, 17] . This model 94 proposes that the development of the MNS is mediated by the between events (i.e. how closely together they occur in time), but 100 also to the contingency, or predictive relationship, between events.
101
Therefore, associative learning not only increases with the prob-102 ability of the second event (E 2 ) given the first event (E 1 ), or in 103 other words with the likelihood of contiguous pairings of E 1 and 104 E 2 , but also decreases with the likelihood of E 2 in the absence of 105 E 1 (e.g. [9, 10] ). Given that the stimulus and response function as 106 the two events E 1 and E 2 , respectively, in sensorimotor learning, 107 an associative account predicts that this form of learning should 108 increase with P(R/S) but decrease with P(R/¬S). This sensitivity to Q3 109 contingency is captured by, among others, the Rescorla-Wagner 110 model of associative learning [24] .
111
Some years after publication of the ASL model, rett [20] of an opening hand stimulus), and in incompatible trials, the stimu-
189
lus movement was the opposite of the pre-specified response (e.g.
190
opening hand response in the presence of a closing hand stimulus).
191
The results showed that the magnitude of the automatic imitation 
230
The contingent group experienced a perfect, nonmatching sensor-231 imotor contingency; the probability of a nonmatching response
232
given an action stimulus was 1, whereas the probability of a non-
233
matching response in the absence of an action stimulus was 0. In 
where w ji is the strength of the connection from node i to node j, E j 307 is any direct stimulation applied to the node, ˇj is the bias on node 308 j, and Á is the standard deviation of noise added on each processing 309 cycle.
310
When a stimulus appears, direct stimulation (E) is applied to with a learning rule that specifies how the strengths of S-R associa- 
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On a trial in which R j is present, ε j is set to the input neces-369 sary to drive the response node to its maximum. Critically, if the 370 target is predicted by the input, error will be zero and no learn-371 ing will occur, even if a novel stimulus is present on that trial.
372
Equally critically, the target value may be over-predicted, lead- 
377
This will also result in ε j being negative and any associations 378 between stimuli that are present on that trial will be weakened. Full details of all model parameters are given in Supplementary materials. The complete model, which is written in the C programming language, is available for download from http://www.ccnl.bbk.ac.uk/models.html. 3 Thus, if w ij (t) is the weight of the association to node j from node i at time t, then for each learning trial w ij (t + 1) = w ij (t) + · w ji . 4 Previous work demonstrated that that the qualitative behaviour of the model was relatively insensitive to the precise values of many of the parameters [8] . Nevertheless, for the purposes of quantitative simulations, specific values were chosen in that work based on an informal exploration of the parameter space. Those specific values were adopted here with the exception of the value of the habituation threshold of sensory nodes (Âs). In the previously reported work, sensory nodes were assumed to habituate to an input and decay once their activation exceeded a value of 0.80. In the current work this threshold was increased to 0.90 in order to yield effect sizes similar to that seen in the empirical work of Cook et al. should yield a similar compatibility effect to non-contingent train-486 ing. Both of these effects are contradicted by the subject data.
487
None of the difficulties exhibited by the model using Hebbian non-contingent versus signalled training (Fig. 4 , upper centre plot).
597
Hebbian learning also generally predicts that signalled training will In the blue region, the effect is significantly smaller with non-contingent than with contingent training, while in the red region the effect is significantly greater with non-contingent than with contingent training. Recall that the latter was observed in the Cook et al. study. The central column shows the equivalent comparison for non-contingent training versus signalled training. Again, in the subject data the compatibility effect was significantly greater with non-contingent than with signalled training (corresponding again to the red region). The right column shows the comparison between signalled and contingent training. In this case no effect was found in the subject data (corresponding to the green region). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of the article.)
arising from contingent training (blue region in Fig. 4 
665
The simulation results generally follow the logic proposed by showing both that 
