Despite the enormous strides made in automatic veri cation technology over the past decade and a half, tools such as model checkers remain relatively underused in the development of software. One reason for this is that the bewildering array of speci cation and veri cation formalisms complicates the development and adoption by users of relevant tool support. This paper proposes a remedy to this state of a airs in the case of nite-state concurrent systems by describing an approach to developing customizable yet e cient veri cation tools.
Introduction
The eld of automatic veri cation of nite-state systems has experienced tremendous advances over the past decade and a half, as e cient veri cation algorithms have been developed and associated tools built and applied to case studies of substantial complexity 13, 18] . Within the hardware community, commercial interest in these tools has even begun, as companies such as Intel, National Semiconductor and Chrysalis Symbolic Design have incorporated the use of automatic veri cation tools in their design processes. Despite these developments, however, verication technology remains largely unused in the software community in general, even in areas such as process control and communications protocols, where nite-state models form the basis of system implementations, thereby rendering them candidates for automatic analysis.
One may identify several cultural and technical reasons for this lack of uptake within the software community: lack of training, uncertainty about how to deploy formal analysis in the software process, skepticism about the bene ts versus the costs of formal analysis, etc. While it is beyond the scope of this paper to discuss all these concerns, we do note that even users who might be interested in formal approaches to the analysis of nite-state concurrent systems are confronted with the following issues. This bewildering array of choices has two negative consequences. The rst is that no speci cation formalism has yet achieved a \critical mass" of users.
The second is that tool support (necessary for any serious use of formal analysis) remains fairly primitive from a user's perspective; the lack of a \market" for any single formalism has dissuaded tool builders from expending the resources needed to build sophisticated and usable tools. The lack of appropriate tool support has in turn retarded the uptake of automatic veri cation among software designers. In this paper we propose a framework for developing generic and customizable veri cation tools and investigate its use as a basis for e cient automated analysis of nite-state systems. The framework is intended to ease dramatically the task of developing usable tools for (operationally based) veri cation formalisms, thereby removing, at least in principle, one obstacle to the increased adoption of veri cation technology in practice. This section sketches the concepts we deem fundamental for the analysis and veri cation of nite-state systems. The rst two involve approaches to establishing that nite-state systems satisfy their specications. In general, one may identify two schools of thought regarding the veri cation of systems: logicbased approaches and re nement-based techniques. The former typically involve the use of a temporal logic for describing desired system properties; one then uses a model checker to determine whether or not the properties hold of a putative implementation. The latter uses abstract, \high-level" systems as speci cations; one then proves an implementation correct by showing that it \re nes" such a speci cation (i.e. is related to it be an appropriate behavioral equivalence or preorder). Both approaches have their uses, and a number of temporal logics and behavioral relations have been proposed for veri cation purposes 13, 18] .
So what is fundamental to these approaches? In the case of model checking, we and others 22, 3] posit that the modal mu-calculus 26] constitutes an expressive and e cient basis. This logic provides simple modalities and propositional constructs together with mechanisms for de ning properties recursively. E cient model-checking algorithms have been developed for fragments of this logic 2, 19, 21] , and other temporal logics have e cient translations into these fragments 3, 22] . Regarding re nementbased approaches, we argue for the fundamentality of (bi)simulation. E cient algorithms exist for determining whether systems are related by bisimulation equivalence (simulation preorder) 30, 23, 11] , and other relations may be computed e ciently by combining decision procedures for (bi)simulation with appropriate transformations on the underlying nitestate systems 10, 16] . In addition, general theories of bisimulation-based \diagnostic information" that explain why a system fails to re ne another have been developed 11].
The nal fundamental notion involves the de nition of design notations for representing nite-state systems. In order to be usable as a basis for formal analysis, such notations must, in addition to having useful constructs, be equipped with a formal semantics that unambiguously de nes an association between \programs" in the language and nite-state machines representing their behavior. To give such a semantics, we advocate the use of operational semantic in general, and structural operational semantics (SOS) 31] in particular, as a rigorous yet conceptually clear presentation style. SOS presentations consist of collections of inference rules that specify the single-step transitions of systems in terms of the execution steps of their components. Languages such as CCS 28], LOTOS 29] and CSP 25] have such a semantics, and it has become the preferred style for de ning the meaning of constructs in process algebra 5]. An additional virtue of operational semantics, and SOS in particular, involves its connection with simulation: an operational account of a language implicitly de nes how to simulate \pro-grams" in the language. 3 The Concurrency Workbench And Analytical Genericity
The previous section presented a proposed foundation for the automatic veri cation of nite-state systems. In order for this theory to be of practical as well as theoretical value, one must show that it can be used as a basis for the development of usable veri cation tools. This section and the one following explore this issue by describing our experience with two associated automatic veri cation tools: the Concurrency Workbench of North Carolina 17] and the Process Algebra Compiler of North Carolina 15] .
The Concurrency Workbench was originally conceived as a \laboratory" for experimenting with different techniques for verifying nite-state systems represented in CCS 16] . The tool incorporated implementations of bisimulation, prebisimulation and mu-calculus model-checking algorithms and provided support for easily customizing these algorithms to calculate a variety of di erent behavioral relations and for introducing new temporal constructs. The original public release of the system su ered from several performance bottlenecks, and consequently while it was easy to customize it could be frustratingly ine cient. The tool was nevertheless used successfully in the analysis of several case studies 7].
The Concurrency Workbench of North Carolina (CWB-NC) 17] represents a completely reimplemented version of the original CWB. Our goal in this e ort has been to show that the ine ciencies of the CWB were due not to its genericity (as some have suggested) but rather to lower-level implementation issues that can be addressed in a design-languageand analysis-independent manner. Consequently, the CWB-NC retains the (pre)bisimulation/mu-calculus orientation of the original CWB, but it contains more e cient implementations of the low-level routines. It also cleanly separates routines that are design-language-speci c (parsers, unparsers, transition calculation) from those that are independent of the design notation (bisimulation, model checking, simulator) in order to facilitate modications to the language that is supported. Figure 1 contains a representation of the architecture of the CWB-NC. The CWB-NC has been publicly available since September of 1996 from URL www4.ncsu.edu/ rance/WWW/cwb-nc.html and has been used in the analysis of several reasonably sophisticated case studies 14, 20] . While a detailed comparison has not been conducted, preliminary evidence suggests that the CWB-NC is 2{3 orders of magnitude faster than an earlier version of the CWB (speci cally, version 6.0). 
The Process Algebra Compiler and Language Genericity
Our experience with the CWB and CWB-NC suggests that (pre)bisimulations and the modal mucalculus form an e cient yet easily customizable basis for system veri cation. However, changing the design language supported by the CWB-NC requires substantial and delicate recoding in order for performance to be acceptable. In order to alleviate the di culty of this task, the Process Algebra Compiler (PAC) project between NCSU and INRIA-Sophia Antipolis was undertaken with support from the US National Science Foundation and INRIA 15] . The PAC aims to produce e cient front ends for veri cation tools from high-level descriptions of the syntax and semantics of the design language the front-end is intended to support. The Process Algebra Compiler of North Carolina (PAC-NC) constitutes the specialization of the PAC for the CWB-NC.
The PAC-NC takes as input les de ning the abstract and concrete syntax of a design notation and its operational semantics as SOS rules and generates SML code (the implementation language of the CWB-NC) implementing parsers, unparsers and relevant semantic routines (primarily a transition calculator). A user may then insert these routines into the CWB-NC in order to change the design notation supported by the tool. Figure 2 graphically depicts this process. It should be noted that all versions of the PAC, including the PAC-NC, use the same PAC front end; they di er only in the code they produce, since di erent veri cation tools expect routines in di erent languages and with di erent functionalities. E ciency Issues. The CWB-NC makes extremely heavy use of the semantic routines for a design language; to construct an automaton from a design language \program", for instance, the transitions function must be called for each state. Consequently, in order for the PAC-generated front ends to be usable, great care must be taken to ensure the eciency of the automatically-generated semantic routines. To achieve this, the PAC-NC combines a general pattern-matching-oriented approach with two low-level optimizations in the semantic routines it generates. We brie y describe these here; the interested reader is referred to 15] for a more detailed account.
To build a function for a semantic routine from an SOS speci cation, the PAC-NC rst analyzes the rules on the basis of the design language constructs they are applicable to. It then generates a function that, given a \program" in the design language, determines the applicable rules, recursively calculates the semantic information for appropriate subprograms, and then uses the rules to combine the results of the recursive calls appropriately. To make this process as e cient as possible, the produced routine also does the following.
Call caching. The results of certain previous recursive calls are stored in a table in order to avoid duplication of e ort. (Which call results are cached in this manner is presently left up to the user, although this information could also be determined by analyzing the SOS rules appropriately.)
Tree attening. Parse trees are represented in a compact fashion in order to facilitate hashing and equality-checking on trees. Tables 1 and 2 Emitter: A sender in a communications protocol. Railway (LOTOS): A railway signaling scheme. Railway (PCCS): The same railway signaling scheme in the PCCS process algebra 14]. In general, caching and tree attening lead to significant improvements in timing behavior. Somewhat surprisingly, they also induce improved memory performance on occasion. This seeming anomaly results from sharing in the parse tree representations that caching in particular supports. It should also be noted that the bene ts of tree attening grow as the syntactic complexity of designs increases. Thus, the improvement induced by tree attening in the ATM example and the LOTOS examples is much bigger than in the other, less syntactically elaborate examples. Finally, caution should be used in interpreting the space-usage results, owing to the well-known di culties in the space pro ling of garbage-collected languages such as SML. It should be noted that the original hand-written CWB semantic routines employed the same patternoriented approach to the calculation of semantic information, although neither call caching nor tree attening were used.
Conclusions and Directions for Future Work
This paper proposes a generic framework for the automatic veri cation of nite-state systems and shows how e cient tool support may be given for it. The framework consists of three basic concepts: (pre)bisimulations as a basis for re nement, the modal mu-calculus as a basis for model checking, and structural operational semantics as a basis for de ning the semantics of design notations. The Concurrency Workbench of North Carolina and the Process Algebra Compiler of North Carolina exploit this framework to provide e cient yet easily customizable tool support based on these notions.
In the future we would like to investigate techniques for improving the space utilization of PACgenerated front ends. Recent work 3] also points to an abstract basis for model checking that circumvents the need for de ning translations in the mu-calculus, and we would like to investigate the development of a model-checker generator based on these ideas. It could also be fruitful to look into the provision of generic support for symbolic approaches, such as those oriented around Binary Decision Diagrams 8]; steps in this direction may be found in 4]. Finally, it would also be interesting to investigate techniques for generically analyzing other kinds of systems, including those that pass values, exhibit real-time behavior, and have probabilistic aspects to their functioning.
