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Different evolutionary models are known to make disparate predictions for the success of an in-
vading mutant in some situations. For example, some evolutionary mechanics lead to amplification
of selection in structured populations, while others suppress it. Here, we use computer simulations
to study evolutionary populations moved by flows, and show how the speed of this motion impacts
the fixation probability of an invading mutant. Flows of different speeds interpolate between evo-
lutionary dynamics on fixed heterogeneous graphs and in well-stirred populations. We find that
the motion has an active role in amplifying or suppressing selection, accomplished by fragmenting
and reconnecting the interaction graph. While increasing flow speeds suppress selection for most
evolutionary models, we identify characteristic responses to flow for the different update rules we
test. We suggest these responses as a potential aid for choosing the most suitable update rule for a
given biological system.
1. INTRODUCTION
Over the years, different models have been proposed to describe evolutionary dynamics; they all describe how
populations composed of members of different species change with time. These changes occur through death and
birth events, and typically involve competition between individuals1–3. The models differ in the order in which these
events are implemented and how competition takes place. For example, one distinguishes between ‘birth-death’ and
‘death-birth’ processes, or between global and local selection3–5. Even though these seem to be relatively minor
details, under certain circumstances they can lead to rather disparate outcomes4–6. Choosing the right evolutionary
model for a given biological system is therefore of great importance, but it is not a simple task.
There appears to be some tendency in the literature to simply choose one model and not argue in detail whether,
for example, a birth-death or a death-birth process is better suited for the particular application at hand. While
one could argue that most of these models are so stylised that the subtle differences between them are unimportant,
significant differences in their predicted outcomes make it desirable to be able to distinguish between the options.
This would enable one to make a more informed choice, and to identify the model which best captures the known
behaviour of a given biological system.
In this paper we propose that such a possibility may exist if the members of the population are advected by an
external flow. Specifically, we focus on the stochastic dynamics of a population initially composed only of wildtype
individuals and a single invading mutant. The mutant will either be eliminated or its offspring will take over the
population. We are interested in the latter outcome, and study the rate of successful fixation. We show that the
response of the fixation probability to the flow speed can be very different for each evolutionary process. We speculate
that this may be used to discriminate between different stylised models. In some experimental settings flow can be
controlled externally, or situations without flow can be compared to those with fast flows. Differences in fixation
probabilities have been found in static versus stirred populations of Escherichia coli for example7–9. If such data is
available, systematically studying the behaviour of different computational models of evolution in flowing populations
can help to select the update mechanism which best captures the features of the biological system at hand.
The simplest approach to modelling stochastic evolution dispenses entirely with the notion of space and population
structure, and assumes that the only relevant factors are the frequencies with which the different types of individuals
are found in the population1–3. Each individual in such an unstructured population can interact with all other
individuals at all times. To further simplify matters, birth and death events are usually coupled, so that one is
immediately followed by the other; this facilitates the mathematical analysis, as it keeps the size of the population
constant1–3.
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2If individuals are distributed in space, and have a limited range of interaction, the population becomes structured.
Not every individual can interact with every other individual at all times. It is then helpful to consider the interaction
graph of the population10–29. Nodes of these networks represent individuals, and links between nodes stand for
potential interactions. Birth and death events take place between neighbouring nodes, that is, pairs of individuals
connected by a link. The case of an unstructured population is recovered if links exist between any two individuals
at all times; the interaction graph is then said to be complete.
Population structure has the potential to change the dynamics of evolutionary processes10–29. For example, species
that would be selected against in an unstructured population are found to organise in clusters on networks, and in this
way they can coexist with fitter types, or even eradicate the resident species. The time it takes for a species to reach
fixation can be reduced or increased on networks. Evolution on simple graphs has been characterised mathematically
(see for instance28–33 and references therein), but on more complicated networks the dynamics become much harder
to describe analytically.
Further complication arises if the members of the populations are in motion. The interaction graph then becomes
dynamic, making mathematical approaches more difficult. At the same time motion is a ubiquitous feature of biological
systems, for example due to self-propulsion of microswimmers by means of flagella34, or advection of bacteria in a
fluid environment35.
Common ways of implementing motion in computer models include migration; in such models individuals move
to neighbouring sites on the interaction graph36–42. Alternatively, adaptive networks have been considered; in these
the link connecting two individuals is re-wired to a different individual, usually with preference for links between
individuals of similar types43–47. For further examples see also ref.17 and references therein. In this work, instead, we
focus on populations that are not self-propelled, and use the type of motion one could expect in dynamic gaseous or
aqueous environments. Specifically, the motion is due to a flow of the medium in which the population resides. The
movement is not constrained by the current interaction network, and the interaction graph itself is dynamic. Evolu-
tionary systems with this type of motion have been studied comparatively little; existing work includes refs.42,48–55. In
ref.56 we investigated stirred populations, and presented analytical solutions for the limit of very fast flows. Naively,
one would expect that the success of a mutant under fast stirring is the same as the one on a complete graph, a
situation also referred to as ‘well mixed’13–15. However, the results of ref.56 showed that the fixation probability of an
invading mutant approaches a different limiting value for very fast flows.
In this paper we investigate in more detail the effect of the flow speed on the fixation probability of invading
mutants. In particular we also focus on intermediate and slow flows. We find that the way in which the flow affects
the success of mutants depends on the choice of the evolutionary update rules. We identify three main contributing
factors: how well connected the initial mutant is with the rest of the population, the opportunities mutants have to
organise in clustered groups, and how long individuals remain connected for as the flow moves them in space. These
factors are influenced by the speed of the flow and, depending on the evolutionary update rule, they can either amplify
or suppress selection relative to unstructured populations. This suggests the response of the fixation probability to
flow speed as an indicator of the underlying evolutionary process. We think this can be a useful aid for choosing the
most appropriate evolutionary model for given biological applications.
2. METHODS
We use the same setup as ref.56, and consider a population of fixed size N composed of individuals of two species
(wildtype and mutant). Unless specified otherwise, we use N = 100. Individuals take positions in space within the
two-dimensional domain 0 ≤ x, y < 1 with periodic boundary conditions. Particles are subject to a continuous-time
flow, moving them around in space, and to evolutionary dynamics, which change the frequencies of the two species in
the population.
The motion of the particles is simulated through the so-called parallel shear flow57,58; we discuss the validity of
our results for different flow fields in Sec. 4. The velocity field of this flow is periodic in time, except for a random
phase described below. During the first half of each period particles are moved vertically; the speed of each individual
depends on the horizontal component of their position. During the second half of the period individuals move
horizontally, with speeds dependent on their vertical positions. We write vx(x, y, t) and vy(x, y, t) for the velocity
components of a particle at position (x, y) at time t. Specifically, we use
vy(x, y, t) = 0, vx(x, y, t) = Vmax sin [2piy + ψ] , for t ∈ [nT, nT + T/2),
vx(x, y, t) = 0, vy(x, y, t) = Vmax sin [2pix+ ψ] , for t ∈ [nT + T/2, (n+ 1)T ),
with n = 0, 1, 2, .... The constant Vmax sets the amplitude of the flow, and T the period. The phase ψ is drawn
randomly from the interval [0, 2pi) at the beginning of each half-period. Due to this random phase, the flow mimics
3chaotic motion; the trajectories of individuals who are initially close to each other diverge over time. At long times,
the distribution of individuals moved by this flow is uniform in space57,58.
The evolutionary process is implemented through coupled birth and death events. The order in which reproduction
and removal take place is important, and so we will distinguish between birth-death and death-birth processes. The
evolutionary dynamics occur on an undirected interaction graph, dynamically generated by the flow. Specifically, we
will say that one individual is a neighbour of another if they are within a distance R of each other.
Individuals are in continuous motion, but evolutionary events occur at discrete times, t = ∆t, 2∆t, ... in our model.
Simulations are then implemented as follows:
1. At t = 0, a population of N particles is placed into the spatial domain at designated initial positions. These
define an initial interaction graph. Of these individuals, N − 1 are wildtype and one is a mutant. The mutant
is chosen uniformly at random from the population.
2. The individuals are moved by the flow for a time interval ∆t, leading to a new interaction graph.
3. An individual is chosen from the entire population. In the case of a birth-death process, it is designated to
reproduce; for death-birth processes it is designated to die.
4. One of the neighbours of this individual is chosen to be replaced (birth-death) or to reproduce (death-birth).
5. The individual chosen for death adopts the species (wildtype or mutant) of the reproducing individual.
6. Repeat from step 2.
In each evolutionary step two individuals are chosen. They can either be picked at random or selected proportional
to fitness. For the latter case we focus on frequency-independent selection; we set the wildtype fitness to one, and write
r for the fitness of the mutant species. Consider for example a group of nw wildtype individuals and nm mutants.
A mutant would be selected to reproduce from this group with probability rnm/(rnm + nw), or a wildtype with
probability nw/(rnm + nw). If selection is for death we proceed similarly, but with r replaced by 1/r. In this way,
mutants are less likely to die than wildypes if r > 1. For r < 1 the mutant species is selected against. The simulation
results shown in this paper focus on advantageous mutants; we set r = 1.05 throughout.
Selection proportional to fitness can take place either in step 3 of the above algorithm (when an individual is chosen
from the entire population) or in step 4 (when it is chosen from the neighbours of an individual). We refer to these
cases as global and local selection, respectively. Since we distinguish between birth-death and death-birth processes,
four combinations are possible: global birth-death (Bd), global death-birth (Db), local birth-death (bD) and local
death-birth (dB). The capital letter in these acronyms indicates that selection dependent on fitness occurs in the
respective step. In principle, one could also consider processes in which individuals are chosen proportional to fitness
in both steps of the algorithm (BD, DB)4,5. In order to be able to disentangle the effects that the flow has on fixation
probabilities due to local or global selection, we limit the discussion in the main text to scenarios in which selection
acts either globally or locally, but not both. The BD and DB processes are discussed in the Supporting Information.
We illustrate the different evolutionary processes in Fig. 1. The upper two rows correspond to processes in which
competition takes place among the entire population (global selection). In the lower two rows the first node is picked
irrespective of fitness, and competition takes place only among the neighbours of this node (local selection). A
step-by-step description of each of the processes can be found in the figure caption.
One important characteristic of the flow is the typical timescale over which the set of neighbours of a given individual
is renewed. More precisely, the set of neighbours of a given individual at time t, and at a later time t + τ , will be
uncorrelated provided τ is sufficiently large (see ref.56, and the Supporting Information). This renewal time is in turn
determined by the parameters Vmax, T and R; following refs.59,60, we use Vmax = 1.4 and T = 1 throughout, and
choose an interaction radius of R = 0.11.
This choice of parameters leads to an estimate for the network renewal time of τ ≈ 6.4 (see Sec. S1 in the Supporting
Information for details). That is, the set of neighbours of one individual at one time is uncorrelated from its set of
neighbours approximately six and a half flow periods earlier. It remains to specify how frequent evolutionary events
are, i.e. to define the time step ∆t in the simulation described above. We treat this as a model parameter, and use
S = N∆t/T to quantify the number of generations elapsed in one flow period. Thus, S indicates the speed of the
flow relative to that of evolution. For small S, individuals move relatively little between evolutionary events (‘slow
flow’). Large values of S describe fast flows. From here on, we will refer to S as the speed of the flow, and investigate
the outcome of evolution for different choices of this parameter. The flow speed S is understood throughout as
relative to the rate of evolutionary events. We note that the inverse of S is related to the Damko¨hler number in fluid
dynamics61–63.
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FIG. 1. Illustration of the update rules. Each row represents one of the different evolutionary update mechanisms. The
columns indicate the different steps of each evolutionary event. In column a) an individual is chosen from the whole population;
it can be ‘selected’ through competition by fitness (red shading), or ‘picked’ at random, irrespective of its species (blue shading).
This node is destined to either reproduce (pink shading), or to be replaced (brown shading), as shown in column b). Column
c) indicates that one neighbour of this node is either selected (red), or picked (blue). This second node is destined to reproduce
(pink), or to be replaced (brown), shown in column d). Column e) shows the result of the evolutionary event; the node chosen to
reproduce places an offspring in place of the node chosen to die. Each row is composed of one box of each colour; the sequence
of the colours distinguishes the different processes. From top to bottom, the rows correspond to: (i) global birth-death process
(Bd): an individual is selected from the whole population to reproduce, and one of its neighbours is picked to be replaced by
the first individual’s offspring; (ii) global death-birth process (Db): an individual is selected to die from the whole population,
and one of its neighbours is picked to place an offspring in its place; (iii) local birth-death process (bD): an individual is picked
from the whole population to reproduce, and one of its neighbours is selected to die; (iv) local death-birth process (dB): an
individual is picked from the whole population to die, and one of its neighbours is selected to reproduce.
3. RESULTS
3.1. Effects of the flow speed on the fixation probability
We first address the case in which the initial coordinates of each individual are drawn from a uniform distribution
on the domain 0 ≤ x, y < 1. The initial interaction graph is then a random geometric graph (RGG)64.
For any non-zero flow rate (S > 0) any member of the population can eventually interact with any other individual,
even if they were not connected on the initial interaction graph. This is due to the mixing properties of the flow, and
means that no individual can indefinitely remain isolated from the rest of the population. As a consequence, the final
outcome of the evolutionary process is either fixation or extinction of the mutant.
The fixation probability, φ, for a beneficial mutation is depicted in Fig. 2 as a function of the flow speed, S. We show
simulation results for the four different evolutionary processes bD, dB, Bd, and Db. Each data point is obtained
from an ensemble of realisations. For comparison, we also show the fixation probability on a complete graph, φCG. By
definition, φCG is independent of the flow speed, as all individuals interact with all others at all times. On complete
graphs the fixation probability for global and local selection processes differ by a small amount5.
Several interesting features can be observed in Fig. 2: For slow flows, the order of reproduction and removal is
found to have a strong effect on the fixation probability, and it is less relevant whether selection takes place in the
first or the second step of each evolutionary event. For the local and global death-birth processes (dB, Db) the
fixation probability is lower than on a complete graph, as shown by the green and blue lines in Fig. 2. Conversely,
both Bd and bD show a higher fixation probability than on complete graphs (red and purple lines).
In the limit of fast flows, however, the outcome of evolution is mostly determined by whether selection is global or
local, and not by the order of the reproduction and removal events (birth-death vs. death-birth). Specifically, when
selection acts locally the fixation probability of the mutant is lower than on a complete graph (purple and blue lines).
In contrast, when selection is global the fixation probability is the same as on a complete graph (red and green lines).
These observations indicate unique responses of the fixation probability to the flow speed for the different processes.
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FIG. 2. Fixation probability as a function of the flow speed for unrestricted random initial positions (random
geometric graphs, RGGs). For the global death-birth process, increasing the flow speed increases the fixation probability.
The reverse is found for the remaining three processes. Circle markers show fixation probabilities in the fast-flow limit; square
markers are results for fixed connected random geometric graphs (CRGGs); see text for further details. The fixation probabilities
on a complete graph are shown for reference.
For the Db process (continuous green line in Fig. 2) the mutant’s probability of success increases with the speed of
the flow. For the Bd process (continuous red line), the fixation probability decreases with increased flow speed, but
is always greater than or equal to the one on a complete graph, φ ≥ φCG. In contrast, the fixation probability for
a dB process (dashed blue line) is always smaller than φCG. Finally, for the bD process (dashed purple line) the
fixation probability is higher than on a complete graph when the flow is very slow, but decreases at higher flow speeds
and eventually becomes lower than on the complete graph. The bD process is the only case in which we observe a
transition from amplification to suppression of selection (relative to the complete graph) as the flow speed is increased.
In order to gain some insight into these observations, we first describe the dynamics in the limit of fast flows,
summarising the results of ref.56. Then we discuss the no-flow limit, and subsequently the transition between the two
extremes, at intermediate flow speeds.
Fast-flow limit: evolution of well-stirred populations
When the flow is sufficiently fast the probability that any two particles are neighbours at the time of an evolutionary
event is the same, irrespective of whether they were neighbours at the previous event or not56. In global processes
selection takes place when the first individual is chosen, i.e., competition acts amongst the whole population. Then, a
second individual is picked at random from the neighbours of this first individual. Since any individual is equally likely
to be neighbours of the individual selected in the initial step, the second, random pick, is equivalent to a random pick
from the entire population. Therefore, in the limit of fast flows the fixation probability of global processes coincides
with the one on complete graphs, as observed in Fig. 2.
For local processes, on the other hand, in each evolutionary event the first individual is chosen at random from
the entire population, irrespective of fitness. Competition then takes place between the neighbours of this individual.
Although all members of the population are equally likely to be part of this neighbourhood, at any one time the group
of neighbours is a random subset of the population. This subset may not reflect the composition of the population
as a whole, which can be shown to lead to suppression of selection56. We briefly illustrate this for the case of a very
small interaction radius; the majority of individuals then have at most one neighbour at any given time. Since this
neighbour is the only contestant in local selection, fitness is irrelevant. Therefore, as the interaction radius becomes
small the fixation probability of the mutant approaches the limit of neutral selection. When the interaction radius is
large, however, it is more likely that the group of neighbours is large as well, and that population-wide frequencies are
accurately represented. Therefore, the suppression effect relative to the complete graph is reduced. If the interaction
range is so large that all individuals are connected with all other individuals at all times, a complete interaction graph
is recovered.
6Analytical results can be obtained for all four processes in the limit of very fast flows56. Predictions from this
theoretical approach are shown as filled circles on the right edge of Fig. 2.
No-flow limit: evolution on static heterogeneous graphs
On the left-hand side of Fig. 2 the flow is so slow that the evolutionary dynamics effectively take place on fixed
graphs. Evolutionary processes on static graphs have been widely discussed in the literature (see e.g.15,23,29 and
references therein). The focus is often on characterizing specific graphs or graph structures, which either amplify
or suppress selection65–67. Notably, the authors of ref.6 report that most undirected graphs amplify selection for
birth-death processes, but suppress selection for death-birth processes. However, these findings are only given for
relatively small networks, and only for processes in which selection acts in the reproduction step (Bd and dB).
In order to obtain a more complete picture, we measured in simulations the fixation probability of a single mutant
on networks of different sizes, averaged over different static heterogeneous graphs. Each graph is generated by placing
individuals at random in the spatial domain (see Sec. 2), resulting in a random geometric interaction graph. It is
possible that a graph generated in this way consists of several disconnected components. In the absence of flow, the
mutant then cannot reach fixation. We therefore restrict simulations to graphs with a single connected component
and henceforth use the term connected random geometric graphs (CRGGs). We present results for the different
evolutionary processes as a function of the size of the graph in Fig. 3.
The data shows that the average fixation probability of a single mutant on CRGGs is higher than on the complete
graph for birth-death processes, φ ≥ φCG. For death-birth processes, on the other hand, φ ≤ φCG. This is in line
with the results reported in ref.6 for small graphs. The data in Fig. 3 confirms that the amplification of selection (for
birth-death processes) or suppression (for death-birth processes) is present regardless of the size of the network, if an
average over many graphs is taken. The rightmost data points in Fig. 3 correspond to a population of the same size
as the one in Fig. 2.
Intuition regarding the amplification or suppression of selection on static networks can be gained by studying the
connectivity of the initial mutant (see refs.20,68–71). For death-birth processes, these studies find that the success of
an advantageous mutant increases with its degree; for birth-death processes, its success decreases with connectivity.
This can be understood in the following way: In each evolutionary event two individuals are chosen, the first from the
entire population, and the second as a neighbour of the first. The degree of an individual does not affect its chances
of being chosen in the first step, irrespective of whether selection acts in this step or not. However, the probability
of being neighbours with the initial individual is higher for well connected individuals than for individuals with a low
degree. Under birth-death processes, higher connectivity of the mutant therefore results in a higher chance of being
replaced. For death-birth processes it results in a higher chance of reproduction.
In the literature these predictions have been tested for Bd and dB processes20,68–71. In the lower panel of Fig. 4
we verify that the argument extends to all four evolutionary update rules defined above. We show, for CRGGs, the
fixation probability of a mutant, φk, as a function of its degree, k. For the global and local death-birth processes
(Db, dB) the mutant’s success is lower than on a complete graph when the mutant is sparsely connected, but larger
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FIG. 4. Significance of the degree of the initial mutant. The upper panel shows the degree distribution, pk, of the
ensemble of connected random geometric graphs (CRGGs), obtained by placing N = 100 individuals into the spatial domain
0 ≤ x, y ≤ 1 with uniform distribution, and using an interaction radius R = 0.11 and periodic boundary conditions. The lower
panel shows the fixation probability obtained from simulating the evolutionary process on these graphs, as a function of the
degree of the initial mutant. For the two death-birth processes the mutant’s success is below the one on a complete graph if its
degree is low, and above φCG at high connectivity. The reverse is found for the two birth-death processes. Data points have
been connected as a visual guide.
if it is highly connected; the reverse is found for global and local birth-death processes (Bd, bD). These observations
are consistent with the above reasoning.
In our model, the initial mutant is chosen uniformly at random from the members of the population. The probability
that it has degree k is thus determined by the degree distribution of CRGGs. We write pk for the probability of a
random node to have degree k in such a graph, and show the degree distribution for networks of size N = 100 in
the upper panel of Fig. 4 for illustration. The overall probability of fixation of a single mutant is then φ =
∑
k pkφk.
Fixation probabilities obtained in this way are shown as square markers in Fig. 2 and 3. The results reproduce the
amplification and suppression of selection (for birth-death or death-birth processes, respectively) in the limit of slow
flows. We attribute quantitative differences between the markers and lines in Fig. 2 to effects of the non-zero flow
and to the difference in initial conditions; the data shown as lines is obtained from simulations of slowly flowing
populations in which the initial graph may consist of more than one component. In Sec. 3.2 we will discuss the
difference due to initial positions in more detail.
Transition between fast-flow and no-flow limits
As seen above, the outcome of evolution in rapidly stirred populations is very different to that on static interaction
graphs. With fast flows, local competition leads to suppression of selection; on the other hand, the success of a mutant
is the same as on a complete graph if selection is global. When there is no flow, the order of the birth and death events
in the evolutionary process is crucial. In this case, selection is amplified for birth-death processes and suppressed
for death-birth processes. At intermediate flow speeds, a crossover between these two regimes is seen. We will now
discuss this transition in more detail.
On fixed heterogeneous graphs, the degree of the initial mutant determines whether its chances of success are greater
or smaller than on a complete graph. In the presence of flow the interaction network constantly changes, and the
number of neighbours of any one individual thus varies over time. Classifying a member of the population as highly
or poorly connected is then at best possible over limited time windows. If the flow is slow relative to evolution, many
evolutionary events occur in such a time window, and the evolutionary dynamics can conclude before the degrees of
nodes undergo significant changes. Therefore the amplification or suppression effect due to the degree of the mutant
can still be observed. For faster flows, however, the interaction network changes so quickly that there is no clearly
8defined notion of a degree of an individual on the time scale of evolution. The amplification or suppression effect set
by the initial heterogeneous network is then washed out.
At very fast flow speeds, the set of neighbours of the individual chosen in the first step of an evolutionary update
effectively becomes a group sampled at random from the entire population. Therefore, suppression of selection sets in
for local processes. The fixation probability of global processes, on the other hand, approaches the one on a complete
graph, as described previously.
The main effects leading to the transition between the no-flow and the fast-flow limits are thus the increasing
variability (over time) of the degree of individuals, and the random sampling of the group of individuals taking part
in evolutionary events. As a result of these two mechanisms, in Fig. 2 we see a smooth transition between the two
limits. The different responses of the fixation probability to the speed are a consequence of the limiting behaviours
for very slow and very fast flows.
Although it is not immediately transparent from the results in Fig. 2, the flow has further effects on the evolutionary
process. For example, it removes the influence of the initial positions of the individuals in space. Another important
feature, particularly at intermediate flow speeds, is that the evolutionary process takes place on slowly changing
heterogeneous graphs. The dynamic network constantly splits into disconnected components, which later merge and
form new components. This fragmentation promotes the formation of ‘clusters’ — groups of nodes which are of
the same species. This gives rise to further amplification or suppression effects, depending on the details of the
evolutionary mechanics. In the following section, we explore these effects further.
3.2. Effects of the initial positions of individuals
Our model describes a population in constant motion. It is then natural to assume that the positions of the
individuals at the time the initial mutation occurs is drawn from the stationary distribution of the flow. For the
periodic parallel shear flow this is the uniform distribution, used as an initial condition in the previous section.
However, exploring different starting positions allows us to gain further insight into the effect of the flow on fixation
probabilities.
Connected random geometric graphs (CRGGs)
The data shown as lines in Fig. 2 was obtained from simulations with random initial positions (RGGs) and non-
vanishing flows. For this setup the interaction graph may not be connected, but fixation or extinction will still
occur, provided there is non-zero flow. In order to explore the no-flow limit, in Figs. 3 and 4 we focused on static
heterogeneous graphs instead; studying fixation in the strict absence of flow only makes sense when the interaction
graph consists of one single connected component, and so we restricted the discussion to connected random geometric
graphs (CRGGs). As a result, comparison with the data in Fig. 2 is difficult; in particular, we note the quantitative
differences between the square markers, obtained from static connected graphs, and the limiting values of the data
shown as lines in Fig. 2, obtained from slowly moving populations started from RGGs.
For comparison, we show data obtained from mobile populations, but started on CRGGs, in Fig. 5. The limiting
values of the fixation probabilities for very slow flows (end of the tick lines on the left-hand side of the figure) now
agree quantitatively with those obtained from static CRGGs (square markers).
The simulation data from Fig. 2, from simulations with unrestricted random initial positions, is also shown in Fig. 5
(thin lines). If the flow is sufficiently fast, initial conditions are immaterial. On the contrary, for slow flows the
fixation probability, φ, for simulations started from unrestricted random graphs is different from that for connected
initial conditions. For birth-death processes, φ is greater for the unrestricted case than for the connected one. The
opposite is observed for death-birth processes. This indicates that the initial condition can have a significant effect
on the outcome when then flow is slow.
As briefly mentioned before, the fragmented nature of the unrestricted setup can isolate groups of nodes from the
rest of the population. As the evolutionary dynamics proceed, this promotes the formation of clusters, i.e. parts of
the graph in which all individuals are of the same species. The degree of clustering can be quantified through the
fraction of active links in the network, that is, the proportion of links between mutants and wildtypes among all links
in the graph, Lact/Ltot. A small fraction of active links is an indicator of clustering. We show measurements of the
fraction of active links in Fig. 6 for both unrestricted and restricted random initial conditions (thin dotted lines and
thick continuous lines, respectively). The data indicates that the fraction of active links is significantly larger when
simulations are initialised on CRGGs than when started on RGGs.
The amplification or suppression of selection (for birth-death and death-birth processes, respectively) can then be
supported by a similar argument to the one presented for the degree of the initial mutant. A smaller number of active
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FIG. 5. Comparison of fixation probability for simulations started from unrestricted and connected random
geometric graphs (RGGs and CRGGs, respectively). The fixation probability as a function of the flow speed is shown
as thick lines for simulations started on connected graphs; thin lines are for unrestricted initial positions (some of this data is
also shown in Fig. 2). Square markers indicate the fixation probabilities on static CRGGs; see text for details. The fixation
probability on complete graphs is shown for reference. A minimum of φ is found for the Db process; maxima are discernible
for Bd and bD when the dynamics are started from connected graphs. The effect of amplification/suppression of selection at
slow flow speeds is more pronounced for simulations initialized from RGGs than from CRGGs.
links has the same effect as poor connectivity of the initial mutant; it does not affect the probability that the individual
chosen in the first step of the evolutionary process is a mutant or a wildtype, but it reduces the probability that the
individual chosen in the second step is of the opposite species (see also Sec. S2 of the Supporting Information).
In the early stages of the evolutionary process mutants are a minority, and are therefore less likely to be chosen in
the initial step. A large number of active links then increases the chances that the neighbour of the initial individual
is a mutant. Under birth-death processes this means that mutants are more likely to die; for death-birth processes
they have more opportunities to reproduce. Therefore, a connected initial configuration (CRGGs), leading to a larger
fraction of active links than arbitrary RGGs, reduces the fixation probability of a mutant under birth-death processes,
and increases it for death-birth processes. This is in line with the results on the left-hand side of Fig. 5; the fixation
probabilities for RGGs (dotted lines) are higher than their counterparts on CRGGs for birth-death processes (red and
purple lines), but lower for death-birth processes (green and blue lines).
This argument is only valid when mutants are less abundant than wildtypes. The effect is reversed at later stages
of the evolutionary process (if mutants become a majority). However, the results presented in Fig. 5 suggest that
there is a net advantage for the mutant in having fewer active links, for birth-death processes, or in having increased
inter-species connectivity, for death-birth mechanics. The inset in Fig. 6 helps to understand this further. It shows
the conditional fixation probability of the mutant species, given that a state with i mutants has been reached. The
shape of the curves indicates that increasing the number of mutants in the population has stronger repercussions on
the fixation probability when mutants are a minority (i/N ≤ 0.5) than when they are the majority (i/N ≥ 0.5). For
death-birth processes, the selective effect due to increased active links drives the population composition to states
with approximately equal frequencies of the two species. However, the mutants have more to gain (in terms of
fixation probability) when their numbers are small than what they may lose when they are abundant. For birth-death
processes, on the other hand, a large number active links acts in the opposite way; it hinders the spread of the mutant
species when they are a minority and encourages it once they are abundant. Since more is lost in the early invasion
than what can be gained at later stages, the overall fixation probability is lower than when there are fewer active
links. The net effect of fragmentation (i.e., a reduced number of active links) is therefore amplification of selection
for birth-death processes, and suppression for death-birth update rules.
The amplification/suppression effect caused by the fragmented nature of the network can also be noticed at in-
termediate flow speeds. In this regime, the flow is sufficiently fast to disrupt the initial network structure before
the evolutionary process reaches its conclusion (fixation or extinction of the mutant); disconnected components then
develop. At the same time the flow is also slow enough to allow the formation of organised clusters of mutants and
wildtypes through the evolutionary dynamics. Indeed, for simulations started on connected graphs a minimum in
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FIG. 6. Fragmented initialization promotes the formation of clusters. The main panel shows the average proportion
of active links as the evolutionary dynamics proceed. Thick lines correspond to simulations started from connected graphs
(CRGGs); thin dotted lines to simulations initialized from unrestricted random positions (RGGs). The fraction of active links
is lower for RGGs, regardless of the evolutionary process. Inset: Fixation probability of the mutant species, once there are i
mutants in the population. When mutants are a minority, a small increase in their frequency greatly increases their fixation
probability. Conversely, reducing their numbers when they are a majority has only minor effects on their chances of success.
Simulations in the inset are initialized from CRGGs.
the fixation probability as a function of the flow speed is discernible for the Db process (thick green line in Fig. 5),
and we also notice a shallow maximum for the Bd and bD processes (thick red and purple lines, respectively). The
fragmentation from an initially connected network increases the fixation probability for birth-death processes and
decreases it for death-birth processes. Movement of the population, and the resulting mixing between evolutionary
events counteracts this amplification or suppression, driving fixation probabilities to their fast-flow limits. The balance
of these two effects leads to the extrema in Fig. 5.
Square lattice
Regular lattices are particularly convenient for the study of fixation probabilities. The nodes are distributed
equidistantly in space, and they all have the same number of neighbours. This means that analytical results can
be obtained in the absence of flows. For example, the isothermal theorem28 applies; the fixation probabilities of the
global birth-death and death-processes are the same as those for complete graphs; only small deviations from φCG
are expected for local-selection processes5.
In order to relate the success of mutants in populations advected by flows to these benchmark results, we show the
outcome of simulations in which individuals are initially placed on the nodes of a regular lattice in Fig. 7. Broadly,
three different regimes can be distinguished:
Quasi-isothermal regime. On the left-hand side of Fig. 7 (slow flows) fixation probabilities for all processes are
approximately the same as on complete graphs. This is to be expected; in the limit of slow flows the evolutionary
process concludes before the lattice structure is modified. The interaction network remains regular and, in line with
the isothermal theorem, the fixation probability for global processes (continuous lines) is the one known from complete
graphs; results for local processes (dashed lines) only differ slightly from φCG.
With the periodic parallel shear flow, this agreement extends to slow, but non-vanishing flows. As described in
Sec. 2, during the first half of each period the flow moves the particles only vertically, with velocities dependent
on their horizontal position. This means that some elements of the initial lattice remain intact; for example initial
‘columns’ of individuals (those with the same horizontal coordinate) move jointly. There is then only limited variation
in the degree of the nodes in the network, and the interaction graph remains nearly regular. If fixation or extinction
occurs before the flow disrupts this quasi-isothermal structure, the predictions of the isothermal theorem remain a
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FIG. 7. Fixation probability at different flow speeds for simulations started from a square lattice. For the
global death-birth process a minimum of fixation probability is found at intermediate flow speeds; conversely, the global birth-
death process shows a maximum. For the local processes no extrema are found; instead varying the flow speed interpolates
monotonously between the behaviour on fixed lattices and the limit of fast flows.
good approximation. The flow speed above which this is no longer the case can be estimated from a comparison of the
the time until the lattice structure is disrupted and the time-to-fixation; see Sec. S1 of the Supporting Information
for further details.
Intermediate regime. At intermediate flow speeds the fixation probability for the Bd process exhibits a maximum;
a minimum is found for the Db process. These features can be related to the amplification or suppression effects on
heterogeneous graphs, discussed in the previous sections. For intermediate flow speeds, the individuals’ motion is fast
enough to distort the initial lattice structure before the evolutionary process concludes. On the other hand the flow
is also sufficiently slow so that evolution has time to organise in clusters on the heterogeneous interaction network.
Effectively evolution takes place on a slowly moving heterogeneous graph. This heterogeneity, in conjunction with
the clustering of species, leads to amplification of selection for birth-death processes and suppression for death-birth
processes. When selection is local this merely accelerates or delays the approach to the behaviour on complete graphs.
When selection is global, however, the minimum (for Db) and maximum (for Bd) are generated. A rough estimate
for the flow speed at which the extrema are seen can be obtained by comparing the time-to-fixation of the mutant
species with the network renewal time; details can be found in Sec. S1 of the Supporting Information.
Fast flow. In this regime the positions of individuals in space at each evolutionary event are essentially random, and
the set of neighbours of any one particle is uncorrelated from an evolutionary event to the next one. The population
is then ‘well-stirred’, and the analytical predictions from Ref.56 apply.
4. DISCUSSION
We studied evolutionary dynamics in populations immersed in flows. In computer simulations, we measured the
effect that the speed of the motion has on the success of an invading mutant, and found that different evolutionary
processes show distinct responses of the fixation probability to the flow speed. Our results highlight the importance of
including motion in the modelling of evolutionary dynamics. Just as population structure can generate amplification
or suppression of selection, we find that the flow can act against or in favour of mutant invasion. While the models we
study are stylised, we can identify general emerging principles. For instance, for the majority of evolutionary processes
we observe a decrease in fixation probability when populations are in motion. This observation could be useful, for
example, in industries where mutations are detrimental for the desired product but beneficial to the mutant, such
as in microalgae, bacteria, fungi and yeast, relevant for the production of biodiesel72–75. Another example are the
features we found to dominate fixation probability in the limits of very slow or very fast flows. If populations are
mostly static in an experiment, our results indicate that whether selection acts locally or globally is a more important
12
factor than the order of birth and death events. If an experiment involves populations in motion, on the other hand,
careful consideration has to be given whether to use a birth-death or a death-birth process as a model, and it is less
important in what step of evolutionary events competition takes place.
We hypothesise that the characteristic responses to flow may be used as an aid for choosing the most adequate
update mechanism to model a given biological system. Despite the fact that direct measurements of the success
of a specific mutation are not necessarily easy to perform, there is experimental evidence of differences in fixation
probabilities in static and in stirred populations7–9. In these studies, cultures of E. coli were grown in a continuously
stirred liquid medium, on Petri dishes, mixed every 24 hours, and on static Petri dishes. The structure and cluster
formation of the cultures were found to have different dynamics under the different mixing conditions. The authors
of ref.9, for example, find that the ability to adapt, as measured by reproduction rates, is greater in the continuously-
stirred case than in the case of only occasional mixing. This suggests a lower fixation probability in the slowly moving
medium. Comparing this with our results, we speculate that a Db process might best describe this biological system.
It is appropriate to briefly comment on the limitations of our study. For example, we focused on the periodic parallel
shear flow in our simulations. However, we note that most features of the amplification or suppression of selection are
not due to particulars of the flow field. Instead they arise from the mixing of the population and the heterogeneity of
the interaction network. Both of these features can be expected in most real flows, and we believe that the essence of
our findings is relevant beyond the exemplar of the shear flow. This is supported by observations in our earlier work56,
in which we obtained analytic results for limit of fast flows and demonstrated that these predictions are independent
of many details of the flow field. Our study is also limited to frequency-independent selection; natural extensions
would include more complex fitness functions to better model the experimental situation in ref.8, where frequency-
dependent fitness was identified for completely static conditions. We are aware that our simulations are for relatively
small populations; this is due to computational costs associated with numerical experiments on a larger scale. Further
work may also be necessary to relax assumption of a fixed population size. This may be useful to explore the effects
of demographic stochasticity. On the other hand, dilution techniques or resource-limited environments can be used
in experiments to keep the population approximately constant without significantly modifying the mutants’ chances
of success76.
Recent advances in technology make direct measurements of the fixation probability of a specific mutation feasible77.
We believe that this, together with computational studies of different evolutionary models in varying conditions, can
open up promising routes to more informed choices of evolutionary mechanics for systems in evolutionary biology.
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S1. IDENTIFICATION OF RELEVANT TIMESCALES FOR SIMULATIONS STARTED
FROM REGULAR LATTICES
In Sec. 3.2 of the main text we discuss the behaviour of the population when the initial condition is a regular lattice.
We identify three different regimes: fast flows, intermediate flow speeds, and the quasi-isothermal regime. Here we
discuss how these regimes can be identified from the simulations, and show how the time scales for the network renewal
and quasi-isothermal regimes can be obtained. Simulations in this section were all initialized from a square lattice.
The flow is the periodic parallel shear flow, with parameters as given in the main text.
S1.1. End of quasi-isothermal regime
Fig. S1 shows the average number of components in the interaction graph, the average size of each component, and
the average degree in the network as a function of time.
We observe three different phases:
(i) At first, there is a very short interval (t . 0.05), in which there is only one component of size N . The lattice
interaction graph is still intact.
(ii) Next, for 0.05 . t . 0.55 we see an oscillating number of components; this corresponds to a period in which
movement is only vertical (for the most part). Links between individuals with the same horizontal coordinate,
i.e., within a ‘column’ of the original lattice, are not modified. The interaction graph is nearly regular.
(iii) Following this, we see a sharp decline of the average degree. The network cannot be considered isothermal any
more, as fragmentation into heterogeneous separate components has begun. All measured quantities approach
their stationary asymptotic values (the figure shows an average over multiple runs). Initial positions are washed
out and the individuals take random positions in space.
We refer to the two initial stages (i) and (ii) as the ‘quasi-isothermal’ period. If fixation (or extinction) is reached
in most runs during this initial period, we expect fixation probabilities close to the one on the complete graph. For
the model parameters in our simulations, phase (ii) ends at tq ≈ 0.55, shortly after the first half period of the flow
(T/2 = 0.5). This is marked with a dotted grey line in Fig. S1. We note that the notion of the quasi-isothermal regime
relies on the conservation of elements of the regular lattice; this may not be the case in other flows, for example if the
motion of particles is not strictly vertical or horizontal. However, regardless of the type of flow, a critical flow speed
can be found, below which the evolutionary process concludes before the lattice structure is significantly modified.
Therefore, distinction of the regimes remains broadly valid.
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FIG. S1. Component formation as flow destroys initial lattice configuration. The average number of components
(purple) and the average degree (green) are plotted on the left axis; the average component size (orange) is plotted on the right
axis. The three phases of the motion described in Sec. S1.1 of the Supplementary Information are shaded in different colours.
The grey dotted line at tq marks the end of the phase in which the graph is quasi-isothermal.
S1.2. Network renewal time
The time needed for neighbourhoods of individuals to lose correlation defines the renewal time, tr. To measure this
we have looked at the persistence of links in the network. As in ref.56, we consider the probability that two nodes,
connected at time t0, are still connected at time t0 + t; we write q1 for this probability. Similarly we also measure the
probability that two individuals who are not connected at t0, are neighbours at time t0 + t; we denote this probability
by q0. In the stationary state (i.e. for large t0), the time, t, at which q0 ≈ q1 is a good estimate for the time it
takes for the network to be ‘renewed’. Results are shown in Fig. S2. For the parameters used throughout this paper,
we estimate the renewal time as tr ≈ 6.4; this is the first time, t, for which both q0 and q1 are within 0.1% of their
asymptotic value, q. Recalling that the flow period is T = 1, this indicates that the set of neighbours of any one
individual in the population is uncorrelated from the set of neighbours of the same individual approximately six and
half periods earlier.
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FIG. S2. Network-renewal time measured from the persistence of links. Continuous lines show the probability that
two nodes, connected (purple) or disconnected (green) at t0 are still connected/disconnected at time t0 + t. The dashed grey
line shows the asymptotic value; the time needed for both probabilities (q1 and q0) to reach this value is the time it takes to
renew the network. Both quantities are within 0.1% of their asymptotic value for the first time at tr ≈ 6.4, marked by a vertical
dash-dotted grey line in the inset.
S3
S1.3. Conversion into characteristic flow speeds
The times tq and tr can be used to obtain estimates of the characteristic flow speeds separating the different regimes
of dynamics described in the main text. These estimates are obtained by comparing tq and tr to the time-to-fixation
for different flow speeds, S.
This is shown in Fig. S3, where we plot the the time, t1, required for a single mutant to reach fixation. Data is
shown as a function of S. The network renewal time tr is marked with a dash-dotted line on the vertical axis of the
main panel, and tq is marked with a dotted line on the vertical axis of the inset. The flow speeds for which t1 = tq
and t1 = tr define flow speeds Sq and Sr, respectively. Due to differences in the mean fixation times, we note that the
estimates for Sq and Sr vary between the different evolutionary update rules.
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FIG. S3. Identification of time scales and flow speeds for the different evolutionary regimes. The time to mutant
fixation is plotted for the different evolutionary processes as a function of S. The flow speed at which the quasi-isothermal
regime ends (Sq) is identified as the speed at which the mean time to fixation coincides with the time needed to significantly
disrupt the interaction network, obtained in Fig. S1. Similarly, Sr is the flow speed at which the mean fixation time agrees
with the network renewal time, obtained in Fig. S2.
These flow speeds are shown in the context of the fixation probability at different flow speeds in Fig. S4. As
expected, the Sq (grey dotted lines) marks the end of the quasi-isothermal regime. For flow speeds S < Sq the mean
time to fixation is shorter than the time tq it takes the flow to significantly disrupt the initial lattice. This is the
quasi-isothermal regime. For S > Sq fixation is usually reached when the lattice has been significantly distorted.
The grey dash-dotted lines in Fig. S4 correspond to Sr. The location of the extrema of the fixation probability for
Bd and Db processes are found at flow speeds of the same order of magnitude as Sr. Similar observations were made
for the time-to-consensus in a voter model in60.
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FIG. S4. Identification of time scales and flow speeds for the different evolutionary regimes. Fixation probability
at different flow speeds for simulations started from a square lattice are shown. Sq roughly corresponds to the speed marking
the end of the quasi-isothermal regime; Sr is found to be of the same order of magnitude as the speed at the extrema of fixation
probability.
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S2. RELEVANCE OF THE NUMBER OF ACTIVE LINKS
The amplification or suppression of selection, observed when comparing the simulations initialized from connected
and unrestricted graphs, can be understood using an argument analogous to the one in ref.68. The number of active
links does not change the probability with which a node is picked in the initial step of an evolutionary event, but it
does have an effect on the choice of the second individual.
Wheel graphs are convenient to illustrate this. They consist of a central node (hub), connected to N − 1 nodes
organized in a circle around it (leaves), where N is the total size of the graph. The leaves are only connected to the
hub and to their nearest neighbours on the rim of the wheel (see Fig. S5 A). If two mutants are placed on a graph of
this type, their location affects the number of active links (Lact), even though the total population size, the number
of mutants and the degree of either mutants or wildtypes in the population remain unchanged. This is shown in
Fig. S5 B and C.
N-6 N-6
A) B) C)
FIG. S5. Wheel graphs. A) A sample wheel graph of size 10; B) A portion of a wheel graph with two mutants on adjacent
leaves, with Lact = 4; C) A portion of a wheel graph with two mutants on non-adjacent leaves, with Lact = 6. Active links are
marked orange. For B and C, N − 6 wildtype nodes are not shown.
When the two mutants are neighbours (B), the network has 4 active links. If they are not neighbours (C), Lact = 6.
To be able to have both settings one needs N ≥ 5. In the two cases, both mutants have degree 3, and there are
N − 3 wildtypes with degree 3, and one with degree N − 1. The probability that a mutant is replaced by a wildtype,
however, is not the same for the two cases.
To see this, we focus on the case of neutral selection. We write pm,w for the probability that, in a single evolutionary
event, a mutant is chosen first and a wildtype second. Similarly pw,m is the probability that a wildtype is chosen first
and a mutant second. We then look at the ratio Q = pm,w/pw,m, to determine which one of these is more likely.
The probability that the individual picked in the first step is a mutant is pm = 2/N ; for a wildtype, pw = (N−2)/N .
This is the case in both configurations, B and C in Fig. S5. For configuration B we then have:
pBm,w =
2
N
[
1
2
(
2
3 +
2
3
)]
= 43N ,
pBw,m =
N − 2
N
[
1
N − 2
(
2
N − 1 + 2
1
3
)]
= 2
N
N + 2
3(N − 1) .
From this we find
QB =
4
3N
2
N
N+2
3(N−1)
= 2(N − 1)
N + 2 (S1)
For configuration C we find
pCm,w =
2
N
[
1
2
(
3
3 +
3
3
)]
= 2
N
,
pCw,m =
N − 2
N
[
1
N − 2
(
2
N − 1 + 4
1
3
)]
= 2
N
2N + 1
3(N − 1) ,
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and hence
QC =
2
N
2
N
2N+1
3(N−1)
= 3(N − 1)2N + 1 (S2)
Comparing Eqs. (S1) and (S2), and assuming N ≥ 5, we find QB > QC , i.e., the scenario with more active links (C)
is more likely to result in events in which a wildtype is picked first and a mutant second. For a death-birth process,
this means that mutants are more likely to reproduce, and for a birth-death process that they are more likely to die.
This is in line with the results obtained in Fig. 5 of the main text.
A further configuration on a the wheel graphs is possible, placing one of the two mutants in the hub, which results
in Lact = N . A similar analysis leads to Q = (5N − 8)/[N(N − 1)], which is even smaller than QC . We note however
that the average degree of mutants and wildtypes in this scenario is different from those in the other two settings.
S3. DUAL SELECTION PROCESSES
As mentioned in Sec. 2, the most general process of the birth-death or death-birth type is one that includes selection
in both steps. In line with ref.56, we call these ‘dual-selection’ processes; we label them BD and DB, respectively.
In this section, we present and discuss the simulation results for fixation probabilities at different flow speeds for
both dual-selection processes. These are shown in Fig. S6 for all configurations of initial positions studied in the main
text: RGGs, CRGGs, and the square lattice.
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FIG. S6. Fixation probability at different flow speeds for dual-selection processes. The result for the complete
graph is plotted as a reference. Continuous lines correspond to simulations initialized from CRGGs, dotted lines to unrestricted
RGGs, and dashed lines to simulations started from a lattice.
Naively, one could expect to be able to describe the response of the fixation probabilities to the flow speed in
dual-selection processes through a combination of those observed for the corresponding global and local processes.
That is, for BD one would expect to see similar features as in Bd and bD, and the behaviour of DB could be
expected to show elements of that of Db and dB. For example, both BD and DB involve local selection, and for
fast flows we find that the resulting fixation probability is lower than that of the complete graph, as is the case for
both local processes, bD and dB.
For slow flows we make the following observations:
Dual-selection birth-death process: For simulations initialized on RGGs and CRGGs, the fixation probability of the
BD process (dotted and continuous green lines in Fig. S6) is above the one on complete graphs, as is the case for
both Bd and bD (see red and purple lines in Fig. 5).
If simulations are started from a lattice (dashed green line in Fig. S6), the fixation probability of the BD process
is slightly below φCG; this could also be expected, as the isothermal theorem does not hold due to the presence of
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local selection; we note that the fixation probability of the bD process is below that on a complete graph (see purple
dashed line in Fig. 7).
Interestingly, at slow flow speeds random initial positions act as an amplifier of selection (compared to the complete
graph) for the BD process, whereas suppression of selection is observed for lattice initial positions.
Dual-selection death-birth process: The fixation probability of the DB process in simulations started on RGGs and
CRGGs (dotted and continuous magenta lines in Fig. S6) is well below φCG; we note that the mutant’s success for
both Db and dB is below that on a complete graph (see green and blue lines in Fig. 5), so it is not surprising that
the DB process shows this feature as well.
However, if simulations are started from a lattice (dashed magenta line in Fig. S6), the fixation probability of
the DB process is above φCG. This is different from both the Db or dB processes, who both lead to φ ≤ φCG
(see green and blue lines in Fig. 7). This indicates that simple intuition may fail – features present in Db and
in dB processes may be altered when selection acts in both the death and the birth step. This, we believe is an
unexpected observation, which could be pursued in future work. In particular it would be interesting to test when
exactly such counter-intuitive behaviour is found when combining local and global selection, i.e., for example, for
what types of graphs does this occur, and what common features do these graphs have?
We also note that, in contrast to the BD process, we find amplification of selection for the DB process when
starting from regular lattice and slow flow. For random initial positions we find suppressed selection.
