Abstract-Mobile users' data rate and quality of service are limited by the fact that, within the duration of any given call, they experience severe variations in signal attenuation, thereby necessitating the use of some type of diversity. In this two-part paper, we propose a new form of spatial diversity, in which diversity gains are achieved via the cooperation of mobile users. Part I describes the user cooperation strategy, while Part II focuses on implementation issues and performance analysis. Results show that, even though the interuser channel is noisy, cooperation leads not only to an increase in capacity for both users but also to a more robust system, where users' achievable rates are less susceptible to channel variations.
I. INTRODUCTION
N EXT-GENERATION wireless communications (third generation and beyond) will bear little resemblance to first-and second-generation, mostly voice cellular systems. In order to meet the demands of multirate multimedia communications, next-generation cellular systems must employ advanced algorithms and techniques that not only increase the data rate, but also enable the system to guarantee the quality of service (QoS) desired by the various media classes. The techniques currently being investigated for meeting next-generation goals include advanced signal processing, tailoring system components (such as coding, modulation, and detection) specifically for the wireless environment, departing from classic dichotomies (such as between source and channel coding), and using various forms of diversity [1] - [5] . Among these techniques, diversity is of primary importance due to the nature of the wireless environment.
The mobile radio channel suffers from fading, implying that, within the duration of any given call, mobile users go through severe variations in signal attenuation. By effectively transmitting or processing (semi)independently fading copies of the signal, diversity is a method for directly combating the effects of fading.
Some well-known forms of diversity are spatial diversity, temporal diversity, and frequency diversity [6] . Spatial diversity relies on the principle that signals transmitted from geographically separated transmitters, and/or to geographically separated receivers, experience fading that is independent.
Therefore, independently of whether other forms of diversity are being employed, having multiple transmit antennas is desirable due to the spatial diversity they provide [7] - [10] . Unfortunately, this is impractical, if not infeasible, in the uplink of a cellular system, due to the size of the mobile unit. In order to overcome this limitation, yet still emulate transmit antenna diversity, we are proposing a new form of spatial diversity, whereby diversity gains are achieved via the cooperation of in-cell users. That is, in each cell, each user has a "partner." Each of the two partners is responsible for transmitting not only their own information, but also the information of their partner, which they receive and detect. We are, in effect, attempting to achieve spatial diversity through the use of the partner's antenna; however, this is complicated by the fact that the interuser channel is noisy. It is also complicated by the fact that both partners have information of their own to send; this is not a simple relay [11] , [12] problem.
Apart from the cellular scenario, user cooperation diversity has the potential to be successfully used in wireless ad hoc networks [13] also. The wireless ad hoc network does not contain a fixed infrastructure and a central control unit such as the base station (BS); the nodes communicate by forming a network based on current channel conditions and mobile locations. This involves mobile-to-mobile communication, and, in cases where terminal-to-terminal communication is not reliable, relaying by a third mobile. The user cooperation diversity suggested in this paper can be used in lieu of relaying, enabling the relay mobile to simultaneously transmit its own independent information over the ad hoc network. This, as we will show, provides higher throughput and robustness to channel variations for both the transmitting and relaying mobiles.
There is no cost, in terms of transmit power, associated with transmitting to both the ultimate receiver and your partner, since mobile antennas are omnidirectional. However, there are two other factors that affect the required transmit power. First, a user will require more power in order to send both users' information. Second, a user will require less power because of the diversity gains. It is not clear a priori which of the above two factors will be dominant.
Part I of this two-part paper focuses on the system-level description of the user cooperation concept. In order to evaluate the potential benefits of user cooperation, in Section III we consider a capacity, outage, and coverage analysis involving the channel model in Fig. 1 , using information-theoretic concepts. 1 Then, in Section IV, we provide an example of how user cooperation can be implemented in a conventional low-rate code-division multiple-access (CDMA) system.
Part II [14] investigates the cooperation concept further and considers practical issues related to its implementation. In particular, we investigate the optimal and suboptimal receiver design, and present performance analysis for the low-rate CDMA implementation proposed in Part I. We also present partnering strategies for different scenarios: One for a high-rate CDMA system that uses multiple codes per user; another incorporating long-term shadow fading and the availability (or lack thereof) of channel state information at the transmitter.
The capacity and throughput analysis of Parts I and II aid us in evaluating if there are any capacity/transmit power gains associated with user cooperation diversity. Results show that the net effects are higher data rates at the same power level, or alternatively, reduced required transmit power at the same data rate. This gain in transmit power can also be translated into an increase in cell coverage. This paper and its sequel do not address higher protocol-level issues that may arise from a potential implementation of user cooperation. We concentrate on physical-layer issues, with the anticipation that any higher level overhead will be negligible compared to the gains reported herein.
II. PROBLEM SETUP
The basic premise in this paper is that both users have information of their own to send, denoted by for 1, 2, and would like to cooperate in order to send this information to the receiver at the highest rate possible. To distinguish this main/final receiver from the receiving units of the mobiles, we will refer to it as the BS, even though the user cooperation idea is equally applicable to wireless systems other than cellular. 1 Throughout this paper, we use terms such as "capacity analysis" and "capacity gains," even though, for our proposed cooperative strategy, we derive in Section III an achievable rate region, not a capacity region. Because the achievable rate region is, by definition, smaller than or equal to the capacity region of user cooperation, all comparisons between user cooperation and the noncooperative strategy (for which the capacity region is known) are, in fact, favorable toward the noncooperative strategy. This implies that any capacity gains reported herein are a lower bound on the gains that can be achieved via user cooperation.
The channel model we use is depicted in Fig. 1 . Each mobile receives an attenuated and noisy version of the partner's transmitted signal and uses that, in conjunction with its own data, to construct its transmit signal. The BS receives a noisy version of the sum of the attenuated signals of both users. The mathematical formulation of our model is
where , , and are the baseband models of the received signals at the BS, user 1, and user 2, respectively, during one symbol period. Also, is the signal transmitted by user , for 1, 2, and are the additive channel noise terms at the BS, user 1, and user 2, for 0, 1, 2, respectively. The fading coefficients, { }, remain constant over at least one symbol period, and observed over time form independent stationary ergodic stochastic processes, resulting in frequency-nonselective fading.
Note that our model assumes there is no contribution from in , even though they are actually both present at the terminal belonging to user 2. Since does not go through any fading before it reaches the antenna of user 2, unlike , it may appear that it will have a detrimental effect on the reception of . However, provided that user 2 knows the relevant antenna gains, canceling the effects of on is possible, and thus our model gives an accurate representation. A similar argument can be made in the case of user 1, regarding the effects of on the reception of . Therefore, as in [12] we assume that echo cancellation at the mobiles is possible. This helps us identify benefits of cooperation in the most general case. In practice, to isolate the transmitted signal from the received one, it may be necessary to use two separate channels, two colocated antennas, or some other means. For example, the CDMA implementations of this paper and its sequel, Part II, make use of spreading codes to create two separate channels, thus eliminating the need for echo cancellation. Also, time division among the mobiles has been investigated in [15] , where it was shown that cooperation continues to provide full diversity.
Our model further assumes the following: the transmitted signals have an average power constraint of for 1, 2; the noise terms are white zero-mean complex Gaussian random processes with spectral height for 0, 1, 2; and the fading coefficients are zero-mean complex Gaussian random variables with variance (which corresponds to Rayleigh fading). We also assume that the BS can track the variations in and , user 1 can track , and user 2 can track , implying that all the decoding is done with the knowledge of the fading parameters [9] . Due to the reciprocity of the channel, we assume that and are equal. Finally, for simplicity of analysis and exposition, though with no loss in generality, we assume a synchronous system. Given the above model, the problem lies in finding the best strategy for both users to construct their transmit signals, given their own data and the received signal from their partner, and for the BS to employ the optimal reception scheme so that both users are able to maximize their data rates toward the BS. Note that the transmitted signal should be designed to carry information not only to the BS but also to the partnering mobile, so that cooperation is possible.
It should be pointed out that an important issue impacting the solution to the above problem is the degree of channel state information available at the transmitters. Since the users are assumed to know the interuser fading coefficient, the question reduces to how much they know about the fading coefficient between them and the BS. Specifically, how much does user know about ? We consider three cases: User knows nothing about besides its statistics; user knows the phase of but not its amplitude; or user knows both the phase and amplitude of . The users may obtain information about in two ways. First, there may be feedback from the BS. Second, the system may be operating in time-division duplex (TDD) mode, that is, the uplink and downlink share the same bandwidth and are separated via time division. In this case, provided that the coherence time of the channel is large with respect to the symbol duration, the uplink and downlink channel impulse responses are the same, thus giving the mobiles the opportunity to know the uplink fading coefficients ( ) by tracking the downlink fading coefficients.
If the transmitters know the amplitude and phase of the fading, they could theoretically employ some type of waterfilling, that is, allocate their power depending on the different fading states, while still maintaining their average power constraint [16] - [18] . However, the mobile unit has very limited peak power capabilities, thus rendering power allocation into different fading states implausible, if not infeasible. For this reason, as well as trying to keep the mobile units as simple as possible, for the purposes of this study, we will disregard the case of user exploiting knowledge of the amplitude of . When the transmitters have knowledge of only the phase of the fading parameter between them and the BS, we argue that the most they can do to exploit this knowledge is to transmit a signal that offsets this phase. Hence, the signals transmitted by the partners can be forced to add coherently at the receiver. This effectively enables the users to take advantage of "beamforming" as discussed in [19] . The same holds for the interuser fading parameter. As a result, the attenuation parameters { } may, in this case, be treated as real random variables with a Rayleigh distribution.
Phase knowledge at the transmitters is an assumption we will use in the majority of this paper, in both Part I and Part II. Demonstrating the benefits of user cooperation under the assumption of no phase knowledge at the transmitters requires a more complex system model which would hinder the clear exposition of the benefits of user cooperation. Nevertheless, for completeness, in Section V of Part II, we show that cooperation is still beneficial, even when the transmitters have no phase information.
It should be noted that, while we use a synchronous system model to illustrate in a simple and clear way the potential benefits of user cooperation, in practice, the two users will be asynchronous. In a CDMA system, which is the main implementation focus of this paper, asynchronicity implies that the problem of knowing the phase at the transmitter is not an issue, due to the large time-bandwidth product of CDMA signals and the resulting ability of the BS to track the phases of the users' signals, even when the two mobiles transmit the same signal. Therefore, while the viability of phase feedback or the accuracy of the phase estimate using the TDD method may be questioned, the fact that they are not actually needed in an asynchronous system justifies assuming them in our synchronous system model.
III. INFORMATION-THEORETIC ANALYSIS
In this paper, our primary goal, besides introducing the concept of user cooperation, is to propose possible user cooperation schemes and to analyze their throughput, the number of successfully received bits/transmission, and overall performance. First, however, we provide an analysis of user cooperation based on information-theoretic concepts. This is important not only for understanding the limits of any proposed user cooperation scheme, but also for providing insight as to how a user cooperation scheme should be structured. That is, during the process of developing the various cooperation schemes proposed in this paper, we observed that, within a given transmission framework, the system that most closely emulated the signal structure of the information-theoretic capacity-maximizing system, also had the highest throughput. Therefore, for completeness and for a better grasp of the subject of user cooperation, we present here the most important results from the capacity analysis of user cooperation. 2 
A. An Achievable Rate Region
In this section, we present an achievable rate region for the configuration in Fig. 1 , described in Section II. The mathematical model we use is a discrete time version of the model described in (1)-(3), and is given by (4) (5) (6) with , and . In general, we assume that . The system is causal and transmission is done through blocks of length , therefore the signal of user 1 at time , , can be expressed as , where is the message that user 1 wants to transmit to the BS at that particular block. Similarly, for user 2, we have . The cooperation strategy employed by the two users is based on superposition block Markov encoding [20] and backward decoding [23] , [24] . The transmission is done for blocks of length , where both and are large. Even though the causality condition above suggests that the received signal at mobile 1 ( ) could be used as a basis for cooperation only with a delay of one symbol, we will consider a coarser time scale for cooperation. The mobiles will cooperate based on the signals they receive in the previous block.
We assume mobile 1 divides its information into two parts:
, to be sent directly to the BS, and , to be sent to the BS via mobile 2. Mobile 1 then structures its transmit signal so that it is able to send the above information as well as some additional cooperative information to the BS. This is done according to (7) and divides its total power accordingly (8) where refers to the part of the signal that carries cooperative information. Thus, is allocated power and is used for sending at rate directly to the BS, is allocated power and is used for sending to user 2 at rate , and is allocated power and is used for sending cooperative information to the BS. It should be noted that the transmission rate of , i.e., , and the power allocated to , i.e., , should be such that can be perfectly decoded by mobile 2. This perfect reconstruction at the partner forms the basis for cooperation. Mobile 2 structures its transmit signal and divides its total power in a similar fashion. Recall that we transmit for blocks of length . Cooperation in block is achieved by constructing signals and based on ( ), both of which are now known at mobile 1 and mobile 2. The receiver waits until all the blocks have been received and starts decoding from the last block.
An achievable rate region with user cooperation is obtained by first considering the above cooperative strategy with constant attenuation factors, and then incorporating the randomness using [25] . It is assumed that each block of length is long enough to observe the ergodicity of the fading distributions.
Theorem 1: An achievable rate region for the system given in (4)- (6) is the closure of the convex hull of all rate pairs ( ) such that and with
for some power assignment satisfying , . The function is the capacity of an additive white Gaussian noise (AWGN) channel with signal-to-noise ratio (SNR) and denoted expectation with respect to the fading parameters . Proof: The proof is akin to [22] . A sketch can be found in the Appendix.
The achievable rate region under our proposed cooperative strategy, together with the capacity region of the noncooperative strategy, is shown in Figs. 2 and 3 , for different scenarios of channel quality. For the no-cooperation case, the users ignore the signals and , hence, this is equivalent to the well-known multiple-access channel capacity region. Also included in these figures is the achievable rate region of cooperation under the assumption of a noiseless interuser channel ( ). This is referred to as ideal cooperation, and is used mostly as an upper bound for the performance of any cooperation scheme.
From Fig. 2 , we observe that when the channels from the users to the BS have similar quality ( and have the same mean) and the channel between the users is better ( has larger mean), 3 the cooperation scheme greatly improves the achievable rate region. As the interuser channel degrades and the severity of the interuser fading increases, performance approaches that of no cooperation.
When the user-BS links of the two users experience fading with different means, 4 cooperation again improves the achievable rate region, as shown in Fig. 3 . In this case, the user with more fading benefits most from the cooperation. The equal rate point ( ) or the maximum rate sum point ( ) is increased considerably with cooperation.
It should be pointed out that, in Figs. 2 and 3 , the point where any achievable rate curve intersects the axis corresponds to user 2 becoming a relay for user 1, and the point where the curve intersects the axis corresponds to user 1 becoming a relay for user 2. This demonstrates that the relay problem is a special, degenerate case of user cooperation, since the latter corresponds to an entire continuum of possible achievable rate pairs between the two extremes ( , 0) and (0, ). Before proceeding with a possible CDMA implementation of the cooperation strategy, we investigate two more measures of merit for wireless transmission schemes: probability of outage and cell coverage. This will enable us to perform a more complete comparison of our cooperative strategy with the noncooperative case.
B. Probability of Outage
Consider a slowly fading system with delay requirements. If the attenuation factors vary slowly and can be approximated as constants over the blocks of length , then over these blocks we can achieve rates dictated by the current values of , , , and . We assume (the block length) and (the number of blocks) are large enough to achieve capacity in the case of constant attenuation factors. However, in order to talk about the achievable rate region in Theorem 1, we need to have even longer block lengths and observe different realizations of our fading amplitudes. When the delay requirements prevent us from having these longer block lengths, the rates achieved will be random quantities based on the current realizations of the fading amplitudes. Some wireless services have minimum requirements on the supported data rates, below which the service is unsustainable. Therefore, we observe an outage if the random rates that we can achieve fall below a certain level, which we will call the service sustainability rate, and consider the probability of outage as a performance criterion [26] . This scenario can also be referred as "nonergodic fading."
In particular, we consider the equal rate point ( ) and calculate the probability of outage versus the service sustainability rate for the cooperation and the no-cooperation schemes. The probability of outage, , provides us with the probability that the current realization of our slowly fading parameters , , , and will not be able to support an equal transmission rate of for the particular scheme under consideration.
In Fig. 4 , we consider a situation where users face statistically similar channels toward the BS, and we plot the probability of outage versus the service sustainability rate for the equal rate point ( ), both for the cooperation and the no-cooperation schemes. We observe that for all service sustainability rates, the probability of outage for the cooperation scheme is smaller than the probability of outage under no cooperation. This is true despite the fact that the increase in achievable rate due to cooperation is moderate for the scenario depicted in Fig. 4 , as can be seen from Fig. 2 ( ). This demonstrates that even in cases when it does not significantly increase achievable rates, user cooperation is still able to increase robustness against channel variations. We, of course, expect the robustness to improve even more as the interuser channel quality ( ) improves.
C. Cellular Coverage
In this section, we present a simple calculation relating the increase in capacity that results from a cooperative scheme, to an equivalent increase in cell coverage, in order to obtain a quantitative measure of the alternative benefits of user cooperation.
We begin with a general calculation of the increase in cell coverage given a reduction in the required average received power. Assume the mobile is at a distance km from the BS. Let denote the average power transmitted by the mobile and denote the average power received at the BS (in decibels). Then, in a typical wireless channel, we have (in decibels)
where is the mean path loss at distance km. A common model for is the Hata model [27] where and are functions of transmitter and receiver antenna height, carrier frequency, and type of environment (e.g., urban versus rural). Therefore For a fixed , the maximum is achieved when is at its maximum, denoted by . This is the maximum power that the mobile can transmit. So (15) The coverage of the cell is thus given by . The only quantity of the right-hand side that is variable is . It can be seen that coverage and required average received power are related inversely to each other. That is, the higher the required average received power, the lower the coverage, and vice versa.
Assume that two different transmission schemes require different received average powers in order to operate successfully. That is, let scheme 1 require and scheme 2 require . Define to be their ratio, that is in decibels From (15) and the above, we have resulting in A typical set of values for and is and (obtained for a medium-sized city environment [27] , with carrier frequency of 900 MHz, transmit antenna height of 50 m, receive antenna height of 1 m, and a net antenna gain of 6 dB).
Thus, the ratio of the coverage of scheme 1 versus scheme 2, as a function of the ratio of the required received average powers, is (16) Now, going back to fading channels and cooperation, when the two mobiles face a statistically similar channel and use equal powers, the noncooperative scheme achieves a sum capacity obeying the following inequality: (17) Let denote the upper bound of , and let . By numerically evaluating using (18) where roughly equals 0.8 when is in the range 1.5-4.5 (which is roughly the range that covers the examples in this paper). We should note that this is merely an approximation of , but it is adequate for the purposes of this analysis, as the results in Table I demonstrate.
Assume now that a cooperative strategy results in an increase in sum capacity over the noncooperative strategy, for a given power . We may choose to increase the power used under a noncooperative scheme to in order to achieve the same sum capacity as the cooperative scheme. So, if with , we would like to find such that . Here, the superscript denotes cooperation, and denotes no cooperation. This can be written as resulting in
Thus
Combining this with (16) and noting that now , we get where scheme 1 denotes cooperation, scheme 2 is no cooperation, , , and is the average received power for cooperation.
One scenario depicted in Fig. 2 considers a symmetric channel with , , and , resulting in . This means that . Thus, for these parameters, the increase in cell coverage, as a function of , which is the ratio of cooperative total rate to noncooperative rate, is given by The above refers to the increase in cell radius. The increase in area coverage is given by the square of the increase in cell radius. Therefore
Increase in area coverage
It can be shown, analytically, that for close to 1 (the situation observed in Fig. 2) , the above expression is approximately equal to . Numerical calculations show that, in fact, the above finding roughly holds for any in the range 1.5-4.5. Hence, a given percentage increase in capacity is equivalent to the same percentage increase in area coverage, and to about half that percentage increase in cell radius. So, for example, a 20% increase in capacity is equivalent to a 20% increase in area coverage and a 10% increase in cell radius.
Even though the above calculations used some approximations, the results are fairly accurate. That is, we numerically calculated the required increase in power for a noncooperative scheme based on the exact form of the sum capacity in (17) , not using the approximation in (18) , and calculated the resulting increase in coverage without any further approximations. A sample of such results is listed in Table I . For example, in Fig. 2 , when , the increase in sum capacity is 11.9%, and we found (via numerical calculations) that a noncooperative scheme would have required 21.5% more power to achieve the same sum capacity. This, in turn, results in a cooperative coverage area that is 12.2% larger than the noncooperative area. A similar result is obtained when . We thus see that the resulting percent increase in area coverage is indeed roughly equal to the percent increase in sum capacity for the scenarios tested.
IV. A CDMA IMPLEMENTATION
Having seen the limits of any cooperation scheme, as presented in the information-theoretic analysis of the previous section, we now turn our attention to some possible implementations of the user cooperation concept, under some practical wireless system framework such as CDMA. It should be pointed out that, while we focus on CDMA, other frameworks, such as frequency-division multiple access (FDMA) and time-division multiple access (TDMA), may be equally suitable; each, of course, with its own unique advantages and challenges.
In this section, we briefly motivate and describe a simple, yet powerful, cooperation strategy for mobiles in a conventional CDMA system. Part II will investigate both optimal and low-complexity suboptimal receiver structures and will provide an analytical expression for the probability of error and throughput of our implementation. Throughput is defined as the number of successfully received bits/symbol after error correction and is a decreasing function of the probability of error. The functional relationship between throughput and probability of error depends on the modulation and error-correction scheme employed. We will restrict ourselves to binary modulation and assume we have access to the "best" error-correction code in Shannon sense. Thus, our throughput can be expressed as the capacity of a binary symmetric channel (BSC) with crossover probability equal to the particular probability of error. This will allow us to study the fundamental advantages and limitations of user cooperation. Part II will also present and discuss other implementations of user cooperation, such as when we have a high-rate (multicode) CDMA system, and when no phase information is available to the transmitters.
Consider a CDMA system in which each user has one spreading code, and modulates one bit onto it. Assume that the users' codes are orthogonal and that the coherence time of the channel is symbol periods, that is, all the fading parameters remain approximately unchanged for periods. In order to facilitate the presentation, we begin with a simple example ( ) and then generalize to any . In the absence of cooperation, during three (i.e., ) consecutive symbol periods, the users would transmit
Period
Period Period (19) where is user 's th bit, is user 's code, and where is user 's power, and is the symbol period. Now, assume that the two partners decide to cooperate. How will they do so? The cooperative strategy chosen should satisfy some basic criteria. First, for a fair comparison with the no-cooperation case, the total number of codes used by the two users, as well as the modulation type, should remain the same. Also, the strategy should not be overly complex. Given the above conditions, the two partners should use a cooperative strategy that maximizes throughput.
Our work has resulted in a cooperative strategy inspired somewhat by the signal structure in Section III-A, that satisfies the above criteria and provides a significant increase in throughput over the no-cooperation case. Although not necessarily optimal, the strategy we chose suffices for the purpose of demonstrating the advantages of user cooperation. Under the chosen cooperation scheme, the two users transmit Period Period Period (20) where is the partner's estimate of user 's th bit. The parameters { } control how much power is allocated to a user's own bits versus the bits of the partner, while maintaining an average power constraint of for user , over periods. Since it is assumed that the mobiles do not know the fading amplitudes between their terminals and the BS, the { } do not depend on the particular realization of the fading process.
Period 1 is used to send data to the BS only, akin to the signals , 1, 2 in Section III-A. On the other hand, period 2 is used to send data not only to the BS, but also to each user's partner, akin to the signals and in Section III-A. After this data is estimated by each user's partner, it is used to construct a cooperative signal that is sent to the BS during period 3. This is accomplished by each user utilizing both users' codes ( and ), and is akin to the signal in Section III-A. This is done in such a way as to enable the two partners to send a cooperative signal while keeping the total number of codes used by the two users constant.
Also, notice that period 3 is used in order to resend, in some sense, the information originally sent during period 2. This implies that the users only send two new bits per three symbol periods, whereas they would be sending three new bits per three symbol periods if they were not cooperating [see (19) ]. This may seem counterproductive, but, under certain channel conditions, "wasting" a few symbol periods for cooperation may be justified. The rationale behind this can be summarized as: It may be better to receive 1 very high SNR bit per symbol period, than to receive, say, 10 very low SNR bits per symbol period. This is because the performance criterion is the throughput, the number of successfully received bits/transmission, rather than the number of transmitted bits/symbol. In fact, the coding required to bring the probability of error of the low SNR bits down the same level as the high SNR bits, can bring the resulting number of information bits to below one bit per symbol period, if the low SNR is low enough. The in-depth analysis presented below will help us gain a better understanding of this issue.
A. Rationale Behind Cooperative Strategy
Due to the fact that in our proposed cooperative scheme we can control how power is allocated using the parameters { }, it is possible to allocate no power to the cooperative signal, that is, transmit no power during period 3 [see (20) ]. Even though this is a degenerate case, studying it reveals some of the fundamental tradeoffs of our proposed cooperative scheme. In general, allocating no power to the cooperative signal is equivalent to having a transmitter that voluntarily decides to not transmit during some of its allotted symbol periods. Since the transmitter has an average power constraint, not transmitting during some of the symbol periods allows it to boost its power during the remaining periods. The throughput of this system, in bits per symbol period, given that the transmitter employs binary phaseshift keying (BPSK) modulation and decides to not transmit during a fraction of its symbol periods, is given by where is the capacity of a BSC with crossover probability , is complementary cumulative distribution function of a zero-mean unit-variance normal random variable, and is the nominal SNR that would be in effect if the transmitter were transmitting during all the symbol periods. Some numerical results for versus under different are given in Fig. 5 . What we notice is that for low , the transmitter may waste up to half of its symbol periods and still incur only negligible loss in the overall throughput. As increases, the fraction of symbol periods that can be left unused, while negligibly affecting overall throughput, decreases. Simple as they may seem, these observations have an impact on the design of our cooperative scheme. In order to translate the above observations to the case of general user cooperation as given in (20), we need to consider the following. As we begin to allocate power to the cooperative signal, the power allocated to the remaining symbol periods is reduced, thus potentially reducing their throughput. At the same time, though, the cooperative signal is now able to enhance the overall throughput due to diversity gains. Therefore, the issue is whether the loss incurred by allocating some of the periods for cooperation can be overcome by the additional throughput resulting from the cooperative periods. Assume we would like to see whether using a fraction of the total symbol periods for cooperation is beneficial or not. If, as seen in Fig. 5 , at the current SNR the loss incurred due to sacrificing symbol periods results in too great a decrease in throughput, then the additional throughput provided by the cooperative periods will most likely not be able to compensate for the great loss, thus resulting in a net decrease in throughput. If, on the other hand, at the current SNR the loss incurred due to sacrificing symbol periods is insignificant, then the additional throughput provided by the cooperative periods will most likely easily compensate for the minor loss, resulting in a net increase in throughput. We therefore see that the fraction of symbol periods allocated for cooperation should be a function of the overall channel conditions. This is precisely the idea that we used in order to arrive at our generalized cooperation scheme, explained below.
B. Cooperative Strategy for Arbitrary
Equation (20) refers to cooperation for the special case of . The generalization to arbitrary is as follows. In each symbol periods, each of the two partners uses of the periods for cooperation and the remaining periods for sending noncooperative information, where is some integer between 0 and . When , the two users are not cooperating at all. When , the two users are fully cooperating, that is, cooperating during all symbol periods. For example, in the scenario referred to by (20) , and , whereas in the scenario referred to by (19) , and . In general, the value of does not have to remain constant over all time, a fact which allows time sharing of different values of , in order to achieve any point on the capacity region. This is discussed in more detail in Part II. The cooperative scheme just described may be expressed, for a given and , as shown in (21) at the bottom of the page, where , and where the { } are chosen to satisfy the power constraints 5 given by (22) A graphical illustration of this cooperative scheme is depicted in Fig. 6 for the special case of , . Receiver design, probability of error, throughput, and coverage analysis will be investigated in Part II. The choice of the parameters and { }, including the time sharing among different values of , does not depend on the instantaneous level of fading, rather, they are chosen to satisfy a long-term rate constraint on the mobiles. This notion will be clarified in Part II. We will observe that, as suggested by the information theoretic analysis, cooperation not only leads to improved data rates, but also results in a system that is more robust to variations in the channel. 5 As described in (22), we only require the power to be constant over L periods, not constant between each of the subperiods. The limited peak power capabilities of the mobile do not affect these subperiod allocations very much, because even if all but one of the subperiods has zero power (a degenerate and very unlikely allocation), the remaining subperiod will have L times the average power. For example, for L = 6, this translates to 7.8 dB above the average power. Not only is this rather small, but also, practical subpower allocations will never degenerate to this case.
V. CONCLUSIONS AND DISCUSSION
We have presented a new method of transmit diversity for mobile users: user cooperation. The type of cooperation we focused on was the cooperation of active users, that is, users who have information of their own to send, and thus, do not want to simply be another user's relay. Results indicate that user cooperation is beneficial and can result in substantial gains over a noncooperative strategy. These gains are two-pronged; a higher data rate and a decreased sensitivity to channel variations. Furthermore, these results hold in both an unrestricted system model as well as when the transmission scheme is fixed, as we will demonstrate in Part II.
The increased data rate with cooperation can also be translated into reduced power for the users. With cooperation, the users need to use less total power to achieve a certain rate pair than with no cooperation. The partner scheme can thus be used to extend the battery life of the mobiles. Alternatively, the cooperation gains may be used to increase cell coverage in a cellular system. We have presented an analytical study that demonstrates how an increase in capacity/throughput can be traded for an increase in cell coverage.
We should note that since the mobile now has to be able to detect uplink signals, implementation of the proposed system involves an increased-complexity mobile receiver. Complexity is also increased because, for security purposes, users' data now has to be encrypted before transmission, in order for a mobile to be able to detect its partner's transmitted data without being able to understand the information being sent. It can be argued, though, that most future wireless systems will employ some form of encryption anyway (especially for data transmissions), since no modulation technique, even CDMA, can guarantee the security of the information being transmitted. In addition, under certain scenarios, the benefits of an increased and robust data rate, and/or an extended battery life and/or extended cell coverage will be worth the extra complexity that comes with user cooperation.
In fact, the decreased sensitivity of the data rate to channel variations is a significant enough advantage that it could warrant user cooperation even if there were no other benefits, such as increased data rate. This is because of the minimum data-rate requirements of some real-time applications, such as voice or video, and the resulting lower probability of outage, and thus better QoS, due to cooperation.
The analysis presented in this paper represents one possible evaluation of the user-cooperation concept, where one of the main goals was to achieve a simple and clear exposition. There- (21) fore, some of the assumptions and proposed implementations may be modified in order to achieve greater performance and/or implementability. First, in our CDMA implementations, we assumed that the various spreading codes being used were orthogonal. This need not be the case. Any codes may be used, along with multiuser detection, in order to have optimum performance. Second, in Section IV, the cooperative strategy involves resending, in some sense, information using a cooperative signal. Another possibility is for the two users to always transmit new information, even during the cooperative periods, thus necessitating the use of sequence detection due to the intersymbol interference that would result from such a strategy. It is not clear at present if this strategy would result in increased performance or not.
Third, even though we have analyzed only the case of each user having one partner, it is clear that a generalization of this concept would involve multiple partners, thus leading to even better performance, especially more robust data rates. However, the incremental gains from additional partners will diminish as the number of partners grows. Fourth, although this paper focused on a cellular environment, user cooperation diversity may also be employed in other situations, such as in ad hoc networks.
Finally, what we have presented here addresses only physical layer issues, and presents us with what is achievable through partnering. However, there are several higher layer issues which we did not address but which, nevertheless, are interesting, challenging and difficult to resolve. These involve questions such as who will partner with whom, under what conditions will they partner, at which point on the achievable rate region will they operate and why, and who decides which mobiles partner: the mobiles themselves or the BS?
For example, when the two users face statistically similar channels toward the BS, the issue is easy: both users benefit, and therefore, would both like to cooperate. However, when the two users face statistically dissimilar channels toward the BS, as would occur if one mobile was near the outskirts of the cell and the other was near the center of the cell, the situation becomes more complicated. Even though the achievable rate region with cooperation is always larger than the noncooperative region, implying that we can always find a cooperative strategy in which both users benefit from cooperation, the true benefits of user cooperation stem from the fact that the mobile with the better channel can help the other mobile achieve some acceptable level of performance while sacrificing only a small fraction of its own data rate. The question that thus arises is why would any mobile be willing to give up some of its data rate. There are two possible answers. First, if we look at long-term performance, i.e., over the duration of an entire call, a user will, on average, benefit from having a "partnering cell-phone." This, of course, assumes that the users are mobile. If they are not, the problem becomes more complex. The second reason for partnering, which addresses the short-term performance of mobile users, as well as the long-term needs of stationary users, can be the possible existence of financial incentives for the higher quality users, as well as a corresponding fee for the lower quality users.
If multiple users are allowed to cooperate, the above approach evolves into a very interesting and complex problem. That is, the BS will have a group of users willing to pay varying amounts of money for varying degrees of higher QoS, and a group of users willing to receive varying amounts of monetary compensation for reducing their QoS and assisting other users. The problem, then, faced by the BS is how to use "market forces" and available wireless resources to find an equilibrium that satisfies as many users' monetary and QoS demands as possible. This will be accomplished by finding how to best group the users into cooperation groups, and where on their respective multidimensional achievable rate regions these groups should operate. Existing literature on the game theoretic approach to resource utilization in wireless networks [28] could be instrumental in achieving this goal. This problem is, of course, an entire research project in itself.
APPENDIX
For completeness, we present here the sketch of the proof of Theorem 1. We first assume that the fading coefficients , , , are fixed, we will incorporate randomness later on. We also assume that the fading coefficients, whether fixed or random, are tracked by the corresponding receivers.
The transmission is done for blocks of length each. Both and are assumed to be large. Based on the arguments in Section III-A, in block , mobile 1 transmits using (7) and sets where the powers satisfy (8) . Note that is a vector of length . Mobile 2 constructs its transmit signal similarly. Hence, the signals in block depend not only on the current messages ( ) but also on the messages ( ) from the previous block. This previous block cross-information ( ) forms the basis of cooperation among mobiles. We will choose all the constituent signals , , and from the independent and identically distributed distribution. Let us first consider how in any block , the mobiles decode each other's cooperative messages and . We start from block 1 and set . The second mobile receives as in (6) , and wishes to decode that contains the desired information . However, the signal contains two other components: , a function of which will be treated as part of noise; and which is known as it only depends on ( ). The perfect reconstruction of is guaranteed by the condition which forms the basis of (9) in Theorem 1. A similar condition on in (10) ensures exact reproduction of at mobile 1. Moving sequentially from block to block , we extend the above argument by noting that at the end of block , and are decoded perfectly at both mobile locations.
