Abstract: In this paper, for the aim to build the management plan of stable electric power supply and accommodation, the monthly electric demand prediction approach with dynamic and adaptive mechanism connected to the business environment is proposed. The proposed scheme shows considerably accurate prediction than any other models with single variable time-series and the obvious effect appears to the high accuracy by adopting time-series PCA as a Data-Mining technique. From these effects, the proposed prediction scheme might be considered to give an improvement to the stable electric power supply and accommodation. And this prediction scheme can be applied to various management areas, so it might be considered to be an effective method for decision-making support.
1. Introduction
Electric demand forecasting for improvement of decision-making
Needless to say, forecasting is an important element for decision-making support. The common theme through decision-making is "selection and decision" and the forecasting is indispensable for the optimal realization of this theme. This is explained obviously by the fact that the forecasting is positioned as a core method of DSS (Decision Support System) which has been developed until now. In this paper, as the case study of the improvement to reasonable and effective decision-making, an approach to the electric power demand forecasting adapted to business variation is proposed and its effect is verified.
In modern days, high activity of industry as IT leading and high dependence to electric power in daily life, require still more increase and higher stability of electric power. It is needless to say that high accurate prediction of electric power demand has a decisive role for these requirements.
In investigating of electric power demand, following 3-type demand patterns must be considered corresponding to time span of demand. [10] long range demand under the influence of population, big plant, building, etc, monthly demand required by industrial and economic activities, etc, short range demand required by urgent need.
For the first pattern, in order to cope with building a new electric power station, the long-range prediction based on yearly demand, is needed. For the last point, for the urgent demand or change of supply route caused by disaster, the short-range prediction with hour range variation of demand is required. [12] On the other hand, the stable supply of electric power, which is connected with business trend and daily life activities, requires highly accurate supply plan at the power station and accommodates with each other. For these requirements, the highly accurate monthly prediction, which is reflected by trend and seasonable variance, is indispensable.
We propose an adaptive and dynamic prediction approach, which is reflected by business trend and seasonable variance, and show its effectiveness. By the reason for the basic character of this approach, which has a dynamic adaptability to the business environment, this approach is considered as a reasonable and effective decision-making method to the stable supply of electric power.
Requirements to monthly demand forecasting of electric power
As above stated, the requirements to monthly prediction of electric power demand are listed as follows. prediction scheme adapted to the past demand time-series, prediction mechanism reflected to the movement of business environment.
The first requirement states that this prediction has to be a dynamic and adaptive prediction scheme, which picks up the peculiar variation of the past time-series.
Obviously, this scheme is not based on the static scheme as 'curve fitting' or 'regression formula' but based on the movement of time-series moment by moment and high prediction accuracy is required. About this scheme, a series of approaches based on the structured neural network, which learned by the past variation of demand time-series are investigated. [2, 8] In this paper, the Kalman-Filter is adopted as the framework of the prediction. The Kalman-Filter is the real-time estimate/prediction scheme with multi input/output. It processes the state-space, which constructs the system, and the measurement-space, which observes the time-series and transforms to the state-space, separately. The outline of the Kalman-Filter is described in Appendix 1.
The second requirement states that this prediction requires the scheme, which reflected to the movements of business environment. For this reason, the movement of business environment, which influences electric power demand, should be adopted to this prediction mechanism. Namely, this prediction has the basis that electric power demand is under the movement of business environment, builds the framework which extracts the integrated factors from the electric power and the related business indices.
The integrated factors time-series are sequentially extracted from the electric power time-series and the related business indices time-series by PCA (Principal Component Analysis) method, and are built as the explanatory variables of the state-space. The outline of PCA is described in Appendix 2.
The concept of "Data-Mining" states "discover of new knowledge from accumulated data" mainly. Namely, this is the concept, which does not verify the previously set hypothesis, but discover any new facts or rules from accumulated data. [4, 5, 6 ] So, the various types of neural network are used frequently as the empirical modeling approach based on the accumulated data. [13, 17] We use the time-series PCA as the integrating method. The component time-series are integrated from the original time-series by PCA and independent with each other.
Under above definition of "Data-Mining", the proposed prediction scheme can be based on "Data-Mining" basically. Namely, the business environments are integrated and extracted from the some accumulated business indices. And the targeted electric power demand time-series is predicted with these business environments. The demand prediction approach investigated here, realizes the second of above stated requirements from the aspect of "Data-Mining".
Considering the first requirement, this proposed prediction scheme is higher adaptive to quick varying time-series than slow varying. But according to the dynamic prediction framework, the prediction of this scheme is limited comparatively to short prediction.
From the second requirement, this scheme has the reasonable reflections not only with the targeted time-series, but also with the related environments. This states that the selection of the indices time-series related with the targeted time-series is the key matter of the prediction. (1) Total picture
The total picture of the processing scheme is shown as Figure. This scheme is composed of the pre-processing, the Kalman-Filter processing which is leading part, and the post-processing. In the pre-processing, the seasonable variation is separated from the original time-series. The irregular variation is removed from the separated trend leading time-series by smoothing (moving average method, etc), and the smoothed trend leading time-series is successively input to the measurement mechanism of the Kalman-Filter. The separated seasonal variable time-series is transformed to the seasonable monthly pattern. After it is input into the learned neural network, the prediction seasonal monthly pattern is generated.
In the measurement mechanism of the Kalman-Filter, the trend leading time-series and the business indices time-series (seasonable adjusted) are processed by principal component analysis and integrated into the some principal component time-series, then build the state space of the Kalman-Filter. In the state space, the electric power time-series and the principal time-series are input into the learned neural network. The prediction of each variable is gained as the output from the self-organized state space.
The post-processing is the synthesis of the prediction value from the generated prediction trend leading value and the prediction seasonable pattern. By this post-processing, the prediction value of the electric power demand which contained the seasonable variation can be gained. [15] (2) Prediction of the trend leading time-series
The four business indices relating with domestic industry electric power demand are listed as follows. Their sample size and period are same and all seasonable adjusted.
: Gross Domestic Production (GDP) The second requirement stated in chapter 1.2 is represented as "the prediction processing, which reflected to the movements of business environment". The basic data, which represented as the movement of business environment, are accumulated time-series of the business indices. Therefore, for this aim to the prediction processing, we investigate the processing framework using "Data-Mining" processing. For the realization of this point, following two methods are proposed.
The first is the method which reflects the movement of business environment to prediction mechanism. For solving this problem, the state-space of the Kalman-Filter needs not to be built by the observed variables directly, but by the principal components extracted from these observed variables. Namely, by the principal components time-series, the fewer and non-correlative components are represented than original observed variables. As a result, the variances of original variables are represented the variances of the integrated fewer principal components. This states that the independent variances are extracted from the total variances. The principal component analysis of the time-series is processed in the measurement transformation mechanism at each observation cycle, the state space is integrated and re-constructed from original time-series at each observation cycle.
The second is the update method of the state space at each update cycle. Generally, in the field of economics/management analysis, the time update of the system almost cannot be represented as logical model, but estimated by regression model, etc. As a result, the estimated parameters are constant and the model is not dynamical.
Previously, we tried to introduce the self-organizing method using the neural network for solving this problem. This method aimed to detect the structural changes of the system by the learned neural network composed of the space-state variables. And as a result, it is regarded that the space state is updated. The prediction values are gained by inputting the latest time-series values to the renewed state space. By this method, in the case of the implicit relation of update mechanism in the economics/management field, the update also can be processed and the time update of space state can be represented. [9, 14, 16] (3) Prediction of seasonable variation As shown in Fig.2 , the seasonable variation time-series is separated from the original time-series. The separating method is adopted CENSUS X.11. The extracted seasonable time-series is divided into every month and is reconstructed as seasonable monthly pattern. The prediction method to the monthly pattern is used structured type neural network. The training date sets are constructed as follows.
The 12 monthly patterns of the last/present year are signified as the input/output of the neural network. The pair data are set into the neural network and the net is learned.
After learning, the monthly pattern of the present year is input into the learned network and the output is gained as the prediction monthly pattern. In case of building the Kalman-Filter, main role is the determination of the state transition matrix. Generally, the dynamics of the system is presented with the group of the differential equations in physical system and the transition matrix is formulated.
Otherwise, in the case of the targeted electric power demand time-series, its dynamical movement almost cannot be presented deductively and gained by the estimation of regression analysis from the past time-series. In this case, the transition matrix is composed of regression constants and is not presented with time variation. Therefore, the Kalman-Filter cannot be applied to non-stationary system by the reason for its theoretical framework.
To solve this problem, the self-organization of the state space is introduced as a cope to the dynamics of it. Namely, this method is based on that each element of the state transition matrix is sequentially determined by the self-organization process with the state variables and their correlations, at each cycle taking in the observed data.
Previously, we proposed the revised GMDH (Group Method of Data Handling) which had linear correlation between the state variables, as the self-organizing method. 14 Here, the neural network is introduced, for the reason of taking in non-linear correlation.
The targeted variable time-series and the principal component time-series taken in the batch period (Batch-Sequential Method)
are noted as follows. 
The neural network type self-organizing state space is structural type . The applied neural network is trained using the data sets of neighboring time as training data at constant interval. At each cycle of the Kalman-Filter processing, the state transition matrix is renewed by the above stated process. By this training process, the learned transition matrix is generated and the prediction value is obtained by inputting the values of the latest state variables into the renewed state space. Namely, is the updating time, in order to generate the state transition matrix , the training input/output time-series are set as follows.
The learning period is a part of the batch period, therefore 2 T T is obvious. The meaning of are considered as below stated. : makes up 9 percent of total variation, and effected by , uncertain factor. In prediction period, the state noise is convergence RMS value derived by learning of the neural network. This is calculated and updated at each prediction cycle.
measurement noise
The measurement noise is RMS value between each variable time-series and its smoothed time-series (Moving Average Processing, averaging width is 3 samples, moving width is 1 sample). The RMS value of is as follows. This value is used commonly through all models and periods. considerably high efficiency to the prediction. Also, from the result showed in Figure. 2, the seasonable pattern by learning with neural network is efficient obviously. The state space which built with the principal component time-series, exhibits higher effect than with the original variables. The number of the principal components is need to be increased until accumulated proportion reaches the determined standard, but need not to be increased so many over the standard.
Evaluation to synthesized prediction
The error of the synthesized prediction is listed as Table. 2, as well as the case of the trend leading prediction. The synthesizing process is the multiplication the predicted trend leading time-series with the predicted monthly pattern. Namely, this is the inverse process which separates the trend leading time-series from the original time-series. The "learned pattern" is gained by taking in seasonable monthly pattern to the learned neural network. The number of the elements in the input/output layers is twelve. The intermediate layer is one, and the number of its elements is the quarter of the number in the input/output layer's elements. The "average pattern" is gained by averaging them over the same period which is the learning.
In Figure. 6 as shown below, the prediction time-series of the synthesized time-series with the trend leading derived by model B and the learned pattern is shown.
Figure. using learned pattern
The following are proved from the results of Table. 2 and Figure. 6.
The learning of the seasonable monthly pattern contributes to total accuracy of the prediction time-series. The error accuracy of the synthesized prediction time-series possesses about 5-6% (the standard is the demand of 1991 fiscal) and is also considered to show considerable accuracy.
In comparison with the trend leading time-series, the prediction accuracy of synthesized time-series is lower considerably. This problem can be caused by the less accurate prediction of the seasonable variation pattern than the trend leading.
Conclusion and discussion
Until now, we tried to investigate the scheme of the demand prediction, which had the time-varying state space by the learning of neural network and proved that this approach gave better accuracy than auto-regressive method, etc. Here, we tried to build the state space by the principal components in place of the original variables and also tried to change from the state-space built by the multi-variables with correlation each other, to the state space built by fewer independent multi-variables. It is proved that the common variance extracted by the principal component analysis is effective considerably. Considering the extracted principal components are represented as the independent business movements, the state space is composed by fewer variables than the original variables. Summing up these points, this scheme is represented as follows.
The proposed scheme based on the framework of the multi variable and dynamic prediction supplies considerable accurate prediction and this prediction mechanism is considered to contribute to the decision-making support.
The adoption of the principal components time-series can extract common and independent variables and the extracted principal components are gained from the accumulated data. Therefore, this approach has a Data-Mining like character.
The prediction accuracy is considerably lower in the synthesized time-series than in the trend leading time-series. It can be needed that the seasonable monthly pattern must be predicted with high accuracy.
At last point, as well as the method which realizes to give high accuracy of the seasonable monthly pattern, the separating and synthesizing methods between the trend leading time-series and the seasonable pattern shall be the core theme of these approach. [16] Appendix 1. Kalman-Filter
The Kalman-Filter is the rational, sequential and real-time estimation/prediction processing scheme based on linear system theory. other. And they are assumed to be white noises which are non-correlative at each time.
Generally in processing the Kalman-Filter, the direct solution of state equation and measurement equations is not used but the sequential algorithm which updates error covariance matrix of state noise at each observation cycle, is adopted.
