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We propose a new class of tensor network state as a model for the AdS/CFT correspondence
and holography. This class is demonstrated to retain key features of the multi-scale entanglement
renormalization ansatz (MERA), in that they describe quantum states with algebraic correlation
functions, have free variational parameters, and are efficiently contractible. Yet, unlike MERA,
they are built according to a uniform tiling of hyperbolic space, without inherent directionality
or preferred locations in the holographic bulk, and thus circumvent key arguments made against
the MERA as a model for AdS/CFT. Novel holographic features of this tensor network class are
examined, such as an equivalence between the causal cones C(R) and the entanglement wedges E(R)
of connected boundary regions R.
PACS numbers: 05.30.-d, 02.70.-c, 03.67.Mn, 75.10.Jm
Introduction.— Tensor network methods [1, 2] have
proven remarkably useful for investigating quantum
many-body systems, both advancing their theoretical un-
derstanding and providing powerful tools for their nu-
meric simulation. Introduced by Vidal, the multi-scale
entanglement renormalization ansatz (MERA) [3], which
describes quantum states on a D-dimensional lattice as a
tensor network in (D+1)-dimensions, is known to be par-
ticularly well-suited for representing ground states of crit-
ical systems [4–8], such as lattice versions of conformal
field theories (CFTs) [9, 10]. Importantly, by imposing
invariance along the emergent dimension of the network,
which can be regarded as a renormalization scale [11],
the scale-invariance of critical systems can be captured
by MERA.
More recently tensor networks have also emerged in
the study of the AdS/CFT correspondence [12–14], and
of holography in general. The AdS/CFT correspon-
dence, a duality between quantum gravity on a (D+1)-
dimensional AdS space and a D-dimensional CFT de-
fined on its boundary, has offered new insights into both
quantum gravity and strongly-coupled quantum field the-
ories. Observing that MERA have hyperbolic geometries
similar to a spatial slice of AdS, in conjunction with the
numeric success of MERA in encoding ground states of
CFTs, it was argued by Swingle that MERA may real-
ize key aspects of holography [15, 16]. This observation
has since generated a great deal of interest [17–29], both
within the AdS/CFT and tensor network communities.
Although the proposal that tensor networks capture
some aspects of holography has been undoubtedly useful,
for instance, in stimulating the development of new ten-
sor network methods, several works have argued against
MERA as a direct realization of the AdS/CFT duality
[19, 21, 22]. Many of the significant criticisms ultimately
stem from the problem that, when viewed as a tiling of
hyperbolic space, MERA have preferred directions result-
ing from their use of unitary and isometric tensors, in
contrast to the uniform AdS bulk. This concern was
FIG. 1. (a) A hyper-invariant tensor network based on a
{7, 3} tiling of the hyperbolic disk, where a 3-index tensor A
is placed on each node of the tiling, with a matrix B then
placed on each edge adjoining two nodes. (b) Tensors A are
constrained to be rotationally invariant, while matrices B are
constrained to be symmetric. (c) The network can be un-
wrapped into concentric layers V about any chosen center,
with each layer as a connected string of alternating A and
B tensors. (d) All layers (with the exception of that imme-
diately following the top) are formed from a combination of
2-site and 3-site unit cells.
a motivating factor for the introduction of holographic
codes as models for the AdS/CFT correspondence [30],
which use so-called perfect tensors to construct a family
of tensor networks that are uniform in the holographic
bulk. However, it is known that holographic codes can-
not be related to ground states of critical systems, as
they do not produce compatible correlation functions or
entanglement spectra.
Thus, it remains an interesting open question: does
there exist a class of tensor network that is both uni-
form in the holographic bulk and can also produce cor-
relations/entanglement compatible with critical ground
states? The purpose of the present manuscript is to an-
swer this question in the affirmative, with the introduc-
2tion of hyper-invariant tensor networks, which capture
the desirable aspects of both the MERA and holographic
codes as models for holography. Specifically, they (i) are
built from a uniform tiling of hyperbolic space (i.e. with
no inherent directionality or preferred locations), (ii) are
efficiently contractible, (iii) have free variational parame-
ters, and (iv) encode quantum states with algebraic decay
of two-point correlation functions.
Construction.— We build a hyper-invariant tensor
network according to a hyperbolic tessellation or uniform
tiling of the hyperbolic disk. For simplicity, we shall fo-
cus on a {7, 3} tessellation, i.e. a tiling with 7-edged
plaquettes and 3-edged nodes as depicted in Fig. 1(a)
(although an alternative network based on a {5, 4} tiling
is considered in Sect. C of the supplemental material).
In this construction a 3-index tensor A is placed on each
node of the tiling and a matrix B is placed on each edge
adjoining two nodes. In order to be compatible with bulk
uniformity, we constrain the tensor A to be invariant with
respect to a cyclic index permutation and constrain ma-
trix B to be symmetric, see Fig. 1(b).
It is useful to organise the network into concentric lay-
ers V around the A tensor at a chosen bulk point T ,
with each layer a connected string of alternating A and
B tensors as depicted in Fig. 1(c). One can then re-
gard a layer V as defining a renormalization group (RG)
transformation from a 1D lattice Lz to a coarser lattice
Lz+1, where z is a label over scale that increases moving
towards T . In contrast to the MERA, each layer V here
does not consist of translations of a single unit cell but
instead is composed of a combination of 2-site and 3-site
unit cells, see Fig. 1(d). Notice that each 2-site cell sits
underneath an arrangement of three tensors from the pre-
ceding layer, whilst each 3-site cell sits underneath a pair
of tensors from the preceding layer (consistent with the
property that all plaquettes are 7-edged). It follows that
the pattern of cells is fractal in nature, such that there is
no finite repeating pattern of cells even in the limit of a
layer infinitely far from the center. Consequentially, the
ratio r of 3-site to 2-site unit cells and the scale factor s
(i.e. the ratio of sites in Lz to that in the coarser lattice
Lz+1) are both irrational in the thermodynamic limit,
r = (1 +
√
5)/2 ≈ 1.618, s = 1 + r ≈ 2.618. (1)
Multi-tensor constraints.— Fundamental in
MERA is the use of isometric and unitary tensors which
ensure, when interpreting each layer as a transformation
from an initial lattice Lz to a coarser lattice Lz+1, that
local operators are mapped to local operators [11]. For
instance, in the case of a 1D binary MERA, any local
operator σ supported on L ≤ 3 neighboring sites of
Lz is mapped to a local operator σ′ on supported on
L ≤ 3 neighboring sites of the coarser lattice Lz+1.
The property of preserving locality as a coarse-graining
transformation, or equivalently, that MERA have
bounded causal width [3], is key not only to their efficient
FIG. 2. (a) The product of an A and two B tensors is con-
strained to form an isometry w which, by definition, annihi-
lates to identity with its conjugate w†. (b) Tensor u, which is
formed from three A tensors together with five B tensors, is
constrained to be an isometric mapping from 3-to-2 indices.
(c) The tensors in each layer V can be grouped as a product
of w and u isometries in many different ways. (d) Under the
action of layer V , a one-site local operator σ is mapped to a
coarse-grained operator, σ′ ≡ V †σV , which remains local due
to the cancellation of tensors in V with their conjugates in
V † (where tensors have been grouped into isometries w and
u in such a way as to minimize the support of σ′).
contraction for local expectation values and correlation
functions, but also to their ability to reproduce expected
features of CFTs such as scaling operators and their
fusion coefficients [4–6]. Holographic codes [30], on
the other hand, make use of perfect tensors, which are
isometric across all possible partitions of indices, to
achieve bulk uniformity while also preserving locality.
However, when viewed as a coarse-graining transfor-
mation between initial Lz and coarser Lz+1 lattices,
the use of perfect tensors results in regions on Lz for
which any local operator σ supported on the region is
coarse-grained to the trivial (i.e. identity) operator on
Lz+1, which implies the existence of trivial connected
correlation functions in the holographic codes.
Thus, in order to be compatible with both bulk unifor-
mity and the preservation of locality, yet still allow for
non-trivial correlation functions, a different type of ten-
sor constraint is needed, which we now describe. Instead
of attempting to constrain individual tensors within the
network, as done in both MERA and the holographic
codes, here we propose the use of multi-tensors con-
straints, which constrain how certain products of tensors
behave in conjunction with one another. Specifically, for
the {7, 3} hyper-invariant network, the product of an A
and two B tensors is constrained to act as a 2-to-1 isom-
etry w, while a product of three A and five B tensors is
constrained to act as a 3-to-2 isometry u, as depicted in
Fig. 2(a-b). We defer to Sect. B of the supplemental
material for a demonstration of the existence of tensors
A and B that satisfy these constraints, and discussion on
3FIG. 3. (a) A schematic representation of a the hyper-
invariant network, which has been organised into layers about
a chosen bulk point T . The apparent causal cone CT (R) of a
boundary region R of L sites shaded, where the true causal
cone C(R) is a subset of CT (R). (b) The entanglement wedge
E(R) is the bulk region bounded by the minimal surface γR
and R. (c-d) Part of a {7, 3} hyper-invariant network that
has been organised into layers, with the apparent causal cone
CT (R) of a boundary region R shaded. In the evaluation of
the reduced density matrix ρ(R) many tensors in CT (R) can-
cel, such that ρ(R) only depends on tensors within a subset
C(R) ⊂ CT (R), where it is observed that C(R) is exactly coin-
cident with the entanglement wedge E(R). (e) Depictions of
the causal cones C(R) and the corresponding reduced density
matrices ρ(R) for one, two and three site regions R, where the
causal cones also correspond to entanglement wedges E(R).
how solutions can be realised in general.
We now examine the implications of these constraints
on the hyper-invariant network, which we organise into
layers V about a chosen bulk point T as depicted in Fig.
1(c). We regard each layer V as a mapping between an
initial Lz and coarser lattice Lz+1, where a local operator
σ on Lz is mapped to a coarser operator σ′ on Lz+1 as
σ′ ≡ V †σV. (2)
Notice that the constraints allow the tensors in a layer
V to be grouped into a product of w and u isometries in
many different ways, see Fig. 2(c). Under each grouping,
many of the isometries w and u in a layer V will cancel
with their conjugates in V † in Eq. 2. However, since no
property of σ′ can depend on which grouping into isome-
tries is imagined, it follows that the non-trivial part of σ′
should be understood from the grouping that results in
the minimal support, as depicted in Fig. 2(d). Through
examination of all possible ways in which local operators
can be coarse-grained, see Sect. A of the supplemental
material, it is seen that any local operator supported on
L ≤ 2 sites of lattice Lz is mapped to a local operator σ′
supported on L ≤ 2 sites of the coarser lattice Lz+1. No-
tice also that there does not exist regions on Lz for which
operators are mapped to null regions on Lz+1 (i.e. re-
gions on Lz where any operator on the region is mapped
to the trivial identity operator). Thus the multi-tensor
constraints achieve the desired goal of preservation of lo-
cality, hence also efficient contractibility of the networks,
while not restricting to trivial correlation functions.
Causal properties.— As a direct consequence of
bulk uniformity, the causal cones of hyper-invariant
networks differ substainially from those of MERA.
Let us assume that we have a finite hyper-invariant
network, which describes a quantum state |ψ〉 on the
lattice L associated to the boundary indices. For a
region R ∈ L the causal cone C(R) is defined as the
set of tensors in the bulk that can affect the density
matrix ρ(R) = trR¯ (|ψ〉 〈ψ|), where R¯ is the lattice
compliment of R. Additionally, following Ref. [30], we
define the entanglement wedge E(R) as the set of bulk
tensors bounded by R and γR, where γR is the minimal
surface whose boundary matches the boundary of R
[31]. The following relation between C(R) and E(R) is
then observed:
Holographic causality: For a continuous boundary
region R of a hyper-invariant network, the causal cone
C(R) is approximately coincident [32] with the entangle-
ment wedge E(R).
In order to understand this relation, it is first useful to
introduce, given a hyper-invariant network that has been
organised into layers V about a bulk point T , the no-
tion of an apparent causal cone CT (R). Here CT (R) is
defined as the minimal causal cone of a boundary re-
gion R that can be achieved from a layer-by-layer group-
ing of tensors into isometries w and u, as depicted in
Fig. 2(c). The apparent causal cones CT (R) in hyper-
invariant networks are then seen to take the same char-
acteristic forms as causal cones in MERA [3, 33], see
Fig. 3(a). Specifically, given a boundary region R of L
sites, assumed for simplicity to be at the edge of a com-
plete layer V , the width of the cone diminishes by the
scale factor (s as defined in Eq. 1) for each of the first
z∗ ≈ logs(L) layers into the bulk (the shrinking regime),
then remains at a small finite width for the remaining
4FIG. 4. (a) A hyper-invariant network organised into layers
V about bulk point T , with the apparent causal cone CT (R)
and minimal surface γR of boundary region R shown. (b)
Choosing point T at the apex of γR gives CT (R) = E(R).
layers (the steady regime). Thus, similar to observations
about the causal cones in MERA [33], here it is also ob-
served that the shrinking regime of the apparent causal
cone CT (R) is approximately coincident to the entangle-
ment wedge E(R). However, in the hyper-invariant net-
work, tensors within the steady regime of CT (R) cancel in
the evaluation of the density matrix ρ(R), such that the
true causal cone C(R) contains only the shrinking regime
of CT (R). This is demonstrated in Sect. A of the supple-
mental material, where the dominant eigenoperators of
the descending superoperators, which are used to evalu-
ate the steady regime causal cones, are shown to evaluate
trivially. Thus the property of holographic causality re-
sults, with C(R) ≈ E(R), as also demonstrated in the
examples of Fig. 3.
Alternatively, holographic causality can also be un-
derstood as resulting from the freedom to organise the
network into isometric layers V about any centre T .
As depicted in Fig. 4, see also Sect. D of the sup-
plemental material, by choosing T at the apex of the
minimal surface γR the apparent causal cone is mini-
mized such that CT (R) = C(R), whereupon it is also
seen that C(R) ≈ E(R). Finally we remark that holo-
graphic causality is not predicated on bulk uniformity;
the causal properties remain the same even if tensors A
and B are allowed to differ with location and direction in
the bulk, so long as the multi-tensor constraints are still
satisfied in all instances.
Discussion.— A noteworthy implication of holo-
graphic causality is that the volume of causal cones
‖C(R)‖, measured by the number of tensors they contain,
remain finite, with ‖C(R)‖ ∝ L, for a continuous bound-
ary region R of L sites, even in the thermodynamic limit
(i.e. of the network with infinite layers). Thus any lo-
cal reduced density matrix ρ(R) from a hyper-invariant
network has a closed-form expression as a finite network
of A and B tensors (with their conjugates), as depicted
in the examples of Fig. 3. This is in contrast to scale-
invariant MERA whose causal cones include tensors at all
scales such that ‖C(R)‖ → ∞ for any boundary region
R, and no equivalent closed-form expressions for ρ(R)
exist. Notice this further implies that, for any instance
of a hyper-invariant network, the reduced density matrix
ρ(R) for a boundary region R length of L will evaluate
to one of a finite number of unique L-site density matri-
ces (i.e. for any choice of R). For example, the reduced
density matrices ρ(R1) are found to be identical for any
choice of 1-site boundary region R1, see Fig. 3(e), while
in MERA the 1-site reduced density matrices would dif-
fer for all regions R1 as they each have unique causal
cones through the bulk. This observation could suggest
that hyper-invariant networks (though not, by default,
translation invariant when viewed as quantum states on
a 1D boundary lattice) are better suited for capturing
translation invariance in quantum states than MERA.
In Sect. C of the supplemental material it is demon-
strated that the hyper-invariant networks satisfy the key
criteria necessary of variational tensor network ansatz.
Namely they can be parameterized by a set of continuous
parameters {θ1, θ2, . . . , θn}, where (i) the number of n of
free parameters increases with the bond dimension of the
network, and (ii) the entanglement spectra and correla-
tion functions depend non-trivially on these parameters.
However, more work is required in order to understand
what class of quantum system they may be suitable for
as a ground state ansatz, and whether this includes criti-
cal lattice models. One could try to address this question
numerically by building a variational algorithm to opti-
mize hyper-invariant networks for ground states of lat-
tice models. This would first require overcoming several
obstacles, such as understanding (i) the best way param-
eterize solutions to multi-tensor constraints, (ii) how to
incorporate transitional layers to act as a buffer between
the physical lattice and the holographic bulk (as done in
scale-invariant MERA algorithms [5, 7, 34]), and (iii) an
approach to optimising the free parameters. However, if
viable, such an algorithm could offer significant compu-
tational gains arising from the exploitation of bulk uni-
formity and from the use of the multi-tensor constraints,
which simplify many of the required network contrac-
tions.
Similar to other tensor network proposals for holog-
raphy [3, 18, 29, 30], one could also add additional free
indices to the bulk tensors of hyper-invariant tensor net-
works, such that they then realize a mapping from a 1D
boundary lattice to a bulk (hyperbolic) lattice. This re-
mains an interesting avenue for future work. Finally we
note that some (perfect tensor) holographic states [30]
may be regarded as specific instances of hyper-invariant
networks; for example a 4-index perfect tensor A is also
a valid solution to the multi-tensor constraints of the
{5, 4} hyper-invariant network seen in Fig. 12 of Sect.
C of the supplemental material. Thus, hyper-invariant
networks (with the addition of free bulk indices, as dis-
cussed above) may also be useful in the construction of
new holographic quantum error correcting codes beyond
5the paradigm of perfect tensors.
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6SUPPLEMENTAL MATERIAL
SECTION A: DESCENDING SUPEROPERATORS
AND REDUCED DENSITY MATRICES
In this section we further detail the evaluation of local
reduced density matrices from the {7, 3} hyper-invariant
tensor network. We begin by investigating the causal
properties of a layer V of the network, which we inter-
pret as defining a coarse-graining transformation between
an initial lattice Lz and a coarser lattice Lz+1, that are
imposed through the multi-tensor constraints of Fig. 2.
As discussed in the main text, the causal cone C(R) as-
sociated to region R ∈ Lz through the layer V contains
the set of tensors that do not cancel in coarse-graining of
operators σR supported on R,
σ′ ≡ V †σV, (3)
where the tensors in V are grouped into isometries w
and u as to minimize the support of the coarse-grained
operator σ′ on Lz+1. Following this definition, the set of
possible causal cones C(R) of 1-site and 2-site regions R
through a single layer V are depicted in Fig. 5, which
are seen to remain as 1-site or 2-site regions.
Assume that we have a hyper-invariant network com-
posed of some number of complete layers V about a cho-
sen bulk point T , with lattice L0 as the boundary lattice
and Lz the lattice formed after z layers of the network.
We now discuss the evaluation a local reduced density
matrix ρ(R) with R either a 1-site or 2-site region on
L0. As introduced in the main text, it is useful here to
define the apparent causal cone CT (R) as the causal cone
one sees through the network when applying the layer-
by-layer causal analysis as discussed above. The local
reduced density matrices from a hyper-invariant network
can then be evaluated using the same formalism as that
employed in MERA [34]; namely through the use of de-
scending superoperators D. Here a reduced density ma-
trix ρ[z−1] on lattice Lz−1 can be obtained through ap-
plication of the appropriate descending superoperator D
on a density matrix ρ[z] on lattice Lz . Thus, through
repeated use of descending superoperators D the density
matrix can be descended through the apparent causal
cone CT (R), until the desired density matrix ρ(R) on
the boundary lattice L0 is reached.
The various 2-site descending superoperators of the
{7, 3} hyper-invariant tensor network are depicted in Fig.
6, where a significant difference from the descending su-
peroperators of MERA can be observed. While the dom-
inant eigenoperators of MERA ascending superoperators
are always known, as they correspond to identity oper-
ators, the dominant eigenoperators of MERA descend-
ing superoperators are typically not known and can only
be evaluated numerically. In contrast, through proper
use of the multi-tensor constraints of Fig. 2(a-b), the
FIG. 5. Depictions of the causal cones C(R) of 1-site and 2-
site regions R through one layer of the {7, 3} hyper-invariant
network.
dominant eigenoperators of the descending superopera-
tors from the hyper-invariant network can be evaluated
analytically. This is shown Fig. 6 where two different
2-site fixed point density matrices, ρ
[z]
α and ρ
[z]
β , are ob-
tained depending on their position on Lz relative to the
preceding layer V . Here the ρ
[z]
α sits below an arrange-
ment of three A tensors from the network above, while
the ρ
[z]
β sits below a pair of A tensors. The explicit forms
of ρ
[z]
α and ρ
[z]
β are shown Fig. 2(e). Important to note
is they only depend on the A and B tensors from the
layer V of the network that immediately precedes lat-
tice Lz . In other words, all of the tensors in the ap-
parent causal cone of a 2-site region R in Lz, with the
exception of those within the layer immediately preced-
ing, annihilate with their conjugates in the evaluation
of ρ[z](R). This observation, which implies that tensors
in the steady (i.e. fixed width) regime of an apparent
causal cone CT (R) cancel in the evaluation of the local
reduced density matrix, was central to the explanation
of the holographic causality property of hyper-invariant
tensor networks discussed in the main text.
SECTION B: SOLUTIONS TO THE
MULTI-TENSOR CONSTRAINTS
In this section we provide an example of a family of
tensors A and B that simultaneously satisfy the symme-
try constraints of Fig. 1(b) and the multi-tensor isom-
etry constraints of Fig. 2(a-b). Note that the example
provided here is but one of many possible ways of param-
eterizing tensors which satisfy the constraints; it could be
that other parameterizations are better suited for practi-
cal purposes (i.e. if the hyper-invariant tensor network is
to be used as an ansatz for ground states). The purpose
here is to demonstrate the existence of solutions to multi-
tensor constraints for A and B that satisfy the following
7FIG. 6. (a-i) A two site density matrix ρ
[z−1]
α on lattice Lz−1
can be obtained by descending the appropriate density matrix
ρ
[z]
α on lattice Lz through the causal cone, (a-ii) implemented
by a descending superoperator. (a-iii) The density matrix
ρα = (B
†B) ⊗ (B†B) is seen to be a fixed point of the de-
scending superoperator. (b-d) Other descending superopera-
tors and their fixed points. (e) If the two site density matrices
on lattice Lz are of the form depicted, with ρα and ρβ located
under a configuration of three and two tensors from the pre-
ceding network layer respectively, then the two site density
matrices on Lz−1 take the same form.
criteria:
1. they are parametrized by a set of continuous pa-
rameters {θ1, θ2, . . . , θn},
2. the number n of free parameters increases as the
bond dimension of the network is increased,
3. they generate networks with non-trivial (θ-
dependent) entanglement spectra and correlation
functions.
These three properties are necessary for the hyper-
invariant network to be considered as a potential vari-
ational ansatz for ground states of quantum systems.
FIG. 7. A family of tensors A and B that are both compatible
with bulk uniformity and satisfy the multi-tensor constraints
of Fig. 2(a-b) is constructed. (a) The indicies of tensors A are
decomposed as a product of four finer indices, such that A is
then given as the product of three tensors Y (here the arrows
denote the relative orientation of Y tensors). (b) Tensors
Y are constrained to be doubly unitary, i.e. simultaneously
unitary across both horizontal and vertical partitions. (c) The
indicies of tensors B are decomposed as a product of four finer
indices, such that B is then given as the product of tensors Q
and R. (d) Tensors Q are constrained to be unitary across a
single partition. (e) Tensors R are constrained to be doubly
unitary.
One strategy of finding solutions to the multi-tensor
constraints is to impose that the A and B have some
internal structure; that they themselves are formed from
a network of smaller tensors. Let us assume that indices
on A and B are of some bond dimension χ such that
they can be decomposed as product of four finer indices
of dimension χ˜ = χ1/4. Then we form tensor A from
a product of three tensors Yijkl, each of which has four
indices of dimension χ˜, see also Fig. 7(a). The tensors Y
are constrained to be simultaneously unitary across both
a horizontal and vertical partition of their indices,
∑
kl
YijklY
∗
mnkl = δimδjn
∑
jl
YijklY
∗
mjnl = δimδkn. (4)
with Y ∗ as the complex conjugate of Y , see also Fig. 7(b).
We call such tensors, which are simultaneously unitary
across two partitions, doubly unitary tensors. An exam-
ple of a doubly unitary tensor Y , here for a Z2 symmetric
8FIG. 8. (a-b) A depiction of the multi-tensor constraints im-
posed on the {7, 3} hyper-invariant network, see also Fig. 2(a-
b). (c-d) Tensors A and B that have been built with the in-
ternal structure described in Fig. 7 are seen to exactly satisfy
the multi-tensor constraints up to (unimportant) multiplica-
tive constants.
tensor with bond dim χ˜ = 2, is as follows,
Y(ij)(kl) =


c1 0 0 s1
0 s1 ic1 0
0 ic1 s1 0
s1 0 0 c1

 , (5)
where i denotes imaginary unit. The brackets on the in-
dices in Y(ij)(kl) are used to denote that the four-index
tensor has been reshaped into a matrix according to the
grouping shown, and c1 and s1 are shorthand for cos(θ1)
and sin(θ1) respectively. Note that, although not spec-
ified in the constraints of Fig.1, we have also chosen Y
to be reflection symmetric, Yijkl = Yklij , such that the
resulting hyper-invariant network will also be symmetric
with respect to helicity.
Similarly, tensors B are formed as the product of a
unitary tensor Qijkl and a doubly unitary tensor Rijkl,
see Fig. 7(c). We require tensor R to satisfy two sets of
FIG. 9. If the tensors {R1, R2, R3, R4} are all doubly unitary,
as depicted in Fig. 7(b), then the tensor R˜ built from combin-
ing these tensors (and grouping a pair of χ dim indices into
an index of dimension χ2) is also doubly unitary.
FIG. 10. (a) Spectra λk of a 3-site reduced density matrix
ρ from the {7, 3} hyper-invariant network under two differ-
ent instances of randomly initialised tensors A and B, built
according to Fig. 7. In both cases, each eigenvalue λk has
a degeneracy of 256 in the full spectrum, which has dimen-
sion of 163 = 4096. (b) Scaling dimensions ∆k, as defined in
Eq. 10, of the descending superoperator from Fig. 6(a) under
two different instances of randomly initialised hyper-invariant
networks.
unitary constraints,
∑
kl
RijklR
∗
mnkl = δimδjn
∑
jk
RijklR
∗
mjkn = δimδln, (6)
see also Fig. 7(e), and to also be reflection symmetric
across both axes, Rijkl = Rklij and Rijkl = Rjilk. An
example of a tensor R, again with Z2 symmetry and bond
dim χ˜ = 2, that satisfies these constraints is,
R(ij)(kl) =


c2 0 0 is2
0 c2 is2 0
0 is2 c2 0
is2 0 0 c2

 , (7)
9where c2 and s2 are shorthand for cos(θ2) and sin(θ2)
respectively. The unitary tensor Q is required to satisfy:
∑
kl
QijklQ
∗
mnkl = δimδjn (8)
see also Fig. 7(d), in addition to being reflection sym-
metric across two axes, Qijkl = Qklij and Qijkl = Qjilk.
An example of a tensor Q that satisfies these constraints,
again with Z2 symmetry and bond dim χ˜ = 2, is given
as,
Q(ij)(kl) =


c3 0 0 s3e
iθ4
0 c5 is5 0
0 is5 c5 0
s3e
iθ4 0 0 −c3e2iθ4

 , (9)
where cα and sα are shorthand for cos(θα) and sin(θα)
respectively.
It can then be seen that the A and B tensors con-
structed in the manner described satisfy the desired
multi-tensor constraints (up to an irrelevant multiplica-
tive constant), see also Fig. 8. Thus, with Eqs. 5, 7 and
9, we have constructed an example of a family of ten-
sors A and B, here with Z2 symmetry and overall bond
dim χ = 16, with five free parameters {θ1, θ2, θ3, θ4, θ5}.
It is also easily argued that the number of free parame-
ters can be increased as the bond dimension is increased.
This follows as a doubly unitary tensor of bond dimen-
sion χ2 can be formed by contracting together any four
doubly unitary tensors of bond dimension χ, see Fig. 9,
although this is not the optimal strategy for generating
doubly unitary tensors (in terms of maximising the num-
ber of free parameters in the tensors). Thus we have
provided an example of tensors A and B that satisfy the
first two criteria outlined at the start of this section.
In order to demonstrate that the example tensors sat-
isfy the third criterion, that they describe hyper-invariant
tensor networks with non-trivial entanglement properties
and correlation functions, we turn to numerics. Firstly,
we compute the spectra of 3-site reduced density matrices
resulting from two different random choices of the param-
eters {θ1, θ2, θ3, θ4, θ5}, as plotted in Fig. 10(a). These
results demonstrate that the entanglement properties of
these hyper-invariant tensor network are both non-trivial
and θ-dependant. Secondly we have examined the spec-
tra of scaling dimensions ∆k,
∆k ≡ − logs(λk) (10)
obtained from the eigenvalues λk of the descending super-
operator in Fig. 6(a) under two different random choices
of the parameters {θ1, θ2, θ3, θ4, θ5}, as plotted in Fig.
10(b). Here the base of the logarithm is the scale fac-
tor of the network, s = (3 +
√
5)/2, as given in Eq.
1. As with the scale-invariant MERA, the scaling di-
mensions ∆i with their corresponding scaling operators
FIG. 11. (a) A hyper-invariant network constructed accord-
ing to a {5, 4} tiling of the hyperbolic disk, where a 4-index
tensor A has been placed on each node of the tiling and a ma-
trix B placed on each edge connecting two nodes. (b) Tensors
A are constrained to be rotationally invariant and matrices B
are constrained to be symmetric. (c) The network can be
unwrapped into concentric layers V about any chosen bulk
point, where layers are formed from a connected chain of al-
ternating A and B tensors. (d) Each layer is formed from a
combination of 5-site and 3-site unit cells.
φi imply that the correlation functions (on certain sites)
decay polynomially with distance l,
〈φi(r)φj(r + l)〉 ∝ l−(∆i+∆j). (11)
Thus the results from Fig. 10(b) demonstrate that the
correlation functions of the hyper-invariant tensor net-
works are both non-trivial (at all length scales) and θ-
dependant. Though not plotted, it was found that the
spectra of scaling dimensions from the other superop-
erators of Fig. 6, as well as the spectra from various
compositions of superoperators, were also non-trivial (in-
dicating that generic connected correlation functions are
non-zero).
SECTION C: HYPER-INVARIANT TENSOR
NETWORK BASED ON A {5,4} TILING
Just as there are many forms of MERA for 1D lattices,
such as the binary and ternary MERA [34], one can simi-
larly construct other forms of hyper-invariant tensor net-
work than the {7, 3} form considered in the main text.
In this section we introduce a hyper-invariant tensor net-
work based on a {5, 4} tiling of the hyperbolic disk, and
demonstrate that it shares the same key properties as the
{7, 3} network.
A depiction of the {5, 4} hyper-invariant tensor net-
work is given in Fig. 11(a). The network is formed by
placing a 4-index tensor A on each node of a {5, 4} tiling
of the hyperbolic disk, then a matrix B on each edge
connecting two A tensors. We constrain the A tensor to
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FIG. 12. Multi-tensor constraints for the {5, 4} hyper-
invariant network. (a) The product of an A tensor with three
B matrices is constrained to be a 3-to-1 isometry which, by
definition, annihilates to identity with its conjugate w†. (b)
The product of two A tensors together with five B tensors is
constrained to be a 4-to-2 isometry. (c) The tensors in a layer
V of the network can be grouped into a product of w and u
isometries in many different ways. (d) A one-site local opera-
tor σ is coarse-grained to a new operator through a layer V of
the network, σ′ ≡ V †σV . Many tensors in V annihilate with
their conjugates in V †, such that σ′ here remains a one-site
operator.
be rotationally invariant and the B matrix to be sym-
metric, see Fig. 11(b), such that the network does not
have a preferred location or direction in the bulk. The
network can be organised in concentric layers V about
any chosen bulk location T , where each layer, which is a
connected chain of alternating A and B tensors, can be
resolved as a combination of 3-site and 5-site unit cells,
see Fig. 11(c-d). In the thermodynamic limit, the ratio r
of 3-site to 5-site unit cells and the scale factor s, which
describes the ratio of indices entering and exiting a layer
V , are
r =
√
3 ≈ 1.732, s = 2 + r ≈ 3.732. (12)
As with the {7, 3} network, we now wish to further con-
strain the tensors of the {5, 4} network such that each
layer V , when interpreted as a transformation between
an initial lattice Lz and a coarser lattice Lz+1, preserves
locality. Multi-tensor constraints that achieve this are
depicted in Fig. 12(a-b); here a product of three B ten-
sors together with an A tensor is constrained to form a
3-to-1 isometry w, while a product of five B tensors to-
gether with two A tensors is constrained to form a 4-to-2
isometry u. These constraints allow the tensors in a layer
V to be grouped into a product of isometries w and u in
many different ways, see Fig. 12(c). Given a local op-
erator σ on Lz, a coarse-grained operator σ′ on Lz+1 is
obtained as,
σ′ ≡ V †σV, (13)
see also Fig. 12(d). It can then be seen that if σ has a
support of L ≤ 2 sites on Lz, then the coarse-grained op-
FIG. 13. An example construction of tensors A and B that
satisfy the multi-tensor constraints of Fig. 12(a-b). (a) The
indices of tensor A, assumed o be of dimension χ, are decom-
posed as a product of two finer indices (dashed) of dimension
χ˜ =
√
χ, such that A is then given as the product of two ten-
sors Q. (b) Tensors Q are constrained unitary. (c) Tensors
B are formed by grouping pairs of indices together from a
4-index tensor R. (d) Tensors R are constrained to be dou-
bly unitary. (e-f) The tensors A and B are seen to satisfy the
multi-tensor constraints of the {5, 4} hyper-invariant network.
erator σ′ will have a support of L ≤ 2 sites on Lz+1. Al-
though we shall not do so here, it can also be argued that
the {5, 4} hyper-invariant network has the same holo-
graphic causality property (and same causal features in
general) as the {7, 3} network discussed in the main text.
We now provide an example of family of tensors A
and B compatible with bulk uniformity that satisfy the
multi-tensor constraints of Fig. 12(a-b). As with the
example from the {7, 3} network, solutions to the multi-
tensor constraints are found by imposing that the A and
B tensors have some internal structure. We assume that
indices on A and B, which are of some bond dimension
χ, can be decomposed as product of two finer indices
of dimension χ˜ =
√
χ. Then tensor A is formed from
a product of two tensors Qijkl, each of which has four
indices of dimension χ˜ and is constrained to be unitary,
see Fig. 13(a-b), while matrix B is formed from a doubly
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FIG. 14. (a) A matrix product state in cannonical form, con-
sisting of 3-index tensors C and index weights λ. (b) Isome-
tries vL and vR are formed from contracting C tensors with
weights λ from the left or right respectively. (c-d) The den-
sity matrix ρ(R) associated to a region R is constructed from
tensors C with local indices in R (and the weights λ on in-
dices connected to these tensors). (e) The hyper-invariant
tensor network reproduces the freedom to group the tensors
surrounding a chosen center into isometries, but for the hyper-
bolic disk instead of a 1D line, which results in the property
of holographic causality.
unitary tensor Rijkl, see Fig. 13(c-d). It is then seen in
Fig. 13(e-f) that the resulting tensors A and B satisfy
the desired multi-tensor constraints. It is worth noting
that this example parametrization is much simpler than
the example presented for the {7, 3} network, and can be
implemented with bond dimension as small as χ = 4.
SECTION D: ORTHOGONALITY CENTRES
AND CANNONICAL FORMS
In this section we further discuss the explanation of
holographic causality based on exploiting the freedom to
choose the centre T of the layering, which we argue is
analogous to the freedom to chose the orthogonality cen-
ter in matrix product states (MPS).
For MPS there exists a well-defined cannonical form,
based on the Schmidt decomposition, with has a number
of useful properties. Let us consider a cannonical form
MPS on a 1D lattice L, composed of 3-index tensors C
which sit above each lattice site and diagonal matrices
of weights λ, which sit between the C tensors, see also
Fig. 14(a). One implication of the cannonical form is
that the reduced density matrix ρ(R) for a continuous
region R ∈ L can be constructed from just the tensors
C with local indices in R and the weights λ on their in-
dices. This follows as the C tensors outside of R can be
formed into isometries vL and vR via left and right mul-
tiplication respectively of tensors C by weights λ, which
then annihilate in the contraction of ρ(R), see also Fig.
14(b-d). Notice that the set of tensors that contribute
to ρ(R), which defines the causal cone C(R), is also an
entanglement wedge E(R) of the MPS (provided the re-
gion R is of greater length than L = 1 sites) as they
are contained within the minimal surface γR. Thus we
observe that cannonical form MPS obey an equivalent
holographic causality property as discussed for hyper-
invariant networks.
For any tensor network with closed loops there does
exist a cannonical form based on the Schmidt decom-
position. However the hyper-invariant network can be
thought of as generalizing a key aspect of the cannonical
form MPS from the 1D line to the hyperbolic disk, in
that the network may be organised into concentric layers
of isometric mappings V about any bulk point T . The
freedom to choose this point T , which serves an equiva-
lent role as the center of orthogonality does in an MPS,
follows from the multi-tensor constraints imposed on the
hyper-invariant network, which may be understood as
generalizing isometric constraints of the cannonical form
MPS. As commented in the main text, the freedom to
choose T results in the holographic causality property
of hyper-invariant networks. For a continuous bound-
ary region R we observe that the size of the apparent
causal cone CT (R) is minimized by choosing T at the
apex of the minimal surface γR, for which the apparent
causal cone becomes coincident with the true causal cone
CT (R) = C(R), see Fig. 14(e-f). It is also for this choice
of center T that CT (R) becomes approximately coinci-
dent with the entanglement wedge E(R), thus resulting
in the holographic causality property.
SECTION E: CAUSAL CONES OF DISJOINT
REGIONS
In this section we briefly discuss the causal cones of
disjoint regions from hyper-invariant networks. Let us
consider two regions R1 and R2, each of l sites, which
are separated by distance L ≫ l sites on the bound-
ary of a hyper-invariant network. Holographic causality
implies that the individual causal cones of R1 and R2
are disjoint, C(R1) ∩ C(R2) = ∅, thus one might think
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FIG. 15. (a) The apparent and actual causal cones, CT (R1)
and C(R1), of a boundary region R1 in a hyper-invariant
network that has been organised into layers about bulk point
T . (b) The causal cone C(R1∪R2) of disjoint regions R1 and
R2 is greater than the union of their individual causal cones
C(R1) and C(R2).
that the connected correlation functions between opera-
tors supported on these regions should be trivial. This
is incorrect, however, as the same manipulations that
allow an apparent causal cone CT (R) to be reduced to
the true causal C(R) for a single boundary region cannot
be performed in the case of the disjoint regions. Sim-
ply put, here the causal cone of the combined regions
is larger than the union of the separate causal cones,
i.e. C(R1 ∪ R2) 6= C(R1) ∪ C(R2), in contrast to quan-
tum circuit with a fixed unitary structure where one has
C(R1 ∪R2) = C(R1) ∪ C(R2).
In the present case the apparent causal cone CT (R1 ∪
R2) of the combined regions is connected, and takes
the same form as the causal cone of disjoint regions in
MERA, where the individual cones CT (R1) and CT (R2)
fuse at some length scale z∗ ≈ logs(L), see Fig. 15. In
the evaluation of C(R1 ∪R2) only the part of the appar-
ent causal cone CT (R1 ∪ R2) at scales z > z∗ cancels,
compatible with the existence of non-trivial connected
correlations functions.
