We study the solution of a class of PDE with piecewise constant argument of generalized type. Separation of variables leads to a solution formed by a series of products. In previous works, the convergence and bounds of the solution could be obtained from the study of the solution on the first constancy interval only. In the general case however, each term of the series may be unbounded at every interval, implying that the solution is not computable. We establish conditions where the convergence of the solution can be verified computing a finite number of terms of the series in each constancy interval, without requiring any regularity on the initial condition. Moreover, we combine asymptotic properties for each variable of the equation to obtain an exponential bound for the solution.
Introduction
Functional differential equations with deviated argument provide a mathematical model for systems where the changes of state depend upon its past history or its future. In [16] , Myshkis proposed to study delayed differential equations with piecewise constant argument: DEPCA. These equations appear as an attempt to extend the theory of functional differential equations to systems with discontinuous argument deviations. DEPCA also arises in the process of replacing some terms of a differential equation by their piecewise constant approximations. This point of view has applications in impulsive or loaded differential equations of control theory, and stabilization of systems with discrete (sample) control [11, 14, 20, 23, 19] . A typical DEPCA is of the form x (t) = f t, x(t), x γ(t) , (1.1) where
the argument γ(t) has intervals of constancy. For example, delayed equations with γ(t) = [t], [t − n], t − n[t], advanced equations with γ(t) = [t + n], and alternately retarded and advanced equations with γ(t) = m[
t+k m ] were investigated in [12, 21, 25] respectively, where n, k, m ∈ N, [·] denotes the lowest-integer (floor) function, and 0 < k < m.
Akhmet introduced in [1] the piecewise constant argument of generalized type, and the study of DEPCA with general deviation, so-called DEPCAG. Let {θ i }, {ζ i } be real sequences, I i = [θ i , θ i+1 ) and γ : [0, ∞) → [0, ∞) such that γ(t) = ζ i , where t ∈ I i , and i ∈ N 0 . The piecewise constant argument of generalized type assumes that
i→∞ θ i → ∞, and
For each i ∈ N 0 , l i = θ i+1 − θ i represents the length of the interval of constancy, and ζ i represents the deviation in I i . The cases ζ i = θ i , θ i+1 correspond to the delayed and advanced cases respectively, and the case θ i < ζ i < θ i+1 corresponds to a general alternated advanced and retarded case. Analytical results in DEPCA and DEPCAG focus on the existence, oscillation, and bounds of solutions [3, 17, 8, 18, 7, 15, 28, 29, 6] . These results have been applied in models of physical and artificial systems [5, 14, 31, 9] . Moreover, the stability of numerical solutions of ordinary differential equations approximated by DEPCAG has received attention recently [10, 30, 22] . A detailed introduction to DEPCAG is in [4, 5, 25] .
Partial differential equations with piecewise constant argument (PDEPCA) were introduced in [26] to study the existence, oscillation, and asymptotic bounds of the solutions of initial value problems with piecewise constant delays. For example, the wave equation with piecewise constant delays, boundary value problems, and initial value problems assuming piecewise constant arguments were investigated in [27, 13, 28] respectively. Complete descriptions for DEPCA and PDEPCA are in [23, 24] .
In this article we introduce the PDEPCA of generalized type, or PDEPCAG. Our aim is to extend the study of DEPCAG to partial differential systems. We deal with the following equation: 
.).
Applying separation of variables on a PDEPCA leads to a solution defined by a series of products. In PDEPCA, the existence and bounds of the solution can be obtained from the study of the solution on the first constancy interval only [13, 23, 26, 28] . This is because the length and deviation of the non-general piecewise constant argument assume the same values on each constancy interval. In particular, if a term of the series is bounded on the first constancy interval, then it will be bounded on every constancy interval.
In the generalized case however, even if a and b are constant, the boundedness of a term of the solution series in a constancy interval I i , i ∈ N ∪ {0} does not ensure its boundedness on I i+1 because the terms of the solution series can be extremely sensitive to the values that l i and ζ i assume at each constancy interval I i . Hence, the convergence of the series defining the solution of (1.3) has to be verified in each constancy interval. However, this corresponds to compute infinite terms, implying that the solution of (1.3) cannot be approximated nor computed in general. Our aim is to establish a computability criterion, and bounds for the solution of the PDEPCAG (1.3). To do so, we show that under general assumptions for γ, a and b, the terms of the solution series behave as ( n for t ∈ I n , when j is large enough.
The paper is organized as follows: We obtain the solution u(x, t) of Eq. (1.3) in Section 2. In Section 3 we study the convergence of u(x, t), and establish a criterion, that requires the computation of finite terms of the series, to ensure that 
Separation of variables u(x, t) = X(x)T (t) in (1.3) leads to the boundary value problem
which has solutions given by the orthonormal set
Writing the solution u(x, t) as superposition of T j (t)X j (x), we obtain
Then, T j (0) is the j-th Fourier coefficient of u 0 (x), i.e.:
The properties of the solutions of (2.3) in combination with (2.1) form the basis of study for (1.3). Eq. (2.3) with j = 1 is studied in [2] . Indeed, let
The function M l (t) defined in [2] corresponds to M 1 (ζ l , t). We recall Lemma 2.2 from [2] which summarizes the solution of Eq. (2.3).
The solution of Eq. (2.3) is well defined for all t ≥ 0 and is given by 
a 2 π 2 j 2 , and hence (2.9) is equivalent to (2.7). Moreover, Eq. (2.10) implies that |
In previous work in PDEPCA [13, 26, 23] , exponential bounds of (2.8) have been obtained under CC assuming particular deviations such as γ(t) = [t] and γ(t) = [t + 1 2 ]. In [28] , although a more complex case assuming b(t) = b cos(πt) is considered, the analysis of T j (t) is essentially the same because of the regularity of the piecewise constant argument γ(t) = [t + 1 2 ] they assume. We claim that the analysis of T j (t) in PDEPCA and in PDEPCAG are fundamentally different due to (2.7), even for the simplest case when a(t) and b(t) are constant. Indeed, note that (2.7) is equivalent to condition (2.9) under CC, but to an infinite number of inequalities in PDEPCAG. This implies that the criteria for the existence of the solution T j (t) in [0, ∞) is not computable in general for PDEPCAG. Although the solution can be recursively computed verifying condition (2.7) for each interval I i , i ∈ N ∪ {0}, for real applications this is an important algorithmic obstacle because if condition (2.7) is not fulfilled for some interval I i , then the computation of T j (t) must stop. Hence, the domain where T j (t) is well defined cannot be known in advance. To illustrate this problem, we plot T 1 (t) for a non-general and for a general piecewise constant argument in Fig. 1 , with a(t) and b(t) being constant functions. Namely, plot a) assumes a piecewise constant argument γ of constant length and deviation, i.e. CC is hold, and plot b) considers a small perturbation of γ, and thus a general piecewise constant argument. Note that this slightly perturbed piecewise argument, which can be for example assumed when natural imperfections of a control system are considered, radically modifies the behaviour of T 1 (t), and hence the behaviour of the solution of Eq. (1.3).
Theorem 2.1. Assuming condition (2.7) for all j ∈ N, the solution u(x, t) of the PDEPCAG (1.3) can be written as
where M j is given by (2.6) and T j0 is given by (2.5). 
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In previous studies of PDEPCA, it is trivial and implicit the fact that |T j (t)| is monotonically decreasing with respect to j because CC is assumed. This allows to estimate |u(x, t)| from an estimation of |T 1 (t)|. See for example the proofs of Theorems 2.1 and 2.2 in [13] . In PDEPCAG however, this is not the case. First, the well-definiteness of T j (t) has to be verified for each j ∈ N. This entails a non-computable task as it requires infinite calculations in general. Secondly, even when T j (t) is well defined for all j ∈ N, the series (2.11) may not converge. In the following section we will elucidate general conditions under which the convergence of the series u(x, t) can be verified from a finite number of calculations, and hence providing a computationally feasible existence criteria. Moreover, we study the cases where |u(x, t)| can be bounded by an exponentially decreasing function.
Convergence and bounds of u(x, t)
Definition 2. Let t ∈ I n . We define i(t) = n and ρ j (t) = |
The following lemma is a general condition for the exponential convergence to zero of T j (t) when t → ∞. Lemma 3.1. Let j be a fixed integer, t j > 0, 0 < j < 1 and Ω j < ∞ such that for t >t j ρ j (θ i(t) ) ≤ j and ρ j (t) ≤ Ω j .
(3.1)
, where c j > 0 and α j > 0.
where
, and C is a constant.
Proof. Note that
We have that
To prove the second assertion, we apply condition (3.4) in Eq. (3.5) and obtain that for t >t we have
We have that C t k e −αt is a decreasing function for
Proposition 3.1 establishes conditions under which the solution of the PDEPCAG (1.3) converges, and also supply extra conditions under which the series of the solution is exponentially bound. Is important to note that Proposition 3.1 requires u 0 1 < ∞. This condition has been implicitly assumed in estimations of |u(x, t)| done in previous works in PDEPCA (e.g. see Theorems 2.1 and 2.2 of [13] ). Therefore, Proposition 3.1 generalizes any CC and previous work where the convergence of u(x, t) is ensured [13, 26, 23] .
However, note that Proposition 3.1 requires the estimation of sup j∈N (ρ j (t)) for each t. This is necessary because each term of the series (2.11) may be unbounded. This occurs for example, when for some i, j ∈ N (2.7) is violated. Hence, the criterion established in Proposition 3.1 is not computable in general. The following proposition establishes conditions under which the convergence of the series (2.11) can be verified computing a finite number of terms of the series only, without requiring u 0 1 < ∞, or any other regularity condition on u 0 .
and condition (3.1) is satisfied for j < J. Then
where C, α > 0, and u 0 2 = (
Applying Lemma 3.1 on (3.9) we obtain
where C = max j<J (jc j ; C ), and α = min j<J (α j ; ᾱ), with c j and α j given by (3.3),
with L * defined in (1.2). 2 Proposition 3.2 entails a novel methodology to study the solution of Eq. (1.3). In particular, it does not require any special regularity to the initial condition u 0 . To prove the uniform convergence of (2.11), Proposition 3.2 combines the convergence of |T j (t)| in the variable t by Lemma 3.1, to control the first J − 1 terms of (2.11), with a condition that bounds the value of ρ j (t) for j ≥ J and t >t, and hence insures the convergence of u(x, t).
Note that if condition (3.7) is hold, then the convergence of u(x, t) is verified computing the first J − 1 terms of only. We now establish a general case under which Proposition 3.2 can be applied. 
For θ n ≤ ζ n < t, we have
Thus, for j >
Corollary 3.1. Assume (3.11) holds. Let
Then, there exists J * such that for j > J * we have
Proof. Solving 
The following result summarizes the convergence and exponential bound for the solution of Eq. (1.3) under condition (3.11). 
Conclusion
We study Eq. (1.3) with the general piecewise constant argument γ(t) detailed in (1.2). Separation of variables lead to a solution formed by a series of products. Contrasting previous work in PDEPCA [12, 13, 21, 25, 26] and for all CC case, the convergence for t > 0 of the solution u(x, t) for the PDEPCAG (1.3) cannot be deduced from the first constancy interval of γ. Moreover, each term of the solution series (2.11) may be unbounded. Therefore, a computable convergence criterion for the solution is necessary in PDEPCAG. To illustrate the strong differences between PDEPCA and PDEPCAG, we plot the solutions of Eq. (2.3) for a non-general piecewise constant argument γ, and for a general piecewise constant argument which corresponds to a small perturbation of γ, for j = 1, with a(t) and b(t) being constant functions.
Concerning the solution u(x, t) of Eq. (1.3), in Proposition 3.1 we present a criterion for the convergence of |u(x, t)| in t, uniformly for x ∈ [0, 1], that requires u 0 1 to be finite, and extend this criterion obtaining an exponential bound for the series of |u(x, t)|. The results in Proposition 3.1 are a direct generalization of what has been developed in PDEPCA. However, the conditions of Proposition 3.1 are non-computable in general because require the estimation of sup j∈N (ρ j (t)). Hence, Proposition 3.1 cannot be considered as a useful criterion for PDEPCAG.
As an alternative, in Proposition 3.2 we establish a criterion which allows to decide the convergence, and to provide an exponential bound to the solution of (1.3), from finite terms of the series only, and without requiring any regularity on the initial condition u 0 (x). Moreover, in Corollary 3.1 we show that under the ample conditions specified in (3.11), |T j (t)| behaves as ( i(t) , when j is large enough, and hence Proposition 3.2 can be applied (see Theorem 3.1).
The rationale of Proposition 3.2 and Theorem 3.1 allows to develop computationally tractable numerical estimations for the solution of (1.3) as well as for the solution of other PDEPCAG. Thus, it has the potential to become general piecewise approximation method for PDE.
