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Abstract
We present a generalisation to the Mixtures of Experts model that introduces prior localisation
of the experts as part of the model structure, and as such relates them strongly to the evolutionary
computation ML method known as Learning Classifier Systems. While the introduced generalisa-
tion allows specification of more complex localisation patterns, identifying good models becomes
more difficult. We approach this tradeoff by introducing a new training schema that makes fitting
a single model computationally less demanding and shifts the importance to searching the space of
possible model structures, guided by approximate variational Bayesian inference to fit the model
and find the model evidence. We demonstrate model search for simple non-linear curve fitting tasks
by sampling from the model posterior, as a proof-of-concept alternative to the genetic algorithm
used in Learning Classifier Systems for that purpose.
1 Introduction
While Learning Classifier Systems (LCS) are well established in the field of evolutionary computation,
and perform competitively in regression and classification tasks when compared to other ML methods
(Bernado´-Mansilla et al., 2002; Butz et al., to appear), their performance lacks explanation due to
their purely algorithmic description that does not identify the underlying data model. This makes them
hard to access and hinders their further improvement.
In this work we for the first time clearly identify the model underlying LCS by linking them to
a generalisation of the Mixtures of Experts (MoE) model (Jacobs et al., 1991; Jordan & Jacobs,
1994). The latter method is well established in the machine learning literature, and trains a set of local
models, called experts, by localising them in the input space with a gating network. This localisation
is achieved by the interdependent training of gating network and experts, resulting in a smoothed
linear partitioning of the input space. A variant on MoE replaces the linear partitioning by normalised
Gaussian localisation, but with the same underlying principle (Xu et al., 1995).
In contrast, LCS add an additional layer of “forced” localisation (determined by the model struc-
ture) to each expert1, where the shape of localisation is only limited by the choice of representation,
allowing the capture of a richer data dependency structure and natural integration of nominal, ordinal
and metric data attributes. This freedom comes at the cost of making them harder to train, as one
needs to search the potentially complex space of possible expert localisations (that is, the space of
possible model structures) in addition to training the model for a fixed set of localisations. While LCS
acquire a more efficient model fitting scheme for this task, and search the space of model structures
with a genetic algorithm, we describe this fitting scheme and its implications, but leave the adaptation
of the genetic algorithm to the presented model as future work. Rather, we perform a less powerful
model search by sampling from the model posterior as a proof-of-concept2.
To assess the quality of a certain model structure in explaining the given data, we use the model
posterior approximated by variational inference on a full Bayesian LCS model, closely related to similar
approaches for MoE by Waterhouse et al. (1996), Ueda and Ghahramani (2002) and Bishop and
Svense´n (2003). Such a principled approach is new to LCS as their lack of model description requires
LCS to fall back on a set of heuristics for model assessment.
In the next section we introduce the MoE and our generalisations to it, and discuss in Section 3
the requirement of a model selection mechanism that is realised by Bayesian means with approximate
1In LCS, the experts are called classifiers, despite them usually being regression models.
2For more information on LCS, the interested reader is referred to Butz (2006).
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variational inference. Our method of searching the space of possible models and the required modifi-
cations to the fitting procedure are described in Section 4, and demonstrated by sampling from the
model posterior in Section 5, after which we offer conclusions about our achievements.
2 Generalised Mixtures of Experts
Let us for now assume a fixed model M with K experts. After Jordan and Jacobs (1994), each expert
provides a conditional probability distribution p(y|x,θk) over an output vector y given an input vector
x and a set of parameters θk of the kth expert. In MoE these experts are combined by a gating network
to form the mixture distribution p(y|x,θ).
The gating network is best explained from the generative point-of-view. The random gating vector
z = (z1, . . . , zK)
T of binary latent gating variables zk determines which expert generates the obser-
vation {x,y}. An observation is always assigned to a single expert, and so z has a 1-of-K structure,
where gk(x) ≡ p(zk = 1|x,vk) denotes the probability of expert k generating {x,y}, and vk is the
parameter vector for gk.
2.1 Localisation through Matching
While in the original MoE model there are no prior restrictions on the association of observations
to experts, we introduce such a restriction by the concept of matching: an additional binary random
variable mk per expert restricts the set of observations that this expert can have generated to the
set that it matches, that is, for which mk = 1. This corresponds to each expert in the LCS being
restricted to modelling a subset of the input space, and so matching is a property of the model M
that is specified by the matching function mk(x) ≡ p(mk = 1|x) and remains unchanged during the
model fitting process. Hence, the model structure is fully specified by the number of experts K and
their matching functions M = {mk}, that is, M = {K,M}.
We enforce matching by defining zk conditioned on mk to be
p(zk = 1|mk,x,vk) ∝
{
exp(vTk ϑ(x)) if mk = 1,
0 otherwise,
(1)
effectively modelling the generative probability for expert k by a generalised linear model of ϑ(x) if
it matches, and locking it to 0 if it does not. The transfer function ϑ over the input vectors is an
additional generalisation over the original MoE model, which currently uses ϑ(x) = x.
To get the generating probability gk we marginalise over all mk and add the normalising term,
resulting in
gk(x) =
∑
m∈{0,1}
p(zk = 1,mk = m|x,vk)
=
mk(x) exp(v
T
k ϑ(x))∑
j mj(x) exp(v
T
j ϑ(x))
. (2)
Note that this is the well-known softmax function with augmenting matching functions mk, which
weights the output of the generalised linear model by the degree of matching of the corresponding
expert. While we have generalised the MoE model by introducing expert localisation through matching
and the additional moderating function ϑ, its original formulation can be recovered by simply setting
mk(x) = 1 and ϑ(x) = x for all x and k, which causes each expert to match all observations.
2.2 The Data Likelihood
Given an input x, we stochastically choose among the experts that match this input to generate the
observed output y. This becomes more obvious when using the 1-of-K structure of z to write
p(y|x,z,θ) =
K∏
k=1
p(y|x,θk)
zk . (3)
Here we do not need to explicitly consider matching, as by Eq. (1) we can only have zk = 1 if mk = 1.
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To get the likelihood of a single observation {x,y} we marginalise over the gating variables z to
obtain
p(y|x,θ) =
∑
z
K∏
k=1
p(y|x,θk)
zk
K∏
j=1
p(zj = 1|x,vj)
zj
=
K∑
k=1
gk(x)p(y|x,θk). (4)
This shows that the conditional distribution of y given x is a mixture distribution of the expert models
weighted by the gating network.
For a set of N i.i.d. inputs X = {xn} and the corresponding outputs Y = {yn}, the likelihood is
given by
p(Y |X,θ) =
∏
n
p(yn|xn,θ). (5)
where every input/output pair has a set of latent gating variables zn = {znk} associated with it.
2.3 Model Training
In the original MoE model, the parameters of the experts and the gating network are found by max-
imising the likelihood by use of the EM-algorithm, where in the E-step one finds the posterior over the
gating variables {zn} and in the M-step the complete-data likelihood is maximised with respect to the
expert and gating parameters. Independent of the type of experts, the gating parameters are trained
by the iteratively re-weighted least-squares (IRLS) algorithm, which can be easily adjusted to handle
Eq. (2) of the generalised model.
However, the power of the generalisation lies in the localisation of the experts expressed by the
matching function. Thus, in addition to fitting the model to the data, we also want to identify adequate
localisation of the experts. As this localisation is fixed for a single model M, we need to be able to i)
compare different models and to ii) efficiently search for better ones.
The problem with the maximum likelihood approach is its tendency to over-fit the data, which
causes it to always prefer more complex models over simpler ones, making it inappropriate for model
selection. Embedding the model into a Bayesian framework, on the other hand, avoids over-fitting
and allows us to derive an expression for the probability of a model given the data, which we can
use to compare different models. Even though a fully Bayesian treatment of the generalised MoE is
not analytically tractable, we will describe in the next section how to use an approximate variational
inference similar to Waterhouse et al. (1996) in order to get a quick and sufficiently accurate estimate
of model fit and evidence.
While this allows us to evaluate the quality of a single model structure with respect to the data,
we also need to find a good model structure by searching the potentially complex space {M}. LCS
approach this by evaluating the current model structure and stochastically adding or removing experts
or changing their matching function, thus traversing the space of possible models. This requires a
frequent re-evaluation of the model evidence for a changed model structure, and how to achieve this
efficiently is discussed in Section 4.
3 A Bayesian Approach
The Bayesian approach tries not to estimate the parameters by maximum likelihood, but rather by
estimating a posterior distribution by conditioning a prior distribution on the available data. In that
way it also mitigates over-fitting of the data because the model parameters are integrated out.
Additionally, if we consider the model structureM as a random variable, we can find the posterior
p(M|X,Y ) and improve the model structure by maximising this posterior. In order to do so, we can
observe that
p(M|X,Y ) ∝ p(Y |X,M)p(M), (6)
and hence are only required to find the model evidence p(Y |X,M) and specify some prior distribution
p(M) over the possible model structures. The latter can be used to deal with symmetries in the model
parameterisation, as we will see in Section 5.
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Figure 1: Directed Acyclic Graph showing the Bayesian generalised MoE. The circular nodes are
random variables, which are observed when shaded. Labels without nodes are constants. The boxes
are “plates”, comprising replicas of the entities inside them. Note that K is a random variable that is
conditional on the model structure M.
3.1 Expert Structure and Priors
For the rest of the paper we will assume univariate linear regression experts, but the method can be
easily adapted to multivariate regression or binomial/multinomial classification experts. Additionally,
we assume that the input vector x is augmented by the constant term 1, and therefore automatically
introduces the bias term in the regression model. The conditional distribution of y given x for expert
k is given by
p(y|x,θk) = N (y|w
T
k x, τ
−1
k ), (7)
where θk = {wk, τk}, wk is the weight vector, and τk is the noise precision (inverse variance) of the
observations.
Adopting priors similar to Bishop and Svense´n (2003), the prior on wk is conjugate Gaussian, and
given by
p(wk|αk) = N (wk|0, α
−1
k I) (8)
for each expert separately, where the precision hyper-parameter αk determines the shrinkage on wk and
I is the identity matrix. Similarly, for parameters {vk} of the gating network we define the Gaussian
priors
p(vk|βk) = N (vk|0, β
−1
k I), (9)
with precision hyper-parameter βk. The noise precisions τ = {τk} and hyper-parameters α = {αk}
and β = {βk} get assigned conjugate Gamma priors, given by
p(τk) = Gam(τk|aτ , bτ ), (10)
p(αk) = Gam(αk|aα, bα), (11)
p(βk) = Gam(βk|aβ , bβ). (12)
We have used aα = aβ = aτ = 10
−2 and bα = bβ = bτ = 10
−4 to get sufficiently broad priors and
hyper-priors. As the matching variables M = {mk} are fixed for each model M, we do not need
to specify priors on them. The directed probabilistic graphical model that describes this Bayesian
structure is shown in Figure 1.
While the model is not directly analytically tractable, we will follow the same approach as in
Waterhouse et al. (1996) or Bishop and Svense´n (2003), using variational Bayesian inference to find
an approximate posterior and model evidence.
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3.2 Variational Bayesian Inference
Our goal is on one hand to find the variational distribution q(U) that approximates the true posterior
p(U |Y ) and on the other hand to get the model evidence p(Y ), where U = {W , τ ,α,Z,V ,β} is
the set of hidden variables, and all distributions are implicitly conditional on X and M. Variational
Bayesian inference is based on the decomposition (Bishop, 2006)
ln p(Y ) = L(q) + KL(q‖p), (13)
L(q) =
∫
q(U) ln
p(U ,Y )
q(U)
dU , (14)
KL(q‖p) = −
∫
q(U) ln
p(U |Y )
q(U)
dU , (15)
which holds for any choice of q. As the Kullback-Leibler divergence KL(q‖p) is always non-negative,
and 0 if and only if p(U |Y ) = q(U), L(q) is a lower bound on ln p(Y ) and only equivalent to the
latter if q(U) is the true posterior p(U |Y ). Hence, we can approximate the posterior by maximising
the lower bound L(q), which brings the variational distribution closer to the true posterior and at the
same time gives us an approximation of the model evidence.
3.3 Factorised Distributions
To make this approach tractable, we need to choose a family of distributions q(U) that gives an
analytical solution. A frequently used approach (for example, (Bishop & Svense´n, 2003; Waterhouse
et al., 1996)) that is still sufficiently flexible to give a good approximation to the true posterior is to
use the set of distributions that factorises with respect to disjoint groups Ui of variables
q(U) =
∏
i
qi(Ui), (16)
which allows us to maximise L(q) with respect to each hidden variable separately while keeping the
other ones fixed. This results in
ln q∗i (Ui) = Ei6=j(ln p(U ,Y )) + const., (17)
when maximising with respect to Ui, where the expectation is taken with respect to all hidden variables
except for Ui and the constant is the logarithm of the normalisation constant of q
∗
i .
3.4 Handling the Softmax Function
If the model has a conjugate-exponential structure, Eq. (17) gives an analytical solution with a dis-
tribution form equal to the prior on the corresponding hidden variable. However, in our case the
softmax function in Eq. (2) does not conform to the conjugate-exponential structure, and we need
to deal with it separately. A possible approach is to replace the softmax function by an exponential
lower bound on it, which consequently introduces additional variational variables with respect to which
L(q) also needs to be maximised. This approach was followed in Bishop and Svense´n (2003) for the
logistic sigmoid function, but currently there is no known exponential lower bound function on the
softmax besides a conjected one in Gibbs (1997)3. Alternatively, we can follow the approach taken in
Waterhouse (1997), where q∗V (V ) is approximated by a Laplace approximation q˜
∗
V (V ). Despite such
approximation invalidating the lower bound nature of L(q), we have chosen to use it due to the lack
of better alternatives.
3.5 Update Equations and Model Posterior
To get the variational update equations, we need to evaluate Eq. (17) for each hidden variable in U
separately, similarly to the derivations in Waterhouse et al. (1996; 1997) and (Ueda & Ghahramani,
2002). All update equations are derived in the appendix.
Similarly, we can find a closed-form expression for L(q˜) by evaluating Eq. (14), where we can reuse
many terms that have already been used for finding the variational update equations. The expression
for L(q˜) is derived similarly to those found in Ueda and Ghahramani (2002) and Bishop (2006) and
3A more general bound was recently developed in Wainwright et al. (2005), but its applicability still needs to be
evaluated.
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is presented in the appendix. As the variational bound LM(q˜) for model M is an approximate lower
bound on the logarithm of the model evidence ln p(Y |X,M), we can find a closed-form approximation
to the model posterior Eq. (6) by
ln p˜(M|X,Y ) ≥ LM(q˜) + ln p(M) + const., (18)
which we will use to compare different models with the aim of finding better model structures.
4 Searching the Model Structure Space
A model structure M comprises the number of experts K and their matching functions M . While
these functions could potentially be arbitrarily defined, they are usually parametric to keep the search
tractable. Nonetheless, even in the light of such restrictions, model structure search is still a complex
task. For example, given 10-dimensional input vectors and matching functions that have 2 scalar
parameters (like some specification of an interval) per dimension we have a 21-dimensional, possibly
multi-modal, model structure space. Hence, model structure search is potentially computationally
expensive, which we need to counter-balance by making the evaluation of a single model structure
cheaper.
Once a model structure M = (K,M) is specified, we need to find its posterior approximation
p˜(M|X,Y ) by Eq. (18), which involves evaluating the variational bound LM(q˜) and, hence, fitting
the model to the data. In this process it is important to obtain good solutions to the variational
equations by avoiding poor local minima, of which there are many in the MoE model (Bishop &
Svense´n, 2003). Repeated model fitting with randomised initial conditions is not an option in our case,
as i) it is computationally too expensive, and ii) it does not guarantee finding the global optimum.
Hence, we will use a different training strategy to bypass the issue of local optima in fitting the model.
4.1 Independent Expert Training
The MoE method achieves localisation of the experts by interdependent training of experts and the
gating network. This becomes apparent by inspecting the maximised variational distribution after
Eq. (17) for the expert weight vectorsW , which factorises with respect to the experts, and for expert
k is given by
q∗W (wk) = N (wk|w
∗
k,Σ
∗
k), (19)
Σ∗k =
(
Eα(αk)I + Eτ (τk)
∑
n
rnkxnx
T
n
)−1
,
w∗k = Eτ (τk)Σ
∗
k
∑
n
rnkxnyn,
where rnk is the responsibility of expert k for observation n, given by rnk = EZ(znk). Hence, the experts
are trained by weighted linear regression with a Gaussian shrinkage prior, where the observations
are weighted according to the expert’s responsibilities. These are found by evaluating q∗Z(Z), and
reveal that the gating network distributes the responsibilities according to the goodness-of-fit of the
experts, which depends on the responsibilities of the last iteration. While these interdependencies make
localisation of the experts possible, they are also the main cause of the highly multi-modal structure
of the variational bound that we want to maximise.
In our generalisation of the MoE model we provide a second layer of localisation that is determined
by the model structure rather than applied while fitting it to the data. Hence, we can remove the
interdependence of expert and gating network training by replacing the responsibilities rnk in the
expert training with the matching functions mk(xn). From the generative point-of-view, this causes a
shift from the assumption that each observation was generated by one and only one expert to the idea
that the observation is generated by some mixture of independent processes, as a single observation can
now be fully attributed to several experts at once (Note that matching does not underlie the 1-of-K
assumption). As a result, the role of the gating network is now to combine the experts to best explain
the set of observations, rather than to assign each observation to one and only one expert. This brings
the whole model interpretation closer to ensemble methods.
For fitting a certain model structure the modification has the important consequence that the
experts can now be trained independently of the gating network. Hence, if new experts are added in
the process of searching for better model structures, only the new experts need to be fitted in addition
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to updating the gating network. When removing experts, the only task is to re-fit the gating network.
This reduces the computational complexity of evaluating a model structure immensely.
On the downside, the quality of the fit is reduced if many experts are localised in the same area of the
input space. While interdependent expert and gating network training leads to at least a local optimum
of the variational bound LM(q) of that model structure, removing the interdependency by fixing the
responsibilities in expert training causes a worse fit due to the lack of feedback from the gating networks
to the experts. Therefore, the modified training scheme shifts the emphasis from expert localisation
by the gating network to localisation by the matching functions, and adds additional responsibility to
the model search mechanism.
While the change in training policy causes a worse fit of the model when several experts are localised
in the same regions of the input space, a locally mostly disjoint set of experts behaves similarly to the
original MoE, but with higher degrees of freedom in how to choose the localisation.
4.2 Model Search in LCS
In Learning Classifier Systems, the space of possible models is searched by adding, removing or replacing
single experts, based on some quality metric, such as, for example, the noise precision for regression
experts. The space is traversed stochastically with a rather complex genetic algorithm that heuristically
balances over- and underfitting of the experts and aims at finding an adequate coverage of the input
space. The model quality is determined by the interaction between the algorithm and various system
parameters, and there is currently no explicit quality metric for a model.
While we provide such a quality metric by the Bayesian model posterior, adjusting the genetic
algorithm to use this metric is clearly outside of the scope of this paper, and a topic of further
research. Instead, we provide a simple demonstration of how the model space can be searched by
means of MCMC.
5 Sampling the Model Posterior
As a proof-of-concept on how to train a model and how to search the space of possible model structures,
we have designed a simple Metropolis-Hastings algorithm that samples from the model posterior,
similar to the one used for CART model search in Chipman et al. (1998).
5.1 Sampling by Metropolis-Hastings
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Figure 2: (a) shows the original function f1(x), generated by the mixture of 3 localised experts, and
the data points used for training. The search method correctly identifies all 3 experts, which are shown
by the dashed lines, with their localisation and mixed prediction. The error bars show one standard
deviation from the model prediction. (b) shows how L(q˜) and K change during the sampling process.
The algorithm starts with an initial model structure M0 at t = 0, and then proceeds by iterating
over the following steps:
1. Sample a candidate model structure M∗ from the Markov chain p(M∗|Mt).
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2. Accept the candidate model structure by setting Mt+1 =M
∗ with probability
min
(
p(Mt|M∗)
p(M∗|Mt)
p˜(M∗|X,Y )
p˜(Mt|X,Y )
, 1
)
, (20)
where Eq. (18) is used to compute the model posteriors, or otherwise reject it by settingMt+1 =
Mt.
Following this algorithm causes the sequence M0,M1, . . . to approach the approximated model pos-
terior distribution p˜(M|X,Y ), and therefore we will draw more samples from models with a high
posterior probability.
We generate the Markov chain p(M∗|Mt) by choosing randomly from one of the following actions:
Change: Pick one expert uniformly at random and randomly re-initialise its matching function pa-
rameters; Add: Add one expert and randomly initialise its matching function parameters; Remove:
Pick one expert uniformly at random and remove it. While these actions are rather simplistic and
do not exploit the information that is available in the model, they were chosen such that the reverse
transition probabilities p(Mt|M
∗) are easy to evaluate. In fact, for the Change action, the reverse
transition equals the forward transition probability, and for the Add and Remove actions there is
significant cancellation in the computation of the acceptance probability due to their complementary
nature. In all experiments we have chosen Add and Remove with a probability of 1/4, and Change
with a probability of 1/2.
The matching function we have used is a Gaussian basis function with a diagonal covariance struc-
ture to keep the model search space small. Its matching probability for an input x (not considering its
bias term) is given by
mk(x) = exp
(
−
∑
i
1
2σ2i
(xi − µi)
2
)
, (21)
where xi is the ith component of x, σi is the ith diagonal component of the covariance matrix, and
µi is the ith component of the mean vector µ. Such a matching function introduces symmetries in the
model space which we need to account for in the model prior p(M) to avoid a bias towards models
with a higher number of experts. Given, for example, a model with K experts, there are K! possible
permutations of the same model by rearranging the order of the experts. We have countered this effect
by using the model prior p(M) ∝ 1/KM! when evaluating Eq. (18).
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Figure 3: The original function f2(x), the training data with added noise, the prediction of the separate
experts and the mixed prediction. The error bars show a single standard deviation from the model
prediction.
5.2 Experiments
To evaluate the method’s ability to identify the correct model, we have generated a 1-dimensional
function with added Gaussian noise from a set of 3 linear experts, and have used the above procedure to
identify the correct number of experts and matching function parameters, with random re-initialisation
of the model structure every 1000 steps to escape local peaks in the model posterior. As done in LCS,
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we completely rely on the model search for localisation by setting the gating features to ϑ(x) = 1, such
that the gating network only performs a non-localised re-weighting of the experts. As can be seen from
the results in Figure 2(a), the MCMC method with Bayesian model selection was able to correctly
identify both the number of experts and their localisation in the input space. Figure 2(b) shows the
change of the variational bound L(q) and the current number of experts while searching the model
space, and demonstrates that the method quickly finds the correct number of experts after almost
every random restart.
In an additional experiment, we have tested the performance on an artificial data set used in
Waterhouse et al. (1996) by sampling from f2(x) = 4.26(e
−x−4e−2x+3e−3x)+ ǫ over the range [0, 4],
where ǫ is Gaussian noise with variance 0.44. With such a high variance no pattern was apparent, and
the best model contained only a single expert. Upon reducing the noise variance to 0.2, two experts
were identified as shown in Figure 3. Surprisingly, the curve was fitted more compactly with one local
expert interleaving the prediction of another global expert, where we would have expected the use of
3 experts that perform a piecewise linear fit.
While the MCMC model search was able to find good models for low-dimensional data, we quickly
reached its limits when increasing the dimensionality. The commonly observed pattern was the removal
of all except for a single expert, and maintaining that expert. This behaviour is explained by the very
low probability of finding good matching functions with random sampling in a high-dimensional model
space. Additionally, the underlying generative Markov chain causes two successive models to be highly
correlated and therefore does not support large changes in the model: Given that the single expert’s
matching is well tuned to the data, then the probability of adding another expert that in combination
with the previous one performs better is highly unlikely.
Clearly, to improve model search we need to either design a sampling algorithm that uses more
of the information on the structure of the data that is available in the model, or redesign the genetic
algorithm of current LCS to make use of the model posterior approximate. Either approach is left as
future work.
6 Discussion and Conclusion
By introducing a generalisation to the MoE model we have for the first time explicitly identified the
model that underlies the LCS method. Compared to the original MoE, LCS allow for more complex
localisation pattern of the experts, only limited by the choice of representation for the matching
functions. This increased flexibility comes at the cost of having to perform a search in the potentially
complex model structure space, which is made computationally cheaper by introducing a training
scheme that makes the expert training independent of the gating network.
The link between MoE and LCS immediately enables several improvements to LCS: i) while match-
ing is usually binary in LCS, we can now match to a degree by specifying the probability of matching
mk(x); ii) the experts were so far restricted to linear regression models, but can now be easily extended
to any generalised linear model; iii) we do not need to use ϑ(x) = 1, which allows the gating network to
combine equally localised experts better; iv) Bayesian model selection replaces the heuristics in LCS.
This clearly opens up a wide range of future work, some of which has been identified throughout the
paper.
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A Variational Distributions
In order to derive an expression for the variational distributions over the hidden random variables
U = {W , τ ,α,Z,V ,β}, we need to evaluate Eq. (17) for each element of U , and the necessary
moments of these. In all derivations we drop the terms that are independent of the hidden variable in
question, making use of the factorisation
p(U ,Y ) = p(Y |Z,W , τ )p(W |α)p(τ )p(α)p(Z|V )p(V |β)p(β). (22)
All distributions are implicitly conditional on X and M.
A.1 Expert weights qW (W )
We need to evaluate
ln q∗W (W ) = Eτ,α,Z,V,β(ln p(Y ,U)) + const.
= Eτ,Z(ln p(Y |Z,W , τ )) + Eα(ln p(W |α)) + const.,
using Eqs. (3), (7), and (8) to get
Eτ,Z(ln p(Y |Z,W , τ )) =
∑
n
∑
k
EZ(znk)Eτ
(
lnN (yn|w
T
k xn, τ
−1
k )
)
=
∑
n
∑
k
EZ(znk)Eτ
(τk
2
(yn −w
T
k xn)
2
)
+ const.
=
∑
k
(
−
Eτ (τk)
2
wTk
∑
n
(EZ(znk)xnx
T
n )wk + Eτ (τk)w
T
k
∑
n
EZ(znk)xnyn
)
+const.,
Eα(ln p(W |α)) =
∑
k
N (wk|0, α
−1
k I)
=
∑
k
(
−
Eα(αk)
2
wTkwk
)
+ const.
=
∑
k
(
−
1
2
wTk (Eα(αk)I)wk
)
+ const.
Hence, q∗W (W ) factorises w.r.t. k, which allows us to treat each q
∗
W (wk) separately, resulting in
ln q∗W (wk) = −
1
2
wTk
(
Eα(αk)I + Eτ (τk)
∑
n
EZ(znk)xnx
T
n
)
wk
+Eτ (τk)w
T
k
∑
n
EZ(znk)xnyn + const.
By completing the square we can see that hence q∗W (wk) is a Gaussian distribution given by
q∗W (wk) = N (wk|w
∗
k,Σ
∗
k), (23)
Σ∗k =
(
Eα(αk)I + Eτ (τk)
∑
n
EZ(znk)xnx
T
n
)−1
,
w∗k = Eτ (τk)Σ
∗
k
∑
n
EZ(znk)xnyn.
A.2 Expert precisions qτ (τ )
We require
ln q∗τ (τ ) = EW,α,Z,V,β(ln p(Y ,U)) + const.
= EW,Z(ln p(Y |Z,W , τ )) + ln p(τ ) + const.
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Using Eqs. (3), (7), and (10) we get
EW,Z(ln p(Y |Z,W , τ )) =
∑
n
∑
k
EZ(znk)EW
(
lnN (yn|w
T
k xn, τ
−1
k )
)
=
∑
n
∑
k
EZ(znk)
(
1
2
ln τk −
τk
2
EW
(
(yn −w
T
k xn)
2
))
+ const.,
ln p(τ ) =
∑
k
lnGam(τk|aτ , bτ )
=
∑
k
((aτ − 1) ln τk − bττk) + const.
As for q∗W (W ), this distribution factorises w.r.t. k, and therefore we can evaluate each q
∗
τ (τk) separately,
resulting in
ln q∗τ (τk) =
(
1
2
∑
n
EZ(znk) + aτ − 1
)
ln τk
+τk
(
bτ +
1
2
∑
n
EZ(znk)EW
(
(yn −w
T
k xn)
2
))
+ const..,
which is a Gamma distribution of the form
qτ (τk) = Gam(τk|a
∗
τk
, b∗τk), (24)
a∗τk = aτ +
1
2
∑
n
EZ(znk),
b∗τk = bτ +
1
2
∑
n
EZ(znk)EW
(
(yn +w
T
k xn)
2
)
.
A.3 Expert weight priors qα(α)
We need to evaluate
ln q∗α(α) = EW,τ,Z,V,β(ln p(Y ,U)) + const.
= EW (ln p(W ,α)) + ln p(α) + const.
Using Eqs. (8) and (11) we get
EW (ln p(W ,α)) =
∑
k
EW (lnN (wk|0, α
−1
k I))
=
∑
k
(
Dw
2
lnαk −
αk
2
EW (w
T
kwk)
)
+ const.,
ln p(α) =
∑
k
lnGam(αk|aα, bα)
=
∑
k
((aα − 1) lnαk − αkbα) + const.,
where Dw is the size of the weight vector wk. Again, this distribution factorises w.r.t. k, and so we get
for q∗α(αk)
ln q∗α(αk) =
(
Dw
2
+ aα − 1
)
lnαk − αk
(
bα +
1
2
EW (w
T
kwk)
)
+ const.,
which is the Gamma distribution
q∗α(αk) = Gam(αk|a
∗
αk
, b∗αk), (25)
a∗αk = aα +
Dw
2
,
b∗αK = bα +
1
2
EW (w
T
kwk).
11
Jan Drugowitsch and Alwyn Barry / Generalised MoE and LCS
A.4 Gating weights qV (V )
To get q∗V (V ) we need to evaluate
ln q∗V (V ) = EW,τ,α,Z,β(ln p(Y ,U)) + const.
= EZ(ln p(Z|V )) + Eβ(ln p(V |β)) + const.
Using Eq. (12) we get
Eβ(ln p(V |β)) =
∑
k
Eβ
(
lnN (vk|0, β
−1
k I)
)
=
∑
k
(
−
Eβ(βk)
2
vTk vk
)
+ const..
To get EZ(ln p(Z|V )) we can use the 1-of-K structure of z, resulting in
p(Z|V ) =
∏
n
∏
k
p(znk = 1|xn,vk)
znk =
∏
n
∏
k
gk(xn)
znk , (26)
which gives
EZ(ln p(Z|V )) =
∑
n
∑
k
EZ(znk) ln gk(xn).
Therefore, we get for ln q∗V (V )
ln q∗V (V ) =
∑
n
∑
k
EZ(znk) ln gk(xn)−
∑
k
Eβ(βk)
2
vTk vk + const.,
which is not an exponential distribution and therefore spoils our conjugate-exponential structure.
Hence, we will proceed as in Waterhouse et al. (1996) and approximate q∗V by a Laplace approximation,
using a Gaussian N (V |V˜ , Λ˜−1V ) centred on the mode of q
∗
V , and with a similar covariance structure.
We get the mode by setting the derivative of ln q∗V (V ) w.r.t. V to zero, that is∑
n
(EZ(znk)− gk(xn))ϑ(xn)− Eβ(βk)vk = 0, ∀k,
for which the solution can be obtained by the IRLS algorithm, as, for example, described in Bishop
(2006).
The precision matrix Λ˜V is block-symmetrical and is obtained in these blocks (Λ˜V )jk by
(Λ˜V )jk =
∂ ln q∗V (V )
∂vj∂vk
=
(
−
∑
n
gk(xn)(Ijk − gj(xn))ϑ(xn)ϑ(xn)
T
)
− IjkEβ(βk),
where Ijk is the jkth element of the identity matrix, and V˜ is used to evaluate gk(xn).
This results in the Gaussian approximation to q∗V , given by
q˜∗V (V ) = N (V |V˜ , Λ˜
−1
V ). (27)
A.5 Gating weight priors qβ(β)
We require
ln q∗β(β) = EW,τ,α,Z,V (ln p(Y ,U)) + const.
= EV (ln p(V |β)) + ln p(β) + const.
Using Eqs. (9) and (12) we get
EV (ln p(V |β)) =
∑
k
lnN (vk|0, β
−1
k I)
=
∑
k
(
Dv
2
lnβk −
βk
2
EV (v
T
k vk)
)
+ const.,
ln p(β) =
∑
k
lnGam(βk|aβ , bβ)
=
∑
k
((aβ − 1) lnβk − βkbβ) + const.,
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where Dv is the size of vk, and which factorise w.r.t. k. Hence, we have
ln q∗β(βk) =
(
Dv
2
+ aβ − 1
)
lnβk − βk
(
bβ +
1
2
EV (v
T
k vk)
)
+ const.,
which is the Gamma distribution
q∗β(βk) = Gam(βk|a
∗
βk
, b∗βk), (28)
a∗βk = aβ +
Dv
2
,
b∗βk = bβ +
1
2
EV (v
T
k vk).
A.6 Gating qZ(Z)
We need to evaluate
ln q∗Z(Z) = EW,τ,α,V,β(ln p(Y ,U)) + const.
= EW,τ (ln p(Y |Z,W , τ )) + EV (ln p(Z|V )) + const.
With the use of Eqs. (3), (7), and (26), we get
EW,τ (ln p(Y |Z,W , τ )) =
∑
n
∑
k
znkEW,τ (lnN (yn|w
T
k xn, τ
−1
k ))
=
∑
n
∑
k
znk
(
1
2
Eτ (ln τk)−
Eτ (τk)
2
EW
(
(yn −w
T
k xn)
2
))
+ const.,
EV (ln p(Z|V )) =
∑
n
∑
k
znkEV (ln gk(xn)).
Hence, we have
ln q∗Z(Z) =
∑
n
∑
k
znk ln ρnk + const.,
with
ln ρnk = lnEV (ln gk(xn)) +
1
2
Eτ (ln τk)−
1
2
Eτ (τk)EW
(
(yn −w
T
k xn)
2
)
.
It follows that
q∗Z(Z) ∝
∏
n
∏
k
ρznknk ,
which, when normalised by
∑
k znk = 1, gives
q∗Z(Z) =
∏
n
∏
k
rznknk , (29)
rnk =
ρnk∑
j ρnj
. (30)
A.7 Moments
To evaluate the parameters of the variational distributions we require several moments of other distri-
butions that we evaluate below.
The required moments of the expert weights are based on Eq. (23) and are given by
EW (w
T
kwk) = w
∗
k
T
w∗k +Tr(Σ
∗
k),
EW
(
(yn −w
T
k xn)
2
)
= y2n − 2EW (wk)
Txnyn + x
T
nEW (wkw
T
k )xn
= y2n − 2w
∗
k
T
xnyn + x
T
n (w
∗
kw
∗
k
T +Σ∗k)xn
= ‖yn −w
T
k xn‖
2 + xTnΣ
∗
kxn.
The moments of the expert precision Eq. (24) are
Eτ (τk) =
a∗τk
b∗τk
,
Eτ (ln τk) = ψ(a
∗
τk
)− ln b∗τk ,
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where ψ(·) is the digamma function. For the expert weight priors Eq. (25) we have the moments
Eα(αk) =
a∗αk
b∗αk
,
Eα(lnαk) = ψ(a
∗
αk
)− ln b∗αk .
Even though Eα(lnαk) is not required to find the variational distribution, we have evaluated it for use
in a later section.
We get the expectation of the gating variables znk by inspection of Eq. (29) ,
EZ(znk) = rnk,
where rnk is called the responsibility of expert k for observation n. The moments of the gating weights
are based on the approximation Eq. (27), and are
EV (ln gk(xn)) ≈ ln gk(xn)|V =V˜ ,
EV (v
T
k vk) = v˜
T
k v˜k +Tr
(
(Λ˜−1V )kk
)
,
where the moment EV (ln gk(xn)) cannot be directly evaluated and is therefore crudely approximated
by the logarithm of the expectation, as also done in Waterhouse et al. (1996). In EV (v
T
k vk), (Λ˜
−1
V )kk
stands for the kth diagonal block matrix in Λ˜−1V . The moments of the gating weight prior is after
Eq. (28) given by
Eβ(βk) =
a∗βk
b∗βk
,
Eβ(lnβk) = ψ(a
∗
βk
)− ln b∗βk .
Again, Eβ(lnβk) is evaluated for use in a later section.
A.8 Independent Expert Training
When the experts are trained independently of the gating network, then the update equations for
q∗W (wk) and q
∗
τ (τk) are changed to
Σ∗k =
(
Eα(αk)I + Eτ (τk)
∑
n
mk(xn)xnx
T
n
)−1
,
w∗k = Eτ (τk)Σ
∗
k
∑
n
mk(x)nxnyn,
a∗τk = aτ +
1
2
∑
n
mk(xn),
b∗τk = bτ +
1
2
∑
n
mk(xn)EW
(
(yn +w
T
k xn)
2
)
,
by replacing EZ(znk) with mk(xn). All other update equations stay unchanged.
B Variational Bound L(q˜)
The variational bound L(q˜) is evaluated after Eq. (14), which is given by
L(q˜) =
∑
Z
∫
· · ·
∫
q˜(W , τ ,α,Z,V ,β) ln
(
p(Y ,W , τ ,α,Z,V ,β)
q˜(W , τ ,α,Z,V ,β)
)
dWdτdαdV dβ
= EW,τ,α,Z,V,β(ln p(Y ,W , τ ,α,Z,V ,β))− EW,τ,α,Z,V,β(ln q(W , τ ,α,Z,V ,β))
= EW,τ,Z(ln p(Y |Z,W , τ )) + EW,α(ln p(W |α)) + Eτ (ln p(τ )) + Eα(ln p(α))
+EZ,V (ln p(Z|V )) + EV,β(ln p(V |β)) + Eβ(ln p(β))
−EW (ln q(W ))− Eτ (ln q(τ ))− Eα(ln q(α))
−EZ(ln q(Z))− EV (ln q˜(V ))− Eβ(ln q(β)).
All distributions are implicitly conditional on X and M. The next sections are dedicated to deriving
the required moments, after which we will return to deriving the close-form expression for L(q˜).
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B.1 EW,τ,Z(ln p(Y |Z,W , τ )
Using Eqs. (3) and (7), and the moments from Section A.7, we get
EW,τ,Z(ln p(Y |Z,W , τ ) =
∫∫∫
q(W ,W , τ ) ln p(Y |Z,W , τ )dZdWdτ
=
∑
n
∑
k
∫
q(Z)znkdZ
∫∫
q(W , τ ) lnN (yn|w
T
k xn, τ
−1
k )dWdτ
=
∑
n
∑
k
EZ(znk)
(
1
2
Eτ (ln τk)−
1
2
ln 2π −
1
2
Eτ (τk)EW
(
(yn −w
T
k xn)
2
))
=
∑
k
(
(ψ(a∗τk)− ln b
∗
τk
− ln 2π)
1
2
∑
k
rnk −
1
2
a∗τk
b∗τk
∑
n
rnkEW
(
(yn −w
T
k xn)
2
))
.
B.2 EW,α(ln p(W |α)) and EW (ln q(W ))
Using Eq. (8) and the moments from Section A.7, we get
EW,α(ln p(W |α)) =
∫∫
q(W ,α) ln p(W |α)dWdα
=
∑
k
∫∫
q(wk, αk) lnN (wk|0, α
−1
k I)dwkdαk
=
∑
k
(
−
Dw
2
ln 2π +
Dw
2
Eα(lnαk)−
1
2
Eα(αk)EW (w
T
kwk)
)
=
∑
k
(
−
Dw
2
ln 2π +
Dw
2
(ψ(a∗αk)− ln b
∗
αk
)−
1
2
a∗αk
b∗αk
(w∗k
T
w∗k +Tr(Σ
∗
k))
)
.
We can evaluate EW (ln q(W )) by using Eq. (23) and observing that
−EW (ln q(W )) = −
∫
q(W ) ln q(W )dW =
∑
k
(
−
∫
q(wk) ln q(wk)dwk
)
is the sum of entropies of q(wk), and therefore EW (ln q(W )) is given by
EW (ln q(W )) = −
∑
k
(
1
2
ln |Σ∗k|+
Dw
2
(1 + ln 2π)
)
.
B.3 Eτ (ln p(τ )) and Eτ (ln q(τ ))
From Eq. (10) and the moments evaluated in Section A.7 follows
Eτ (ln p(τ )) =
∫
q(τ ) ln p(τ )dτ
=
∑
k
∫
q(τk) lnGam(τk|aτ , bτ )dτk
=
∑
k
(− ln Γ(aτ ) + aτ ln bτ + (aτ − 1)Eτ (ln τk)− bτEτ (τk))
=
∑
k
(
− ln Γ(aτ ) + aτ ln bτ + (aτ − 1)(ψ(a
∗
τk
)− ln b∗τk)− bτ
a∗τk
b∗τk
)
,
where Γ(·) is the gamma function. We can again observe that −Eτ (ln q(τ )) is the sum of entropies of
q∗τ (τk) after Eq. (24), and therefore we get
Eτ (ln q(τ )) =
∫
q(τ ) ln q(τ )dτ
= −
∑
k
(
−
∫
q(τk) ln q(τk)dτk
)
= −
∑
k
(
ln Γ(a∗τk)− (a
∗
τk
− 1)ψ(a∗τk)− ln b
∗
τk
+ a∗τk
)
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B.4 Eα(ln p(α)) and Eα(ln q(α))
The derivations are the same as for Eτ (ln p(τ )) and Eτ (ln q(τ )) and result in
Eα(ln p(α)) =
∑
k
(
− ln Γ(aα) + aα ln bα + (aα − 1)(ψ(a
∗
αk
)− ln b∗αk)− bα
a∗αk
b∗αk
)
,
Eα(ln q(α)) = −
∑
k
(
ln Γ(a∗αk)− (a
∗
αk
− 1)ψ(a∗αk)− ln b
∗
αk
+ a∗αk
)
.
B.5 EZ,V (ln p(Z|V )) and EZ(ln q(Z))
From Eq. (26) and Section A.7 we get
EZ,V (ln p(Z|V )) =
∫∫
q(Z,V ) ln p(Z|V )dZdV
=
∑
n
∑
k
∫
q(znk)znkdznk
∫
q(vk) ln gk(xn)dvk
=
∑
n
∑
k
EZ(znk)EV (gk(xn))
=
∑
n
∑
k
rnk ln gk(xn)|vk=v˜k .
Additionally, using Eq. (29),
EZ(ln q(Z)) =
∫
q(Z) ln q(Z)dZ
=
∑
n
∑
k
EZ(znk) ln rnk
=
∑
n
∑
k
rnk ln rnk,
which is the negative entropy of q(Z).
B.6 EV,β(ln p(V |β)) and EV (ln q˜(V ))
Deriving EV,β(ln p(V |β)) is similar to the derivation of EW,α(ln p(W |α)) and results in
EV,β(ln p(V |β)) =
∑
k
(
−
Dv
2
ln 2π +
Dv
2
(ψ(a∗βk)− ln b
∗
βk
)−
1
2
a∗βk
b∗βk
(
v˜Tk v˜k +Tr((Λ˜
−1
V )kk)
))
.
To evaluate EV (ln q˜(V )) we note that −EV (ln q˜(V )) is the entropy of q˜(V ) after Eq. (27) to get
EV (ln q˜(V )) = −
(
−
∫
q˜(V ) ln q˜(V )dV
)
= −
(
1
2
ln |Λ˜−1V |+
KDv
2
(1 + ln 2π)
)
.
B.7 Eβ(ln p(β)) and Eβ(ln q(β))
The derivations are the same as for Eτ (ln p(τ )) and Eτ (ln q(τ )) and result in
Eβ(ln p(β)) =
∑
k
(
− ln Γ(aβ) + aβ ln bβ + (aβ − 1)(ψ(a
∗
βk
)− ln b∗βk)− bβ
a∗βk
b∗βk
)
,
Eβ(ln q(β)) = −
∑
k
(
ln Γ(a∗βk)− (a
∗
βk
− 1)ψ(a∗βk)− ln b
∗
βk
+ a∗βk
)
.
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B.8 Closed-Form Equation for L(q˜)
Let Lk(q) denote the contribution of expert k independent of the gating network to the variational
bound L(q). Using the contribution of expert k to EW,τ,Z(ln p(Y |Z,W , τ )), EW,α(ln p(W |α)), Eτ (ln p(τ )),
Eα(ln p(α)), EW (ln q(W )), Eτ (ln q(τ)) and Eα(ln q(α)), this contribution is given by
Lk(q) = (ψ(a
∗
τk
)− ln b∗τk − ln 2π)
1
2
∑
n
rnk −
1
2
a∗τk
b∗τk
∑
n
rnkEW
(
(yn −w
T
k xn)
2
)
−
Dw
2
ln 2π +
Dw
2
(ψ(a∗αk)− ln b
∗
αk
)−
1
2
a∗αk
b∗αk
(w∗k
T
w∗k +Tr(Σ
∗
k))
− ln Γ(aτ ) + aτ ln bτ + (aτ − 1)(ψ(a
∗
τk
)− ln b∗τk)− bτ
a∗τk
b∗τk
− ln Γ(aα) + aα ln bα + (aα − 1)(ψ(a
∗
αk
)− ln b∗αk)− bα
a∗αk
b∗αk
+
1
2
ln |Σ∗k|+
Dw
2
(1 + ln 2π)
+ ln Γ(a∗τk)− (a
∗
τk
− 1)ψ(a∗τk)− ln b
∗
τk
+ a∗τk
+ lnΓ(a∗αk)− (a
∗
αk
− 1)ψ(a∗αk)− ln b
∗
αk
+ a∗αk .
Observing that
a∗τk − aτ =
1
2
∑
n
rnk,
b∗τk − bτ =
1
2
∑
n
rnkEW
(
(yn +w
T
k xn)
2
)
,
a∗αk − aα =
Dw
2
,
b∗αk − bα =
1
2
(
w∗k
T
w∗k +Tr(Σ
∗
k)
)
,
we can simplify Lk(q) to
Lk(q) = − ln Γ(aτ ) + aτ ln bτ + lnΓ(a
∗
τk
)− a∗τk ln b
∗
τk
+ (aτ − a
∗
τk
) ln 2π
− ln Γ(aα) + aα ln bα + lnΓ(a
∗
αk
)− a∗αk ln b
∗
αk
+
1
2
ln |Σ∗k|+
Dw
2
.
To get the full variational bound, we can use
a∗βk − aβ =
Dv
2
,
b∗βk − bβ =
1
2
(
v˜Tk v˜k +Tr
(
(Λ˜−1V )kk
))
,
to get
L(q˜) =
∑
k
Lk(q) +
∑
k
(
− ln Γ(aβ) + aβ ln bβ + lnΓ(a
∗
βk
)− a∗βk ln b
∗
βk
)
+
1
2
ln |Λ˜−1V |+
KDv
2
+
∑
n
∑
k
rnk ln
gk(xn)|vk=v˜k
rnk
.
B.9 L(q˜) for Independent Expert Training
When the experts are trained independently, their update equations are modified as described in
Section A.8. Hence, our simplification based on the expression for a∗τk − aτ and b
∗
τk
− bτ is not valid
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anymore. Therefore, the expression of the contribution of expert k to L(q˜) becomes
Lk(q) = (ψ(a
∗
τk
)− ln b∗τk − ln 2π)
1
2
∑
n
rnk −
1
2
a∗τk
b∗τk
∑
n
rnk
(
‖yn −w
T
k xn‖
2 + xTnΣ
∗
kxn
)
− ln Γ(aτ ) + aτ (ln bτ − ln b
∗
τk
) + lnΓ(a∗τk)− bτ
a∗τk
b∗τk
a∗τkψ(a
∗
τk
) + a∗τk
+
1
2
ln |Σ∗k|+
Dw
2
− ln Γ(aα) + aα ln bα + lnΓ(a
∗
αk
)− a∗αk ln b
∗
αk
.
The expression for L(q˜) remains unchanged.
C Predictive Distribution
Given a new input xˆ, we assume that zˆ is the associated latent variable, and want to find p(yˆ|xˆ,X,Y )
by evaluating
p(yˆ|xˆ,X,Y ) =
∑
zˆ
∫∫∫
p(yˆ|xˆ, zˆ,W , τ )p(zˆ|xˆ,V )p(W , τ ,V |X,Y )dWdτdV .
Using the definition of the various distributions and summing over zˆ we get
p(yˆ|xˆ,X,Y ) =
∑
k
∫∫∫
gk(xˆ)N (yˆ|x
T
k xˆ, τ
−1
k )p(W , τ ,V |X,Y )dWdτdV ,
where we will approximate the posterior p(W , τ ,V |X,Y ) by the variational distribution q∗W (W )q
∗
τ (τ )q
∗
V (V ).
Thus, the predictive distribution becomes
p(yˆ|xˆ,X,Y ) =
∑
k
∫
q∗V (vk)gk(xˆ)dvk
∫∫
q∗W (wk)q
∗
τ (τk)N (yˆ|w
T
k xˆ, τ
−1
k )dwkdτk.
The first integral is EV (gk(xˆ)) which we approximate as in Ueda and Ghahramani (2002) by its MAP
estimate ∫
q∗V (vk)gk(xˆ)dvk ≈ gk(xˆ)|vk=v˜k .
The second integral is also solved as in Ueda and Ghahramani (2002) and results in the Student-t
distribution∫∫
q∗W (wk)q
∗
τ (τk)N (yˆ|w
T
k xˆ, τ
−1
k )dwkdτk = St
(
yˆ|wTk xˆ,
a∗τk
b∗τk
(1 + xˆTΣ∗kxˆ)
−1, 2a∗τk
)
.
Therefore, our predictive distribution is the mixture of Student-t distributions
p(yˆ|xˆ,X,Y ) =
∑
k
gk(xˆ)|vk=v˜kSt
(
yˆ|wTk xˆ,
a∗τk
b∗τk
(1 + xˆTΣ∗kxˆ)
−1, 2a∗τk
)
,
with mean
E(yˆ|xˆ,X,Y ) =
∑
k
gk(xˆ)|vk=v˜kw
T
k xˆ.
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