Abstract. The T -graph of a multigraded Hilbert scheme records the zero and one-dimensional orbits of the T = (K * ) n action on the Hilbert scheme induced from the T -action on A n . It has vertices the T -fixed points, and edges the onedimensional T -orbits. We give a combinatorial necessary condition for the existence of an edge between two vertices in this graph. For the Hilbert scheme of points in the plane, we give an explicit combinatorial description of the equations defining the scheme parameterizing all one-dimensional torus orbits whose closures contain two given monomial ideals. For this Hilbert scheme we show that the T -graph depends on the ground field, resolving a question of Altmann and Sturmfels.
Introduction
The Hilbert scheme of points in the plane is a classical and well-studied space, and an important technique in its study is to consider the fixed points of the action of the torus (K * ) 2 on the Hilbert scheme. However there is no known combinatorial condition deciding whether two fixed points, which correspond to monomial ideals in K[x, y], lie in the closure of a one-dimensional torus orbit. In this paper we give a necessary combinatorial condition in the more general context of multigraded Hilbert schemes.
The multigraded Hilbert scheme, introduced by Haiman and Sturmfels in [HS04] , parameterizes subschemes Z of A n invariant under the action of an abelian group for which H 0 (O Z ) has a prescribed decomposition into irreducible representations. Equivalently, Hilb h S parameterizes all ideals I in the polynomial ring S = K[x 1 , . . . , x n ] that are homogeneous with respect to a grading by an abelian group A, and have a fixed multigraded Hilbert function h : A → N given by h(a) = dim K (S/I) a . Specific examples of multigraded Hilbert schemes include the Grothendieck Hilbert scheme of subschemes of projective space, Hilbert schemes of points in affine space, and G-Hilbert schemes for abelian groups G.
The action of T = (K * ) n on A n induces an action of T on Hilb h S whose fixed points are the monomial ideals in Hilb h S . The T -graph of the multigraded Hilbert scheme Hilb h S has vertices these fixed points, and an edge between two vertices M and N if there is a one-dimensional torus orbit whose closure contains M and N . This is closely related to the graph of monomial ideals of Altmann and Sturmfels [AS05] .
The main result of this paper is a necessary condition (Theorem 1.3) for two vertices M and N to be connected by an edge of the T -graph. In the case of Hilb d (A 2 ) we give a combinatorial description (Theorem 1.4) over Z for the equations of the edgeschemes describing all T -orbits joining a pair of fixed points.
One motivation to study the T -graph is to understand the connectedness of multigraded Hilbert schemes. In contrast to the classical Hilbert scheme of subschemes of projective space, which is always connected [Har66] , multigraded Hilbert schemes can be disconnected [San05] . However, a necessary and sufficient condition for a multigraded Hilbert scheme to be connected (when the grading is positive and K = C) is for the T -graph of Hilb h S to be connected; see [AS05, Corollary 16] . The sufficiency has been well-exploited in the literature (see [PS05] , [MS10] ), and we hope that through a better understanding of the T -graph the necessity can be used to exhibit more tractable examples of disconnected multigraded Hilbert schemes. Another motivation comes from the use of T -graphs of varieties to understand cohomology. The standard set-up of [GKM98] to compute cohomology from the T -graph of a variety requires that the one-dimensional orbits be isolated, which need not be the case for multigraded Hilbert schemes. However one could still hope to deduce information about the cohomology in these cases; see for example [BCS08, Eva07] .
Monomial ideals are fundamentally combinatorial objects, and a natural question is whether the T -graph has a purely combinatorial description. The main results of this paper illustrate the complexity of this question. Since the one-dimensional orbits are not isolated, we consider the edge-scheme E(M, N ) parameterizing all ideals I ∈ Hilb h S lying in a one-dimension T -orbit whose closure contains M and N . In Example 2.11 we construct an example of an edge-scheme in Hilb 10 (A 2 ) that has R-valued points, but no Q-valued points. This shows that the T -graph depends on the field K, solving a problem posed by Altmann and Sturmfels in [AS05, Section 5]. It also shows that there cannot be a purely combinatorial description of the generators of an ideal I contained in a one-dimensional T -orbit. Our first step towards a combinatorial necessary condition for the existence of an edge in the T -graph is to show that we can reduce to a simpler multigraded Hilbert scheme whose Hilbert function has finite support, so a∈A h(a) < ∞. More precisely, we show that if there is an edge in the T -graph of Hilb h S between two monomial ideals M and N then there exists a positive grading of the polynomial ring S by Z n /Zc for some c ∈ Z n , and a Hilbert function H : Z n /Zc → N such that M and N have Hilbert function H, and there is an edge in the T -graph between M and N in this refined multigraded Hilbert scheme, which we denote by H c (H). See Corollary 2.6.
The following theorem, which holds over an arbitrary base, gives the reduction to finite support Hilbert functions. This isomorphism respects the T -action on the two Hilbert schemes.
Our combinatorial necessary condition uses the following definition of an arrow map. It is a modification of the definition of a "system of arrows" introduced by Evain in [Eva04] to study incidence conditions for Bia lynicki-Birula cells in multigraded Hilbert schemes of points in the plane; see Remark 4.9. Definition 1.2. Let S be graded by Z n /Zc for some c ∈ Z, and let ≺ be a monomial term order on S. For a monomial ideal M , let Mon(M ) denote the set of monomials in M . If two monomials m = x u and m = x v have the same degree, then u − v = c, and we define the distance between m and m to be d(m, m ) = | |. For two monomial ideals M and N , we say that f : Mon(M ) → Mon(N ) is an arrow map if
(1) f is a degree-preserving bijection such that m f (m) for all m ∈ Mon(M ); (2) for all m ∈ Mon(M ) and all multiples m of m, we have
(3) for all m ∈ Mon(N ) and all multiples m of m, we have
See Example 3.1 and Figure 1 for an illustration of this concept.
Theorem 1.3. Assume that H : Z n /Zc → N has finite support, and let M, N be monomial ideals in H c (H) that are connected by an edge in the T -graph of H c (H).
(1) There exists an arrow map f : M → N with respect to some term order ≺.
(2) Fix r 1 , . . . , r n such that x r i i ∈ M ∩ N for all 1 i n, and let Q = x r 1 1 , . . . , x rn n . Then there also exists an arrow map f : Mon((Q : M )) → Mon((Q : N )) with respect to the same term order as in (1).
Condition (1) holds without the condition that the Hilbert function has finite support; see Corollary 3.3. It is not sufficient for the existence of an edge in the T -graph; see Example 3.7. We do not know, however, of an example showing that both (1) and (2) together do not suffice to guarantee the existence of an edge. For the Hilbert scheme of d points in the plane, these conditions are sufficient for d 16; see Table 5 .4. On the other hand, the proof of Theorem 1.3 is based on associating an arrow map to an ideal I in the T -orbit (Proposition 3.2), and we have examples of arrow maps that are not associated to ideals (Example 3.6).
In the case of the Hilbert scheme of points in the plane, there exists an explicit combinatorial description of the equations for the edge-scheme describing all onedimensional T -orbits joining a fixed pair of monomial ideals. In particular, this scheme is defined over Z. Theorem 1.4. Let M, N be monomial ideals in K[x, y] with the same Hilbert function with respect to a positive Z 2 /Zc-grading. The ideal of the edge-scheme E(M, N ) is generated by polynomials F n,s with integer coefficients, where n is a minimal generator of N , and s is a standard monomial of M with deg(s) = deg(n).
The terms of the polynomials F n,s have an explicit combinatorial form in terms of the torus weights of the action of the torus on the tangent spaces to M and N in H c (H) that we describe in detail in Section 4.2. The equations are obtained by combining an algorithm of Altmann and Sturmfels [AS05, Algorithm 5] with a description, due to Evain [Eva04] , of the Bia lynicki-Birula cells in this Hilbert scheme.
This paper is partially experimental in nature, and we relied heavily on computations using the computer algebra system Macaulay 2 [GS] . The resulting code is available from the second author's webpage as the Macaulay 2 package TEdges [Mac11] . Some details of these computations are given in the last section of the paper.
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Reduction to the positively graded artinian case
In this section we show that the study of the T -graph of arbitrary multigraded Hilbert schemes can be reduced to the study of multigraded Hilbert schemes parameterizing finite-length ideals that are homogeneous with respect to a positive grading by Z n /Zc, where c ∈ Z n . Moreover, we show that every positively-graded multigraded Hilbert scheme is isomorphic to some multigraded Hilbert scheme parameterizing finite-length ideals. Throughout this section S denotes the polynomial ring S = K[x 1 , . . . , x n ], where unless otherwise noted K is a field. (1) Fix an integer-valued polynomial P . There exists D 0 such that when A = Z, h(a) = 0 for a < 0, h(a) = dim K S a for 0 a < D, and h(a) = P (a) for a D, then Hilb h S is Grothendieck's Hilbert scheme Hilb P (P n−1 ) parameterizing all subschemes of P n−1 with Hilbert polynomial The T -graph has an interpretation in terms of Gröbner theory, which we now explain. For basic facts about Gröbner bases and initial ideals, see [CLO07] . For the geometric interpretation of initial ideals as limits of one-parameter torus orbits see [Eis95, Chapter 15.8] .
For c = (c 1 , . . . , c n ) ∈ Z n , we define a (Z n /Zc)-grading on S = K[x 1 , . . . , x n ] by letting deg(x i ) = e i + Zc, where {e 1 , . . . , e n } is the standard basis of Z n . Let c + = c i >0 c i e i and c − = c i <0 −c i e i , so c = c + − c − . The grading induced by c is positive if and only if c + = 0 and c − = 0. We next note that any non-monomial ideal I that is homogeneous with respect to this Z n /Zc-grading has either exactly two initial ideals, if the grading is positive, or exactly one initial ideal otherwise. Indeed, a homogeneous polynomial has the form f = s i=0 a i x u+ic , where we assume a 0 , a s = 0. The initial term is in
Thus the initial ideal of I with respect to a term order ≺ only depends on whether
n /cZ-grading is positive, then both c + and c − are nonzero, so a non-monomial ideal has exactly two monomial initial ideals. However, if the grading is not positive, so without loss of generality c 0, the monomials of degree a have the form x u+ic for some u ∈ N n and i 0, and the standard monomials of any monomial initial ideal in degree a are x u+ic for 0 i < dim K (S/I) a . Thus for every Hilbert function H there exists exactly one monomial ideal with this Hilbert function. In particular, a homogeneous polynomial has exactly one initial ideal in this case. For I ∈ Hilb h S lying in a one-dimensional torus orbit, I is also homogeneous with respect to the A-grading on S. Write A = Z n /L for some lattice L; two monomials x u and x v have the same degree with respect to the A-grading if and only if u−v ∈ L. Choose a generating set for I that is homogeneous with respect to both the Z n /Zc and A gradings, with the property that no summand of any generator lives in I. Such generators have the form a i x u+ic , where ic ∈ L. If j the greatest common divisor of all differences i − i with a i , a i = 0, then I is homogeneous with respect to the Z n /Zjc-grading, and jc ∈ L. Thus after replacing c by jc the grading of S by Z n /Zc refines the existing grading in the sense of [HS04, p729] . It thus remains to check that M and N are the two initial ideals of I.
Let H be the Hilbert function of I with respect to the Z n /cZ-grading. The inclusion of Hilb It follows that in order to study one-dimensional torus orbits in any multigraded Hilbert scheme Hilb This partial order was used in Yaméogo [Yam94a, Yam94b] and Evain [Eva02] to study a related incidence question. See Remark 4.9 for a more detailed discussion.
Definition 2.9. For c ∈ Z n , H a Hilbert function, and a fixed term order ≺, let
This is naturally a subscheme of H c (H). Its equations can be derived from the Buchberger algorithm for computing Gröbner bases. For M , N monomial ideals in H c (H) such that M > N in the partial order of Definition 2.8 we define the edge-scheme between M and N to be the scheme-theoretic intersection
Altmann and Sturmfels give an algorithm to compute the edge-scheme in [AS05, Algorithm 5].
Remark 2.10.
is the Bia lynicki-Birula cell associated to the fixed point M . If K is algebraically closed then E(M, N ) is nonempty if and only if there is an edge in the T -graph joining M and N . If K is not algebraically closed, the "only if" can fail, as we require the existence of a K-rational point I in the subscheme E(M, N ) for there to be an edge between M and N in the T -graph. This is illustrated in the following example, which solves a problem of Altmann and Sturmfels [AS05, Section 5].
. Then the edge-scheme E(M, N ) is the subscheme of A 4 defined by the ideal a 4 − 3a 2 b + b 2 , c − ad, 1 − bd , and ideals corresponding to points in the edge-scheme are given by
This can be computed using the algorithm of [AS05, Algorithm 5], or the description given in Section 4.2. This scheme is reducible:
. It follows from this factorization that E(M, N ) has R-valued points, but no Q-valued points. In particular, this example shows that the T -graph of Hilb 10 (A 2 ) depends on the field K.
2.3.
Reduction to the Artinian case. In this section we prove Theorem 1.1. This is the only part of the paper to require details from [HS04] . Theorem 1.1 is only needed in this paper to apply Theorem 1.3 (2) in the case where the Hilbert function does not have finite support, but may be of wider interest.
The ring K can here be an arbitrary commutative ring; in particular K = Z is possible. We restrict our attention to ideals I ⊆ S for which S/I is a locally-free Kmodule. By the Hilbert function of a homogeneous ideal I ⊆ S with S/I a locally-free K-module, we mean the function A → N given by a → rk K (S/I) a .
We first recall the construction of the multigraded Hilbert scheme in the positivegraded case. The key idea is to restrict to a finite set of degrees D, and consider the Hilbert scheme Hilb (g) Every monomial ideal with Hilbert function h is generated by monomials whose degrees belong to D; (h) Every monomial ideal M whose generators have degrees in D has the property that if M has Hilbert function h(a) in degree a for all a ∈ D, then M has Hilbert function h everywhere; and (s) For every monomial ideal M with Hilbert function h, the syzygy module of M is generated by syzygies coming from relations Note that for every positive grading by an abelian group A there exists a group homomorphism φ : A → Z with φ(a) > 0 whenever rk S a > 0 and a = 0.
Lemma 2.12. Suppose the A-grading of S is positive, so there exists a group homomorphism φ : A → Z with φ(a) > 0 whenever rk S a > 0 and a = 0. Let D be a very supportive set for h, and choose N > 0 with the property that φ(a) < N for all
where every degree a of a generator or minimal syzygy of the monomial ideal
Proof. Let M be a monomial ideal with Hilbert function h, and let M be the ideal generated by those monomials in M whose degrees are contained in D. Then the Hilbert function of M and M agree for degrees in D by construction. Since D is very supportive for h, and M is generated in degrees in D, by property (h) for D the monomial ideal M has Hilbert function h everywhere. This means that
We claim that M = M , which shows that D satisfies condition (g). Indeed, since the grading is positive, M a = M a , and thus M a = M a , when φ(a) < N . By the definition of B(N ), we have Suppose now that M is a monomial ideal whose generators have degrees in D , and for which the Hilbert function of M agrees with h for degrees in D . As before, let M be the ideal generated by those monomials in M with degrees belonging to D. Since D is very supportive for h, and M has Hilbert function h in degrees in D, M has Hilbert function h, and thus M a = M a when φ(a) < N . Since h(a) = 0 whenever the N φ(a) B(N ), M contains
We can now prove Theorem 1.1. Remark 2.13. Note that Theorem 1.1 implies that every pathology that exists for a positively-graded multigraded Hilbert scheme also exists for one where the Hilbert function h has finite support. These can be thought of as fixed-loci for group actions on Hilbert schemes of points in A n , so this means that all (positively-graded) Hilbert schemes are of this form. In particular, there must exist such Hilbert schemes that are disconnected (from [San05] ), and that have non-reduced components (from [Mum62] ).
Corollary 2.14. To decide whether there is an edge in the T -graph between a pair of monomial ideals M, N ∈ Hilb h S , it suffices to assume that S is graded by Z n /cZ, and a∈Z n /cZ h(a) < ∞.
Proof. By Corollary 2.6, there is an edge between M and N if and only if there is c ∈ Z n and H : Z n /Zc → N for which M, N ∈ H c (H), and there is an edge between M and N in H c (H). The resulting grading by Z n /Zc is positive, so by Theorem 1.1 Figure 1 . The arrow maps of Example 3.1.
there is H with a∈Z n /Zc H (a)
Necessary conditions for a T -edge
In this section we prove Theorem 1.3, giving necessary conditions for the existence of an edge in the T -graph between two monomial ideals in H c (H). By Corollary 2.14, this gives a necessary condition for there to be an edge between monomial ideals in any Hilb h S . The condition that the Hilbert function H has a∈Z n /Zc H(a) < ∞ is unnecessary in the first part of this section, so we do not require it.
Recall the definition of an arrow map (Definition 1.2). We illustrate the concept of an arrow map in the following example. To see that f is a bijection, we first show it is injective. Assume f (m) = f (m ) for m m . We denote by lc(f ) the leading coefficient of a polynomial f . This is the coefficient of the largest monomial occurring in f with respect to the term order. The following Corollary is a more general version of the first part of Theorem 1.3.
Corollary 3.3. Let M, N be monomial ideals in an arbitrary multigraded Hilbert scheme and assume that there exists an edge between M and N in the T -graph. Then there exists an arrow map f : M → N with respect to some grading by Z n /Zc and some term order ≺. While Proposition 3.2 shows that an ideal gives an arrow map, the following example shows that not all arrow maps are induced by an ideal.
Example 3.6. Let S = K[x, y] be graded by Z 2 /Z(1, −1), so deg(x) = deg(y) = 1, and let M = y 5 , x 2 and N = y 2 , x 5 , as in Example 2.11. Let ≺ be the lexicographic order with x ≺ y. Any arrow map f from Mon(M ) to Mon(M ) must satisfy f (y 2 ) = x 2 , f (y 3 ) = x 2 y, f (xy 2 ) = x 3 , f (y 4 ) = x 2 y 2 , f (xy 3 ) = x 3 y, and f (x 2 y 2 ) = x 4 , and f (m) = m if deg(m) 6. However there are three possibilities for the map f in degree five. In all cases we have f (y 5 ) = y 5 and f (x 5 ) = x 5 , but we can have {f (xy
4 y}. Of these, only the last one is induced by an ideal as in the statement of Proposition 3.2. Indeed, for any ideal I ∈ E(M, N ) we have axy 4 + bx 2 y 3 ∈ I, and the equations for E(M, N ) imply that b = 0 and a = 0. So f (xy 4 ) = x 2 y 3 for any arrow map induced from I ∈ E(M, N ). The analogous equation cx 4 y + dx 3 y 2 ∈ I rules out the second possibility.
Proof of Theorem 1.3. The first part of the theorem is a special case of Corollary 3.3. For the second, we first observe that for I ∈ H c (H) we have Q ⊆ I. Indeed, for every i choose whichever term order ≺ or ≺ opp agrees with the lexicographic term order with x i smallest. Since x Note that S/Q is a zero-dimensional ring that is a complete intersection, hence Gorenstein. Thus D(−) = Hom S/Q (−, S/Q) is a dualizing functor from the category of finitely generated S/Q-modules to itself (see [Eis95, §21.1 and §21.2]). Since Q ⊂ I, S/I is a S/Q-module. We have an isomorphism D(S/I) = Hom S/Q (S/I, S/Q) ∼ = (0 : S/Q I/Q) = (Q : I)/Q, where the isomorphism takes φ ∈ Hom S/Q (S/I, S/Q) to φ(1). (Q : I) ). The desired equality follows from the fact that dim K (S/I) = dim K (S/ in(I)).
The following example shows that the conditions of Theorem 1.3 (1) and (2) are not equivalent. In particular, for monomial ideals M and N , the existence of an arrow map f : M → N is not sufficient for the edge E(M, N ) to be nonempty. We do not have an example where both conditions of Theorem 1.3 are not sufficient. Recall from Definition 2.9 that for monomial ideals M, N in H c (H) the edgescheme E(M, N ) of one-dimensional torus orbits connecting M and N is given by N ) is is empty unless M > N in the partial order of Definition 2.8.
For the remainder of this section, we let ≺ denote the lexicographic term order with x ≺ y and ≺ opp denote the lexicographic term order with y ≺ x. Let f 0 = m 0 and define recursively
where we abuse notation by identifying the significant arrow c i with the corresponding variable. That f i is a polynomial (as opposed to merely a Laurent polynomial) follows by induction. Let In [Eva04, Section 3], Evain gives the following parametrization of the cells C ≺ (M ) which we will use to compute equations for the edge-scheme E(M, N ).
Theorem 4.5. We have
(1) The set {f 0 , . . . , f e } is a Gröbner basis of I ≺ (M ) with respect to ≺ ([Eva04,
In the following proposition we use arguments from Evain [Eva04] to imply that H c (H) is the closure of an edge-scheme. Proof. Evain [Eva04, Theorem 19] shows that the poset of Definition 2.8 on the monomial ideals contained in H c (H) has a unique minimal element M min such that T + (M min ) = ∅. By Remark 4.4, the number of significant arrows at M equals the dimension of the tangent space to H c (H) at M , which equals the dimension since
By switching x and y we switch the roles of ≺ and ≺ opp , and of positive and negative signficant arrows. Thus Theorem 4.5(2) also applies to ≺ opp , and so we have dim
is an open dense subset of H c (H), which implies the claim.
Remark 4.7. Our proof uses the smoothness of H c (H) in this setting, and it would be interesting to know if this closure property is true in more than two variables, where the smoothness may fail. It also suggests studying the restricted graph of just edges whose closure is the entire H c (H). ) is a path from m j(w 1 r ) . We define the length of the path P to be (P) = 1 +· · ·+ d , and we say that P is a path from from m i to m i r (P) . The construction of a path guarantees that m i r (P) is a monomial; when d = 1 this is part of the definition of a significant arrow.
(2) A walk from a generator m i of M to a monomial s is defined to be a sequence of paths (P 1 , . . . , P d ), such that P 1 is a path from m i , P k is a path from
and m i r (P 1 )+···+ (P d ) = s. We define the length of the walk to be (W) = (P 1 ) + · · · + (P d ).
(3) A stroll from a monomial m ∈ M to a standard monomial s is a sequence of walks S = (W 1 , . . . ,
There is also the trivial stroll from a standard monomial s for M to itself. (4) Let H be a Hilbert function, and let M, N be monomial ideals in H c (H) such that M > N in the partial order of Definition 2.8. A hike H from a minimal generator n of N to a standard monomial s for M is a pair (P , S), where P is a path for N with respect to ≺ opp from n to some monomial m n or P is an arrow of length zero, in which case we set m = n, and S is a stroll from m to s. For a path P, we set
|S| a W and for the trivial stroll S we let a S = 1. For a hike H = (P , S), we let a H = a P a S , and if P is the arrow of length zero we set a P = 1. Note that then a P , a W , a
We will see in the lemmas below that the notion of a path naturally comes from the recursive definition of the f i from Definition 4.2, the notion of a walk from computing the reduced Gröbner basis for I ≺ (M ), and the notion of a stroll from reducing a monomial with respect to the reduced Gröbner basis. . For the more complicated strolls it is convenient to define W m to be the polynomial whose terms are walks from j(m) of length (the -homogeneous part of the walk polynomials computed above), and to define S m,s to be the polynomial whose terms are strolls from m to s. Then S x 2 y 4 ,x 6 = W Lemma 4.12. We have 
Then {g 0 , . . . , g e } is a reduced Gröbner basis for the ideal I ≺ (M ) of Definition 4.2.
Proof. We first prove that each g i lies in the ideal f 0 , . . . , f e .
Note that we do not require m i r (W) to be contained in U k . A 0-walk is a path, and a t-walk is a walk.
For 0 k t we let
where the inner sum is over all k-walks from m i to m. Note that h 0 = f i and h t = g i . Now for k 1, we have
where the second-to-last equality follows from the fact that the coefficient of u k cancels, and the last follows from the definition of a walk. It follows that Note that since m is the smallest monomial of its degree in M , a stroll from m to a standard monomial s is the same as a walk, and the base case follows. Now suppose that the claim is true whenever there are fewer smaller monomials in M of the same degree. Then occurring in (2) combines with a stroll from m to s occurring in (3) to give a stroll from m to s. As every stroll occurs in this way, the claim follows. To do this, we show that C satisfies the universal property of the fiber product. But then the fact that φ * M (g i ) ∈ I M gives a contradiction. For a prime P of R the R P -module (R P [x, y]/R P I M ) a is free of rank H(a), so the spanning monomials must usage reasons. While this table shows that the necessary conditions of Theorem 1.3 are sufficient for small d in Hilb d (A 2 ), we caution that 16 points is still comparatively small for this problem, so do not regard this as strong evidence of the condition being sufficient, particularly in light of Example 3.6.
