In this article, we propose a new estimation methodology to deal with PCA for highdimension, low-sample-size (HDLSS) data. We first show that HDLSS datasets have different geometric representations depending on whether a ρ-mixing-type dependency appears in variables or not. When the ρ-mixing-type dependency appears in variables, the HDLSS data converge to an n-dimensional surface of unit sphere with increasing dimension. We pay special attention to this phenomenon. We propose a method called the noise-reduction methodology to estimate eigenvalues of a HDLSS dataset. We show that the eigenvalue estimator holds consistency properties along with its limiting distribution in HDLSS context. We consider consistency properties of PC directions. We apply the noise-reduction methodology to estimating PC scores. We also give an application in the discriminant analysis for HDLSS datasets by using the inverse covariance matrix estimator induced by the noise-reduction methodology.
Introduction
The high-dimension, low-sample-size (HDLSS) data situation occurs in many areas of modern science such as genetic microarrays, medical imaging, text recognition, finance, Email address: aoshima@math.tsukuba.ac.jp (Makoto Aoshima) 1 Phone & Fax: +81-298-53-6501 chemometrics, and so on. The asymptotic studies of this type of data are becoming increasingly relevant. The asymptotic behavior of eigenvalues of the sample covariance matrix in the limit as d → ∞ was studied by Johnstone [6] , Baik et al. [2] and Paul [10] under Gaussian assumptions, and Baik and Silverstein [3] under non-Gaussian but i.i.d. assumptions when the dimension d and the sample size n increase at the same rate, i.e. n/d → c > 0.
In recent years, substantial work has been done on the HDLSS asymptotic theory, where only d → ∞ while n is fixed, by Hall et al. [5] , Ahn et al. [1] , Jung and Marron [7] , and Yata and Aoshima [14] , [15] and [16] . Hall et al. [5] and Ahn et al. [1] explored conditions to give a geometric representation of HDLSS data. Jung and Marron [7] investigated consistency properties of both eigenvalues and eigenvectors of the sample covariance matrix in the HDLSS data situations. The HDLSS asymptotic theory had been created under the assumption that either the population distribution is normal or the random variables in the sphered data matrix have the ρ-mixing dependency (see Bradley [4] ). However, Yata and Aoshima [14] , [15] and [16] developed the HDLSS asymptotic theory without assuming either the normality or the ρ-mixing condition. Yata and Aoshima [14] gave consistency properties of both eigenvalues and eigenvectors of the sample covariance matrix together with PC scores. Yata and Aoshima [15] proposed a method for dimensionality estimation of HDLSS data, and Yata and Aoshima [16] generalized the method to create a new PCA called the cross-data-matrix methodology.
In this paper, suppose we have a d × n data matrix X (d) = [x 1(d) , ..., x n(d) ] with d > n, where x j(d) = (x 1j(d) , ..., x dj(d) ) T , j = 1, ..., n, are independent and identically distributed (i.i.d.) as a d-dimensional distribution with mean zero and nonnegative definite covariance matrix Σ d . The eigen-decomposition of Σ d is Σ d = H d Λ d H T d , where Λ d is a diagonal matrix of eigenvalues λ 1(d) ≥ · · · ≥ λ d(d) (> 0) and H d = [h 1(d) , ..., h d(d) ] is a matrix of corresponding eigenvectors. Then, Z (d) 
is a d × n sphered data matrix from a distribution with the identity covariance matrix. Here, we write Z (d) = [z 1(d) , ..., z d(d) ] T and z j(d) = (z j1(d) , ..., z jn(d) ) T , j = 1, ..., d. Hereafter, the subscript d will be omitted for the sake of simplicity when it does not cause any confusion. We assume that the fourth moments of each variable in Z are uniformly bounded. We assume that ||z j || ̸ = 0 for j = 1, ..., d, where || · || denotes the Euclidean norm. We consider a general setting as follows: λ i = a i d α i (i = 1, ..., m) and λ j = c j (j = m + 1, ..., d).
(1)
Here, a i (> 0), c j (> 0) and α i (α 1 ≥ · · · ≥ α m > 0) are unknown constants preserving the order that λ 1 ≥ · · · ≥ λ d , and m is an unknown non-negative integer. We assume n > m.
In Section 2, we show that HDLSS datasets have different geometric representations depending on whether a ρ-mixing-type dependency appears in variables or not. When the ρmixing-type dependency appears in variables, the HDLSS data converge to an n-dimensional surface of unit sphere with increasing dimension. We pay special attention to this phenomenon. After Section 3, we assume that z jk , j = 1, ..., d (k = 1, ..., n) are independent.
Note that the assumption includes the case that X is Gaussian. In Section 3, we propose a method called the noise-reduction methodology to estimate eigenvalues of a HDLSS dataset.
We show that the eigenvalue estimator holds consistency properties along with its limiting distribution in HDLSS context. In Section 4, we consider consistency properties of PC directions. In Section 5, we apply the noise-reduction methodology to estimating PC scores.
In Section 6, we show performances of the noise-reduction methodology by conducting simulation experiments. In Section 7, we provide an inverse covariance matrix estimator induced by the noise-reduction methodology. Finally, in Section 8, we give an application in the discriminant analysis for HDLSS datasets by using the inverse covariance matrix estimator.
Geometric representations
In this section, we consider several geometric representations. The sample covariance matrix is S = n −1 XX T . We consider the n × n dual sample covariance matrix defined by S D = n −1 X T X. Letλ 1 ≥ · · · ≥λ n ≥ 0 be the eigenvalues of S D . Let us write the eigen-decomposition of S D as S D = ∑ n j=1λ jûjû T j . Note that S D and S share non-zero eigenvalues and E{(n/
Ahn et al. [1] and Jung and Marron [7] claimed that when the eigenvalues of Σ are sufficiently diffused in the sense that
the sample eigenvalues behave as if they are from a scaled identity covariance matrix. When X is Gaussian or the components of Z are ρ-mixing, it follows that
in probability as d → ∞ for a fixed n under (2).
Remark 1.
The concept of ρ-mixing was first developed by Kolmogorov and Rozanov [8] . See Bradley [4] for a clear and insightful discussion. See also Jung and Marron [7] .
where sup is over all f , g and j is a positive integer. The sequence {Y i } is said to be ρ-
When X is Gaussian or the components of Z are ρ-mixing, it holds from (3) that
in probability as d → ∞ for a fixed n under (2) .
When X is non-Gaussian without ρ-mixing, Yata and Aoshima [15] claimed that
in probability as d → ∞ for a fixed n under (2), where D n is a diagonal matrix with any diagonal element having O p (1). Now, let us further consider the geometric representations given by (3) and (5) . Let z k * = (z 2 1k − 1, ..., z 2 dk − 1) T , k = 1, ..., n. We denote the covariance matrix of z k * by Φ. Note that when X is Gaussian (or z jk , j = 1, ..., d (k = 1, ..., n) are independent), Φ is a diagonal matrix. Let Φ = (ϕ ij ) and r = |i − j|. Note that when the components of Z are ρ-mixing, it holds that ϕ ij → 0 as r → ∞. When X is non-Gaussian without ρ-mixing, we may claim that ϕ ij ̸ = 0 for i ̸ = j. However, it should be noted that the geometric representation given by (3) is still claimed even in a case when X is non-Gaussian without ρ-mixing. Let
We have for the variance of each D k that
Hence, we consider a regular condition of ρ-mixing-type dependency given by
Note that it holds (6) under (2) when X is Gaussian or the components of Z are ρ-mixing.
Then, we obtain the following theorem.
Theorem 1.
When the components of Z satisfy the condition given by (6) , we have (3) as d → ∞ for a fixed n. Otherwise, we have (5) as d → ∞ for a fixed n under (2) .
Remark 3.
We consider the case that z jk , j = 1, ..., d (k = 1, ..., n) are distributed as continuous distributions. Let f (D k ) be the p.d.f. of D k . Assume that Z does not satisfy (6) .
.., e (n) = (0, 0, ..., 1) T }. Then, we have that u j ∈ R n * , j = 1, ..., n.
Let us observe geometric representations induced by (3) with (4) and (5) with (7) . Now, we consider an easy example such as λ 1 = · · · = λ d = 1 and n = 2. Note that it is satisfying (2) . Figs. 1(a), 1(b), 1(c) and 1(d) give scatter plots of 20 independent pairs of ±w j (j = 1, 2) generated from the normal distribution, N d (0, I d ), with mean zero and covariance matrix I d in d (= 2, 20, 200, and 2000)-dimensional Euclidian space, respectively. Fig. 2 shows the geometric representation induced by (5) with (7) . When d = 2, the plots of w i (i = 1, 2) appeared quite random. When d = 200, the approximation in (5) with (7) became moderate. When d = 2000, the approximation became quite good. It reflected that the plots of w i (i = 1, 2) appeared in close to axes.
Here, we consider the case that d → ∞ and n → ∞. Let e n be an arbitrary element of R n that is defined in Remark 2. Then, we have the following theorem.
Theorem 2. We assume that
when d → ∞ and n → ∞. Then, it holds that
From Theorem 2,λ j 's are mutually equivalent under (8) in the sense that n(
.., n. Note that n/d → 0 under (8) . Theorem 2 claims that a geometric representation appeared in Fig. 1 still remains even when n → ∞ in the HDLSS context.
In this article, we pay special attention to the geometric representation given by (3) or (9) , that is appeared in Fig. 1 . After Section 3, we assume that z jk , j = 1, ..., d (k = 1, ..., n) are independent. This assumption is milder than that the population distribution is Gaussian.
We propose a new estimation method called the noise-reduction methodology to deal with PCA in HDLSS data situations. When X may have the geometric representation given by (5), Yata and Aoshima [16] proposed a different method called the cross-data-matrix methodology. We compare those two methodologies by simulations in Section 6.
Noise-reduction methodology
Hereafter we assume that z jk , j = 1, ..., d (k = 1, ..., n) are independent. We denote n by n(d) only when n = d γ , where γ is a positive constant. Yata and Aoshima [14] gave consistency properties of the sample eigenvalues. Their result is summarized as follows: It holds for j (= 1, ..., m) thatλ
under the conditions:
(YA-i) d → ∞ and n → ∞ for j such that α j > 1;
The condition described by both d → ∞ and n → ∞ is a mild condition for n in the sense that one can choose n free from d. The above result given by Yata and Aoshima [14] draws our attention to the limitations of the capabilities of naive PCA in HDLSS data situations.
Let us see a case, say, that d = 10000, λ 1 = d 1/2 and λ 2 = · · · = λ d = 1. Then, we observe from (YA-ii) that one requires the sample of size n >> d 1−α 1 = d 1/2 = 100. It is somewhat inconvenient for the experimenter to handle HDLSS data situations.
We have that
Here, we consider U 1 as intrinsic part and U 2 as noise part. Since it holds that
the noise part holds the geometric representation similar to (3) or (9) . Let e n = (e 1 , ..., e n ) T be an arbitrary element of R n that is defined in Remark 2. Then, from (3) and Theorem 2, we have that
as d → ∞ either when n is fixed or n = n(d) satisfying n(d)
This geometric representation for the noise part influences the estimation scheme proposed in this article.
We consider an easy example such as m = 2 and λ 1 = d α 1 , λ 2 = d α 2 , λ j = c j , j = 3, ..., d, where α 1 > α 2 > 1/2 and c j 's are positive constants. Note that it is satisfying (11) . Then, we write that λ −1
Let us consider the behavior of e T n (U 2 − ( (12) . By using Chebyshev's inequality for any τ > 0 and the uniform bound M (> 0) for the fourth moments condition, one has for
as d → ∞ either when n → ∞ or n is fixed. Since we have that (
converge to 0 in probability. By using Markov's inequality for any τ > 0, one has for all
Thus we have that
Then, we obtain that λ −1
Hence, we claim as d → ∞ and n → ∞ that
From the proof of Corollary 4 and Theorem 6 in Appendix, we can obtain that n −1/2 z T 1û 2 = o p (d α 2 −α 1 ) as d → ∞ and n → ∞. By noting that ||n −1/2 z 2 || = 1 + o p (1) as n → ∞, we have that
Now, we consider estimating the noise part from the fact that as d → ∞ and n → ∞
for j = 1, 2. (See Lemma 7 in Appendix for the details.) Then, we have as d → ∞ and n → ∞ that
for j = 1, 2. Hence, we have a consistent estimator for λ j = d α j with α j > 1/2 that is a milder condition than (YA-ii).
In general, we propose the new estimation methodology as follows:
Note thatλ j ≥ 0 (j = 1, ..., n − 1) w.p.1 for n ≤ d. Then, we claim the following theorem.
Theorem 3. For j = 1, ..., m, we have that
multiplicity one. Under the conditions:
(i) d → ∞ and n → ∞ for j such that α j > 1/2;
where "⇒" denotes the convergence in distribution and N (0, 1) denotes a random variable distributed as the standard normal distribution.
Remark 4. Yata and Aoshima [14] gave the asymptotic normality ofλ j 's. Under the assumption that λ m+1 = · · · = λ d = 1, Lee et al. [9] considered an estimate of λ j such aṡ
). Hence, we may considerλ j as a noise reduction. However, we emphasize that the noise-reduction methodology allows users to have a consistent estimator,
Remark 5. When X is Gaussian, α 1 > 1/2 and either when α 1 > α 2 or m = 1, we have
for fixed n, where χ 2 n denotes a random variable distributed as the χ 2 distribution with d.f. n. Jung and Marron [7] claimed a similar result forλ j with α j > 1. Remark 6. When z jk , j = 1, ..., d (k = 1, ..., n) are not independent but the components of Z are ρ-mixing, we can claim the assertions similar to Theorems 3-4 under the conditions:
The conditions (i)-(ii) are milder than the ones given by Theorem 3.1 in Yata and Aoshima [14] for a non-ρ-mixing case. Corollary 1. When the population mean may not be zero, let us write that S oD = (15) by replacing S D and n with S oD and n − 1. Then, the assertions in Theorems 3-4 are still justified under the convergence conditions.
Consistency properties of PC directions.
In this section, we consider PC direction vectors. Jung and Marron [7] , and Yata and Aoshima [14] studied consistency properties of PC direction vectors in the context of naive
Then, Yata and
Aoshima [14] gave consistency properties of the sample eigenvectors with their population counterparts: Assume that λ j (j ≤ m) has multiplicity one as λ j ̸ = λ j ′ for all j ′ (̸ = j). Then, the first m sample eigenvectors are consistent in the sense that
under (YA-i)-(YA-ii). The following result can be obtained as a corollary of Theorem 4.1 in Yata and Aoshima [14] .
Corollary 2. The first m sample eigenvectors are inconsistent in the sense that
under the condition that d → ∞ and d/(n(d)λ j ) → ∞.
Remark 7. Under the condition described above, we have thatĥ
.., m). Jung and Marron [7] gave (16) as d → ∞ for a fixed n. Remark 8. When the population mean may not be zero, we still have Corollary 2 by using S oD defined in Corollary 1.
PC scores with noise-reduction methodology
In this section, we apply the noise-reduction methodology to principal component scores (Pcss). The j-th Pcs of x k is given by h T j x k = z jk √ λ j (= s jk , say). However, since h j is unknown, one may useĥ j = (nλ j ) −1/2 Xû j as a sample eigenvector. The j-th Pcs of
..,û jn ). Let us define a sample mean square error of the j-th Pcs by MSE(ŝ j ) = n −1 ∑ n k=1 (ŝ jk − s jk ) 2 . Then, Yata and Aoshima [14] evaluated the sample Pcs as follows: Assume that λ j (j ≤ m) has multiplicity one. Then, it holds that
Now, we modifyŝ jk by usingλ j defined by (15) . Let us write thatû jk √ nλ j (=s jk , say).
Then, we obtain the following result.
Theorem 5. Assume that λ j (j ≤ m) has multiplicity one. Then, we have that
Forû j , we can claim the consistency for a Pcs vector n −1/2 z j .
Corollary 3. Assume that λ j (j ≤ m) has multiplicity one. Then, the j-th sample eigenvector is consistent in the sense that
under the conditions (i)-(ii) of Theorem 3.
Remark 9. Lee et al. [9] gave a result similar to (19) . Under the assumption that λ m+1 = · · · = λ d = 1 and the multiplicity one assumption, they claimed as d/n → η ≥ 0 and n → ∞ that
Here, it holds that 
We consider a consistent estimator of s j (new) . Then, we have the following result.
Remark 10. Lee et al. [9] also considered a predict Pcs for s j(new) when λ m+1 = · · · = λ d = 1.
Now, we consider applying the noise-reduction methodology to the PC direction vectors.
Let us defineh j = (nλ j ) −1/2 Xû j . Then, we considerh j as an estimate of the PC direction vector, h j . By usingh j , j = 1, ..., m, we have the following the theorem.
under the conditions (i)-(ii) of Theorem 4.
Remark 11. Assume that λ j (j ≤ m) has multiplicity one. Then, the j-th sample eigenvector is consistent in the sense that
under the conditions (i)-(ii) of Theorem 3. For the norm, it holds that ||h j || = 1 + o p (1) under (YA-i)-(YA-ii).
Remark 12.
When the population mean may not be zero, we still have the above results by using S oD defined in Corollary 1.
Performances of noise-reduction methodology
When we observe naive PCA, the sample size n should be determined depending on d for α i ∈ (0, 1] in (YA-ii). On the other hand, the noise-reduction methodology allows the experimenter to choose n free from d for the case that α i > 1/2 as seen in the theorems given in Sections 3 and 5. The noise-reduction methodology is promising to give feasible estimation for HDLSS data with extremely small order of n compared to d. In this section, we examine its performance with the help of Monte Carlo simulations.
Independent pseudo-random normal observations were generated from N d (0, Σ) with d = 1600. We considered λ 1 = d 4/5 , λ 2 = d 3/5 , λ 3 = d 2/5 and λ 4 = · · · = λ d = 1 in (1). We used the sample of size n ∈ [20, 120] to define the data matrix X : d × n for the calculation of S D . The findings were obtained by averaging the outcomes from 2000 (= R, say) replications.
Under a fixed scenario, suppose that the r-th replication ends with estimates of λ j ,λ jr and λ jr (r = 1, ..., R), given by using (10) and (15) . Let us simply writeλ j = R −1 ∑ R r=1λ jr and λ j = R −1 ∑ R r=1λ jr . We considered two quantities, A:λ j /λ j and B:λ j /λ j . Fig. 3 shows the behaviors of both A and B for the first three eigenvalues. By observing the behavior of A, We also considered the Monte Carlo variability.
We considered two quantities, A: Var(λ j /λ j ) and B: Var(λ j /λ j ), in Fig. 4 to show the behaviors of sample variances of both A and B for the first three eigenvalues. By observing the behaviors of the sample variances, both the behaviors seem not to make much difference between A and B. Note that it holds M j = 2 (j = 1, ..., m) for Gaussian X. From Theorem 3.2 given in Yata and Aoshima [14] , the limiting distribution of (n/2) 1/2 (λ j /λ j − 1) is N (0, 1), so that the variance of A is approximately given by Var(λ j /λ j ) = 2/n. On the other hand, in view of Theorem 4, the limiting distribution of (n/2) 1/2 (λ j /λ j − 1) is N (0, 1). Hence, the variance of B is approximately given by Var(λ j /λ j ) = 2/n; that is approximately equal to the variance of A.
Next, we considered the Pcs. Independent pseudo-random normal observations were generated from N d (0, Σ). We considered the case that λ 1 = d 4/5 , λ 2 = d 3/5 λ 3 = d 2/5 and λ 4 = · · · = λ d = 1 in (1) as before. We fixed the sample size as n = 60. We set the dimension as d = 800(200)1800. Under a fixed scenario, suppose that the r-th replication ends with MSE(ŝ j ) r and MSE(s j ) r (r = 1, ..., R), given by using (17) Again, the noise-reduction methodology seems to perform much better than naive PCA. We conducted simulation studies for other settings as well and verified the superiority of the noise-reduction methodology to naive PCA in HDLSS data situations.
Finally, we compare the noise-reduction methodology with the cross-data-matrix methodology. Yata and Aoshima [16] gave a Pcs estimator by using the cross-data-matrix methodology. Letś jk be the j-th Pcs estimator of x k given in Section 5 in Yata and Aoshima [16] .
Independent pseudo-random observations were generated from the d-variate t-distribution, t d (0, Σ, ν) with mean zero, covariance matrix Σ and d.f. ν ∈ [20, 80]. We considered λ 1 = d 4/5 , λ 2 = d 3/5 , λ 3 = d 2/5 and λ 4 = · · · = λ d = 1 in (1). We set d = 1600 and n = 60.
We considered three quantities, A: MSE(ŝ j )/λ j , B: MSE(s j )/λ j and C: MSE(ś j )/λ j , in Fig.   6 to show the behaviors of A, B and C for the first three Pcss. Note that t d (0, Σ, ν) ⇒ N d (0, Σ) as ν → ∞. When ν is small, X has the geometric representation given by (5) . In the case, the cross-data-matrix methodology seems to perform better than the noise-reduction methodology. On the other hand, when ν is large, X has the geometric representation given by (3) . In the case, the noise-reduction methodology seems to perform best among the three estimators.
Inverse covariance matrix estimator
In this section, we apply the noise-reduction methodology to estimating the inverse covariance matrix of Σ. The inverse covariance matrix, Σ −1 , is the key to constructing inference procedures in many statistical problems. However, it should be noted that S −1 does not exist in the HDLSS context. Srivastava [11] and [12] used the Moore-Penrose inverse of S for several inference problems. Srivastava and Kubokawa [13] proposed an empirical Bayes inverse matrix estimator of Σ for the discriminant analysis and compared the performance with that of the Moore-Penrose inverse or the inverse matrix defined by only diagonal elements of S. Then, they concluded that the discriminant rule using the empirical Bayes inverse matrix estimator was better than the others. The empirical Bayes inverse matrix estimator was defined by S −1 δ = (S + δI d ) −1 with δ = tr(S)/n. Then, let us consider the eigen-decomposition of S −1 δ as
.
Theorem 7. Assume that n = n(d), α 1 < 1 − γ/2, γ < 1 and the first m population eigenvalues are distinct as λ 1 > · · · > λ m . Under the condition that (i) d → ∞ and
For
Let j δ be the maximum integer j(≤ m) such that α j − 1 + γ > 0. We assume that α j − 1 + γ ̸ = 0 (j = 1, ..., m). We observe that (v 11(δ) , ..., v j δ j δ (δ) , v j δ +1 j δ +1(δ) , ..., v dd(δ) ) is close to (2, ..., 2, λ j δ +1 κ −1 , ..., λ d κ −1 ). One should note that V δ is far from I d , so that H T S −1 δ H is far from Λ −1 . Let us consider a different inverse matrix estimator of Σ by using the noisereduction methodology. Let ω = min(tr(S)/(d 1/2 n 1/4 ), δ) andλ j = max(λ j , ω). Then, we define a new inverse matrix estimator as
whereh j is the same one as in Theorem 6. Let V ω = (v ij(ω) ) = Λ 1/2 H T S −1 ω HΛ 1/2 . Then, we obtain the following theorem. 
Let j ω be the maximum integer j(≤ m) such that α j − 1/2 + γ/4 > 0. We assume that
is close to (1, ..., 1, λ jω+1 ψ −1 , ..., λ d ψ −1 ). Note that ψ < κ w.p.1 when γ < 2/3. We can claim that V ω is surely closer to I d than V δ under (i)-(ii) of Theorem 8.
Remark 13. It should be noted thatĥ T j S −1 ωĥ j ≤ 0 w.p.1 asλ j /λ j = o p (1) . Let e d be a d-dimensional unit vector. Assume further in Theorem 8 that e d is a constant vector or e d and S −1 ω are independent. Then, we claim as d → ∞ that e T d S −1 ω e d ≥ 0 w.p.1.
Application
In this section, we apply the inverse covariance matrix estimator given by (20) to the discriminant analysis. Suppose that we have two d × N i data matrices,
We assume that x 11 , ..., x 1N 1 and x 21 , ..., x 2N 2 are independent and identically distributed as π 1 : N d (µ 1 , Σ) and π 2 : N d (µ 2 , Σ) , respectively. Let us write the eigen-
We assume (1) about Σ. Let x 0 be an observation vector on an individual belonging to π 1 or to π 2 . We estimate µ 1 , µ 2 and Σ bȳ
where n = N 1 + N 2 − 2. We assume d > n. We consider the discriminant rule based on the maximum likelihood ratio under which we classify x 0 into π 1 if
and into π 2 otherwise.
In the HDLSS context (d > n), there does not exist the inverse matrix of S. We observe from Theorems 7-8 that the inverse matrix estimator S −1 ω given by (20) is better than the empirical Bayes inverse matrix estimator S −1 δ . Let us compare the performances of S −1 ω and S −1 δ by conducting simulation studies. Let S = (s ij ). Define S −1 diag by S −1 diag = diag(s −1 11 , ..., s −1 dd ). We considered the discriminant rule given by applying S −1 ω , S −1 δ and S −1 diag to S −1 in (21). We examined its performance with the help of Monte Carlo simulations. We set d = 1600. We set µ 1 = (1, ..., 1, 0, . .., 0) T whose first 80 elements are 1, and µ 2 = (0, ..., 0) T . We generated the datasets (x i1 , ..., x iN i ), i = 1, 2, by setting a common covariance matrix as Σ = (ρ |i−j| 1/7 ), where ρ ∈ (0, 1). Note that tr(Σ) = d. We considered three levels of correlation as ρ = 0.2, 0.4, 0.6. Then, the eigenvalues, (λ 1 , λ 2 , λ 3 , ...), of Σ were calculated as (44.88, 19.07, 13.55,...) when ρ = 0.2, (198.05, 47.32, 29.77,...) when ρ = 0.4, and (491.78, 64.75, 37.80,...) when ρ = 0.6. We used a testing sample, x 0 in (21), by generating 50 times randomly from π 1 or π 2 . The experiment was iterated 100 times. The correct classification was estimated by the average rate of correct classification over the 5000 iterations. Note that the standard deviation of this simulation study is less than 0.0071. We denoted the error of misclassifying an individual from π 1 (into π 2 ) and from π 2 (into π 1 ) by e 1 and e 2 , respectively. We also considered the correct discriminant rule (CDR) given by replacing (21) with
In Table 1 , we reported the correct classification rate, 1 − e 1 , when (N 1 , N 2 ) = (10, 10) and (20, 20) . In Table 2 , we reported the correct classification rates, (1 − e 1 , 1 − e 2 ), when (N 1 , N 2 ) = (10, 20) and (20, 40) . When the correlation was low such as ρ = 0.2, we observed that the rule given by S −1 diag is as good as the others except CDR. This result is quite natural because Σ becomes close to a diagonal matrix as ρ → 0. As the variables were highly correlated, the rule given by S −1 diag became worse. It should be noted that the variables in actual HDLSS situations are highly correlated each other. When the correlation was high such as ρ = 0.4, 0.6, we observed that the rule given by S −1 ω was best among them. It should be noted that as the correlation between variables gets high, the first few eigenvalues of Σ tend to become extremely large. We may observe that the noise-reduction methodology effectively works for estimating eigenvalues in S −1 ω . 
A. Appendix
Throughout this section, let e 1n and e 2n be arbitrary elements of R n . Let
Let λ i1 ≥ · · · ≥λ is i be eigenvalues of U 1i . Letũ ij (∈ R n ) be an eigenvector corresponding tõ λ ij (j = 1, ..., s i ). Then, we have the eigen-decomposition as U 1i = ∑ s i j=1λ ijũijũ T ij . Let z j = (||n −1/2 z j ||) −1 n −1/2 z j (j = 1, ..., d) .
Proof of Theorem 1. By Chebyshev's inequality, for any τ > 0, one has for each off- (2) . Thus each off-diagonal element of (n/ ∑ d i=1 λ i )S D converges to 0 in probability as d → ∞ under (2). Thus we have that
When the components of Z satisfy (6), it holds that V (D k ) → 0. Thus we have that D k , k = 1, ..., n, converge to 1 in probability. When the components of Z do not satisfy (6) , it holds that D k has O p (1) for k = 1, ..., n. It concludes the result. 2
Proof of Theorem 2. By Chebyshev's inequality and Markov's inequality, for any τ > 0, we (8) . Thus, in a way to similar to (13)- (14) , it concludes the result. 2
The following lemma was obtained by Yata and Aoshima [14] . 
Thus it holds that d −α j (u kk − κ) = o p (1) for every k (= 1, ..., n). Note that d 1−2α i /n(d) = d 1−2α−γ . From (ii) of Theorem 3, there exists a positive constant ε j satisfying 1 − 2α − γ < −ε j . Thus we have d 1−2α j /n(d) < d −ε j . We claim Lemma 1 under (i)-(ii) of Theorem 3.
Then, we obtain for j = 1, ..., m, that
It concludes the result. Proof. One can write that
We first consider the case of i = i ′ . Note that E(z 2
s for the uniform bound M for the fourth moments condition. Then, for any τ > 0, one has as d → ∞ and n → ∞ that
Thus it holds that
As for the case of i ̸ = i ′ , note that
Therefore, we conclude the result. Proof. We have that
By using Markov's inequality, for any τ > 0 and the uniform bound M (> 0) for the fourth moments condition, one has as d → ∞ and n → ∞ that
Thus it holds that ||n −1/2 z T i diag(u 11 − κ, ..., u nn − κ)|| = o p ((d/n) 1/2 ). Next, we have that
where (\i, j) excludes numbers i, j. We consider the first term in (22). We have as d → ∞
and n → ∞ that
Now, we consider the second term in (22). Note that E(u 2
By combining (23)-(24) with (22), it holds that ||n −1/2 z T i U 21 || = O p ((d/n) 1/2 ). Thus we have that
It concludes the result. 2
Lemma 5. Assume that the first m population eigenvalues are distinct as λ 1 > · · · > λ m .
Then, it holds under (i)-(ii) of Theorem 3 that
Proof. By using Chebyshev's inequality, for any τ (> 0), one has as n → ∞ that
Thus we claim as n → ∞ that n −1 z T j z j ′ = O p (n −1/2 ) (j ̸ = j ′ ). Note that ||n −1/2 z j || 2 = 1 + o p (1) as n → ∞. Let us consider that S D − κI n = U 1 + U 22 . For λ j (j = 1, ..., s 1 ) that holds power α s 1 , we have from Lemma 2 that d −α j e T 1n U 22 e 2n = o p (1) under (i)-(ii) of Theorem 3. Then, it holds that λ 1 ||n −1/2 z 1 || 2 > · · · > λ m ||n −1/2 z m || 2 and λ 1 ||n −1/2 z 1 || 2 > e T 1n U 22 e 1n w.p.1. Thus we have under (i)-(ii) of Theorem 3 that
Then, it holds thatû T 1z 1 = 1 + o p (1) . There exists a random variable ε 1 ∈ [0, 1] and y 1 
Here, we first consider the case when α s 1 ≥ 1/2. Then, from Lemmas 3-4, we have under (i)-(ii) of Theorem 3 that (1) . Then, we have that
From the fact that ||n −1/2 z 1 || 2 > λ −1 1 λ 2 ||n −1/2 z 2 || 2 w.p.1, we have under (i)-(ii) of Theorem 3 that
so that ε 1 = O p (n −1/2 ). Thus it holds under (i)-(ii) of Theorem 3 that
Next, we consider the case when α 1 ∈ (0, 1/2). Then, from Lemmas 3-4, we have under
In a way similar to the case when α 1 ≥ 1/2, we have that ε 1 = O p (d 1/2−α 1 n −1/2 ). Thus it holds under (i)-(ii) of Theorem 3 that
By combining (26)-(27), we can write that
under (i)-(ii) of Theorem 3.
Finally, we consider the case that λ j (j = s 2 , ..., m) that holds power ≤ α s 2 . Then, in a way similar to the proof of Theorems 3.1-3.2 in Yata and Aoshima [14] , in view of Remark 14, it holds (28) under (i)-(ii) of Theorem 3. It concludes the results. 2
Remark 14. Assume that the first m population eigenvalues are distinct as λ 1 > · · · > λ m .
Forλ ij (i = 1, ..., l; j = 1, ..., s i ) it holds as d → ∞ and n → ∞ that λ −1 jλ ij = 1 + o p (1) and
Remark 15. When the population eigenvalues are not distinct, we consider the case as follows: Suppose that λ 1 = · · · = λ t 1 > λ t 1 +1 = · · · = λ t 2 > · · · > λ t r−1 +1 = · · · = λ tr (= λ m ),
where r ≤ m. We can claim under (i)-(ii) of Theorem 3 that
where t 0 = 0. 1, ..., m) .
Proof. Note that tr(S D ) = ∑ d j=1 λ j ||n −1/2 z j || 2 . By using Chebyshev's inequality, for any τ > 0 and the uniform bound M for the fourth moments condition, one has under (i)-(ii) of (1) .
Let s 0 = 0. Here, for i = 1, ..., l and j = s i−1 + 1, ..., s i , from Lemma 2, we have under (i)-(ii) of Theorem 3 that λ −1 j e T 1n (S D − κI n )e 1n = λ −1 j e T 1n U 1i e 1n + o p (1) . Note that rank(U 1i ) = rank( ∑ s i j=1 λ j ||n −1/2 z j || 2z jz T j ) = s i w.p.1. Thus it holds that
Then, from Lemma 5 and Remark 15, for i = 1, ..., l and j = s i−1 + 1, ..., s i − 1, we have under (i)-(ii) of Theorem 3 that
When j = s i , we can claim (30). By combining (29) with (30), it holds under (i)-(ii) of
Proof of Theorems 3 and 4. We first consider the case when λ j (j ≤ m) has multiplicity one. We write thatλ
By combining Lemma 6 with Lemma 7, we have under (i)-(ii) of Theorem 3 that
1 + o p (1) under the condition that d → ∞ and d/(nλ j ) → ∞. Then, we have that
It concludes the result. In a way similar to the proof of Theorem 3 in Yata and Aoshima [16] , it holds under (i)-(ii) of Theorem 3 that λ −1 j λ s n −1/2 z T sû j = o p (1) (s = 1, ..., s i ; j = s i + 1, ..., s i+1 ; i = 1, ..., l − 1).
For the case when λ j (j ≤ m) has multiplicity one, we can claim the above result.
First, we consider Theorem 6. From Lemma 6, we have that From the proof of Lemma 5, we have under (i)-(ii) of Theorem 4 that u j = (1 + o p (n −1/2 ))z j + o p (n −1/4 ) × y j ,
where y j ∈ R n such that y T jz j = 0. Note that 
Here, by noting that α 1 < 1, for any τ > 0, we have as d → ∞ that Thus it holds that κ −1λ j = κ −1ûT j (U 1 + U 2 )û j > 0 w.p.1 for all j = 1, ..., n. We can write thatz j = ∑ n k=1 b jkûk (j = 1, ..., d) , where ∑ n k=1 b 2 jk = 1. From Lemma 5, we have that z T jû j = b jj = 1 + O p (n −1 ) + O p (d 1−2α j n −1 ). Thus it holds that ∑ n k(\j) b 2 jk = O p (n −1 ) + O p (d 1−2α j n −1 ), where (\j) excludes number j. Here, we have for j, j ′ that
for j ′ (> j) satisfying (i) of Theorem 7, where (\j, j ′ ) excludes numbers j, j ′ . Then, by noting that α 1 + γ − 3/2 < 0 when α 1 < 1 − γ/2 and γ < 1, we claim that
On the other hand, by noting that b jj ′ = O p (n −1/2 )+O p (d 1/2−α j n −1/2 ) and b j ′ j = O p (n −1/2 )+
