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Abstract
Although adaptivity, the ability to adapt, is an important property of com-
plex computing systems, so far little thought has been given to its evaluation.
In this paper we propose a framework and methodology for the definition of
benefit-based adaptivity metrics. The metrics thus defined allow an informed
choice between systems based on their adaptivity. We demonstrate applica-
tion of the framework in a case study of restart strategies for Web Services
Reliable Messaging. Additionally, we provide a broad survey of related ap-
proaches that may be used in the study of adaptivity (comprising, among
others, robustness, performability, and control analysis), and evaluate their
respective merits in relation to the proposed adaptivity metric.
Key words: Adaptivity, Software Performance, Autonomic Systems,
Adaptation, Metric Survey, Adaptivity Metric Framework
1. Introduction
Modern-day computing systems operate in environments that are un-
predictable, complex, subject to failures, criminal attacks and various other
types of voluntary or inflicted change. An important development in modern-
day systems is the recognition that a system must be capable of adapting
itself in order to achieve optimal (or at least satisfactory) performance. As
an example, consider a service-oriented system composed of multiple services
and components. Without adaptation, the overarching service is vulnerable
∗This paper was written while the authors were at Humboldt-Universita¨t zu Berlin.
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to degraded performance through slow or faulty components or to message
loss between services. Using adaptation, the service can change the services
it uses in its composition [3], or it can change parameters such as the fre-
quency with which it retries failed messages depending on the requirements
and the changes taking place in the overall system.
In recent years, industry and academia have increasingly addressed the
demand for adaptation, particularly with the introduction of autonomic and
self-adaptive systems [2]. However, prevalent approaches (e.g. [2, 34]) focus
solely on the development and classification of methods to make systems
adapt, while little attention has been paid to how to evaluate adaptivity. We
believe it is of considerable interest and importance to evaluate the ability
of a system to adapt itself successfully, and to be able to compare different
systems or algorithms with respect to their ability to adapt. We use the
term adaptivity to define this ability of the system. That is, adaptivity is
the ability of a system to adapt itself successfully with respect to one or more
performance metrics of interest.
Ametric to evaluate the adaptivity of a system must meet various require-
ments, as we review in Section 2.3. In our approach, we want to provide a
methodology and metric that can be used across many different adaptive
systems, for many different performance metrics. (Note that in this paper
we use the term performance to mean any quality of service metric.) The
main assumption is that performance of a system is measured or simulated
and that traces are available for which the performance at discrete points in
time is observed. Trials delimit adaptation periods, during which the system
may adapt in order to improve the performance experienced on the next trial.
We then construct an adaptivity metric that maps the outcome of (repeated)
trials on a metric in the interval [0, 1], where 1 represents optimal adaptivity.
The important contributions of our adaptivity evaluation framework are
as follows. First, we provide methodology to evaluate the adaptivity of a
system, irrespective of the specifics of the system. The only assumption is
that measurement traces or simulation traces can be obtained, in test-beds,
real systems or software tools for discrete-event simulation. Secondly, we
provide a metric that naturally evaluates adaptivity on a scale from zero
to one. We believe that this provides a powerful tool for interpretation of
system adaptivity. Third, we provide a survey of various other approaches
that could be employed in the evaluation of adaptivity.
The paper extends the work presented in [32] by providing an in-depth
survey of related approaches for evaluating adaptive behaviour in computing
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systems. By sketching the application of these approaches to the example
used in our work, we discuss their particular properties when employed to
measure adaptivity. This allows us to illustrate how our adaptivity metric
framework may benefit from similar work in other fields. It also shows to what
extent concepts like self-healing, robustness and performability in fact include
a notion of adaptivity. Furthermore, we provide a complete methodology
for applying the adaptivity metric framework and illustrate the use of the
framework in a case study of Web Services Reliable Messaging.
The paper is structured as follows. In Section 2 we provide a broad dis-
cussion of the concept of adaptivity and introduce the system-environment
model used throughout the paper. Section 3 then defines the proposed frame-
work for an adaptivity metric, which is evaluated in Section 4 for Web Service
Reliable Messaging. In Section 5 we then review a number of distinct research
areas with the focus on how they may allow us to measure adaptivity and
how they compare to the proposed adaptivity framework.
2. On Adaptation
In this section we discuss adaptation and introduce a system abstraction
that we will use throughout this paper. This system model allows us to
discuss and compare related literature in Section 5 and represents the model
underlying the adaptivity metric we will introduce in Section 3.
We start by a necessary clarification of terminology. Skyttner, in his gen-
eral systems theory [38], defines adaptability as a biologically inspired process
of change and adjustment. On the other hand, the dictionary definition [45]
states that ‘adapt’ can be used both in the transitive and the intransitive
form. When used in the transitive form, adaptation means that the system
is being adapted by an outside party. With the intransitive form, the sys-
tem itself modifies its parameters to better fit the environment. Then, the
terms adaptability and adaptivity allow a distinction between the potential
for adapting the system (adaptability), and the system’s ability to adjust it-
self (adaptivity). Since our focus lies on evaluating the ability of computing
systems to successfully respond to changes in the environment, we are inter-
ested in adaptivity, as opposed to adaptability, in the sense of the dictionary
definition. We note in passing that there are approaches that measure the
adaptability of a system [11, 13].
Our goal is to provide a metric that allows the comparison of systems with
respect to their adaptivity. Therefore, we follow a quantitative approach,
3
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Figure 1: The general model considered in the study of adaptation.
where we are concerned with the behaviour of the system, as opposed to its
architecture. Note that there exist approaches that focus on the architec-
tural or qualitative aspects of adaptive systems (e.g. [27]). However, such
approaches do not easily enable comparisons between systems, since it is dif-
ficult to measure architectural aspects. Furthermore, in practice, details of
a system’s architecture are often not known.
2.1. System Model
Figure 1 shows the system-task model employed throughout the paper.
In the study of adaptation the focus lies on the system B, which is a client
to a system C and acts as a server to another system A. That is, A delegates
a task b to B, which completes this task, using an invocation c of C. From
A’s perspective, B’s task completion properties determine how ‘useful’ a
completed task b is to A. Since the system B delegates a part c of its task b
to the server C, B in turn has to contend with C’s task completion properties.
Out of two systems B and B′, the one that completes tasks in a manner
more ‘useful’ to A is the one more suitable (from A’s perspective). Thus for
B adaptation means a change in the way it operates on tasks, with the aim
of becoming more ‘useful’ to A. Figure 1 shows that B operates in an envi-
ronment determined by both A and C: C’s task completion properties may
have a positive or negative impact on B’s usefulness, and thus its usefulness
to A. On the other hand, A may also influence B through the characteristics
of the workload it puts on B, e.g. larger tasks or more frequent invocations
may require more resources in B.
2.2. Elements of the Adaptation Problem
We now first introduce the various elements needed to discuss the adap-
tation metric and related literature. Adaptation implies that the system B
modifies its behaviour in order to improve its task completion properties, as
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Figure 2: Adaptation as a Sequence of Trials
they are perceived by B’s client system A. Adaptation thus results in dy-
namic system behaviour. Our formalisation must account for the dynamics
in B’s treatment of tasks. We then have to refine the vague notion of ‘useful’
employed so far.
Drawing from the formalisation in [18] (see Section 5 for a detailed dis-
cussion), we start with the concept of trials: A trial is an interaction of the
system under study with its environment. Adaptation takes place within a
sequence of trials. That is, trials correspond to tasks bi delegated to B by
A. How useful B is to A depends on how it performs on the tasks bi. Each
task may be more or less useful to A, and with each task the system B can
improve its overall usefulness. This is illustrated in Figure 2: We observe
performance of each completed task. Each task is a trial for the system B.
In the adaptation periods between trials, the system may adapt in order to
improve performance of the next task. Note that the adaptation periods re-
sult from the fact that we evaluate the system in regard to its performance
on distinct, subsequent tasks.
We use the concept of payoff to describe how useful a task completion is
to A. The payoff can be a direct measure, where the observed attribute is
e.g. response time, or an indirect measure [23], such as a function of response
time and fairness. The payoff of a trial depends on the environment that B
is in and the structure of B, that is, the internal state of B that influences
how B handles the task.
Our framework then consists of the following components:
· Structures S The part of B’s internal state that determines the behaviour
of the system B is called its structure. The exact nature of a structure will
depend on the nature of the task performed by the system.
· Payoff P The payoff encodes how ‘useful’ a task b completed by the sys-
tem B is to the system A. The payoff function P maps observations of
the metrics that describe B’s task completion properties to IR. Suppose
that, from A’s perspective, task completion can be measured using perfor-
mance metrics M1,M2, . . . ,Mn, describing properties such as completion
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time, correctness or fairness. Then the function
P :M1 ×M2 × · · · ×Mn 7→ IR
provides a measure for how useful the completed task was to A. In the
following we assume that P ∈ [0, 1], with P (t) = 1 denoting optimal payoff.
Payoff functions must be defined in such a way that they correctly reflect
the usefulness of task completions. For instance, for systems interacting
directly with a user, payoff may be computed using utility functions (cf.
e.g. [22]). Payoff is thus a measure associated with a viewpoint [49] of
usefulness. Payoff can be a metric of different scales [49, 36], however, it
must be noted that for the adaptivity metric defined in this paper, the
payoff metric cannot be of nominal [36] or categorical [49] scale type, since
then comparisons or improvement over time could not be defined.
· Environments E The environment comprises all parameters that affect B’s
task completion properties.
· Time T Trials are ordered by time. Furthermore, both the structure and
the environment at the time t ∈ T of a trial may depend on time. Note
that the payoff is considered time-invariant.
When studying adaptation, we analyse B’s behaviour within these pa-
rameters based on an observation function Obs
Obs : T 7→ P × E × S
Obs(t) := (P (t), E(t), S(t)),
that, for every time t, encodes the environment E(t), the structure S(t) used
within this environment and the payoff P (t) thus obtained. The observation
function Obs(t) is sampled at times t1, t2, . . . of trials b1, b2, . . . . Note that
ideally this observation function would be studied by an omniscient observer
of the systems A, B and C that can observe the payoff P , the structures S
and the environment E. In reality, however, we often do not know some of
these parameters for the system we want to evaluate. It should also be noted
that these parameters are at least partially hidden to the system B, i.e. B
must perform its adaptation based on limited knowledge.
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2.3. Desirable Properties of a Metric
The choice of a metric should be guided by the purpose behind using that
metric. An adaptivity metric should provide a way to assess the adaptivity
of a system, thus facilitating an informed choice between adaptive systems.
Furthermore, it may be useful to automate this choice.
Quite a lot of work has been devoted to the issue of deciding what con-
stitutes a good metric [19, 23, 37, 49, 46]. While a detailed discussion of
the various approaches is out of scope for this paper, we can summarise by
identifying several recurring themes:
· Comparability A good metric must allow comparisons between systems.
This implies that it must not regard all systems as equal (expressed in
Weyuker’s [46] first axiom, Kitchenham’s [23] first property and Shepperd’s
[37] second axiom). It also implies that metric values can be compared
(Jaquith’s [19] third property). The relation used to compare metric values
must also be capable of expressing equality (Weyuker’s first axiom, Shep-
perd’s third and fourth axioms). In formal terms, there must be a relation
≤M on the measurement values, i.e. the metric must define an order.
· Intuitive Interpretation A metric must reflect intuitive notions of the sys-
tem under study [23]. This means that it must preserve empirical orderings
(stipulated in Shepperd’s fifth and sixths axioms, and in Zuse’s [49] con-
cept of viewpoints). Preservation of empirical orderings also includes the
requirement that measurements of the system do not vary, except within
measurement error (Weyuker’s eighth and Shepperd’s first axiom). Infor-
mally, this requirement is also expressed in Jaquith’s fifth property.
We extend this concept by additionally demanding that there is an intu-
itive interpretation for the metric. Interpretation is necessary to understand
what the metric tells about the system, and to compare the measurements.
Otherwise one may arrive at wrong results due to misconceptions in what
was measured or due to wrong conclusions drawn from the measurements.
Consequently, the metric should be derived in a way that can be easily in-
terpreted by someone without a strong background in a specific modelling
technique, and the relation used to establish the order required for compar-
isons should also not rely on extensive modelling.
· Simple and Efficient Computation Measurements using the metric must not
incur high costs (Jaquith’s second property). In particular, it must be pos-
sible to compute the metric with little effort, as otherwise it cannot be
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applied in practice. This requirement is even more important for the de-
sign of management components that monitor the adaptivity of systems at
runtime. These components rely on values for the metric being available in
real-time, i.e. on time for the decisions to be made. Therefore on-line com-
putation of the metric must be possible, which necessitates that the metric
can be computed within a reasonable time-span and using data available
during operation.
In addition, there are various elementary properties for valid metrics that
we do not reiterate in detail, such as that units of measures are equivalent or
that the metric must allow consistent measurement. See for instance prop-
erties (3) and (4) and the properties of indirect metrics in [23], Jaquith’s
first property or Weyuker’s third and fourth axiom. Furthermore, we ex-
clude properties that are specific to software complexity measures, such as
Weyuker’s axioms (5)–(7) and (9), since these are not applicable for adap-
tivity metrics where we are not concerned with the structure of the system.
3. Adaptivity Metric
There a three design goals for the adaptivity metric framework: The
framework shall address the dynamic nature of the adaptation process; its
applicability should not be limited by the visibility of the parameters of the
adaptation problem (Section 2.2), and metrics defined using the framework
should possess all of the desirable properties listed in the previous section.
These considerations inspire the following fundamental ideas:
· Study adaptation as a sequence of trials Similar to the optimal allocation
of trials metric [18], the adaptation process is considered a sequence of
trials. This addresses the dynamic nature of adaptation. However, unlike
the optimal allocation of trials approach in [18], neither the current structure
chosen by the system nor an ordering of structures according to their payoff
need to be known. This addresses the problem that such knowledge often
does not exist for a system under study. We provide details of Holland’s
approach [18] in Section 5.
· Study system behaviour from the outside As in the approach with payoff ac-
cumulation [18], the system is studied as a black box in its environment.
Only the payoffs obtained in each trial are assumed to be known. Unlike the
payoff accumulation metric, the metric to be developed focuses not on the
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accumulation of payoff. Instead, payoff changes throughout the sequence of
trials are studied. Defined in this manner, the framework can be applied as
long as the payoff of individual trials is observable (i.e. a system A exists
which can measure B’s performance).
· Normalise metrics to [0, 1] A theoretical optimal system will be used as a
reference to normalise metrics defined using the framework. The optimal
system always performs in the best way, i.e. it obtains the highest possible
payoff on all trials. The metrics will be expressed as the ratio between
an actual system and the optimal system. This bounds the metric to the
interval [0, 1].
The derivation of the adaptivity metric framework proceeds as follows:
Let the times ti ∈ T for which observations Obs(t) exist be ordered (i.e.
∀i < j : ti < tj). We then study the sequence of N := |T | > 1 trials
Obs(t1), Obs(t2), . . . , Obs(tN).
Since we observe the system’s behaviour from the outside, only the payoff
P (t) in each observation Obs(t) is visible. Defining pi := P (ti), the payoff
value of the ith trial, we have a sequence of payoffs
p1, p2, . . . , pN
that the system obtained in the N trials. E.g. in Figure 3, the payoffs for
the actual system are
p1 = 0, p2 = 0.5, p3 = 0.25, p4 = p5 = 0.75.
Each payoff pi is considered the result of a decision made by the system in
the adaptation period between the previous trial i − 1 and the next trial i.
That is, the system could either choose another structure, or keep the current
one. The payoff reflects how good either decision was: An increase in the
payoff between subsequent trials (pi > pi−1) implies a positive decision, and
a payoff decrease (pi < pi−1) is the result of a negative decision. A constant
payoff (pi = pi−1) signals a neutral decision.
The idea underlying the above is that the order of the observed payoffs is
important. As an example, consider an adaptive system that continuously
improves versus a system that achieves the same payoff levels, but in reversed
order. The sums of all payoff are equal in both cases. However, our intuition
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Figure 3: Example of adaptive system behaviour.
is that successful adaptation implies an improvement in the usefulness of the
system. Consequently, the system with decreasing payoff should be assigned
a much lower (or even zero) adaptivity value than the one that increases
payoff.
In order to reflect this, we base our metric on the quality of the decisions.
This means that we must define the benefit associated with each type of
decision. Let
D⊖ := {i = 2, 3, . . . , N | pi−1 > pi}
D⊙ := {i = 2, 3, . . . , N | pi−1 = pi}
D⊕ := {i = 2, 3, . . . , N | pi−1 < pi}
denote the sets of negative, neutral and positive decisions, respectively. Neg-
ative decisions are considered non-beneficial (but not detrimental, either).
For the real system in Figure 3, these sets are
D⊖ = {3}, D⊙ = {5}, and D⊕ = {2, 4}.
The benefit of a positive decision shall be
∆i :=
pi + pi−1
2
.
That is, the benefit of a positive decision is larger than that of staying con-
stant at the lower payoff pi, but smaller than that of staying at pi+1.
When defining the benefit of a neutral decision we have to take into
account that values of the metric are to be normalised using values from an
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optimally adaptive system as a reference. The optimal system is assumed to
choose the structure that yields optimal payoff in each trial. This means that
for the optimal system the payoff stays constant throughout the sequence (see
Figure 3):
p1 = p2 = · · · = pN = 1.
Consequently, in order to ensure that the adaptivity metric correctly reflects
the optimally adaptive system’s optimality, the benefit of a neutral decision
must be equal to the payoff obtained by that decision.
We can now define the metric: The sum of the benefits obtained by all
decisions in the sequence is ∑
i∈D⊕
∆i +
∑
i∈D⊙
pi.
The optimally adaptive system S∗ is characterised by the fact that its deci-
sions are always optimal, i.e. always yield the optimal payoff. Therefore, for
S∗ all decisions are neutral:
D∗⊙ = {i | i = 2, 3 . . . , N}
D∗⊕ = ∅,
The sum of the benefits obtained by the optimal system is∑
i∈D∗
⊙
∆i =
∑
i∈D∗
⊙
1 = |D∗⊙| = N − 1.
Thus the maximum benefit any system can accumulate is equal to the number
of decisions, N − 1. Then, the ratio
Ad :=
∑
i∈D⊕
∆i +
∑
i∈D⊙
pi.∑
i∈D∗
⊙
pi
=
∑
i∈D⊕
∆i +
∑
i∈D⊙
pi.
N − 1
(1)
expresses how close the benefit accumulated by the measured system is to
that of the optimal system S∗. Since N−1, the benefit of the optimal system,
is equal to the number of decisions, Ad also encompasses the probability that
the system makes a beneficial decision.
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ei−1 = ei ei−1 6= ei
si−1 = si si−1 6= si si−1 = si si−1 6= si
pi−1 > pi – ⊖ ⊖ ⊖
pi−1 = pi ⊙ ⊙ ⊙ ⊙
pi−1 < pi – ⊕ ⊕ ⊕
Table 1: Decision Quality
Example. Figure 3 illustrates the behaviour of a real and the optimal system.
Here, adaptivity of the real system is
Ad =
0.25 + 0.5 + 0.75
4
= 0.375
Note that the above definition of an adaptivity metric requires that the
payoff has metric scale type, i.e. that there exists a meaningful notion of
distance between any two values of the payoff metric [36]. While it may also
be possible to define an adaptivity metric based on an ordinal payoff metric,
nominal payoff metrics cannot be used for such a definition, since they do
not provide a notion of improvement.
Furthermore, we would like to point out that the metric, as defined here,
does not depend on knowledge of either the environments or the structures.
However, some refinements may be applied if such knowledge exists. As
Table 1 shows, several combinations of changes in Obs may be possible: The
environment may stay constant (first two columns), or it may change (second
two columns) between decisions. Likewise, for each situation the system may
choose a new structure or use the same as before. Then, the outcome of these
decisions may be weighted differently, depending on the changes the system
had to contend with. For instance, one may consider a payoff decrease due
to a change in the environment less severe than one just due to the trial
of a new structure. This, however, will be left for future work. The table
reflects this limitation: Changes in the environment or the structures have
no impact on whether a decision is classified as detrimental (⊖), neutral (⊙)
or beneficial (⊕).
3.1. General Methodology for Applying the Framework
In order to apply the framework presented in the previous section, the
following steps have to be taken:
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1. Identify the systems A, B, the task performed by B, and the environ-
ment of B (Figure 1). System B is the system under study, while A
is the system from whose point of view B is to be considered. The
task performed by B for A defines the parts of B’s outside behaviour
relevant to A, and the environment represents the parameters to which
B must adapt.
2. Define one or more performance metrics M1, . . . ,Mn on the task per-
formed by B. These metrics must reflect the usefulness of B’s task
completions, and they must be measurable by A.
3. Using the performance metrics, define a payoff metric P : M1 ×M2 ×
· · · × Mn 7→ [0, 1] that encodes usefulness of task completions in a
real-valued scalar, normalised to [0, 1]. P = 1 should correspond to
the optimal case, while P = 0 should reflect the worst case (i.e. the
response is useless).
4. Observe performance of B in a real-world scenario, in a test-bed em-
ulating realistic operating conditions (e.g. using fault injection), or in
simulation. Then, the payoff metric and the adaptivity metric can be
computed.
4. Case Study: An Adaptivity Metric for Restart Strategies
in WSRM
We will now present a case-study for the application of the metric frame-
work defined in the previous section to the adaptivity of restart strategies
in a Web Services Reliable Messaging (WSRM) implementation. The case-
study illustrates the use of the adaptivity metric framework defined in the
previous section, and it will let us explore problems that may arise in the
practical application of the framework.
4.1. Introduction: Web Services Reliable Messaging
WSRM implementations provide reliable message transports for Web-
Services-based Service-Oriented Architectures. The WSRM standard defines
a protocol to provide reliable transmission of SOAP messages over possibly
unreliable channels [4]. WSRM implementations utilise acknowledgement
schemes to infer the message transmission status, and resend messages if no
acknowledgement arrives before a retransmission timeout. Web Services, and
thus the WSRM, use typical application-layer protocols (e.g. HTTP, SMTP)
of the TCP/IP stack as SOAP transports. In this sense SOAP message
13
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Figure 4: The SOAP Network Stack.
retransmissions by the WSRM pose an instance of application-level restart
[31, 43].
The use environment of a WSRM implementation cannot be determined
at development time, since such a system may encounter a variety of SOAP
transports and workloads. Furthermore, the environment often changes at
run-time; in particular, Internet path conditions such as connectivity and
delay are known to be variable [9, 28, 48]. Consequently, WSRM imple-
mentations must be able to adapt to unknown and changing environmental
conditions.
We consider three strategies for computing the restart interval in the re-
liability algorithm of WSRM: The first strategy uses the well-known Jacob-
son/Karn algorithm [21, 24]. With the Jacobson/Karn algorithm the time-
out is computed from the smoothed mean and the variance of the round-trip
time (RTT). The second strategy uses a modified version of the algorithm
presented in [42], which we term the QEST algorithm in the following. This
algorithm obtains a histogram representation of past completion times and
tries to find the timeout that minimises expected completion times. The
version used here also employs exponential back-off on restarts. In order
to assess the advantage of adaptive behaviour over pre-deployment adapta-
tion we also consider restart after a constant interval of 4 s (FixedIntervals
strategy).
4.2. Step 1: Identification
Following the methodology presented in Section 3.1, we must first describe
the scenario within the framework, as follows: The system under study, B,
is the WSRM implementation. The client system A from whose perspective
B is studied is the Web Service application utilising the WSRM. The envi-
ronment consists of the workload generated by the application, and of the
14
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Figure 5: ETT and URC.
characteristics of the network stack (Figure 4), such as TCP delay resulting
from IP packet loss.
The tasks that the application delegates to B are transmissions of SOAP
messages. The WSRM implementation can influence the characteristics of
message transmissions through the restart timeout, thus the timeout consti-
tutes the structure S. The WSRM adjusts to the environment by changing
the restart timeout.
4.3. Step 2: Define Performance Metrics for Restart in WSRM
In order to describe the usefulness of task completions, we need to define
performance metrics for the WSRM. These metrics must reflect those char-
acteristics of message transmissions that are relevant to the WS application.
Based on the performance metrics, we can define the payoff metric in the
next section.
Extending our work in [31], we define three performance metrics. The Ef-
fective Transmission Time (ETT) and the Unnecessary Resource Consump-
tion (URC) metrics are generic metrics applicable to a wide range of systems.
The Savings (SAV) metric, on the other hand, measures the reduction of com-
pletion times obtained by restart, and is therefore limited to systems that
apply restart.
Effective Transmission Time (ETT) metric. Figure 5 illustrates the concept
behind the ETT metric: Every application message mi is sent ni ≥ 1 times
by the WSRM source. For each of these transmission attempts there is a pair
of sent/received times (sij, rij), with j = 1, . . . , ni enumerating the attempts,
sij ∈ IN and rij ∈ IN ∪ ∞ (where rij = ∞ denotes a transmission failure,
i.e. message loss). Based on the assumption that failures are transient, we
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expect at least one transmission k to be successful, i.e. there will be a tuple
(sik, rik) with rik <∞. Let k
∗
i denote the earliest such transmission, i.e.
k∗i = argmin
k∈{k:rik<∞}
rik.
Then the Effective Transmission Time for the message mi is defined as fol-
lows:
ETTi := rik∗
i
− si1.
Unnecessary Resource Consumption (URC) metric. With restart, messages
may be sent several times. Each retransmission increases the load on the
network (server system C in Figure 1), which is unfair towards other clients.
Ideally, a message would have to be sent only once in order to be transmitted.
However, transmissions may fail, and these then require a retransmission.
The Unnecessary Resource Consumption (URC) Metric is derived from
this line of thought: Of all successful transmissions (rij < ∞), only one
was necessary. All failed transmissions (i.e. those with ri = ∞) before the
first successful transmission are also considered necessary. All transmissions
that were initiated after the first successful transmission (with index k∗i ) ar-
rived are unnecessary, regardless of their completion status. Thus, of all ni
(re-)transmissions of the message mi, the only unavoidable transmissions are
those that started before the arrival time (r∗i ) of the first successful trans-
mission, but failed, and the first successful transmission (k∗i ) itself. With
every other transmission the sender consumed resources unnecessarily. This
behaviour is measured by the Unnecessary Resource Consumption (URC):
URCi := ni − |{rij =∞ | j < k
∗
i }| − 1.
Savings (SAV) metric. By applying restart, the WSRM aims to reduce the
Effective Transmission Time of application messages. Our third performance
metric directly measures the reduction in completion times that is achieved
by restarting instead of waiting for the first transmission to complete. This
time is measured as the difference between the time required for the first
transmission, ri1−si1, and the Effective Transmission Time, i.e. the time that
was actually required to transmit the message, possibly including restarts:
SAVi = (ri1 − si1)− ETTi.
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4.4. Step 3: Define Payoff Metrics for Restart in WSRM
Based on the three performance metrics ETT, URC and SAV, we will
define two payoff functions for restart strategies in WSRM: The ETT/URC-
based payoff metric P 1 corresponds to performance within the timeliness-
fairness tradeoff (cf. [31]). The savings-metrics SAV reflects the speedup of
message transmissions achieved by applying restart.
The ETT/URC-based payoff metric. Payoff metrics in the adaptivity metric
framework need to be bounded to the interval [0, 1], with P = 1 denoting
optimal payoff. Neither ETT nor URC fulfil these requirements. Leveraging
the observations that
lim
ETT,URC→0
1 + ETT + URC = 1 and
lim
ETT→∞∨URC→∞
1 + ETT + URC =∞,
we define the ETT/URC-based payoff function P 1 as
P 1(mi) :=
1
1 + αc(ETTi) + (1− α)URCi
, (2)
where c : [0 :∞) 7→ [0 :∞) is a cost function that maps ETTs into costs, and
the weighting factor α ∈ [0, 1] reflects the relative importance of timeliness
over fairness. The purpose of c is to account for the fact that ETTs are
typically several orders of magnitude larger than URCs, which skews payoff
computations. On the other hand, we can easily associate costs to ETTs,
where we define the costs to be in the same order of magnitude as URCs.
We use the following definition:
c(x) :=
⌊
exp
{
x
β
}⌋
− 1, ; where β =
ETT ∗
ln 2
.
In the above equation, ETT ∗ is a threshold value below which the applica-
tion considers ETT values to be equivalent to zero. Consequently, costs for
ETT < ETT ∗ are zero, and equal/greater than 1 for ETTs of at least ETT ∗.
Savings-based Payoff Function. In the definition of the savings-based payoff
function P 2 a threshold value SAV ∗ is used. Restart is considered useful if
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the reduction in completion time (SAVi) is larger than the threshold SAV
∗
(e.g. SAV ∗ may be 100ms):
P 2SAV ∗(mi) =
{
1 : SAVi > SAV
∗
0 : else
. (3)
We then define the adaptivity metrics Ad1 and Ad2, based on the payoff
metrics P 1 and P 2, respectively. Note that the payoff metrics differ in their
viewpoints [49]: P 1 measures payoff in the tradeoff between timeliness and
fairness, while P 2 measures the advantage when applying restart. Conse-
quently, the resulting adaptivity metrics also have differing viewpoints.
4.5. Step 4: Observe Performance Metrics and Compute the Adaptivity Met-
ric
We study adaptivity of the Jacobson/Karn, QEST and FixedIntervals
strategies in a custom-implemented test-bed, as shown in Figure 6. The
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Figure 7: Ad1 values for scenarios S1 and S2, with 95% confidence intervals.
test-bed consists of a sample application that asynchronously transmits uni-
directional messages, a WSRM implementation (Sandesha1, [40]), and an op-
eration environment comprising, in particular, the SOAP framework (Axis1,
[39]) and the TCP/IP stack, where we inject faults in order to exercise
the adaptation process with realistic operating conditions. We consider IP
packet loss, with loss-patterns described by a time-driven simple two-state
Gilbert model [47, 14, 16]. Since TCP detects and retransmits lost IP pack-
ets, IP packet loss will result in particular delay patterns for TCP connec-
tions [24, 29, 30]. In order to compute the performance metrics defined in
Step 2, we record the time-stamp and the transmission ID for every message
(re-)transmission. That is, we have a sequence of ni (sij, rij) tuples for each
message mi. System time on the client and server machines is synchronised
using the Network Time Protocol (NTP). Further details on the test-bed
implementation and the experiments are available in [32].
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4.5.1. Analysis Results
Figures 7 and 8 present results for the adaptivity metrics Ad1 and Ad2
in the two scenarios S1 (mean loss episode length 0.05 s/120 s mean loss-free
period length) and S2 (1 s/30 s). The values are based on data from five runs
of each strategy in each scenario.. Adaptivity in each run is computed from
values for the payoff functions P 1 and P 2, respectively. Data for each run
consists of 19001 samples (message numbers 1000, . . . , . . . 20000).
For the first adaptivity metric, Ad1, Figure 7 shows data for five choices
of the weighting factor α, which determines the relative importance of ETT
over URC in P 1. An α of 0.01 signifies very low importance of ETT, while a
high α is used when completion times are much more important than fairness.
The threshold value ETT ∗ is set to 100ms for all computations of Ad1. The
second adaptivity metric Ad2 is presented for five values of the minimum
savings value SAV ∗.
Figure 7 shows that, irrespective of the weighting factor α or the scenario,
the adaptivity metric Ad1 reports all strategies as about equally adaptive.
Curiously, Fixed Intervals are shown to be slightly more adaptive than either
Jacobson/Karn and QEST in the S2 scenario. Results for the second adap-
tivity metric, Ad2, differ (Figure 8): Here we observe a difference between
the non-adaptive Fixed Intervals strategy and the adaptive Jacobson/Karn
and QEST algorithms. The Ad2 metric reports the latter two as being more
adaptive by one order of magnitude. For higher saving thresholds SAV ∗, the
QEST strategy appears more adaptive than the Jacobson/Karn algorithm.
Furthermore, in the S2 scenario (which has a higher fault rate) adaptivity
values Ad2 are higher. However, the relative ordering of the strategies in
regard to their adaptivity values stays the same in both scenarios: Fixed
Intervals have the lowest Ad2 values, followed by Jacobson/Karn and QEST,
which has higher values for larger savings thresholds SAV ∗.
4.5.2. Discussion
Section 2.3 lists three desirable properties of a metric, viz. comparability,
intuitive interpretation and simple and efficient computation. An intuitive
interpretation for both metrics is provided by their definition. The scalar val-
ues by which both metrics represent adaptivity ensure comparability (within
values for one metric).
Given values of the payoff metrics P 1 and P 2, both adaptivity metrics are
easily computed. On-line computation, however, relies on the performance
metrics ETT, URC and SAV being available. In the experiments values for
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these metrics were obtained by off-line analysis of events sampled using a
dedicated experiment test-bed. In particular, ETT measurements require
synchronised clocks, and all measurements rely on the existence of a Trans-
missionID field to distinguish retransmissions of a message. Both facilities
often do not exist in a practical scenario. Therefore, computation of the
metrics can be difficult in practice. However, one may approximate ETT
values by RTT measurements, and a TransmissionID header can be easily
added by a WSRM implementation.
Measurement consistency. The previous section showed conflicting results
for the adaptivity of the restart strategies, depending on which adaptivity
metric is used: The ETT/URC-based adaptivity metric Ad1 reports that
all strategies are about equally adaptive. Moreover, using this metric we
may consider the non-adaptive Fixed Intervals more adaptive than both Ja-
cobson/Karn and QEST, albeit by a very small margin. The SAV-based
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adaptivity metric Ad2, on the other hand, shows that Jacobson/Karn and
QEST are more adaptive than Fixed Intervals. We must therefore consider
whether the adaptivity metrics do indeed reflect system behaviour correctly.
In order to perform such a discussion, we have to check whether adaptivity,
as reported by the adaptivity metrics, is consistent with system behaviour,
as measured by the performance metrics.
Summarising our discussion in [32], we conclude that this is the case:
According to averages of the ETT and URC metrics, the strategies do not
differ significantly. Compared to Fixed Intervals, the adaptive restart strate-
gies do not necessarily reduce mean transmission times, and may in fact
increase transmission times due to increased system load caused by restart.
This means that within the tradeoff between timeliness and fairness, mea-
sured by the ETT/URC-based metric, all three strategies perform equally
well, regardless of adaptation. On the other hand, both Jacobson/Karn and
QEST are more successful at avoiding very slow transmissions than restart
at constant 4 s intervals. The second adaptivity metric correctly reflects this
benefit of adaptive restart strategies. The difference in what both adaptivity
metrics report about the system illustrates the importance of viewpoints for
the choice of a metric.
4.5.3. Influence of the environment
With the second adaptivity metric (Figure 8) we see that adaptivity val-
ues depend on the scenario: Although the relative ordering of the strategies
according to their adaptivity stays the same, in the higher loss level sce-
nario the absolute values for the adaptivity of each strategy are also higher.
Furthermore, adaptivity values are rather low for the Ad2 metric.
This is due to a property of the normalisation procedure employed in
the definition of the adaptivity metric: Ad2 is normalised to [0, 1] using
a theoretical optimally adaptive strategy that obtains a payoff P 2 = 1 in
every trial. This optimal strategy can only exist in scenarios where restart
yields a significant reduction (SAV) in the completion time for everymessage.
That is, for every single message the first transmission must have a larger
completion time than one of the retransmissions. This was not the case here,
where almost all messages were transmitted very fast on the first attempt.
However, slower first transmissions occurred more frequently with higher loss
levels (as indicated by the higher URC values for S2 in Figure 8). More slow
transmissions that can be sped up by restart approximate the situation where
the optimal strategy as described above may exist more closely, and hence
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the Ad2 values increase for all algorithms.
5. Survey of Approaches Related to the Evaluation of Adaptivity
Adaptivity and adaptive behaviour, as we defined them in Section 2, can
be studied using a broad variety of tools from very diverse fields, with ap-
proaches ranging from simple payoff accumulation to sophisticated methods
from control theory. In the following we provide an in-depth survey of meth-
ods from a number of distinct research areas. The common trait of these
approaches is that each can be used to evaluate adaptivity from a certain
perspective. However, to the best of our knowledge, there exists no general
framework to relate these approaches in regard to the study of adaptivity.
Therefore, the intent behind this survey is two-fold. First, we want to put
our adaptivity metric framework in the context of related work, and second,
we want to offer a starting-point for establishing relationships between the
different areas. We will do so by illustrating how different approaches address
the adaptivity of a system, when they are applicable, and which answers we
can obtain by using them. We will see that some approaches require pre-
cise knowledge of the system dynamics, while others are based on empirical
observations and treat the considered system as a black box. Some include
detailed mathematical modelling of the system internals while others only
formally relate input and output of the system. The more advanced system
models potentially provide sophisticated insight and results, but their formu-
lation is challenging and may easily introduce unintended inaccuracies. All
discussed approaches address some notion (or viewpoint) of adaptation but
for different reasons they are less suited than our adaptivity framework for
the empirical evaluation of adaptivity in black-box systems, as we will point
out throughout this section.
We will continue to employ restart strategies in Web Services Reliable
Messaging (WSRM) as a running example. We will show how the approaches
relate to the conceptual framework used in our work and point out the ad-
vantages and disadvantages of using them. In particular, we consider to what
extent the approaches cover the parameters of the problem identified in the
framework and how metrics derived from them correspond to the desiderata
for a metric listed in Section 2.3.
We would like to emphasise that this comparison can (and should) be
substantially extended by fully applying each approach and performing a
comparative analysis of the results. This, however, is left as future work.
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5.1. Optimal Allocation of Trials
One of the earliest in-depth studies of adaptation is provided by Holland
in [17, 18], where adaptation is considered a sequence of trials with the
objective of reaching maximal payoff. Holland studies this sequence as a
learning problem with a multi-armed gambling machine: Each (unlabelled)
lever of the machine yields some payoff with a given (constant) distribution,
where distributions vary between levers. To obtain maximal total payoff,
in every trial the system must select the lever (structure) that provides the
highest payoff. However, the distribution of payoffs over levers is unknown,
so decisions have to be based on payoffs received in past trials. Hence in
each trial the system operates within a tradeoff between exploration and
exploitation. It may either try a new structure, thereby obtaining more
information on the distribution of payoffs over structures, or it may use the
structure that, according to previous trials, yields the highest payoff. When
the system chooses exploration, it may obtain suboptimal payoff if the new
structure produces a lower payoff than the currently considered best. With
exploitation, on the other hand, payoff may be suboptimal if an untried
structure would bring a higher payoff.
For the two-armed bandit, i.e. a situation with two alternative structures,
Holland [18] derives an expression for the maximum number of trials n∗ out
of the total number of trials, N , the system should assign to the observed
worst structure:
n∗ ∼
1
2
r ln
r3c2N2
pi ln r2N2/2pi
, where r = | ln c| and c = inf
t
(m(t)).
In the above, m(t) := m1(−t)m2(t) is the moment-generating function for
the distribution of the difference of the moment-generating functions for the
payoff distributions of the true best and worst structure. As an in-depth dis-
cussion of the above is beyond the scope of this paper, we refer the interested
reader to [18], in particular Chapters 5 and 10.
Our focus here is to show how an adaptivity metric can be defined based
on this criterion, and to point out some of its properties: We compare the
actual number of trials n assigned to the observed worst structure to the
optimal number of trials, n∗. With N denoting the total number of trials,
N −n and N −n∗ are the number of trials assigned to the better alternative
by the actual and the optimal system, respectively. Then, the ratio N−n
N−n∗
reflects how close the actual system is to the optimal system. This metric is
normalised to [0, 1], and 1 for the optimal system.
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Relation to the Adaptivity Metric Framework. The Optimal Allocation of Tri-
als (OAT) metric explicitly considers the process of adaptation. The metric
relies on payoff observations only as a basis to order alternative structures,
i.e. to determine which structure is the better one. The metric is only de-
fined for a constant environment, and the temporal ordering of trials has no
effect on it. That is, while the derivation of the metric proceeds from a clear
concept of adaptation as a sequence of trials, the ordering of the trials does
not actually influence the metric.
Application to WSRM. In order to apply the OAT metric to WSRM, we
define the structures to be the available timeout values. As the metric is only
defined for two alternatives, we choose two timeouts, e.g. one very short and
one very long timeout. Using one of the payoff metrics from Section 4 we
establish which timeout is the better alternative, i.e. provides higher expected
payoff. The analysis also requires knowledge of further statistical properties
of the payoff distribution for each timeout. This data can be obtained in
experiments with the WSRM, when set to either of the fixed timeouts. Then,
we can study the adaptivity of a WSRM implementation by observing the
development of the restart timeout throughout an experiment period.
We observe that we must first perform extensive measurements to obtain
data on the payoff distributions. Furthermore, the evaluation of adaptivity
then requires that we are able to observe how often the WSRM selects each
timeout. Due to these requirements the Optimal Allocation of Trials metric
is only of limited use for real systems.
5.2. Payoff Accumulation
Payoff accumulation metrics study adaptation in terms of the accumu-
lation of payoff over the sequence of trials. The optimal asymptotic rate
criterion [18] considers the payoff accumulated by a system over an observa-
tion interval T . Adaptivity is measured as the ratio between accumulated
payoff of the actual system B and an optimal system:∑
t∈T
PB(t)∑
t∈T
P ∗(t)
Relation to the Adaptivity Metric Framework. Payoff accumulation observes
the system from outside and therefore does not consider changes of struc-
tures in the computation of the metric. Similar to the optimal allocation of
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trials metric, payoff accumulation is only defined for a static environment.
Furthermore, when computing payoff accumulation, one adds up payoffs over
the whole observation time. This averages out all effects that dynamics may
have. In particular, increasing and decreasing payoffs may become indistin-
guishable, which is contrary to the understanding of adaptation as a process
whereby the system becomes more useful.
Application to WSRM. Application of payoff accumulation metrics to WSRM
is straightforward: We can employ the payoff metrics defined in the case
study, and then measure payoff in a given environment. The optimal system
may be defined as having a payoff of 1 in each trial. In this case, the optimal
system is assumed to be theoretical. The self-healing benchmark [7] provides
an example where a real system is taken as the optimal system.
5.3. Performability
The performability framework proposed by Meyer [25, 26] has been very
successful in establishing a systematic way of dealing with the analysis of
fault-tolerant systems. It has seen a considerable amount of follow-up re-
search and a large quantity of associated tool support that has found use in
academia and industry [10, 41].
In short, the main idea behind the performability framework is as follows:
One considers a computing system subject to failures that lead the system
into a degraded mode of operation. Performability evaluation is performed
on a stochastic model that combines the object system under study and its
environment (i.e. the workload and the failures) and allows the derivation of
accomplishment levels. Accomplishment levels are obtained between failures
and typically describe steady-state performance metrics, e.g. response times.
A performability metric then describes the distribution of accomplishment
levels over the evaluation period [26]. The justification of this approach
is that failures occur relatively infrequently compared to the events that
influence the performance level at some (degraded) mode of operation.
Performability was developed to deal with systems that are subject to
failures. As a consequence, it was not designed to take into consideration
changes other than failures, some of which may imply behaviour that is not
naturally modelled in the manner sketched above (e.g., steady-state may
not be reached between changes). Secondly, the performability framework is
mostly tailored to model-based evaluation, and it therefore does not (need
to) consider notions of an experimental approach, such as trials. An overview
26
of modelling tools that are based on the performability framework is given
in [41].
Relation to the Adaptivity Metric Framework. The accomplishment levels of
performability directly relate to the payoff metric of the adaptivity metric
framework. By combining the object system and the environment into one
model, performability unifies the structures and environments parameters. In
the adaptivity metric framework these are studied separately, which allows
the identification of decisions and of external influences. Since performability
typically evaluates steady-state performance values, payoff changes in the
intervals between failures are not considered.
Application to WSRM. When applying performability to the WSRM exam-
ple, the object system is the restart algorithm. The performability framework
defines state as the cross product of internal state and environment state. The
environment consists of the workload (which is constant) and the IP loss rate,
translated into message transmission times (which is variable). The adapta-
tion epochs are the moments in which the internal or environmental state of
the base model changes. As we remarked above, the performability frame-
work found its motivation in degradable (fault-tolerant) systems, but the
adaptation epochs in the WSRM example fit the performability framework
equally well. We can define accomplishment levels A based on ETT and URC
(e.g. ETT in some interval) and the performance is then assessed through
the random variable Y ∈ A. As a base model we could use any stochastic
model (typically a discrete-event dynamic system), for instance the model
based on Phase-type distributions presented in [33].
We note that, in order to apply the performability metric framework, we
need a base model of the system. This limits applicability of the framework
to situations where a stochastic model of the system exists.
5.4. Robustness
Robustness refers to a system’s ability to provide its functionality within a
range of parameter variations, particularly under detrimental conditions [1].
Approaches to study robustness are often not easily distinguished from gen-
eral dependability assessment.
We consider the approaches presented in [1] and [12]. While aimed at the
study of resource allocations, both approaches have a theoretical background
that allows their application to the general study of robustness.
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Both approaches evaluate robustness as the size of the region in the pa-
rameter space where system performance stays acceptable. The parameter
space describes the environment as a space of perturbation parameter vectors
pi. System performance φ is measured as the output of the impact function
f : {pi} 7→ IR, with φ = f(pi). That is, the impact function f models how
the output of the system is influenced by its environment.
The size of the robustness region then may tell us something about the
adaptivity of the system, i.e. better adaptivity will result in a larger robust-
ness region. Ali et al. [1] measure the size of the robustness region as the
radius of the largest circle (or hyper-sphere) that is still wholly contained
in the robustness region and has its centre at the nominal working point
of the system. This measure is called the robustness radius and measures
the largest deviation from the nominal working point in any parameter that
does not cause system performance to become unacceptable. In contrast,
[12] measure the volume of the robustness region.
Relation to the Adaptivity Metric Framework. Performance φ relates to pay-
off P in our framework, and the perturbation parameters describe the en-
vironment E. The impact function f then translates from the environment
parameters to the payoff: f : E 7→ P . Note that the impact function is
time-invariant and reflects the steady-state output of the system for different
parameters. Changes in payoff due to different structures chosen over time
are thus not taken into account, i.e. the robustness measures cannot reflect
payoff improvements by adaptation.
Application to WSRM. Based on the FePIA procedure from [1], we can use
either of the ETT, URC or SAV metrics from Section 4 to describe perfor-
mance φ, and IP packet loss rate as perturbation parameter pi. We must then
define criteria for the bounds of the robustness region. With the ETT and
URC metrics, zero provides the lower bound, while arbitrary values could be
chosen for the upper bound. The lower bound for the SAV metric would be
defined as some arbitrary value. For the robustness radius, the upper bound
can be set to∞, which models message loss. This is equivalent to setting no
upper bound. For the robustness volume, the upper bound must be finite,
and should ideally be chosen so that the metric is again dominated by the
lower bound.
Finally, we need an impact function f . Since there is no simple functional
relationship between packet loss and our payoff metrics, system identifica-
28
+N(z)
+
+
R(z)
H(z)
W(z)
θ
Transducer
Y(z)
G(z)K(z)
(Controller)
WSRM
(Controlled System)
Network Stack
U(z)
Figure 9: A Control Theory Model for Evaluating the Adaptivity of Restart in WSRM.
tion methods need to be applied on measurements from different packet loss
scenarios.
5.5. Control Analysis
Control engineering as a means to efficiently optimise the behaviour of
computing systems has attracted considerable interest in recent years. Like-
wise, control analysis, i.e. the analysis of the effect of a controller on the
controlled system, has enjoyed a rise in popularity. Control theory provides
a vast array of methods to model and study systems, including systems with
adaptive control [35]. Our discussion is limited to the application of control-
theoretic approaches in computing systems [15, 20].
In control analysis the system is modelled as a composition of functional
blocks that are connected by input and output signals. The relation between
the input and output signals of a block is described by its transform function.
In a typical model there is a controller and a target (controlled) system. The
controller aims to drive the target system towards a desired input state that is
described by a reference input. With feedback control, the controller adjusts
the control output based on the deviation of the output from the reference
input. Disturbance and noise inputs can be used to model influences on the
control and output signals, respectively.
Adaptivity can then be studied by assessing the quality of control, in var-
ious ways. For example, the stability, accuracy, settling time and overshoot
(SASO properties, [15]) of the system may be used as indicators for adap-
tivity. In the study of optimal control, one also employs a similar measure
to payoff accumulation. Here, instead of increasing accumulated payoff, the
objective is to minimise a performance indicator [5], e.g. the control error.
Relation to the Adaptivity Metric Framework. Control analysis allows a thor-
ough study of all aspects considered in the framework: First, the controller
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(cf. Figure 9) is the system B from the framework, while the system C is
modelled by the target system. The output Y (z) and control input U(z)
signal correspond to the payoff P and structure S of the system B, respec-
tively. Characteristics and changes of the environment E can be modelled in
a very detailed way using the noise N(z) and disturbance inputs as well as
transducer blocks and changes in the reference input R(z) (i.e. changes in
user requirements).
Application to WSRM. We can model restart in WSRM with discrete signals
(cf. [15]) as shown in Figure 9. This first requires an adequate definition of
the reference input, control input and output signals. The reference input
R(z) and the output Y (z) should reflect the performance metrics of inter-
est, e.g. the Effective Transmission Time (ETT). Then, the Network Stack
is the controlled target system, with transfer function G(z). The controller
is the restart strategy employed by the WSRM implementation. Since the
output of the restart strategy is a restart timeout, we use the restart timeout
τ as the control input U(z) to the target system. In this model we assume
that we possess a model of the input-output behaviour of the Network Stack,
that is, a model of how ETT values relate to the restart timeouts used by
WSRM. The noise signal N(z) then reflects changes in network dynamics
not accounted for in the Network Stack transfer function G(z). Finally, the
WSRM cannot directly observe ETT, but instead sees the Round-Trip Time
(RTT), which is only an approximation to ETT. The Transducer block mod-
els this transformation; its input is the ETT (experienced by the application),
and its output is the RTT available to the WSRM.
We can then analyse various characteristics of the system, such as the
SASO properties (stability, accuracy, settling time, and overshoot). For in-
stance, BIBO (Bounded-Input Bounded-Output) stability would assure us
that the restart algorithm under study does not drive the network towards
overload. High accuracy, low settling time and low overshoot show that the
algorithm adapts well to given conditions. By introducing a non-zero noise
input N(z) we can study the effects of changes in the environment. We can
also investigate the effect of measurement inaccuracies by varying the trans-
ducer transfer function H(z). Adaptive control [35] may be studied by an
additional input to the parameters θ of the control law K(z).
We observe that, in order to apply control analysis, we need a control-
theoretic model for the system under study and its environment. The model
typically consists of a set of difference equations (cf. [15]) describing the
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input-output behaviour of the controller (e.g. the WSRM implementation),
the target system (e.g. the network stack), and the transducer. That is,
control analysis of the WSRM example requires models for the functional
relationships between the deviation from the desired ETT and the restart
timeout τ , between the timeout τ and the output ETT, and between the
ETT and the RTT, as seen by the WSRM.
Consequently, control analysis is particularly applicable for choosing the
most adaptive alternative during the development phase of a system. On the
other hand, the model requirement renders it difficult to base an empirical
study of existing systems on control-analytic methods, since then the user
must first derive the required models of the systems.
5.6. Self-Healing in Autonomic Systems
Autonomic systems have been proposed to solve the predicted problem
of insufficient human capacity for maintenance and management of future
computing systems [2]. Autonomic systems must be able to manage them-
selves and must hence be able to assess system behaviour, must include an
optimisation target and must be able to tune as to achieve this target. Fol-
lowing IBM’s autonomic computing framework this includes properties like
self-optimisation, self-protection, self-configuration and self-healing. In com-
parison with adaptivity it turns out that self-healing leads to closely related
mechanisms and properties.
Self-healing has been implemented for different types of systems. Systems-
on-chip are made self-healing in [44] by using FPGA technology to detect
faults and partially replace the faulty functionality. However, the approach
does not include a performance metric and is therefore not directly compa-
rable with our adaptivity framework. In IBM’s autonomic computing initia-
tive an enterprise e-commerce application is extended by adding self-healing
functionality which can be evaluated using a performance benchmark. This
constitutes a self-healing benchmark [6, 7] that is part of an autonomic com-
puting benchmark [8].
The self-healing benchmark operates by quantifying the system’s self-
healing capabilities using two metrics and by injecting disturbances into the
system. The effectiveness of the self-healing capabilities of the system is com-
puted as the ratio between the number of successfully completed transactions
with and without disturbances. The maturity score measures the degree of
autonomy in the self-healing process. It is computed based on a 90-entries
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questionnaire by assigning points to system reactions according to how au-
tonomic they are. The metrics are computed for each injected disturbance,
and can be combined in a weighted average. Each metric yields a score in
the range [0, 1].
Relation to the Adaptivity Metric Framework. Comparing the self-healing
benchmark to the adaptivity metric framework we first note that the bench-
mark clearly defines a payoff metric composed of the effectiveness score and
the autonomic maturity score. Values for the metric are represented as tu-
ples of the two scores, both normalised to the interval [0, 1], such that the
optimal value is at 1. Similar to the normalisation in the adaptivity met-
ric framework, and to the computation of the payoff accumulation metric,
normalisation is based on an optimal system. However, in contrast to these
approaches the optimal system is not a theoretical construct. Instead, it is
assumed that the system without disturbances performs optimally.
The benchmark represents the environment by the disturbances injected
during the measurements. Since the benchmark only observes the perfor-
mance metrics, changes of structures do not have an impact on the results.
Furthermore, as the number of completed transactions is accumulated over
the benchmark period, there is no consideration for the dynamics of the
adaptation process, e.g. rising or falling payoffs.
Application to WSRM. The autonomic computing benchmark can to some
extent be applied to WSRM. It requires a performance metric which can
be either the number of transmitted messages, the transmission time, the
savings metric or the number of transmission trials. All have to be evaluated
in the fault-free system and in the system with injected disturbances. Based
on the performance metric the two metrics of the self-healing benchmark can
be determined. The first metric, the effectiveness score, can be either the
relative number of successfully transmitted messages in a faulty or fault-free
environment (i.e. the number of messages for which ETT < ∞ or ETT
below some threshold value), the transmission time in a faulty versus the
fault-free environment, or the savings metric in both respective systems. The
unnecessary resource consumption may be used to weight the ETT results.
Computation of the autonomic maturity score is less straightforward. The
manual evaluation would of course assign a higher score to the adaptive time-
out algorithms in WSRM than to static ones like Fixed Intervals, since the
latter essentially rely on the right choice of timeout based on human experi-
ence. The Fixed Intervals algorithm could be rated amanaged response, while
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the adaptive algorithms perform either a predictive or an adaptive response.
As WSRM is applied and evaluated locally only one timeout algorithm is typ-
ically used with one fixed autonomic maturity score. In a composed complex
system many components with different maturity scores might cooperate,
such that the system obtains as overall maturity score the weighted average
of the single components’ scores. In WSRM this is not the case.
Some of the disturbances described in [8] may be injected in a study of
WSRM. However, these disturbances tend to aim at more complex systems,
and thus reflect sources of disturbances quite different from those of WSRM.
When applying the self-healing benchmark to WSRM, we observe that the
maturity score only depends on an assessment of the way in which timeouts
are computed. Consequently, adaptive strategies will always have a higher
maturity score than Fixed Intervals, which may contradict the effectiveness
score. Since there is no straightforward application of the maturity score to
the case of WSRM, we may limit attention to the effectiveness score. We
note that the benchmark then provides essentially the same conclusions as a
payoff accumulation metric.
5.7. Discussion
We can summarise the extent to which the different approaches explore
the parameters of the adaptation problem as follows: The robustness radius,
performability and the self-healing benchmark only consider the environment,
ignoring structures and time. The optimal allocation of trials metric and the
payoff accumulation metric are limited to static environments. The payoff
accumulation metric additionally abstracts away from the structures. In
contrast, control analysis explores all parameters of the problem.
5.7.1. Desirable Properties
Turning our attention to the desirable properties of a metric, (Section 2.3),
we see that with one exception the approaches do not exhibit all of them:
While the optimal allocation of trials metric is easily comparable and
builds on the intuitive concept of a sequence of trials, its computation re-
quires that an ordering of the available structures be known, which is often
not the case. Likewise, the robustness radius has an intuitive interpreta-
tion and is easily comparable, but computation relies on an impact function,
which cannot be easily obtained in an automated way. Similarly, performabil-
ity metrics require a stochastic model of the system. It may also be difficult
to get an intuitive understanding of performability metrics. The same holds
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for metrics from control analysis, since control analysis relies on control-
theoretic models of the system under study. Such models are often not easily
understood, and neither are their implications for the obtained results, which
makes it difficult to compare measurements. Metrics from the self-healing
benchmark are not easily compared, since they consist of tuples of metrics,
and interpretation of the maturity score is difficult. Furthermore, since the
score is based on a questionnaire, automated computation of the metric is
not possible. Finally, the only metric to exhibit all of the desirable proper-
ties is the payoff accumulation metric: Its values are easily comparable, the
interpretation of a system accumulating payoff through trials is intuitive and
the computation through addition of subsequent payoffs is straightforward.
5.7.2. Applicability
In the above, we mentioned that both performability and control anal-
ysis rely on a model of the system under study. The same may be said for
robustness metrics, where the impact function constitutes the model. For an
analysis of adaptivity, the required model must relate environmental param-
eters to payoff.
In performability analysis, one typically chooses a stochastic model, e.g.
a Markov reward model, while control analysis of computing systems em-
ploys sets of difference equations. Such models must be detailed enough that
they capture all relevant behaviour of the system. In situations where the
required models are given – particularly during system development – both
performability and control analysis provide valuable insight into system be-
haviour. If, on the other hand, the adaptivity of an existing system is to
be assessed in an empirical study, application of model-based approaches be-
comes difficult. There are several reasons for this. First, the derivation of
suitable models is a non-trivial step that requires expert knowledge in the
modelling technique, and, in the case of black-box models, in experiment de-
sign. Second, necessary abstractions during the modelling process may easily
introduce inaccuracies that affect the results. Third, even provided models
are given, correct interpretation of the results still relies on knowledge of the
modelling process. For instance, with control analysis it is not immediately
obvious how model order affects analysis results.
We conclude that none of the metrics explores all parts of the adaptation
problem, exhibits all desirable properties, and is applicable for an empirical
study at the same time.
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6. Conclusion
In this paper we have introduced a framework and metric for studying and
expressing the adaptivity of a computer system. The metric we derive ex-
presses the ability of an adaptive system to improve its performance through
its adaptations. We illustrated the proposed adaptivity framework for a Web
Service Reliable Messaging case study, in which we demonstrate the ability
of the metric to determine the best algorithm to adapt retry timeouts. We
also provide a discussion of our framework and metric in relation to a broad
range of literature in the area of adaptivity, including performability, auto-
nomic computing and control systems. We find that several of these notions
are closely related, but none focuses on adaptivity of computing systems in
the manner our framework does.
We envision several directions of future work. The proposed framework
should be applied to systems such as those consisting of mobile devices that
must operate in different environments, to assess their adaptivity as an im-
portant quality criterion. Using such systems as an example, we can comple-
ment our review of related approaches by a comparative study that illustrates
what each approach does (and does not) tell us about a system, when applied
in practice. The example will also allow us to investigate our third desirable
property – simple and efficient computation – in more detail.
Furthermore, one can fine-tune the framework itself. In particular, we
plan to develop criteria for suitable performance metrics to base the adap-
tivity metric on. We also intend to study the question of weighting benefit
based on changes in the environment or on the length of adaptation periods
between trials.
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