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Abstract
Electricity is fundamental to the ability to function of almost all modern-day societies. To
maintain the reliability, availability, and sustainability of electricity supply, electric utilities
are usually required to perform visual inspections on their electrical grids regularly. These
inspections have been typically carried out using a combination of airborne surveys via
low-flying helicopters and field surveys via foot patrol and tower climb. The primary
purpose of these visual inspections is to plan for necessary repair or replacement works
before any major damage that may lead to a power outage. These traditional inspection
methods are not only slow and expensive but also potentially dangerous. In the past few
years, numerous efforts have been made to automate these visual inspections. However,
due to the high accuracy requirements of the task and its unique challenges, automatic
vision-based inspection has not yet been widely adopted in this field.
In this dissertation, we exploit recent advances in Deep Learning (DL), especially deep
Convolutional Neural Networks (CNNs), and Unmanned Aerial Vehicle (UAV) technolo-
gies for facilitating automatic autonomous vision-based power line inspection. We propose
a novel automatic autonomous vision-based power line inspection concept that uses UAV
inspection as the main inspection method, optical images as the primary data source, and
deep learning as the backbone of data analysis.
Next, we conduct an extensive literature review on automatic vision-based power line
inspection. Based on that, we identify the possibilities and six main challenges of DL
vision-based UAV inspection: (i) the lack of training data; (ii) class imbalance; (iii) the
detection of small power line components and defects; (iv) the detection of power lines in
cluttered backgrounds; (v) the detection of previously unseen power line components and
defects; and (vi) the lack of metrics for evaluating inspection performance.
We address the first three challenges by creating four medium-sized datasets for train-
ing component detection and classification models, by applying a series of effective data
augmentation techniques to balance out the imbalanced classes, and by utilizing multi-
stage component detection and classification based on Single Shot multibox Detector
(SDD) and deep Residual Networks (ResNets) to detect small power line components
and defects.
Then, we address the fourth challenge of DL vision-based UAV inspection, which is
to detect power lines in cluttered backgrounds, by proposing LS-Net, a fast single-shot
line-segment detector, for then to apply it to power line detection. The LS-Net is by
design fully convolutional and consists of three modules: (i) a fully convolutional feature
extractor; (ii) a classifier; and (iii) a line segment regressor. With a customized version
of the VGG-16 network as the backbone, the proposed LS-Net outperforms the existing
state-of-the-art DL-based power line detection approaches by a considerable margin and
can detect power lines in near real-time.
i
ii
Finally, we propose few-shot learning as a potential solution to the fifth challenge of DL
vision-based UAV inspection, which is to detect previously unseen power line components
and defects. To pave the way for addressing the challenge, we propose an innovative
approach for advancing the state of the art of few-shot learning. Specifically, we propose a
novel dissimilarity measure in terms of the Squared root of the Euclidean distance and the
Norm distance (SEN) combined to address the existing issues of the traditional Euclidean
distance in high dimensional spaces. We extend the powerful Prototypical Network (PN)
by replacing the Euclidean distance by our proposed SEN dissimilarity measure, which we
refer to as SEN PN. With minimal modifications, the SEN PN outperforms the original
PN by a considerable margin and demonstrates good performance on the miniImageNet
dataset with no additional parameters as well as almost no additional computational
overhead. The sixth challenge, which is to address the lack of metrics for evaluating
inspection performance, is left for future work.
The contribution of this dissertation is threefold: First, it proposes a novel automatic
autonomous vision-based power line inspection concept that uses UAV inspection as the
main inspection method, optical images as the primary data source, and deep learning as
the backbone of data analysis. Second, it provides an overview of the possibilities and
challenges of deep learning in automatic autonomous vision-based power line inspection.
Third, it proposes approaches for addressing the identified challenges, for advancing deep
learning, and for paving the way for realizing fully automatic autonomous vision-based
power line inspection.
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Chapter 1
Introduction
1.1 Background and Motivation
Modern-day societies are becoming increasingly dependent on electricity. This poses signif-
icant challenges in maintaining the reliability, availability, and sustainability of electricity
supply. For example, the lack of incentives to invest in aged national power grid infras-
tructures, for example, in Europe and the US, is causing more and more power outages
[47]. These power outages, both short and long-term, can have catastrophic effects on
unprepared businesses as well as public services and cause substantial financial losses to
producers, distributors, and consumers of electricity alike. To prevent power outages and
to maintain secure and reliable electricity supply, electric utilities are typically required
to perform visual inspections on their electrical grids regularly [31].
These inspections have been typically carried out using a combination of airborne
surveys via low-flying helicopters and field surveys via foot patrol and tower climb. In field
surveys, a team of usually two inspectors walks from pylon to pylon to visually inspect the
power lines with the help of binoculars and sometimes with infrared and corona detection
cameras. In airborne surveys, the inspection is typically conducted by a team of two: a
pilot and a camera operator. The pilot flies the helicopter over the power lines while the
camera operator takes pictures [31]. Many utilities and contractors take pictures only of
potential defects and anomalies, while some others take pictures of the whole power grid
including pictures of conductors, power line components (e.g., insulators, poles, and cross
arms) and surrounding objects (e.g., vegetation). After the flight, the collected images are
manually inspected one by one to identify potential defects. These traditional inspection
methods are not only slow and expensive but also potentially dangerous since there is
always a risk of contact with live lines and loss of life [46]. Although digital cameras can
be utilized to separate the data acquisition from the data analysis, both processes have
still been performed manually for decades.
In the past few years, numerous efforts have been made to automate visual power
line inspections by, for example, employing automated helicopters, flying robots, and/or
climbing robots; however, due to the high accuracy requirements of the task and its unique
challenges, automatic vision-based inspection has not yet been widely adopted in this field.
Recently, breakthroughs in Deep Learning (DL), especially in deep Convolutional Neu-
ral Networks (CNNs), have revolutionized the field of computer vision and opened up new
opportunities for automating the data analysis in automatic vision-based power line in-
spections. In addition, recent advances in battery and fuel cell technologies [62], sensors,
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and Unmanned Aerial Vehicle (UAV) components [93] have significantly improved the fea-
sibility of employing UAVs for automating the data acquisition in automatic vision-based
power line inspections. Inspired by these achievements, in this dissertation, we explore the
possibilities of combining UAVs and deep learning for facilitating fast, accurate, and safe
automatic vision-based inspection. Specifically, we aim at realizing fully automatic au-
tonomous vision-based power line inspection by employing UAVs for facilitating automatic
data acquisition and by applying deep learning for automating the data analysis.
1.2 Research Statement and Method
As stated above, the primary goal of this dissertation is to facilitate automatic autonomous
vision-based power line inspection using deep learning and UAVs. To achieve this goal,
we first propose a novel automatic autonomous vision-based power line inspection concept
that uses UAV inspection as the main inspection method, optical images as the primary
data source, and deep learning as the backbone of data analysis. Next, we study the
use of deep learning in power line inspection to have a general overview and a good un-
derstanding of the possibilities and challenges of deep learning in automatic autonomous
vision-based power line inspection. Then, we propose approaches for addressing the iden-
tified challenges, for advancing deep learning, and for paving the way for realizing fully
automatic autonomous vision-based power line inspection.
1.2.1 Research Questions
The research presented in this dissertation is guided by the following research questions:
RQ How can deep learning be employed to realize automatic autonomous vision-based
power line inspection with UAVs?
RQ1.1 What are the possibilities and challenges of deep learning in vision-based
UAV inspection?
RQ1.2 How and to what extent can the challenges of deep learning in vision-based
UAV inspection be addressed?
1.2.2 Method
To answer the research questions, we first conduct an extensive literature review on au-
tomatic vision-based power line inspection in Paper I; we further identify the possibilities
and six main challenges of DL vision-based UAV inspection, which are:
1. The lack of training data.
2. Class imbalance.
3. The detection of small power line components and defects.
4. The detection of power lines in cluttered backgrounds.
5. The detection of previously unseen power line components and defects.
6. The lack of metrics for evaluating inspection performance.
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In Paper I, we answer the first secondary research question – “RQ1.1 What are the pos-
sibilities and challenges of deep learning in vision-based UAV inspection?”– and propose
potential next steps to answer the remaining research questions and to implement the
proposed concept.
In Paper II, Paper III, and Paper IV, we answer the second secondary research question
– “RQ1.2 How and to what extent can the challenges of deep learning in vision-based
UAV inspection be addressed?” – by proposing approaches for addressing the identified
challenges. Specifically, in Paper II, we address the first three challenges by creating
four medium-sized datasets for training component detection and classification models, by
applying a series of effective data augmentation techniques to balance out the imbalanced
classes, and by proposing a multi-stage component detection and classification approach
based on Single Shot multibox Detector (SDD) [41] and deep Residual Networks (ResNets)
[24] to detect small power line components and defects.
In Paper III, we address the fourth challenge of DL vision-based UAV inspection, which
is to detect power lines in cluttered backgrounds. We propose LS-Net, a fast single-shot
line-segment detector, for then to apply it to power line detection. The LS-Net is by
design fully convolutional and consists of three modules: (i) a fully convolutional feature
extractor; (ii) a classifier; and (iii) a line segment regressor. With a customized version of
the VGG-16 network [66] as the backbone, the proposed LS-Net outperforms the existing
state-of-the-art DL-based power line detection approaches by a considerable margin and
can detect power lines in near real-time.
In Paper IV, we propose few-shot learning as a potential solution to the fifth challenge
of DL vision-based UAV inspection, which is to detect previously unseen power line compo-
nents and defects. To pave the way for addressing the challenge, we propose an innovative
approach for advancing the state of the art of few-shot learning. Specifically, we propose a
novel dissimilarity measure in terms of the Squared root of the Euclidean distance and the
Norm distance (SEN) combined to address the existing issues of the traditional Euclidean
distance in high dimensional spaces. We extend the powerful Prototypical Network (PN)
by replacing the Euclidean distance by our proposed SEN dissimilarity measure, which we
refer to as SEN PN. With minimal modifications, the SEN PN outperforms the original
PN by a considerable margin and demonstrates good performance on the miniImageNet
dataset with no additional parameters as well as almost no additional computational over-
head. The sixth challenge, which is to address the lack of metrics for evaluating inspection
performance, is left for future work.
Finally, we discuss the possibilities and challenges of deep learning in automatic au-
tonomous vision-based power line inspection and evaluate the proposed approaches to
answer the primary research question of this dissertation – “RQ1 How can deep learning
be employed to realize automatic autonomous vision-based power line inspection?” – in
Chapter 4 and Chapter 5.
1.3 Structure of the Dissertation
The remainder of the dissertation is structured as follows: Chapter 2 provides relevant
background knowledge covering deep learning, image classification, object detection, and
few-shot learning. In Chapter 3, the special case that forms the basis for the work on
which this dissertation is built is presented. Chapter 4 summarizes research findings from
each of the included papers. In Chapter 5 and Chapter 6, we discuss the contributions of
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the work and conclude the dissertation with a summary and suggestions for further work.
Following that, the papers included in the dissertation can be found as appendices.
Chapter 2
Theory and Related Work
This chapter serves five main purposes. Firstly, it presents a brief introduction to deep
learning in general with special attention paid to cover MultiLayer Perceptrons (MLPs)
and gradient-based learning. Secondly, it gives a brief description of the fundamentals
of Convolutional Neural Networks (CNNs). Thirdly, it highlights recent state-of-the-art
CNN-based image classification methods. Fourthly, it reviews recent state-of-the-art CNN-
based object detection frameworks. Finally, it introduces the few-shot learning problem
and summarizes recent relevant methods.
According to the father of Artificial Intelligence (AI), John McCarthy, AI is “the
science and engineering of making intelligent machines, especially intelligent computer
programs” [44]. In the early days of AI, many projects have sought to tackle and solve
AI problems by attempting to hard-code knowledge about the world in formal languages.
This approach is known as the knowledge base approach to AI. It has been shown that this
traditional AI approach is very good at solving problems that are intellectually difficult for
human beings but can be easily described by a list of formal, mathematical rules, such as
playing chess. However, it performs poorly on tasks that are relatively straightforward for
human beings but can not be described formally, for example, recognizing spoken words
or animals in images. This is known as the true challenge to artificial intelligence. One of
the main limitations of this traditional AI approach is that it requires formal rules with
enough complexity to accurately describe the world [18].
2.1 Deep Learning
The existing problems with the knowledge base approach call for a new AI system that is
capable of acquiring its own knowledge from raw data. This approach is known as machine
learning. With the ability to extract patterns from raw data, machine learning has had
many successful applications, such as email classification [3] and breast cancer diagnosis
[94]. However, simple machine learning algorithms require hand-designed features that are
typically very labor-intensive to create. In some cases, it is relatively straightforward to
know what features should be extracted. For example, both words and phrases can be used
as features for the email classification task. For many tasks, however, it is very difficult to
identify the right set of features to extract. For instance, in the case of animal classification,
we are supposed to build a classifier that takes an image as input and outputs an animal
class name (e.g., dog, cat, or horse). Obviously, pixel values are not a useful feature since
it is not easy to describe exactly what a cat looks like in terms of pixel values. We know
5
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Figure 2.1: A diagram showing the relationship and difference between different AI disciplines.
Rounded boxes indicate components that are able to learn from data, and square boxes indicate
hand-designed components.
that a cat has four legs, two eyes, two ears, one tail, and hair, so we might like to use the
presence of those body parts as features. Unfortunately, those body parts are not a useful
set of features since other animals such as dogs and horses also have them. In addition, it
is difficult to describe exactly what those body parts look like in terms of pixel values. One
possible solution to this problem is to make machine learning algorithms less dependent
on feature engineering by automatically discovering representations of data that make it
easier to extract useful information. This approach is known as representation learning [4].
Learned representations have two major advantages over hand-designed representations.
First, machine learning algorithms usually perform better on learned representations. The
second advantage is that AI systems that use learned representations as input can rapidly
adapt to new tasks by quickly discovering new good sets of features [18]. Some examples of
feature learning algorithms are AutoEncoders (AEs) and Restricted Boltzmann Machines
(RBMs).
Deep learning is a representation learning method that is capable of learning repre-
sentations of data with multiple levels of abstraction. Deep learning enables computers to
learn complex concepts, such as cars, by defining them in terms of multiple layers of sim-
pler concepts. For example, a car can be defined in terms of car parts (e.g., wheels, doors,
mirrors, hoods, headlights, and windows), which are in turn can be defined in terms of cor-
ners and contours. Corners and contours can then be defined in terms of simpler concepts,
for example, edges. Finally, edges can be defined in terms of pixels. With that ability,
deep learning methods have been advancing the state-of-the-art of many applications such
as image recognition, machine translation, and speech recognition.
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2.1.1 Multilayer Perceptrons
Multilayer perceptrons, which are also known as deep feedforward networks, are the
quintessential deep learning models. MLPs are Artificial Neural Networks (ANNs) that
consist of at least three layers of nodes, in which the first layer is called the input layer; the
last layer is called the output layer, and the remaining layers are called hidden layers (see
Figure 2.2). Layers in MLPs are made of perceptrons, which are also known as artificial
neurons or units. The perceptrons, which are denoted as circles in Figure 2.2, are the
basic computational unit of MLPs and ANNs in general.
Figure 2.2: Illustration of a simple MLP with two hidden layers.
A perceptron (or a neuron) receives a real-valued vector x = (x1, x1, . . . , xn) as input
and outputs a value y (see Figure 2.3). The output value y is computed as follows: First,
Figure 2.3: Illustration of a perceptron.





wixi + b, (2.1)
where w = (w1, w2, . . . , wn) are the connection weights and b is the neural bias. Then,
the output value y is computed by applying a transformation on top of the pre-activation
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as follows:






where g(·) is called activation function.
In standard MLPs, perceptrons can be employed either as output or hidden units.
In the next two sections, we will review different types of output and hidden units with
special attention paid to highlight their use in practice.
Output units
Output units are perceptrons that compose output layers. An output unit employs a
three-step procedure to produce its output: First, it accepts a vector x as input. Next,
it computes pre-activation via an affine transformation z = a(x). Finally, it applies an
activation function g(·) on top of the computed pre-activation to produce output ŷ = g(z).
The main difference between output units and normal perceptrons is that the choice of
the activation function g(·) for output units depends heavily on the task that the network
has to solve. Three types of output units that have been widely used in practice are:
• Linear units. Linear units are the simplest kind of output units, which are based
only on an affine transformation with no nonlinearity. This type of output unit is
usually used for tasks that require Gaussian output distributions. The activation
function g(·) of linear units is just an identity mapping function:
g(z) = z. (2.3)
• Sigmoid units. Sigmoid units are the units of choice for tasks in which the output
value ŷ is binary, for example, binary classification. In general, sigmoid units can be
used for tasks that require Bernoulli output distributions. In other words, sigmoid
units can be used for tasks in which the model needs to predict only ŷ = P (y = 1|x).
The activation function g(·) of sigmoid units is the logistic sigmoid function σ(·) and
is defined as
g(z) = σ(z) =
1
1 + exp (−z) . (2.4)
• Softmax units. Softmax units are typically employed for tasks that require Multi-
noulli output distributions. Softmax units can be interpreted as generalizations of
sigmoid units for multiclass classification tasks, which typically require to produce an
output vector ŷ = (ŷ1, ŷ2, . . . , ŷn), where ŷi = P (y = i|x). The activation function
g(·) of softmax units is defined as




The linear, sigmoid, and softmax units are the three major types of output units that have
been widely used in practice; however, in theory, neural networks can employ any kind of
output units.
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Hidden units
Hidden units are perceptrons that form hidden layers. Hidden units work in the same
way as output units. Specifically, a hidden unit applies the same three-step procedure
employed by output units to produce its output. Some of the most well-known hidden
units are:
• Rectified Linear Units. The activation function g(·) of Rectified Linear Units
(ReLUs) is quite similar to that of linear units. The only difference is that ReLUs’
activation function g(·) outputs zero across half its domain:
g(z) = ReLU(z) = max{0, z}. (2.6)
There are many generalizations of ReLUs that have been widely used in practice,
for examples, Leaky ReLUs [42], Parametric ReLUs [22], and ELUs [8].
• Sigmoid and Tanh Units. Before ReLUs, most of neural network models used
sigmoid or tanh units as their default hidden units. The only difference between the
two units is their activation function g(·). Sigmoid units use the logistic sigmoid
activation function, while tanh units use the hyperbolic tangent activation function,
which is defined as
g(z) = tanh(z) =
exp (z)− exp (−z)
exp (z) + exp (−z) . (2.7)
In theory, any kind of perceptron that can be used as an output unit can also be used as
a hidden unit and vice versa. However, in practice, most of the existing neural network
models use ReLUs as their default hidden units. The use of sigmoid and tanh units as
hidden units are now discouraged because of their widespread saturation, which can make
gradient-based learning very difficult.
Summary
MLPs are composed of only fully-connected layers, which connect every neuron in one
layer to every neuron in another layer. With this architecture, MLPs have proven to
be a powerful computational tool for many problems in pattern recognition, function
approximation, and data analysis; however, they have several major drawbacks, especially
when it comes to processing high-dimensional data such as images [78]. The first is that the
amount of weights rapidly becomes unmanageable for large images. The second drawback
of MLPs is that they disregard spatial information and thus are typically not invariant
to small translations as well as local distortions in the input. To address the existing
problems of MLPs and to improve the performance of deep learning models in processing
high-dimensional data, CNNs were proposed [36]. In the next sections, we briefly introduce
CNNs and highlight some of their most common applications in computer vision, including
image classification and object detection.
2.1.2 Gradient-Based Learning
Before introducing CNNs and reviewing their applications, we begin by detailing ap-
proaches that are typically used for training deep learning algorithms. In general, most
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of the existing deep learning algorithms can be built based on three main elements: (i) a
model family; (ii) a cost function; and (iii) an optimization procedure. Since MLPs and
deep neural networks in general are the backbone of deep learning, in this section, we
focus on reviewing costs functions and optimization procedures for training deep neural
networks. These cost functions and the optimization procedures, however, can be easily
generalized for training other types of deep learning models.
Since neural networks are nonlinear models, their cost functions can not be optimized
in closed-form as linear models; instead, it is required to use an iterative numerical opti-
mization procedure that aims at driving the cost function to a very low value [18].
Cost Functions
One of the most common tasks in deep learning is to learn a conditional probability distri-
bution P (y|x) that can be used for predicting y from x. To solve this task, neural networks
with parameters θ that define a distribution P (y|x;θ) are typically employed. In most
cases, these models are trained using the principle of maximum likelihood. This means
that the models use the cross-entropy between the training data and their predictions as
the cost function, which is simply the negative log-likelihood given by
J(θ) = −Ex,y∼p̂data log pmodel(y|x;θ). (2.8)
When the cross-entropy between the data distribution and the model distribution is
used as the cost function, the form of this function will be determined by the type of
output units that the model uses. Some examples of cost functions that have been used
for training neural networks are:
• Quadratic cost function. Quadratic cost function (also known as mean squared
error or sum squared error) is one of the most widely used cost functions for training






(ŷi − yi)2. (2.9)
• Binary cross-entropy cost function. Binary cross-entropy cost function (also
known as logistic cost function or sigmoid cross-entropy cost function) is usually
used for training models that have sigmoid output units. The binary cross-entropy
cost function is given by
J(θ) = −y log ŷ − (1− y) log (1− ŷ). (2.10)
• Categorical cross-entropy cost function. Categorical cross-entropy cost func-
tion (also known multinomial logistic cost function or softmax cost function) is usu-
ally used for training models that have softmax output units. The categorical cross-




yi log (ŷi). (2.11)
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Back-Propagation
To train a neural network using an iterative numerical optimization algorithm, we need to
compute the gradient of the cost function with respect to the network’s weights, ∇θJ(θ).
Back-propagation algorithm (often simply called backprop) is one of the most common
methods for computing the gradient for training neural networks by using the chain rule of
calculus [59]. The computed gradient is then used by the optimization algorithm to mini-
mize the cost function. Specifically, to train a neural network, the optimization algorithm
typically repeats the following three-step cycle:
• Step 1: Forward propagation. An input vector x, which is stochastically drawn
from training data, is propagated forward through the network, layer by layer, until
it reaches the output layer, to compute a scalar cost J(θ).
• Step 2: Back propagation. The scalar cost J(θ) is then propagated backward
through the network, layer by layer, until it reaches the first hidden layer, to compute
the gradient ∇θJ(θ).
• Step 3: Weight update. The network’s weights θ are updated based on the
computed gradient as follows:
θ = θ − η∇θJ(θ), (2.12)
where η is the learning rate.
To clarify the above definition of backprop and the three-step training cycle, let us
consider a simple example in which the standard stochastic gradient descent algorithm and
the quadratic cost function are employed for training a simple neural network composed
of only one hidden layer that is made of only one artificial neuron. In this case, the hidden
layer receives a vector x as input and outputs a vector h = f1(x,θ1), where θ1 is the
hidden layer’s weights. The output layer receives the output vector h from the hidden
layer as input and produces an output value ŷ = f2(h,θ2), where θ2 is the output layer’s
weights. With that assumption, the three-step training cycle works as follows:
• Step 1: Forward propagation. An input vector x, which is stochastically drawn
from training data, is propagated forward through the network, layer by layer, until
it reaches the output layer, to compute a scalar cost J(θ):
h = f1(x,θ1), (2.13)




(ŷ − y)2. (2.15)
• Step 2: Back propagation. The scalar cost J(θ) is then propagated backward




= ŷ − y, (2.16)


























• Step 3: Weight update. The network’s weights θ are updated based on the
computed gradient as follows:








where η is the learning rate.
The back-propagation algorithm and the three-step training cycle presented here can
be easily generalized to train neural networks with an arbitrary number of layers and an
arbitrary number of units per layer.
Challenges of Gradient-based Learning
Training deep neural networks with gradient-based learning is a challenging task. Some
of the most common problems that usually occur during training deep neural networks in
practice are:
• Overfitting. Overfitting is a problem that happens when the model works very well
on the training set, but performs poorly on the test set. In other words, overfitting
occurs when the model has memorized the training examples, but it has not learned
to generalize to new examples. There are two main approaches for preventing over-
fitting: The first is to reduce the number of dimensions of the parameter space, for
example, by reducing the size of the network or by employing weight sharing [48].
The second approach is to reduce the effective size of each dimension [52]. Regular-
ization is one of the most commonly used techniques for reducing the effective size
of each parameter dimension.
• Vanishing and exploding gradients. Vanishing and exploding gradients are
difficulties found in training deep neural networks with gradient-based learning. The
vanishing gradient problem arises when the gradient gets vanishingly small that the
learning either becomes very slow or stops working. This problem happens because
the training algorithm does not know which direction the parameters should move
to improve the cost function. The exploding gradient problem, on the other hand,
occurs when the gradient signal explodes, making the learning unstable [49].
Apart from these major problems, training deep neural network models with gradient-
based learning also faces some minor challenges: First, training deep models with gradient-
based learning typically requires careful hyperparameter tuning, which is a very time-
consuming task. Second, large amounts of training data are usually required for training
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deep neural networks. Finally, deep neural network models trained with gradient-based
learning are typically uninterpretable. This means that the models can work well in
practice; however, we usually do not know for sure why they work that way and how to
improve them effectively.
Regularization
According to [18], regularization is “any modification we make to a learning algorithm
that is intended to reduce its generalization error but not its training error”. Some of the
most widely used regularization strategies in practice are:
• Dataset augmentation. The easiest way to prevent neural networks from overfit-
ting is to train them with more training data; however, it is not always possible to
collect more training data in practice. Two possible solutions to this problem are
synthetic data and data augmentation. To train neural networks, for example, for
image classification, synthetic images generated from 3D models can be employed to
increase the training set size; however, creating high-quality synthetic data is usually
very time-consuming and expensive. Data augmentation, on the other hand, can be
applied to generate more training data at a minimal cost. Some examples of data
augmentation techniques that have been extensively used in practice are translation,
rotation, random cropping, flipping, and color jittering [50].
• Early stopping. Early stopping is probably the most commonly used regularization
technique in training neural networks. The basic idea of early stopping is to stop the
training early to avoid overfitting [52]. Early stopping is applied in training neural
networks as follows: Before training, the data is split into two sets: a training set
and a validation set. The network is trained on the training set and tested on the
validation set after every i iterations. During training, the error of the network on
the validation set is monitored, and the training is stopped whenever the error has
not improved for some amount of time t.
• L2 Parameter Regularization. L2 parameter regularization, also known as weight
decay, is a regularization strategy that aims at limiting the capacity of neural net-
works by adding a parameter norm penalty Ω(θ) to the cost function J(θ). The
regularized cost function J̃(θ) is defined as
J̃(θ) = J(θ) + αΩ(θ). (2.22)
L2 is one of the simplest and most commonly used kinds of parameter norm penalty.
This strategy penalizes the square value of the network’s weights by adding a regu-
larization term Ω(θ) = 12‖w‖22 to the cost function in order to drive all the weights
w (except the bias b) to the origin (to smaller values).
• L1 Parameter Regularization. L1 regularization is very similar to L2 regulariza-
tion. The main difference between these techniques is that L1 regularization penal-
izes the absolute value instead of the square value of the network’s weights as in L2
regularization. In L1 regularization, a regularization term Ω(θ) = ‖w‖1 =
∑
i |wi| is
added to the cost function. This can drive some weights to exact zero while allowing
other weights to be small, and thus introducing sparsity into the model.
14 Chapter 2. Theory and Related Work
• Dropout. Dropout is a simple but powerful regularization strategy proposed by
Srivastava et al. [69]. Dropout works as follows: During training, some units in the
network along with all of their incoming and outcoming connections are randomly
removed with probability p. Dropout can be applied for both input layers and hidden
layers. In practice, it is recommended to use p = 0.5 for hidden layers and p = 0.2 for
output layers. When it is applied, dropout tends to reduce the co-adaptation between
units. Consequently, it makes the model more robust. According to [18], training
a neural network with dropout is equivalent to the ensemble of 2n sub-networks
that can be formed by removing some units along with all of their incoming and
outcoming connections from the network.
• Batch Normalization. Batch normalization is a technique for accelerating neural
network training by reducing internal covariate shift proposed by Sergey Ioffe et al.
[30]. According to the authors, batch normalization can be used as a regularizer.
In practice, it has been shown that batch normalization can eliminate the need
for dropout and allow the use of much higher learning rates. In addition, batch
normalization can also reduce the need for “careful weight initialization”. The main
idea of batch normalization is to normalize pre-activations of each neural network
layer by its mean and variance over a mini-batch and then apply (optionally) a scale





where µ is the mini-batch mean, σ2 is the mini-batch variance, and ε is a small con-
stant added to the mini-batch variance for numerical stability. Batch normalization
can be applied on pre-activation or activation; however, it is recommended to use
batch normalization on pre-activation. In other words, batch normalization should
be applied immediately before the nonlinearity transformation.
• Group Normalization. Although the normalization along the batch dimension al-
lows batch normalization to reduce internal covariate shift and accelerate the training
of deep neural networks, it causes many distinct drawbacks. For example, for batch
normalization to work properly, it is required to have a sufficiently large batch size,
which is typically not possible with training very deep neural networks due to GPU
memory limitations [86]. With the aim of eliminating the dependence on batch sizes
and avoiding batch statistics computation, Wu et al. proposed Group Normalization
(GN) as a simple alternative to batch normalization [86]. The key innovation of GN
is that it divides channels into groups and normalizes the features within each group.
Regularization is a very important method for dealing with the central problem in deep
learning: overfitting. In the past few years, developing more effective regularization strate-
gies has been a very active research area in the deep learning community.
Optimization Algorithms
Most of the common optimization algorithms that have been used for training deep neural
networks typically repeat the following three-step cycle:
• Step 1: Propagate forward m examples stochastically sampled from a training set
of size n through the network to compute a scalar cost J(θ).
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• Step 2: Propagate backward the scalar cost J(θ) through the network to compute
the gradient ∇θJ(θ).
• Step 3: Update the network’s weights θ using the following weight update rule:
θ = θ − η∇θJ(θ), (2.24)
where η is a learning rate.
By choosing different values of m and/or adding extra terms to the weight update formula
and/or applying different learning rate adaptation techniques, most of the common opti-
mization algorithms that have been used for training deep neural networks can be derived
from the three-step cycle recipe presented above.
When m = n (step 1 propagates the whole dataset at once), the three-step cycle
presented above becomes the gradient descent algorithm (also known as batch gradient
descent). When m = 1 (step 1 propagates only a single example at once), the three-step
cycle becomes the Stochastic Gradient Descent (SGD) algorithm, and when 1 < m < n,
the three-step cycle becomes the mini-batch gradient descent algorithm.
By adding a velocity term, which is the gradient from the previous iteration, to the
weight update formula, the SGD algorithm becomes the SGD with momentum algorithm.
The learning rule of the SGD with momentum algorithm is defined as follows:
Compute velocity update: v = αv − η∇θJ(θ),
Update weight: θ = θ + v,
where η is the learning rate and α ∈ [0, 1) is the momentum hyperparameter.
By employing different learning rate adaptation strategies, the three-step cycle can
derive some of the most commonly used optimization algorithms for training deep neural
networks including AdaGrad, RMSProp, and Adam. According to [18], AdaGrad scales
the learning rate η inversely proportional to the square root of the sum of all of historical
squared gradients. The learning rule of AdaGrad is defined as follows:
Accumulate squared gradient: r = r +∇θJ(θ) · ∇θJ(θ),





where δ is a small constant added for numerical stability.
RMSProp is quite similar to AdaGrad; the main difference between the two algorithms
is that RMSProp changes gradient accumulation into an exponentially weighted moving
average. The learning rule of RMSProp is defined as follows:
Accumulate squared gradient: r = ρr + (1− ρ)∇θJ(θ) · ∇θJ(θ),
Update weight: θ = θ − η√
δ + r
∇θJ(θ),
where ρ is a hyperparameter which controls the length scale of the moving average and δ
is a small constant added for numerical stability.
Adam can be seen as “a variant on the combination of RMSProp and momentum with
a few important distinctions” [18]. The learning rule of Adam is defined as follows:
Update biased first moment estimate: s = ρ1s + (1− ρ1)∇θJ(θ),
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Update biased second moment estimate: r = ρ2r + (1− ρ2)∇θJ(θ) · ∇θJ(θ),








Update weight: θ = θ − η ŝ√
r̂ + δ
,
where ρ1 ∈ [0, 1) and ρ2 ∈ [0, 1) are exponential decay rates for moment estimates, t is the
time step, and δ is a small constant added for numerical stability.
2.2 Convolutional Neural Networks
In deep learning, Convolutional Neural Network (CNN) is a special class of deep neural
network designed to take advantage of the 2D structure of visual imagery (or other 2D
input such as a speech signal). In addition, CNNs be can generalized to work with other
types of data that have a known grid-like topology such as time-series data. The four key
ideas behind the success of CNNs in processing image data are local connections, shared
weights, pooling, and the use of many layers [35].
Unlike MLPs, which are composed of only fully-connected layers, CNNs employ three
main types of layers: convolutional layers, pooling layers, and fully-connected layers.
2.2.1 Convolutional Layer
Convolutional layers are the fundamental component of CNNs which leverage the three
main ideas that make CNNs powerful: local connectivity, parameter sharing, and equiv-
ariant representations [18]. Specifically, a convolutional layer accepts a volume I of size
[WI , HI , DI ] as input and outputs a volume O of size [WO, HO, DO]. The convolutional
layer is composed of several convolution kernels K (often called filters). Each neuron in
the output volume looks at a rectangular region in the input volume. The rectangular
region is referred to as the neuron’s receptive field in the previous layer, and the size of
the region is often called the filter size [19]. The filters are slid across the input volume I






I(m,n)K(i−m, j − n). (2.25)







I(i+m, j + n)K(m,n). (2.26)
To maintain the spatial dimensions, the input volume is often padded with zeros (see
Figure 2.4).
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Figure 2.4: Illustration of a convolutional layer with three 3 × 3 filters, stride S = 1, and zero
padding size P = 1.
2.2.2 Pooling Layer
According to [18], a pooling layer “replaces the output of the net at a certain location with
a summary statistic of the nearby outputs”. Pooling layers in CNNs serve two primary
purposes: The first is to introduce invariance to small translations in the input. The
second purpose is to reduce the number of parameters and the amount of computation in
the network by progressively reducing the spatial dimension of the input volume. There are
many pooling functions that can be used in pooling layers such as max-pooling, average-
pooling, and L2-pooling. However, in practice, it is recommended to use the max-pooling.
The max-pooling function takes a rectangular region of size K ×K as input and outputs
the maximum value of the elements in the region. The function is slid across the input
volume I with stride S to compute activation maps (see Figure 2.5).
Figure 2.5: Illustration of a pooling layer with max-pooling 2× 2 filters and stride S = 2.
Recently, it has been shown that max-pooling layers can simply be replaced by convo-
lutional layers with increased stride without loss in accuracy [68].
2.2.3 Fully-connected Layer
Fully-connected layers in CNNs are very similar to fully-connected layers in MLPs; they
are composed of neurons that are connected to all activations in the previous layer. In
CNNs, fully-connected layers are typically responsible for high-level reasoning. Specif-
ically, fully-connected layers are usually added to the end of CNNs to generate global
semantic information [19] and to perform classification based on the features extracted by
the previous layers.
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2.2.4 CNN Architecture
Many well-known deep CNNs, such as AlexNet [34] and VGGNet [66], are formed by simply
stacking up many convolutional layers, pooling layers, and fully-connected layers. In those
deep CNNs, the information flowing through the network passes through many stages of
multiplication; therefore, the gradients are needed to be back-propagated though many
stages during training. This typically causes the gradients to either vanish or explode.
The exploding gradient problem can be addressed easily by, for example, applying gradient
clipping. The vanishing gradients, on the other hand, are quite hard to overcome. When
the gradients vanish, the learning either becomes very slow or stops working. This issue is
historically known as one of the main challenges of training very deep CNNs. An example
of the vanishing gradient problem’s cause is the use of saturated activation functions such
as the hyperbolic tangent or the logistic sigmoid [88]. In modern CNNs, it is recommended
to use non-saturated activation functions, which typically suffer less from the vanishing
gradient problem, such as the ReLU, as alternatives to the hyperbolic tangent or logistic
sigmoid [17].
In practice, other layers such as dropout [69], batch normalization [30], and group
normalization [86] are often added to CNNs to improve performance and avoid overfitting.
For more details on the underlying concept of CNNs and their existing challenges, we refer
the interested reader to [35], [18], and [19].
Figure 2.6: Illustration of a simple CNN for image classification.
In the past few years, CNNs have been advancing the state of the art of many computer
vision tasks such as image classification and object detection. In the next two sections, we
review some of the most well-known CNN architectures for image classification and object
detection.
2.3 Image Classification
One of the most common applications of CNNs in computer vision is arguably image
classification, which aims at recognizing the category of the dominant object in an image.
Since the success of Krizhevsky et al. [34] with an 8-layer CNN (5 convolutional layers
+ 3 fully-connected layers) called AlexNet in the 2012 ImageNet challenge, CNNs have
become a commodity in the computer vision field. In the last few years, many attempts
have been made to improve the original AlexNet architecture by, for example, utilizing a
smaller receptive window size and by increasing the depth of the network.
One of the most recognized such attempts is the VGGNet [66], which is a CNN ar-
chitecture that secured the first place in the localization task and the second place in the
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classification task in the 2014 ImageNet challenge. The key innovation of the VGGNet
is the combination of small filters (3 × 3 filters) and deep networks (16-19 layers). The
authors argued that a stack of three 3 × 3 convolutional layers has the same effective re-
ceptive field as one 7× 7 convolutional layer, but is deeper, has more non-linearities, and
has fewer parameters.
With the increasing complexity of image classification problems, higher performance
CNNs are typically required. The most straightforward way of improving the performance
of CNNs is to increase their size by, for example, increasing their depth and width. Deep
CNNs constructed simply by stacking up many layers are computationally expensive and
very difficult to train due to the notorious problem of vanishing/exploding gradients. Wide
shallow CNNs typically suffer less from vanishing/exploding gradients; however, they are
very computationally expensive. With the aim of increasing the performance of CNNs
while keeping the computational budget constant, Szegedy et al. [75] proposed a novel
deep CNN architecture codenamed Inception. Inception modules employ two main ideas:
The first is employing filters of multiple sizes (1 × 1, 3 × 3, and 5 × 5) that operate
at the same level (see the green boxes in Figure 2.7). The second idea is judiciously
applying dimension reductions and projections to reduce computational requirements (see
the purple boxes in Figure 2.7). These ideas enable a considerable performance gain at a
modest increase in computational requirements compared to shallower and less wide CNNs.
The original Inception architecture (Inception-v1) was further improved in [76] by adopting
batch normalization (Inception-v2) and later by employing additional factorization ideas
(Inception-v3).
Figure 2.7: Illustration of an inception module with dimension reductions.
To further improve the performance of CNNs and to ease the training of very deep
networks, Residual Networks (ResNets) were proposed [24]. The ResNets add “shortcut”
connections (residual connections) to standard CNN layers to allow the gradient signal
to travel back directly from later layers to early layers (See Figure 2.8). The “shortcut”
connections allowed the authors of the ResNets to successfully train very deep CNNs with
50, 101, and even 152 layers.
To take advantage of both the Inception architecture and the residual connections,
Szegedy et al. [73] proposed to replace the filter concatenation stage of the Inception
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Figure 2.8: A comparison between standard CNNs (left) and ResNets with shortcut connections
(right). H(x) is the underlying mapping. F (x) = H(x) − x is the residual mapping adopted by
ResNets.
architecture by residual connections (Inception-ResNet). The authors further improved
the Inception-v3 by employing more inception modules and by making the architecture
more uniform and simplified (Inception-v4) [73].
Although ResNets had a great success winning the ImageNet and COCO 2015 com-
petitions as well as achieving the state-of-the-art performance in several benchmarks, it
has many weaknesses. The first is the long training time. The second weakness is the
diminishing feature reuse [28], which is also known as loss in information flow [70]. To
address these issues, many improvements have been proposed. One example is stochastic
depth [28], which randomly drops a subset of layers during training. The dropped layers
are bypassed with the identity function. This simple modification allows better infor-
mation and gradient flow, which results in a substantial reduction in training time and
a considerable increase in accuracy. Stochastic depth allows the authors to successfully
train ResNets with more than 1200 layers. Another example are Wide Residual Networks
(WRNs) [91], which are adapted from ResNets by decreasing the depth and increasing
the width of the networks. The authors demonstrated that a 16-layer WRN significantly
outperforms 1000-layer ResNets on CIFAR (Canadian Institute For Advanced Research)
datasets [33] and that a 50-layer WRN outperforms 152-layer ResNets on ImageNet. In
addition, the authors showed that WRNs are several times faster to train compared to
ResNets.
With the aim of improving the quality of representations produced by CNNs, Hu et al.
[26] proposed a new architecture unit called Squeeze-and-Excitation (SE) block to model
the interdependencies between CNN feature channels. The proposed SE blocks allow CNNs
to perform feature recalibration, which enables the use of global information selectively
by emphasizing informative features and suppressing less useful ones. Specifically, in each
SE block, a global understanding of each channel is obtained by squeezing the feature
maps into a 1× 1× C vector. The vector is used by an excitation operation to scale the
channels to emphasize informative features and suppress less useful ones (see Figure 2.9).
With a slight additional computational cost, SE blocks bring considerable improvements
in performance to the existing state-of-the-art CNNs such as ResNets and Inception Nets.
Inspired by the success of “shortcut” connections in CNNs, Huang et al. proposed
a novel network architecture called Dense convolutional Network (DenseNet) [27]. The
core idea of DenseNets is the use of multiple densely connected blocks in which all layers
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Figure 2.9: Illustration of a SE block.
(with matching feature-map sizes) are directly connected with each other. Specifically,
a layer in a dense block uses feature maps of all preceding layers in the bock as inputs,
and its own feature maps are used as inputs into all subsequent layers in the block. This
allows for maximum information flow between layers in the network. DenseNets achieve
the state-of-the-art performance while requiring substantially fewer parameters and less
computation compared to other networks that support “shortcut” connections such as
ResNets, ResNets with stochastic depth, and WRNs.
Figure 2.10: Illustration of a dense block. A layer in a dense block uses feature maps of all preceding
layers in the bock as inputs, and its own feature maps are used as inputs into all subsequent layers
in the block.
Despite the success of neural networks in many tasks such as image classification,
speech recognition, and machine translation, these models are still hard to design and
typically require lots of human effort in tuning. With the aim of generating good neural
network architectures automatically, Barret Zoph and Quoc V. Le proposed Neural Archi-
tecture Search, a gradient-based method for finding good architectures based on Recurrent
Neural Networks (RNNs) and reinforcement learning. The main idea is to use a RNN con-
troller to generate neural network architectures (child networks) and use reinforcement
learning to train the controller based on the accuracy of the child models on the validation
set. By using a RNN as the controller, the proposed method is capable of searching in
variable-length architecture space and rivals the best human-invented architectures, such
as ResNets, ResNets with stochastic depth, WRNs, and DenseNets in terms of test set
accuracy.
It can be clearly seen from this review that the general trend to achieve higher accuracy
has been to make deeper and more complicated networks. This typically results in longer
training time and significantly higher computational cost. With the aim of building very
small, low latency models for mobile and embedded vision applications, Howard et al. [25]
proposed an efficient network architecture called MobileNet based on depthwise separable
convolutions. To make the network smaller and faster as well as to reduce the computa-
tional cost, the authors further proposed two hyper-parameters: a width multiplier and a
resolution multiplier. The former is responsible for thinning the network uniformly at each
layer while the latter is applied to the input image to reduce the internal representation
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of every layer.
2.3.1 Summary
In this section, we have briefly introduced image classification, which is one of the most
common applications of CNNs in computer vision, and have reviewed the state-of-the-
art CNN-based image classification models, such as Inception architectures, ResNets, and
Densets. In the next section, we introduce another common application of CNNs in
computer vision: object detection.
2.4 Object Detection
Inspired by the success of CNNs in image classification, many researchers have proposed to
use CNNs to solve the more challenging task of object detection. The main goal of generic
object detection is to localize and classify existing objects in images. This is typically
achieved by labeling each object with a bounding box that shows where it is, with the
label of the class that the object belongs to, and with a confidence score that reflects its
confidence of existence.
In the past few years, many CNN-based object detectors have been proposed. These
detectors can be mainly categorized into two types: one-stage detectors and two-stage
detectors. Details of these detectors are as follows.
2.4.1 Two-stage Object Detectors
Two-stage object detectors detect objects via two main steps: region proposal and region
classification. One of the most pioneering two-stage object detectors is the selective search
work [79]. For the region proposal step, a data-driven region proposal method called
selective search, which aims at generating a small set of high-quality class-independent
object locations, is proposed. Selective search is inspired by bottom-up segmentation and
exhaustive search. Specifically, a data-driven grouping-based strategy is employed together
with three diversification strategies including (i) utilizing a variety of color spaces; (ii)
employing different similarity measures; and (iii) varying starting regions for improving
the search’s robustness. For the region classification step, a Support Vector Machine
(SVM) with histogram intersection kernel is employed for classifying the proposals into
foreground classes/background.
R-CNN (Regions with CNN features) [16] improves the selective search approach by
replacing the second-stage classifier by a CNN that extracts a fixed-length feature vec-
tor from each region and a set of class-specific linear SVMs that score the feature vector
and predict the presence of each object class in the candidate region. In addition, a lin-
ear regression model is employed for tightening the bounding boxes (see Figure 2.11).
These improvements allow R-CNN to outperform the selective search approach signifi-
cantly; however, R-CNN still has many notable drawbacks. The first is the complicated
multi-stage training pipeline, which is employed for separately training the three trainable
modules: the CNN feature extractor, the SVMs, and the bounding-box regressors. The
second drawback is the large space requirements for storing features extracted from each
object proposal in each image. The third is the long training time. The fourth drawback is
slow detection speed due to the lack of shared computation. Specifically, R-CNN performs
a separate CNN forward pass for each object proposal.
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Figure 2.11: Illustration of R-CNN. In the first stage, the selective search is employed for extracting
around 2000 bottom-up region proposals from the input image. In the second stage, the proposals
are fed into a large CNN for extracting useful features, which are then used by a set of class-specific
SVMs and bounding-box regressors for classifying each region and tightening the bounding boxes,
respectively.
To speed up R-CNN, Spatial Pyramid Pooling networks (SPP-nets) [23] were proposed.
SPP-nets employ computation sharing by first computing convolutional feature maps for
the entire input image only once (possibly at multiple scales). Then, the spatial pyramid
pooling is applied on each proposal candidate on the shared feature maps to generate
a fixed-length representation. Finally, a set of class-specific linear SVMs are utilized for
classifying the proposal candidates, and bounding-box regressors are applied for tightening
the bounding boxes. By addressing the fourth drawback of R-CNN, specifically employing
computation sharing via shared convolutional feature maps, SPP-nets can run at orders
of magnitude faster than R-CNN. However, the other three drawbacks, including the
complicated multi-stage training pipeline, the long training time, and the large space
requirements for storing features, still remain unsolved.
To fix the disadvantages of R-CNN and SPP-nets and to improve their speed and
accuracy, Fast R-CNN was proposed [15]. Fast R-CNN extends the computation sharing
idea of the SPP-nets and employs a multi-task loss for facilitating singe-stage training.
Specifically, shared convolutional feature maps for the entire input image are first extracted
using a CNN. Then, a Region of Interest (RoI) pooling layer is employed for extracting
a fixed-length feature vector from the shared feature maps for each proposal candidate.
Finally, a sequence of fully-connected layers and two sibling output layers are employed
for processing each feature vector for simultaneously producing softmax probabilities and
per-class bounding-box regression offsets (see Figure 2.12). This architecture allows Fast
R-CNN to be trained end-to-end with a multi-task loss, which is a combination of a log
loss for training the classifier and a smooth L1 loss for training the bounding-box regressor.
Although Fast R-CNN is much better than R-CNN and SPP-nets both in terms of
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Figure 2.12: Illustration of Fast R-CNN. Instead of performing a separate CNN forward pass for
each object proposal as in R-CNN, Fast R-CNN adopts the computation sharing idea proposed in
SPP-nets and computes shared feature maps for the entire input image only once. Besides, Fast
R-CNN employs a multi-task loss for facilitating singe-stage training.
performance and speed, its detection speed at test time is still very slow due to the use
of the slow selective search in generating proposals. To further improve the detection
speed and accuracy, a Region Proposal Network (RPN), which can run on shared feature
maps generated by detection networks, was proposed [58] (see Figure 2.13). This enables
nearly cost-free region proposals and significantly improves the detection speed of Fast
R-CNN. Based on this, a single, unified network for object detection called Faster R-CNN
was proposed [58]. Faster R-CNN consists of two main modules: a RPN that proposes
regions and a Fast R-CNN detector that classifies the regions and refines their bounding
boxes. Faster R-CNN is very accurate; however, it is quite slow due to the use of a costly
per-region sub-network hundreds of times per image [9].
To address the existing issues of region-based detectors such as Fast R-CNN [15] and
Faster R-CNN [24] and to further improve their speed and accuracy, Region-based Fully
Convolutional Network (R-FCN) was proposed [9]. Instead of applying a costly per-region
sub-network hundreds of times, R-FCN adopts a fully convolutional architecture with al-
most all computations shared across the entire image. To address the dilemma between
translation-invariance in image classification and translation-variance in object detection,
R-FCN proposes novel position-sensitive score maps that allow fully convolutional net-
works to effectively and efficiently perform both classification and detection in a single
evaluation. With those novel improvements, R-FCN can run at 2.5-20 times faster and
achieves higher accuracy than the Faster R-CNN counterpart.
To explicitly address multi-scale problems of CNNs, especially in object detection, Lin
et al. [38] proposed Feature Pyramid Network (FPN) architecture. FPNs can create a
feature pyramid that has strong semantics at all scales based on the pyramidal shape of
a CNN’s feature hierarchy. Specifically, FPNs employ a top-down pathway and lateral
connections to combine low-resolution, semantically strong features with high-resolution,
semantically weak features. To improve the performance of Faster R-CNN, FPNs were
employed both in RPN for proposal generation and in Fast R-CNN for object detection.
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Figure 2.13: Illustration of Faster R-CNN. To speed up Fast R-CNN, Faster R-CNN replaces the
slow selective search by a RPN, which can run on shared feature maps generated by detection
networks.
With a marginal extra cost, FPNs significantly improve the performance of Faster R-CNN,
especially in detecting small objects.
Mask R-CNN [21] extends Faster R-CNN for simultaneously detecting objects in an
image and generating a high-quality segmentation mask for each instance. Specifically,
Mask R-CNN adds an additional branch to the detection network of Faster R-CNN to
output a binary mask for each RoI. To fix the misalignment between the network inputs
and outputs of Faster R-CNN, a simple, quantization-free layer, called RoIAlign, was
proposed and employed for preserving exact spatial locations. To train the network from
end-to-end, a multi-task loss, which is a combination of a classification loss, a bounding-
box loss, and a mask loss, was proposed. The classification loss and the bounding-box
loss are identical as those employed in Faster R-CNN, while the mask loss is the average
binary cross-entropy loss applied on K binary masks, one for each of the K classes.
2.4.2 One-stage Object Detectors
Two-stage object detectors are accurate; however, they are typically slow due to their
complex multi-stage pipelines [54]. With the aim of facilitating real-time object detection,
many single-shot object detectors, which take only one single shot to detect multiple
objects within the image, have been proposed.
The OverFeat detector [64] is one of the first successful modern CNN-based one-stage
object detectors. OverFeat is built based on three main ideas: First, a CNN is employed
at multiple locations in the image, in a sliding window fashion, and over multiple scales
to detect objects of different sizes and in different positions within the image. The second
idea is to train the network not only for classifying each window but also for predicting the
location and the size of the bounding box containing the object relative to the window. The
third idea is to accumulate bounding boxes instead of suppressing them in order to increase
detection confidence. By employing the three ideas, OverFeat can efficiently perform
sliding window detection. However, OverFeat is still a disjoint system. In addition, since
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OverFeat cannot reason about global context, it requires significant post-processing to
produce coherent detections.
With the aim of addressing the existing issues of region proposal-based detectors that
use complex pipelines and sliding window techniques that can not reason about global
context, You Only Look Once (YOLO) was proposed [54]. YOLO is a real-time object
detection framework that directly predicts bounding boxes and class probabilities with a
single network in a single evaluation. To achieve this, YOLO unifies region proposal and
region classification into a single neural network and, according to the authors, “frames
object detection as a regression problem to spatially separated bounding boxes and as-
sociated class probabilities”. Specifically, YOLO divides the input image into a S × S
grid. Each grid cell predicts B bounding boxes and C conditional class probabilities,
P (Classi|Object). Each bounding box consists of 5 predictions: x, y, w, h, and confidence
c that represents the Intersection over Union (IoU) between the predicted box and any
ground truth box. The (x, y) coordinates represent the center of the predicted box relative
to the bounds of the grid cell; w and h are the width and height of the predicted box rela-
tive to the whole image, respectively. Thus, the output of YOLO is a S ×S × (B ∗ 5 +C)
tensor (see Figure 2.14). YOLO architecture is inspired by the GoogleLeNet model for
Figure 2.14: Illustration of YOLO. YOLO divides the input image into a S × S grid. Each grid
cell predicts B bounding boxes each consists of 5 predictions (x, y, w, h, c) and C conditional class
probabilities (p1, p2, . . . , pC). In this illustration, we use S = 7, B = 2, and C = 20.
image classification [75]. Specifically, YOLO has 24 convolutional layers, followed by two
fully-connected layers (see Figure 2.15). With a unified architecture, YOLO is extremely
fast; it processes images in real-time. However, YOLO is not state-of-the-art in terms of
accuracy. YOLO has two major drawbacks: First, it makes a considerable number of local-
ization errors. Second, YOLO has relatively low recall compared to region proposal-based
methods, such as Fast R-CNN.
To address the two main drawbacks of YOLO, which are high localization errors and
low recall, YOLOv2 was proposed [55]. YOLOv2 enhances YOLO by combining a variety
of existing ideas with some novel concepts. First, YOLOv2 adopts batch normalization
on all the convolutional layers to regularize the model and improve its convergence. Next,
a higher resolution classifier is employed. Next, instead of using fully-connected layers to
predict the coordinates of bounding boxes directly, YOLOv2 utilizes convolutional layers
to predict locations of anchor boxes. Then, to find good priors on anchor box dimensions,
k-means clustering is employed. Further, direct location prediction is employed, and fine-
grained features are adopted by adding a passthrough layer. Finally, multi-scale training
is utilized in order to make the model robust to input images of different sizes, and a light-
weight base model is employed for making predictions faster. In addition, a joint training
algorithm that can train object detectors on both detection and classification data was
proposed. Using this method, the authors trained YOLO9000, a real-time object detector
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Figure 2.15: Illustration YOLO architecture. YOLO architecture is inspired by the GoogleLeNet
model for image classification [75]. Specifically, YOLO has 24 convolutional layers, followed by two
fully-connected layers.
that can detect over 9000 different object categories.
Recently, YOLOv3 was proposed by making some major design changes on YOLOv2
[56]. Specifically, YOLOv3 employs logistic regression to predict an objectness score for
each bounding box instead of the sum of squared error loss. For class prediction, the
softmax layer is replaced by multiple independent logistic classifiers. YOLOv3 adds several
convolutional layers after the base feature extractor and predicts boxes at three different
scales among these layers. A new base model called Darknet-53 is employed. Darknet-53
is similar to the original darknet architecture [53], but has residual blocks added.
Single Shot multibox Detector (SDD) improves YOLO by adding a series of modifi-
cations: (i) predictions are performed at multiple feature maps from the later stages of a
network to enable detection at multiple scales; (ii) small convolutional filters are utilized to
predict object classes and offsets in bounding box locations; and (iii) separate predictors
(filters) are employed for predicting objects at different aspect ratios [41]. Specifically,
SDD employs the VGG-16 model [66] pre-trained on the ImageNet dataset as its base
network for extracting useful features. Instead of operating on a single scale feature map
like YOLO [54] and Overfeat [64], SDD adds extra convolutional layers (feature layers),
which decrease in size progressively, to the end of the base network to allow predictions
of detections at multiple scales. Unlike YOLO, which uses a fully-connected layer for
producing predictions, SDD attaches a set of small convolutional filters to each added
feature layer (or optionally to an existing layer from the base network) and employs them
for predicting object classes and offsets in bounding box locations (see Figure 2.17). SDD
applies default boxes, which are similar to the anchor boxes used in Faster R-CNN [58], to
several feature maps of different resolutions. These modifications allow SDD to effectively
detect objects at multiple scales and aspect ratios, and make SDD both faster and more
accurate than the YOLO counterpart.
SDD was enhanced in [14] by adding large-scale context to the detection network. To
achieve this, SDD is first combined with Residual-101 network [24]. The SDD+Residual-
101 detector is then augmented with deconvolution layers to introduce large-scale context.
The resulting detector is called Deconvolutional Single Shot Detector (DSSD). By intro-
ducing large-scale context to the detection network and employing a better base network,
DSSD can address the weakness of small object detection in SDD and improve its perfor-
mance. Specifically, DSSD is able to match the speed of other detectors while surpassing
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Figure 2.16: Illustration of SDD. SDD employs feature maps with different scales (e.g., 8 × 8 in
(b) and 4 × 4 in (c)) and default boxes of different aspect ratios to enable detection at multiple
scales and aspect ratios. For each default box, SDD predicts both shape offsets ∆(cx, cy, w, h) and
the confidences for all object categories (c1, c2, . . . , cp). During training, matched default boxes are
treated as positives, and the rest of the default boxes are treated as negatives.
Figure 2.17: A comparison between YOLO and SDD. SDD adds extra convolutional layers (feature
layers), which decrease in size progressively, to the end of the base network to allow predictions of
detections at multiple scales.
the accuracy of both the previous SDD framework and other state-of-the-art object de-
tectors such as Faster R-CNN and R-FCN.
Lin et at. [39] identified class imbalance during training as the main obstacle preventing
one-stage detectors (e.g., SDD and YOLO) from achieving the state-of-the-art accuracy
and proposed to address that by introducing a novel loss function named Focal Loss (FL).
FL dynamically scales the standard cross-entropy loss with a scaling factor that decays
to zero as confidence in the correct class increases. By doing that, FL automatically
reduces the weights of easy examples during training and allows the model to focus on
hard examples. To demonstrate the effectiveness of the proposed FL, a simple one-stage
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object detector called RetinaNet was designed [39]. RetinaNet adopts some existing ideas
and concepts from previous dense detectors. Specifically, RetinaNet adopts the FPN [38]
as the backbone network and employs the concept of translation-invariant anchor boxes
introduced by RPN [58]. When trained with FL, RetinaNet achieves similar speed as
previous one-stage detectors while outperforming the accuracy of the state-of-the-art two-
stage detectors.
2.4.3 Summary
In this section, we have briefly introduced object detection and have highlighted some of
the most well-known two-stage object detectors (e.g., Faster R-CNN, R-FCN, and FPN)
and one-stage object detectors, for example, YOLO, SDD, and RetinaNet. Because of
simple architecture, one-state detectors are typically very fast; however, their accuracy
usually trails that of two-stage methods. Recently, class imbalance was identified as the
primary obstacle preventing one-stage detectors from surpassing top-performing, two-stage
methods. To address this problem, focal loss was proposed. With the help of the focal loss,
one-stage detectors such as RetinaNet is able to match the speed of one-stage detectors
while surpassing the accuracy of two-stage detectors.
2.5 Few-shot Learning
The availability of large datasets (such as ImageNet [10] and Microsoft COCO [40]), ad-
vances in GPU-accelerated computing, and streamlined designs of deep neural networks,
have enabled deep learning methods to achieve great success in a variety of AI-related
tasks. This is especially the case in computer vision, such as image classification, ob-
ject detection, and image segmentation. However, most of these successes are based on
conventional supervised end-to-end learning approaches, which typically require lots of
labeled data to train and are prone to overfitting when only a small amount of training
data is available. In addition, these approaches are typically not able to generalize well to
changing tasks. To avoid overfitting and to improve the generalization ability of conven-
tional deep learning models, many researchers have relied on regularization (e.g., batch
normalization [30] and dropout [69]) and data augmentation. These approaches work well
on medium-sized (or sometimes even small-sized) datasets. However, they typically fail in
extreme cases where only one or a few examples per class are available.
Humans are, on the other hand, capable of learning new concepts quickly from only
one or a few examples, i.e., one-shot or few-shot learning, by effectively utilizing prior
knowledge and experience. For example, a child who has learned what a horse looks like
can rapidly transfer their knowledge to learn what a zebra looks like from just one or a
few example images.
Inspired by humans’ ability to learn new concepts quickly, there has been a recent
resurgence of interest in designing specialized deep learning models for one-shot and few-
shot learning tasks. In this section, we focus mainly on few-shot learning. One of the most
common few-shot learning tasks is few-shot classification in which the goal is to adapt a
classifier to previously unseen classes from just a handful of labeled examples per class.
In the past few years, many few-shot classification approaches have been proposed.
These approaches can be roughly categorized as (i) learning to fine-tune approaches; (ii)
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sequence-based approaches; (iii) generative modeling-based approaches; (vi) distance met-
ric learning-based approaches; (v) deep distance metric learning-based approaches; and
(vi) semi-supervised approaches. The literature on few-shot learning is vast; we present in
this section a short summary of well-known approaches and works most relevant to ours.
We refer the reader to [84] and [80] for more detailed reviews on few-shot learning.
2.5.1 Task Description
Before reviewing different few-shot classification approaches. We begin by detailing the
few-shot learning task. In the traditional machine learning setting, we are typically given
a dataset D. This dataset is usually split into two parts: Dtrain and Dtest. The former is
often used for training the parameters θ of the model, while the latter is typically used
for evaluating its generalization. In general few-shot learning, we are dealing with meta-
datasets Dmeta containing multiple regular datasets D [60]. Each dataset D ∈ Dmeta
has a split of Dtrain and Dtest; however, they are usually much smaller than that of
regular datasets used in the traditional machine learning setting. Let C = {1, . . . ,K}
be the set of all classes available in Dmeta. The set C is usually split into two disjoint
sets: Ctrain containing training classes and Ctest containing unseen classes for testing, i.e.,
Ctrain∩Ctest = ∅. The meta-dataset Dmeta is often split into two parts: The first is a meta
training set Dmeta−train = {(xi, yi)}Ni=1, where xi is the feature vector of the ith example,
yi ∈ Ctrain is its corresponding label, and N is the number of training examples. The
second part is a meta testing set Dmeta−test. In a standard M-way K-shot classification
task, the meta testing set Dmeta−test consists of a support set and a query set. The support
set S = {(xj , yj)}NSj=1 contains K examples from each of the M classes from Ctest, i.e., the
number of support examples are NS = M × K and yj ∈ Ctest. The query set contains
NQ unlabeled examples Q = {(xj)}NS+NQj=NS+1. The support set is employed by the model
for learning the new task, while the query set is utilized by the model for evaluating its
performance.
Figure 2.18: Illustration of a meta training set Dmeta−traing and a meta testing set Dmeta−test for
the 5-way, 1-shot classification task. In this illustration, for each dataset, we have one example
from each of five classes in the training set and one example for evaluation in the test set.
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2.5.2 Learning to Fine-Tune Approaches
Finn et al. [13] propose a Model-Agnostic Meta-Learning (MAML) approach to learn a
model’s initial parameters such that it can be quickly adapted to a new task through only
one or a few gradient update steps. In other words, MAML aims at learning a good internal
representation that is broadly suitable for many tasks, and from there, good results can
be achieved by simply fine-tuning the model slightly via one or a few weight update steps
(see Figure 2.19). Specifically, MAML employs a base model, which is a neural network,





model parameters θ are updated by one or a few gradient descent steps on the training
set D
(i)
train to produce θ
′
i. The model parameters θ are trained by optimizing for the
performance of fθ′i on the testing set D
(i)
test with respect to θ across tasks Ti sampled from
the distribution over tasks P (T ). Since MAML is model-agnostic by design, it can handle
any model representation that is amenable to gradient-based training and is applicable to a
variety of different problems such as classification, regression, and reinforcement learning.
Figure 2.19: A comparison between traditional learning/adaptation (left) vs MAML (right). From
a random initialization, traditional learning/adaptation algorithms need to make many weight
updates to find optimal parameters for the target task. MAML, on the other hand, learns a good
initialization that can significantly reduce the number of weight updates that learning/adaptation
algorithms have to make.
Ravi and Larochelle [60] propose a Long Short-Term Memory (LSTM)-based meta-
learner model not only to learn a good initialization for another learner (classifier) network
that allows for quick training convergence but also to discover the exact optimization
algorithm that can be employed for training the learner in the few-shot regime.
Although these approaches can handle many model representations, they both suffer
from the need to fine-tune on the target problem, which makes them less appealing to
few-shot learning.
2.5.3 Sequence Based Approaches
Santoro et al. [1] propose a method for few-shot classification based on Memory-Augmented
Neural Networks (MANNs). The authors modify the Neural Turing Machines (NTMs)
[2], which have the ability to quickly encode and retrieve new information using external
memory, to excel at one-shot learning. The authors introduce a new method for access-
ing external memory, called the Least Recently Used Access (LRUA), which only uses
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content-based location.
Mishra et al. [45] formalize meta-learning as a sequence-to-sequence problem and
propose a novel class of model architectures, called the Simple Neural AttenIve Learner
(SNAIL), to resolve the problem of existing approaches in quickly incorporating and re-
ferring to past experience. SNAIL employs a novel combination of temporal convolutions
and soft attention, which enables the meta-learner to aggregate contextual information
from past experience and allows it to pinpoint specific pieces of information, respectively.
While appealing, these methods typically require complex RNN architectures and com-
plicated mechanisms for storing/retrieving all the historical information of relevance, both
long-term and short-term, without forgetting [72].
2.5.4 Generative Modeling Based Approaches
Zhang et al. [92] argue that it may be easier to form a decision boundary between objects
that look very different, for example, cats and cars, than between objects that look very
similar, such as cats and dogs. Thus, it is difficult for conventional few-shot learning
approaches to extract the correct features to separate similar classes (e.g., cats and dogs)
if they are not in the training data. Based on this, the authors propose an adversarial
training based framework called MetaGAN with the aim of providing additional signals
to the classifiers and making the decision boundaries much sharper. MetaGAN casts the
classifier in conventional few-shot learning approaches as a discriminator and employs
an imperfect generator to provide fake data between the manifolds of different real data
classes. Since the discriminator is forced to not only classify real classes but also to
distinguish between real/fake classes, it has to extract stronger features that typically
lead to much sharper decision boundaries between real classes.
Wang et al. [85] propose a novel approach to few-shot learning based on learning
to hallucinate additional examples. The authors combine the “learning to learn” [77]
and “learning to augment” [85] ideas by employing a hallucinator to produce additional
training examples to allow the classification algorithm to learn a better classifier. The
authors argue that the aim of the hallucinator should be to hallucinate examples that
are useful for learning classifiers instead of diversity or realism and propose to train the
classification algorithm and the hallucinator jointly.
2.5.5 Distance Metric Learning-Based Approaches
The basic idea of distance metric learning-based approaches is to learn a non-linear map-
ping of the input into an embedding space and define a metric distance which maps similar
examples close and dissimilar ones distant in the embedding space, so that a query exam-
ple can be easily classified by, for example, using nearest neighbor methods. The success
of these methods relies heavily on the choice of the distance metric function. In the past
few years, many fixed metric distance functions (e.g., the Euclidean distance [67] and the
cosine distance [81]) and learnable deep metric distance functions, such as [72], have been
applied to few-shot classification models. In this section, we review some of the most
well-known distance metric learning-based approaches that employ fixed metric distance
functions. Methods that utilize learnable deep metric distance functions are reviewed in
the next section.
Snell et al. [67] propose a simple method called Prototypical Networks (PNs) for few-
shot learning based on the assumption that there exists an embedding space in which
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Figure 2.20: Illustration of prototypical networks. A prototype for each class in the embedding
space is generated by taking the mean of the embeddings of its support examples. An embedded
query point is classified by simply finding the nearest class prototype in the embedding space based
on the squared Euclidean distance metric.
samples from each class cluster around a single prototype representation, which is simply
the mean of the individual samples. Specifically, PNs learn a non-linear embedding func-
tion fφ : RD −→ RE parameterized by φ that maps a D-dimensional feature vector of an
example xi to an E-dimensional embedding zi = fφ(xi) [67]. In meta-testing, the embed-
ding function fφ is employed for mapping examples in the support set S = {(xj , yj)}NSj=1
into the embedding space. An E-dimensional representation ck, or prototype, of each class












where Sk is the support set of class k. An embedded query point xq is then classified by
simply finding the nearest class prototype in the embedding space based on the squared
Euclidean distance metric. To train PN, the episodic training strategy proposed in [81, 60]
is adopted. Specifically, to train PN for the M-way, K-shot classification task, a training
episode is formed from the meta training set Dmeta train as follows: K examples from
each of M randomly selected classes from Ctrain are sampled to form a support set S =
{S1, . . . , SM}. A query set Q = {Q1, . . . , QM} is formed by sampling from the rest of the
M classes’ samples. Next, for each class k, its support set Sk ∈ S is used for computing
a prototype using Equation 2.27. Then, a distribution over classes for each query point
xq ∈ Q based on a softmax over distances to the prototypes in the embedding space is
produced:




where d = RE × RE −→ [0,+∞) is a distance function. Based on that, the PN is trained
by minimizing the negative log-probability of the true class k via SGD:








log pφ(y = k|xq). (2.29)
The training is repeated with new, randomly generated training episodes until a stopping
criterion is met.
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Algorithm 1 PN’s training episode loss computation. Dmeta−train = {(xi, yi)}Ni=1 is the
meta-training set, where xi is the feature vector of the i
th example, yi ∈ {1, . . . ,K} is
its corresponding label, K is the number of classes in Dmeta−traing, and N is the number
of training examples. Dk = {(xj , yj) ∈ D | yj = k} is the meta-training set of class k.
NC ≤ K, NS , and NQ are the number of classes per episode, the number of support
examples per class, and the number of query examples per class, respectively. RS(S,N)
is a function that returns a set of N elements chosen uniformly at random from set S,
without replacement.
Require: Meta-training set Dmeta−train = {(xi, yi)}Ni=1.
Ensure: The loss J(φ) for a randomly generated training episode.
V ← RS({1, . . . ,K}, NC) . Select class indices for an episode
for k in {1, . . . , NC} do
Sk ← RS(DVk , NS) . Select support examples























Garcia and Bruna [61] argue that few-shot learning, which aims at propagating label
information from labeled support examples towards unlabeled query images, can be for-
malized as a posterior inference over a graphical model determined by the images and
labels in the support set and the query set. The authors cast posterior inference as mes-
sage passing on graph neural networks and propose a graph-based model, which can be
trained end-to-end, to solve the task. The authors further extend the algorithm for semi-
supervised few-shot learning and active few-shot learning.
With the aim of improving the generalization capacity of metric-based methods for few-
shot learning, Wang et al. propose to enforce a large margin between the class centers [90].
To do this, the authors propose to augment a large margin loss function to the standard
softmax loss function for classification. The unnormalized triplet loss [63] is chosen to be
the large margin distance function. The authors also provide experimental results with
other existing large margin distance functions, including the normalized triplet loss, the
normalized contrastive loss [20, 71], the normface loss [82], the cosface loss [83], and the
arcface loss [11], and conclude that the unnormalized triplet loss is more robust than the
above-mentioned loss functions. Experimental results show that the proposed approach
slightly improves the performance of existing metric distance learning-based models such
as Graph Neural Networks (GNNs) [61] and PNs [67].
2.5.6 Deep Distance Metric Learning-Based Approaches
To avoid the need of manually choosing the right distance metric (e.g., the Euclidean
distance and the cosine distance), Sung et al. [72] propose a two-branch Relation Network
(RN) which can learn both a deep embedding and a deep non-linear metric (similarity
function) for comparing images in the embedding space (see Figure 2.21). Specifically, the
RN consists of two modules: an embedding module fϕ and a relation module gφ. The
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Figure 2.21: Illustration of Relation Network architecture for a 5-way, 1-shot classification task
with one query example.
embedding module takes support examples xi ∈ S and query examples xj ∈ Q as inputs
and produces feature maps fϕ(xi) and fϕ(xj), respectively. For the 1-shot classification
task, the features maps fϕ(xi) and fϕ(xj) are concatenated in depth before being fed into
the relation module gφ for producing a relation score ri,j , which is a scalar in range of 0 to
1 representing the similarity between xi and xj . For the K-shot classification task where
K > 1, a class feature map for each class is produced by element-wise summing over the
embedding module outputs of its support examples. The class feature map is then used
in the exact same way as the feature map fϕ(xi) in the 1-shot classification case. To train
RN, the authors propose to use the Mean Square Error (MSE). The main goal is to regress
the predicted relation score ri,j to the ground truth relation score, which is 1 for matched
pairs and 0 for mismatched pairs.
Although deep distance metric learning-based approaches can avoid the need for manu-
ally choosing the right distance metric, they are prone to overfitting and are more difficult
to train compared to distance metric learning-based approaches due to the added param-
eters.
2.5.7 Semi-Supervised Approaches
To take advantage of both labeled and unlabeled data, Boney and Ilin [6] propose to
extend prototypical networks to address the semi-supervised few-shot learning problem.
Based on the observation that prototypical networks tend to produce clustered data rep-
resentations, the authors cast the semi-supervised few-shot learning problem as a semi-
supervised clustering problem and address it by applying guided hard K-means clustering
in the embedding space found by prototypical networks at test time. The K-means clus-
tering process is guided by the labeled examples, which are used for initializing the cluster
means.
A similar approach was concurrently developed by Ren et al. [57]. However, the au-
thors apply clustering both at testing and at training to refine the prototypes produced
by prototypical networks. To keep the inference differentiable, soft K-means is applied
instead of hard K-means. In addition, the authors consider a more challenging situation
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where unlabeled examples can come from distractor classes and propose a soft-masking
mechanism to learn to include or ignore entirely certain unlabeled examples in the proto-
type refining process.
2.5.8 Summary
In this section, we have briefly introduced few-shot learning and have reviewed some
of the most well-known approaches including (i) learning to fine-tune approaches; (ii)
sequence-based approaches; (iii) generative modeling-based approaches; (vi) distance met-
ric learning-based approaches; (v) deep distance metric learning-based approaches; and
(vi) semi-supervised approaches. Among these categories, distance metric learning-based
approaches are typically preferred since they are simpler and more efficient than other
few-shot learning approaches, which require complex inference mechanisms, complex RNN
architectures, or fine-tuning the target problem.
Chapter 3
Case
This chapter describes the special case that forms the basis of the work on which this
dissertation is built, which is to develop an automatic autonomous vision-based power line
inspection system.
3.1 Case
With the aim of exploiting recent advances in deep learning, especially CNNs, and UAV
technologies for facilitating automatic autonomous vision-based power line inspection,
eSmart Systems1 initiated a project, code-named Connected Drone, in 2016. The first
phase of the project (Connected Drone 1) ran from 2016 to the end of 2018 and involved
12 Norwegian power grid companies (such as Hafslund and Ringeriks-Kraft), universities
(NORUT/ASUF, NTNU AMOS, and UiO), technology partners (Telenor, Microsoft, Tele-
plan Globe, and Eker Design), and drone experts (IRIS Group and Robot Aviation). The
second phase of the project (Connected Drone 2) is expected to run from the end of 2019
to at least until the end of 2022 and involves at present 22 Norwegian utilities.
The work represented by this dissertation is funded by the Research Council of Norway
and eSmart Systems as an industrial Ph.D. project in collaboration with the UiT Machine
Learning Group2.
In this project, with the aim of taking advantage of recent advances in deep learning
and UAV technologies to realize fast, accurate, and safe automatic vision-based power
line inspection, we propose as a new potential solution an automatic autonomous vision-
based power line inspection concept that uses UAV inspection as the main inspection
method, optical images as the primary data source, and deep learning as the backbone
of data analysis. The concept consists of two main modules: an automatic inspection
module and an autonomous inspection module. The former module is responsible for
automatically analyzing inspection images taken from UAVs using deep learning models
for identifying power line components and defects, while the latter module is responsible
for performing inspections autonomously with self-driving UAVs. Specifically, the concept
works as follows: First, UAVs equipped with high-resolution cameras are flown along power
lines and circled around power masts to take pictures of the masts, the conductors, power
line components (e.g., insulators, poles, and cross arms), and surrounding objects (e.g.,
vegetation) from different angles. In automatic inspection systems, UAVs are flown by
1eSmart Systems: https://www.esmartsystems.com/
2UiT Machine Learning Group: https://machine-learning.uit.no
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pilots; in fully automatic autonomous inspection systems, on the other hand, self-driving
UAVs are employed for eliminating the need for pilots. For each power mast, around
20 (or more) images at 6048x4032 (or higher) resolution are collected. The images are
uploaded to the Microsoft Azure cloud after the flight for inspection. Next, the collected
images are analyzed by our mast detection and component detection models for detecting
common power line components (e.g., insulators, poles, and cross arms). The detected
components are then classified into more fine-grained power line component classes using
our component classification models and used as inputs for identifying defects. Finally,
images with potential defects will be assigned a higher priority in the inspection queue
with the aim of reducing inspection time.
3.2 Implementation
The implementation of the concept is divided into two main phases:
Phase 1 Employ deep learning for enabling automatic analysis of power line inspection
images and for facilitating automatic vision-based power line inspection.
Phase 2 Employ deep learning for facilitating self-driving UAVs and for realizing fully
automatic autonomous vision-based power line inspection.
In this dissertation, we focus on implementing phase 1. We first identify six main
challenges of DL vision-based UAV inspection: (i) the lack of training data; (ii) class
imbalance; (iii) the detection of small power line components and defects; (iv) the detection
of power lines in cluttered backgrounds; (v) the detection of previously unseen components
and defects; and (vi) the lack of metrics for evaluating inspection performance. Next, we
propose approaches for addressing the identified challenges. Based on that, we build a
system that is capable of detecting a wide range of power line components (e.g., masts,
insulators, poles, cross arms, top caps, transformers, chain shackles, cotter pins, pylon
numbers, dampers, and weights) and defects, for example, missing top caps, cracks in
poles and cross arms, woodpecker damage on poles, rot damage on cross arms, broken
insulators, flashed insulators, contaminated insulators, missing cotter pins, loose cotter
pins, and rusty cotter pins. The system is deployed in the Microsoft Azure cloud. With
auto-scale functionality and access to GPU virtual machines, the system has demonstrated
its ability to analyze over 180,000 images per hour.
To pave the way for self-driving UAVs and for realizing fully automatic autonomous
vision-based power line inspection, we propose approaches to advance deep learning for
power line detection and for few-shot learning. Power line detection is important not
only for inspection but also for navigating self-driving UAVs when GPS information is not
available. Few-shot learning allows deep learning models to adapt to new tasks and to
recognize new classes without retraining, which can quickly increase the range of power
line components and defects that our system can detect. The proposed approaches have,
in our opinion, paved the way for realizing fully automatic autonomous vision-based power
line inspection. The implementation of phase 2, however, is left for future work due to
time constraints.
More details about the proposed approaches and the implementation of phase 1 can be
found in Chapter 4 and the four included papers in Appendix A, Appendix B, Appendix
C, and Appendix D.
Chapter 4
Research Findings
This chapter summarizes the research findings of the four included papers, which can
be found in Appendix A, Appendix B, Appendix C, and Appendix D. The papers are
presented together with the research questions that they answer. Paper I reviews the
possibilities and challenges of deep learning in vision-based UAV inspection, while Paper
II, Paper III, and Paper IV focus on addressing the challenges identified in Paper I.
4.1 Paper I
4.1.1 Research Question
RQ1.1 What are the possibilities and challenges of deep learning in vision-based UAV
inspection?
4.1.2 Abstract
This paper, which can be found in Appendix A, aims at providing a comprehensive
overview of the possibilities and challenges of deep learning in vision-based UAV inspection.
To achieve this, we conduct an extensive literature review on automatic vision-based power
line inspection. Specifically, we first provide a survey of the inspection methods available
at present, including foot patrol, helicopter-assisted, automated helicopter-assisted, climb-
ing robots, and UAV inspection, with an emphasis on their advantages and disadvantages.
Next, we outline the four well-suited tasks for automatic vision-based inspection: (i) map-
ping and inspection of power line components; (ii) vegetation encroachment monitoring;
(iii) icing detection and measurement; and (iv) disaster monitoring. Then, we give a
brief summary of potential data sources for vision-based power line inspection, including
synthetic aperture radar images, optical satellite images, optical aerial images, thermal
images, ultraviolet images, airborne laser scanner data, land-based mobile mapping data,
and UAV data, with special attention paid to point out their applicable tasks. Further, we
conduct a comprehensive review of the current state of the art of automatic vision-based
power line inspection and highlight the existing issues. Based on that, we propose as a new
potential solution an automatic autonomous vision-based power line inspection concept
that uses UAV inspection as the main inspection method, optical images as the primary
data source, and deep learning as the backbone of data analysis.
To facilitate the implementation of the concept, we first examine the possibilities of
deep learning in vision-based UAV navigation and UAV inspection. In UAV navigation, DL
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vision-based navigation approaches (e.g., pole detection-based and power line detection-
based) together with traditional navigation approaches, such as GPS way points-based,
and UAV autopilots can facilitate self-driving UAVs. In UAV inspection, deep learning
holds great promise for realizing automatic data acquisition systems. In these systems,
the outputs from the mast detection and component detection models can be employed
for guiding cameras to focus when taking pictures of power line components. This can
potentially eliminate the need for camera operators and significantly increase the quality
of data acquisition. Besides, deep learning offers enormous potential for automating power
line inspection tasks, such as mapping and inspection of power line components, icing de-
tection and measurement, vegetation encroachment monitoring, and disaster monitoring.
For example, CNN-based object detectors (e.g., Faster R-CNN [58], SDD [41], YOLO [54],
and R-FCN [9]) and CNN-based image classifiers, such as ResNets [24], Inception archi-
tectures [74, 75, 76], and DenseNets [27], can be combined for detecting, for classifying,
and for mapping and inspection of power line components from inspection images.
We then identify six main challenges of DL vision-based UAV inspection: The first is
the lack of training data. Large amounts of labeled data are typically required for training
deep learning models; however, to the best of our knowledge, there are no publicly available
datasets that are big enough for training such models in vision-based UAV inspection. The
second challenge is class imbalance [32], which comes from the long-tailed distribution
of power line component classes. In inspection images, a small number of power line
component classes, such as wooden poles and insulators, appear very often, while most
of the other power line component classes and defects, for instance, missing top caps and
bird nests, appear rarely. This typically causes deep learning models to bias towards
classes that have more examples and overlook classes that have fewer examples. The
third challenge is the detection of small power line components and defects. Most of the
state-of-the-art CNN-based object detectors such as YOLO [54], SDD [41], Faster R-CNN
[58], and R-FCN [9] perform poorly on very small objects [29]. This is a major problem
in mapping and inspection of power line components since many important components
(e.g., insulators, cotter pins, and chain shackles) and defects on power line components,
for instance, missing top caps, broken insulators, and missing cotter pins, are very small in
inspection images taken from UAVs or helicopters. The fourth challenge is the detection
of power lines in cluttered backgrounds. Power lines in inspection images taken from
UAVs or helicopters are typically very thin, leading to a lack of rich features for their
representation. In addition, separating power lines from backgrounds is very challenging
in some cases due to color similarity, weather conditions, and lighting conditions. The fifth
challenge is the detection of previously unseen power line components and defects. Most
of the existing power grids utilize a wide range of power line components. Thus, the grids
are vulnerable to a huge number of types of defects. In addition, defects on power line
components, even very simple ones such as missing top caps and broken insulators, can
occur in many different forms. This, together with the lack of training data, poses a major
challenge for DL vision-based UAV inspection due to the limitation of deep learning models
in detecting and classifying previously unseen classes. The last but not least challenge is
the lack of metrics for evaluating inspection performance. Since there are no publicly
available datasets for power line inspection that have a significant number of examples of
defects, how to evaluate the performance of DL vision-based UAV inspection systems still
remains an unsolved problem.
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4.1.3 Contributions by the author
The idea was conceived by me and further developed in collaboration with the other co-
authors. I conducted the literature review, identified the possibilities and challenges of
DL vision-based UAV inspection, and proposed solutions to the identified challenges. I
wrote the manuscript draft of the paper.
4.2 Paper II
4.2.1 Research Question
RQ1.2 How and to what extent can the challenges of deep learning in vision-based UAV
inspection be addressed?
4.2.2 Abstract
In this paper, which can be found in Appendix B, we propose solutions to the first three
challenges of DL vision-based UAV inspection: (i) the lack of training data; (ii) class
imbalance; and (iii) the detection of small power line components and defects. Specifically,
we first mitigate the lack of training data by creating four medium-sized datasets for
training component detection and component classification models. The datasets consist of
high-resolution inspection images collected using high-quality DSLR cameras (e.g., Nikon
D810, Canon EOS 5D Mark III, and Nikon D3X) from helicopters and with multiple
resolutions (e.g., 7360× 4912, 6048× 4032, and 5760× 3840). To increase the diversity of
the data, we combine images from multiple power grids in Norway, which are provided by
Hafslund Nett and Troms Kraft.
Next, to address the class imbalance and to further alleviate the lack of training data,
we propose a series of effective data augmentation techniques based on transformations in
the data-space to generate more training data. The first is adding Gaussian-distributed
additive noise, which is employed to account for noise that arises during image acquisition
(e.g., sensor noise caused by poor illumination and/or high temperature, and/or trans-
mission). The second technique involves applying Gaussian blur to account for possible
out of focus or grainy images. The blurring process is performed by convolving the im-
ages with a two-dimensional Gaussian function. To simulate more image camera distances
and viewing angles, zoom and rotation operators are employed. The zooming process is
performed by randomly cropping the images and scaling the crops back to their original
sizes. The rotation is performed by multiplying the images with a rotation matrix. The
final technique involves flipping the images horizontally and vertically.
Further, to tackle the detection of small power line components and defects challenge,
we propose a multi-stage component detection and classification pipeline, which consists
of three stages: (i) mast detection; (ii) component detection; and (iii) component classifi-
cation. The pipeline works as follows: First, input images are fed into the mast detector
for detecting power masts. Next, the detected masts are cropped from the input images
and used as inputs for the component detector to detect power line components including,
for example, top caps, poles, cross arms, and insulators. Then, the detected components
are mapped to the original input images for cropping. Finally, the cropped components
are passed through their corresponding component classifiers for classification and defect
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identification. With a multi-stage architecture, the pipeline can mimic the “zoom-in” op-
eration when analyzing inspection images. This enables the detection of small power line
components (e.g., cotter pins, chain shackles, and top caps) and small defects, for example,
cracks on poles and cross arms, woodpecker damage on poles, and missing cotter pins.
To train a more robust component detector for the proposed pipeline and to further
mitigate the lack of training data, we utilize the outputs from the mast detector to generate
more training data. Specifically, when a mast is detected, we pad its predicted bounding
box to be a square and crop the square from the original image to generate one additional
training image. We then slightly shift the square in four directions (left, right, top, and
bottom) to generate four more training images. In addition, we randomly flip the training
images vertically during training. These data augmentation techniques allow us to generate
a training set that is 12 times bigger than our original training set.
To facilitate the implementation of the pipeline, we first evaluate the state-of-the-art
CNN-based object detectors including YOLO [54], SDD [41], Faster R-CNN [58], and
R-FCN [9] in terms of speed and mean Average Precision (mAP). We then review the
state-of-the-art CNN-based image classifiers such as ResNets [24], Inception architectures
[74, 75, 76], and DenseNets [27]. Based on that, we select SDD as our main object
detector and ResNets as our main image classifier for implementing the mast detector, the
component detector, and the component classifiers.
In order to evaluate the effectiveness of our proposed multi-stage component detection
and classification pipeline and our proposed data augmentation techniques, we conduct two
tests. First, we compare against our proposed multi-stage component detection pipeline
with data augmentation (MSCDP-Dataaug) and without data augmentation (MSCDP-
Noaug), and a simple component detection model (SCDM) trained directly on original
images. Second, we compare between the component classification models trained with
and without augmented data generated by our proposed data augmentation techniques.
The results show that the MSCDP-Dataaug method achieves the best results in terms of
mAP with 81.3% and outperforms the other two methods (MSCDP-Noaug and SCDM) in
7/10 classes. In addition, the MSCDP-Dataaug method achieves higher average precision
on small insulator classes and 1.2% higher in mAP compared to the SCDM method. This
indicates that our proposed multi-stage component detection and classification pipeline,
together with our proposed data augmentation techniques can address the detection of
small power line components and defects challenge to some extent. This is due to the
“zoom-in” operation enabled by our proposed multi-stage architecture. By using the
outputs from the mast detector as inputs for the component detector, most of the irrelevant
background is removed, and the relative sizes of the power line components, especially
the small ones, such as insulators, top caps, and cotter pins, are significantly increased,
resulting in richer features for the deep learning models to learn from. The results also
reveal that our proposed data augmentation techniques, especially the use of mast crops in
training, can overcome the lack of training data challenge and can significantly improve the
performance of our proposed multi-stage component detection and classification pipeline.
4.2.3 Contributions by the author
The idea was conceived by me and further developed in collaboration with the other co-
authors. The datasets were created by me. I designed the multi-stage component detection
and classification pipeline. The implementation and experiments were carried out by me.
I wrote the manuscript draft of the paper.
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4.3 Paper III
4.3.1 Research Question
RQ1.2 How and to what extent can the challenges of deep learning in vision-based UAV
inspection be addressed?
4.3.2 Abstract
This paper, which can be found in Appendix C, aims at addressing the fourth challenge of
DL vision-based UAV inspection, which is to detect power lines in cluttered backgrounds.
To achieve this, we first provide an overview of the power line detection methods available
at present, including line-based methods, piece-wise line segment-based methods, auxil-
iaries assisted methods, and DL-based methods, with an emphasis on their advantages
and disadvantages. Based on that, we propose LS-Net, a fast single-shot line-segment
detector, for then to apply it to power line detection.
The LS-Net is by design fully convolutional and consists of three modules: (i) a fully
convolutional feature extractor; (ii) a classifier; and (iii) a line segment regressor. The
design of the LS-Net architecture is mainly inspired by the state-of-the-art single-shot
object detectors such as SDD [41] and YOLO [54]. Specifically, the LS-Net divides the
input image into a grid, and for each grid cell, it predicts coordinates and a confidence
score for the longest line segment in the cell. The confidence score indicates the probability
of the cell containing a line segment, and the coordinates are the normalized distances of
the two endpoints of the line segment to the local x-axis and y-axis of the cell.
The traditional one grid approach has been proven to work well for single-shot object
detectors such as SDD [41] and YOLO [54]; however, it faces two problems when applied to
line segment detection: (i) discontinuities and gaps at cell borders and (ii) discontinuities
and gaps at cell corners. In the one grid approach, due to regression errors, the detected
line segments can be shorter than the ground truths. This can result in discontinuities
and gaps in the detected lines at borders of adjacent cells that make regression errors. In
addition, the one grid approach ignores short line segments, especially at cell corners, due
to the lack of features. This can also lead to discontinuities and gaps in the detected lines.
To address the two above-mentioned problems, we propose to replace the one grid
approach by a four-grid approach. Specifically, the four-grid LS-Net divides the input
image into four overlapping grids: a Sm×Sm grid (main grid), a Sm×Sa grid (horizontal
grid), a Sa×Sm grid (vertical grid), and a Sa×Sa grid (center grid), where Sa = Sm− 1.
The main grid, which works in the same way as the grid used by SDD and YOLO for
detecting objects, is employed for detecting line segments in grid cells. The horizontal and
vertical grids are utilized for closing gaps at horizontal and vertical borders, respectively.
The central grid is used for detecting short line segments at cell corners that were ignored
by the main grid. All the detected line segments from the four grids are combined together
to form a line segment map. Since the four-grid LS-Net utilizes three additional grids to
detect short line segments ignored by the main grid and close gaps at horizontal and
vertical borders, the discontinuities in the detected lines are significantly eliminated.
The LS-Net can be trained end-to-end by backpropagation and SGD via a weighted
multi-task loss function. The proposed loss function is a combination of focal loss [39] for
addressing the class imbalance in classification and wing loss [12] for restoring the balance
between the influence of errors of different sizes in multiple points regression. Due to the
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unavailability of large datasets with annotations of power lines for training the LS-Net, we
render synthetic images of power lines using the physically-based rendering approach [51]
and propose a series of effective data augmentation techniques, including, for example,
adding Gaussian-distributed additive noise, Gaussian blur, color manipulations, elastic
deformations, to generate more training data.
We evaluate the proposed LS-Net on the publicly available Ground Truth of Power
Line Dataset (Infrared-IR and Visible Light-VL) [89], which is one of the most widely
used power line datasets. With a customized version of the VGG-16 network [66] as
the backbone, the LS-Net outperforms the existing state-of-the-art DL-based power line
detection approaches by a considerable margin. In addition, since the LS-Net can be
trained end-to-end and performs very well even when trained only on synthetic images,
it can potentially be adapted for detecting other linear structures, such as railway tracks,
unburied onshore pipelines, and roads from low- and mid-altitude aerial images.
4.3.3 Contributions by the author
The idea was conceived by me and further developed in collaboration with the other co-
authors. I designed the LS-Net architecture and proposed the multi-task loss function.
The implementation and experiments were carried out by me. I wrote the manuscript
draft of the paper.
4.4 Paper IV
4.4.1 Research Question
RQ1.2 How and to what extent can the challenges of deep learning in vision-based UAV
inspection be addressed?
4.4.2 Abstract
In this paper, which can be found in Appendix D, we propose few-shot learning as a poten-
tial solution to the fifth challenge of DL vision-based UAV inspection, which is to detect
previously unseen power line components and defects. To pave the way for addressing the
challenge, we first provide an overview of the few-shot learning approaches available at
present, including (i) learning to fine-tune approaches; (ii) sequence-based approaches; (iii)
generative modeling-based approaches; (vi) distance metric learning-based approaches; (v)
deep distance metric learning-based approaches; and (vi) semi-supervised approaches.
Among these categories, distance metric learning-based approaches are typically pre-
ferred since they are simpler and more efficient than other few-shot learning approaches,
which require complex inference mechanisms, complex RNN architectures, or fine-tuning
the target problem. The basic idea of distance metric learning-based approaches is to learn
a non-linear mapping of the input into an embedding space and to define a metric distance
which maps similar examples close and dissimilar ones distant in the embedding space,
so that a query example can be easily classified by, for example, using nearest neighbor
methods. The success of these methods relies heavily on the choice of the distance metric
function. In the past few years, many fixed metric distance functions (e.g., the Euclidean
distance [67] and the cosine distance [81]) and learnable deep metric distance functions,
such as RN [72], have been applied in few-shot learning.
4.4. Paper IV 45
We build on the distance metric learning line of work due to its simplicity and effec-
tiveness. The (squared) Euclidean distance is the most common option when optimizing
embedding distance metrics, for instance, via the recent Prototypical Network, for solv-
ing the few-shot learning task. However, the Euclidean distance is not optimal in high-
dimensional embedding spaces since it typically suffers from the curse of dimensionality.
L2 normalization, which implicitly results in a hyperspherical embedding, can alleviate
this problem to some extent. However, L2 normalization leads to a non-convex loss for-
mulation, which typically results in local minima. With the aim of performing soft feature
normalization while preserving the convexity and the simplicity of the loss function, we
propose a novel dissimilarity measure in terms of the Squared root of the Euclidean dis-
tance and the Norm distance (SEN) combined. The SEN addresses the existing issues
of the Euclidean distance combined with L2 normalization by forcing the data to grad-
ually lie on a scaled unit hypersphere during training. This is done by encouraging the
norm of samples to have the same value. We extend the powerful PN by replacing the
Euclidean distance by our proposed SEN dissimilarity measure, which we refer to as SEN
PN. With minimal modifications, the SEN PN outperforms the original PN by a consid-
erable margin and demonstrates good performance on the miniImageNet dataset with no
additional parameters as well as almost no additional computational overhead. We pro-
vide analyses showing that SEN indeed explicitly forces all embeddings to have the same
norm during training which enables the SEN PN to generate a more robust embedding
space. We experimentally show that the proposed SEN dissimilarity measure constantly
outperforms the Euclidean distance in PN with different embedding sizes as well as with
different embedding networks.
4.4.3 Contributions by the author
The idea was conceived by me and further developed in collaboration with the other
co-authors. The implementation and experiments were carried out by me. I wrote the




This chapter serves four main purposes: firstly, it revisits the research questions introduced
in Chapter 1 and points to where the relevant findings and discussions can be found.
Secondly, it examines the possibilities of DL vision-based UAV inspection. Thirdly, it
revisits the six main challenges of DL vision-based UAV inspection and discusses how can
the approaches proposed in this dissertation address the challenges and pave the way for
fully automatic autonomous vision-based power line inspection. Finally, it addresses the
primary research question of this dissertation by using the findings from the four included
papers.
5.1 Research Questions
In this section, we present the research questions introduced in Chapter 1 together with
brief summaries of where the relevant findings and discussions can be found.
RQ1.1 What are the possibilities and challenges of deep learning in vision-based UAV
inspection?
The research question RQ1.1 is addressed primarily in Paper I, which can be found
in Appendix A. This paper conducts an extensive literature review on automatic vision-
based power line inspection. Based on that, the possibilities and six main challenges of
deep learning in vision-based UAV inspection, including (i) the lack of training data; (ii)
class imbalance; (iii) the detection of small power line components and defects; (iv) the
detection of power lines in cluttered backgrounds; (v) the detection of previously unseen
power line components and defects; and (vi) the lack of metrics for evaluating inspection
performance, are identified and discussed. A summary of the findings of the paper can be
found in Section 4.1.
RQ1.2 How and to what extent can the challenges of deep learning in vision-based UAV
inspection be addressed?
The research question RQ1.2 is answered mainly in Paper II, Paper III, and Paper IV,
which can be found in Appendix B, Appendix C, and Appendix D, respectively. Specifi-
cally, Paper II addresses the first three challenges by creating four medium-sized datasets
for training power line component detection and classification models, by applying a series
of effective data augmentation techniques to balance out the imbalanced classes, and by
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proposing a multi-stage component detection and classification pipeline based on SDD [41]
and ResNets [24] to detect small power line components and defects. Paper III addresses
the fourth challenge by proposing LS-Net, a fast single-shot line-segment detector, for then
to apply it to power line detection. Paper IV proposes few-shot learning as a potential
solution to the fifth challenge. Specifically, to pave the way for addressing the chal-
lenge, Paper IV proposes a novel dissimilarity measure for distance metric learning-based
few-shot learning, called SEN, to address the existing issues of the traditional Euclidean
distance in high dimensional spaces. The sixth challenge, which is to address the lack of
metrics for evaluating inspection performance, is left for future work. Summaries of the
findings of Paper II, Paper III, and Paper IV can be found in Section 4.2, Section 4.3, and
Section 4.4, respectively. Relevant background knowledge and related work can be found
in Chapter 2.
RQ1 How can deep learning be employed to realize automatic autonomous vision-based
power line inspection with UAVs?
We have revisited the two secondary research questions and have pointed to where
the relevant findings and discussions can be found. In the following sections, we focus on
answering the main research question by reexamining the possibilities and challenges of
deep learning in vision-based UAV inspection and by discussing how can the approaches
proposed in this dissertation address the challenges and facilitate the implementation of
fully automatic autonomous vision-based power line inspection systems.
5.2 Possibilities of DL Vision-based UAV Inspection
Recent advances in deep learning have opened up new opportunities not only for facil-
itating automatic vision-based UAV inspection but also for enabling self-driving UAVs
and for paving the way for realizing fully automatic autonomous vision-based power line
inspection. Specifically, in UAV inspection, deep learning holds great promise for realizing
automatic data acquisition systems. In these systems, the outputs from the mast detection
and component detection models can be employed for guiding cameras to focus when tak-
ing pictures of power line components. This can potentially eliminate the need for camera
operators and significantly increase the quality of data acquisition. Besides, deep learning
offers enormous potential for automating power line inspection tasks, such as mapping
and inspection of power line components, icing detection and measurement, vegetation
encroachment monitoring, and disaster monitoring. For example, CNN-based object de-
tectors (e.g., Faster R-CNN [58], SDD [41], YOLO [54], and R-FCN [9]) and CNN-based
image classifiers, such as ResNets [24], Inception architectures [74, 75, 76], and DenseNets
[27], can be combined for detecting, for classifying, and for mapping and inspection of
power line components from inspection images. This approach is also useful in the case of
disaster monitoring. For instance, a tree detection model can be employed together with
a power line detection model for detecting trees lying across or against power lines after
natural disasters, such as storms, hurricanes, and earthquakes. In the case of vegetation
encroachment monitoring and icing detection and measurement, detecting power lines is
one of the most challenging tasks. However, recent advances in deep learning, especially
CNNs for edge and line detection [87, 5, 65], have opened up many possibilities for ad-
dressing this challenge. In UAV navigation, DL vision-based navigation approaches (e.g.,
pole detection-based and power line detection-based) together with traditional navigation
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approaches, such as GPS way points-based, and UAV autopilots can facilitate self-driving
UAVs. This can eliminate the need for pilots, which can significantly reduce the inspection
costs, save the inspection time, and increase the flexibility of the inspection.
Although deep learning has opened up new opportunities for realizing fully automatic
autonomous vision-based power line inspection, it comes with many challenges. In the next
section, we revisit the six main challenges of deep learning in vision-based UAV inspection
and discuss how can the approaches proposed in this dissertation address the challenges
and pave the way for fully automatic autonomous vision-based power line inspection.
5.3 Challenges of DL in Vision-based UAV Inspection
The first and foremost challenge of deep learning in vision-based UAV inspection is the
lack of training data. To training deep learning models, large amounts of labeled data
are typically required; however, to the best of our knowledge, there are no publicly avail-
able datasets of inspection images with annotations that are big enough for training such
models. To move forward, we create four medium-sized datasets for training component
detection and component classification models. The details of the four datasets are shown
in Table 5.1. The first dataset (DS1 Co), which is created for training component detec-
tion models, is annotated with bounding boxes, while the other three datasets (DS2 Tc,
DS3 Po, and DS4 Cr) are annotated with class labels for training component classification
models. More details on the datasets can be found in Paper II in Appendix B. These four
datasets alleviate the lack of training data and allow us to start the journey of automating









DS1 Co bounding box + label 28674 6048x4032 40 716.85
DS2 Tc label 34002 256x256 1000 34
DS3 Po label 26446 256x256 1000 26.5
DS4 Cr label 34029 256x256 1000 34
Table 5.1: Properties of the DS1 Co, DS2 Tc, DS3 Po, and DS4 Cr datasets.
Based on the four datasets, we discover the second challenge of deep learning in vision-
based UAV inspection: class imbalance. This challenge comes from the long-tailed dis-
tribution of power line component classes. Specifically, a small number of power line
component classes, such as wooden poles and insulators, appear very often, while most of
the other power line component classes and defects, for instance, missing top caps and bird
nests, appear rarely in our datasets. This typically causes deep learning models to bias
towards classes that have more examples and overlook classes that have fewer examples.
To address this problem, we propose a series of effective data augmentation techniques,
including adding Gaussian-distributed additive noise, Gaussian blur, zoom, rotation, and
flipping, to generate more training data to balance out the imbalanced classes. To evalu-
ate the effectiveness of our proposed data augmentation techniques, we compare between
the ResNet50 model trained with (ResNet50 cvgj+Dataaug) and without (ResNet50 cvgj)
augmented data for two tasks: (i) pole crop classification and (ii) cross arm crop classi-
fication. The accuracy of the models for the pole crop classification and the cross arm
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crop classification tasks are shown in Table 5.2 and Table 5.3, respectively. In both tasks,
the augmented data generated by our proposed data augmentation techniques improves
the accuracy of the models significantly. Specifically, the ResNet50 model trained with
augmented data outperforms the ResNet50 model trained with original images only in
terms of wF1 score by 8.7% and 2.0% on the pole crop classification and the cross arm
crop classification tasks, respectively.
Method wP wR wF1 score
ResNet50 cvgj 88.00 88.67 88.31
ResNet50 cvgj+Dataaug 96.93 97.09 97.01
Table 5.2: Pole crop classifier test results on the DS3 Po dataset.
Method wP wR wF1 score
ResNet50 cvgj 72.02 83.54 75.96
ResNet50 cvgj+Dataaug 74.00 84.10 77.96
Table 5.3: Cross arm cop classifier test results on the DS4 Cr dataset.
The third challenge is the detection of small power line components and defects. UAV
inspection images are usually taken from far away, and as a result, some power line compo-
nents (e.g., insulators, cotter pins, chain shackles) and defects, such as broken insulators
and missing cotter pins, can be very small. This is a major problem in mapping and
inspection of power line components since most of the state-of-the-art CNN-based ob-
ject detectors such as SDD [41], YOLO [54], R-FCN [9] and Faster R-CNN [58] perform
poorly on very small objects [29]. To address this problem, we propose a multi-stage
component detection and classification pipeline, which consists of three stages: (i) mast
detection; (ii) component detection; and (iii) component classification. The models are
connected as shown in Figure 5.1. With a multi-stage architecture, the pipeline can mimic
Figure 5.1: The general structure of our proposed multi-stage component detection and classifica-
tion pipeline. The pipeline consists of five components: a mast detector, a component detector, a
top cap classifier, a pole crop classifier, and a cross arm crop classifier.
the “zoom-in” operation when analyzing inspection images. This enables the detection of
small power line components (e.g., insulators, cotter pins, chain shackles) and small de-
fects, for example, broken insulators, missing cotter pins, cracks on poles and cross arms,
and woodpecker damage on poles. The test results of our proposed multi-stage compo-
nent detection and classification pipeline with data augmentation (MSCDP-Dataaug) and
without data augmentation (MSCDP-Noaug) and a simple component detection model
(SCDM) trained directly on original images are shown in Table 5.4. As can be seen from
5.3. Challenges of DL in Vision-based UAV Inspection 51
Table 5.4, the MSCDP-Dataaug method achieves the best results in terms of mAP with
81.3% and outperforms the SCDM method in 7/10 classes, especially in small classes such
as insg3, inso9, insw9, insw6, and inso. In addition, the MSCDP-Dataaug method achieves
1.2% mAP higher than the SCDM method. This indicates that our proposed multi-stage
component detection and classification pipeline can significantly improve the accuracy of
the model, especially in detecting small power line components and defects.
Method mAP pole cross arm top cap insb4 insg2 insg3 inso9 insw9 insw6 inso
SCDM 80.1 86.3 85.7 85.1 84.2 90.6 89.0 55.2 78.4 75.5 71.5
MSCDP-Noaug 78.5 85.9 83.4 84.3 78.7 87.4 87.4 53.8 78.9 76.5 69.1
MSCDP-Dataaug 81.3 88.0 83.4 86.3 82.4 89.0 89.9 59.5 81.5 78.8 73.8
Table 5.4: SCDM, MSCDP-Dataaug, and MSCDP-Noaug detection results on our medium-sized
DS1 Co dataset.
Having addressed the first three challenges, we build a basic automatic vision-based
power line inspection system with two custom-built UAVs and five DL-based models. The
system is capable of detecting a wide range of power line components (e.g., insulators,
poles, cross arms, top caps, chain shackles, cotter pins, pylon numbers, dampers, and
weights) and defects, including missing top caps, cracks in poles and cross arms, wood-
pecker damage on poles, rot damage on cross arms, broken insulators, flashed insulators,
contaminated insulators, missing cotter pins, loose cotter pins, and rusty cotter pins.
To move forward, we extend the system to inspect not only power line components
but also the power lines themselves. In addition, we aim at realizing vision-based UAV
navigation for paving the way for fully automatic autonomous vision-based power line
inspection. To achieve this, we address the fourth challenge of deep learning in vision-
based UAV inspection, which is to detect power lines in cluttered backgrounds. Power lines
in inspection images taken from UAVs or helicopters are typically very thin, leading to a
lack of rich features for their representation. This makes power line detection in inspection
images a very challenging task. To address this challenge, we propose LS-Net, a fast single-
shot line-segment detector, for then to apply it to power line detection. The LS-Net is by
design fully convolutional and consists of three modules: (i) a fully convolutional feature
extractor; (ii) a classifier; and (iii) a line segment regressor. The modules are connected
as shown in Figure 5.2. We compare against our proposed LS-Net and the state-of-the-art
Figure 5.2: The LS-Net is a feed-forward fully convolutional neural network and consists of three
modules: (i) a fully convolutional feature extractor; (ii) a classifier; and (iii) a line segment regres-
sor.
DL-based power line detection methods including the Weakly Supervised Learning with
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CNN (WSL-CNN) [37] approach and the Dilated Convolution Neural Network for Wire
Detection (DCNN-WD) [43] approach and its improved versions on the publicly available
Ground Truth of Power Line Dataset (Infrared-IR and Visible Light-VL) [89]. Since each
line segment predicted by the LS-Net is represented by a pair of two end-points, we apply
the 8-connected Bresenham algorithm [7] to form a close approximation to a straight line
between the two end-points. To generate segmentation maps, we vary the width of the
straight line, Wl, from 1 to 5 and select Wl = 2 and Wl = 3 since they result in the
highest F1 scores. We call these models LS-Net-W2 and LS-Net-W3, respectively. The
test results are shown in Table 5.5. As can be seen from Table 5.5, both our proposed
ARR APR F1 Score
WSL-CNN [37]* 0.6256 - -
DCNN-WD [43] 0.7192 0.4713 0.4835
DCNN-WD + GN 0.8292 0.4148 0.4882
DCNN-WD + FL 0.7514 0.4680 0.5079
DCNN-WD + GN + FL 0.7930 0.4690 0.5218
LS-Net-W2 (Wl = 2) 0.7972 0.4874 0.5344
LS-Net-W3 (Wl = 3) 0.8525 0.4483 0.5256
Table 5.5: Comparisons of the proposed LS-Net-W2 and LS-Net-W3 models and the state-of-
the-art DL-based approaches for power line detection including the WSL-CNN approach and
the DCNN-WD approach and its improved versions on the Ground Truth of Power line dataset
(Infrared-IR and Visible Light-VL). *Results reported by [37].
LS-Net-W2 and LS-Net-W3 models achieve the state-of-the-art performance in terms of
F1 score. In addition, the LS-Net-W2 model surpasses all the existing state-of-the-art
methods in terms of Average Precision Rate (APR), and the LS-Net-W3 model attains
state-of-the-art Average Recall Rate (ARR) by considerable margins. This suggests that
our proposed LS-Net can alleviate the detection of power lines in cluttered backgrounds
challenge to some extent.
To realize fully automatic autonomous vision-based power line inspection, the system
has to be able to detect a wide range of power line components and defects. This leads
to the fifth challenge of deep learning in vision-based UAV inspection, which is to detect
previously unseen power line components and defects. Most of the existing power grids
utilize a wide range of power line components. Thus, the grids are vulnerable to a huge
number of types of defects. In addition, defects on power line components, even very
simple ones such as missing top caps and broken insulators, can occur in many different
forms. This, together with the lack of training data, poses a major challenge for DL
vision-based UAV inspection due to the limitation of deep learning models in detecting
and classifying previously unseen classes. To mitigate this problem, we propose few-shot
learning, which allows trained models to adapt to new classes with only a few examples per
class, as a potential solution. Specifically, to pave the way for addressing the challenge, we
propose a novel dissimilarity measure for distance metric learning-based few-shot learning,
called SEN, to address the existing issues of the traditional Euclidean distance in high
dimensional spaces. The SEN is a combination of the Euclidean distance and the norm
distance. We extend the powerful PN by replacing the Euclidean distance by our proposed
SEN dissimilarity measure, which we refer to as SEN PN. The test results of our proposed
approach and the state-of-the-art few-shot learning approaches are shown in Table 5.6. As
5.4. Summary 53
can be seen from Table 5.6, the SEN PN outperforms the original PN by a considerable
margin and demonstrates good performance on the miniImageNet dataset. This suggests
that our proposed approach holds great promise for addressing the detection of previously
unseen power line components and defects challenge.
Model Accuracy
PN (original paper, 20-way training) [67] 68.2%
Large Margin GNN (5-way training) [90] 67.6%
Large Margin PN (5-way training) [90] 66.8%
SNAIL (5-way training) [45] 68.9%
RN (5-way training) [72] 65.3%
MetaGAN + RN (5-way training) [92] 68.6%
Semi-Supervised PN (5-way training) [6] 65.5%
Supervised ResNet PN (20-way training) [6] 69.6%
Semi-Supervised ResNet PN (20-way training) [6] 70.9%
PN (ours, 20-way training) 65.7%
PN (ours, 5-way training, baseline) 67.8%
SEN PN (ours, 20-way training) 67.9%
SEN PN (ours, 5-way training) 69.8%
ResNet PN (ours, 5-way training) 71.0%
SEN ResNet PN (ours, 5-way training) 72.3%
Table 5.6: Few-shot classification accuracies on MiniImagenet (5-way 5-shot testing).
5.4 Summary
In this chapter, we have revisited the possibilities and the first five challenges of deep
learning in vision-based UAV inspection and have discussed how and to what extent can
the approaches proposed in this dissertation address the challenges. The last challenge,
which is to address the lack of metrics for evaluating inspection performance, is left for
future work.
The work presented in this dissertation has in our opinion paved the way for fully
automatic autonomous vision-based power line inspection by proposing approaches (i) for
realizing automatic analysis of inspection images for mapping and inspection of power line
components; (ii) for enabling power line detection in cluttered backgrounds for facilitating
vision-based UAV navigation for self-driving UAVs, and (iii) for enhancing deep learning
models capability in detecting previously unseen power line components and defects.
Even though the primary goal of this dissertation is to realize fully automatic au-
tonomous vision-based power line inspection with deep learning and UAVs, the approaches
proposed in this dissertation can also potentially be applied for automating other vision-
based inspection methods such as foot patrol, helicopter-assisted, automated helicopter-
assisted, and climbing robots. Specifically, our proposed multi-stage component detection
and classification pipeline can potentially be adapted for analyzing images taken by foot
patrol teams from the ground, images taken from helicopters, and even images taken by
climbing robots for enabling automatic analysis of inspection images for mapping and
inspection of power line components.
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To automate visual power line inspections, we have proposed a novel automatic au-
tonomous vision-based power line inspection concept that uses UAV inspection as the
main inspection method, optical images as the primary data source, and deep learning
as the backbone of data analysis. We have demonstrated that proposed concept has a
promising role in the intelligent monitoring and inspection of power line components and
as a valuable addition to smart grids. The proposed concept can potentially be further
generalized to inspect a wider range of infrastructures such as railway tracks, pipelines,
bridges, windmills, and solar farms. Specifically, for railway track inspection, our pro-
posed LS-Net can be adapted for detecting railway tracks from inspection images taken
by UAVs. These detections can be utilized both for navigating the UAVs and for guiding
the cameras to focus when taking pictures of the railway tracks. This approach is also
useful in the case of pipeline inspection. For bridge inspection, windmill inspection, and
solar farm inspection, our proposed multi-stage detection and classification architecture
can potentially be generalized for first detecting RoIs (bridges, windmills, and solar pan-
els) from inspection images taken by UAVs. Then, a second-stage detection model can
be employed for detecting relevant components from the detected RoIs. Finally, multiple
component classification models can be utilized for classifying the detected components
for identifying defects. For solar farm inspection, multiple data sources such as optical
images and thermal images can potentially be combined for detecting both visible defects
(e.g., broken solar panels) and defects that are invisible to the unaided human eye, for
instance, hot spots.
Chapter 6
Conclusion and Further Work
6.1 Conclusion
In this dissertation, we present our work in employing deep learning for enabling automatic
analysis of power line inspection images and for facilitating automatic autonomous vision-
based power line inspection.
The primary research question of this dissertation – “RQ1 How can deep learning
be employed to realize automatic autonomous vision-based power line inspection?” – is
addressed mainly in Chapter 4 and Chapter 5. The two secondary research questions –
“RQ1.1 What are the possibilities and challenges of deep learning in vision-based UAV
inspection?” and “RQ1.2 How and to what extent can the challenges of deep learning
in vision-based UAV inspection be addressed?” – are addressed primarily in Chapter 4,
Chapter 5, and the four included papers, which can be found in Appendix A, Appendix
B, Appendix C, and Appendix D.
To answer the research questions, we first conduct an extensive literature review on
automatic vision-based power line inspection. Based on that, we identify the possibilities
and six main challenges of DL vision-based UAV inspection: (i) the lack of training data;
(ii) class imbalance; (iii) the detection of small power line components and defects; (iv) the
detection of power lines in cluttered backgrounds; (v) the detection of previously unseen
power line components and defects; and (vi) the lack of metrics for evaluating inspection
performance. Next, we address the first three challenges by creating four medium-sized
datasets for training component detection and classification models, by applying a series
of effective data augmentation techniques to balance out the imbalanced classes, and by
proposing a multi-stage component detection and classification approach based on SDD
[41] and deep ResNets [24] to detect small power line components and defects. Then, we
address the fourth challenge by proposing LS-Net, a fast single-shot line-segment detector,
for then to apply it to power line detection. After that, we propose few-shot learning as
a potential solution to the fifth challenge. Specifically, to pave the way for addressing
the challenge, we propose a novel dissimilarity measure for distance metric learning-based
few-shot learning, called SEN, to address the existing issues of the traditional Euclidean
distance in high dimensional spaces. Finally, we discuss the possibilities and challenges
of DL vision-based UAV inspection and outline how can the approaches proposed in this
dissertation alleviate the challenges and facilitate the implementation of fully automatic
autonomous vision-based power line inspection systems.
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6.2 Further Work
In this dissertation, we have implemented phase 1, which is to employ deep learning for
enabling automatic analysis of power line inspection images and for facilitating automatic
vision-based power line inspection.
To move forward, we suggest five potential next steps for further improving phase 1
and for implementing phase 2, which is to employ deep learning for facilitating self-driving
UAVs and for realizing fully automatic autonomous vision-based power line inspection:
The first is to extend the multi-stage component detection and classification pipeline
to detect defects in various sizes, forms, and severity levels. Our current multi-stage
component detection and classification pipeline consists of three stages: (i) mast detection;
(ii) component detection; and (iii) component classification. With this architecture, the
pipeline can detect a wide range of power line components and defects from inspection
images; however, it is not yet able to quantify the size and the severity of the detected
defects. One possible solution is to adopt object instance segmentation [21] to identify the
boundaries of the detected power line components and defects at the detailed pixel level
and utilize this information to estimate the size and the severity of the detected defects
by, for example, calculating the defect/component pixel ratio.
The second step is to apply multiple data sources fusion (e.g., optical images, thermal
images, ultraviolet images, and depth images) for detecting a wider range of defects, for
instance, vegetation encroachment and defects that are invisible to the unaided human
eye, such as equipment bad connections, corona discharges, and hot spots on power line
components.
The third step is to combine pole detection-based, power line detection-based, and
GPS way points-based navigation approaches with UAV autopilots to facilitate self-driving
UAVs and automatic data acquisition. The main objective of this step is to build self-
driving UAVs that not only can fly themselves along power lines but also can detect power
line components in real-time to guide cameras to focus when taking pictures to acquire
high-quality inspection images.
The fourth step is to combine the automatic data acquisition module with online
multiple-object tracking algorithms [95] to enable fully automatic asset management.
Specifically, camera information such as GPS coordinates and timestamp can potentially
be utilized together with the automatic data acquisition module to group images of the
same mast. During data acquisition, online multiple-object tracking can potentially be
employed to track power line components. Each tracked component will be assigned a
Unique IDentifier (UID) and linked to its corresponding mast. The objectives of this step
are threefold: The first is to allow utilities to quickly query all images of a certain asset
via its UID. The second is to give utilities an overview of their power grids. The third is
to enable change monitoring and to realize fully automatic asset management.
The final step is to define metrics for evaluating the performance of automatic au-
tonomous vision-based power line inspection systems.
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A B S T R A C T
To maintain the reliability, availability, and sustainability of electricity supply, electricity companies regularly
perform visual inspections on their transmission and distribution networks. These inspections have been typi-
cally carried out using foot patrol and/or helicopter-assisted methods to plan for necessary repair or replacement
works before any major damage, which may cause power outage. This solution is quite slow, expensive, and
potentially dangerous. In recent years, numerous researches have been conducted to automate the visual in-
spections by using automated helicopters, flying robots, and/or climbing robots. However, due to the high
accuracy requirements of the task and its unique challenges, automatic vision-based inspection has not been
widely adopted. In this paper, with the aim of providing a good starting point for researchers who are interested
in developing a fully automatic autonomous vision-based power line inspection system, we conduct an extensive
literature review. First, we examine existing power line inspection methods with special attention paid to
highlight their advantages and disadvantages. Next, we summarize well-suited tasks and review potential data
sources for automatic vision-based inspection. Then, we survey existing automatic vision-based power line in-
spection systems. Based on that, we propose a new automatic autonomous vision-based power line inspection
concept that uses Unmanned Aerial Vehicle (UAV) inspection as the main inspection method, optical images as
the primary data source, and deep learning as the backbone of data analysis and inspection. Then, we present an
overview of possibilities and challenges of deep vision (deep learning for computer vision) approaches for both
UAV navigation and UAV inspection and discuss possible solutions to the challenges. Finally, we conclude the
paper with an outlook for the future of this field and propose potential next steps for implementing the concept.
1. Introduction
The increasing dependence of modern-day societies on electricity
poses corresponding challenges on the monitoring, inspection, and
maintenance of the electric power grids to ensure an uninterrupted flow
of electricity. Due to the lack of incentives to invest in aged national
grid infrastructures, for example, in Europe and the US, power cuts are
becoming more and more frequent [1]. While short-term power failures
typically last only a few hours, long-term blackouts can last days or
even weeks. Power outages, both short and long-term, can have cata-
strophic effects on unprepared businesses. For instance, blackouts can
completely shut down production at companies and critical infra-
structures such as telecommunication networks, financial services,
water supplies, and hospitals [2]. Nowadays, most of the power grids
are interconnected. Hence, a blackout in one region can trigger a
domino effect that could result in supra-regional blackouts [3]. Ac-
cording to [1], a 30-min power cut in the US results in an average loss
of US$15,709 for medium and large industrial clients, and nearly US
$94,000 for an eight-hour interruption. Thus, power grids are required
to be monitored, inspected, and maintained regularly to prevent faults
which may cause power failures (Figs. 1 and 2).
The traditional methodologies for inspecting power networks typi-
cally include field surveys and airborne surveys, which have been un-
changed for decades [4]. On a regular basis or in emergency situations,
such as after storms, hurricanes, and earthquakes, teams of inspectors
are sent out, traveling either on foot or by helicopters, to visually in-
spect the power lines with the help of binoculars and sometimes with
InfraRed (IR) and corona detection cameras [5]. The main reason why
visual inspection is popular is that it can cover a wide range of common
faults on both power lines components (Fig. 2) and the power lines
themselves (Fig. 1) in one inspection. However, this methodology is
quite slow, expensive, potentially dangerous, and with detection rates
limited by the visual observation skills of the inspectors. Although di-
gital cameras can be used to separate the data collection from data
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analysis, both processes have still been performed manually.
Over the past few years, many studies have been conducted to au-
tomate the visual inspection by using automated helicopters, flying
robots, and/or climbing robots; however, there are very few published
reviews of different approaches to the problem, including vision-based
approaches. In this paper, with the aim of providing a comprehensive
overview of the possibilities and challenges of automatic autonomous
vision-based inspection of power lines, we conduct an extensive lit-
erature review. First, we examine existing power line inspection
methods including foot patrol, helicopter-assisted, automated heli-
copter-assisted, climbing robots, and Unmanned Aerial Vehicles (UAV)
inspection with special attention paid to highlight their advantages and
disadvantages. Next, we summarize inspection tasks which are well
suited for automatic autonomous vision-based inspection: mapping and
inspection of power line components, vegetation encroachment mon-
itoring, icing detection and measurement, and disaster monitoring.
Then, we review potential data sources for vision-based inspection in-
cluding Synthetic Aperture Radar (SAR) images, optical satellite
images, optical aerial images, thermal images, ultraviolet images,
Airborne Laser Scanner (ALS) data, land-based mobile mapping data,
and UAV data and point out their applicable tasks. Further, we conduct
a comprehensive review of current automatic vision-based power line
inspection systems.
Based on that, we propose as a new potential solution an automatic
autonomous vision-based power line inspection concept that uses UAV
as the main inspection method, optical images as the primary data
source, and Deep Learning (DL) as the backbone of data analysis and
inspection.
To facilitate the implementation of the concept, we first discuss the
potential role of deep learning in automatic autonomous vision-based
power line inspection. We then highlight the possibilities and chal-
lenges of deep vision (deep learning for computer vision) approaches
for both UAV navigation and UAV inspection. Finally, we propose
possible solutions to the challenges and suggest potential next steps.
The remainder of the paper is structured as follows: Section 2
summarizes existing relevant literature reviews (related work) in-
cluding inspection with vision-based approaches, before we present a
brief introduction to power line inspection in general together with a
summary of different inspection methods, inspection tasks, and data
sources for visual inspection in Section 3. Next, in Section 4, we present
a comprehensive review of existing vision-based approaches for both
UAV navigation and UAV inspection. Finally, in Sections 5 and 6, we
identify the remaining challenges of vision-based approaches in auto-
matic inspection, discuss possible solutions to these challenges, propose
potential next steps for implementing the automatic autonomous vi-
sion-based power line inspection concept, and conclude the paper with
a summary and an outlook for the future of the field.
2. Related work
Although vision-based inspection is one of the most promising ap-
proaches for reducing or completely eliminating people, in both data
collection and analysis, there are very few published reviews of vision-
based approaches for power line inspections.
A review of recent techniques for vegetation encroachment mon-
itoring was presented in [6]. According to the authors, current methods
for vegetation monitoring, including visual field inspection, aerial video
surveillance, aerial multispectral imaging, and LiDAR scanning are not
viable due to their high cost, inaccuracy, and high time complexity. To
increase the reliability of vegetation monitoring, satellite stereo and
Wireless Multimedia Sensor Networks (WMSNs) were proposed to be
the two future technologies. Based on that, the authors discussed the
concept of utilizing multispectral satellite stereo images and WMSNs in
detecting dangerous vegetation.
François et al. conducted a survey of computer vision applications in
power line inspection in [7]. The surveyed applications include detec-
tion of power lines, inspection of power lines, detection and inspection
of insulators, power line corridor maintenance, and pylon detection.
According to the authors, computer vision appears to be one of the most
important technologies for automatic vision-based power line inspec-
tion since both robots and UAVs need it not only for guidance, navi-
gation, and control but also for inspection. Although this technology
has been facilitating some applications, for example vegetation mon-
itoring, it has not been widely used for other important applications
such as inspection of defects on the cables or insulators.
Recent advantages in remote sensing sensors and data analysis ap-
proaches have opened new possibilities in automatic power line in-
spection. To facilitate the use of remote sensing techniques in power
line inspection, a very comprehensive survey of the possibilities of
modern remote sensing sensors for automatic power inspection was
Fig. 1. Common faults on power lines (from left
to right): trees growing too close to power lines,
trees lying across power lines, icing on power
lines. In warm countries, icing on power lines may
not be a relevant fault; however, in cold countries,
such as Norway, it is a very serious problem since
thick icing accumulated on power lines can cause
a great deal of damage to the lines.
Fig. 2. Common faults on power lines compo-
nents (from left to right): broken poles, broken
crossarms, missing toppads. In Norway, toppads
are usually used for protecting wooden poles from
rain; thus missing toppads are considered faults.
In the US, however, they may not be considered
as faults since toppads are not widely applied.
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conducted in [4]. The authors summarized the main applications, ad-
vantages, and challenges of different remote sensing data sources for
power line inspection including SAR images, optical satellite and aerial
images, thermal images, airborne laser scanner data, mobile mapping
data, and UAV data. The authors pointed out that while mapping and
analysis of network components is the main focus of most of the pre-
vious studies, vegetation monitoring has been received less attention.
Since each remote sensing approach has its own specific advantages and
disadvantages, the authors suggested that more attention should be
given to the use of multiple data sources fusion in future research to
benefit from various approaches in an optimal way.
3. Vision-based power line inspection
In this section, we first review existing power line inspection
methods with special attention paid to highlighting their advantages
and disadvantages. Next, we summarize power line inspection tasks
that are well suited for automatic autonomous vision-based inspection.
Then, we survey potential data sources for vision-based power line
inspection and point out their applicable inspection tasks. Finally, we
give a brief introduction to automatic vision-based power line inspec-
tion systems and their required components.
3.1. Power line inspection methods
3.1.1. Foot patrol inspection
Foot patrol inspection is typically conducted by a team of two in-
spectors traveling on foot to visually inspect the power lines with the
help of binoculars and sometimes with infrared cameras and corona
detection cameras [5]. The main disadvantage of this inspection
method is that it is very slow, tedious, and labor-intensive. Another
major drawback of this method is that it may not be possible in harsh
terrains, in extreme weather conditions, and after extreme events, such
as hurricanes, wind storms, and snow storms. However, despite its
disadvantages, foot patrol inspection has still been widely applied be-
cause of its high detection rate [4].
3.1.2. Helicopter-assisted inspection
In helicopter-assisted inspection, a team of usually three (or two)
people including a pilot, an inspector, and/or a camera operator is sent
out traveling by helicopter to perform online inspection and acquire
data for offline inspection. The inspector is responsible for identifying
obvious faults, for example trees growing too close to power lines, trees
lying across or against power lines, and collapsed poles. The camera
operator films the conductors, pylons, power components (e.g., in-
sulators, transformers, crossarms, toppads), and objects around the
pylons and under the lines. After the flight, an offline inspection is ty-
pically conducted by a team of inspectors manually browsing through
the collected videos and images to identify more complicated and
smaller faults, such as broken insulators, missing toppads, and missing
splints. Although this inspection method allows access to hard-to-reach
locations and increases inspection speed, it comes with many dis-
advantages, such as high cost, low accuracy due to high speeds, the
dependence on human visual observation skills, and always there is a
risk of contacting live lines and loss of lifes [8].
3.1.3. Automated helicopter-assisted inspection
Automated helicopter-assisted inspection is quite similar to the he-
licopter-assisted inspection method. The main difference is that the
former method utilizes vision-based approaches in both data collection
and data analysis. Vision-based approaches, for example power mast
detection, can be applied for guiding cameras to automatically film the
conductors, pylons, power components, and objects around the pylons
and under the power lines. The acquired videos and images can be later
analyzed automatically by vision-based data analysis approaches.
Although automated helicopter-assisted inspection can reduce the
dependence on human visual observation skills and increases inspection
speed, it has not been widely applied due to high inspection cost, safety
issues, and challenges of applying vision-based approaches in power
line inspection.
3.1.4. Climbing robots inspection
In climbing robots inspection, the inspection is conducted by a robot
traveling on power lines. The robot is typically equipped with many
sensors and cameras (e.g., visual cameras, thermal cameras) for navi-
gating along power lines, crossing obstacles on the lines, and inspecting
the lines and power components. The main advantage of this method is
the inspection accuracy due to its proximity to the power lines.
However, according to [9], the weight of the robots could damage the
lines, and the robots may not be able to pass across various obstacles on
the lines. Another major disadvantage of this inspection method is that
it is relatively slow compared to other inspection methods such as au-
tomated helicopter-assisted inspection or UAV inspection.
3.1.5. UAV inspection
In UAV inspection, the inspection is conducted by UAVs equipped
with multiple sensors and cameras for navigating along power lines,
performing online inspection to detect obvious faults, and collecting
data for later offline inspections. UAV inspection offers great possibi-
lities for addressing most of the existing issues of other inspection
methods such as high inspection cost, low speed, and safety. The op-
eration costs of UAV inspection is relative low compared to foot patrol
and (automated) helicopter-assisted inspections. In addition, UAVs can
fly relatively close to power lines to take detailed images of conductors,
pylons, and power components, which can significantly improve in-
spection accuracy.
However, fully automatic autonomous power line inspection sys-
tems using UAVs still come with great challenges. For example, In UAV
navigation, detection and tracking of power lines are crucial tasks;
however, existing vision-based detection and tracking methods are still
not accurate enough for detecting and tracking the power lines since
they are typically too small leading to a lack of rich features for their
representation.
3.2. Power line inspection tasks
3.2.1. Mapping and inspection of power line components
Mapping and inspection of power line components, such as con-
ductors, pylons, and power components, are among the most studied
topics in the field of power line inspection. These tasks are typically
conducted either online by, for example, a foot patrol team with the
help of binoculars to manually observe and detect faults or offline by,
for instance, analyzing images taken from UAVs and/or helicopters.
Some common faults on power line components which can be identified
by the two approaches are broken poles, broken crossarms, and missing
toppads (Fig. 2). In addition to the above mentioned approaches, other
data sources such as thermal images, airborne laser scanner, and land-
based mobile mapping data have also been used as alternatives for
mapping and inspection of power line components [4].
3.2.2. Vegetation encroachment monitoring
According to [6], one of the most frequent causes of flashovers in
both transmission and distribution networks is encroachment to the
power lines. In addition, maintaining safety distances between vege-
tation and the power lines along the corridor is a legal requirement in
some countries. Thus, it is required that vegetation near power line
corridors are cleared regularly to prevent power outages and damage to
the power lines [10]. The main tasks of vegetation encroachment
monitoring include detecting and classifying near zone vegetation, and
estimating their height and their relative distance to the power lines
[7].
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3.2.3. Icing detection and measurement
In cold weather conditions, such as during snowstorm, hail, and
freezing rain, thick icing accumulated on power lines can cause serious
damage to the lines which may lead to power supply interruption [11].
One of the most important tasks in icing detection and measurement is
estimating the icing thickness parameter, which is a crucial data source
for energy companies to make decisions for icing accident prevention.
The parameter is usually calculated by analyzing images collected from
fixed monitoring terminals, which are typically mounted on power
poles, for small areas. For large areas, foot patrol and helicopter-as-
sisted inspections are usually conducted with the help of binoculars
and/or telescopes to manually observe and estimate the icing thickness
parameter [12].
3.2.4. Disaster monitoring
Natural disasters, such as storms, hurricanes, and earthquakes, can
cause a great deal of damage to power lines that could result in outages
or even completely shut down whole power grids. Thus, we are in an
urgent need for a fast approach for damage assessments to quickly re-
cover the power grids after natural disasters. However, according to our
review, only a few research articles have focused on this topic.
3.3. Data sources for power line inspection
Inspired by the comprehensive review of different remote sensing
data sources for automatic inspection conducted by Matikainen et al. in
[4], in this section, we briefly summarize different relevant data sources
for automatic autonomous vision-based power line inspection with
special attention paid to highlighting their advantages and point out
their potential applications.
3.3.1. Synthetic aperture radar images
Synthetic aperture radars are active imaging sensors, which are
typically used for creating 2- or 3-dimensional images of objects, such
as landscapes. SAR is also commonly used for change detection and 4-D
mapping (space and time). SAR images are usually acquired by SARs
mounted on various platforms such as small aircrafts and satellites [13].
Because SAR can provide high-resolution, day-and-night, and weather-
independent images of large areas, it has been used for various appli-
cations in power line inspection such as vegetation mapping and
monitoring [4].
3.3.2. Optical satellite images
Optical satellite images are collected by passive satellite sensors in
the visible and Near-InfraRed (NIR) wavelengths. Although satellite
imagery is very expensive and usually does not work well under cloudy
and dark conditions, it offers many advantages for power inspection
such as large-area coverage and multispectral data. According to [4],
optical satellite images have been mainly used for vegetation mon-
itoring in power line inspection.
3.3.3. Optical aerial images
Optical aerial images are usually collected by either a manned he-
licopter or a fixed wing aircraft, mainly in the visible and near-infrared
wavelengths. With the flexibility in data acquisition and the ability to
collect detailed images of conductors, pylons, power components (e.g.,
insulators, transformers, crossarms, toppads), and surrounding areas,
optical aerial imaging has been used in many power line inspection
tasks, for example vegetation monitoring, mapping of conductors and
pylons, and monitoring faults in power line components [4].
3.3.4. Thermal images
Thermal images are formed by thermographic cameras, which are
also known as infrared cameras or thermal imaging cameras.
Thermographic cameras are based on infrared radiation to extend our
vision beyond the short-wavelength red into the far infrared by making
visible the light naturally emitted by warm objects [14]. With that
ability, thermal images have been used for fault monitoring in power
line components-based measurement and analysis of relative tempera-
ture differences [4].
3.3.5. Ultraviolet images
Ultraviolet (UV) images are typically formed using UV-sensitive
cameras (e.g., Corona 350 II system) by recording images using light
from the ultraviolet spectrum only. There are two main approaches for
capturing ultraviolet images: reflected ultraviolet and ultraviolet in-
duced fluorescence photography [15]. With the ability to visualize
details which are invisible to the unaided human eye, images taken
with ultraviolet light have been widely used for detecting corona dis-
charges from high voltage electric power transmission lines [16].
3.3.6. Airborne laser scanner data
Airborne laser scanning is an active remote sensing technique that
uses a laser beam as the sensing carrier [17]. This type of system is
usually realised with the ability to obtain range images. This laser radar
is also known as LADAR (LAser Detection And Ranging) and LIDAR
(LIght Detection And Ranging). ALS data is a georeferenced point cloud
of LIDAR measurements [18]. According to [4], ALS data is applicable
for mapping of conductors, pylons, and individual trees near power
lines since ALS can produce detailed 3D data directly without the de-
pendence on external lightning conditions.
3.3.7. Land-based mobile mapping data
Land-based mobile mapping data is geospatial data collected by
mapping sensors that are mounted on a mobile platform such as cars,
All-Terrain Vehicles (ATV), boats, or on a backpack carried by a person.
A mobile mapping system typically includes an image data collecting
module (e.g., camera, laser scanner), navigation and positioning sen-
sors (e.g., GPS), and an Inertial Measurement Unit (IMU) [19]. The two
most common types of land-based mobile mapping data used in the
power line inspection literature are images and point clouds. Because of
the panoramic imaging geometry and the ability to produce very de-
tailed 3D data and images, land-based mobile mapping data has been
used for mapping conductors and pylons, and for inspecting power line
components [4].
3.3.8. Unmanned aerial vehicle data
According to [4], the two most common types of data that have
been acquired by UAVs in the power line inspection literature are op-
tical images and laser scanning data. Because of the low operation costs,
the high flexibility in data acquisition, and the ability to fly relatively
close to power lines to take detailed pictures, UAV data has been used
for both mapping and inspection of power lines components, and for
detailed mapping of vegetation.
3.4. Automatic vision-based power line inspection
To build an automatic autonomous vision-based power line in-
spection system, we need three main components: an inspection
method (e.g., UAV inspection, helicopter-assisted inspection), a pri-
mary data source (e.g., optical images, thermal images, SAR images),
and a method for data analysis.
Based on the reviews presented above, we propose UAVs as a pro-
mising means for automatic autonomous vision-based inspection be-
cause of the following reasons: First, UAV inspection has significantly
lower operation costs compared to other inspection methods, such as
helicopter-assisted inspection and foot patrol inspection. Second, UAVs
have the ability to fly relatively close to power lines to take detailed
pictures, which is very useful for detecting small faults, for instance
broken wires and missing splints. Third, with the ability to access hard-
to-reach locations with high speeds, UAVs are considered as a highly
promising solution for many inspection tasks, for example for
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monitoring damage on power lines caused by natural disasters, or for
estimating the height of near zone vegetation, for detecting dangerous
surrounding objects, and for detecting and measuring icing thickness on
power lines (Fig. 1). Finally, recent advances in battery and fuel cell
technologies [20], sensors, and UAV components [21] have sig-
nificantly improved the feasibility of UAV-based power line inspection.
We propose optical images collected by UAVs as a potential data
source because (i) they are easy to collect, (ii) relatively easier to
analyze than the other reviewed data sources while (iii) providing en-
ough information for detecting a wide range of common faults on both
power components (Fig. 2) and the power lines themselves (Fig. 1).
To have a closer look into different data analysis approaches for
both navigation and inspection, we present a thorough literature review
of current vision-based inspection systems with special attention paid to
systems that are relevant to UAVs and optical images in the next sec-
tion.
4. A review of current vision-based inspection systems
In this section, we highlight some of the most recently published
vision-based approaches which are relevant for developing fully auto-
matic autonomous vision-based power line inspection systems using
UAVs. The review is divided in two parts. The first part summarizes
vision-based approaches that are suitable for UAV navigation including
power line detection-based and pole detection-based approaches. The
second part is dedicated to vision-based approaches which have the
potential for automating the four main UAV inspection tasks: icing
detection and measurement, vegetation encroachment monitoring,
mapping and inspection of power line components, and disaster mon-
itoring.
4.1. Vision-based approaches for navigation
According to [9], there are three common approaches for UAV na-
vigation in automatic power line inspection: GPS way points-based,
pole detection-based, and power line detection-based. While the first
approach has been widely applied for decades, the other two ap-
proaches have recently been facilitated by advances in visual recogni-
tion. In this section, we focus on reviewing recently published vision-
based approaches for navigation in power line inspection with special
attention paid to highlighting approaches which are relevant to UAVs.
4.1.1. Power line detection-based approaches
A knowledge-based technique specifically designed for power line
detection in aerial images was proposed in [22] by combining bottom-
up and top-down line detection approaches. First, a filter based on Pulse
Coupled Neural Network (PCNN) was applied to remove background.
Then, straight lines were detected using the Hough transform. Finally,
spurious linear objects were eliminated using the K-means clustering
approach. A similar three-step approach was also used in [23] for de-
tecting power lines. First, linear objects in a clustered background were
enhanced by a double-sided filter. Then, the Radon transform was used
to detect straight lines. Finally, a parallel lines constraint was used to
recognize power lines. Yang et al. proposed a three-step approach for
detecting overhead power lines from UAV video images [24]. First,
video images are binarized using an adaptive thresholding approach.
Next, the Hough transform was utilized to detect lines-candidates in the
binary images. Then, a Fuzzy C-Means (FCM) clustering algorithm,
which uses the length and the slope of the detected lines as a feature
vector, was applied to discriminate power lines from the detected line
candidates. Finally, spurious lines were removed by using the proper-
ties of power lines.
In [25], an improved version of a Bayesian classifier was proposed
for power line detection. The traditional Bayesian classifier was en-
hanced by utilizing heuristic knowledge obtained by applying the
Hough transform to determine the prior and posterior probabilities. The
Bayesian classifier was also used in [26] for detecting power lines in
images collected by helicopters. To begin with, the Hough transform
was used to improve the Bayesian classifier for classifying pixels. Then,
small components (misclassified pixels) were removed from the classi-
fied images by performing connected component analysis.
A novel method named Circle Based Search (CBS) for power line
detection based on the search of lines between two opposite points was
proposed in [27]. First, Canny and Steerable filters were utilized to
segment power line images taken from UAVs. Then, the CBS method,
which was based on geometric relationships, together with a procedure
for connecting contiguous segments were used for detecting power lines
from the segmented images.
A sequential local-to-global power line detection algorithm for de-
tecting power lines from optical images was proposed in [28]. First, line
segments with symmetrical edges were detected using a Matched Filter
(MF) and First-order Derivative Of Gaussian (FDOG) to create an edge
map. Next, non-power-line candidates were filtered out by using a
morphological filter. Finally, a graph-cut model based on graph theory
was proposed to group the detected line segments into whole power
lines.
To address the threshold selection problem in traditional edge de-
tection approaches as well as the Hough transform, Zhou et al. proposed
a method that can effectively tune the threshold in edge and line de-
tection algorithms in [9]. A database was created for keeping optimal
parameters for visited places, which can be retrieved later based on GPS
coordinates. For unvisited places, an objective function and a power
line model were used to predict the best parameters.
Zhang et al. proposed a method for detecting and tracking power
lines in complex environments [29]. First, line segments were extracted
using the Hough transform. Second, an improved K-means algorithm in
Hough space was employed to cluster the extracted line segments to
detect power lines. Finally, the detected power lines were tracked by a
Kalman filter in Hough space.
Gerke et al. proposed a method for detecting and tracking power
lines from cluttered backgrounds [30]. To begin with, a range filter was
used to filter input images in four directions. Next, the images were
converted to binary images, and morphological operations were then
employed to remove unwanted objects. Then, the Canny edge detector
and the Hough transform were used to detect power lines. Finally, the
detected power lines were tracked with a gimbal system.
Jones et al. proposed a method for detecting and tracking power
lines [31]. First, the contrast of input images was enhanced. Second, an
edge map was formed by applying gradient computation and non-
maximum suppression. Then, the Hough transform was computed fol-
lowed by clustering points in the Hough transform to form the Ag-
gregated Hough transform (AHT). Finally, tracking and acquisition
were performed on the points in the AHT.
In summary, the presented approaches follow a general six-stage
line detection/tracking process. First, input images are enhanced to
remove noise. Second, backgrounds are removed using, for example,
color-based background suppression and/or pulse coupled neural net-
works. Third, edge detectors, such as the Canny edge detector and
steerable filters [27], are applied to generate edge maps. Fourth,
straight lines from the generated edge maps are detected using, for
instance, the Hough transform, the Radon transform, and/or the circle
based search [27]. Fifth, clustering approaches (e.g., the K-means
clustering and fuzzy C-mean clustering [24]) and/or power line con-
straints, such as parallel lines, are applied to eliminate spurious lines
and detect power lines. Finally, the detected power lines are tracked
using, for example, visual tracking methods based on fuzzy logic and
Kalman filters. Although this general six-stage line detection/tracking
system is simple to implement and has been widely used in power line
inspection, it has many drawbacks, such as low speeds and inaccuracy.
Thus, this approach is not well-suited for high-speed, fully autonomous
vision-based navigation.
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4.1.2. Pole detection-based approaches
An approach for identifying power pylons using UAVs and esti-
mating the relative distance between the pylons and the UAVs was
proposed in [32]. First, a Line Segment Detector (LSD) algorithm was
adopted to detect lines segments. Second, line segments belonging to
the background were removed by a color filter. Third, a triple matching
strategy which uses Euclidean distance between the description histo-
grams of the two segment candidates as metric and Left Right Checking
(LRC) as criterion was proposed to match line segments across image
sequences. Finally, an approach that integrates ego-motion of the UAV
and the variation of the object size for estimating the depth of the py-
lons was proposed.
Golightly and Jones proposed an approach for detecting and
matching corners for visual tracking in power line inspection [33]. To
begin with, a corner map that contains clusters of corners was produced
by a Cooper, Venkatesh, Kitchen (CVK) corner detector. Then, singleton
corner points were removed by cluster aggregation. Finally, a basic
corner matcher was proposed to track the detected corners in image
sequences.
An approach for detecting and tracking electric towers was pro-
posed in [34]. First, a two-class MultiLayer Perceptron (MLP) neural
network was trained for tower-background classification based on HOG
(Histogram of Oriented Gradients) features. Second, the network was
applied as a sliding window detector. Third, a hierarchical tracking-by-
registration tower tracker algorithm, which uses hierarchical multi-
parametric and multi-resolution inverse compositional, was proposed to
track the detected towers.
It has been shown in the last two sections that pole detection-based
approaches for navigation have been received much less attention
compared to power line detection-based approaches. This is partly due
to its main drawback which is the lack of information for navigating
between poles.
In conclusion, although many attempts have been made to improve
vision-based navigation algorithms in the last decades, to the best of our
knowledge, no high-speed, fully autonomous, vision-based navigation
system for power line inspection has been successfully developed. Thus,
we are in an urgent need for a novel vision-based navigation system
which is not only fast but also accurate and capable of providing en-
ough information for navigation between poles.
4.2. Vision-based approaches for inspection
As presented in Section 3.2, there are four main inspection tasks that
are well-suited for automatic autonomous vision-based inspection using
UAVs: mapping and inspection of power line components, vegetation
monitoring, icing detection and measurement, and disaster monitoring.
In this section, we review some of the most recently published vision-
based research approaches which have the potential in automating the
above mentioned tasks.
4.2.1. Mapping and inspection of power line components
Haibin et al. proposed an approach for detecting dampers in heli-
copter inspection of power transmission lines [35]. First, a threshold
method was adopted to segment dampers from inspection images.
Then, a modified version of the balloon force snake method and Hessian
matrix were utilized to detect dampers from the segmented images.
A novel system utilizing Faster R-CNN (Region-based Convolutional
Neural Networks) object detection framework and VGG16 model for
detecting dead end body components (DEBC) was proposed in [36]. The
authors proposed a series of simple image processing techniques for
augmenting 146 input images to create 2437 training samples. The
porposed data agumentation techniques include manually cropping,
rotation, morphological operations (slight dilation and erosion), and
“raster scan pattern” cropping. The system was tested on 111 aerial
inspection photos, and achieved 83.7% accuracy and 91% precision.
The detection accuracy and precision were increased to 97.8% and
99.1% by adding 270 additional training images and including a new
insulator class.
A vision-based approach for broken spacer detection was proposed
in [37]. To begin with, the Canny edge detector, the Hough transform,
and scanning window approach were utilized to detect spacers as Re-
gion Of Interests (ROI). Second, image features were extracted using
morphological operations. Finally, broken spacers were detected by
connected domain analysis. Li et al. proposed an image processing
system for conductor localization and spacer detection [38]. To begin
with, conductors were localized by applying a template matching ap-
proach in a sliding window fashion. Then, the conductor localization
results were used to crop and rotate images. Finally, Gabor filters were
applied on the cropped and rotated images to detect spacers by looking
for large clusters of pixels that respond strongly to the filtering process.
An approach based on Artificial Neural Networks (ANNs) for iden-
tifying poles and crossarms in images of power distribution lines was
proposed in [39]. First, an ANN was trained to classify image pixels into
four classes: poles, crossarms, vegetation, and others. Second, a
threshold filter was used to remove unwanted areas. Finally, a template
matching approach was applied to identify crossarms and poles. Sam-
pedro et al. proposed an approach based on HOG features and MLP
neural networks for detecting and classifying electric towers for power
line inspection in [40]. First, a 2-class MLP was trained for background-
foreground segmentation in a sliding-window fashion. Then, a multi-
class MLP was trained for classifying within four different types of
electric towers. A four-stage approach for detecting transmission towers
from aerial images was proposed in [41]. First, filtering via optimized
mean shift segmentation was utilized to reduce background clutter and
simultaneously accentuate the foreground. Second, candidate granules
were selected based on gradient density and cluster density based
thresholding. Third, the selected granules were merged via shared
boundary criterion. Finally, context information was used to discard
false positives. An approach for detecting electricity pylons in aerial
video sequences was proposed in [42]. First, straight line pixel ex-
traction was performed by combing a two-dimensional separable In-
finite Impulse Response (IIR) filter and non-maximal suppression. Next,
straight lines were detected using the Hough transform. Finally, elec-
tricity pylon detection was performed based on the detected power
lines.
Wang et al. proposed an approach for identifying insulators from
aerial images in [43]. To begin with, a novel approach based on Otsu
threshold and morphological operations was proposed for background
suppression. Then, a Support Vector Machine (SVM) model was trained
on features extracted by Gabor filters to classify insulators. In [44], a
robust algorithm for detecting insulators in aerial images was proposed.
First, an improved Harris corner selection strategy was used to detect
local features. Second, a MultiScale and MultiFeature (MSMF) de-
scriptor was proposed to represent the local features. Third, several
Spatial Orders Features (SOFs) were found to improve the robustness of
the algorithm. Finally, a coarse-to-fine matching strategy was utilized
to determine the region of insulators. Zhao et al. proposed an approach
based on lattice detection for detecting insulators in images of overhead
transmission lines in [45]. First, corners detected by the KLT corner
detection algorithm were used as low-level visual features. Mean shift
clustering was then used to cluster the corners to find the repeating
features that can represent the insulators. Next, insulators lattice modes
were proposed based on a voting mechanism. Then, insulators were
localized by performing lattice finding using a Markov Random Field
(MRF) model together with the spacial context information. Finally,
minimum bounding rectangles of the target image was extracted by
analyzing the geometric characteristics of the insulators region. An
approach for detecting and inspecting insulator were proposed in [46].
In the detection phase, a part-based model with Circular GLOH-Like
(CGL) descriptor, which treats each insulator cap as one part of the
model, was built. Next, a k-Nearest Neighbors (kNN) classifier with the
descriptors of detected Difference of Gaussians (DoG) keypoints was
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trained for distinguishing between insulators cap and clutter. Then, the
bounding boxes for the insulators were determined from the classified
keypoints. In the inspection phase, the detected insulators were first
partitioned into caps. Then, an Elliptical GLOH-Like (EGL) descriptor
was extracted from each cap. Finally, Local Outlier Factor (LOF) ap-
proach was utilized to identify faulty caps.
A method for detecting cables damaged by lightning strokes was
proposed in [47]. To begin with, the statistical analysis of the bright-
ness of the cable, which is based on the mean brightness of the cable
and its standard deviation, was performed to detect arc marks. Then,
shape information, which was obtained from the comparison between a
real cable contour and an ideal cable contour, was utilized for detecting
cut wires.
4.2.2. Vegetation encroachment monitoring
A novel method for monitoring vegetation encroachment of trans-
mission lines using cameras integrated on each transmission pole was
proposed in [48]. First, initial reference frames were acquired from the
cameras. Next, image frames with inappropriate illumination (e.g.,
rainy images, foggy images) were filtered out. Then, the Hough trans-
form was utilized to identify the horizontal and vertical lines of far
away poles. Finally, motion tracking based on Laplacian kernel filtering
and background-subtraction were applied to detect the encroached
vegetation in the current scene images with respect to the reference
images.
Larrauri et al. developed an automatic inspection system based on
UAVs for buildings, trees, and vegetation encroachment monitoring and
for detecting bad conductivity and hot spots on power lines in [10].
First, power lines were identified and recognized based on a regularized
Hough transform. Second, the distance between the UAVs and the
power lines was calculated. Third, the distance between the conductor
lines and the ground was calculated based on inputs from laser alti-
meters. Fourth, trees, vegetation, and buildings were detected based on
the identification of solid surfaces or group of pixels that have the same
intensity value. Finally, stereoscopic vision methods using consecutive
image frames were applied for calculating the distance from the con-
ductor lines to trees, vegetation, and buildings.
4.2.3. Icing detection and measurement
Huang et al. proposed an approach for measuring icing thickness of
transmission lines based on photogrammetry method in [12]. To begin
with, images of power lines were obtained by a high resolution camera.
Next, the distance and level angle of a target below the power lines
were recorded by a laser rangefinder and an IMU. Then, icing thickness
parameter was calculated based on the recorded distance and angel.
A new image-based algorithm for icing detection and icing thickness
estimation was proposed in [11]. First, edge detection accuracy was
improved by using an ice-prior-based scheme. Next, a novel method for
calibrating a monitoring camera based on single-image-based scheme
was proposed. Then, a new thickness estimation scheme was proposed
by introducing calibration information and utilizing a ROI tracking
scheme.
4.2.4. Disaster monitoring
Yan et al. proposed an approach for estimating the height of power
transmission towers with the single TerraSAR-X imagery in [49]. Ac-
cording to the authors, the proposed approach opened many possibi-
lities for monitoring the situation of power transmission towers in
natural disaster conditions since it is based on images from SAR, which
is capable of producing high resolution radar images in all-weather
conditions.
A review of some of the possible applications of UAVs for routine
and emergency power line inspection was presented in [50]. According
to the authors, damage assessments after extreme events, such as hur-
ricanes, wind storms, and snow storms, is the most immediate appli-
cation for UAVs. With the ability to access hard-to-reach areas and fly at
high speed, UAVs allow almost immediate assessment of power line
damage after natural disasters.
To conclude, mapping and inspection of power line components is
the main focus of most of the previous studies, whereas vegetation
monitoring, icing detection and measuring, and disaster monitoring
have been received much less attention. Many task-specific, traditional
vision-based approaches have been proposed to detect and inspect
power components (e.g., spaces and dampers) and power lines. A few
deep learning approaches, which are based on ANNs, multi-class MLPs,
and CNN-based object detectors such as Faster R-CNN, have been ap-
plied for detecting and inspecting poles, crossarms, and dead end body
components. Although these approaches work to some extent, they still
have many drawbacks. In the next sections, we analyze the drawbacks
in detail, and based on that, we propose a new automatic autonomous
power line inspection concept.
4.3. Limitations of current vision-based inspection systems
It can be clearly seen from the review that even though many at-
tempts have been made to automate power line visual inspection, no
fully automatic autonomous vision-based inspection system that is
capable of detecting a wide range of faults has been successfully de-
veloped. Most of the previous studies presented in the review focused
on proposing task-specific approaches for either inspection or naviga-
tion. Those task-specific approaches worked to some extent for tasks
that they were designed for; however, they showed great limitations not
only in terms of accuracy but also in terms of the ability to adapt to
related tasks. Hence, a lot of efforts are required for developing a fully
automatic autonomous vision-based inspection system since each sub-
task (e.g., detecting poles for navigation, detecting broken insulators,
detecting missing toppads) requires its own carefully hand-designed
solution.
Thus, we are in an urgent need for a new approach that is (i) more
accurate, (ii) requires less effort in hand-designing solution, (iii) and
generalizes well across related tasks. To address the existing limitations
of current vision-based inspection systems, we propose deep learning as
a potential data analysis approach for moving toward automatic au-
tonomous vision-based inspection because of the following reasons:
First, deep learning algorithms, especially Convolutional Neural
Networks (CNNs, or ConvNets), have greatly improved the performance
of visual recognition systems for many advanced applications such as
self-driving cars, image search, and image understanding. Second, deep
learning provides a general method for automatically learning features,
which can dramatically reduce the effort in hand-designing solutions
for every sub-task in power line inspection. Finally, deep learning ap-
proaches typically generalize well across related tasks [51]. The gen-
eralization ability of deep learning opens great possibilities for vision-
based inspection since a model trained for one task with a very little
effort in fine-tuning can be adapted for use in many other related tasks.
To facilitate the use of deep learning algorithms, particularly CNNs,
in addressing the existing problems of current vision-based inspection
systems, in the next section, we review the potential role of deep
learning and CNNs as an advanced data analysis approach and as a
potential solution to move forward automatic autonomous vision-based
inspection.
5. The potential role of deep learning for automatic autonomous
vision-based power line inspection
With the aim of utilizing recent advances in deep learning and UAV
technologies for facilitating automatic autonomous UAV-based inspec-
tion of power line, eSmart Systems1 has initiated a project, code named
Connected Drone. The project is expected to run from 2016 to at least
1 eSmart Systems: https://www.esmartsystems.com/.
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until the end of 2018, and involves as of today 12 Norwegian power
grid companies (such as Hafslund and Ringeriks-Kraft), universities
(NORUT/ASUF, NTNU AMOS, and UiO), technology partners (Telenor,
Microsoft, and Kongsberg), and drone experts (Bergen Robotics and
Robot Aviation). The current work represented by this paper is funded
by The Research Council of Norway (RCN) and eSmart Systems as an
industrial PhD project in collaboration with the UiT Machine Learning
Group.2 In this project, we have developed a system for automatically
mapping and inspecting power line components using CNN-based ob-
ject detection and classification models (SSD [52] and ResNet [53]).
The system is capable of mapping basic power components including
poles, toppads, crossarms, and insulators (Fig. 3) and inspecting
common faults on the components, for instance incorrectly mounted
insulators, cracked poles, and missing toppads (Fig. 4). This line of
work has in our opinion demonstrated a potential promising role of
deep learning, especially CNNs, for automatic mapping and inspection
of power line components, but has also revealed many challenges. From
this starting point, we discuss in this section the potential role of deep
learning and CNNs in automatic autonomous vision-based power line
inspection using UAVs based on the reviews presented in Section 4 and
our own work.
The remaining of the section is divided in three. First of all, we
highlight the possibilities of DL vision-based navigation and DL vision-
based inspection using UAVs. Secondly, we identify challenges of ap-
plying DL vision-based approaches in developing a fully automatic
autonomous UAV-based inspection system. Finally, we suggest poten-
tial solutions to the challenges and propose approaches for facilitating
the use of DL vision-based approaches in both UAV navigation and UAV
inspection.
5.1. Possibilities of DL for vision-based UAV inspection
5.1.1. DL vision-based UAV navigation
DL vision-based navigation approaches (e.g., pole detection-based
and power line detection-based) can be combined with traditional na-
vigation approaches, such as GPS way points-based, and UAV autopilots
to facilitate self-driving UAVs. This not only can dramatically reduce
the risk of power line inspection, but it also can increase the speed of
online inspections and data acquisition for offline inspections.
In addition, DL vision-based approaches hold great promise for fa-
cilitating the implementation of Automatic Data Acquisition (ADA)
systems. In these systems, outputs from pole detectors and/or power
line detectors are utilized for guiding cameras focus when taking pic-
tures of power line components; as a result, the need of camera op-
erators is eliminated and the quality of data acquisition is increased.
The combination of a self-driving UAV and an ADA system forms a
basic automatic autonomous UAV-based power line inspection system.
With a predefined flight plan, the UAV can automatically navigate
along power lines to collect data for later offline inspections and per-
form online inspections.
5.1.2. DL vision-based UAV inspection
Advanced DL vision-based approaches and UAV technologies offer
many possibilities for automating the four most common tasks in power
line inspection: mapping and inspection of power line components,
icing detection and measurement, vegetation encroachment mon-
itoring, and disaster monitoring. For example, state-of-the-art object
detectors powered by deep convolution neural networks (e.g., Faster R-
CNN [54], SSD [52], YOLO [55], and R-FCN [56]) together with deep
neural networks for image classification, such as ResNet [53], Incep-
tion-v4, and Inception-ResNet [57], can be used for detecting, classi-
fying, and mapping power line components (Fig. 3). Next, deep
learning-based semantic segmentation approaches (e.g., DPN [58] and
Mask R-CNN [59]) and/or traditional background removal methods, for
example color-based suppression [60] and pulse coupled neural filter
[22], can be utilized for removing background from the detected
components. Finally, inspections can be performed on the segmented
images by, for example, performing texture analysis and/or vision-
based anomaly detection to detect faults (Fig. 2). The above mentioned
approaches are also useful in the case of disaster monitoring. For in-
stance, a tree detection model can be used together with a power line
detection model in detecting trees lying across or against power lines
after natural disasters, such as storms, hurricanes, and earthquakes.
In the case of vegetation encroachment monitoring and icing de-
tection and measurement, detecting power lines is one of the most
challenging tasks. However, recent advances in deep vision have
opened up many possibilities for addressing this challenge. For ex-
ample, state-of-the-art deep CNN-based edge detectors, such as
Holistically-Nested Edge Detection [61], and contour detectors, for in-
stance DeepEdge [62] and DeepContour [63], can be applied to pro-
duce very high quality edge maps. The edge maps can then be used by
traditional straight line detection methods (e.g., Hough transform [64])
to detect power lines.
5.2. Challenges of DL vision-based UAV inspection
5.2.1. DL vision-based UAV navigation
According to [9], there are three common approaches for UAV na-
vigation in automatic power line inspection: pole detection-based, GPS
way points-based, and power line detection-based. Unfortunately, none
of the three methods offers a sufficient navigation accuracy for fully
automatic autonomous UAV inspection.
Pole detection-based navigation detects electricity poles without
providing specific methods for navigating along the power lines. In
addition, when multiple poles are detected, it is very challenging to
correctly identify the next target pole. In contrast, GPS way points-
based navigation has no problem identifying the next target pole;
nevertheless, it requires pre-specified exact locations of every electricity
poles, which are typically not available for many existing power grids.
Furthermore, GPS has a large error range that could result in low na-
vigation accuracy. The power line detection-based navigation provides
sufficient information for UAVs to navigate along the power lines;
however, power lines are typically very thin and lack of rich features.
Thus, detecting and tracking the lines are extremely challenging tasks.
Another major challenge of the power line detection-based approach is
“out-of-sight navigation”. During inspection, UAVs might be blown far
away from power lines by, for example, strong wind. This could result
in a deadlock since UAVs no longer “see” the power lines.
5.2.2. DL vision-based UAV inspection
Our work in automating UAV-based power line inspection has in our
opinion demonstrated the potential role of deep learning for automatic
mapping and inspection of power line, but has also revealed many
challenges.
The first challenge is the lack of training data. Deep learning models
for mapping and inspection of power line components typically require
a huge amount of data for training. Unfortunately, to the best of our
knowledge, there are no publicly available datasets that are big enough
for training such models. The most straightforward solution is to create
a training dataset from scratch by manually tagging images; however, it
is a very slow, tedious, and expensive process. To move forward, we
have created a medium-sized dataset by manually tagging 30,000
images with 54 classes (e.g., toppad_plastic, toppad_metal, pole, trans-
former). The average number of objects per image was 8; the average
tagging speed (for a normal person) was 40 images per hour; thus, it
required around 750 working hours to create the dataset.
The second challenge comes from the long-tailed distribution of
component classes, which is also known as the class imbalance problem
[65]. Datasets for training object detection, image classification, and2 UiT Machine Learning Group: http://site.uit.no/ml.
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semantic segmentation models are typically required to have balanced
classes. In other words, all classes in an ideal training dataset should
have a similar number of examples [66]. Unfortunately, in power line
images, a small number of component classes, such as Insulator-Brown-
4 and Wooden-Pole, appear very often while most of the other classes,
for instance Broken-Insulators and Toppad-Missing, appear more rarely.
For example, in the 30,000-image dataset that we created, there are
43,275 examples of the Insulator-Brown-4 class while only 210 ex-
amples of the Toppad-Missing class are found (Fig. 5). The imbalance of
object classes typically makes deep learning models biased towards
classes that have more examples and overlook classes which have fewer
examples. This is a huge problem in power line inspection since the
classes which have very few examples are usually the faults that we
need to identify, such as missing toppads, broken insulators, and
cracked poles.
The third challenge is the detection of small power components and
small faults. Most of the well-known CNN-based object detectors, such
as SSD [52], YOLO [55], R-FCN [56], and Faster R-CNN [54], perform
poorly on very small objects [67]. This is a major problem in mapping
and inspection of power line components because many important
power components (e.g., insulators) and faults on power lines, for in-
stance missing toppads, broken wires, and broken insulators, are very
small compared to other components (e.g., poles, crossarms) and sur-
rounding objects, such as trees (Fig. 6).
The fourth challenge is the detection of unseen components and
faults. Many existing power grids, especially in Norway, utilize a wide
range of power components; thus, the grids are vulnerable to a huge
number of types of faults. In addition, faults on power components and
power lines, even the simple ones such as missing toppads, can occur in
many different forms (Fig. 7). This, together with the lack of training
data, pose a major challenge for DL vision-based inspection of power
line due to the limitation of deep learning models in predicting pre-
viously unseen classes.
The fifth challenge is the detection of power lines in cluttered
backgrounds. In both UAV navigation and UAV inspection (icing de-
tection and measurement, vegetation encroachment monitoring), de-
tecting power lines is one of the most crucial task. However, this is a
very challenging task for two reasons: First, power lines in images taken
from UAVs or helicopters are very thin leading to a lack of rich features
for their representation. Second, because of color similarity, weather
conditions, and lightning conditions, power lines are typically very
difficult to be separated from backgrounds. For example. during the
winter in cold countries, such as Norway, both power lines and the
ground are usually covered in snow and/or ice making them indis-
tinguishable, even for humans (Fig. 1).
The last but not least challenge is the lack of metrics for evaluating
the performance of DL vision-based UAV inspection systems. Since
there are no publicly available datasets for power line inspection that
have a significant number of examples of faults, how to evaluate the
performance of DL vision-based UAV inspection systems still remains an
unsolved problem. Synthetic images of faults can be used to address the
challenge to some degree; however, the performance of the system on
Fig. 3. An illustration of power line component mapping using our proposed power line inspection system. First, a power mast detection model is utilized to detect power masts from
images acquired by UAVs. Then, the detected power masts are cropped from input images and passed through a power component detection model for mapping.
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synthetic images typically does not give an accurate estimation of the
performance of the system on real images.
5.3. Possible solutions
5.3.1. DL vision-based UAV navigation
A potential solution for UAV navigation in automatic autonomous
power line inspection is to combine the GPS way points-based, pole
detection-based, and power line detection-based navigation approaches
with an autopilot to build a hybrid navigation system. In this system,
outputs from a pole detector can be used to together with GPS way
points to accurately identify the next target poles. Based on that, an
autopilot can be utilized to navigate the UAV to the identified poles by,
for example, following the lines detected by a power line detector and/
or tracker.
To address the “out-of-sight navigation” problem, wide angle cam-
eras, such as 360-degree cameras, can be applied to ensure that UAVs
can always “see” the power lines during navigation.
5.3.2. DL vision-based UAV inspection
There are four main approaches for mapping and inspection of
power line components. The first approach is based on the comparison
of power masts with their ideal models. This is a relatively simple ap-
proach; however, it is required that the ideal models must contain the
perfect spatial configuration of the power masts, which is typically
quite tedious, time-consuming, and expensive to create. The second
Fig. 4. An illustration of power line component inspection using our proposed power line inspection system. Results produced by power line component mapping models (Fig. 3) are
passed through fault detection models to detect potential faults, such as missing toppads (toppad_missing), incorrectly mounted insulators (insb4_side), cracked poles (pole_cracked), and
woodpecker attacks (pole_woodpecker).
Fig. 5. Distribution of the 15 most common power line component classes in our 30,000-
image dataset. While there are 43,275 (17%) examples of the Insulator-Brown-4 (insbr_4)
class, only 210 (0.08%) examples of the Toppad-Missing (tp_missing) class are found.
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method is related to the detection of changes that appear after the last
inspection. For example, the structure of a power mast, which is usually
defined by its components and their relative position, can be estimated
and compared with results from the previous inspection to detect
changes, which may lead to power outages, for instance missing splints,
missing toppads, and missing insulators. A similar approach can be
applied for the detection of differences among a set of neighbouring
pylons of the same type, usually in the same power line. Neighboring
pylons of the same type in the same power line typically have the same
architecture except for pylons at special locations; thus, faults on a
power line can be detected by measuring the consistency of power mast
structure on that line [68]. The final approach is related to the direct
detection of faults from inspection images, usually based on deep
learning models and/or traditional vision-based approaches, such as
texture analysis and pattern matching. Each of the above-mentioned
approaches has its own advantages and comes with unique challenges.
Following are our proposed solutions to some of the major challenges.
One of the most straightforward approaches for dealing with the
lack of training data problem is to manually create training data;
however, this is a very slow, tedious, and expensive process. A potential
way to speed up the process is to use pre-trained models and fine-tune
them with a small amount of manually created training data to auto-
matically create more data.
When only a small amount of training data is available, data aug-
mentation techniques can be utilized to increase training performance.
Some examples of simple data augmentation techniques that are useful
for training deep learning models are flipping, cropping, and color jit-
tering. Recent advances in image style transfer have opened up new
possibilities in advanced data augmentation by, for example, transfer-
ring the time of day, weather, and season [69–71].
Another solution to the lack of training data problem is to use
synthetic images. However, how to effectively combine synthetic
images with real images in training deep learning models still a chal-
lenging question. To address this challenge to some extent, supervised
domain adaptation [72] can be applied. In this approach, a model is
first trained only on synthetic images and/or images from related tasks;
it is then fine tuned for the target task that typically has very few
training examples. In the case of no training examples available, un-
supervised domain adaptation [73–76], which is capable of adapting
models trained only on synthetic images and/or images from related
tasks to use on the target task, is a potential solution.
The class imbalance problem can be tackled to some extent with
synthetic images by, for example, generating more synthetic images for
classes that have fewer training samples to balance out the imbalanced
classes. Another alternative solution is to use the median frequency
balancing approach in which classes with fewer training examples will
be assigned higher weights during training [77–79].
To detect small components and faults, object detection, image
classification, and semantic segmentation pipelines can be utilized. For
example, a power mast detection model can be applied to locate masts
in inspection images and crop them as ROIs. Then, detailed component
and fault detection models can be employed to detect small components
(e.g., insulators, toppads) and faults (missing toppads, cracked poles)
from the cropped ROIs. The detected components can be further
cropped and used as inputs for more detailed fault detection models to
detect smaller faults, for example missing splints, broken wires, and
cracked insulators (Fig. 6).
To detect unseen components and faults, one-shot learning [80–83],
which allows a trained model to learn to detect new classes (compo-
nents and faults) from only one or a few examples per class, is a very
promising approach. An alternative solution is to first train a model
with synthetic images of components and faults, then adapt it for de-
tecting real components and faults using unsupervised domain adap-
tation [73–76]. Recently, advances in Generative Adversarial Networks
(GANs) [84] have opened new possibilities for unsupervised anomaly
detection. GANs can be employed for learning the data distribution that
generates normal components. Then, different metrics, such as dis-
crimination score and residual score, can be combined and used as
“anomaly score” to perform anomaly detection [85]. The main ad-
vantage of this approach is that the training requires only images of
normal components, which are relatively easy to collect.
In vegetation encroachment monitoring and icing detection and
measurement, a power line detection pipeline can be utilized to address
the thin line and the lack of rich feature challenges. First, outputs from
edge detection algorithms, for instance the Canny edge detector [86],
Matched filter [87], and Holistically-Nested Edge Detection [61], con-
tour detectors, such as, DeepEdge [62] and DeepContour [63], and/or
line detectors, for example the Hough transform [64] and the Radon
transform [88], can be used together with prior knowledge of power
lines properties (e.g., parallel lines) to locate ROIs in low resolution
Fig. 6. Small faults on power lines components
(from left to right): cracked insulator, missing
splint, broken wire.
Fig. 7. Faults on toppads can be in many different
forms (left to right): about to be missing, covered
by unwanted objects, missing.
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images. Then, the identified ROIs are mapped to and cropped from
higher resolution images. Finally, more advanced line detectors algo-
rithms can be employed to detect power lines from the cropped ROIs in
which power lines are typically bigger and have richer features than
those in original images.
To separate power lines from clustered backgrounds, background
removal approaches can be used as a pre-progressing step prior to the
edge detection and line detection steps. Some examples of background
removal techniques are color based suppression [60], pulse coupled
neural filter [22], and deep learning-based semantic segmentation (e.g.,
DPN [58] and Mask R-CNN [59]). After the background is removed,
clustering approaches (e.g., the K-means clustering [89] and fuzzy C-
means clustering [90]) together with power line constrains (e.g., par-
allel lines) can be combined to eliminate spurious linear objects and
detect power lines.
5.4. DL multimodal inspection
Optical image based fault detectors are capable of detecting a wide
range of visual faults, for example missing toppads, pole cracks, and
woodpecker attacks. However, they have numerous drawbacks, such as
their sensitivity to illumination changes [91] and their incapability of
detecting faults that are invisible to the unaided human eye (e.g., hot
spots on power line components). To overcome the drawbacks, in-
formation of a visible camera can be fused with information provided
by other sensors, such as thermal cameras and ultraviolet cameras, to
perform multimodal inspection [92].
Recently, deep learning has been successfully used for learning from
multimodal data sources for various vision tasks, for instance polar bear
detection [93] and pedestrian detection [91,94,95]. This approach can
be easily adapted to fuse images from multiple sensors, such as optical
cameras, thermal cameras, and ultraviolet cameras, to improve the
performance of power line inspection systems. The fusion can typically
take place at three different levels of abstraction: pixel-level, feature-
level, and decision-level fusion [91].
In power line inspection, images from different sensors are suitable
for detecting a different set of faults. Optical images, for example, are
well-suited for detecting visual faults, whereas thermal images and
ultraviolet images are useful for detecting faults that are invisible to the
unaided human eye, such as equipment bad connections and corona
discharges. Thus, fusing images from multiple sensors can extend the
range of faults that inspection systems can detect. In addition, images
channels fusion can also improve inspection performance since images
channels such as optical images and thermal images typically provide
complementary visual information which are useful for deep learning
models [94].
6. Conclusion
In this paper, we have presented a thorough literature review of
automatic power line inspection research including vision-based ap-
proaches for both UAV navigation (power line detection-based and pole
detection-based approaches) and UAV inspection (mapping and in-
spection of power line components, vegetation encroachment mon-
itoring, icing detection and measurement, and disaster monitoring).
Further, we have summarized the possibilities of DL vision-based
approaches and UAVs in developing a fully automatic autonomous
power line inspection system.
Following a comprehensive review of current vision-based auto-
matic power line inspection research approaches, we have identified
existing challenges of both DL vision-based navigation and DL vision-
based inspection and discussed solutions to these challenges.
Finally, with the aim of providing an initial starting point for re-
searchers who are interested in developing a fully automatic autono-
mous vision-based power line inspection system using UAVs, we have
proposed four potential next steps: (i) combine pole detection-based,
GPS way points-based, and power line detection-based navigation ap-
proaches with autopilots to facilitate self-driving UAVs and automatic
data acquisition, (ii) utilize multistage object detection, classification,
and segmentation pipelines to detect faults in various sizes, forms, and
conditions, (iii) employ contextual information (e.g., power mast
structure) to further improve fault detection performance by, for ex-
ample, eliminating invalid faults, and (iv) apply multiple data sources
fusion (e.g., infrared cameras, ultraviolet cameras, and 3D cameras) for
detecting complicated faults (e.g., cracked insulators, rotten poles, and
corona discharges).
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Abstract—In low-altitude Unmanned Aerial Vehicle (UAV)
flights, power lines are considered as one of the most threatening
hazards and one of the most difficult obstacles to avoid. In recent
years, many vision-based techniques have been proposed to detect
power lines to facilitate self-driving UAVs and automatic obstacle
avoidance. However, most of the proposed methods are typically
based on a common three-step approach: (i) edge detection, (ii)
the Hough transform, and (iii) spurious line elimination based
on power line constrains. These approaches not only are slow
and inaccurate but also require a huge amount of effort in post-
processing to distinguish between power lines and spurious lines.
In this paper, we introduce LS-Net, a fast single-shot line-segment
detector, and apply it to power line detection. The LS-Net is by
design fully convolutional and consists of three modules: (i) a
fully convolutional feature extractor, (ii) a classifier, and (iii) a line
segment regressor. Due to the unavailability of large datasets with
annotations of power lines, we render synthetic images of power
lines using the Physically Based Rendering (PBR) approach
and propose a series of effective data augmentation techniques
to generate more training data. With a customized version of
the VGG-16 network as the backbone, the proposed approach
outperforms existing state-of-the-art approaches. In addition, the
LS-Net can detect power lines at near real-time (20.4 FPS). This
suggests that our proposed approach has a promising role in
automatic obstacle avoidance and as a valuable component of
self-driving UAVs, especially for automatic autonomous power
line inspection.
Keywords—Line segment detection, power line detection, power
line inspection, deep learning, UAVs.
I. INTRODUCTION
Obstacle detection and avoidance are key to ensure low
altitude fight safety. Due to their extremely small size, power
lines are considered as one of the most threatening hazards
and one of the most difficult obstacles for Unmanned Aerial
Vehicles (UAVs) to avoid [1].
In automatic autonomous vision-based power line inspec-
tion, power line detection is crucial. Not only for ensuring
flight safety, and for vision-based navigation of UAVs, but also
for inspection to identify faults on power lines (e.g., corroded
and damaged power lines) and surrounding objects, such as
vegetation encroachment [2].
In recent years, many techniques have been proposed to
detect power lines automatically. However, most of the pro-
posed methods are typically based on a common three-step
approach: First, an edge detector such as Canny [3] is applied
to produce edge maps. Then, the Hough transform [4], the
Radon transform, or a line tracing algorithm, are utilized to
detect straight lines from the edge maps. Finally, power line
constraints, such as parallel lines, are applied to eliminate
spurious lines and detect the power lines. These approaches not
only are slow and inaccurate but also require a considerable
amount of effort in post-processing to distinguish between
power lines and spurious lines.
With the aim of facilitating real-time and accurate power line
detection for UAV vision-based navigation and inspection, we
propose in this paper LS-Net, a fast single-shot line-segment
detector, and apply it to power line detection.
The work presented in this paper is part of an ongoing
effort involving the exploitation of recent advances in Deep
Learning (DL) and UAV technologies for facilitating automatic
autonomous vision-based inspection of power lines. In our
previous work [2], we first proposed a novel automatic au-
tonomous vision-based power line inspection concept that uses
UAV inspection as the main inspection method, optical images
as the primary data source, and deep learning as the backbone
of data analysis. We then identified six main challenges of
DL vision-based UAV inspection: the lack of training data;
class imbalance; the detection of small power components and
faults; the detection of power lines in cluttered backgrounds;
the detection of previously unseen components and faults; and
the lack of metrics for evaluating inspection performance.
To move forward, we proposed approaches to address the
first three challenges and built a basic automatic vision-based
inspection system with two custom-built UAVs and five DL-
based models for data analysis and inspection [5].
In this paper, we take this further by addressing the fourth
challenge of DL vision-based UAV inspection, which is to
detect power lines in cluttered backgrounds, with our proposed
LS-Net. The LS-Net is a feed-forward, fully Convolutional
Neural Network (CNN) [6], and consists of three modules:
(i) a fully convolutional feature extractor, (ii) a classifier,
and (iii) a line segment regressor. Due to the unavailability
of large datasets with annotations of power lines, we render
synthetic images of power lines using the Physically Based
Rendering (PBR) approach [7] and propose a series of effective
data augmentation techniques to generate more training data.
With a customized version of the VGG-16 network [8] as the
backbone, the proposed LS-Net outperforms existing state-of-
the-art DL-based power line detection approaches and shows
the potential to facilitate real-time power line detection for
obstacle avoidance in low-altitude UAV flights.
This work is in our opinion paving the way for fully
automatic autonomous vision-based power line inspection, in
which high-speed UAVs equipped with sensors, cameras, a
DL vision-based UAV navigator, and a DL-based model for
data analysis, can automatically navigate along power lines
to collect data for offline inspections and perform online
inspections to identify potential faults quickly.
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The remainder of the paper is structured as follows: Section
II presents background knowledge and relevant related work
in CNN-based image classification models, CNN-based object
detection models, and common approaches to power line de-
tection. Then we describe our proposed LS-Net, a fast single-
shot line segment detector in Section III. Next, in section
IV, we present in detail our experimental results and ablation
studies. Further, in Section V, we discuss the potential of our
proposed LS-Net in UAV navigation and inspection as well
as in detecting other linear structures, such as railway tracks,
unburied onshore pipelines, and roads. Finally, in Section VI,
we conclude the paper with a summary and an outlook for the
future of the field.
II. BACKGROUND AND RELATED WORK
A. Convolutional Neural Networks
In the past few years, Convolutional Neural Networks
(CNNs) [9], which are special neural networks designed to
take advantage of the 2D structure of image data, have been
advancing the state-of-the-art for both high-level tasks, such
as image classification, object detection, image segmentation,
and low-level vision tasks, for instance edge detection. In
this section, we summarize some of the most well-known
CNN architectures for those tasks and describe a selection of
methods and techniques that will be used in the LS-Net.
1) High-level vision tasks: Since the success of Krizhevsky
et al. [9] with an 8-layer CNN (5 convolutional layers + 3
fully-connected layers) in the 2012 ImageNet challenge, CNNs
have become a commodity in the computer vision field. In the
last few years, many attempts have been made to improve
the original architecture of Krizhevsky et al. by, for example,
utilizing smaller receptive window size and by increasing the
depth of the network.
One of the most recognized such attempts is the VGGNet,
which is a CNN architecture that secured the first and the
second places in the localization and classification tasks,
respectively, in the 2014 ImageNet challenge [8]. The key
innovation of the VGGNet is the combination of small filters
(3 × 3 filters) and deep networks (16-19 layers). The authors
argued that a stack of three 3× 3 convolutional layers has the
same effective receptive field as one 7×7 convolutional layer,
but is deeper, has more non-linearities and fewer parameters.
With the increasing complexity of image classification prob-
lems, deeper CNNs are typically required. However, deep
CNNs constructed simply by stacking up many layers are
very difficult to train due to the notorious problem of vanish-
ing/exploding gradients. To ease the training of deep CNNs,
Residual Networks (ResNets) were proposed [10]. ResNets add
“shortcut” connections to the standard CNN layers to allow
the gradient signal to travel back directly from later layers to
early layers. The “shortcut” connections allowed the authors
of ResNets to successfully train very deep CNNs with 50, 101,
and even 152 layers.
Inspired by the success of CNNs in image classification,
Faster R-CNN (Region-based Convolutional Neural Network)
was proposed to solve a more challenging task of object
detection [11]. Faster R-CNN is a single, unified network that
performs object detection via two main steps: region proposal
and region classification. First, a base network (e.g., ResNet
[10]) is utilized to extract features from images. Next, the ex-
tracted features are fed into a Region Proposal Network (RPN)
to find proposals. Then, a CNN-based classifier is applied on
top of the extracted feature maps to classify the proposals and
refine their bounding boxes. Finally, post-processing is used
to refine the bounding boxes further and eliminate duplicate
detections. Faster R-CNN is very accurate; however, it is quite
slow.
R-FCN (Region-based Fully Convolutional Network) [12] is
an accurate and efficient object detection framework proposed
to address existing issues of region-based detectors such as
Fast R-CNN [13] and Faster R-CNN [11]. Instead of apply-
ing a costly per-region sub-network hundreds of times, R-
FCN adopts a fully convolutional architecture with almost all
computations shared across the entire image. To address the
dilemma between translation-invariance in image classification
and translation-variance in object detection, R-FCN proposes
novel position-sensitive score maps which allow fully convo-
lutional networks to effectively and efficiently perform both
classification and detection in a single evaluation. With those
novel improvements, R-FCN can run at 2.5-20 times faster
and achieve higher accuracy than the Faster R-CNN counter-
part. RPN based approaches are accurate; however, they are
typically slow due to their complex multi-stage pipelines [14].
With the aim of facilitating real-time object detection, many
single-shot object detectors, which take only one single-shot to
detect multiple objects in the image, have been proposed. The
two most well-known single-shot object detectors are YOLO
[14] and SSD [15].
YOLO (You Only Look Once) is a real-time object detection
framework that directly predicts bounding boxes and class
probabilities with a single network in a single evaluation [14].
To achieve this, YOLO unifies region proposal and region
classification into a single neural network and, according to
the authors, “frames object detection as a regression problem
to spatially separated bounding boxes and associated class
probabilities”. YOLO divides the input image into a S×S grid.
Each grid cell predicts B bounding boxes, confidence scores
for those boxes, and C conditional class probabilities. With
a unified architecture, YOLO is extremely fast; it processes
images in real-time. However, YOLO is not state-of-the-art in
terms of accuracy.
SSD (Single-Shot MultiBox Detector) improves YOLO by
adding a series of modifications: (i) a small convolutional filter
is utilized to predict object classes and offsets in bounding
box locations; separate predictors (filters) are employed for
predicting objects at different aspect ratios; predictions are
performed at multiple feature maps from the later stages of
a network to enable detection at multiple scales [15]. These
modifications make SSD both faster and more accurate than
the YOLO counterpart.
Lin et at. identified class imbalance during training as
the main obstacle preventing one-stage detectors (e.g., SSD
and YOLO) from achieving the state-of-the-art accuracy and
proposed to address that by introducing a novel loss function
named Focal Loss (FL) [16]. FL dynamically scales the
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standard cross-entropy loss with a scaling factor that decays to
zero as confidence in the correct class increases. By doing that,
FC automatically reduces the weights of easy examples during
training and allows the model to focus on hard examples.
Feng et al. observed that in multiple points localization
problems, such as facial landmark localization, more attention
should be paid to the samples with small or medium range
errors [17]. To achieve this target, the authors proposed a new
loss function, namely, Wing loss. With the aim of restoring
the balance between the influence of errors of different sizes,
Wing loss was designed to behave as a log function with an
offset for small errors and as L1 for large errors. According to
the authors, Wing loss is appropriate for dealing with relatively
small localization errors.
Ioffe et al. observed that the change in the distributions
of layers’ inputs during the training of deep neural networks
poses a serious problem because the layers need to adapt
to the new distribution continuously [18]; this phenomenon
was referred to as internal covariate shift. To address this
problem, the authors proposed a new mechanism, called Batch
Normalization (BN), which fixes the means and variances
of layer inputs by normalizing each activation independently
along the batch dimension.
Although the normalization along the batch dimension al-
lows BN to reduce internal covariate shift and accelerate the
training of deep neural nets, it causes many distinct drawbacks.
For example, for BN to work properly, it is required to
have a sufficiently large batch size (e.g., 32 per worker),
which is typically not possible with very deep CNNs and
high-resolution images due to GPU memory limitations [19].
With the aim of eliminating the dependence on batch sizes
and avoiding batch statistics computation, Wu et al. proposed
Group Normalization (GN) as a simple alternative to BN [19].
The key innovation of GN is that it divides channels into
groups and normalizes the features within each group.
2) Low-level vision tasks: CNNs have been successfully
applied to low-level vision tasks such as edge detection. For ex-
ample, Xie et al. proposed a method, named holistically-nested
edge detection (HED), for predicting edges in an image-to-
image fashion [20]. The method leverages fully convolutional
neural networks and deeply-supervised nets by attaching a side
output layer to the last convolutional layer in each stage of
the VGGNet and utilizing both weighted-fusion supervision
and deep supervision in training. Liu et al. improved the
HED method by utilizing richer features from all convolutional
layers in the VGGNet [21]. In addition, a novel loss function
was proposed to treat training examples properly, and a multi-
scale hierarchy was employed to enhance edges.
CNNs have also been successfully applied to semantic line
detection. For example, Lee et at. proposed a semantic line
detector (SLNet) based on the VGG16 network [22]. First,
multi-scale feature maps are extracted from an input image
using convolution and max-pooling layers. Then, a line pooling
layer is developed to extract a feature vector for each line
candidate. Finally, the feature vectors are fed into parallel
classification and regression layers to decide whether the lines
are semantic or not and to refine their location.
B. Common approaches to power line detection
1) Line-based methods: A straight-forward approach to
power line detection is to treat the power line as a straight line
and apply line detection algorithms directly. For example, Li
et al. utilized the Hough transform to detect straight lines from
Pulse Coupled Neural Network filtered images and employed
K-means clustering to discriminate power lines from other
mistakable linear objects [23, 24].
Although this approach is effective and easy to implement,
its strong assumptions on the characteristics of power lines,
including, (i) a power line has uniform brightness, (ii) a power
line approximates a straight line, and (iii) power lines are
approximately parallel to each other, make it a less practical
approach. Due to the strong assumptions, line-based methods
often mistakenly detect linear objects, such as metallic fence
lines [23], as power lines and misdetected power lines that
appear as arc curves due to the influence of gravity [1].
2) Piece-wise line segment-based methods: With the aim
of detecting both straight power lines and curvy ones, some
researchers have proposed to segment a power line into piece-
wise line segments so that they can be approximated by
straight lines [25, 26]. For example, Yan et al. utilized the
Radon transform to extract line segments of a power line,
then employed a grouping method and the Kalman filter to
link each line segment and connect the linked line segments
into a complete line [25]. Song et at. applied matched filter
and first-order derivative of Gaussian to detect line segments,
then used a graph cut model based on graph theory to group
the detected line segments into whole power lines [26].
Similar to line-based methods, piece-wise line segment-
based methods also often mistakenly detect linear objects with
similar line features in the background, such as metallic fence
lines and building edges, as power lines [26].
3) Auxiliaries assisted methods: To address the existing
problems of line-based and piece-wise line segment-based
methods, much effort has been made towards utilizing cor-
relation information and context features provided by auxil-
iaries. For example, Zhang et al. proposed to use the spatial
correlation between the pylon and the power line to improve
transmission line detection performance [27]. The proposed
method outperforms line-based and piece-wise line segment-
based methods; however, the performance drops significantly
when the pylon is absent or occluded.
To eliminate the need for manually selecting auxiliaries and
defining spatial relationships between auxiliaries and power
lines, Shan et at. proposed an optimization-based approach
for automatic auxiliaries selection and contexts acquisition
[1]. The proposed approach surpasses traditional methods that
use manually assigned auxiliaries both in terms of detection
accuracy and false alarm probability; however, it is quite
slow due to the sliding window-based object extraction and
the context representation between the auxiliaries and the
hypotheses.
To further improve auxiliaries assisted power line detection
accuracy and speed, Pan et al. proposed a metric for measuring
the usefulness of an auxiliary in assisting power line detection,
named spacial context disparity, based on two factors: spatial
context peakedness and spatial context difference and applied
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it for automatic selection of optimal auxiliaries [28]. According
to the authors, the proposed method is robust and can achieve
satisfactory performance for power line detection.
4) DL-based methods: One of the earliest attempts to use
deep learning for power line detection was the work of
Jayavardhana et al. [29]. The authors proposed a CNN-based
classifier that uses Histogram of Gradient (HoG) features as
the input and applied it in a sliding window fashion to classify
patches of size 32 × 32 into two classes: “Line present” and
“No line present”. The authors also finetuned the GoogleNet
on patches of original images for the same task. According
to the authors, the proposed CNN-based classifier achieves
an F-score of 84.6% and outperforms the GoogleNet, which
achieves an F-score of 81%.
Ratnesh et al. [30] treated wire detection as a semantic
segmentation task and performed a grid search over a finite
space of CNN architectures to find an optimal model for the
task based on dilated convolutional networks [31]. The model
was trained on synthetic images of wires generated by a ray-
tracing engine and finetuned on real images of wires from
the USF dataset [32]. According to the authors, the proposed
model outperforms previous work that uses traditional com-
puter vision and various CNN-based baselines such as FCNs,
SegNet, and E-Net; the model achieves an Average Precision
(AP) score of 0.73 on the USF dataset and runs at more
than 3Hz on the NVIDIA Jetson TX2 with input resolution
of 480× 640.
Although treating wire detection as a semantic segmentation
task has been proved to be a powerful approach for detecting
wires [30], its requirement of pixel-level annotated ground-
truth data makes it less practical than traditional computer
vision approaches. Sang et al. proposed to use weekly super-
vised learning with CNNs for localizing power lines in pixel-
level precision by only using image-level class information
[33]. First, a classifier adapted from the VGG19 is applied
to classify sub-regions (128 × 128) from an input image
(512×512) by using a sliding window approach. Then, feature
maps of intermediate convolutional layers of sub-regions that
are classified as “sub-region with power lines” are combined
to visualize the location of the power lines. Although the
localization accuracy of the proposed approach is still far
from an applicable level of industrial fields, it can be applied,
according to the authors, to generate ground-truth data in pixel-
level roughly.
Yan et al. proposed a power detection pipeline based on
pyramidal patch classification in [34]. First, input images are
hierarchically partitioned into patches. Next, a CNN classifier
is trained to classify the patches into two classes: patches
with power lines and patches without power lines. Then, the
classified patches are used as inputs for edge feature extraction
using steerable filters and line segment detection using the
Progressive Probabilistic Hough Transform (PPHT). Finally,
the detected line segments are connected using a power line
segments correlation module to form complete power lines.
The authors concluded that the proposed approach significantly
improves the detection rate of the power line detection and
largely decreases the false alarm rate.
III. THE LINE SEGMENT DETECTOR (LS-NET)
A. Data Generation
1) Synthetic Data Generation: Due to the unavailability of
large datasets with annotations of power lines, we collaborate
with Nordic Media Lab (NMLab)1 to render synthetic images
of power lines using the Physically Based Rendering (PBR)
approach [7]. First, we model Aluminium Conductor Steel-
Reinforced (ACSR) cables, which are typically composed of
one steel center strand and concentric layers of high-purity alu-
minum outer strands, using the Autodesk 3DS Max program.
To increase the realistic appearance of the cables, we utilize the
bevel and the twist modifiers together with the metal brushed
steel texture. Then, we randomly superimpose the cables on 71
8K High Dynamic Range Images (HDRIs) collected from the
internet2. Next, to further increase the realistic appearance of
the cables, we employ cube mapping to capture the reflection
and the lighting data from the HDRIs and apply them to the
cables. Finally, we apply a series of effective variations, with
respect to the camera angle, the camera distance, out-of-focus
blur, cable colors, the number of cables, and the distance
between cables, to render more synthetic images.
2) Data Augmentation: Inspired by the success of data
augmentation for improving the performance of CNNs in [35],
[36], and [37], we propose a series of effective data augmen-
tation techniques to generate more training data by applying
transformations in the data-space. These are all implemented
using the scikit-image [38] and the OpenCV libraries [39].
The first technique replaces the background of the generated
synthetic images with real background images to increase the
diversity of the dataset and to account for various types of
background variations during the inspection (e.g., different
seasons, weather conditions, and lighting conditions).
The second technique adds Gaussian-distributed additive
noise to account for noisy image acquisition (e.g., sensor noise
caused by poor illumination and/or high temperature, and/or
transmission) [40]. The augmented image f(i, j) is the sum of
the true image s(i, j) and the noise n(i, j):
f(i, j) = s(i, j) + n(i, j). (1)










where z represents the gray level, µ is the mean value, and σ
is the standard deviation.
To account for possible out-of-focus, Gaussian blur is
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Fig. 1: Sample augmented images (from left to right): original image; pixel-level annotation, image with Gaussian-distributed
additive noise; Gaussian blurred image; color manipulated image; elastic transformed image, image with new background, cropped
and flipped image with new background.
To introduce invariance to changes in lighting and to capture
minor color variations, especially in power lines, a series
of color manipulations including random brightness, random
saturation, random contrast, and random hue are utilized. In
addition, to further extend color invariance, we randomly
remove colors from RGB images by first converting them to
grayscale and then converting the grayscale images back to
RGB.
With the aim of training models that can detect not only
perfectly straight line segments but also curvy ones, elastic
deformations [37] are employed. First, two random displace-
ment fields for the x-axis (∆x) and y-axis (∆y) are generated
as follows:
∆x(x, y) = rand(−1,+1), (4)
∆y(x, y) = rand(−1,+1), (5)
where rand(−1, 1) is a random number between −1 and +1,
generated with a uniform distribution. Next, the fields ∆x and
∆y are convolved with a two-dimensional Gaussian function
similar as shown in Eq. (3) to form elastic deformation fields.
Then, the elastic deformation fields are scaled by factor α that
controls the intensity of the deformation. Finally, the fields ∆x
and ∆y are applied to images.
To account for various camera distances and viewing angles,
zoom and rotation operators are employed [42]. The zoom
operator is applied by randomly cropping images and scaling
them to their original size. The rotation operator is employed
by multiplying images with a rotation matrix R:
R =
[
cos θ − sin θ
sin θ cos θ
]
,
where θ is the rotation angle. The final technique flips the
images horizontally and vertically.
B. LS-Net Architecture
Inspired by the success of single-shot object detectors such
as SSD [15] and YOLO [14] in terms of speed and accuracy,
we propose a single-shot line segment detector, named LS-Net.
The LS-Net is based on a feed-forward, fully convolutional
neural network and consists of three modules: (i) a fully
convolutional feature extractor, (ii) a classifier, and (iii) a line
segment regressor connected as shown in Fig. 2.
The design of the LS-Net architecture is mainly inspired by
state-of-the-art single-shot object detectors such as SSD [15]
and YOLO [14]. Specifically, the LS-Net divides the input
image of size W ×H × C into a grid, and each grid cell of
size C×C predicts coordinates and a confidence score for the
longest line segment in the cell. The confidence score indicates
the probability of the cell containing a line segment, and the
coordinates are the normalized distances of the two endpoints
of the line segment to the local x-axis and y-axis of the cell.
The traditional one grid approach has been proven to work
well for single-shot object detectors such as SSD [15] and
YOLO [14]; however, it faces two problems when applied
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Fig. 2: The LS-Net is a feed-forward, fully convolutional
neural network and consists of three modules: (i) a fully
convolutional feature extractor, (ii) a classifier, and (iii) a line
segment regressor.
to line segment detection: (i) discontinuities and gaps at cell
borders, and (ii) discontinuities and gaps at cell corners. In the
one grid approach, due to regression errors, the detected line
segments can be shorter than the ground truths. This can result
in discontinuities and gaps in the detected lines at borders
of adjacent cells that make regression errors. In addition, the
one grid approach ignores short line segments, especially at
cell corners, due to the lack of features. This can also lead to
discontinuities and gaps in the detected lines (see Fig. 3).
To address the two above-mentioned problems, we propose
to replace the one grid approach by a four-grid approach.
Specifically, the four-grid LS-Net divides the input image into
four overlapping grids: a Sm×Sm grid (main grid), a Sm×Sa
grid (horizontal grid), a Sa × Sm grid (vertical grid), and a
Sa × Sa grid (center grid), where Sa = Sm − 1 (see Fig.
4). The main grid, which works exactly the same as the grid
used by SSD and YOLO for detecting objects, is employed
for detecting line segments in grid cells. The horizontal and
vertical grids are utilized for closing the gaps at horizontal
and vertical borders, respectively. The central grid is used for
detecting short line segments at cell corners that were ignored
by the main grid. All the detected line segments from the four
grids are combined together to form a line segment map. Since
the four-grid LS-Net utilizes three additional grids to detect
short line segments ignored by the main grid and close gaps
at horizontal and vertical borders, the discontinuities in the
detected lines are significantly eliminated (see Fig. 4).
1) Fully Convolutional Feature Extractor: The LS-Net fea-
ture extractor is inspired by the VGG-16 network [8]. We
truncate the network before the last max-pooling layer and
substitute the remaining max-pooling layers by strided convo-
lutional layers with stride 2. Max pooling layers have been
used extensively in CNNs for image classification; however,
they are not an optimal choice for the proposed LS-Net
since they throw away spatial information that is useful for
predicting line segment end-points.
With the aim of easing the optimization, enabling the
network to converge faster, and eliminating the dependence
on batch sizes, we adopt Group Normalization [19] before
Fig. 3: An illustration of the four-grid approach. LS-Net with
the traditional one grid approach (the first column) ignores
short line segments at cell corners and create gaps at cell
borders in the detected lines. LS-Net with the four-grid ap-
proach (the third column) utilizes three additional grids (the
second column) to detect line segments ignored by the main
grid and close gaps at horizontal and vertical borders, which
significantly eliminate the discontinuities in the detected lines.
activations in every convolutional layer.
2) Classifier: The classifier sub-network takes feature maps
extracted by the fully convolutional feature extractor as input
and predicts whether each grid cell contains a line segment
or not. The sub-network consists of two layers: The first is
a 2 × 2 convolutional layer with stride 1 that works as a
transformer (transformation layer) and transforms the input
feature maps into four sets of feature maps corresponding
to the four overlapping grids. The second layer is a 1 × 1
convolutional layer that predicts a confidence score for each
grid cell.
3) Line Segment Regressor: The line segment regressor sub-
network takes feature maps extracted by the fully convolutional
feature extractor as input and predict coordinates of the longest
line segment in each grid cell. The sub-network also consists
of two layers: The first layer is similar to the first layer of the
classifier sub-network. The second is a 1×1 convolutional layer
that is responsible for predicting line segment coordinates.
4) Summary: With the four-grid approach, the output of
the LS-Net is very similar to that of a traditional sliding-
window detector of size C × C with stride C/2; however,
the LS-Net has to major advantages over the sliding-window
approach: The first is that instead of applying a costly forward
pass hundreds of times, one for each cell, the LS-Net makes
predictions for all cells in a single forward pass, which was
made possible thanks to the single-shot detector architecture
and the combination of our proposed four-grid approach and
our proposed transformation layers. The second advantage is
that the LS-Net, with a large effective receptive field, can take
into account contextual information when making predictions.
7
In other words, the LS-Net looks at not only the target cell
but also its neighboring cells to make predictions for the cell.
To evaluate the effectiveness of the proposed LS-Net ar-
chitecture, we train the LS-Net on input images of size
512×512×3 to detect line segments in cells of size 32×32, i.e.,
Sm = 16; however, the proposed LS-Net architecture can be
easily generalized to handle images of any sizes and to detect
line segments in cells of any sizes. A detailed configuration
of the LS-Net used in our experiments in this paper is shown
in Table I. All convolutional layers in the feature extractor are
padded so that they produce an output of the same size as
the input. Padding is not applied in convolutional layers in the
classifier and the regressor.
TABLE I: LS-Net’s Configuration. The convolutional layer
parameters are denoted as “conv(receptive field size)-(number
of channels)[-S(stride)]”. The default stride is 1.















C. LS-Net Multi-task Loss
The LS-Net has two sibling output layers. The first sibling
layer outputs a discrete probability distribution, pit = (p
i, 1−
pi), for each grid cell, indexed by i, over two classes: cell with
line segments and cell without line segments. The probability
distribution pit is computed by a softmax over the two outputs
of a 1×1 convolution layer at the ith cell. The second sibling
layer outputs coordinates of the two end-points of the longest






y2), for each grid cell,
indexed by i.
Each training cell is labeled with a ground-truth class label







y2). We use a weighted multi-task loss function,
L, to jointly train for cell classification and line segment end-
points regression:
L(pt, y, e, t) = Lcls(pt, y) + λ[y = 1]Lreg(e, t), (6)
where the Iverson bracket indicator function [y = 1] evaluates
to 1 when y = 1 and 0 otherwise.
The first task loss, Lcls, is a Focal loss [16] defined as
follows:
Lcls(pt, y) = −αt(1− pt)γ log (pt), (7)
where γ ≥ 0 is a tunable focusing parameter, αt ∈ [0, 1] is a
weighting factor defined as follows:
αt =
{
α if y = 1
1− α otherwise , (8)




p if y = 1
1− p otherwise . (9)
Since the number of cells without line segments is much larger
than the number of cells with line segments, the Focal loss
is employed instead of a standard Cross-Entropy loss [43] to
address the class imbalance during training.




w ln (1 + d/ε) if d < w
d− C otherwise , (10)
where w is a non-negative upper bound that sets the range of
the nonlinear part to (−w,w), ε is a constant that limits the
curvature of the nonlinear region, C = w − w ln (1 + w/ε)
is a constant that smoothly links the piecewise-defined linear
and nonlinear parts, and d is our proposed error function,
which computes the minimum absolute difference between the
predicted end-points e = (ex1, ey1, ex2, ey2) and the target
end-points t = (tx1, ty1, tx2, ty2) defined as follows:





where swap(e) = (ex2, ey2, ex1, ey1) is a function that swaps
the order of the two end-points.
The error function d is employed to allow the LS-Net to
predicts the two end-points of a line segment regardless of the
order, and the Wing loss is utilized instead of standard L2 [44]
or smooth L1 [13] losses to restore the balance between the
influence of errors of different sizes and to allow the model to
regress the line segment end-points more accurately.
D. Training and Testing
The LS-Net can be trained end-to-end by backpropagation
and Stochastic Gradient Descent (SGD) [45]. We implement
the LS-Net using the Tensorflow framework [46]. We train the
LS-Net from scratch using the Adam optimizer [47] with initial
learning rate 0.0001, 0.9 momentum1, 0.999 momentum2, and
batch size 8 (due to memory limitation) on a GeForce GTX
1080 Ti GPU. We use early stopping to prevent the network
from overfitting. Our network converges after 3.5 epochs,
which takes around 48 hours of training time.
Before training, we augment our dataset by generating five
random crops and their flipped versions from each image; we
further augment the dataset by replacing the background from
each image with five randomly selected backgrounds from our
background image dataset.
During training, we apply data augmentation on-the-fly
by adding Gaussian-distributed additive noise, by applying
Gaussian blur, by performing a series of color manipulations,
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Fig. 4: An illustration of the four overlapping grids approach. LS-Net with one grid (the leftmost branch) ignores short line
segments at cell corners and create gaps at cell borders in the detected lines. LS-Net with four overlapping grids approach utilizes
three additional grids to detect line segments ignored by the first grid and close gaps in horizontal and vertical lines, which
significantly eliminate the discontinuities in the detected lines.
and by employing elastic deformations. All the on-the-fly data
augmentation techniques are applied with a probability of α.
We use α = 0.25 in our experiments.
For 512×512×3 input, the LS-Net runs at 20.4 Frames Per
Second (FPS) on a GeForce GTX 1080 Ti GPU at test time.
However, the speed can be further increased by employing a
shallower, thinner feature extractor and by decreasing the input
size.
IV. EXPERIMENTS
A. Comparisons with the State-of-the-Art Results
As presented in Section II-B, there are very few relevant
DL-based approaches for power line detection. In addition,
two approaches among the four reviewed ones apply deep
learning for patch classification only, while the line detection
step is still addressed by a traditional line detection or line
segment detection algorithm such as the Progressive Proba-
bilistic Hough Transform (PPHT) [34] or the Line Segment
Detector (LSD) [29]. This typically results in low analysis
speed and a need for post-processing to distinguish between
power lines and spurious lines. Since our goal is to facilitate
real-time power line detection and avoidance in low-altitude
UAV flights with deep learning, in this section, we compare our
proposed LS-Net only to state-of-the-art DL-based approaches
for power line detection that offer high analysis speed and
require minimal effort in post-processing.
First, we compare our proposed LS-Net with the weakly su-
pervised learning with CNNs (WSL-CNN) approach proposed
in [33] on the publicly available Ground Truth of Power line
dataset (Infrared-IR and Visible Light-VL) [48], which is one
of the most widely used power line datasets. The LS-Net and
the WSL-CNN approaches share a similar objective that is to
localize power lines by using cheaper ground-truth data (GTD)
than pixel-level GTD (e.g., image-level class information, line
end-points information). For a fair comparison, we convert
line segment maps generated by the LS-Net to pixel-level
segmentation maps using a similar procedure as applied in
[33]. First, the pixel-level segmentation maps, S, are generated
as follows:
conf(x, y) = max({conf(LSi) | (x, y) ∈ LSi}), (12)
S(x, y) =
{
0 if (x, y) 6∈ LSi ∀i ∈ [1, L]
conf(x, y) otherwise
, (13)
where L is the number of detected line segments, LSi is
the list of all pixels belonging to the ith line segment, and
conf(LSi) is a function that returns the confidence score of
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the ith line segment. Since each line segment predicted by the
LS-Net is represented by a pair of two end-points, we apply
the 8-connected Bresenham algorithm [49] to form a close
approximation to a straight line between the two end-points.
We vary the width of the straight line, Wl, from 1 to 5 and
select Wl = 2 and Wl = 3 since they result in the highest
F1 scores (also known as F-scores or F-measures). We call
these models LS-Net-W2 and LS-Net-W3, respectively. Then,
the generated segmentation maps are smoothed by convolving
with a two-dimensional Gaussian function, as shown in Ep.
(3). Finally, the predicted segmentation maps are binarized by
using the Otsu’s method [50, 51]. The test results are shown
in Table II.
Then, we implement the Dilated Convolution Networks for
Wire Detection (WD-DCNN) proposed in [30] in Tensorflow.
In addition, we improve the WD-DCNN approach by adopting
Group Normalization [19] to accelerate the training of the
networks and Focal loss [16] for restoring the balance between
the influence of errors of different sizes in multiple points
regression. We create three improved models. In the first
model, we add a group normalization layer after each convo-
lutional layer in the WD-DCNN model (WD-DCNN-GN). We
replace the class-balanced Cross-Entropy loss function [31],
adopted by the WD-DCNN model, by the Focal loss to train
the second model (WD-DCNN-FL). Finally, we combine both
Group Normalization and Focal loss to train the third model
(WD-DCNN-GNFL). We train the WD-DCNN model and its
improved versions on the same training dataset that we use to
train our proposed LS-Net. The predicted segmentation maps
of the four models are binarized by using the Otsu’s method
[50, 51]. We compare against our proposed LS-Net-W2 and
LS-Net-W3 models, the WD-DCNN model, and its improved
versions (WD-DCNN-GN, WD-DCNN-FL, and WD-DCNN-
GNFL) on the Ground Truth of Power line dataset (Infrared-IR
and Visible Light-VL) [48]. The test results are shown in Table
II.
TABLE II: Comparisons of the proposed LS-Net-W2 and LS-
Net-W3 models and the state-of-the-art DL-based approaches
for power line detection including the WSL-CNN, the WD-
DCNN, and its improved versions (WD-DCNN-GN, WD-
DCNN-FL, WD-DCNN-GNFL) on the Ground Truth of Power
line dataset (Infrared-IR and Visible Light-VL). *Results re-
ported by [33].
ARR APR F1 Score
WSL-CNN [33]* 0.6256 - -
WD-DCNN [30] 0.7192 0.4713 0.4835
WD-DCNN-GN 0.8292 0.4148 0.4882
WD-DCNN-FL 0.7514 0.4680 0.5079
WD-DCNN-GNFL 0.7930 0.4690 0.5218
LS-Net-W2 (Wl = 2) 0.7972 0.4874 0.5344
LS-Net-W3 (Wl = 3) 0.8525 0.4483 0.5256
As can be seen from Table II, both our proposed LS-Net-W2
and LS-Net-W3 models achieve state-of-the-art performance in
terms of F1 score. In addition, the LS-Net-W2 model surpasses
all the existing state-of-the-art methods in terms of APR,
while the LS-Net-W3 model attains state-of-the-art ARR by
considerable margins. Visual comparisons of the LS-Net-W2
model and the state-of-the-art DL-based approaches for power
line detection including the WD-DCNN, the WD-DCNN-GN,
and its improved versions (WD-DCNN-GN, WD-DCNN-FL,
and WD-DCNN-GNFL) are shown in Fig. 5.
B. Ablation Study
To investigate the effectiveness of the proposed LS-Net ar-
chitecture and the loss function, we conducted several ablation
studies using the publicly available Ground Truth of Power line
dataset (Infrared-IR and Visible Light-VL) [48]. We use the
approach presented in Section IV-A to convert line segment
maps generated by the LS-Net to pixel-level segmentation
maps and compare different variants of the LS-Net in terms of
APR, ARR, and F1 Score. To increase the interpretability of
the comparison results, we apply a simple thresholding method
(t = 0.5) to binarize segmentation maps instead of the Otsu
method and set the width of the line segment Wl to 1 when
applying the 8-connected Bresenham algorithm. This could
result in lower APR, ARR, and F1 score; however, it is not
an issue since improving the performance of the LS-Net is not
the primary goal of the ablation studies.
First, we evaluate the effects of replacing max-pooling layers
by strided convolution layers. To do this, we compare the
proposed LS-Net with strided convolutional layers (LS-Net-S)
with an LS-Net with max-pooling layers (LS-Net-P), which
is constructed by replacing each stride-2 convolutional layer
in the LS-Net-S by a stride-1 convolutional layer followed by
a max-pooling layer. The comparisons between the LS-Net-S’
and the LS-Net-P’ performances and losses are shown in Table
III and Fig. 6, respectively. As can be seen from Table III, the
LS-Net-S architecture outperforms the LS-Net-P architecture
in terms of APR and F1 Score.
TABLE III: Comparisons between the LS-Net with strided
convolutional layers (LS-Net-S) and the LS-Net with max
pooling layers (LS-Net-P).
Method APR ARR F1 Score
LS-Net-P 0.7828 0.5378 0.5885
LS-Net-S 0.8004 0.5368 0.5940
We observe that both LS-Net-S and LS-Net-P perform
similarly on the classification sub-task; however, the LS-Net-
S outperforms the LS-Net-P on the line segment regression
sub-task (see Fig. 6). This indicates that strided convolution is
a more suitable choice for our proposed LS-Net architecture
than the standard max pooling.
Then, we investigate the impact of the four-grid approach.
We compare against LS-Net with one, two, three, and four
grids, respectively. Table IV shows that as the number of
grids increases, APR decreases slightly, but ARR increases
dramatically. This results in an increase of F1 score as the num-
ber of grids increases. Since LS-Net with more grids makes
more predictions then LS-Net with fewer grids, their APRs are
slightly lower than that of LS-Net with fewer grids. However,
as the additional grids detect short line segments ignored by
the main grid at cell corners and close gaps at horizontal
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 5: Visual comparisons of the LS-Net-W2 model and the state-of-the-art methods. From from left to right, top to bottom are
respectively (a) the original image, (b) the ground truth, (c) the WSL-CNN’s detection results, (d) the WD-DCNN’s detection
results, (e) the WD-DCNN-GN’s detection results, (f) the WD-DCNN-FL’s detection results, (g) the WD-DCNN-GNFL’s detection
results, and (h) the LS-Net’s detection results.
Fig. 6: Comparisons between LS-Net-S’ and LS-Net-P’ test
losses. LS-Net-S and LS-Net-P perform similarly on the
classification sub-task (Focal loss); however, the LS-Net-S
outperforms the LS-Net-P on the line segment regression sub-
task (Wing loss)
and vertical borders, the ARR of LS-Net with more girds
is significantly higher than that of LS-Net with fewer grids.
As can be seen from Table IV and Fig. 7, the LS-Net with
four grids outperforms LS-Net with one, two, and three grids
in terms of ARR and F1 score and significantly eliminates
the discontinuities in the detected lines. This suggests that our
proposed four-grid approach is more suited for our proposed
LS-Net architecture.
TABLE IV: Performance of LS-Net with the one, two, three,
and four grids respectively. The methods are denoted as “‘LS-
Net-〈number of grids〉-〈grids〉”. M, H, V, C represent main,
horizontal, vertical, and central grids respectively.
Method APR ARR F1 Score
1 Grid
LS-Net-1-M 0.8312 0.3791 0.4847
2 Grids
LS-Net-2-MH 0.8174 0.4717 0.5540
LS-Net-2-MV 0.8173 0.4703 0.5533
LS-Net-2-MC 0.8165 0.4776 0.5574
3 Grids
LS-Net-3-MHC 0.8080 0.5121 0.5792
LS-Net-3-MVC 0.8080 0.5117 0.5791
LS-Net-3-MVH 0.8064 0.5165 0.5826
4 Grids
LS-Net-4-MHVC 0.8004 0.5368 0.5940
Next, we show the effects of the Wing loss on line segment
regression performance. We compare against LS-Net trained
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Fig. 7: Test results of the LS-Net with (from left to right) one, two, three, and four grids, respectively (the width of the line
segments is increased to 5 pixels for better visualizations). The one-grid LS-Net approach (the leftmost image) ignores short
line segments at cell corners and leaves gaps at cell borders in the detected lines. The four-grid LS-Net approach (the rightmost
image) detects line segments ignored by the first grid and close gaps in horizontal and vertical lines, which significantly eliminate
the discontinuities in the detected lines.
with Wing loss (LS-Net-W) and its variants: LS-Net trained
with L2 loss (LS-Net-2), L1 loss (LS-Net-1), and Smooth L1
loss (LS-Net-S) [13], respectively. Table V shows that LS-
Net trained with Wing loss outperforms its variants in terms
of APR; however, it performs worse in terms of ARR. Wing
loss biases the optimizer towards minimizing small regression
errors at the end of the training by increasing the gradient,
given by 1/x, as the errors approach zero error. This results
in lower regression errors that lead to a significantly higher
APR compared to the LS-Net-1, LS-Net-2, and LS-Net-S.
However, this causes the classification errors to increase as
we use a fixed weight in the multi-task loss (see Eq. (6)).
This leads to a slightly lower ARR compared to the LS-Net-
1, LS-Net-2, and LS-Net-S. Since the increase in APR is
much more than the decrease in ARR, the F1 score of LS-
Net trained with Wing loss is higher than LS-Net trained with
the standard regression losses such as L2, L1, and Smooth L1.
This indicates that the Wing loss is a more suitable choice
for training the line segment regressor in our proposed LS-
Net architecture; however, an adaptive weighting approach is
needed for balancing the training of the line segment regressor
and the cell classifier. We leave this for future work.
TABLE V: Performance of the LS-Net trained with Wing loss
(LS-Net-W), L2 loss (LS-Net-2), L1 loss (LS-Net-1), and L1
smooth loss (LS-Net-S).
Method APR ARR F1 Score
LS-Net-2 (L2) 0.7277 0.5789 0.5866
LS-Net-1 (L1) 0.7032 0.5694 0.5765
LS-Net-S (Smooth L1) 0.7317 0.5495 0.5728
LS-Net-W (Wing loss) 0.8004 0.5368 0.5940
Finally, we evaluate the effect of the Focal loss on cell clas-
sification performance. We compare between LS-Net trained
with Focal Loss (LS-Net-FL) and LS-Net trained with standard
Cross-Entropy loss (LS-Net-CE). As can be seen from Table
VI, LS-Net trained with Focal loss outperforms LS-Net trained
with standard Cross-Entropy loss in terms of APR, ARR, and
F1 score. This indicates that the Focal loss is a more suitable
choice for training the cell classifier in our proposed LS-Net
architecture than the standard Cross-Entropy loss.
TABLE VI: Comparisons between LS-Net trained with Focal
Loss (LS-Net-FL) and LS-Net trained with standard Cross-
Entropy loss (LS-Net-CE).
Method APR ARR F1 Score
LS-Net-CE (Cross Entropy loss) 0.7946 0.5353 0.5899
LS-Net-FL (Focal Loss) 0.8004 0.5368 0.5940
V. DISCUSSION
With the ability to detect power line segments at near real-
time (20.4 FPS), the LS-Net shows the potential to facilitate
real-time power line detection and avoidance in low-altitude
UAV flights to ensure flight safety. During UAV flights, power
line segment maps produced by the LS-Net can be employed
to detect power lines and identify dangerous zones quickly,
and these information sources can be used as additional inputs
to improve the performance of obstacle avoidance and path
recovery algorithms.
In addition, the LS-Net can be utilized for vision-based UAV
navigation and for vision-based inspection of power lines. In
automatic autonomous power line inspection, the UAV needs
to flight along the power lines to take pictures for offline
inspections and performs online inspection to identify faults on
the power lines (e.g., corroded and damaged power lines) and
surrounding objects, such as vegetation encroachment. When
GPS-based navigation is not possible, power line segment
maps produced by the LS-Net can be employed to navigate the
UAV along the power lines. Besides, the power line segment
maps can be used for steering the cameras mounted on the
UAV to take higher quality pictures of the power lines to
improve the performance and reduce the costs of both online
and offline inspections.
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Since the LS-Net can be trained end-to-end and performs
very well even when trained only on synthetic images, it can
potentially be adapted for detecting other linear structures.
One example is railway track detection. In recent years, the
need for automatic vision-based inspection of railway tracks
using UAVs has been increasing since UAVs do not require
separate tracks for data acquisition as in traditional inspection
methods [52]. Similar to power line inspection, the LS-Net
can be potentially applied for detecting railway tracks from
images taken from UAVs. These detections can be utilized
both for navigating the UAVs along the railway tracks and for
steering the cameras mounted on the UAVs to take pictures of
the railway tracks for offline inspections. Another example is
unburied onshore pipeline detection in automatic UAV-based
gas leak inspection [53]. Since the width of gas pipelines
is relatively big in images taken from UAVs, the LS-Net
can not be applied directly to detect gas pipelines. However,
this problem can potentially be addressed by casting the gas
pipeline detection as a gas pipeline edge detection problem.
The LS-Net can be applied for detecting the edges of gas
pipelines. The edge detection results can be used for navigating
the UAVs along the pipelines, for steering other sensors such
as thermal cameras for detecting gas leaks, and even for sizing
the pipelines.
In addition to railway track detection and unburied onshore
pipeline detection, the LS-Net can potentially be applied
for road detection in low- and mid-altitude aerial imagery
which facilitates many applications of UAVs such as traffic
monitoring and surveillance, path planning, and inspection
[54]. In UAV images, roads are usually very wide; hence, the
edge detection approach as used in unburied onshore pipeline
detection can be applied. Roads in satellite images, on the
other hand, are usually very narrow and thus can be modeled
as lines or curves; this means that the LS-Net can potentially
be applied directly for detecting roads in satellite images.
VI. CONCLUSION
This paper introduces LS-Net, a fast single-shot line segment
detector. The LS-Net is by design fully convolutional and
consists of three modules: (i) a fully convolutional feature
extractor, (ii) a classifier, and (iii) a line segment regressor.
The LS-Net can be trained end-to-end by backpropagation and
stochastic gradient descent (SGD) via a weighted multi-task
loss function. The proposed loss function is a combination of
Focal loss for addressing the class imbalance in classification
and Wing loss for restoring the balance between the influence
of errors of different sizes in multiple points regression.
With a customized version of the VGG-16 network as
the backbone, the proposed approach outperforms existing
state-of-the-art DL-based power line detection approaches. In
addition, the LS-Net can run at near real-time (20.4 FPS),
which can facilitate real-time power line detection for obstacle
avoidance in low-altitude UAV flights, for vision-based UAV
navigation and inspection in automatic autonomous power
line inspection. Since the LS-Net can be trained end-to-end
and performs very well even when trained only on synthetic
images, it can potentially be adapted for detecting other linear
structures, such as railway tracks, unburied onshore pipelines,
and roads from low- and mid-altitude aerial images.
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Abstract—The (squared) Euclidean distance is the most com-
mon option when optimizing embedding distance metrics, for
instance via the recent Prototypical Network (PN), for solving
the few-shot learning task. However, the Euclidean distance is not
optimal in high-dimensional embedding spaces since it typically
suffers from the curse of dimensionality. L2 normalization, which
implicitly results in a hyperspherical embedding, can alleviate
this problem to some extent. However, L2 normalization leads
to a non-convex loss formulation, which typically results in local
minima. With the aim of performing soft feature normalization
while preserving the convexity and the simplicity of the loss
function, we propose a novel dissimilarity measure in terms of the
Squared root of the Euclidean distance and the Norm distance
(SEN) combined. The SEN addresses the existing issues of the
Euclidean distance combined with L2 normalization by forcing
the data to gradually lie on a scaled unit hypersphere during
training. This is done by encouraging the norm of samples to
have the same value. We extend the powerful PN by replacing the
Euclidean distance by our proposed SEN dissimilarity measure,
which we refer to as SEN PN. With minimal modifications,
the SEN PN outperforms the original PN by a considerable
margin and demonstrates good performance on the miniImageNet
dataset with no additional parameters as well as almost no
additional computational overhead. We provide analyses showing
that SEN indeed explicitly forces all embeddings to have the same
norm during training which enables the SEN PN to generate a
more robust embedding space. We experimentally show that the
proposed SEN dissimilarity measure constantly outperforms the
Euclidean distance in PN with different embedding sizes as well
as with different embedding networks.
Keywords—Distance Metric Learning, Few-shot Learning, Metric
Learning, Deep Learning
I. INTRODUCTION
The availability of large datasets (such as ImageNet [1] and
Microsoft COCO [2]), advances in GPU-accelerated comput-
ing, and streamlined designs of deep neural networks, have
enabled deep learning methods to achieve great success in
a variety of AI-related tasks. This is especially the case in
computer vision, such as image classification, object detection,
and image segmentation. However, most of these successes
are based on conventional supervised end-to-end learning
approaches, which typically require lots of labeled data to
train and are prone to overfitting when only a small amount
Nguyen, Løkse, Wickstrøm, Kampffmeyer, and Jenssen, are all with the
UiT Machine Learning Group: machine-learning.uit.no
of training data is available. In addition, these approaches
are typically not able to generalize well to changing tasks.
To avoid overfitting and to improve the generalization abil-
ity of conventional deep learning models, many researchers
have relied on regularization (e.g., batch normalization [3]
and dropout [4]) and data augmentation. These approaches
work well on medium-sized (or sometimes even small-sized)
datasets. However, they typically fail in extreme cases where
only one or a few examples per class are available.
Humans are, on the other hand, capable of learning new
concepts quickly from only one or a few examples, i.e.,
one-shot or few-shot learning, by effectively utilizing prior
knowledge and experience. For example, a child who has
learned what a horse looks like can rapidly transfer their
knowledge to learn what a zebra looks like from just one or a
few example images.
Inspired by humans’ ability to learn new concepts quickly,
there has been a recent resurgence of interest in designing
specialized deep learning models for one-shot and few-shot
learning tasks. In this paper, we focus mainly on few-shot
learning. One of the most common few-shot learning tasks is
few-shot classification in which the goal is to adapt a classifier
to previously unseen classes from just a handful of labeled
examples per class.
In the past few years, many few-shot classification ap-
proaches have been proposed. These approaches can be
roughly categorized as (i) learning to fine-tune approaches; (ii)
sequence-based approaches; (iii) generative modeling-based
approaches; (vi) distance metric learning-based approaches;
(v) deep distance metric learning-based approaches; and (vi)
semi-supervised approaches. Among these categories, distance
metric learning-based approaches are typically preferred since
they are simpler and more efficient than other few-shot learning
approaches, which require complex inference mechanisms,
complex Recurrent Neural Network (RNN) architectures, or
fine-tuning the target problem.
The basic idea of distance metric learning-based approaches
is to learn a non-linear mapping of the input into an embed-
ding space and define a metric distance which maps similar
examples close and dissimilar ones distant in the embedding
space, so that a query example can be easily classified by, for
example, using nearest neighbor methods. The success of these
methods relies heavily on the choice of the distance metric
function. In the past few years, many fixed metric distance
(e.g., the Euclidean distance [5] and the cosine distance [6])
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and learnable deep metric distance functions, such as [7], have
been applied to few-shot classification models.
We build on the distance metric learning line of work due
to its simplicity and effectiveness. In distance metric learning-
based few-shot learning, the (squared) Euclidean distance is
arguably one of the most commonly used distance metrics;
however, it has been shown that the Euclidean distance is
not an optimal distance function in high-dimensional spaces
since it typically suffers from the curse of dimensionality [8].
L2 normalization, which implicitly results in a hyperspherical
embedding, can attenuate the curse of dimensionality to some
extent [9]; however, L2 normalization leads to a non-convex
loss formulation, which typically results in local minima.
With the aim of performing soft feature normalization while
preserving the convexity and the simplicity of the loss function,
we propose a novel dissimilarity measure in terms of the
Squared root of the Euclidean distance and the Norm distance
(SEN) combined. The SEN addresses the existing issues of the
Euclidean distance combined with L2 normalization by forcing
the data to gradually lie on a scaled unit hypersphere during
training. This is done by encouraging the norm of samples to
have the same value.
To evaluate the effectiveness of our proposed SEN dissimi-
larity measure, we extend the powerful Prototypical Network
(PN) by replacing the Euclidean distance by our proposed
SEN dissimilarity measure, which we refer to as SEN PN.
With minimal modifications, the SEN PN outperforms the
original PN by a considerable margin and demonstrates good
performance on the miniImageNet dataset with no additional
parameters as well as almost no additional computational
overhead.
In addition, we provide analyses showing that SEN indeed
explicitly forces all embeddings to have the same norm during
training which enables the SEN PN to generate a more robust
embedding space. Besides, we experimentally show that the
proposed SEN dissimilarity measure constantly outperforms
the Euclidean distance in PN with different embedding sizes as
well as with different embedding networks and is an effective
feature normalization technique not only for distance metric
learning-based few-shot learning with PN but also potentially
for more general tasks such as dimensionality reduction and
deep clustering.
The remainder of the paper is structured as follows: Section
II presents background knowledge and relevant related work
in few-shot learning. Next, we describe our proposed approach
in Section III. Then, in section IV, we present in detail
experimental results and ablation studies. Finally, concluding
remarks are provided in Section V.
II. BACKGROUND AND RELATED WORK
The literature on few-shot learning is vast; we present in
this section a short summary of well-known approaches and
works most relevant to our proposed approach. We refer the
reader to [10] and [11] for more detailed reviews on few-shot
learning.
Contemporary approaches for few-shot learning can be
roughly categorized as (i) learning to fine-tune approaches; (ii)
sequence-based approaches; (iii) generative modeling-based
approaches; (vi) distance metric learning-based approaches; (v)
deep distance metric learning-based approaches; and (vi) semi-
supervised approaches.
A. Learning to Fine-Tune Approaches
Finn et al. [12] propose a Model-Agnostic Meta-Learning
approach (MAML) to learn a model’s initial parameters such
that it can be quickly adapted to a new task through only
one or a few gradient update steps. In other words, MAML
aims at learning a good internal representation that is broadly
suitable for many tasks, and from there, good results can be
achieved by simply fine-tuning the model slightly via one or
a few weight update steps. Since MAML is model-agnostic
by design, it can handle any model representation that is
amenable to gradient-based training and is applicable to a
variety of different problems such as classification, regression,
and reinforcement learning.
Ravi and Larochelle [13] propose a Long Short-Term Mem-
ory (LSTM)-based meta-learner model not only to learn a good
initialization for another learner (classifier) network that allows
for quick training convergence but also to discover the exact
optimization algorithm that can be employed for training the
learner in the few-shot regime.
Although these approaches can handle many model repre-
sentations, they both suffer from the need to fine-tune on the
target problem, which makes them less appealing to few-shot
learning.
B. Sequence Based Approaches
Santoro et al. [14] propose a method for few-shot clas-
sification based on Memory-Augmented Neural Networks
(MANNs). The authors modify the Neural Turing Machines
(NTMs) [15], which have the ability to quickly encode and
retrieve new information using external memory, to excel at
one-shot learning. The authors introduce a new method for
accessing external memory, called the Least Recently Used
Access (LRUA), which only uses content-based location.
Mishra et al. [16] formalize meta-learning as a sequence-to-
sequence problem and propose a novel class of model architec-
tures, called the Simple Neural AttenIve Learner (SNAIL), to
resolve the problem of existing approaches in quickly incorpo-
rating and referring to past experience. SNAIL employs a novel
combination of temporal convolutions and soft attention, which
enables the meta-learner to aggregate contextual information
from past experience and allows it to pinpoint specific pieces
of information, respectively.
While appealing, these methods typically require complex
RNN architectures and complicated mechanisms for stor-
ing/retrieving all the historical information of relevance, both
long-term and short-term, without forgetting [7].
C. Generative Modeling Based Approaches
Zhang et al. [17] argue that it may be easier to form a
decision boundary between objects that look very different, for
example, cats and cars, than between objects that look very
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similar, such as cats and dogs. Thus, it is difficult for con-
ventional few-shot learning approaches to extract the correct
features to separate similar classes (e.g., cats and dogs) if they
are not in the training data. Based on this, the authors propose
an adversarial training based framework called MetaGAN with
the aim of providing additional signals to the classifiers and
making the decision boundaries much sharper. MetaGAN casts
the classifier in conventional few-shot learning approaches as
a discriminator and employs an imperfect generator to provide
fake data between the manifolds of different real data classes.
Since the discriminator is forced to not only classify real
classes but also to distinguish between real/fake classes, it has
to extract stronger features that typically lead to much sharper
decision boundaries between real classes.
Wang et al. [18] propose a novel approach to few-shot
learning based on learning to hallucinate additional examples.
The authors combine the “learning to learn” [19] and “learn-
ing to augment” [18] ideas by employing a hallucinator to
produce additional training examples to allow the classification
algorithm to learn a better classifier. The authors argue that
the aim of the hallucinator should be to hallucinate examples
that are useful for learning classifiers instead of diversity or
realism and propose to train the classification algorithm and
the hallucinator jointly.
D. Distance Metric Learning Based Approaches
Snell et al. [5] propose a simple method called Prototypical
Networks (PNs) for few-shot learning based on the assumption
that there exists an embedding space in which samples from
each class cluster around a single prototype representation,
which is simply the mean of the individual samples. Specif-
ically, PNs learn a non-linear mapping of the input into the
embedding space. A prototype for each class in the embedding
space is generated by taking the mean of the embeddings of its
support examples. An embedded query point is then classified
by simply finding the nearest class prototype based on the
squared Euclidean distance metric.
Garcia and Bruna [20] argue that few-shot learning, which
aims at propagating label information from labeled support
examples towards unlabeled query images, can be formalized
as a posterior inference over a graphical model determined by
the images and labels in the support set and the query set. The
authors cast posterior inference as message passing on graph
neural networks and propose a graph-based model, which can
be trained end-to-end, to solve the task. The authors further
extend the algorithm for semi-supervised few-shot learning and
active few-shot learning.
With the aim of improving the generalization capacity
of metric-based methods for few-shot learning, Wang et al.
propose to enforce a large margin between the class centers
[21]. To do this, the authors propose to augment a large
margin loss function to the standard softmax loss function
for classification. The unnormalized triplet loss [22] is chosen
to be the large margin distance function. The authors also
provide experimental results with other existing large margin
distance functions, including the normalized triplet loss, the
normalized contrastive loss [23, 24], the normface loss [25],
the cosface loss [26], and the arcface loss [27], and conclude
that the unnormalized triplet loss is more robust than the
above-mentioned loss functions. Experimental results show
that the proposed approach slightly improves the performance
of existing metric distance learning-based models such as
graph neural networks [20] and prototypical networks [5].
E. Deep Distance Metric Learning Based Approaches
To avoid the need of manually choosing the right distance
metric (e.g., the Euclidean distance and the cosine distance),
Sung et al. [7] propose a two-branch Relation Network (RN)
that can learn both a deep embedding and a deep non-
linear metric (similarity function) for comparing images in
the embedding space. Specifically, the RN consists of two
modules: an embedding module and a relation module. The
embedding module works similarly as that of the PN and learns
a non-linear mapping of the input into the embedding space,
while the relation module learns deep non-linear similarity
function for comparing the embedded points.
Although deep distance metric learning-based approaches
can avoid the need for manually choosing the right distance
metric, they are prone to overfitting and are more difficult to
train compared to distance metric learning-based approaches
due to the added parameters.
F. Semi-Supervised Approaches
To take advantage of both labeled and unlabeled data,
Boney and Ilin [28] propose to extend prototypical networks to
address the semi-supervised few-shot learning problem. Based
on the observation that prototypical networks tend to pro-
duce clustered data representations, the authors cast the semi-
supervised few-shot learning problem as a semi-supervised
clustering problem and address it by applying guided hard k-
means clustering in the embedding space found by prototypical
networks at test time. The k-means clustering process is guided
by the labeled examples, which are used for initializing the
cluster means.
A similar approach was concurrently developed by Ren et
al. [29]. However, the authors apply clustering both at testing
and at training to refine the prototypes produced by proto-
typical networks. To keep the inference differentiable, soft k-
means is applied instead of hard k-means. In addition, the
authors consider a more challenging situation where unlabeled
examples can come from distractor classes and propose a
soft-masking mechanism to learn to include or ignore entirely
certain unlabeled examples in the prototype refining process.
III. FEW-SHOT LEARNING
In this section, we first begin by detailing the general few-
shot learning task. Next, we introduce prototypical networks
and the Euclidean distance function with special attention
paid to highlight its existing challenges. Then, we describe
our proposed SEN dissimilarity measure and our SEN PN
model. Finally, we provide analyses on the gradient of the
SEN PN’s loss function and the behavior of the proposed SEN
dissimilarity measure during training.
4
A. Task Description
In the traditional machine learning setting, we are typically
given a dataset D. This dataset is usually split into two parts:
Dtrain and Dtest. The former is often used for training the
parameters θ of the model, while the latter is typically used
for evaluating its generalization. In general few-shot learning,
we are dealing with meta-datasets Dmeta containing multiple
regular datasets D [13]. Each dataset D ∈ Dmeta has a
split of Dtrain and Dtest; however, they are usually much
smaller than that of regular datasets used in the traditional
machine learning setting. Let C = {1, . . . ,K} be the set of
all classes available in Dmeta. The set C is usually split into
two disjoint sets: Ctrain containing training classes and Ctest
containing unseen classes for testing, i.e., Ctrain ∩Ctest = ∅.
The meta-dataset Dmeta is often split into two parts: The first
is a meta training set Dmeta−train = {(xi, yi)}Ni=1, where
xi is the feature vector of the ith example, yi ∈ Ctrain
is its corresponding label, and N is the number of training
examples. The second part is a meta testing set Dmeta−test.
In a standard M-way K-shot classification task, the meta testing
set Dmeta−test consists of a support set and a query set. The
support set S = {(xj , yj)}NSj=1 contains K examples from
each of the M classes from Ctest, i.e., the number of support
examples are NS = M × K and yj ∈ Ctest. The query set
contains NQ unlabeled examples Q = {(xj)}NS+NQj=NS+1. The
support set is employed by the model for learning the new
task, while the query set is utilized by the model for evaluating
its performance.
B. Prototypical Networks
Prototypical networks learn a non-linear embedding function
fφ : RD −→ RE parameterized by φ that maps a D-dimensional
feature vector of an example xi to an E-dimensional em-
bedding zi = fφ(xi) [5]. In meta-testing, the embedding
function fφ is employed for mapping examples in the support
set S = {(xj , yj)}NSj=1 into the embedding space. An E-
dimensional representation ck, or prototype, of each class is
computed by taking the mean of the embedded support points












where Sk is the support set of class k. An embedded query
point xq is then classified by simply finding the nearest
class prototype in the embedding space based on the squared
Euclidean distance metric (see Figure 2).
To train PN, the episodic training strategy proposed in [6,
13] is adopted. In particular, to train PN for the M-way, K-shot
classification task, a training episode is formed from the meta
training set Dmeta train as follows: K examples from each
of M randomly selected classes from Ctrain are sampled to
form a support set S = {S1, . . . , SM}. A query set Q =
{Q1, . . . , QM} is formed by sampling from the rest of the M
classes’ samples. Next, for each class k, its support set Sk ∈ S
is used for computing a prototype using Equation 1. Then, a
distribution over classes for each query point xq ∈ Q based on
a softmax over distances to the prototypes in the embedding
space is produced:




where d = RE×RE −→ [0,+∞) is a distance function. Based
on that, the PN is trained by minimizing the negative log-
probability of the true class k via SGD:








log pφ(y = k|xq). (3)
The training is repeated with new, randomly generated training
episodes until a stopping criterion is met.
C. The Euclidean Distance Function
PN employs the squared Euclidean distance as the distance
metric. The squared Euclidean distance between two arbitrary
points z = (z1, z2, . . . , zn) and c = (c1, c2, . . . , cn) is defined
as follows:
dse(z, c) = ‖z− c‖2 =
n∑
i=1
(zi − ci)2. (4)
The (squared) Euclidean distance is arguably one of the most
commonly used distance metrics in distance metric learning-
based few-shot learning. However, the Euclidean distance
typically suffers from the curse of dimensionality. Since the
volume of the Euclidean space increases exponentially as the
dimension increase, the data becomes very sparse in high-
dimensional spaces. Besides, the ratio of an embedding’s near-
est neighbor over its farthest neighbor approaches one in high-
dimensional spaces [8]. In other words, all embeddings are
approximately equidistant from each other in high-dimensional
Euclidean embedding spaces.
One approach to attenuate the curse of dimensionality is
to employ L2 normalization, which projects a D-dimensional
Euclidean space to a high-dimensional hypersphere, SD−1.
This causes data to lie on the surface of a unit hypersphere.
The area of the unit hypersphere increases as the dimension
of the sphere increases initially but then decreases as the
dimensionality increases further [30]. This typically results in a
more compact embedding space than the Euclidean embedding
space. In such an embedding space, the cosine distance is
commonly chosen as the distance metric. Many few-shot
classification approaches [6, 13] and clustering methods [31]
have employed the cosine distance and the hyperspherical
embedding space. One of the most well-known example of
using cosine distance for clustering data that lies on the surface
of a unit hypersphere is the spherical k-means algorithm [31],
which arises as a special case of Expectation Maximization
(EM) on mixture of von Mises-Fisher Distributions (vMF)
[32]. The cosine distance between two arbitrary point z =















Fig. 1. Illustration of a meta training set Dmeta−train and a meta testing set Dmeta−test for the 5-way, 1-shot classification task. In this illustration, for
each dataset, we have one example from each of 5 classes in the training set and 1 example for evaluation in the test set.
Fig. 2. An illustration of prototypical networks. A prototype for each class in the embedding space is generated by taking the mean of the embeddings of its
support examples. An embedded query point is classified by simply finding the nearest class prototype in the embedding space based on the squared Euclidean
distance metric.
However, feature normalization through hard normalization
operations such as L2 normalization leads to a non-convex loss
formulation, which typically results in local minima [9]. Since
the network optimization itself is non-convex, it is important
to preserve convexity in loss functions for more effective
minimization.
One possible solution is to use Ring loss [9]. The Ring
loss introduces an additional term to the primary loss function,
which penalizes the squared difference between the norm of
samples and a learned target norm value R. The modified loss
function is defined as follows:
L = LP + γLR, (6)
where γ is the loss weight w.r.t to the primary loss LP and







Since the Ring loss encourages the norm of samples being
value R during training instead of explicit enforcing through a
hard normalization operation, the convexity in the loss function
is preserved. However, the Ring loss is more difficult to train
than the primary loss (e.g., the standard Softmax loss) due to
the added term (the norm difference LR), the added parameter
(the target norm R), and the added hyperparameter (the loss
weight w.r.t to the primary loss γ).
Intending to encourage the norm of samples to have the
same value, in other words, force the data to lie on a scaled unit
hypersphere, while preserving the convexity and the simplicity
of the loss function, we propose a novel dissimilarity measure,
called SEN, to address the existing issues of the traditional
Euclidean distance in high dimensional spaces.
D. The SEN Dissimilarity Measure
The SEN dissimilarity measure ds(z, c) between two arbi-
trary points z = (z1, z2, . . . , zn) and c = (c1, c2, . . . , cn) in
D-dimensional space is a combination of the standard squared
Euclidean distance de and the squared norm distance dn:
ds(z, c) =
√
de(z, c) + εdn(z, c), (8)
where ε is a tunable balancing hyperparameter and must
be chosen such that de(z, c) + εdn(z, c) is always positive,
de(z, c) and dn(z, c) are defined as:
de(z, c) = ‖z− c‖2, (9)
dn(z, c) = (‖z‖ − ‖c‖)2. (10)
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Algorithm 1 PN’s training episode loss computation. Dmeta−train = {(xi, yi)}Ni=1 is the meta-training set, where xi is the
feature vector of the ith example, yi ∈ {1, . . . ,K} is its corresponding label, K is the number of classes in Dmeta−traing, and
N is the number of training examples. Dk = {(xj , yj) ∈ D | yj = k} is the meta-training set of class k. NC ≤ K, NS , and
NQ are the number of classes per episode, the number of support examples per class, and the number of query examples per
class, respectively. RS(S,N) is a function that returns a set of N elements chosen uniformly at random from set S, without
replacement.
Require: Meta-training set Dmeta−train = {(xi, yi)}Ni=1.
Ensure: The loss J(φ) for a randomly generated training episode.
V ← RS({1, . . . ,K}, NC) . Select class indices for an episode
for k in {1, . . . , NC} do
Sk ← RS(DVk , NS) . Select support examples
























E. SEN Prototypical Networks
We modify the PN by replacing the Euclidean distance
by our proposed SEN dissimilarity measure. We call this
model SEN PN. Specifically, we replace the distance function
d(zi, ck) in Equation 2 by our proposed SEN dissimilarity
measure ds(zi, ck) =
√
de(zi, ck) + εdn(zi, ck), where ε is a
balancing hyperparameter, zi is the embedding of the example
xi, and ck is the prototype of class k. For simplicity, we
consider the setting in which only one query example per class
is used; however, the loss function presented in this session
and the analysis presented in the next section can be easily
generalized for other settings in which more than one query
examples class are used. When only one query example per























The learning proceeds by minimizing J(φ) of the true class k
via Stochastic Gradient Descent (SGD), which is equivalent to
minimizing the SEN dissimilarity measure between the query
example xi and its prototype ck: ds(zi, ck), and maximizing
the SEN dissimilarity measures between the query example
xi and the other prototypes ck′ : ds(zi, ck′). Minimizing
ds(zi, ck) pulls zi to its own class and encourages embed-
dings of the same class to have the same norm. Maximizing
ds(zi, ck′) pushes zi away from other classes; however it
encourages embeddings of different classes to have different
norms.
Since our goal is to force the data to lie on a scaled unit
hypersphere, we propose a special balancing hyperparameter
εik, which is defined as:
εik =
{
εp > 0 if yi = k
εn < 0 if yi 6= k
, (12)
where i is the index of the embedding zi, yi is the embedding’s
class label, and k is the class label of the prototype ck.
During training, a positive epsilon (εik = εp > 0) is used
for computing the SEN dissimilarity measure between the
query example xi and its prototype ck, while a negative
epsilon (εik = εn < 0) is used for computing the SEN
dissimilarity measures between the query example xi and the
other prototypes ck′ . The negative epsilon εn will inverse the
effect of the norm distance when maximizing ds(zi, ck′). In
other words, maximizing ds(zi, ck′) with a negative epsilon εn
pushes zi away from other classes and encourages embeddings
of all classes to have the same norm.
This suggests that our proposed SEN dissimilarity measure
explicitly encourages the norm of samples to have the same
value during training, while preserving the convexity and
the simplicity of the loss function. At test time, a positive
epsilon (εik = εp > 0) is used for computing all dissimilarity
measures.
In the next section, we provide analyses showing that our
proposed SEN dissimilarity measure together with the special
balancing hyperparameter εik explicitly pulls the data to a
scaled unit hypersphere during training.
F. Analysis
The partial derivative of the negative log probability loss






(1[yi = k]− pφ(yi = k|x)), (13)
where the Iverson bracket indicator function [yi = k] evaluates
to 1 when yi = k and 0 otherwise. The partial derivative of
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de(zi, ck) + εikdn(zi, ck)
∂zi
=
(zi − ck) + εik(‖zi‖ − ‖ck‖) zi‖zi‖
ds(zi, ck)
= −
(ck − zi) + εik(‖ck‖ − ‖zi‖) zi‖zi‖
ds(zi, ck)






























Thus, there is a gradient contribution from all prototypes. In
particular, the gradient contribution with respect to the correct
prototype, when k = k∗ = yi, is given by:
∂Jk∗(φ)
∂zi










vp(zi, ck∗) = (ck∗ − zi)︸ ︷︷ ︸
attractor






The gradient contribution with respect to incorrect prototypes,
when k = k′ 6= yi, is given by:
∂Jk′(φ)
∂zi










vn(zi, ck′) = (zi − ck′)︸ ︷︷ ︸
repeller






From the preceding analysis, we observe the following:
1) Each gradient component contains an attractor/repeller,
which encourages zi to move towards the correct pro-
totype and move away from the incorrect ones.
2) From (18), it is clear that if ‖ck∗‖ > ‖zi‖ and εik∗ > 0,
εik∗(‖ck∗ || − ‖zi‖) 1‖zi‖ > 0, such that ‖zi‖ is encour-
aged to increase (and vice verca for ‖zi‖ > ‖ck∗‖).
3) Conversely, from (20), if ‖ck′‖ > ‖zi‖ and εik′ > 0,
εik′(‖zi‖ − ‖ck′‖) 1‖zi‖ < 0 (and vice verca for ‖zi‖ >
‖ck′‖). Thus, we need εik′ < 0 in order to ensure
similar behaviours as with the correct prototype.
Observation 2) and 3) shows that the gradient contributions
with respect to the correct prototype and the incorrect ones
cooperate in order to equalize the norms during training when
εik∗ > 0 and εik′ < 0.
IV. EXPERIMENTS
A. Comparisons with the State-of-the-Art Results
To evaluate the effectiveness of the proposed SEN dissim-
ilarity measure, we compare our proposed SEN PN approach
with the original PN proposed in [5] as well as six state-of-the-
art approaches for few-shot learning, including Large Margin
Graph Neural Networks (Large Margin GNN) [21], Large Mar-
gin Prototypical Networks (Large Margin PN) [21], SNAIL
[16], Relation Network (RN) [7], MetaGAN + RN [17], and
Semi-Supervised Prototypical Networks (Semi-Supervised PN)
[28]. To test the performance of the SEN dissimilarity measure
in more general settings, we employ a more sophisticated
network, the Wide Residual Network [33], as the embedding
network. We use the same network architecture proposed in
[28], which is a network of depth 16 and a widening factor of
6. We train the Prototypical Wide Residual Network with both
the traditional Euclidean distance (Resnet PN) and the SEN
dissimilarity measure (SEN Resnet PN). The test results are
shown in Table I.
As can be seen from Table I, although our implementation
of the PN (the baseline model) achieves 0.4% lower in terms
of accuracy compared to the original implementation of the
PN (67.8% vs 68.2%), the baseline model trained with the
proposed SEN dissimilarity measure still outperforms the
original PN by 1.6% and achieves an accuracy of 69.8%. In
addition, the SEN Resnet PN outperforms the Semi-Supervised
Resnet PN by 1.4% and achieves an accuracy of 72.3% with
the Wide Residual Network as the embedding network.
Snell et al. [5] evaluated 5-way and 20-way training episodes
for the 5-way, 5-shot learning task and concluded that 20-
way achieves higher accuracy than 5-way. The authors argued
that the increased difficulty of 20-way classification helps the
network to generalize better because it forces the model to
make more fine-grained decisions in the embedding space.
We evaluate our implementation of the PN and our proposed
approach, the SEN PN, with both 20-way and 5-way training
episodes. The experimental results of the two training settings
are shown in Table I. As can be seen from Table I, 5-way
training episodes work better.
B. Ablation Study
To investigate the effectiveness and behavior of the proposed
SEN dissimilarity measure, we conduct several ablation stud-
ies. First, we compare against the original PN trained with
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TABLE I. FEW-SHOT CLASSIFICATION ACCURACIES ON
MINIIMAGENET (5-WAY 5-SHOT TESTING).
Model Accuracy
Original PN (20-way training) [5] 68.2%
Large Margin GNN (5-way training) [21] 67.6%
Large Margin PN (5-way training) [21] 66.8%
SNAIL (5-way training) [16] 68.9%
RN (5-way training) [7] 65.3%
MetaGAN + RN (5-way training) [17] 68.6%
Semi-Supervised PN (5-way training) [28] 65.5%
Supervised Resnet PN (20-way training) [28] 69.6%
Semi-Supervised Resnet PN (20-way training) [28] 70.9%
PN (ours, 20-way training) 65.7%
PN (ours, 5-way training, baseline) 67.8%
SEN PN (ours, 20-way training) 67.9%
SEN PN (ours, 5-way training) 69.8%
Resnet PN (ours, 5-way training) 71.0%
SEN Resnet PN (ours, 5-way training) 72.3%
the Euclidean distance (PN), the PN trained with the Ring
loss (Ring PN), and the PN trained with the SEN dissimilarity
measure (SEN PN). The test results are show in Table II. We
train the Ring PN with different values of γ, the loss weight
w.r.t to the primary loss, in range [10−7, 1] and pick γ = 10−7
since it results in the highest accuracy. As can be seen from





Table II, the Ring loss improves the accuracy of the original
PN by 1.2%; however, the Ring PN approach still performs
worse than our proposed SEN PN approach, which improves
the accuracy of the original PN by 2.0%.
Next, we apply Principal Component Analysis (PCA) to
project 1600D embeddings produced by the PN, the Ring PN,
and the SEN PN to 2D space and visualize the outputs (see
Fig. 3). As can be seen from Fig. 3, the Ring loss forces
the prototypes to lie on a scaled unit hypersphere; however,
the prototypes produced by the Ring PN are not very well-
separated compared to the ones produced by the original PN.
Our proposed SEN dissimilarity measure, on the other hand,
both forces the prototypes to lie on a scaled unit hypersphere
and keeps them well-separated.
Then, we plot the norm of embeddings produced by the
PN, the Ring PN, and the SEN PN. As can be seen from
Fig. 4, the norm of embeddings produced by the PN and the
Ring PN vary a lot, while the norm of embeddings produced
by the SEN PN has a very consistent value. This confirms
that the proposed SEN dissimilarity measure encourages all
embeddings to have the same norm during training. Both the
SEN dissimilarity measure and the Ring loss are adopted for
explicitly enforcing the norm of embeddings to have the same
value during training the PN; however, as can be seen from Fig.
4, the SEN dissimilarity measure is obviously a better choice
for the task than the Ring loss. This is partly due to the use
of a very small gamma (γ = 10−7) during training the Ring
PN. In our experiments, higher gamma values do encourage the
norm of embeddings to have a more consistent value; however,
they cause a considerable decrease in the accuracy of the PN.
This suggests that the Ring loss is not an optimal choice for
enforcing feature normalization in the PN. The proposed SEN
dissimilarity measure; on the other hand, both encourages all
embeddings to have the same norm and improves the accuracy
of the PN. This indicates that the proposed SEN dissimilarity
measure is a more suitable choice for feature normalization
than the Ring loss in training the PN.
After that, we compare between the PT and SEN PT trained
with different embedding sizes (see Fig. 5). As can be seen
from Fig 5, in low dimensional spaces, the PT and SEN PT
perform very similarly; however, in high dimensional spaces,
the SEN PN consistently outperforms the PT by a considerable
margin. This suggests that the proposed SEN dissimilarity
measure is a more suitable distance metric for metric distance
learning-based few-shot learning than the standard Euclidean
distance in high dimensional spaces.
Finally, we evaluate the possibility of combining the pro-
posed SEN dissimilarity measure with other distance functions
such as the Euclidean distance and the cosine distance in
training PN. Specifically, we train the original PN with the
SEN dissimilarity measure and test the trained model with both
the Euclidean distance and the cosine distance. We compare the
two tested models with the original PN, the SEN PN, and the
Cosine PN (the PN trained and tested with the cosine distance).
The test results are show in Table III. As can be seen from
TABLE III. TEST RESULTS OF THE PN WITH DIFFERENT DISTANCES.






Table III, the model trained with the SEN dissimilarity measure
achieves the highest accuracy of 69.8% when tested with
either the SEN dissimilarity measure or the cosine distance.
This happens because the SEN dissimilarity measure explicitly
forces all embeddings to have the same norm during training,
and, as a result, pulling the prototypes very close to the
hypersphere. This turns the standard few-shot classification
problem to a clustering on a hypersphere task in which the
cosine distance has been proven to work well [31, 32].
C. SEN in Dimensionality Reduction and Clustering
The Euclidean distance has been the default choice in many
dimensionality reduction techniques [23], in deep clustering
approaches, and especially in distance metric learning-based
few-shot learning methods. However, as pointed out above, the
Euclidean distance is not an optimal distance function in high
dimensional spaces since it typically suffers from the curse of
dimensionality. Our proposed SEN dissimilarity measure, on
the other hand, can attenuate the curse of dimensionality during
training by explicitly encouraging the norm of samples to
have the same value. This typically results in a more compact
embedding space than the Euclidean space.
We have demonstrated that SEN dissimilarity measure out-
performs the Euclidean distance in distance metric learning-
based few-shot learning with Prototypical Networks. In this
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Fig. 3. 2D embeddings produced by the PN (lef), Ring PT (middle) and SEN PN (right). The circles denote query examples, and the stars denotes prototypes.
Fig. 4. The norm of embeddings produced by the PN (left), PN trained with the Ring Loss (middle), and the SEN PN (right). The stars denote query examples,
and the diamonds denotes prototypes.
Fig. 5. The PT vs the SEN PT with different embedding sizes.
section, we study the behaviors of the proposed SEN dis-
similarity measure in dimensionality reduction and deep clus-
tering via a toy example. To do this, we implement the
well-known Siamese network and Contrastive loss [23]; we
call this model Siamese Baseline. We augment the Siamese
Baseline by replacing the Euclidean distance by our proposed
SEN dissimilarity measure (Siamese SEN) and by employing
Ring loss (Siamese Ring). We train the three models on
the MNIST dataset [34] for dimensionality reduction and
clustering. During training the Siamese SEN, a positive epsilon
(εik = εp > 0) is used for computing the SEN dissimilarity
measures between examples of the same class, and a negative
epsilon (εik = εn < 0) is used for computing the SEN
dissimilarity measures between examples of different classes.
At test time, a positive epsilon (εik = εp > 0) is used for
computing all dissimilarity measures.
As can be seen from Fig. 6, the Siamese Ring forces all
embeddings to lie on a scaled unit hypersphere; however,
embeddings produced by the Siamese Ring are not as well-
separated as embeddings produced by the Siamese Baseline.
Our proposed SEN dissimilarity measure, on the other hand,
both forces all embeddings to lie on a scaled unit hypersphere
and keeps the embeddings well-separated. This suggests that
our proposed SEN dissimilarity measure is an effective feature
normalization technique not only for distance metric learning-
based few-shot learning with prototypical networks but also
potentially for dimensionality reduction and deep clustering.
A natural direction for future work is to investigate the pos-
sibility of employing the proposed SEN dissimilarity measure
for improving Euclidean distance-based methods in dimension-
ality reduction and in deep clustering.
V. CONCLUSION
In this paper, we propose a novel dissimilarity measure,
called SEN, for distance metric learning-based few-shot learn-
ing by modifying the traditional Euclidean distance to attenuate
the curse of dimensionality in high dimensional spaces. The
proposed SEN dissimilarity measure is a combination of the
Euclidean distance and the norm distance. We extend the
powerful prototypical network by replacing the Euclidean
distance by our proposed SEN dissimilarity measure, which
we refer to as SEN PN. With minimal modifications, the SEN
PN outperforms the original PN by a considerable margin and
demonstrates good performance on the miniImageNet dataset
with no additional parameters as well as almost no additional
computational overhead. We provide analyses showing that
the proposed SEN dissimilarity measure encourages the em-
beddings to have the same norm and enables the SEN PN
to generate a hyperspherical embedding space, which is a
more compact embedding space than the Euclidean space.
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Fig. 6. 2D embeddings produced by the Siamese Baseline (left), the Siamese Ring (middle), and the Siamese SEN (right).
The hyperspherical embedding enables the classification to be
performed via either the SEN dissimilarity measure or the co-
sine distance. We experimentally show that the proposed SEN
dissimilarity measure consistently outperforms the Euclidean
distance in the PT with different embedding sizes as well as
with different embedding networks.
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