Abstract. This paper generalizes the negative binomial integer-valued GARCH model (NBINGARCH) to a negative binomial mixture integer-valued GARCH (NB-MINGARCH) for modeling time series of counts with presence of overdispersion. This class of models consists of a mixture of K stationary or non-stationary negative binomial integer-valued GARCH components. The advantage of these models over the NBINGARCH models includes the ability to handle multimodality and nonstationary components. Compared to the MINGARCH models, this class of models is more flexible to describe the greater degrees of overdispersion. The necessary and sufficient first and second order stationarity conditions are investigated. The estimation of parameters is done through an EM algorithm and the model is selected by some information criterions. Some simulation results and real data application are provided. 
Introduction
The DARMA models, developed by Jacobs and Lewis (1978) , are the first class of models for modeling time series count data. But, they have some disadvantages because they do not allow to model the series taking an infinite number of values. The INAR models are the first whose structure is similar to that of ARMA models. They are studied by Al-Osh and Alzaid (1987) and McKenzie (1985) by using the thinning operation of Steutel and Van Harn (1979) . Due to its limitations, several authors have proposed either extensions or new models. For example, an extension of the INAR(1) process which is useful for modeling discrete-time dependent counting processes is introduced by Al-Osh and Alzaid (1990) , while Kachour and Yao (2009) have proposed a new class of autoregressive models for integer-valued time series using the rounding operator. Other models have also emerged, with particularity as the ability to capture some specific phenomena often displayed by counts data, such as the overdispersion or the excess of zeros. In recent years, several models have been proposed to describe the dependence structure of the observations. We refer to Ferland et al. (2006) , Neumann (2011) , Zhu (2012a) , Zhu (2012b) ) and Davis and Liu (2012) . For other references, see, Fokianos and Neumann (2013) , Moysiadis and Fokianos (2014) and Fried et al. (2015) .
However, as pointed out in some works, these models are obtained by assuming that the series is unimodal whereas many time series may exhibit multimodality either in the marginal or the conditional distribution. The main tools generally used to take account this phenomenon are the mixture models (see Jalali and Pemberton (1995) or Mclachlan and Peel (2000) ).Authors such as Zhu et al. (2010) have generalized the INARCH model to the mixture model (MINARCH). The model is obtained with the Poisson distribution and has an advantage over the INARCH model because of its ability to handle multimodality and non-stationary components. It is in the same line ideas that Diop et al. (2016) generalized the MINARCH model to a mixture integer-valued GARCH (MINGARCH). This model includes the ability to take into account the moving average (MA) components of the series. In statistical research, the Poisson distribution is generally the first probability Journal home page: www.jafristat.net, www.projecteuclid.org/as, www.ajol.info/afst distribution considered to analyze count data. But, for the analysis of count time series, the variability of the series is often larger than the mean. In literature, the negative binomial is considered to be the prototype for the integer-valued time series when this phenomenon is observed (see Hoef and Boveng (2007) , Liden and Mantyniemi (2011) , Molla and Muniswamy (2012) ).
In this contribution, we introduce a new class of models that is the negative binomial mixture GARCH by using the negative binomial distribution. These models are a generalization of the NBINGARCH model (introduced by Zhu (2011) ) to a mixture model. The advantages of this mixture model over the NBINGARCH model include the ability to handle multimodality and non-stationary components. This class of models is also very flexible to describe the greater degrees of overdispersion.
The paper is organized as follows. In Section 2, we describe the NB-MINGARCH model and the stationarity conditions. In Section 3, we discuss the estimation procedure with some simulation experiments. A real data application is presented in Section 4. In Section 5, we conclude by giving some remarks.
The negative binomial mixture integer-valued GARCH
To define this class of models, assume that {Y t , t ∈ Z} is a time series of counts.
where
is the negative binomial distribution with parameters r and p, 1 (·) denotes the indicator function, p k and q k are respectively the order of AR and M A for the k th component, F t−1 is the information set up to time t − 1 and η t is a sequence of independent and identically distributed random variables. It is assumed that:
-Y t−j and η t are independent for all t > 0 and j > 0, -given F t−1 , Y kt and η t are conditionally independent, -the process {η t , t ∈ N} is such that
The conditional probability mass function of Y kt has the form : www.jafristat.net, www.projecteuclid.org/as, www.ajol.info/afst 1648 where
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The conditional mean and variance of Y t are given by
and
The variance is given by
Using the Jensen's inequality, it is easy to see that:
Hence, the variance is larger than the mean, which indicates that the NB-MINGARCH model is able to describe the time series count with overdispersion. In addition, with the negative binomial distribution, the larger the probability p kt is, the more the variance is superior to the mean. This property favors using a negative binomial over a Poisson distribution. In the formula for the variance, we can also remark that the largest degree of overdispersion can be described with appropriate choices for the parameters r k .
Remark 1. If K = 1, then the NB-MINGARCH model becomes the negative binomial integer-valued GARCH model (NBINGARCH model) proposed by Zhu (2011) .
Let now introduce the polynomials D k (B) = 1 − β k1 B − · · · − β kq B q , where B is the backshift operator. We consider the hypothesis H 1 and H 2 given by H 1 : F or k = 1, . . . , K, the roots of D k (z) = 0 lie outside the unit circle.
H 2 : F or any f ixed t and k, λ kt < ∞ a.s.
The condition H 1 is equivalent to q j=1 β kj < 1, for any fixed k. In the following, define:
We assume that α ki = 0, for all i > p k and β kj = 0, for all j > q k .
The first stationarity conditions for the NB-MINGARCH model (1) 
lie inside the unit circle.
. For all m ≥ 1, by recurrence, we have
Since L j=1 β kj < 1, it is easy to see that λ kt < ∞ a.s. for any fixed t and k.
Journal home page: www.jafristat.net, www.projecteuclid.org/as, www.ajol.info/afst We will show below that λ kt = λ kt almost surely as m → ∞ for any fixed t and k. In what follows, C will denote any positive constants whose value is unimportant and may vary from line to line. Let t and k be fixed now. It follows that for any m ≥ 1
The expectation of the right-hand side of the above is bounded by
According to the convergence of the series associated to
, we can see that
Then, using Borel-Cantelli lemma and the fact that A m ⊂ A m+1 , we can show that λ kt = λ kt a.s. Therefore,
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The equation can be rewritten as:
where B is the backward shift operator. The necessary and sufficient condition for the existence of stationary solution is that all roots of the equation:
lie inside the unit circle (see Goldberg (1958) ). Since
Hence, the equation (2) follows.
As an illustration, we give two special cases of Theorem 1 in Corollary 1 and Corollary 2. First, consider the NBINGARCH model corresponding to the NB-MINGARCH model with K = 1.
Corollary 1. Assume that p ≥ q. A necessary and sufficient condition for the NBINGARCH(p, q) model to be stationary is that the roots of the equation
lie inside the unit circle (as in Zhu (2011)).
Now, consider in the following corollary the NB-MINGARCH model with
Corollary 2. A necessary and sufficient condition for the NB-MINGARCH(K; r 1 , · · · , r K ; 1, · · · , 1; 1, · · · , 1) model to be stationary in the mean is that the roots of the equation
lie inside the unit circle, where
The previous equation is equivalent to:
If the process {Y t } t∈Z is first-order stationary, then E(Y t ) is a constant independent of t. From the equation (3), we have
In the following proposition, we give a simple condition for the existence of firstorder stationarity.
Proposition 1. A necessary condition for the existence of first-order stationarity is:
Journal home page: www.jafristat.net, www.projecteuclid.org/as, www.ajol.info/afst Remark 2. As a special case, a necessary condition for the NB-MINGARCH(2; r 1 , r 2 ; 1, 1; 1, 1) model to be stationary in the mean is:
Now, we suppose that the process {Y t } t∈Z is first-order stationary. The following theorem gives a second-order stationarity condition for the NB-MINGARCH model. 
Journal home page: www.jafristat.net, www.projecteuclid.org/as, www.ajol.info/afst Using the same arguments as in the proof of Theorem 1, we can show that almost surely
Moreover, using the same notation, we get
Finally, for i = 1, · · · , L,
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which is equivalent to
We can show that
The second moment is given by
The condition H 1 implies that the process {λ kt , t ∈ Z} is first-order stationary, for k = 1, · · · , K. Hence,
Journal home page: www.jafristat.net, www.projecteuclid.org/as, www.ajol.info/afst
We deduce that 
.info/afst
Then the equation (4) is equivalent to
A necessary and sufficient condition for the process to be second-order stationary is that all roots of 1 − c 1
For illustration, we consider in the following corollary the NBINARCH model corresponding to the NB-MINGARCH model with K = 1 and β 1j = 0 for all j = 1, . . . , q 1 . 
Corollary 3. A necessary and sufficient condition for the process to be second-order stationary is that all roots of
If the process {Y t } t∈Z following a NB-MINGARCH(K;
model is second-order stationary, then from (5), we have
Hence, necessary second order stationary condition for a special case is given by the following proposition.
Proposition 2.
For the NB-MINGARCH(K; r 1 , · · · , r K ; 1, · · · , 1; 1, · · · , 1) model, the second order stationary condition is:
Remark 3. As a special case, a necessary condition for the NB-MINGARCH(1; r; 1; 1) for the second-order stationarity is: β k1 < 1, k = 1, · · · , K and (r + r 2 )α 2 11 < 1.
In the following proposition, we give a necessary and sufficient condition of the second-order stationarity for the NB-MINGARCH(K; 
Estimation procedure and simulation results
In this section, we use the expectation-maximization (EM) algorithm to estimate the parameters. Suppose that the n-dimensional vectors of observations Y = (Y 1 , · · · , Y n ) is generated from the NB-MINGARCH(K; p 1 , . . . , p K ; q 1 , . . . , q K ; r 1 , . . . , r K ) model and the number of failures r k is known, for k = 1, . . . , K. Let Z = (Z 1 , · · · , Z n ) be the random matrix variable where
T is a vector whose components are defined by:
The vectors Z t are not observed and its distribution is
Given Z t , the distribution of the complete data (Y t , Z t ) is then given by
and the log-likelihood function at time t is given by
.
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The conditional log-likelihood is then given by
The estimates of the parameters are obtained by iterating the two steps (E-step and M-step) of the EM algorithm until convergence. These steps are described in Diop et al. (2016) . Now, we investigate the performance of the EM estimation method by using Monte Carlo simulations. We use 100 independent realizations of the model (1) The random initialization method is employed in this paper. Although it is probably the most commonly way employed for initiating the EM algorithm, this method has a limitation in that it is known to converge surely to a local maximum but not always to a global maximum. In practice, an extension consists of repeating it several times from different initial values and selecting the solution that maximizes the likelihood among these values. The estimation of the number of failures r k is carried out by adopting the approach of Benjamin et al. (2003) and Davis and Wu (2009) ; that is, by maximizing the likelihood with respect to the parameter for different r k values. The performances of the estimators are evaluated by the mean square error (RMSE) and the mean absolute error (MAE).
The results in Table 1 show that the proposed estimation method gives small mean square error and reasonably small mean absolute error. The performance of the estimate improves when the sample size increases. But these results are less satisfactory for the parameters α k0 and r k . In fact, the obtained values of MSE and MAE for α k0 and r k are a little bit high and that the convergence of estimators to the true value is slow. Similar results are observed in Diop et al. (2016) and Zhu et al. (2010) in regards to parameter α k0 . So we will have to seek to develop a method that will help to estimate only the two parameters (α k0 , r k ) so as to improve the quality of the estimation of the NB-MINGARCH model .
Real data application
In this section, we shall investigate the computer aided dispatch (CAD) calls data, which are more representative of the volume and extent of crimes that do not have victims, such as drug dealing, prostitution, and gambling than offense or arrest records. We restrict our attention to the time series representing a count of CAD drug calls reported in the 22nd police car beat in Pittsburgh, during one month. There are 144 available observations that represent the number of CAD Fig. 1 ) of the data and the bimodality index of Der and Everitt (2002) used in Zhu et al. (2010) show that the series seem to be bimodal. Zhu et al. (2010) have shown that the two-components mixture MINARCH model is more appropriate for this dataset than the INARCH model. However, the results of Diop et al. (2016) indicate that the MINGARCH (with two components) model should be preferred to the MINARCH for this dataset.
We will investigate this count data by fitting a NB-MINGARCH model to the series. The problem of model selection requires three aspects. First, we must select the Journal home page: www.jafristat.net, www.projecteuclid.org/as, www.ajol .info/afst number of components K. Second, we must estimate the number of failures r k . Three, the model identification problem needs to be addressed (i.e the AR polynomial order, p k , and the MA polynomial order, q k ). The selection of K and r k , k = 1, . . . , K is more important because it will affect the interpretation of the model and the estimation of the orders is dependent on the selected number of components. This estimation is carried out by using some information criteria. In this paper, three criteria are considered: the Akaike information criterion (AIC), the Bayesian information criterion (BIC) and the mixture regression criterion (MRC) proposed by Naik et al. (2007) . We consider a NB-MINGARCH model with K = 1, 2. To simplify, for K = 1, 2, consider the model with:
The number of failures and the order of the components are selected to be that minimizing the criteria. Table 2 indicates the results obtained. For each criterion, the minimum is represented by the underlined value. Table 2 shows that the BIC and the MRC retain the single-component mixture model, but this does not agree with the histogram and the bimodality index. It is not surprising since these criterion penalize more than the AIC. The AIC suggests the two-component mixture model respectively with (p, q) = (1, 3), which confirm the bimodality observed in the histogram. These results are in concordance with those obtained by Diop et al. (2016) and Zhu et al. (2010) . In addition, the values of The values in the brackets (·) represent the minimums given by the MINGARCH models for each criterion (see also Diop et al. (2016) ).
the AIC and the BIC obtained for the NB-MINGARCH model are globally better than those of the MINGARCH model. Thus, we can conclude that the NB-MINGARCH model is more appropriate for this dataset than the MINGARCH model.
Concluding remarks
In this work, a new class of time series models which generalize the NBIN-GARCH model to a negative binomial mixture integer-valued GARCH model (NB-MINGARCH) is proposed. It is potentially useful in modeling integer-valued time series with greater degree of overdispersion, multimodality and nonstationary components. The estimation of the parameters is done by using the EM algorithm. The model selection can be done with three foregoing information criteria. However, many problems for this class of models remain open. The properties of the ergodicity can be established for these models. It would also be interesting to study the properties of the estimators for the parameters.
