Several feature extraction approaches for QSPR modelling in Cheminformatics are discussed in this paper. In particular, this work is focused on the use of these strategies for predicting mechanical properties, which are relevant for the design of polymeric materials. The methodology analysed in this study employs a feature learning method that uses a quantification process of 2D structural characterization of materials with the autoencoder method. Alternative QSPR models inferred for tensile strength at break (a well-known mechanical property of polymers) are presented. These alternative models are contrasted to QSPR models obtained by feature selection technique by using accuracy measures and a visual analytic tool. The results show evidence about the benefits of combining feature learning approaches with feature selection methods for the design of QSPR models.
Introduction
Important decisions about materials are taken in any engineering activity, especially when selection between specific materials affects requirements of performance and/or cost. In this regard, new synthetic polymers were developed to improve their utility and consequently satisfy the demanding market. As a result, the design of new materials is a growing field of research. The classic approach to achieve this objective has been empirical, but at present the ability to predict material properties previous synthesis has changed those experimental methods obtaining important reductions in time and cost.
The increasing knowledge of relationships among the molecular structure of a material and its properties is the core step for modelling. However, when materials are complex, reaching these predictions becomes much difficult [1] . In particular, the prediction of mechanical properties, previous synthesis, plays a central role in material design, because these properties define the application profile of polymeric materials.
The predictive models can be obtained by cheminformatics methods, specifically QSPR (Quantitative Structure-Property Relationship) techniques. The QSPR models are required to identify the relationships among several molecular descriptors (which characterizes the structure and other features of chemical compounds) and a target property under study (related with a physicochemical or mechanical property of interest). This task can be addressed by using machine learning approaches.
The development of intelligent systems for the design of QSPR models has been increasing significantly during last decades [2] . To treatment of this predictive modelling problem using machine learning involves tackling several computer science challenges. One of them consist into chose the most relevant molecular descriptors for the estimation of the property under study. This is a classical feature selection problem, where the featured variables are molecular descriptors and the target variable is a physicochemical or mechanical property (all of them quantitatively valued). In these applications, the usual number of candidate molecular descriptors to be evaluated for designing a QSPR model is huge. Around thousands of molecular descriptors are available for computation in Cheminformatic tools, like DRAGON [3] . Therefore, the automatic selection of an optimal set of molecular descriptors is a highly expensive task [4] . Furthermore, the computational effort is even harder when the feature selection method is executed for the inference of QSPR models in the design of polymeric materials. In this specific subdomain, the size and characteristics of these chemical compounds, usually huge macromolecules (4000-800000 g/mol), become difficult even the estimation of the most straightforward molecular descriptors [5] .
Since these limitations, different approaches for dimensionality reduction and feature learning have emerged in the area of QSPR modelling to make simpler, or even avoid, the task of selecting molecular descriptors. One particular example of these techniques is based on the combination of the CODES and TSAR algorithms [6] . This strategy extracts a reduced set of new features, using neural networks for the feature learning procedure. These new features constitute a new space of variables, which has a low dimensionality, where variables represent information derived from the whole molecular structure of the compounds. In this way, the traditional computation of thousand molecular descriptors followed for the features selection step is not necessary.
In databases of chemical compounds related to pharmacological studies and other biological experiments, CODES-TSAR (C-T) strategy obtains QSAR models with high levels of accuracy [7] . Nevertheless, its performance has never been assessed in the inference of QSPR models for designing synthetic polymers. For this reason, the main objective of this work is to explore the advantages and drawbacks of this approach on the prediction of relevant mechanical properties for Materials Science. In this sense, we present here an extended version of the article discussed in the 10th International Conference on Practical Applications of Computational Biology & Bioinformatics (PACBB 2016) [8] , where QSPR models obtained by CODES-TSAR are compared to QSAR models inferred by traditional QSPR design strategies using an integrative approach, which applies machine learning and visual analytics tools. Besides, some combinations among the models obtained by the different approaches are also studied, in order to evaluate the impact of hybridizing these alternative QSPR methodologies. More detailed information and discussions about the experiments are reported in this extended version. The next section presents the Methodology focusing on how the descriptors of the QSPR models are obtained. Then, in Experiments and Results, it is explained how models were built as well as the performance evaluation in the context of visual analytics, considering tensile strength at break as an example. Finally, conclusions are presented and an idea of future work is described.
Methodology
QSPR regression (or classification) models relate a set of structural and non-structural descriptors (represented with ) with a target property of interest ( ) [5] . Following this definition, a QSPR model can be mathematically represented as a function ( ) that tries to predict . In the chemical field, the values of (typically named descriptors) are computed for all compounds by using specific software tools like DRAGON [3] , while values correspond to the experimental target of interest. By means of a training set, the function can be learned using available machine learning techniques. In order to assess the predictive power, the function is applied to the compounds not used in the training stage. In this way, can estimate the target value of unseen compounds. In Fig. 1 it is shown a description of the methodology carried out in this work. In order to construct the QSPR model, the best molecular descriptors need to be identified. A brute force approach is doing a combinatorial search of the best descriptors. However, the computational complexity of these tasks turns it prohibitive. To overcome this we propose the use of Delphos [9] . Delphos implements a multiobjective optimization method that explores the whole space of combinations of molecular descriptors looking for the best predictive subset, i.e. the best set of descriptors that provide accurate predictions of ( Fig. 1 -Left) . Delphos is based on the two-phase machine learning method. In the first phase, a wrapper method executes a coarse search following a heuristic method in order to be able to find an appropriate subset of variables in a reasonable time period. In the second phase, a thorough evaluation is applied using a neural network assemble, in order to determine which subsets of the coarse selection are the most relevant ones.
Although the general approach is to use classical molecular descriptors, feature learning methods provide a different QSPR modelling technique such as the combination of CODES and TSAR method [6] . This technique summarizes the information provided by a set of descriptors into a new -and small-set so the feature selection step is no longer required.
First, the process of QSPR model building starts describing all molecules of the database using its SMILES representation. SMILES (Simplified Molecular Input Line Entry System) is a typographical line notation for specifying chemical structure, which uses graph theory to represent a molecule. The nodes are atoms, and the edges are semi-rigid bonds [10] . Second, CODES tool is fed with the SMILES codes and as a result, a dynamic matrix is generated. This matrix has a variable number of rows as it is necessary for stabilization and as many columns as the number of atoms (excluded hydrogens). Third, TSAR tool transforms each matrix into the reduced set of descriptors, performing the dimensionality reduction. TSAR implements an autoencoder neural network [11] . This process is applied to each molecule of the database and the reduced descriptor table is obtained ( Fig. 1 
-Right).
Finally, it is discussed, in the context of visual analytic, the models obtained by each branch of the methodology and the models that combine descriptors from both methods. This analysis is performed with VIDEAN [4] , available online.
Experiments and Results
The polymer database employed in this work was previously developed by our research group [12] . This relates polymers with mechanical properties derived from tensile test. 66 polymers were extracted from it and represented by their SMILES codes. The database polymers are: linear, thermoplastic, amorphous, flame-retardant, thermally stable, hydrolytically stable, hydrolytic degradable, low toxic, and thermostable. Concerning international norms, the database meets the following ones: ASTM D638, ASTM D882-83, and DIN 53504.53A. Table  1 shows additional parameters considered to make the database: Mn (Number Average Molecular Weight), Mw (Weight Average Molecular Weight), Mw/Mn (Polydispersity Index), CHS (Cross Head Speed) and testing temperature besides tensile strength at break, which is the property selected for predicting in this study (target).
In a tensile test, a polymeric sample is subjected to a controlled tension (constant CHS) until failure (breaking point) and the process is represented by a stress-strain curve. An example can be observed in Figure 2 . From point A to B, the deformation is considered elastic and Young's Modulus is calculated in this zone. When the fracture occurs, at point E, the corresponding stress is known as tensile strength at break. Materials which have a low tensile strength at break are often referred as weak materials. The results from the test are commonly used to select a material for a specific application or quality control [1] . Based on the SMILE code for each monomer of the database, CODES generates a dynamic matrix (record of the learned process), where each value represents the correlation between atoms, the atom bonds and connectivity with the rest of the molecule. The next step is the reduction of dimensions by applying TSAR, in order to have a reasonably small number of descriptors for each molecule. Since this tool is based on an autoencoder algorithm, the number of nodes in the hidden middle layer determines the number of descriptors generated [6] .
In previous studies and reports [13] , we have experimented with 7 models obtained from both methodology ways (feature selection and feature learning) showed in Figure 1 , as well as the combination from both. These models are descripted in Figure 3 by Mass of side chain). C-T N2 and C-T N3 were obtained with the CODES-TSAR methodology, with two and three neurons in the hidden layer, respectively. Molecular descriptor computed for the different models using DRAGON and CODES-TSAR are reported, together with the target property, in Table A1 and A2 in appendix. On the other hand, the addition of RM with C-T N2 and C-T N3 were tested and we called them Combined Models. Namely, RM + C-T N2: Combined N2 (C.-N2) and RM + C-T N3: Combined N3 (C.-N3). In Figure 3 they are represented with a purple box and green letters.
Another experiment included the summation of Mn y CHS plus CODES-TSAR Models, we called them Enhanced Models. In the Figure 3 they (E.-N2 and E.-N3) can be distinguished with a yellow box and green letters. We have picked out the CHS descriptor because it is a testing parameter that determines the value of the mechanical properties, and the Mn descriptor because it provides "macro" information about the molecules.
The performance of 7 models is descripted in Table 2 . To assess them, it should be considered that high predictive accuracy in statistical terms, low cardinality model (minimum number of descriptors) and high interpretability, in general, define a robust predictor. Statistical evaluation was performed with WEKA [14] , using decision trees with 10-fold cross validation and the WEKA standard parameters. The validation metrics (R 2 ) of most of the models have predictive precision above 0.7. The cardinality of Combined and Enhanced Models is equal to or greater than the cardinality of the RM. This fact is not so relevant because the comparison between them cannot be applied. The sets of descriptors of CODES-TSAR models can be thought as a single descriptor (characterized by more than one value), since they must not be interpreted or used separately. Put it in other way, the values generated by CODES-TSAR together represent a particular descriptor of the entire 2D structure. It is appreciated that the models derived from the exclusive use of descriptors created by CODES-TSAR does not reach the predictive performance of the RM. Nevertheless, there is evidence to conclude that the combination of the information provided by the CODES-TSAR models and classical methodologies, C.-N2 and C.-N3 models, improves the statistical accuracy of the RM without a significant increase in cardinality. Respect to interpretability of models, it is needed to consider that modelling polymers is very complex because of size and unique behaviour of these huge molecules. However, visual analytical computational tools as VIDEAN [4] , simplify this task. At this stage, VIDEAN was used to analyse the relationships and interactions between the descriptors of the different models. This analysis was performed through interactive visual exploration of data. VIDEAN offers different visual representations like scatter plots of property versus descriptors values (Fig. 4) and an undirected graph to represent the degree of pairwise mutual information among descriptors (Fig. 5 ).
In Figure 4 we can see that the histograms for the model C-T N3 show the same type of behaviour for the three descriptors respect to the property. Their low performance (0.4385, Table 4 ) is precisely due to an undesirable behaviour of the descriptors in the model, because each one provides information in the same zones for the structure-property relationship. For C-T N2 the interpretation and conclusions are similar. Analyzing the model RM, it is possible to see that it has four descriptors with different behavior (Fig. 4) , but with a lack of information at the right end of each chart; but it is a region in which the two models CODES-TSAR (C-T N2 and C-T N3) show values. From the previous analysis, it could be explained why Combined Models improve their performance (0.8488 and 0.8514 , Table 4 ), that means all descriptors together (RM + C-T) are contributing information to different zones, completing the area of target.
In Figure 5 we can see edges in different tones of pink that represent degrees of mutual information, low degree with light pink and high one with dark pink. It is desirable descriptors with low mutual information to contribute non-redundant information to the model. Please note that (Fig. 5) , almost all the descriptors have a high degree of mutual information except Mn (all edges are light pink). It is coherent because Mn is a very significant descriptor for polymers since these materials have a molecular weight distribution rather than having a single molecular weight. Mn represents the number average molecular weight and provides macromolecular information to the model. When Mn was extracted from the model, its prediction power decayed. Consequently, we can conclude that the exclusive use of CODES-TSAR method was not enough to model and predict tensile strength at break employing this database of polymers (See description at first part of section 3). Though, we can realize that the new descriptors learned by this feature extraction technique can contribute with valuable information to QSPR models that have been generated using the feature selection. 
Conclusions
In this work, the QSPR modelling for industrial polymer design by means of feature learning approaches was discussed. The method CODES-TSAR, based on the autoencoder technique, learns a set of variables which extract structural 2D information of the compounds. The central goal was to assess if the high predictive accuracy achieved by the QSPR models generated by CODES-TSAR for pharmacokinetic properties are well-kept in the study of mechanical properties associated with polymeric materials.
With this objective in mind, several experiments related to the tensile strength at break property were carried out, in order to contrast the precision of CODES-TSAR against to a QSPR reference model by expert knowledge and feature selection approaches (RM). From the QSPR models inferred by CODES-TSAR, it was observed that the chemical information summarized by the learned variables was not enough to describe the mechanical property. Regarding this result, it is well-known that the autoenconder application in QSPR modelling is more suitable for groups of molecules that belong to the same chemical family [6] , which is unusual in polymeric material databases.
This yield to the proposal of enhance the CODES-TSAR QSPR models adding molecular descriptors linked to macromolecular information and also tensile test parameters, which play a central role in the material design experiments. Moreover, it was also tested the accuracies of QSPR models obtained by combining all the descriptors learned by CODES-TSAR with the entire RM. From all these experimental results, it was settled that the CODES-TSAR descriptors inferred by feature learning provide significant and complementary information to the RM. These conclusions were supported by the mutual information values observed in the descriptors pairwise analysis executed using VIDEAN. It is also important to mention that the improvement in the predictive accuracy is achieved without a significant increase in the number of molecular descriptors used in the QSPR model. In fact, the tuple of variables extracted by CODES-TSAR can be considered as a single descriptor.
As a future work, it is scheduled to test combined QSPR models for other mechanical properties related with polymeric material design, such as tensile modulus and elongation at break, jointly with the application of other machine learning techniques. Another interesting idea to explore in the future is the evaluation of this hybrid strategy, which combines feature learning and feature selection approaches, in the context of drug design applications. Taking into account that CODES-TSAR only captures structural 2D information of the compounds, the combination of these learned variables with 3D molecular descriptors obtained by feature selection could achieve QSAR models with high predictive performances. 
