A "self-replicator" is usually understood to be an object of definite form that promotes the conversion of materials in its environment into a nearly identical copy of itself. The challenge of engineering novel, micro-or nano-scale self-replicators has attracted keen interest in recent years, both because exponential amplification is an attractive method for generating high yields of specific products, and also because self-reproducing entities have the potential to be optimized or adapted through rounds of iterative selection. Substantial steps forward have been achieved both in the engineering of particular self-replicating molecules, and also in characterizing the physical basis for possible mechanisms of self-replication. At present, however, there is need for a theoretical treatment of what physical conditions are most conducive to the emergence of novel self-replicating structures from a reservoir of building blocks on a desired time-scale. Here we report progress in addressing this need. By analyzing the dynamics of a generic class of heterogeneous particle mixtures whose reaction rates emerge from basic physical interactions, we demonstrate that the spontaneous "discovery" of self-replication is controlled by relatively generic features of the chemical space, namely: the dispersion in the distribution of reaction timescales and bound-state energies.
INTRODUCTION
Emergence of self-replicators from a mixture of components is marked by exponential growth of one or more multi-component structures. This process is of great practical importance due to the possibility of exponentially fast synthesis of target structures, and also has previously been considered in models of pre-biotic chemistry [1] [2] [3] [4] [5] . The mechanisms that enable self-replication in a soup of metastable bound states have been investigated intensively in the past decades [6, 7] and still continue to inspire new attempts [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The processes of self-replication described in these studies, though distinct, share two mechanistic elements:
(a) the existence of at least one autocatalytic cycle ( Fig. 3A) and (b) a source of driving that runs the autocatalytic cycle.
In the usual case [6] an autocatalytic cycle is designed by experimenters to consume one or more building blocks that are provided in excess to generate replicas of a template that is used as a seed. A significant challenge in any such case lies in devising an appropriate chemical library that limits parasitic side reactions. Theoretical approaches, meanwhile, have been most successful in the opposite regime, where the catalytic network is sufficiently densely connected, and every molecule available in the reaction pot catalyzes the production of at least one other molecule [18] [19] [20] . In such a case, it is possible to formulate general criteria for the onset of positive feedback loops in the catalytic reaction network that lead to the exponential growth of the molecules in those loops. Thus, although it is qualitatively understood that robust self-replication requires sufficient catalytic promiscuity that somehow avoids excessive side reactions, there is need for a quantitative treatment of this tradeoff in a physical model that may provide future guidance for the design of conditions conducive to the spontaneous emergence of self-replicators from customizable mixtures of nano-or microscale components [21, 22] . Therefore, we sought to investigate a toy model where all possible stoichiometric combinations of certain building blocks are considered in the construction of an effective model of a "chemical" space . Using this model ( Fig. 1 and M&M), we lay out general conditions for the emergence of exponential growth in systems without explicit catalysis. 
DESIGN OF CONDITIONS FOR SELF-REPLICATION
Exponential growth is a transient phenomenon that emerges from the coherent function of a set of coupled reactions (SI). In general, the resultant nonlinear rate equations cannot be solved exactly and the tools developed for analyzing the steady state behavior of these equations are unhelpful given that exponential growth is a transient behavior. Therefore, new approaches are needed to analyze and understand the requirements for emergent exponential growth. It is not hard to imagine that the transient behavior is dictated by the underlying reaction network. However, the effective reaction network at a given instant depends not only on the reactions, but also on the reaction rates, which, in turn, depends both on the rate constants and the concentration of the reactants. Generally, given a choice of rate constants and initial condition, determining the evolution of the reaction network is difficult. However, in certain cases analytical treatment is possible, whence, we can establish some general criteria for the emergence of exponential growth.
The most theoretically accessible case arises when all the interaction energies are zero and the rate constants are chosen in such a way that a controllable fraction, p f ast , of the reactions may occur, and the rest are effectively forbidden. To implement such a system, we identified the set of all reactions permitted by stoichiometry and drew the random barriers for the reactions from the binary set {0, ∞}, corresponding to rate constants of 1 or 0.
The fast reactions, with rate constants 1, were assigned with a probability p f ast . To ensure detailed balance conditions, the barriers for the forward and the reverse reactions were set to be equal. As we discuss later in this section, p f ast can be mapped to the dispersion of the rate constant distribution, with p f ast ≈ 1 corresponding to narrow and p f ast ≈ 0 to broad distributions.
Under these assumptions, the probability of self-replication, p sr , can be estimated (SI)
as a function of p f ast . Self-replication occurs if and only if at least one autocatalytic cycle ( Fig. 3A) in the reaction network has direct and exclusive access to its fuel. Hence, p sr can be calculated from (a) the probability of finding at least one autocatalytic cycle with direct access to its fuel, p acc (p f ast ) and (b) the probability that all autocatalytic cycles have side reactions, p loss (p f ast ). Whence, for p f ast = x:
As Fig. 2A -B shows, self-replication generally sets in spontaneously when a reaction network has a specific level of complexity dictated by the trade off of the two different competing percolation transitions, p acc and p loss -the first of which determines whether there are enough fast reactions to ensure existence of at least one driven autocatalytic cycle, and the second of which determines whether reactions are so promiscuously coupled that every cycle is drained by numerous side reactions. Due to this trade off, an optimal p f ast exists at which p sr is maximized. Simply stated, this result implies that emergent self-replication occurs with high probability when there are enough autocatalytic cycles and no parasitic reactions: a result that is qualitatively well-known [6] and perhaps unsurprising. More surprisingly, however, our quantitative treatment shows that this optimality depends only on the reaction network topology (through p f ast and the randomized graph connectivity) and should be relatively insensitive to the specific rate constant distribution. Therefore, as long as p f ast can be tuned to its optimal value, exponential growth will emerge in a large network with certainty.
What remains now is to determine whether a quasi-randomly connected network is a suitable approximation to more realistic models of "chemical space", and if so, how then may we tune the effective value of p f ast to its optimal value?
A first and simplest model of what effectively determines p f ast is that it is set by the dispersion of the rate constants. To demonstrate this, we chose the activation barriers from exponential distributions with varying amount of coefficient of dispersion (variance/mean), subexponentially. Under this protocol, when the distribution was too narrow, c d < 10kT , the molecules never grew exponentially. However, when c d was higher than this value, the probability of exponential growth, p sr = P rob(γ > 0.99), increased with c d , eventually saturating at a value that is dependent on the underlying reaction network (Fig. 2C i, ii) .
In the second set of studies, we fixed the maximum observation time and repeated the calculation. Under this practically relevant protocol, the probability of exponential growth was optimal for intermediate value of dispersion (Fig. 2C iii, iv, v). Hence, finding optimal p f ast boils down to finding the appropriate rate constant distribution.
The accessibility of the optimal value depends on the size of the reaction network ( Fig. 2C i and ii). To make this observation more concrete, we carried out an analytical analysis of large networks using the model with a binary rate distribution. When the number of molecules
However, the number of reactions grows as O(N 2 m ). Hence, in total, at most O(N m log N m ) reactions can be fast to access the exponentially growing region. With a narrow rate constant distribution, achieving this constraint is impossible. Therefore, under such scenario, for large systems, self-replication happens with vanishing probability, a scenario reminiscent of the Eigen catastrophe [4, 23] .
However, if the rate constants are broadly distributed, the reaction network may spontaneously tune itself to access this region and self-replication can happen. Below, we illustrate the spontaneous tuning of the effective value of p f ast in a more realistic model, where the rate constants are determined from the interaction energies of the atoms. The above considerations will be the most relevant if it can be established that the simplifying assuming of a quasi-random chemical network connectivity is effectively valid for more realistic models in which reaction rate kinetics are determined by underlying physical quantities such as interaction energies between components. We therefore sought next to analyze a "mechanistic model" in which the activation barriers of the reactions are obtained by assuming a transition state model of the reaction kinetics ( Fig. 1E and M&M) . The energies of the ground and the transition states are determined by the interaction energies of the atoms, which are allowed form clusters of up to four members. Therefore, the dispersion of the rate constants can be controlled by changing the interaction energies. Typically, stronger interaction energies correspond to broader distributions of rate constants. Hence, in general, we expect to observe exponential growth in a strongly interacting system. However, the biggest advantage of this model becomes apparent when we consider the model with only one type of monomer, which interacts with interaction energy < 0. The resulting reduced system contains four molecules (B, B 2 , B 3 , B 4 ) and twelve reactions (Fig. 3A) and their transient kinetics can be analyzed analytically and compared with exact numerical calculation.
As expected, numerical solution of the equations for different interaction energies show emergence of exponential growth as | | increases (Fig. 3B,C) . The emergence of the exponential growth can be traced back to two autocatalytic cycles present in the reaction network, labeled ac23 and ac34 in Fig. 3A . ac23 consists of reactions r2 and r3 and its persistence drives the exponential growth of the molecules B 2 and B 3 . ac34 consists of the reactions r4, r5 and r6, resulting in the exponential growth of B 3 and B 4 . The corresponding rate equations can be linearized (see SI for details). One of the four eigenvalues of the corresponding jacobian is positive for all | | ≥ 0.3. The corresponding eigenvector is a linear combination of B 2 , B 3 and B 4 , but the coefficient of B 2 becomes negligible compared to the others as | | is increased, implying that in the absence of the nonlinear terms ac34 dominate the reaction kinetics at high | |! In fact, t onset , the time at which ac34 becomes the dominant contributor, can be calculated precisely from the reciprocal of the largest positive eigenvalue. In the reduced model, t onset = exp(3.4| |) for all | | > 2 (SI). Remarkably, this timescale is also the inverse of the rate constant of r5, suggesting that the onset of the exponential growth happens indeed when ac34 becomes the dominant contributor to the reaction kinetics.
Despite its usefulness, the analytical calculation does not immediately clarify how p f ast evolves in this model and whether an optimal value of p f ast is needed to observe exponential growth. In fact, p f ast needs to be precisely defined here, since the reaction network is determined by physical interactions rather than a simple random assignment of rate constants.
Here, we define any reaction with velocity greater than 10% of the velocity of the fastest reaction as a fast reaction. p f ast can accordingly be defined as the ratio of the number of the fast reactions to the total number of reactions. As a result of this definition, the changing distribution of the velocities set by the concentrations at each instant in time cause p f ast to vary with time (Fig. 3D) . Hence, under favorable circumstances, it is possible for the reaction network to spontaneously tune itself to the p f ast value required for exponential growth.
We expect exponential growth to happen once concentrations shift so that the effective value of p f ast tunes into the optimal range (Fig. 2B) . As can be seen in Fig. 3D , for | | > 6, p f ast indeed attains an intermediate value between 0 and 1 (∼ 0.33) at t onset , right when exponential growth is also observed. Furthermore, for | | < 6, p f ast (t onset ) attains a value higher than 0.33, resulting in subexponential growth. The corresponding reaction networks are shown in (Fig. 3E) . Remarkably, the fast reaction network for | | > 3 did not contain any lossy side reactions, suggesting that for large , exponential growth is certain if one observes the system long enough. Furthermore, by same argument we expect to always observe exponential growth even when we investigate the reduced single atom model in the large molecule limit. Indeed, we have found that reduced systems with up to thirty molecules (µ max = 30) show exponential growth at sufficiently high value of | |. These findings increase our confidence that the random network description in terms of an effective p f ast can provide an informative summary of how self-replication emerges in networks with physically-motivated kinetics.
Two atoms: We next turned to investigate whether similar spontaneous tuning occurs for more complex reaction networks, such as the toy chemistry with two monomer types. Despite the lesser simplicity of the network, we nonetheless found that the frequency of exponential growth was higher at high interaction energies, as Fig. 4A shows (e.g.
( BB = −6, GG = −1, BG = −1). For these parameters, the rate distribution was broad and p f ast (t onset ) generally attained intermediate values. On the other hand, for some parameters, e.g., (−6, −3, −3), even though the interaction energies were strong, the rate distribution was not broad enough or too broad. Typically, for these parameters, too many or too few reactions were present in the fast subnetwork at t onset (see SI for definition). A scatter plot between p f ast (t onset ) and the growth type, γ and c d and γ made these observation more precise (Fig. 4B, C) . We found that p sr , defined here as the probability of finding γ > 0.99, has a non-monotonic relationship with p f ast and it is maximized for an optimum value of p f ast that is qualitatively similar to the value obtained earlier from a binary distribution of rate constants ( Fig. 2A) ! On the other hand, p sr increases with c d in a manner qualitatively similar to Fig. 2C (ii).
Two things can be concluded from the mechanistic model: (a) It is possible for a complex chemical system to tune itself to a p f ast value amenable for exponential growth when the rate constant distribution is sufficiently broad and (b) The required p f ast value does not depend strongly on the choice of the rate constant distribution and is well described by a quasi-random assignment of rates to the reaction network topology that has been dictated by stoichiometry. With this final crucial piece of puzzle, now we can prescribe the design conditions required for self-replication.
DESIGN CONDITIONS
Previous experimental studies of self-replication have generally needed to design the process of autocatalysis at the outset in order to study the exponentially self-reproducing components. What we confirm here in our quantitative treatment is that autocatalytic mechanisms may be discovered through emergence in a system with the right distribution of associated and disassociation rates between simple components. In particular, what is needed is for these reactions to be numerous and widespread enough to percolate through chemical space, while not so numerous that exponential growth is sapped by side-reactions. In practice, the encouraging suggestion here is that an experimenter designing a new reaction pot from which self-replicators could emerge may not need to have specific detailed information about every rate of reaction. Rather, all that was necessary in the models considered here was a map of the reaction network topology (dictated purely by stoichiometry) from which the required dispersion of the rate constants can be estimated by assuming a quasi-random assignment of these rates to individual reactions and targeting the optimal effective p f ast . In the same scenario, the time to onset of self-replication can be estimated simply from the largest eigenvalue of the linearized equations of motion or, when that is not possible, from the functional dependence of the onset time on the amount of dispersion (SI).
Many factors may affect the viability of these design conditions. Firstly, in this paper, we have chosen to report the behavior of the model in a regime in which the supply of the resources is not a limiting factor. In simulations with limited resources, however, exponential growth can be hindered if the system reaches chemical equilibrium before the onset of the exponential growth, consistent with previous studies [4, 24] . Secondly, we have focused implicitly on the regime of a large and dilute reaction pot where mass-action kinetics applies.
Of course, in any real reactor, the finite total number of particles would lead to small number noisiness in the early emergence and growth of self-replicators that come about from bound states that are initial at low concentration or totally absent. This means that our results most likely to apply in settings where the components feeding autocatalytic cycles are not themselves difficult to form rapidly from promiscuous reactions among components present in the initial condition. Finally, it is certain that topological quantities other than p f ast also can play an important role in determining the likelihood of self-replication. As we demonstrate in Supplementary Information, this means having multiple ways of modulating the statistics of connectivity in the effective network of fast reactions gives the experimenter more control over the value of p sr (SI).
MATERIALS AND METHODS

A. Definition of the model
We undertook to model a large, well-mixed reaction pot with diverse possible combinations of monomers. We call these monomers "atoms" here because we eventually plan to model the dynamics of their bound states using thermodynamically consistent mass-action kinetics, but it should not be imagined that we intend exclusively or even principally to describe real molecular chemistry using the model presented here. Rather, the essence of the "chemical space" constructed is that it is a vast space of diverse combinations among physical interacting components such as polymer-coated colloidal particles or DNA origami ( Figure 1A ).
In our model, two or more atoms interact with each other to form a bound state, which we call a "molecule." For simplicity, we assume that the molecules do not have any internal structure and all the atoms inside a molecule interact with all other atoms in that molecule ( Figure 1B ). Since the molecules do not have any internal structure, their free energies are completely determined by their composition and the three parameters. Also, we assume that each molecule contains at most µ max atoms, and forbid all other bound states.
Except where it is explicitly mentioned, we set µ max = 4. With these two assumptions it can be shown that there are fourteen distinct molecules in the model with two types of monomers( Figure 1C ) .
The molecules take part in reactions that involve one molecule donating an atom to the surrounding medium or to another molecule. We call the former a dissociation reaction and the latter a bimolecular reaction ( Figure 1D ). The reactions are activated processes and the rate constant of a given reaction that takes the reactant state i to product state j, is inversely proportional to the exponential of the barrier height: k ij ∝ exp(−B ij ). The activation barriers B ij are either chosen randomly or using a model of the transition state.
We refer to the latter as mechanistic model.
In the mechanistic model, B ij = F T r ij − F i , where F i is the free energy of the reactant state and F T r ij is the free energy of the transition state. F i is determined from the interaction energies. To calculate F T r ij , we assume that during a reaction, the donated atom first goes to an excited state, where it interacts with other atoms in the donor molecule through a weakly repulsive interaction ( Figure 1E ) that is proportional to the ground state interaction energy. The proportionality factor c 0 = −0.1 is same for all three interaction energies and is a parameter of the model. The results described is robust with variation in c 0 , as long as * * < 0 and c 0 < 0.
The resulting toy "chemistry" generates a full system of rate equations with mass-action kinetics governing the concentrations of different allowed molecules. There is no explicit catalysis or autocatalysis in this system at the level of a single reaction, but catalytic and autocatalytic cycles [4] appear naturally due to coupling between different reactions. In what follows, we explicitly solve this set of equations in two instances of the model with one and two types of atoms. We investigate the resultant transient kinetics of molecular concentration to identify conditions necessary for the persistence of one or more autocatalytic cycles that drive exponential growth of a subset of the molecules.
B. Solution
We solved the systems of reactions assuming mass action kinetics. The concentrations of B and G were kept constant at 1, whereas the other molecules were initialized with concentration 0. We solved the resultant systems of differential equation with ODE23tb, a stiff solver in matlab. The simulations were run until the system reached chemical equilibrium.
Due to the stiffness of the differential equations, the solution sometimes failed to reach chemical equilibria during the runtime of the code, but it did not affect the growth regime. Hence, all the results reported here are unaffected by this limitation of the numerical algorithm.
C. Growth exponent
At any given instant, t, the instantaneous growth rate of the concentration, dc(t)/dt, is a simple algebraic function of the concentration, c(t). Formally,
where γ is the growth exponent and r is a proportionality constant. For exponential growth γ = 1, for power law (subexponential) growth 0 < γ < 1, and for linear growth γ = 0. When the concentration grows exponentially (γ = 1), r is equal to the exponential growth rate constant.
In a typical timeseries, γ varies with time. Therefore, to assess the occurence of exponential growth, in this paper, we measure and report only the maximum value of γ over a timeseries, also referred to as γ.
D. Random sampling
We sampled 100 different configurations for each random activation barrier ensemble.
To estimate p sr in Fig, 4 , we binned the scatter plot into different parameter values (c d or p f ast ). Any bins with less than five datapoints were ignored.
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