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If we knew what we were doing, it wouldn’t be
called research, would it?
Often attributed to Albert Einstein
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Organic solar cells (OSCs) are a promising technology for emission-free elec-
tricity supply. However, low power conversion efficiencies and poor device sta-
bilities have so far prevented widespread commercial applications. Remarkable
progress has been made recently by the development of non-fullerene electron
acceptor materials. They benefit from good tunablity of energy levels, as well
as greater thermal and photochemical stability, and remarkable power conversion
efficiencies of up to 16.5% have been achieved. Furthermore, they have shown ef-
ficient charge separation with negligible energy loss, overcoming one of the crucial
limitations of fullerene based OSCs.
Here, we present a study on the charge generation, separation, and recom-
bination dynamics of non-fullerene solar cells. We investigate the model system
P3TEA:SF-PDI2 via pump-probe spectroscopy and time-resolved photoluminesc-
ence spectroscopy. We find ultrafast charge generation, as well as regeneration of
singlets via charge recombination. Additionally, we observe slow (∼ 100 ps) and
thermally activated charge separation from vibrationally relaxed charge transfer
exciton (CTE) states. To directly track the CTE population, we employ pump-
push-probe spectroscopy. Our results suggest that singlet excitons, CTE states,
and free charges form an equilibrium, with reversible interconversion between
them. These systems are therefore not limited by the need to provide excess
energy to overcome the Coulomb binding energy. Thus, future efforts to improve
efficiencies should focus on removing energy offsets and irreversible processes,
such as non-radiative recombination.
Furthermore, we study PBDB-T:ITIC, a material that was used in the first
non-fullerene cell that exceeded 10% efficiency. We find that the charge gen-
eration occurs on a ∼ 10 ps timescale, several orders of magnitude slower than
in efficient fullerene-based systems. Additionally, we identify two different path-
ways for non-radiative decay: triplet generation in the polymer and trap-assisted
charge recombination.
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Chapter 1
Introduction
Climate change is one of the biggest challenges humanity is facing today. Urgent
action is needed to limit global warming and its devastating consequences, such
as severe weather events, widespread loss of agriculture, and large scale water
scarcity. Simultaneously, progress in the fight against poverty and globally rising
living standards continue to increase the world’s energy demands. Meeting these
needs while reducing greenhouse gas emission is a significant policy challenge.
Directly converting sunlight into electricity is one of the most promising tech-
nologies to achieve this goal. Solar cells now provide almost 7% of the UK’s
electricity [1]. The vast majority of the cells are based on Silicon, accounting
for 95% of worldwide production in 2017 [2]. Silicon solar cells are a mature
technology, with a record efficiency of 26.1% for a non-concentrator single layer
of monocrystalline Silicon [3, 4]. However, Silicon offers little mechanical and
optical flexibility and requires highly-specialised production lines to ensure its
quality for solar applications.
Solar cells based on organic molecules are ideally suited to address the short-
comings of silicon solar cells. These organic solar cells (OSCs) could potentially
be produced at extremely low cost via roll-to-roll printing [5, 6], are light-weight,
and can be produced on flexible substrates, enabling highly-flexible modules or
integration into consumer products such as back-packs. Furthermore, they can
be semi-transparent, allowing the use in windows or as window blinds. How-
ever, their efficiencies have long remained below 10%, far below the efficiencies of
1
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silicon solar cells. An additional problem is their lack of photochemical and ther-
mal stability, which quickly reduces their efficiencies even further in operation,
preventing widespread commercial application.
Within the last three years, however, remarkable progress has been made in
increasing efficiencies of OSCs up to ∼ 16% [3, 7]. This progress has mainly
been driven by the development of non-fullerene acceptor molecules, as described
below, and has sparked new interest into organic photovoltaics as a potentially
commercially viable technology.
The fundamental component of OSCs is a blend of at least two types of
molecules. When absorbing light, these molecules can transfer electrons from
the ‘donor’ to the ‘acceptor’ molecules. For a long time, efficient acceptors were
based on fullerene molecules, spheres formed of 60 carbon atoms. However, these
molecules do not absorb large parts of the sun’s spectrum and have stability
issues, as mentioned above. In contrast, the recently developed non-fullerene
OSCs have a tuneable absorption spectrum and exhibit improved stability [8].
Despite decades of research, the generation of photocurrent in OSCs is not
fully understood. The energy of the absorbed light has to be converted to elec-
tricity efficiently before the molecules return to their initial state and release the
energy as heat. To generate an electrical current, electrons have to be separated
from the positively charged nuclei of the molecules. One area of debate is whether
some part of the voltage of the cell has to be sacrificed to overcome the Coulomb
binding that works against this separation. Another active research area is charge
recombination. If electrons encounter molecules with missing electrons before be-
ing extracted at the electrical contacts, they can reform neutral molecules and
thus not contribute to the current. Here we investigate these processes in non-
fullerene OSC.
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In this work we use absorption and emission spectroscopy, both steady-state
and time-resolved, to study charge generation, separation, and recombination in
non-fullerene OSCs.
In Chapter 2 we describe the theoretical background of organic semiconduc-
tors and provide a literature review of the physics of OSCs. We focus on the
factors that limit solar cell efficiencies and the current debates about the charge
separation mechanism. In Chapter 3 we describe the experimental methods we
used in our study, with particular attention to pump-probe (PP) spectroscopy.
In Chapter 4 we describe our investigation into the charge dynamics of the
model non-fullerene system P3TEA:SF-PDI2. We find evidence for either a hy-
bridisation of the singlet exciton and charge transfer exciton (CTE) states or an
ultrafast formation of CTEs, and a second slower component of exciton dissoci-
ation. For charge separation we find that it occurs on a timescale of ∼100 ps,
indicating thermally activated separation from vibrationally relaxed CTE states.
This is supported by temperature dependent PP measurements. Additionally,
we find that random encounters of free charges can reform singlet states, which
provides further evidence that CTEs and singlet excitons are interacting closely.
In Chapter 5 we describe how we used pump-push-probe (PPP) spectroscopy
to further investigate the role of CTE states in the processes described above. We
begin by identifying the different components present in our PPP spectra, and
find a signal that is proportional to the CTE population. With this signal we
probe how the CTE population evolves after the initial excitation of the sample.
We find that even after most of the initial charge separation has occurred, the
proportion of bound charges decreases only slowly. This leads us to propose that
the molecules repeatedly transition between singlets excitons, CTE states, and
free charges, forming a thermodynamic equilibrium.
In Chapter 6 we describe our study of PBDB-T:ITIC, another highly efficient
non-fullerene blend. We show that despite the high efficiency, the charge gener-
ation is slow (∼ 10 ps). Furthermore, we show that triplets are generated in the
polymer and that charges can recombine via trap states. Both of these processes
are likely to increase non-radiative recombination, leading to losses in efficiency.
In Chapter 7 we summarise our results and discuss additional research avenues
that would elucidate these questions further.
3
1 INTRODUCTION
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Chapter 2
Background
In this work we investigate the dynamics of electronic states in organic photo-
voltaics, in particular the generation, separation, and recombination of charges.
Both the processes studied and the spectroscopic methods employed involve ab-
sorption and emission of photons and transitions between different electronic
states in organic semiconductors. This chapter aims to provide an overview of
the theoretical background necessary to understand the experimental results, and
an overview of the relevant literature. The first section focuses on the quantum
mechanical foundations of the states and transitions involved. It roughly follows
the excellent book “Electronic Processes in Organic Semiconductors” [9], where a
more detailed discussion can be found. The second section describes the physics
of organic solar cells (OSCs), including recent developments in materials design,
the factors limiting their efficiency, and current debates about the mechanisms
behind charge separation and recombination.
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2.1 Photophysics of Organic Semiconductors
2.1.1 Molecular Orbitals and Electronic States
Figure 2.1: Delocalised molecular orbitals of Benzene. The atomic orbitals of the
six carbon atoms form a delocalised pi-molecular orbital. Figure by
Vladsinger/Wikimedia under CC BY-SA 3.0 and GFDL license [10].
In this work we study the optical and electronic processes in organic mole-
cules. These molecules mostly consist of electronically bound carbon atoms (C)
surrounded by hydrogen (H), and often include other light atoms such as ni-
trogen (N), oxygen (O), florine (F), or sulphur (S). If the molecule consists of
many repeating subunits it is referred to as a polymer. Of particular interest are
conjugated molecules or polymers, where electrons are delocalised over multiple
bonds. When describing electronic processes in these molecules it is important to
distinguish between molecular orbitals and electronic states. Molecular orbitals
are one-electron wavefunctions, whereas electronic states describe multi-electron
configurations of molecules and account for interaction between electrons.
One way of obtaining molecular orbitals is to use atomic orbitals as a ba-
sis. These are solutions to the time-independent Schrödinger equation for a sin-
gle electron surrounding a nucleus (hydrogen-like atomic orbitals). For organic
semiconductors the p-orbitals of carbon atoms are especially important. Linear
combinations of atomic orbitals can then be used to form molecular orbitals as
approximate solutions for the multi-atom Schrödinger equation. For example,
if we consider two carbon atoms with outer electrons in p-orbitals, a molecular
orbital can be constructed by a linear combination of one orbital from each atom.
6
2.1 Photophysics of Organic Semiconductors
If the p-orbitals are orientated along the axis between the atoms, the resulting
molecular orbital is referred to as a σ-orbital; if the p-orbitals are perpendicular
to the axis, the molecular orbital is a pi-orbital. This is also possible for larger
molecules consisting of many atoms. One example is a benzene ring, formed
by six carbon atoms. In this case the carbon atoms are pairwise connected by
σ-bonds. The remaining six p-orbitals perpendicular to the plane of the bonds
form a pi-system of electrons that are delocalised over the whole ring (Figure 2.1).
These delocalised pi electrons are responsible for the remarkable optical and elec-
trical properties of organic semiconductors, and molecules containing them are
referred to as conjugated systems.
Following the calculation of molecular orbitals, the electrons from the initial
atoms are distributed over the molecular orbitals with the lowest energy. Of par-
ticular importance for optical transitions and electronic transport are the highest
occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO). The theoretically calculated energies of these molecular orbitals can
be approximately related to experimentally accessible parameters as follows: The
energy of the HOMO represents the energy needed to remove an electron from
the molecule, the ionisation potential. The energy of the LUMO represents the
energy gained when adding an electron to the molecule, the electron affinity.
To describe electronic processes in organic semiconductors it is often essential
to move beyond this description of the energy levels available for electrons in a
molecule, and consider the overall energy of a molecule when its electrons are in
a particular configuration. For example, exciting one electron from the HOMO
to the LUMO can be described as moving the molecule from its ground state
to an excited state. However, the energy of this excited state is lower than the
energy difference between HOMO and LUMO. This is due to the reorganisation
of the molecule in this new electronic configuration, with an electron missing
in the HOMO orbital compared to the ground state. It is useful to treat these
missing electrons as positive quasi-particles: holes. The lowering of the excited
state energy can than be described in terms of a Coulomb attraction between the
electron in the LUMO and the hole in the HOMO. This coulombically bound
electron-hole pair can in turn be described as a quasi-particle, the exciton, which
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is useful for example for describing transport phenomena in devices. The differ-
ence between the HOMO-LUMO gap and the energy of the lowest excited state
is referred to as the exciton binding energy. If electrons and holes are not on the
same molecule, for example following charge transfer as discussed in Section 2.2.3,
they are sometimes referred to as polarons. This term describes not only the indi-
vidual electron or hole, but includes the Coulomb interaction with neighbouring
molecules and the resulting reorganisation.
Another important interaction between electrons that is not considered in
the simple picture of molecular orbitals is the effect of the electron spin. When
calculating the spin wavefunction for the two particle system, four eigenstates to
the corresponding quantum mechanical operators are found: One state where the
electron in the HOMO and the hole in the LUMO have antiparallel spin, resulting
in an overall spin of zero; and three states where electron and hole have parallel
spin, resulting in an overall spin of ~ (usually stated as ‘spin 1’ in units of ~). The
three configurations with parallel spin are referred to as a triplet state, in contrast
to the singlet state with antiparallel spin. In organic semiconductors the energy of
the triplet state is lower than the energy of the singlet state, due to the exchange
interaction. This energy difference, the exchange energy, has experimentally been
found to be close to 0.7 eV in many conjugated polymers [11]. The behaviour of
triplet states in organic semiconductors can differ substantially from singlet states
[12]. As discussed in Section 2.2.5, controlling their energetics and dynamics could
be crucial for the development of efficient OSCs.
2.1.2 Vibrational States and Potential Energy Surfaces
Thus far we have only considered the energetic states of electrons, without ex-
plicitly considering movement of nuclei in the molecules. This is based on the
Born-Oppenheimer approximation that electrons move much faster than nuclei
due to their vastly different mass. A common approach to calculate energies of
electronic states is to fix the distance between nuclei and then calculate the energy
configuration of the electrons. This can be repeated for each internuclear distance
r. For two atoms this leads to the Morse potential (Figure 2.2), which has a fixed
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Figure 2.2: The Morse potential: potential energy of two atoms depending on
the separation of their nuclei. It increases exponentially for distances
smaller than the equilibrium internuclear separation re, and asymp-
totically approaches the dissociation energy De for large separations.
value at a large separation (r → ∞), increases exponentially as the nuclei ap-
proach each other (r → 0), and has a minimum at an equilibrium distance where
Coulomb attraction and repulsion of electrons and nuclei are balanced. Near the
equilibrium distance the Morse potential can be approximated by the harmonic
oscillator potential. A quantum mechanical treatment of these oscillations in the
internuclear distance leads to a set of vibrational states that are equidistant in
energy, with corresponding vibrational wavefunctions.
Molecules consisting of multiple atoms can be treated as coupled oscillators.
Their vibrations can than be simplified to normal modes, which are collective
movements such as a stretching of carbon bonds along the polymer backbone or
breathing modes of phenyl rings (a group of carbon atoms forming a hexagon).
The positions of the nuclei are then considered as one point in the multidimen-
sional coordinate system of the normal mode coordinates Qi. To obtain the
potential energy surface in this coordinate system, the lowest energy electronic
wavefunction can be calculated for each nuclear position. In practice it is often
sufficient to consider only the normal modes that are most relevant for the states
and transitions of interest, and the potential energy is displayed as a curve along
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one of these normal mode coordinates. Since these curves depend on the electron
wavefunctions they are different for each electronic state. In the simplest case the
energy curve of the first excited states is shifted upwards and towards a larger Q,
reflecting the higher electronic energy and an increased average nuclear distance.
2.1.3 Radiative Transitions
One of the most important ways molecules interact with the environment is
through absorption or emission of light. Understanding these processes is not
only crucial for utilising organic molecules in optoelectronic devices such as solar
cells or light emitting diodes, but also for using spectroscopic techniques to study
these molecules. These radiative transitions can be treated by quantum me-
chanical perturbation theory. Here, the interaction of the molecular states with
photons is considered by adding a new perturbing Hamiltonian Hˆ ′ to the original
Hamiltonian of the molecular system. This allows to treat the effect of photon
interactions as a small correction to the molecular states calculated previously.
It is then possible to derive an expression for the transition rate kif between an
intial state with the wavefunction Ψi and a final state with the wavefunction Ψf ,
which is termed Femi’s golden rule [9]:
kif =
2pi
~
∣∣∣〈Ψf | Hˆ ′ |Ψi〉∣∣∣2 ρf , (2.1)
where ρf is the density of the final states. In the case of radiative transitions,
the appropriate pertubation Hamiltonian is the electric dipole operator Hˆ =
erˆ, with the elementary charge e and the position operator rˆ. We consider
three components of the molecular wavefunctions: an electronic wavefunction
that depends on the spatial locations of the electrons r and nuclei R, Ψel =
Ψel(r,R); a spin wavefunction that depends on the spins α, β of the electrons,
Ψspin = Ψspin(α, β); and a vibrational wavefunction Ψvib = Ψvib(R). This yields
kif =
2pi
~
|〈Ψel,fΨspin,fΨvib,f | erˆ |Ψel,iΨspin,iΨvib,i〉|2 ρf (2.2)
=
2pi
~
|〈Ψel,f | erˆ |Ψel,i〉|2 |〈Ψspin,f | |Ψspin,i〉|2 |〈Ψvib,f | |Ψvib,i〉|2 ρf . (2.3)
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The last step is possible since the vibrational and the spin wavefunctions do
not depend on r. Approximating the wavefunction as a product of it’s three
component neglects interactions between them, which is based on the Born-
Oppenheimer approximation in the case of the electronic and the vibrational
wavefunction. Under these assumptions, radiative transition rates are propor-
tional to a product of three factors (equation 2.3): an electronic, a vibrational,
and a spin factor. As we will discuss in detail in the following, these factors give
rise to a set of selection rules governing the transition probabilities.
The electronic factor: There are three considerations when analysing the in-
tegral |〈Ψel,f | erˆ |Ψel,i〉|, also referred to as the transition dipole moment : Firstly,
the dipole operator has odd parity (its sign is flipped by spacial inversion). If the
initial and final states have the same inversion symmetry, the integral therefore
evaluates to zero. Since the ground state wavefunction of most molecules is sym-
metric (even parity, gerade), only states of odd parity (ungerade) are accessible
by the absorption of photons in the ground state. Transitions between states
of the same parity are said to be symmetry forbidden. Excited states that are
not accessible via radiative transitions are sometimes referred to as dark states.
Secondly, the integral value increases with increasing overlap of initial and final
wavefunctions. This increases the probability of radiative transitions between
states on the same molecule as compared to transitions involving multiple mole-
cules, for example the charge transfer exciton (CTE) states described in Section
2.2.3. Thirdly, the integral increases when the wavefunctions extend over a large
area. This leads to a stronger absorption for more delocalised states, for example
when adding repeat units in conjugated molecules.
The vibrational factor: The square of the integral |〈Ψvib,f |Ψvib,i〉| is referred
to as the Franck-Condon factor, F . It shows that the transition probability
depends on the overlap between the vibrational wavefunctions of initial and ex-
cited state. This is often called the Franck-Condon principle and is schematically
shown in Figure 2.3a. Following an excitation into a higher vibrational state of
the first electronic excited state, the molecule thermally relaxes to the lowest
vibrational state on a timescale of one picosecond. The inverse of the radiative
transition rate, referred to as the radiative lifetime, is typically of the order of
11
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(a) Radiative Transitions (b) Resulting Spectra
Figure 2.3: Illustration of the Frank-Condon principle: Energy diagram (a),
where radiative transitions are represented as vertical arrows since
nuclei are assumed to be stationary on these timescales. The tran-
sition rate depends on the overlap of the vibrational wavefunctions
shown in orange, and transitions occur from the lowest vibrational
energy level. This explains the shape of the emission and absorp-
tion spectra (b). In case of molecular crystals the spectral peaks
are broadened (black lines in (b)). Figures by Mark Somoza under
CC-BY-SA_2.5 and GFDL license [13, 14].
one nanosecond. Thus, the emission of photons usually occurs from the lowest
vibrational state of the electronic state involved.
The spin factor: The integral |〈Ψspin,f |Ψspin,i〉| is zero for different spins of the
initial and final state, and one for identical spins. Therefore, transitions between
states with different spin are spin forbidden. Transitions between singlet and
triplet states are only possible if the the triplet state is mixed with singlet states,
or vice-versa. This is caused by spin-orbit coupling, an interaction of the orbital
angular momentum and the spin angular momentum of the electronic state. The
strength of the spin-orbit coupling depends on the atomic number, so that these
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transitions have high rates only in molecules that contain heavy atoms. Emission
of photons due to a transition from a singlet state to the ground state is referred
to as fluorescence, and from a triplet state as phosphorescence.
2.1.4 Non-radiative Transitions
Molecules can change between states not only via exchange of photons, but also
through non-radiative transitions. In the previous section we have already de-
scribed vibrational relaxation, where molecules relax into the lowest vibrational
state without changing their electronic state. The excess energy is dissipated
into the surrounding molecules as heat. Since this often leads to a population of
excited states that follows the temperature dependent Maxwell-Boltzmann dis-
tribution, vibrational relaxation is often referred to as thermalisation.
Another type of non-radiative transition can occur between vibrational levels
of similar energies belonging to different electronic states. If both electronics
states involved have the same spin, this is referred to as internal conversion
(Figure 2.4a), if the spin changes during the transition as intersystem crossing
(Figure 2.4b). The corresponding transition rates can again be calculated with
perturbation theory (Equation 2.1), with the nuclear kinetic energy operator
∂/∂Q as the perturbing Hamiltonian [9]:
kif =
2pi
~
|〈Ψel,fΨspin,fΨvib,f | ∂/∂Q |Ψel,iΨspin,iΨvib,i〉|2 ρf . (2.4)
This can be evaluated by first integrating over the electronic and spin wave func-
tions, and then over the vibrational wavefunctions to yield
kif =
2pi
~
ρfJ
2F (2.5)
with
J = 〈Ψel,fΨspin,f | ∂/∂Q |Ψel,iΨspin,i〉 (2.6)
and the Franck-Condon factor F = |〈Ψvib,f |Ψvib,i〉|2. The Franck-Condon factor,
and in turn the non-radiative transition rate, has an exponential dependence on
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(a) Internal Conversion (b) Intersystem Crossing
Figure 2.4: Illustration of non-radiative transitions, followed by vibrational re-
laxation: (a) Internal conversion between states of the same spin. (b)
Intersystem crossing between states of a different spin.
the energy difference ∆E between the initial and the final state [15, 16, 17]:
kif ∝ exp
(
−γ ∆E
~ωM
)
, (2.7)
where γ contains structural information about the molecule and ωM is the fre-
quency of the highest energy vibration of the final state. This energy gap law is in
good agreement with experimental data [18] and often referred to when discussing
non-radiative processes in OSCs.
2.1.5 Transitions Between Molecules
Until now we have only considered transitions between states of the same molecule.
However, if molecules are in close proximity they can exchange energy via differ-
ent coupling interactions. This can again be treated with perturbation theory,
where the perturbing Hamiltonian describes the electrostatic interaction between
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Figure 2.5: Energy transfer between molecules: In Förster resonant energy trans-
fer (FRET, top left) energy is transferred between molecules via
Coulomb coupling. In exchange mediated Dexter-type energy trans-
fer, electrons move between the molecules.
the molecules. The initial and final state wavefunctions comprise an electron of
the energy donor and and electron of the energy acceptor, and include both elec-
tron and spin wavefunction. Calculating the electronic interaction energy with
this wavefunction leads to two terms: In one term the electrons change between
molecules, which is referred to as Dexter electron transfer. In the other term
the electron on the donor returns to the ground state, while the electron on the
acceptor is elevated to the excited state. This is termed Förster resonant energy
transfer (FRET). The overall transfer rate can be expressed as [19]
kET =
2pi
~
|V |2
∫ ∞
0
ID(λ) A(λ)dλ, (2.8)
where V = VFRET + VDexter is the electronic coupling between them, ID(λ) is the
normalised emission of the donor, and A(λ) is the normalised absorption of the
acceptor. Thus, the energy transfer rate is proportional to the overlap between
the donor emission and the acceptor absorption. Additionally, FRET can only
occur between states with the same spin.
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When calculating VFRET , the electrostatic interaction between the molecules
can be simplified by considering only the dipole-dipole interaction. This approx-
imation is valid when the intermolecular distance is much larger than their sizes.
In this case the coupling can be expressed as
VFRET ∝ |µD||µA|
r3
κ ∝ r−3, (2.9)
where µD and µA are the transition dipole moments of donor and acceptor, re-
spectively, r is the distance between the molecules, and κ is a factor that is defined
by the relative orientation between the dipoles (κ = 2 for collinear, 1 for parallel,
and 0 for perpendicular dipoles).
For Dexter transfer, the coupling strength depends on the overlap of the molec-
ular orbitals of the states involved. It reduces exponentially with increasing dis-
tance between the molecules
VDexter ∝ e−r. (2.10)
Thus, Dexter transfer is efficient only at small intermolecular distances compared
to FRET and typically dominates for r < 1 nm [9].
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2.2 The Physics of Organic Photovoltaics
2.2.1 Introduction to OSCs and Non-Fullerene Acceptors
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Figure 2.6: Scheme of an organic solar cell and the processes involved in the
generation of photocurrent. 1: Charge generation (singlet exciton →
CTE), 2: Charge separation (CTE→ free charges), 3: Charge extrac-
tion, 4: Geminate recombination, 5: Non-geminate Recombination.
The previous sections provided an general overview of the energetic states of
molecules and possible transitions between them. Now we will focus on processes
that are specifically relevant to photovoltaics. A typical OSC consists of several
layers: an active layer where charges are generated, electrodes to extract these
charges, and additional layers to reduce losses at interfaces. The active layer is
typically formed by an intertwined mixture of two types of molecules or polymers
with different electron affinities. This is referred to as a bulk heterojunction of
electron donor (smaller electron affinity) and electron acceptor (larger electron
affinity) molecules. Generating a photocurrent in such devices requires multiple
steps: Absorption of light to generate excitons, transport of excitons to an inter-
face between phases of different molecules, dissociation of excitons into electrons
and holes located on different molecules (CTE state), separation of these coulom-
bically bound charges into free charges, transport of charges to the electrodes,
and extraction of charges (Figure 2.6). These steps have to occur before excited
states recombine and transition back to the ground state. An overview of these
processes can be found in References [20] and [21].
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(a) Fullerene Acceptor PCBM (b) Non-fullerene Acceptor ITIC
Figure 2.7: Molecular structure of acceptor molecules in OSCs. (a) PCBM, a
typical fullerene-based acceptor. (b) ITIC, one of many non-fullerene
acceptors used in efficient devices.
For many years, the most efficient OSCs used fullerene derivatives as acceptor
materials, such as PCBM (Figure 2.7a). Blends of these molecules with suit-
able donor polymers or small molecules were able to achieve very efficient charge
separation and transport. However, fullerene acceptors suffer from a range of
disadvantages: First, their absorption spectrum is mostly in the UV wavelength
region, making them transparent for large parts of the solar spectrum. Second,
they are not stable under changes in temperature or photochemical excitation.
Third, their energy levels are difficult to tune. Therefore, significant efforts have
been devoted to finding alternative acceptor materials [22, 23, 24, 25, 26]. The
first non-fullerene OSC with an efficiency above state-of-the-art fullerene cells
used ITIC as an acceptor (Figure 2.7b). In recent years a large variety of non-
fullerene acceptor (NFA) molecules have been developed, achieving remarkably
high power conversion efficiencies (PCE) of 15.7% (14.9% certified) [27] for single
junction OSCs (one active layer) and 17.3% for a tandem cell (two active layers)
[28]. In this work we study the charge dynamics in several different non-fullerene
OSCs.
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2.2.2 Limits of Solar Cell Efficiencies
Figure 2.8: Current-voltage characteristics of a solar cell, with open circuit volt-
age VOC, short-circuit current JSC and the maximum power point Pm.
The fill factor FF = Pm/(VOC JSC) is the ratio between the light and
the dark rectangle.
Solar cell devices can be characterised by their current-voltage characteristics
(Figure 2.8). Important parameters for solar cell devices are the open circuit
voltage VOC, the short-circuit current JSC, and the fill factor FF = Pm/(VOCJSC),
where Pm is the point with the largest product of current and voltage. The current
extracted at a solar cell relates to the internal quantum efficiency of the device,
the number of electrons created per absorbed photon. The voltage depends on
the potential energy difference between electron and hole when they are extracted
and relates to the initial difference between HOMO and LUMO level as well as
any energy losses during charge generation, separation, and extraction. In the
following we will discuss the factors affecting solar cell efficiencies.
The thermodynamic efficiency limit of solar cells is referred to as the detailed
balance limit or Schockley-Queisser limit [29, 30]. This calculation approximates
the solar spectrum as the black body spectrum at 6000K, and makes two ad-
ditional assumptions: each photon above the absorption edge of the material
(often referred to as the optical bandgap Eg) is converted into an electron-hole
pair which contributes to the photocurrent, and no non-radiative recombination
of electron-hole pairs to the ground state occurs. The losses in an ideal solar cell
can be separated into four contributions [31]:
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Imperfect absorption loss: Photons with an energy below the absorption
onset of the solar cell do not generate excitons. This reduces the photocurrent.
Carnot loss: To calculate the Carnot loss, the solar cell is considered as an
ideal heat engine, with the sun as the hot reservoir (temperature TS), and the
solar cell as the cold reservoir (temperature TC). Thus, the maximum PCE is
reduced by the Carnot factor (1− TC/TS).
Thermalisation loss: Photons with an energy above the absorption edge gen-
erate ‘hot excitons’ which quickly thermalise. The difference between the photon
energy and the bandgap energy is dissipated as heat. This reduces the photovolt-
age.
Étendue expansion loss: The solid angle of the photons emitted by the solar
cell is larger than the solid angle of the incident photons from the sun. This
represents an increase in photon entropy, which reduces the PCE further.
The Schockley-Queisser limit describes an idealised solar cell, whereas addi-
tional losses occur in real devices. In this study we focus on two of these losses:
Losses due to non-radiative recombination: If excited states recombine
to the ground state via non-radiative transitions followed by vibrational relax-
ation, their energy is dissipated as heat. The voltage loss due to non-radiative
recombination can be expressed in terms of the external quantum efficiency of
the solar cell in an electroluminescence measurement (EQEEL, photons emitted
per electron injected) [15, 32, 33, 34]:
∆VOC,nrad = kB T ln(EQEEL), (2.11)
where kB is the Boltzmann constant and T the temperature. Benduhn et al.
found that non-radiative losses follow the energy gap law (Equation 2.7) and
concluded that they are caused by the non-radiative transitions that are intrinsic
to organic molecules [35]. Thus, they argued that these losses can not be avoided
in OSCs. This would reduce the maximum achievable PCE and blue-shift the
optimal bandgap. Others have also stressed the importance of reducing non-
radiative recombination [36, 37], and Menke at al. suggested that measuring the
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quenching of photoemission to identify promising materials for OSCs favours the
development of materials with large non-radiative losses [38].
Losses during charge generation and transport: It has been proposed that
a driving energy is needed to overcome the Coulomb binding energy of electrons
and holes. This would require separated charges to have a lower energy level than
the initially excited exciton, and therefore constitute a voltage loss. We will cover
this debate in more detail in the next section. Additional losses can occur during
the transport of charges away from the interface and towards the electrodes. For
example, aggregated phases with lower energy levels have been suggested to drive
charges away from the interface and prevent recombination [39].
2.2.3 Charge Generation, Separation, and the Role of Charge
Transfer States
In inorganic solar cells the exciton binding energy is of the order of the thermal
energy at room temperature. Similarly, for organic-inorganic perovskite solar
cells a recent study found binding energies of only a few meV [40]. Thus, once
generated these charges separate easily. In contrast, excitons in organic solar cells
are strongly bound, with binding energies exceeding 0.5 eV [41, 20]. As mentioned
above, there has been substantial debate on the need for excess energy as a driving
force for charge separation. A closely related question is whether strongly bound
CTE states are formed before charges separate. In this section we will describe
the states involved in charge generation and separation and how their energetics
affect solar cell efficiencies, which has been the subject of multiple review articles
over the past decade [21, 42, 43, 44, 38].
From a molecular orbital perspective, charge transfer involves a transfer of an
electron from the LUMO of the donor to the LUMO of the acceptor (Figure 2.9).
If instead the acceptor is the initially excited molecule, hole transfer can oc-
cur. In this case an electron is transferred from the HOMO of the donor to the
HOMO of the acceptor. If electron and hole, now on separate molecules, remain
close together, they are still coulombically bound. The internal energy of the
vibrationally relaxed CTE state is therefore lower than the energy of free charges
(Figure 2.10). Typical CTE binding energies are 200 - 300meV [20, 45, 46, 47].
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(a) Electron Transfer (b) Hole Transfer
Figure 2.9: Charge generation in the molecular orbital picture. (a) Electron
transfer, with the electron transitioning from the LUMO of the donor
to the LUMO of the acceptor. The dotted circle symbolises the
Coulomb binding between the hole on the donor and and the electron
on the acceptor. (b) Hole transfer, with the electron transitioning
from the HOMO of the donor to the HOMO of the acceptor. This cor-
responds to a hole being transferred from the acceptor to the donor.
Both processes form the same CTE state across the interface.
Figure 2.10: Energy level picture of charge generation and separation. The graph
shows the difference of electron affinity (EA) and ionisation potential
(IP) of the donor (roughly corresponding to the difference between
HOMO and LUMO levels); the energy of the donor singlet exciton
(S1), the CTE state, and free charges (FC); and the potential en-
ergy at the electrodes (qVOC). Also shown are the Coulomb binding
energies of the donor exciton (EB,Ex), and CTE (EB,CTE); the driv-
ing energy for charge separation (Eoffset), defined as the difference
between singlet and CTE energies and roughly corresponding to the
HOMO offset of donor and acceptor for hole transfer; the loss of free
energy during the extraction of charges (Eextraction), with contribu-
tions from a loss in potential energy and an increase in entropy; and
the total energy loss Eloss = Eg − qVOC.
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To overcome this binding energy, it has been proposed that excess energy
is required. In this model, charge separation at least partially occurs from vi-
brationally excited CTE states, referred to as hot CT states. Since vibrational
relaxation occurs within approximately one picosecond, charge separation must
occur on a faster timescale to be efficient [48]. Ultrafast charge separation has
indeed been observed in fullerene-based OSCs [49]. Thus, efficient solar cells have
been thought to require a substantial energy difference between their singlet state
and CTE state, referred to as the offset energy (Eoffset in Figure 2.10) or driving
energy. Several experimental studies have supported this model, finding links
between the driving energy and charge separation yield via optical measurements
[50, 51], and purely electrical measurements on a device [52]. Additionally, excit-
ing higher energy singlet states has been found to increase the generation of free
charges [53].
However, several studies have cast doubt on the need for excess energy as a
driving force of charge separation. Vandewal et al. found no effect of the exci-
tation energy on the current-voltage curve of several fullerene based OSCs, with
efficient charge generation even when directly exciting the vibrationally relaxed
CTE state [54]. Bässler et al. have argued that the Coulomb binding energy of
the CTE can be reduced by electrostatic screening and delocalisation of charges,
enabling separation from thermally relaxed CTE states [55]. The importance of
delocalisation and the crystallinity of the acceptor phase for efficient separation
has been suggested by others as well [49, 56, 57, 58]. It has also been suggested
that charge separation is entropy-driven. The density of states is drastically in-
creased for free charges as compared to bound charges at the interface, leading to
an increase in entropy. This lowers the free energy of separated charges, making
charge separation energetically favourable [59]. However, there would still be an
activation energy for the charge separation process. This has been studied by
Arndt et al. [60], who measured photon emission from CTE states and found
that the proportion of these states who do not separate into free charges depends
on the sample temperature. A similar result has been reported recently for non-
fullerene acceptor materials [61], where pump-push-photocurrent measurements
were used to extract an activation energy for charge separation of 100meV.
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Despite these indications that excess energy is not a necessary condition for
efficient charge separation, for many years there had been no OSCs with external
quantum efficiencies (EQE) above 50% and energy losses Eloss below 0.6 eV [62].
Here, the energy loss is defined as the difference between the singlet energy of
the lower bandgap material, as determined by the absorption onset, and the open
circuit voltage of the solar cell multiplied by the elementary charge (Figure 2.10):
Eloss = Eg − eVOC.
However, recent materials have begun to break this trend. Ran et al. reported
PIPCP:PC61BM devices with an energy loss of 0.52 eV, and an EQE of about
60%. Since the emergence of non-fullerene acceptors, several additional materials
with high PCE and low voltage losses have been developed [63, 64, 65, 66, 67, 37].
These materials often have a negligible offset between the singlet energy of either
donor or acceptor and the CTE energy, thus providing no significant driving force
for charge separation. This leads to the question of whether there are properties
in non-fullerene acceptors that allow them to separate charges more easily than
their fullerene-based counterparts. In this work we aim to provide further insights
regarding this question.
An additional interesting aspect of the negligible offset between CTE and
singlet exciton states is potential hybridisation between them. If these states are
almost isoenergetic, how do they interact with each other? Three studies have
considered the electronic state at the interface as a mixture of the locally excited
exciton and the CTE state [68, 69, 70]. Since the formation of a CTE state
results in a change in dipole moment [71], the CTE character of the interfacial
state can be determined via the polarisation anisotropy between absorption and
emission [69, 70]. A recent study proposed that this hybridisation can reduce
non-radiative voltage losses [72]. Furthermore, Chen et al. suggested that the
effect of hybridisation is important even in materials with large offsets between
CTE and singlet exctiton [73].
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2.2.4 Charge Recombination
To contribute to photocurrent, charges have to be extracted before they recom-
bine to the ground state. There are two different ways charges can recombine:
geminate recombination, where the same electron and hole that formed the ini-
tial CTE or singlet exciton recombine, and non-geminate recombination, where
random encounters of separated charges form new electron-hole pairs. They can
be experimentally distinguished through their fluence dependence [52, 39]: The
probability of random encounters for non-geminate recombination depends on
the square of the charge density, while the rate of geminate recombination de-
pends linearly on their density. Thus, kinetics of non-geminate recombination
normalised to the initial density show a faster decay at higher excitation den-
sities, while geminate recombination kinetics are fluence-independent. Strong
geminate recombination is a result of inefficient charge separation [52, 39], which
reduces the open circuit current of the device. Strong non-geminate recombina-
tion has been shown to predominantly effect the fill factor [74] and open circuit
voltage [46].
A standard model of non-geminate recombination is the Langevin theory [75],
which describes recombination in a homogenoeus medium and assumes that every
electron that encounters a hole recombines. However, observed recombination
rates k in efficient OSCs are typically lower than the ones predicted by Langevin
theory (kLAN) [76], which is often express in terms of the Langevin reduction
factor ζ = k/kLAN. Various alternative models of non-geminate recombination
have been developed that include the influence of energetic disorder, interfacial
states, or different mobilities of electrons and holes [77, 78, 79]. For example, the
interface morphology and size of the donor and acceptor domains have been shown
to influence recombination rates in Monte-Carlo simulations [80], and aggregation
can lower the optical bandgap and drive charges away from the interface, thus
suppressing recombination [39].
An additional effect that could reduce the apparent non-geminate recombina-
tion rate is the formation of an equilibrium between CTE states and separated
charges [81, 46]. In this model, CTE states formed by encounters of free charges
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can separate again, and only a small proportion is lost via non-radiative recom-
bination to the ground state. Thus, most CTE reformation events do not reduce
the density of charges, contrary to the assumptions in Langevin theory.
2.2.5 Triplet Formation
As we have discussed above, encounters of charges only reduce the PCE if the
thereby formed CTE states subsequently recombine to the ground state. A major
pathway for this is the formation of triplet states. When electrons and holes
collide, they randomly form either singlet or triplet states (CTE1 or CTE3). Since
there are three possible configurations for triplet states, three quarters of the CTE
states will have triplet character. This allows them to transition into a triplet
exciton state (T1) of either donor or acceptor without the need for intersystem
crossing [82]. Re-separation into free charges from the T1 state is very unlikely,
and the molecules will eventually undergo non-radiative recombination. It has
been shown that for some fullerene based OSCs this process can be responsible
for the majority of losses in extracted charges [83]. However, another study found
no influence of the T1 energy level on the rate of non-radiative recombination, and
suggested that non-radiative recombination occurs directly from the CTE state
[84]. Nevertheless, evidence of T1 formation in OSCs likely indicates losses that
could be avoided, for example via careful design of molecular energy levels.
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Methods
In this chapter we present the experimental methods we used in our investiga-
tions. It begins with the steady state measurements of photon absorption and
emission. These techniques are used for a basic characterisation of materials, but
are also vital for interpreting the spectral features in the more advanced measure-
ments. Similarly, information from steady state electroabsorption measurements
can help identify features of separating charges in pump-probe (PP) spectra. We
follow by briefly describing a time-resolved photoluminescence (PL) technique,
which complements the time-resolved absorption studies that form the core of
our investigation. The main part of this chapter then describes PP spectroscopy,
providing an overview of the setup used and the non-linear optical effects that al-
low us to generate the laser pulses used in the experiment, as well as a discussion
of the spectral features that can be observed in PP spectra.
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3.1 Steady-State Measurements
3.1.1 UV-Vis Absorption
Measuring the absorption of molecular films and devices is a standard technique
during materials development and allows basic characterisation of molecular fea-
tures. In our measurements we used a commercial UV-Vis setup (8453, Agi-
lent/Hewlett Packard). In this setup, the light of a Tungsten lamp and a Deu-
terium lamp are combined to a single collimated beam. This broadband light
source is collimated and directed onto the sample. The transmitted light is fo-
cused onto the entrance slit of a spectrometer, where it is dispersed by a grating.
Finally, the dispersed light is measured by a photodiode array. To obtain the
absorption spectrum, the spectrum I(λ) of the light transmitted by the sample is
compared to the initial spectrum I0(λ) measured without the sample. From the
difference between these spectra the absorbance A(λ) is calculated according to
I(λ) = I0(λ) 10
−A(λ).
3.1.2 Photoluminesence
A complementary technique to measuring the absorption of molecular film is PL
spectroscopy. Here, we excited the samples with a laser and then measured the
emitted light with spectrometer and a photodiode array. We used a 407 nm pulsed
laser (LDH407, PicoQuant), with a pulse length of around 100 ps, a repetition
rate of 40MHz, and a pulse energy of 6 pJ/cm2. The light emitted from the
sample was collected with a collimating lens, and then focused onto the entrance
slit of a spectrometer (SpectraPro 2500i, Acton) with a grating with 150 grooves
per millimetre. The dispersed light was measured by a CCD camera (PIXIS 100F,
Princeton Instruments).
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3.1.3 Electroabsorption
Monochromator
Lamp
Photodiode
Lock-In
Amplifier
Source-
meter
Voltmeter
Oscillating Voltage
Sync
Signal
Figure 3.1: Overview of the steady-state EA setup: Monochromatic light is fo-
cused onto a sample at a 45◦ angle, where it is transmitted by the
sample and reflected off the back contact. The intensity of the trans-
mitted light is measured by a photodiode. A sourcemeter applies an
oscillating electric field to the sample, and a lock-in amplifier detects
the signal from the photodiode that oscillates with this frequency.
The average photodiode signal is measured by a voltmeter.2
When molecules are subjected to a steady electric field, the energies of their
excited states can shift downwards. This results in a red-shift of the absorption
spectrum, a phenomenon known as the Stark effect [85]. Comparing the differ-
ence between the absorption spectra with and without an external electric field
yields a electroabsorption (EA) signal proportional to the strength of electric
field that roughly corresponds to the first derivative of the absorption spectra
[86]. We measured this effect by applying an electric field to polymer films in a
diode structure and measuring how the transmission of a monochromatic beam
was influenced by the field intensity. To improve the signal-to-noise ratio, we
used an oscillating field instead of a steady field, and measured the effect on the
transmitted light with a lock-in amplifier.
In our setup, the light of a broadband Xenon arc lamp is reduced to a narrow
spectrum by a monochromator (25015/SM, Bruker). In the monochromator the
light is dispersed with a grating, and the wavelength range passing through the
exit slit is selected by rotating the grating. The monochromatic light is then
2The ComponentLibrary (http://www.gwoptics.org/ComponentLibrary/) by Alexander
Franzen was used for schematics in this thesis (CC-BY-NC 3.0 Unported License).
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focused on the sample at an incident angle of 45◦. The beam is reflected off the
back-contact, collimated, and focused onto a silicon photodiode. The excitation
wavelength is then scanned from 680 - 900 nm.
The electric field applied to the sample is produced by a source measurement
unit (2400 SourceMeter, Keithley), generating a field oscillating from 0 - 4V, with
a modulation frequency of 470Hz. The signal from the photodiode is measured
twice: The average signal (DC component) is detected by a multimeter (34401A,
Hewlett Packard), while the oscillating signal (AC component) is recorded by
a lock-in amplifier (SR830, Stanford Research Systems). For each wavelength,
the change in the transmitted light induced by the electric field, as measured by
the lock-in, is normalised by the overall transmitted light, as measured by the
photodiode. More details on this technique can be found in the PhD thesis by
Thomas M. Brown [87].
3.2 Time-Correlated Single Photon Counting
To measure the decay times of PL, we used a time-correlated single photon count-
ing (TCSPC) setup. It generates a histogram of the time between emission of
a laser pulse exciting the sample, and detection of a photon emitted from the
sample.
The sample is excited with a pulsed supercontinuum laser (SC400-2-PP, Fian-
ium), reduced to a narrow spectrum by a bandpass filter. The emission from the
sample is collimated and then focused onto the entrance slit of a monochromator.
As described in the previous section, this reduces the incoming broadband pulse
to a narrow spectrum. The resulting beam is detected with a photomultiplier
tube (PMT) that is sensitive enough to detect single photons. The electrical
trigger pulses from the laser diode driver and the PMT are processed by a Becker
& Hickl TCSPC module (SPC-150N), which calculates the time between excita-
tion and detection for each photon and generates a histogram. The time-resolved
PL decays presented in Section 4.4 show these histograms as kinetics. The time
resolution of the setup is ∼ 1 ns.
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3.3 Pump-Probe Spectroscopy
3.3.1 Setup Overview
Laser
Harmonic
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2nd Harmonic
NOPA
3rd Harmonic
NOPA
OPA
Sample
Area
Figure 3.2: Overview of the pump-probe setup. The laser output is directed to
four modules: A commercial harmonic generation unit, a commercial
optical parametric amplifier (OPA), and two self-built NOPA setups.
One of the NOPAs is pumped by the second harmonic output, the
other one by the third harmonic output. The fundamental beam and
the outputs from the OPA and the NOPAs are directed towards the
sample area.
The main method we used to study excited states in our samples is pump-
probe spectroscopy (PP), which has been widely employed to measure optoelec-
tronic processes in organic semiconductors [88]. In this technique we measure how
exciting the sample with a ‘pump’ pulse affects the transmission of a broadband
‘probe’ pulse:
∆T
T
=
Tpump on − Tpump off
Tpump off
.
The dynamics of excited state populations can be studied by measuring this
change in transmission for different delays between pump and probe. By using a
chirped probe pulse and an ultrashort short pump pulse, time resolutions below
10 fs can be achieved [89]. The time resolution depends on the spectral bandwidth
of the probe, the temporal width of the pump, and the specific interaction of the
sample the with the probe [90].
To generate the pulses we used a pulsed Yb:KGW-based laser (PHAROS,
Light Conversion). It generates pulses with a duration of ∼ 200 fs, a wavelength
of 1030 nm, a repetition rate of 38 kHz, and a power of 14.5W. For generating
31
3 METHODS
Dichroic 
Mirror 
IrisSample
Sapphire
Delay Stage
WL Generation
Spectrometers and Cameras
Fr
om
 N
O
PA
Fr
om
 L
as
er
10
30
 n
m
Pu
m
p
Figure 3.3: Sample area of PP setup: The white-light probe is generated by fo-
cusing the 1030 nm beam onto a sapphire crystal. A chopper reduces
the frequency of the pump, and a mechanical delay stage before the
white-light generation controls the delay between pump and probe.
Both beams are focused onto the sample. The pump is then blocked,
while a dichroic mirror splits the probe into a visible and NIR compo-
nent, which are dispersed by spectrometers and measured by cameras.
the pump pulse, we use four different modules (Figure 3.2): a harmonics genera-
tor, an optical parametric amplifier, and two non-collinear parametric amiplifiers
(NOPAs). A commercial module (HIRO, Light Conversion) generates second
and third harmonics of the fundamental wavelength. The outputs of this mod-
ule, together with the fundamental laser output, are then used for generating the
broadband pump in the NOPAs, as described in the next section. If no short
pulse duration is needed, a commercial optical parametric amplifier (OPA, OR-
PHEUS, Light Conversion) can be used to generate narrow-band pump pulses.
The output of the NOPAs and the OPA are then directed towards the sample
area, together with the fundamental beam.
In the sample area of the setups (Figure 3.3), the pump frequency is halved
by a chopper. Thus, we are alternating between probing the sample with and
without excitation. Before the fundamental is used to generate white-light, as
described in the next section, a motorised delay stage with micrometer precision
is used to adjust the length of the beam path. This allows us to scan the delay
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between the pulses. Subsequently, pump and probe are focused onto the sample
with a concave circular and a parabolic mirror, respectively. The transmitted
pump is then blocked by an iris. The probe is split into a visible and a NIR
beam by a 950 nm dichroic mirror. Each beam is dispersed by a spectrometer
(Shamrock 163, Oxford Instruments), with a 550 nm blazed grating for the visible
light and a 1200 nm blazed grating for the NIR light. The visible light is then
detected by a silicon camera (custom built by Stresing Entwicklungsbüro, using a
Hamamatsu S11490 photodiode array). The NIR light is measured by an InGaAs
camera (SU1024LDH2, Sensors Unlimited). The cameras are triggered by the
chopper sync signal, connected in series, which allows to simultaneously measure
the whole probe spectrum.
3.3.2 Non-linear Optics
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(b) Parametric Amplification
Figure 3.4: Illustration of energy and wave-vector conservation (phase matching)
in non-linear optics: In second harmonic generation (a) the energies
~ω of the incoming photons with radial frequency ω are added, the
wave-vectors k are automatically matched. In optical parametric am-
plification (b) the energies ~ω of the incoming photons are subtracted,
and phase matching of the wave-vectors depends on the angle between
the incoming beams.
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To generate the laser pulses for our pump-probe experiment, we make use
of non-linear optical effects. When light and matter interact, a dipole moment
is induced, referred to as polarisation. This polarisation can be expressed as
a power series of the electrical field. To describe effects that occur at low light
intensities, such as changes in the beam path due to differences in refractive index,
it is sufficient to only consider the linear term of the polarisation. However, at
high intensities the non-linear terms become relevant, describing the interaction
of multiple photons. For example, second harmonic generation can be described
as adding the energy of two photons to form a virtual energy level (Figure 3.4a).
From this virtual level, a photon of twice the initial frequency is emitted. In
the following we will describe two additional useful non-linear effects. A more
detailed description can be found in the book “Nonlinear Optics” by Robert W.
Boyd [91].
3.3.2.1 White-light Continuum Generation
When intense ultrashort pulses are tightly focused in crystals such as yttrium alu-
minium garnet (YAG) or saphhire, the spectrum of the pulse broadens drastically.
This effect is referred to as supercontinuum generation or white-light generation.
Describing the mechanism behind this phenomenon is still an active research field.
It is likely caused by a combination of self focusing of the beam, due to changes
in the refractive index, and self-defocusing, due to the generation of an electron
plasma [92]. However, other causes have been suggested as well.
In our setup we focus the 1030 nm beam onto Sapphire or YAG crystals of
high purity. By placing the crystals onto a micrometer stage we are able to
fine-tune the location of the focus within the crystal. We use a half-wave plate
followed by a polariser to attenuate the beam. This combination gives us precise
control over the beam intensity while maintaining a homogeneous beam profile.
By adjusting the focus and intensity we are able to optimise stability, spectral
output, and spatial profile of the white-light. To generate the probe we use a lens
with a 100mm focal length and a 4mm thick YAG crystal.
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3.3.2.2 Optical Parametric Amplification
SapphireNotch 
LP 
BBO 
1030 nm
2nd Harmonic
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Iris
Figure 3.5: NOPA setup to generate the pump beam: The fundamental beam is
focused onto a sapphire crystal to generate white-light. The white-
light is collimated and focused onto a BBO crystal. The second har-
monic beam is focused onto the focal spot of the white-light on the
BBO, generating the broadband pump beam. An iris and long-pass
filter are used to block the second harmonic and fundamental beams
and remove them from the spectrum.
To generate ultrashort tunable laser pulses, optical parametric amplification
can be used [93, 94, 95, 96, 97]. This process is similar to second harmonic gener-
ation, except that two beams with different frequencies ω1 and ω2 are interacting.
In the photon picture (Figure 3.4b), a higher energy photon populates a virtual
energy level ~ω1. The lower energy photon then stimulates the emission of one
photon of frequency ω2, and one photon with a frequency ω3 = ω1−ω2. However,
for this to occur, not only the energies ~ω of incoming and outgoing photons
have to conserved, but also their wave-vectors k = n(ω)ω / c, with the refractive
index n(ω) and the speed of light in vacuum c. This condition, also referred to as
phase matching, is only fulfilled for one angle between the two incoming beams.
Typically birefringent crystals are used for non-linear optics, where the refractive
index is anisotropic and depends on the polarisation of the light. Thus, by rotat-
ing the non-linear crystal and adjusting the angle of the beams it is possible to
change the wavelength for which these conditions are fulfilled. This is used in OPA
and NOPA setups, where one of the incoming beams is spectrally broad, allowing
one to choose the wavelength of the outgoing beam. In an OPA the incoming
beams are co-linear inside the crystal. In this configuration, phase matching is
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only possible for a narrow spectral range. In contrast, in a non-collinear OPA
(NOPA), simultaneous phase-matching over a broad spectrum is possible. This
allows us to generate broadband pump pulses, which is a pre-requisite for the
generation of short pulses due to the Heisenberg uncertainty principle.
In our setups (Figure 3.5) we start by generating white-light as described
above, which is collimated and then focused onto a β-barium borate (BBO) bire-
fringent crystal (37◦ cut, type I, 5◦ external angle). A notch filter is used to
remove the remaining strong intensity around the fundamental frequency. The
second (or third) harmonic beam is focused on the crystal as well, at an angle that
allows phase-matching. Following the parametrical amplification in the BBO, the
beam is collimated again, and a longpass filter and an iris are used to block the
second harmonic and remove its remaining intensity from the outgoing beam.
3.3.3 Typical Signals in Pump-Probe Spectra
Detector
Pump
Probe
Sample
Figure 3.6: Simplified scheme of the PP setup.
Having described the experimental setup used for PP spectroscopy, we will
now give an overview of the different features present in typical spectra. As
mentioned before, PP spectra are obtained by comparing the transmission of the
probe when the sample is excited, Tpump on, with the transmission when the pump
is blocked by the chopper, Tpump off (Figure 3.6):
∆T
T
=
Tpump on − Tpump off
Tpump off
.
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Figure 3.7: Overview of typical features in PP spectra. Figure by Dr Andreas
Jakowetz, adapted from a figure by Dr Simon Gélinas. Used with
permission.
There are three main features in typical PP spectra (Figure 3.7): The ground
state bleach (GSB), which is a positive signal similar to the absorption spectrum;
the stimulated emission (SE), which is a positive signal similar to the PL spec-
trum; and the photoinduced absorption (PIA), which is a negative signal that
originates from additional absorption of excited states. We will now describe
these signals in more detail.
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Figure 3.8: Origin of the GSB: If molecules are in an excited state, radiative tran-
sitions from the ground state are not possible. The pump therefore
increases the transmission at these transition energies, resulting in a
positive PP signal matching the absorption spectrum. Figure by Dr
Andreas Jakowetz, adapted from a figure by Dr Simon Gélinas. Used
with permission.
The GSB signal is the result of a reduced absorption when the sample is
excited (Figure 3.8). The absorption of molecules in the ground state can be
measured by steady state absorption spectroscopy, as described in Section 3.1.1.
After exciting the sample, fewer molecules are in the ground state than before.
Thus, the absorption at the energies that correspond to transitions from the
ground state to excited states is reduced. This increases the transmission at
these energies when the pump is on. Consequently, the GSB is a positive signal
with a shape matching the steady state absorption spectrum. Its intensity is
proportional to the number of molecules in any type of excited state.
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Figure 3.9: Origin of the SE: If molecules are in an excited state, the probe can
induce stimulated emission. The pump therefore causes more photons
to arrive at the detector, resulting in a positive PP signal matching
the PL spectrum. Figure by Dr Andreas Jakowetz, adapted from a
figure by Dr Simon Gélinas. Used with permission.
The SE signal is the result of stimulated emission from molecules in an excited
state (Figure 3.9). When molecules are excited by the pump, they quickly undergo
vibrational relaxation to the lowest vibrational level of the first exited state. From
this state, they can radiatively transition to the ground state at random delays
after the pump. The resulting emission can be measured by PL spectroscopy, as
described in Section 3.1.2. However, if the excited state interacts with a photon
of an energy that corresponds to a radiative transition to a lower energy state,
this increases the probability of transitioning and emitting a second photon of the
same energy. This process is known as stimulated emission, and can be induced
by the probe. These emitted photons are detected as increased transmission,
and therefore result in a positive signal that roughly matches the PL spectrum.
Yet, the steady state PL shows the time-integrated emission, while SE shows
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Figure 3.10: Origin of the PIA: If molecules are in an excited state, new radia-
tive transitions to excited states of higher energy are possible. The
pump therefore reduces the transmission at these transition energies,
resulting in a negative PP signal. Figure by Dr Andreas Jakowetz,
adapted from a figure by Dr Simon Gélinas. Used with permission.
radiative transitions from states that are populated at a specific time after the
push. For example, energy transfer from one type of molecule to another would
result in a SE signal from the first molecule at short pump-probe delays, and a
SE signal from the other molecule at long delays. To summarise, the SE shows
the population of excited states that can undergo radiative transitions.
The PIA signal is the result of absorption by excited states that transition
to higher excited states (Figure 3.10). When the pump excites the sample, new
transitions become possible. At the energies of these transitions the probe is only
absorbed by molecules in the excited state. This reduced transmission results in
a negative PP signal. In contrast to the SE signal, PIA is also caused by states
that are not accessible via radiative transitions from the ground state, such as
triplet excitons and charges.
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3.3.4 Electroabsorption Signals
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Figure 3.11: Origin of the EA signal: If the pump induces an electric field in
the sample, for example the field generated by separated electrons
and holes in solar cells, the absorption of the molecules in this field
is red-shifted due to the Stark effect. This results in a derivative-
like signal around the absorption edge of the molecule. Figure by
Dr Andreas Jakowetz, adapted from a figure by Dr Simon Gélinas.
Used with permission.
One additional signal that is particularly useful to study charge separation
in OSCs is the EA signal. As mentioned in Section 3.1.3, electric fields cause a
red-shift of the absorption by lowering the energy levels of the molecules. Thus,
if the pump induces a (non-oscillating) electric field in the sample, the sample
starts to absorb at energies below its first excited state energy. At higher energies
the absorption is reduced. Consequently, the ∆T/T signal is negative below the
absorption edge (less transmission) and positive above the absorption edge (more
transmission).
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In organic solar cells, the pump can induce an electric field via charge genera-
tion [47, 49, 98]. If charges separate at a donor-acceptor interface, they generate
a microscopic field between the electron and the hole. This shifts the absorption
of the nearby molecules. It can be shown that the intensity of the EA signal in a
PP spectrum is proportional to the energy stored in the microscopic fields across
the interface [49]. Since this energy increases when the charges separate, the EA
signal can be used as a measure of their separation [47, 49, 98, 99, 100]. However,
results have to be interpreted with caution, since other effects can also cause
shifts in the absorption spectrum and result in similar derivative-like signals.
(a) Device EA (b) Pump-Probe EA (c) Pump-Push-Probe EA
Figure 3.12: Schemes of different electroabsorption (EA) signals discussed in this
Thesis: A device EA signal (a) is often used as a reference. Here the
electric field is applied externally. In Pump-Probe measurements (b)
an EA signal is caused by the local field of charges separating across
the heterojunction. In Pump-Push-Probe measurements (c) the EA
signal is also caused by separated charges. However, in this case the
charges bound at the interface are separating due to interaction with
a laser pulse. Figures by Dr Phillip Chow, used with permission.
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Figure 3.13: Example of a model generated by the genetic algorithm. A set of
spectra optimised by the algorithm is multiplied with kinetics ob-
tained via least squares fitting to generate a two-dimensional map
of PP data.
The PP signals described in the previous section often overlap. Thus, identi-
fying the characteristic spectral features of the different species in the sample, or
extracting their time evolution, can be difficult. The genetic algorithm (GA) is
a numerical optimisation method that has been adapted by Simon Gélinas [101]
for the deconvolution of PP spectra into its components. It uses an iterative pro-
cedure similar to natural evolution to find combinations of spectra and kinetics
that explain the experimental data.
If, for example, two excited states are expected in the sample, the GA would
be set to find a combination of two spectra and corresponding time traces (kinet-
ics). The spectra are stored as horizontal vectors sspecies i and the time traces as
vertical vectors kspecies i. A two-dimensional map can then be obtained via matrix
multiplication and compared to the experimental data (Figure 3.13):
[
kspecies 1, kspecies 2
]× [sspecies 1
sspecies 2
]
=

st1
st2
st3
. . .
 = [TA]model (3.1)
where sti corresponds to the spectrum measured at the timepoint ti.
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The aim of the GA is to minimise the mean squared difference between the
experimental data [TA]data and the model [TA]model that the GA produces:
res = mean
(
([TA]model − [TA]data)2
)
. (3.2)
In the following we will describe the different steps of the algorithm.
3.4.1 Generation of a Random Population
In the first step, the algorithm generates a ‘population’ of sets of random spectra
which are stored as rows of a matrix:[
sspecies 1
sspecies 2
]
1
,
[
sspecies 1
sspecies 2
]
2
,
[
sspecies 1
sspecies 2
]
3
· · · (3.3)
Each spectrum consists of a sum of random Gaussian functions with added noise,
and a typical population size is 1000 sets of spectra. Increasing the population size
makes it more likely that a better solution is found but also increases computation
time.
It is possible to start the algorithm with an initial guess of spectra. In this
case, one member of the population consists of the unmodified initial guess, while
the other members are calculated as a sum of the initial guess and the random
spectra described above.
3.4.2 Evolution
In the next stage, the random population of spectra undergoes a process that is
similar to biological evolution. The best spectra are kept, while the worst ones
are combined into new spectra. This occurs in iterations of the following steps:
Fitness Calculation: The GA optimises a population of spectra, not of the
whole PP map. The kinetics that give the best approximation of the experimen-
tal data for each set of spectra are calculated on-the-fly whenever the ‘fitness’ is
evaluated. The optimal kinetics are obtained via a least squares fit, by multi-
plying the matrix of the experimental data with the pseudoinverse of the matrix
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containing the spectra:
[
kspecies 1, kspecies 2
]
=
[
sspecies 1
sspecies 2
]+
× [TA]exp , (3.4)
where + denotes the pseudoinverse of the matrix. These fitted kinetics can then
be used to calculate the residual according to Equations 3.1 and 3.2.
These kinetics can be negative, which is unphysical since they represent the
population of excited state species. However, temporarily allowing negative ki-
netics can be beneficial to find the optimal spectra faster. Thus, the optimisation
target of the algorithm is to maximise a fitness function f that contains a negative
kinetic penalty factor nkp:
f =
1
res · (1 + nkp · (nk<0/ntotal)) , (3.5)
where nk<0 is the number of time-points for which the kinetics are below zero,
and ntotal is the total number of time-points.
Breeding: To generate the population of the next step of the iteration, some
of the sets of spectra are kept, while others are replaced. The replacements
are ‘children’ spectra formed by combining two sets of ‘parent’ spectra. The
probability of being replaced is determined by the fitness of the parents according
to the adaptive crossover probability Pco [102]:
Pco(fij) =

f1−fij
f1−fav iffij > fav
1 iffij ≤ fav
(3.6)
where f1 is the fitness of the best set of spectra, fij is the average fitness of
the sets i and j, and fav is the average fitness of the whole population. Thus,
all combination of sets with a fitness below average will be replaced, and the
probability of replacing the remaining sets decreases with increasing fitness. It
is important to generate children spectra in a way that preserves features of the
parents without introducing step changes. This can be achieved with a mask G(x)
generated from a random Gaussian function. One set of spectra is multiplied by
the mask, and the other by the inverted mask (1−G(x)). Adding these modified
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spectra gives the first set of children spectra. For the second set of children,
the first parent set is multiplied by the inverted mask, and the second by the
non-inverted mask.
Mutation: As a last step of the evolution cycle, random noise is added to
randomly selected points of the spectra. This ensures a diversity of spectral
features and allows the development of new features over multiple iterations of
the evolutions.
3.4.3 Generating New Populations
After a predefined number of evolution iterations, all sets of spectra are discarded
except for the one with the highest fitness. These best spectra are then used as
an initial guess to start a new generation of random spectra as described in
Section 3.4.1. Each time a new population is generated, the algorithm reduces
the strength of the noise and the intensity of the random Gaussians that are
added to the initial spectra. This allows convergence to a set of spectra that does
not change further.
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3.4.4 Summary
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Figure 3.14: Overview of fundamental steps of the genetic algorithm.
An overview of the different steps of the GA is shown in Figure 3.14. Combined
with previous knowledge of both the spectral features and the possible excited
state dynamics in the sample, this algorithm can be very useful to extract the
spectral features and dynamics of the different excited states. However, it is
important to remember that this method involves random processes. Thus, the
outcome might depend on the start parameters and it is not guaranteed that
the resulting model represents the best approximation of the experimental data.
Additionally, the algorithm is not well suited to account for shifts in spectra.
Results should therefore always be interpreted cautiously, and the reproducibility
of the results should be tested by running the algorithm multiple times with many
different start parameters.
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Chapter 4
Charge Dynamics in
P3TEA:SF-PDI2
As detailed in Section 2.2.3, one of the major open questions in organic photo-
voltaics is how charge separation can be efficient without an ‘excess energy’ to
drive the process. Here we investigate the model non-fullerene organic photo-
voltaics (OPV) system P3TEA:SF-PDI2, which is highly efficient in generating
photocurrent despite having a negligible offset between singlet exciton and CTE
state.
We begin this chapter by introducing the materials studied and their ba-
sic characteristics. Subsequently, we identify their characteristic features in PP
spectroscopy and assign these features to the exited states present in the donor
polymer P3TEA: singlet excitons and holes. In the next section we study the
dynamics of these states in the P3TEA:SF-PDI2 blend during the charge genera-
tion and separation process. We find that a significant proportion of charges are
present on ultrafast timescales (< 400 fs), with a second slower charge generation
process occurring within tens of picoseconds, while charge separation is much
slower (∼ 100 ps). Comparing these timescales with the typical timescale of vi-
bronic relaxation, we propose that the charge separation is a thermally activated
process from relaxed CTE states. We continue by measuring the temperature-
dependence of these dynamics, and indeed find that charge separation is slowed
down when the sample temperature is reduced.
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In the last section we focus on the reverse process: reformation of CTE states.
We find a long-lived PL decay component in the blend, that is quenched when
applying a reverse bias. Supported by an analysis of the resulting PL spectra, we
suggest that singlet excitons are regenerated via bimolecular encounters of free
charges.
The thermally activated slow charge separation from relaxed CTE states is
in sharp contrast with conventional fullerene-based OSCs. Combined with the
observed singlet regeneration, this strengthens the notion that a better under-
standing of the role of CTE states in OSCs is crucial for materials development
and device design. The next chapter will therefore focus on directly monitoring
the CTE population.
This chapter is the result of a collaboration with Dr Philip Chow and co-
workers from the Hong Kong University of Science and Technology, who also
provided the samples for this project. Section 4.3.3 and 4.4 are largely based on
work by our collaborators and are included for completeness of the story. The
content is adapted from the resulting publication [103] (under review), with sub-
stantial contributions from Professor Sir Richard Friend and Dr Akshay Rao.
50
4.1 Properties of Studied Materials
4.1 Properties of Studied Materials
(a) Electron Donor (b) Electron Acceptor
Figure 4.1: Chemical structures of electron donor (a) and acceptor (b) molecules
used as a model system to study the dynamics of CTE states.
The main model system used in this study is a blend of the polymer P3TEA,
acting as an electron donor, and SF-PDI2, acting as an electron acceptor (Fig-
ure 4.1). As reported previously, this non-fullerene OPV system shows small
photovoltage losses and high charge generation quantum yields [66]. To deter-
mine the energy of the singlet exciton in a pristine P3TEA film, the authors
compared the normalised absorption and emission spectra. The intercept of the
spectra allows the extraction of ES1 = 1.72 eV. With an open circuit voltage of
VOC = 1.11V, this yields a photovoltage loss of Eloss = 0.61 eV. The external
quantum efficiency for electroluminescence (emitted photons per injected elec-
tron, EQEEL) of this device is high (0.5 × 10−4), indicating that non-radiative
voltage losses contribute ∼ 0.25V to Eloss (see Equation 2.11). Comparing the
spectra of the external quantum efficiency for the blend and the pristine donor,
the authors found almost no change at the absorption edge. In particular, they
did not observe additional absorption from the CTE state despite a dynamic
range of four orders of magnitude. Thus, they concluded that the offset between
singlet exciton and CTE state is negligible. This is plausible, given the small
difference between the LUMO levels of the two materials (50meV, Figure 4.2a).
Despite this lack of a driving energy, they measured an internal quantum effi-
ciency of nearly 90%. This highly efficient charge generation despite low voltage
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(a) HOMO & LUMO Levels [66] (b) Absorption
Figure 4.2: Absorption spectra (a) and energies of molecular orbitals (b) of
P3TEA:SF-PDI2 and its individual components. Also shown are the
spectra of the laser pulses used to excite the samples.
loss allows a PCE of 9.5%, making this system one of the most efficient OSCs
with a small voltage loss.
In this blend the acceptor has a higher bandgap than the donor and therefore
absorbs at smaller wavelengths (Figure 4.2). By exciting the blend at 680 nm we
therefore expect to predominantly excite the donor, allowing us to study electron
transfer to the acceptor.
An often used measure of charge formation efficiency is the extent of PL
quenching. We measured the (time-integrated) PL spectrum of pure P3TEA, the
P3TEA:SF-PDI2 blend, and a reference P3TEA:PCBM blend (Figure 4.3). The
P3TEA:SF-PDI2 blend is significantly less emissive than the pure P3TEA sample,
and slightly more emissive than the P3TEA:PCBM blend. To quantify this, we
measured the total PL quantum yield (PLQE, emitted photons per absorbed
photons) with an integrating sphere. The PLQE of the pure sample of ≈ 2%
was reduced to ≈ 0.2% in the non-fullerene blend, indicating efficient charge
generation. The fullerene blend had a further reduced PLQE of ≈ 0.1%. This
higher PLQE of the non-fullerene sample is consistent with the regeneration of
singlet excitons from free electron-hole encounters, as discussed in Section 4.4.
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Figure 4.3: Photoluminescence spectra of P3TEA, P3TEA:SF-PDI2, and
P3TEA:PCBM under 633 nm excitation (corrected for the difference
in absorbance between samples). Measurements and plot by Dr Philip
Chow and co-workers.
We extended our study to include three additional non-fullerene OPV blends
with negligible ES1–ECTE offsets, namely P3TEA:FTTB-PDI4 [104], P3TAE:SF-
PDI2 [105] and PffBT2T-TT:O-IDTBR [106] (see Appendix A.2 for details). De-
vices based on these blends can achieve large VOC of 1.13V, 1.19V and 1.08V,
respectively. The combination of small voltage losses (< 0.6V) and high exter-
nal quantum efficiencies (> 60%) allows these systems to achieve high PCEs of
7.1%, 10.6% and 10.4%, respectively. The various non-fullerene acceptors cover
a range of different structural motifs (Figure A.6) and allow us to generalise the
results of our study to any non-fullerene system with near zero energy offsets to
drive charge separation.
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4.2 Identifying Components of PP Spectra
(a) Pure P3TEA (b) P3TEA:PCBM
Figure 4.4: Identifying the spectral components of PP data: (a) Comparison of
the PP spectrum and the absorption and photoluminescence spec-
tra of a pristine P3TEA film. (b) Comparison of the PP spectra of
the pristine P3TEA film and a P3TEA:PCBM blend, where charge
generation is known to occur.
We start our PP studies by measuring a pristine P3TEA film and comparing
the resulting spectra with the UV-VIS absorption spectra and PL spectra (Figure
4.4a). This allows us to identify the different spectral features of the PP spectra
described in Section 3.3.3. The spectrum is positive at 550 - 750 nm and mostly
negative at longer wavelengths, with almost no signal at 850 - 900 nm.
The positive signal matches well with the absorption spectrum, and can there-
fore be assigned to the GSB of P3TEA. The regions where the signal is weakest
match with the PL spectrum, where we would expect SE. Thus, we assign the
PP signal in this region to a positive SE signal overlapped with a broad negative
PIA. We have therefore identified the characteristic PP features of the pristine
P3TEA film, where we expect the signal to be dominated by singlet excitons.
To identify the spectral features of charges in P3TEA, we measure a blend of
P3TEA with the donor polymer PCBM. The PP signal of PCBM in this wave-
length region is more than an order of magnitude lower than the signal of P3TEA.
Additionally, device measurements in this blend indicate that it efficiently gener-
ates charges (Appendix Figure A.1). Comparing the PP spectrum measured in
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the pristine P3TEA with the spectrum of the blend allows us to isolate the effects
of charges (Figure 4.4b). We observe three main effects: the lower-wavelength
edge of the GSB is blue-shifted (the zero crossing point shifts from 739 nm to
712 nm), the signal from 700 - 950 nm is much more negative, and the PIA above
1100 nm is reduced. The dip in the blend signal at 790 nm is likely to be an
artefact, caused by saturation of the detector at this wavelength.
The more negative signal at 800 - 950 nm was expected: We previously de-
scribed how in this region the PIA is overlapping with the SE from P3TEA
singlets. If these singlets are converted into charges, we expect the positive SE
to disappear and the signal to become more negative. Furthermore, we can now
confirm that the strong PIA at wavelengths >1200 nm is a characteristic feature
of singlet excitons in P3TEA, whereas charges have a much weaker signal in this
region. The shift of the GSB and the additional negative signal at 700 - 750 nm
is likely to be an EA feature. As described in Section 3.3.4 this signal indicates
charge separation. We will discuss this feature in more detail for the P3TEA:SF-
PDI2 blend in the next section.
To summarise, we have identified the following species and their characteristic
features:
• Donor (P3TEA) singlet exciton: GSB at 550 - 750 nm, SE at ∼ 800 -
950 nm, broad PIA at >1200 nm
• Donor (P3TEA) hole polaron: GSB at 550 - 700 nm, EA at ∼ 700 -
750 nm, PIA at ∼ 750 - 900 nm
In the next section we will compare these features with the features in the
P3TEA:SF-PDI2 blend.
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4.3 Exciton Dissociation
4.3.1 Tracking Charge Generation and Separation
(a) Pristine P3TEA: Spectra (b) Pristine P3TEA: Kinetics
(c) P3TEA:SF-PDI2: Spectra (d) P3TEA:SF-PDI2: Kinetics
Figure 4.5: Charge generation and separation: PP spectra (a) and kinetics (b) of
pristine P3TEA. PP spectra (c) and kinetics (d) of the P3TEA:SF-
PDI2 blend. The wavelength ranges used for extracting kinetics are
shown as a grey overlay in the spectra. The black dotted line in
panel (c) is the EA spectrum measured on a device. The spectra
are normalised to the absolute signal strength integrated over the
wavelength range shown, the kinetics are normalised to the maximum
absolute signal intensity.
To explore the mechanism of charge generation and separation in P3TEA:SF-
PDI2, we study the kinetics of the spectral features identified above. In the
pristine P3TEA film the spectra do not change significantly when increasing the
pump-probe delay (Figure 4.5a). The decaying kinetics taken at three different
wavelength ranges show almost identical behaviour (Figure 4.5b), indicating that
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there is likely only one excited state population present in the pristine P3TEA
film, namely singlet excitons. A fit with a sum of exponential decays revealed
characteristic decay times of ∼ 62 ps and ∼ 360 ps (Appendix Figure A.2).
In contrast, in the blend the spectra evolve significantly as the probe delay
increases (Figure 4.5c): The edge of the GSB blue-shifts, a new negative feature
grows in at 700 - 750 nm, and the GSB peak is reduced. Additionally, the negative
signal at wavelengths > 750 nm is stronger than in the pure film. Also shown is
the EA signal measured under continuous excitation at a device (see Sections 3.1.3
and 3.3.4 for details), which matches the new negative feature around 720 nm.
Taking into account the spectral components identified in the previous section,
we can assign the observed spectral features in this blend as follows: The stronger
negative signal above 750 nm is caused by the overlapping PIA of singlet excitons
on the donor and holes generated via charge transfer onto the acceptor. The
growing signal at the absorption edge, which also shifts the edge of the GSB, is
likely to be an EA signal due to separation of these charges. We note that we do
not observe spectral changes after 100 ps.
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Figure 4.6: Illustration of the origin of a derivative signal in PP spectra. When
measuring the change in transmission, a red-shift of the absorption
leads to a signal similar to the first derivative of the absorption (a).
A blue-shift of the absorption leads to a signal of opposite sign (b).
As discussed in Section 3.3.4, the growth of a derivative-like signal near the
absorption edge has been interpreted as indicating an increasing separation of
charges in previous publications [47, 49, 98, 99, 100]. However, since the EA
signal could easily be confused with other shifts in the absorption spectrum we will
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briefly discuss our assignment. We need to distinguish between a simple shift in
the GSB, which could for example be caused by an exited state population moving
to states with different energies, and a derivative-like signal which also includes
the growth of a negative signal at the absorption edge. First, we observe a blue
shift of the ground state bleach. This would correspond to excited states moving
to states with higher energy, which is unlikely. Second, we observe a negative
signal at 730 - 750 nm in addition to the shift in the GSB, which is consistent with
the growth of a derivative signal. This signal appears in the Pump on - Pump
off spectrum when the absorption spectrum of the sample under excitation with
the pump (Pump on) is shifted, as compared to the absorption spectrum of the
sample without excitation (Pump off ). A red-shift of the absorption causes a
signal similar to the first derivative of the absorption spectrum, with a negative
signal at the red edge of the absorption, while a blue-shift causes a signal of
the opposite sign (Figure 4.6). Our observation thus indicates a red-shift of the
absorption, consistent with a Stark effect due to microscopic fields of separating
electrons and holes.
Another origin of derivative-like signals in PP spectra are thermal effects [107].
If the pump increases the sample temperature, we would expect an increase in the
optical bandgap and thus a blue-shift of the absorption spectrum (an effect we
observe in our temperature-dependent measurements discussed in Section 4.3.3).
This would lead to a positive PP signal near the absorption edge (Figure 4.6b),
in contrast to our observation.
To conclude, it is implausible that this signal is caused by either a shift of
excitons to states with different energies or by thermal effects. Together with
the appearance of a similar signal in the P3TEA:PCBM blend and prior strong
evidence for charge generation occurring in these blends, we can be confident that
by tracing this signal we are able to monitor charge separation dynamics.
For a better understanding of these dynamics we analysed the kinetics of these
features (Figure 4.5d). Kinetics were extracted at the following wavelength ranges
(grey shades in Figure 4.5a): 600 - 680 nm, where the spectrum is similar to that
of pristine P3TEA; 730 - 750 nm, where the pronounced EA signal is observed;
and 850 - 900 nm where the PIA features of singlet excitons and hole polarons
overlap.
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600 - 680 nm (singlet and charge GSB): The signal continuously decreases
to about 50% of its initial intensity at the end of the measurement window.
Compared to the same kinetic in the pristine sample the signal intially decreases
faster (in the 1 - 100 ps range), and then shows a much slower decay (>100 ps).
730 - 750 nm (EA): The signal slowly increases up to 100 ps and then decreases
together with the overall signal intensity.
850 - 900 nm (singlet and charge PIA): The signal appears within our time-
resolution of ∼ 0.3 ps, is constant for the first 50 ps, and then slowly decays. At
the end of the measurement window the signal is still at 60% of its initial value,
while the signal at the same wavelengths in the pristine sample has completely
disappeared.
The fact that we do not observe a rise of the PIA at 850 - 900 nm could indicate
that a significant part of the charge generation occurs within the time-resolution
of our measurement of a few hundred femtoseconds. A similar behaviour has
been reported previously by Liu et al. in the original publication of this OPV
system [66], estimating that 23% of excitons dissociated within 100 fs. They also
reported that the remaining charge-generation occurs with a characteristic half-
lifetime of 3 ps, which we do not observe in this measurement. Their assessment
was based on the decay of the exciton PIA in the NIR region of the spectrum.
However, they did not observe a corresponding rise of the hole PIA on the same
timescale. It is possible that the limited wavelength range in our data prevents us
from observing this slower charge generation process. We will discuss this further
in the following section.
Another explanation for the presence of hole features in the initial spectrum
could be the hybridisation of singlet exciton and CTE states, as discussed in
Section 2.2.3. If singlet and CTE form a new mixed state, we would not be able
to observe a transition between them on the timescales of our measurements.
The rise of the EA signal shows charge separation occurring on a timescale
of ∼ 100 ps. We highlight that by tracking the emergence of the EA signal we
monitor the separation dynamics of CTEs to free charges, while other reports to
date focused on measuring the charge transfer time across the D/A heterojunc-
tions in non-fullerene OSCs, i.e. the conversion of excitons to CTEs [37]. On the
same timescale we observe a decrease in the GSB, which is likely linked to the
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charge separation as well. The slower decay of the GSB compared to the pristine
sample can be explained with the difference between singlet and charge decay.
The kinetic in the pristine film shows the lifetime of singlet excitons, while the
late-time kinetics in the blend show slowly decaying separated charges.
The slow timescale for charge separation of CTEs measured here (∼ 100 ps)
contrasts with the fast rate of vibrational relaxation for CTEs (≤ 100 fs) [36, 108,
109]. This means that CTE separation must occur from thermally-relaxed CTEs
[54]. Furthermore, it is several orders of magnitude slower than in conventional
OSC blends, where ultrafast charge separation on a timescale of hundreds of
femtoseconds is considered necessary for good device performance [49]. We note
that no ‘excess energy’ is available for the systems studied here, as they have
negligible ES1–ECTE offsets. However, as the internal energy of free charges must
lie above the coulombically-bound CTE, it follows that charges must overcome
the Coulomb energy barrier to separate into free charges. This barrier, the CTE
binding energy, is typically found to be 200 - 250meV [20, 38, 46, 49]. We thus
propose that the slow charge separation measured here for the non-fullerene sys-
tems is due to the need for thermal activation of the CTEs to free charges, making
the process endothermic.
4.3.2 Charge Dynamics at Higher Fluences
In the next chapter we will discuss pump-push-probe (PPP) data measured on this
system. To obtain a good signal-to-noise ratio the pump intensity was drastically
increased for the PPP measurements, compared to the PP measurements. To
ensure that this does not change the dynamics we simultaneously measured the
PP signal. The resulting spectra are shown in Figure 4.7, normalised as described
above.
In the wavelength range up to 900 nm the spectra are very similar to the ones
in Figure 4.5, with differences largely due to the different wavelength range used
for normalisation (non-normalised versions of the plots are shown in Figure A.3).
Additionally, the extended wavelength range >900 nm, compared to the pre-
vious section, allows further analysis. In the spectra measured on the pristine
sample at 0.2 ps after the pump, we observe a strong PIA from 1200 to >1300 nm.
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(a) Pristine P3TEA (b) P3TEA:SF-PDI2
Figure 4.7: Charge generation and separation: PP spectra of pristine P3TEA (a)
and the P3TEA:SF-PDI2 blend (b) at the higher pump fluences used
in PPP measurements (∼ 1µJ/cm−2). Spectra are normalised to the
absolute signal strength integrated over the wavelength range shown.
In the blend this PIA is present at early times as well, although weaker. At long
pump-probe delays this signal has almost completely disappeared. Based on our
previous conclusion that the singlet excitons are transformed into charges in the
blend, we can assign this PIA to singlets in the P3TEA. The spectral change of
this PIA in the pristine sample is likely due to the overlapping positive SE signal.
The PL of this sample spans from 700 - 1000 nm (∼ 1.2 - 1.7 eV, Figure 4.9; also
Figure 4.4a), so we expect a SE signal in this wavelength which can disappear at
later times if the population shifts from a bright singlet state to a dark state. At
these high excitation densities it is also possible that singlet-singlet annihilation
leads to charge generation even in the pristine sample. This would also reduce
the singlet PIA. However, in the blend the signal continues to decay over several
tens of picoseconds, long after the fast timescale for the initial charge genera-
tion discussed above. Thus, in this measurement we do observe evidence for a
slow component of the singlet dissociation similar to the report mentioned in the
previous section, albeit on a longer timescale of tens of picoseconds.
This slow component could be due to diffusion of singlets to the donor-acceptor
interface before fast charge generation can occur. Another possible interpretation
is that only some of the singlet and CTE states are hybridised, causing the initial
charge signal, while others are separate singlet states that dissociate within tens
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of picoseconds. This could be the case if hybridisation strongly depends on the
local morphology at the heterojunction.
4.3.3 Temperature Dependence of Charge Separation
(a) ∆pump-probe: 2 ps (b) ∆pump-probe: 200 ps
Figure 4.8: Temperature dependence of PP spectra of P3TEA:SF-PDI2 as mea-
sured 2 ps after the initial excitation (a), and 200 ps after the initial
excitation (b). Also shown is the reference EA spectrum measured on
a device. Measurements and plots by Dr Philip Chow and co-workers,
used with permission.
To further explore the proposed endothermic nature of charge separation we
perform PP spectroscopy at reduced temperatures. We find little effect of tem-
perature at early times, with the PP spectrum (associated mostly with singlet
excitons) largely unchanged except for a slight red shift of the GSB due to lower-
ing of bandgap upon cooling (Figure 4.8a). At 200 ps, however, we observe a clear
temperature dependence (Figure 4.8b); the PP spectrum showing a weaker PIA
response at ∼ 750 nm and less spectral blue shift near the band edge at ∼ 700 nm
(which is associated with the rise of the EA response) at reduced temperatures.
This indicates that the long-range charge separation is suppressed at lower tem-
peratures in the non-fullerene blend, confirming that it is an endothermic process.
In contrast, reducing temperature has insignificant effects on charge separation
in the P3TEA:PCBM blend (Appendix Figure A.4), consistent with the consid-
erable ES1–ECTE offset expected for this system (see energy levels in Appendix
Figure A.7) and previous reports that charge separation via the delocalised elec-
tronic states of fullerene acceptors is a temperature-independent process [49, 110].
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Examining the effect of temperature on the charge generation yield, we find
that for the P3TEA:SF-PDI2 blend almost no photocurrent is generated below
∼ 120K (Appendix Figure A.5). In comparison, we find that P3TEA:PCBM has
a much weaker dependence on temperature. Weak temperature dependence of
photocurrent yield is also found in other efficient fullerene-based systems that are
designed with energy offsets to drive charge separation [110]. These results are
consistent with the proposed endothermic nature of free charge generation in the
non-fullerene blends studied here.
However, measurements of photocurrent probe not only the charge genera-
tion and separation but also carrier transport, recombination, and extraction
processes. One previous study of polymer solar cells attributed the temperature
dependence of the photovoltaic quantum efficiency (EQEPV, charges generated
per incident photon) mainly to charge separation, and given this interpretation
the authors extracted an activation energy Ea [110]. To achieve this, they fit-
ted the Arrhenius equation k = A exp(−Ea/kBT ) (with the rate constant k,
Boltzmann constant kB, the temperature T , and a pre-exponential factor A) and
replaced the rate k with the measured quantum efficiency, which corresponds to
the resulting overall efficiency of the process. The EQEPV depends on the com-
plex interplay of the rates of all processes involved. Besides, even in a simplified
model of an isolated charge separation process, measuring the temperature de-
pendence of the photocurrent or EQEPV under continuous illumination would not
yield the activation energy since all carriers would eventually overcome the ac-
tivation barrier [111]. Additionally, other studies have attributed changes in the
photocurrent exclusively to carrier mobilities [112, 113]. Thus, the possibilities
to extract information on the energetics of the charge separation process from
photocurrent measurements are limited.
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4.4 Dynamics of CTE Reformation
(a) Spectra (b) Kinetics
Figure 4.9: Photoluminescence data of pure P3TEA and the P3TEA:SF-PDI2
blend measured with and without reverse bias. Measurements and
plots by Dr Philip Chow and co-workers, used with permission.
We now turn to the dynamics of CTE reformation and the high EQEEL shown
by the non-fullerene blend. To investigate how charge generation influences the
emission from the donor singlet state, we compare the PL spectra of pristine
P3TEA and the P3TEA:SF-PDI2 blend. In order to identify the effect of charge
encounters, we measured the blend PL in a device under both open-circuit con-
ditions and when applying a negative bias of - 10V. The negative bias increases
the electron-hole separation, which lowers the rate of random encounters be-
tween charges [114]. Differences in the PL at 0V and at - 10V can therefore be
attributed to reformation of CTE states.
The spectra of pristine P3TEA and P3TEA:SF-PDI2 without applied bias are
very similar (Figure 4.9a), with a small red-shift of the emission for the blend.
When a negative bias is applied, the PL of the blend is reduced. The difference
between the blend emission at 0V and at - 10V (Figure 4.9a, black line) closely
resembles the PL spectrum of the pristine P3TEA, originating from the singlet
state. This is an initial indication that due to the negligible energy difference
between CTE state and singlet state of the donor, singlets are repopulated when
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charges collide. This has been reported previously for a polymer-polymer donor-
acceptor blend [115], and for non-fullerene OSC blends [37, 116].
We explore this further by analysing the decay of the PL signal via time-
resolved measurements (Figure 4.9b). Comparing the kinetics of pristine P3TEA
and the P3TEA:SF-PDI2 blend at zero bias, we find that in the first few nanosec-
onds the blend PL decays faster. This can be explained by quenching of the
singlet PL due to charge formation. However, at longer times (> 3 ns) the blend
PL decays slower than the PL from the pristine sample. This slow component is
reduced when a negative bias is applied. Both of these observations support the
view that when electrons and hole collide and form a CTE state, back-transfer
from this state to the singlet exciton can occur.
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4.5 Conclusions
In this chapter we presented our PP and time-resolved PL measurements of
P3TEA:SF-PDI2. In our PP data we found that the spectral features indicat-
ing the presence of charges initially appear on ultrafast timescales after the ini-
tial excitation (< 400 fs), which we attributed to either ultrafast charge transfer
or hybridisation of singlet and CTE states. However, the separation of these
Coulombically bound states into free charges occurs on a much slower timescale
of ∼ 100 ps. This is several orders of magnitude slower than in efficient fullerene-
based OSCs. Based on this slow separation and the lack of excess energy as a
driving force for charge separation, we proposed that in this blend charge sep-
aration is thermally activated. This was supported by our observation that the
separation is slowed down further at low temperatures.
In the high-fluence measurement, which covered a wider wavelength range, we
found evidence for a second, slow charge generation component (tens of picosec-
onds), similar to previous reports. This could be caused by either diffusion of
singlets to the interface or slow dissociation of non-hybridised singlets. Addition-
ally, we observed long-lived PL in the blend, that was quenched when we applied
a reverse bias. We assigned this emission to the regeneration of singlet excitons
via CTE states formed by non-geminate encounters of charges.
The slow charge separation from thermally relaxed CTE states and the regen-
eration of singlets from encounters of free charges suggest that CTE states play
an important role in the efficient generation of photocurrent in these materials.
However, the techniques described in this chapter do not allow us to directly
track the CTE population. In the next chapter we therefore turn towards PPP
spectroscopy.
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Chapter 5
Probing CTE States with
Pump-Push-Probe Spectroscopy
While PP spectroscopy allows us to track the spatial separation of carriers via
growth of the EA signal, as described in the previous chapter, it does not provide
a picture of the size of CTE population confined at the heterojunctions. In this
chapter we describe how we extended our PP spectroscopy setup with a third
laser pulse, which further excites the sample before measuring the absorption.
This PPP spectroscopy allows us to interact with excited states in the sample
and then probe the optical response to this additional excitation. In our case
we are able to identify a feature that is specific to the CTE states, allowing
us to probe these states directly at different times after the initial excitation.
Based on observations in the model polymer-donor non-fullerene-acceptor blend
P3TEA:SF-PDI2 we propose that these OSCs operate in a thermodynamic equi-
librium between free charges, CTE and singlet excitons. In sharp contrast with
conventional OSC blends, this allows endothermic charge separation of CTE via
thermal activation and hence results in minimum voltage loss. By extending our
study to P3TEA:FTTB-PDI4, P3TAE:SF-PDI2 and PffBT2T-TT:O-IDTBR, we
show that the proposed new operation mechanism is ubiquitous in non-fullerene
OSCs. We believe that this study provides insights that facilitate the development
of high performance materials.
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Following a description of the setup we begin our analysis of PPP spectra by
discussing the origin of the features observed in pristine P3TEA films. Since we
do not expect charges to be present in these samples, we can attribute all features
to an interaction of the push with singlet excitons. A careful investigation of the
spectral features and their dynamics in the pristine film then enables us to identify
additional features appearing in the P3TEA:SF-PDI2 blend. In particular, we
identify a feature that matches the device EA spectrum, which we attribute to
an increased charge separation when the push interacts with CTE states.
In the next section we investigate how this CTE response develops when
increasing the delay between the initial excitation and the push pulse. We find a
strong CTE signal at push delays of as long as 1 ns, which is approximately an
order of magnitude longer than the charge separation timescales determined in the
previous chapter. We also find that at low temperatures the CTE population per
singlet is drastically increased, providing further evidence for thermal activation
of the charge separation. Lastly, we find that interaction with the push can
regenerate singlets. Taken together, these observations provide evidence for the
formation of the thermodynamic equilibrium between states that we mentioned
above. At the end of this chapter we discuss the implications of these findings
for future efforts to increase OPV efficiencies.
This chapter is the result of a collaboration with Dr Philip Chow and co-
workers from the Hong Kong University of Science and Technology. The pump-
probe part of Section 5.2.4 is based on work by our collaborators, who also provided
the samples for this project. Section 5.2 and 5.3 are adapted from the resulting
publication [103] (under review), with substantial contributions from Professor
Sir Richard Friend and Dr Akshay Rao.
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5.1 Identifying Components of PPP Spectra
In this section we describe the different components we have identified in the
PPP spectra of P3TEA:SF-PDI2. We first focus on data from a film consisting
of only P3TEA, and discuss two PPP components that can be attributed to
singlet annihilation and temporary charge formation, respectively. We then turn
towards the P3TEA:SF-PDI2 blend to identify a feature related to CTE states.
This section focuses on describing the spectral features and understanding their
origins. The following section then uses these insights to analyse the photophysics
of charge separation and discuss the implications for the design of organic solar
cells.
PPP spectroscopy has been used previously to study charge dynamics at the
interfaces of OPV systems [38, 98]. By adding an additional manual delay stage
we were able to extend the range of pump-push delays by two orders of magnitude.
Furthermore, we investigate the origin of the different components of the PPP
signal in more detail than previously done.
5.1.1 Experimental Setup and Background
Figure 5.1: Simplified pump-push-probe setup.
PPP spectroscopy extends PP spectroscopy by adding a third pulse (Fig-
ure 5.1). Initially, a ‘pump’ pulse excites the sample with an energy sufficient to
create an excited state population, for example singlet excitons in the S1 state.
Subsequently, a ‘push’ pulse excites the sample a second time. It is usually tuned
to an energy low enough not to be absorbed by the ground state, so that it
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Probe PumpPush
Push-Probe Pump-Push
(a) Tuning ∆push-probe
Probe PumpPush
Push-Probe Pump-Push
(b) Tuning ∆pump-push
Figure 5.2: Scheme illustrating the two different modes of PPP measurements:
(a) Tuning ∆push-probe while ∆pump-push is fixed. (b) Tuning
∆pump-push while ∆push-probe is fixed.
can only be absorbed by excited states. Finally, the transmission of a broadband
‘probe’ pulse is measured. We then calculate the difference between the PP signal
after exciting with both pump and push
(∆T/T )push on =
Tpush on, pump on − Tpush on, pump off
Tpush on, pump off
and the normal PP signal
(∆T/T )push off =
Tpush off, pump on − Tpush off, pump off
Tpush off, pump off
to obtain the PPP signal
∆(∆T/T ) = (∆T/T )push on − (∆T/T )push off .
Tuning the delay between pump and push allows us to interact with the system
at different steps in the excited state dynamics. Additionally, it is sometimes
possible to only excite specific sub-populations of the excited states by tuning
the push wavelength. And finally, tuning the delay between push and probe
delay allows us to control how much time the system is given to relax after the
interaction with the push. As we will see in the following, observing changes in
the PPP signal in response to changes in these parameters allows us to study
different processes of relevance for solar cell operation.
When measuring PPP spectra, we generate a full PP map for each fixed pump-
push delay. To understand the origin of features in these spectra it is important
to analyse both aspects: When pushing the sample at a certain time after the
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pump, how do the spectra depend on the push-probe delay (fixed ∆pump-push,
Figure 5.2a)? And how does the response at a certain time after the push depend
on the pump-push delay (fixed ∆push-probe, Figure 5.2b)? To simplify this
discussion we use a colour-code for PPP spectra: When we show spectra with
a fixed pump-push delay and varying push-probe delays we use orange-to-brown
colours, when we show spectra at a fixed push-probe delay at different pump-push
delays we use blue-to-green colours.
5.1.2 Features in Pristine P3TEA
(a) ∆pump-push: 0.2 ps (spectra) (b) ∆pump-push: 200 ps (spectra)
(c) ∆pump-push: 0.2 ps (kinetics) (d) ∆pump-push: 200 ps (kinetics)
Figure 5.3: PPP spectra (a)&(b) and kinetics (c)&(d) of P3TEA at two different
pump-push delays and various push-probe delays. There are two dif-
ferent regimes: rapid change within 1 ps, followed by slow evolution.
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We begin our analysis by measuring a pristine P3TEA film at two different
pump-push delays (0.2 ps and 200 ps) and varying push-probe delays (Figure 5.3).
Similar to the previous chapter we expect only one excited species to be present
in this sample, simplifying the analysis. In this measurement, as in all other
data presented in this chapter, the push wavelength was set to 900 nm. At this
wavelength the PP spectra of both singlet excitons and charges show a PIA signal,
as shown in Chapter 4.3.1. Thus, the push can be absorbed by both of these
states. As we demonstrate at the end of this section (Figure 5.12), absorption of
the push by the ground state does not significantly contribute to the signals.
At both delays we observe two different regimes: The signal changes drasti-
cally within the first picosecond and remains largely constant afterwards. This is
apparent in the strong difference between the spectra taken at 0.1 - 0.3 ps and the
spectra taken at 1 - 3 ps (Figures 5.3a and 5.3b), and in the decay of the initial
signal within ∼ 1 ps in the 670 - 690 nm and 810 - 820 nm kinetics (blue and red
lines in Figures 5.3c and 5.3d).
We will first discuss the spectra in the second regime, at push-probe delays
longer than 1 ps (Figure 5.4a). To account for changes in the overall population
density, we normalise the signal with the PIA intensity in the PP signal near the
push wavelength (910 - 930 nm) whenever we are comparing spectra at different
push delays. To understand the origin of this feature we compare it with the
normal PP signal discussed in the previous chapter. When we extract the spectra
at the same pump-probe delays, the shape of the PPP spectrum matches the
inverted PP spectrum (black dotted line in Figure 5.4a). This can be explained
when considering how the PPP signal is calculated: the PP signal without the
push is subtracted from the PP signal when the push is present. Therefore, if
the effect of the push is to reduce the overall PP signal by a factor 0 < α < 1
without changing the spectrum, we expect the PPP signal to be
∆(∆T/T ) = (∆T/T )push on − (∆T/T )push off
= (1− α) (∆T/T )push off − (∆T/T )push off
= −α(∆T/T )push off .
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(a) PPP spectra
Po
pu
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tio
n
Time
Push arrival
Push off
Push on
(b) Schematic representation of dynamics
Figure 5.4: PPP at long push-probe delays: (a) PPP spectra of P3TEA after the
initial feature has disappeared (∆push-probe: 2-5 ps). Also shown is
the inverted PP spectra measured at the same ∆pump-probe. (b) Ef-
fect of overall reduction of population by the push. If the push reduces
the population of the initial species, it also reduces the population of
of any species that is subsequently generated from the first.
For example, if the push is reducing the excited state population by 1%, we
expect the PPP spectrum to be the inverted PP spectrum reduced to 1% of its
intensity. Importantly, this is true even if there is a transition between different
excited states in the time between absorption of the push and measurement by
the probe. If the push reduces the population of the initial state it also reduces
the population of the final state (Figure 5.4b).
Consequently, we presume that one effect of the push is to reduce the overall
exited state population. A previous study found that the rate of exciton-exciton
annihilation in a pure conjugated polymer film increases when the excitation
energy increases [117]. Thus, singlet excitons at higher energies annihilate faster.
This explains why the push reduces the overall PP signal: It elevates the excitons
to higher energies, where part of the population annihilates. For example, the
push reduces the early PP signal in Figure 5.4a by ≈ 4%, corresponding to a 4%
reduction in population.
Having identified the origin of one of the components of the PPP signal, we
can now subtract this component from our data. This allows us to study the
other components in more detail. To achieve this, we multiply the PP data
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(a) ∆pump-push: 0.2 ps (spectra) (b) ∆pump-push: 200 ps (spectra)
(c) ∆pump-push: 0.2 ps (kinetics) (d) ∆pump-push: 200 ps (kinetics)
Figure 5.5: PPP spectra (a)&(b) and kinetics (c)&(d) of P3TEA after removing
the contribution of singlet annihilation.
with a factor α and then add it to the PPP data (equivalent to subtracting an
inverted signal). For each pump-push delay we chose the factor to minimise the
signal at long push-probe delays (Figure 5.5). After this subtraction the spectra
and kinetics at the two different push delays look remarkably similar. We can
confirm that the initial component disappears almost completely within the first
1 - 2 ps.
As explained above, the reduction in signal occurs when the pump is absorbed.
This justifies our approach of keeping α constant over all push-probe delays for
a specific pump-push delay. However, due to noise in the data the exact choice
of this parameter relies on subjective judgement. This adds uncertainty to the
interpretation of the data and should be considered in any conclusions.
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(a) Before subtraction (b) After subtracting singlet component
Figure 5.6: Initial PPP spectra of P3TEA (∆push-probe: 0.2 - 0.5 ps) before (a)
and after (b) removing the contribution of singlet annihilation. Also
shown are the PP spectra of P3TEA at early times (‘Singlet PP’) and
of P3TEA:SF-PDI2 after charge separation (‘Charge PP’).
We now continue by discussing the other component of the PPP signal, which
dominates at push-probe delays shorter than 1 ps. We compare the initial PPP
spectra for both pump-push delays to two different PP spectra (Figure 5.6): The
inverted spectrum of pristine P3TEA at early time, as described above, and
the spectrum of the P3TEA:SF-PDI2 blend after charge separation has occurred
(∆pump-probe 200 ps). Before subtracting the singlet component (Figure 5.6a)
the PPP spectrum at a push delay of 200 ps roughly matches this charge PP
spectrum. The PPP signal at short push delays of 0.2 ps is similar to a linear
combination of the charge PP spectrum and the singlet annihilation component.
After subtracting this singlet component (Figure 5.6b), the initial PPP signal
matches the charge PP signal very well, both at short (0.2 ps) and long (200 ps)
push delays. The PPP signal is of the same sign as the PP signal, suggesting
that additional charges are generated by the push. Thus, a possible explanation
of this initial component is that the push creates a temporary charge population
by dissociating singlet excitons on the polymer. However, since there is no energy
barrier, these charges recombine within 1 - 2 ps, explaining the decay of the initial
component. Additionally, the longer-lived component could at least partially be
explained by recombining charges that form triplets instead of singlets, or form
singlets of higher energy that annihilate.
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5.1.3 Features in P3TEA:SF-PDI2 Blend
Long push-probe delays
(a) Before subtraction (b) After subtracting singlet component
Figure 5.7: PPP spectra of P3TEA:SF-PDI2 long after the push (∆push-probe
7 - 8 ps). Before the subtraction (a) the spectra are very similar to the
inverted pump-probe signal (black dashed line), indicating an overall
reduction in PP signal due to singlet annihilation. After subtracting
this component (b) there is almost no signal left.
We now turn to the P3TEA:SF-PDI2 blend to study how the presence of
charges changes the PPP spectra. We again start by analysing the spectra long
after the push (integrating over push-probe delays of 7 - 8 ps), and comparing it to
the inverted PP spectrum at early times (Figure 5.7a). The inverted PP spectrum
now also contains features of charge polarons. Nevertheless, PPP and inverted PP
spectra overlap well, in agreement with our explanations in the previous section.
However, in this sample the signal intensity reduces when increasing the pump-
push delay, disappearing almost completely at delays of 100 ps and longer. As
described above, we normalise the PPP signal to the intensity of the PP PIA at
the wavelength of the push. In this blend charge generation occurs and the PIA
has contributions of both singlets and charges. This means that in this case we
observe a signal that depends on the singlet population and normalise it by the
combined population density of singlets and charges. Thus, if the proportion of
singlets in the overall population is reduced, the signal reduces as well.
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We have already studied the dissociation of singlets with PP spectroscopy
and aim to gain further insights by using PPP spectroscopy. Therefore, we again
subtract the singlet annihilation component from the PPP signal. The resulting
spectra at long push probe delays are not completely flat, there are still features
visible (Figure 5.7b). This adds further uncertainty in choosing the factor α < 1
with which we multiply the inverted PP spectrum before subtracting it, beyond
the uncertainty due to noise discussed in the previous section. Since we cannot
completely cancel out the signal at all wavelengths, we chose to minimise the
signal in the region from 850 - 950 nm.
Short push-probe delays
(a) Before subtraction (b) After subtracting singlet component
Figure 5.8: PPP spectra of P3TEA:SF-PDI2 shortly after the push (∆push-probe
0.2 - 0.5 ps) at various pump-push delays. Before the subtraction (a)
the spectra at short pump-push delays are dominated by the singlet
annihilation component; at long pump-push delays they are very simi-
lar to the pump-probe signal of separated charges (dashed line). After
subtracting the annihilation component (b) all spectra are similar.
We continue our analysis with the PPP signal directly after the push (∆push-
probe = 0.2 - 0.5 ps) at pump-push delays from 0.4 - 800 ps (Figure 5.8). Before
subtraction of the singlet component (Figure 5.8a) the signal is very similar to the
initial signal in the pure P3TEA film. At short pump-push delays, the spectrum
is dominated by the inverted PP signal. At long push-probe delays (> 100 ps) the
signal is similar to the PP signal of charges.
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(a) 300µW push (b) 3600µW push
Figure 5.9: Comparison of PPP and push-probe spectra of P3TEA:SF-PDI2
shortly after the push (∆push-probe 0.5 - 0.6 ps) at different fluences.
The push delay is 200 ps.
If we subtract the singlet annihilation component (Figure 5.8b), we again
find that the shape of the initial response does not change significantly when
increasing the push delay. Interestingly, the intensity of the signal does change
in the blend, where it did not change in the pure material. This suggests that at
least part of the signal is caused by an interaction of the push with the singlet
population. As described above, in this case we would expect a diminishing
signal as the proportion of singlets decreases. However, in contrast to the singlet
annihilation component, this initial response does not reduce to approximately
zero but remains at roughly half its maximum intensity even at push delays
of more than 100 ps. A possible explanation for this is that part of the signal
is caused by an interaction of the push with the charge population. Another
possibility is that this signal originates from two-photon absorption, where the
push is directly exciting higher energy states that quickly form charges.
To investigate potential two-photon absorption, we measured the PPP spectra
with a push delay of 200 ps at different fluences. We then compared them to the
push-probe spectra, where the pump is absent and we are measuring a normal
PP signal with the push pulse acting as a below-bandgap pump (Figure 5.9). We
find that the ratio between the intensity of the PPP signal and the push-probe
signal does not depend on the push fluence. If the push-probe signal increases,
the PPP signal shortly after the push increases by the same factor. At this long
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push-delay (200 ps) the initial signal is therefore likely to be dominated by a
two-photon signal leaking into the PPP spectra.
To summarise, the PPP signal at short push-probe delays contains two com-
ponents: Part of the signal is caused by to two-photon absorption, the other part
is caused by the generation of a temporary charge population from an interaction
of the push with singlet excitons, especially at short push delays.
Intermediate push-probe delays
(a) Before subtraction (b) After subtracting singlet component
Figure 5.10: PPP spectra of P3TEA:SF-PDI2 at intermediate times after the
push (∆push-probe 2 - 5 ps) at various pump-push delays. Before the
subtraction (a) the spectra at short pump-push delays are dominated
by the singlet annihilation component; the spectra at short pump-
push delays are very similar to the electroabsorption signal measured
in a device (black dashed line), indicating that the push leads to
an increased charge separation. After subtracting the annihilation
component (b) all spectra are similar.
Lastly, we analyse the signal at intermediate push-probe delays (2 - 5 ps), af-
ter the initial charge-like component has disappeared (Figure 5.10). At short
push delays the signal is dominated by the singlet annihilation component (Fig-
ure 5.10a). At long push delays a new feature appears, which matches the EA
spectrum we measured on a device based on the same film (black line in Fig-
ure 5.10a). When we subtract the singlet annihilation component (Figure 5.10b)
this EA feature becomes more clearly visible at all push delays.
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Figure 5.11: Origin of the EA component of the Pump-Push-Probe signal: If the
push arrives after charge generation has occurred, and is absorbed
by coulombically bound charges (CT states), it can lead to increased
charge separation and create free charges (FC).
Since this signal is crucial for the arguments in the remainder of this chapter,
we will briefly repeat the discussion of the different EA signals from Section 3.3.4.
In the previous chapter we described how the PP-EA signal is caused by sepa-
rated charges. These free charges are formed via the normal process of exciton
dissociation, in the same way as during solar cell operation. The PPP-EA signal
has a different origin. In this data we compare the push off PP data to the push
on PP data. Observing an EA signal is therefore indicative of additional free
charges created by the push. The push is tuned to be absorbed by CTE states
and it has been shown previously that electron-hole separation can increase when
bound charges absorb the push [98, 108]. This can be observed as an additional
EA signal [38, 98] (Figure 5.11). Once the carriers have separated to free charges,
the push does not create an additional EA response. The EA signal is caused
by randomly orientated dipoles from different electron hole pairs at the inter-
face. If these electron hole pairs separate, the volume that is affected by their
field increases, strengthening the EA signal. However, once the distance between
electron and hole is in the same order of magnitude as the distance between dif-
ferent electron-hole pairs, their fields start to overlap. Since the orientation of the
dipoles created by the electron-hole pairs is random, the net-field is approximately
zero if their fields overlap sufficiently. Any further separation of these charges by
the push therefore does not cause an EA response. Therefore, by tracking the
intensity of this signal, we can monitor the amount of bound charges present at
the heterojunctions.
To rule out a significant influence of two-photon absorption on the EA compo-
nent, we again compare the PPP signal to the push-probe signal at different push
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(a) 300µW push (b) 3600µW push
Figure 5.12: Comparison of PPP and push-probe spectra of P3TEA:SF-PDI2 at
intermediate times after the push (∆push-probe 0.5 - 0.6 ps) at dif-
ferent fluences. The push delay is 200 ps. The signals scale very
differently with the push fluence, indicating that they have different
origins.
intensities and the same push-probe delay (Figure 5.12). This time we observe
a clear difference in the fluence dependence of the two signals: the push-probe
(two-photon absorption) signal increases drastically with increasing push power,
while the PPP signal only shows a modest increase. This indicates that there is
no strong influence of two-photon absorption on the PPP signal.
In conclusion, by analysing the PPP spectra of pristine P3TEA and P3TEA:SF-
PDI2 and comparing it with PP spectra and EA spectra measured on a device,
we have identified the three main components contributing to the PPP signal in
these materials:
• a signal that matches the inverted singlet PP spectrum, caused by singlet-
singlet annihilation (dominant at ∆push-probe >7ps),
• a signal that matches the charge PP spectrum, caused by temporary disso-
ciation of singlets and two-photon absorption, (dominant at ∆push-probe
<1ps), and
• a signal that matches the device EA spectrum, caused by an increased
separation of bound charges (strongest at ∆push-probe 2-5 ps).
In the next section we will use these insights to investigate the dissociation of
CTE states.
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5.2 Probing the CTE Population
5.2.1 Observing the Equilibrium of Free Charges and CTE
States
Figure 5.13: Effects of the push on CTE states at the heterojunction. The push
increases the separation of bound charges, resulting in an EA signal
due to the electric field between electron and hole. The charges can
recombine and reform singlets. Figure by Dr Phillip Chow, used with
permission.
In Chapter 4 we described how we studied the spatial separation of carriers
via growth of the EA signal in the PP data. This PP-EA signal increases when
charges separate, but does not allow us to investigate the population of bound
charges at the interfaces (CTE states). In contrast, the PPP-EA signal discussed
in the previous section is proportional to the CTE population, complementing
the measurements discussed in Chapter 4.
Figure 5.14 shows the PPP response for several pump-push delay times, each
integrated over push-probe delays of 2 - 5 ps. To reveal the effect of the push
pulse on the CTE states, we have subtracted the ‘annihilation’ component result-
ing from exciton absorption, as described above. The PPP spectrum near the
band edge (∼ 700 nm) matches the quasi-steady-state EA response measured in a
diode structure (black line in Figure 5.14a). As described in the previous section,
by tracking the strength of this PPP-EA response we are able to monitor the
population of Coulombically-bound CTEs at the heterojunctions (Figure 5.14b).
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(a) PPP spectra (b) Kinetics of PPP signal
Figure 5.14: Tracking the CTE population: PPP spectra (a) and kinetics (b) of
P3TEA:SF-PDI2 after charge generation.
The PPP-EA signal is already present at early times, which agrees with the
evidence from the PP data that the initial charge generation occurs very quickly.
Between 0.4 ps and 10 - 50 ps the signal rises by about 20 - 25%, suggesting that
the proportion of CTE states further increases. From the PP data we inferred
that free charges are formed on a similar timescale, which would decrease the pro-
portion of CTE states. However, we also found evidence of a slow component of
the charge generation process on a timescale that matches the rise of the PPP-EA
signal. Thus, one consistent explanation of these observations is the following:
A proportion of excitons either dissociates within a few tens of picoseconds, or
hybridises with CTE states. In the following 10 - 50 ps CTE states separate into
free charges while simultaneously new CTE states are formed via the slow exci-
ton dissociation component, with the former process dominating slightly (Figure
5.15).
From about 50 ps onwards we observe a decrease in the PPP-EA signal. This
suggests a decrease in CTE population, indicating that charges separate faster
than they are formed. However, the signal does not fall to zero; approximately
half of the initial signal is still present at 800 ps. In the PP data presented in the
previous chapter we do not observe a growth of the PP EA signal beyond 200 ps,
indicating that the population of free charges does not substantially increase
beyond this point.
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Figure 5.15: Summary of population dynamics in P3TEA:SF-PDI2 (assuming no
hybridisation): A significant proportion of singlets dissociates within
100 fs, forming CTE states. Over the following 10 - 100 ps these CTE
states separate into free charges while CTE states are re-formed from
free charges and newly formed from singlet states diffusing to the
interface. On the timescale beyond 100 ps the system slowly moves
towards a greater proportion of free charges, as the remaining CTE
states separate.
An important consideration is that free charge generation is extremely efficient
in this blend, Liu et al. measured a maximum external quantum efficiency (photo-
generated electrons per incident photons) of ≈ 60% and an internal quantum
efficiency (photo-generated electrons per absorbed photons) of ≈ 90% [66]. Thus,
the CTE population associated with the long-term PPP EA signal does eventually
separate to free charges. We have noted in the previous chapter that the slow
charge separation we observe occurs from thermalised CTEs, which will also
be the states populated via bimolecular encounters of free electrons and holes.
We therefore consider that this long-lived PPP signal arises from CTEs formed
at long-timescales via bimolecular charge encounters. Since these are the same
states from which the charges have separated previously, they can separate again.
Thus, our observations point towards the build-up of a quasi-equilibrium between
free charges and CTEs, in agreement with previous suggestions in the literature
[46, 118].
We note that we normalise the PPP spectra by the intensity of the PP PIA
near the push wavelength at the time when the push arrives. Thus, we are com-
pensating for a change in the overall population density. Changes in the PPP
response plotted here therefore represent relative changes in the population den-
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sities. Tracking the relative CTE population after the initial charge separation
has occurred, we find that the population of bound CTE states decreases by only
10 - 20% by 200 ps (Figure 5.14b). This suggests that within these systems the
quasi-equilibrium favours the bound CTE states in the absence of charge extrac-
tion, i.e. open circuit conditions. Without a thermally-activated charge separa-
tion channel (which we observe both after initial photoexcitation and following
bimolecular charge encounters), this would lead to poor photovoltaic quantum
efficiencies.
5.2.2 Temperature Dependence of CTE Population
To complement our studies of the temperature dependence of the PP signal of
separated charges, we measured the influence of decreasing the sample tempera-
ture on the evolution of PPP spectra (Figure 5.16). In these measurements we
only measured push-probe delays up to 0.6 ps, which makes it impossible to sub-
tract the contribution of the singlet population to the PPP signal. Therefore,
Figure 5.16 shows the original spectra, containing all components of the signal
discussed in Section 5.1. In particular, the spectra contain a small contribution
from the component attributed to short-lived charges generated by the push, since
we do not have data from the push-probe delays at which this component has
disappeared. However, the spectra were taken at push-probe delays integrated
from 0.45 - 0.5 ps, at which this component is not dominant any more.
The PPP response at all temperatures is similar to the room temperature
data discussed before (Figure 5.8a): At short push delays the spectra are sim-
ilar to the inverted PP spectra, probing the singlet population; at long push
delays the spectra are similar to the EA signal measured at a device, probing
the CTE population. Changes in temperature affect these two components very
differently. The singlet response is not affected significantly, changes in signal
intensity between measurements can most likely be attributed to slight changes
in alignment. In contrast, the EA response strongly increases with decreasing
temperature. The derivative-like signal at long push delays is more than four
times stronger at temperatures of 16K than at 290K.
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(a) 16K (b) 200K
(c) 290K (d) Overview of CTE population
Figure 5.16: PPP spectra and kinetics of P3TEASF-PDI2 at different tempera-
tures. All spectra were taken at a Push-Probe delay of 0.4 - 0.5 ps.
Data points in (d) were obtained by averaging the absolute signal
intensity from 660 - 760 nm (EA), and dividing it by the the signal
in the 1200 - 1280 nm range at a push delay of 0.8 ps (singlets).
For a more detailed analysis of how the sample temperature affects the CTE
population, for each temperature we normalised the PPP-EA signal (absolute
signal from 660 - 760 nm averaged over push delays of 50 and 100 ps) by the sin-
glet PPP signal (1200 - 1280 nm at a push delay of 0.8 ps) (Figure 5.16d). At
temperatures below 200K the CTE population is much larger than at room tem-
perature. Thus, at lower temperatures the equilibrium between free charges and
CTE states is strongly shifted towards the CTE population. This is likely due to
changes in the interplay of the charge separation and CTE reformation processes,
both of which can be sensitive to changes in the thermal energy available.
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The strong influence of temperature on the CTE population is further evidence
of the endothermic nature of charge separation in non-fullerene systems. However,
our method provides only a rough estimate of the ratio of CTE population to
initial singlet population that depends on the wavelength and time ranges selected
for integration. While this allows us to infer a qualitative trend, the range of
uncertainty of the extracted values is large.
5.2.3 Regeneration of Singlets
Figure 5.17: Regeneration of singlets by the push: The NIR region of PPP spectra
of P3TEA:SF-PDI2 at long push delays (yellow line) matches the PP
signal of singlets in P3TEA (black line).
In addition to the signal at the band edge, the PPP spectrum contains a
response in the NIR between 1100 and 1300 nm (Figure 5.17). At longer push
delays (> 50 ps), this NIR response is negative, indicating that the push leads
to the formation of states which absorb in this region. This absorption is not
consistent with the absorption of charges (electrons or hole polarons) in this
system, but matches the absorption of singlet excitons in the NIR (black line in
Figure 5.17). This suggests that, in addition to separating CTEs to free charges,
the push pulse can regenerate singlet excitons from the CTE states.
87
5 PROBING CTE STATES WITH PPP SPECTROSCOPY
5.2.4 Comparison to Other Blends
For P3TEA:FTTB-PDI4, P3TAE:SF-PDI2 and PffBT2T-TT:O-IDTBR, we also
observe a long-lived PPP spectral response with derivative line-shape near the
band edge that we attribute to CTEs at the donor-acceptor heterojunction of
these blends (see Appendix Figure A.8). These CTE signals do not fall to zero
beyond the free charge generation timescale (up to 800 ps; see Appendix Fig-
ure A.9), in agreement with our observations for the P3TEA:SF-PDI2 blend of
a quasi-equilibrium between CTEs and free charges. Overall, we observe very
similar PP and PPP results in the four efficient non-fullerene blends with small
photovoltage losses despite their different structural motifs, thus showing that
the slow (hundreds of ps) yet efficient endothermic charge separation process is
general to non-fullerene systems with near zero ES1–ECTE offsets.
5.3 Conclusions & Outlook
To summarise, using PPP spectroscopy we were able to monitor the CTE popu-
lation over a range of 0.4 - 800 ps after the initial excitation. This data suggests
that approximately half of the initial population is still present at 800 ps. Our PP
data discussed in the previous chapter indicated that most of the charge separa-
tion occurs before this time. Thus, we concluded that we observe an equilibrium
between thermally activated charge separation and electron-hole encounters that
reform thermally relaxed CTE states. Our temperature dependent measurements
support this claim: with decreasing temperature we observe a decreasing PP sig-
nal of separated charges and an increasing PPP signal of bound CTE states.
We also found that the push can regenerate singlets from these relaxed CTE
states, further supporting our conclusion in the previous chapter that electron-
hole encounters can lead to regeneration of singlets. Taken together, these results
indicate that the thermodynamic equilibrium exists between all three excited
states: singlet excitons, CTEs, and free charges.
For conventional fullerene-based OSCs it has been widely noted that the rate
of bimolecular recombination is suppressed compared to Langevin recombination
models, and a number of explanations such as phase segregation of electrons and
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holes have been put forward to explain this [46, 76] (see Section 2.2.4 for details).
However, in these systems electron-hole encounters do not regenerate singlet exci-
tons to any significant extent as there is a substantial energetic offset between the
relaxed CTEs (which are formed via recombination) and the singlet excitons. The
energetic offset in turn is required to drive rapid charge separation, as separation
of the relaxed CTEs is not efficient. This is also due to the high degree of elec-
tronic disorder found in conventional fullerene blends (Urbach energy ≥ 40meV)
which traps the CTEs in low energy sites from which they cannot escape to form
free charges or regenerate singlet excitons [38, 84, 119]. Thus the EQEEL val-
ues for fullerene-based OSCs are very low (≤ 10−6 typically, as measured here
for P3TEA:PCBM system). In contrast, the results presented here indicate that
in the non-fullerene systems a significant fraction of the charge separation oc-
curs over hundreds of picoseconds from thermalised CTEs via thermal activation.
These same CTEs are repopulated via charge encounters allowing for the regener-
ation of singlet excitons, which consequently establishes an equilibrium between
the singlet excitons, CTEs and free charges. This much more efficient regenera-
tion of the singlet excitons enables higher EQEEL ( ≥ 10−4 for the non-fullerene
system [22, 37, 120]) and hence lower non-radiative voltage losses. Importantly,
the regenerated singlet excitons can then once again form CTEs which dissociate
to free charge.
As mentioned earlier, our analysis of the PPP-EA signal involves manually
choosing several parameters, such as the amount of inverted PP signal we subtract
as the singlet-annihilation component and the time and wavelength ranges we in-
tegrate to extract the CTE kinetics. Our results should therefore be interpreted
with caution. However, we have combined evidence from a range of spectroscopic
methods and several of our results are in agreement with results and considera-
tions reported previously. Our conclusions therefore provide important insights
for future efforts to improve organic photovoltaics.
If confirmed, our results call for a shift in the way OSCs are designed and opti-
mised. The reversible interconversion of free charges, CTEs, and singlet excitons
that we observe indicates that their Gibbs free energies must be very similar.
This contrasts with conventional OSC blends, where large energy offsets have
been designed into systems to rapidly separate electrons and holes and prevent
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their re-encounters. This lowers the Gibbs free energy of the free charges with
respect to CTEs and singlet excitons, thus introducing irreversibility into the
system and preventing recombination in a manner similar to natural light har-
vesting complexes. In both natural light harvesting complexes and conventional
OSC blends this results in high quantum efficiencies but a large photovoltage
loss. However, our results suggest that in non-fullerene blends with low pho-
tovoltage loss endothermic charge separation of CTEs occurs on long timescales
(> 100 ps) via thermal activation, removing the need for energy offsets to engineer
rapid and irreversible charge separation. This removes the need for a large loss
of free energy to obtain high quantum efficiencies and allows for minimal voltage
loss. This brings non-fullerene OSCs into the same mode of operation as inor-
ganic solar cells, where encounters of free carriers do not lead to recombination
(in the absence of non-radiative decay events associated with defect states) and
the free energy of the photogenerated electron hole pair and separated electron
and hole are very close. Our results indicate that OSCs are not fundamentally
limited by the Coulomb energies that bind excitons and CTEs, due to the pos-
sibility of undergoing thermally activated charge separation. In this case future
OSCs should be designed to remove all irreversible processes and energy offsets,
with significant efficiency gains being possible by reducing non-radiative losses
in recombination. This could be achieved for example via the use of high PLQE
donor and acceptor materials such that reformation of excitons via bimolecular
electron-hole encounters leads to efficient emission. It is also now time to address
issues such as quenching of PL at charge collection electrodes, much investigated
for lead halide perovskite photovoltaic systems but not for OSCs. This could
enable OSCs to achieve high charge generation efficiencies with small photovolt-
age losses that are comparable to non-excitonic solar cells based on inorganic
semiconductors [33, 35].
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Charge Dynamics in PBDB-T:ITIC
In this chapter we present our spectroscopic studies of another non-fullerene OPV
system: the PBDB-T:ITIC blend. This system was used as the active layer in the
first highly efficient polymer:non-fullerene solar cell with efficiencies surpassing
those of fullerene based solar cells [8]. The first section focusses on PP measure-
ments of charge generation. We show how in these samples charges can be formed
via hole transfer from the acceptor to the donor, or via electron transfer from the
donor to the acceptor. In the second section we investigate how these photo-
generated charges recombine. The third section then describes our attempts to
probe the CTE population using PPP spectroscopy.
This chapter is the result of a collaboration with Associate Professor Feng
Gao and co-workers from Linköping University, who provided the samples for
this project. The content is adapted from the resulting publication draft [121].
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6.1 Properties of Studied Materials
(a) Electron Donor: PBDB-T (b) Electron Acceptor: ITIC
Figure 6.1: Chemical structures of the electron donor polymer PBDB-T and the
electron acceptor molecule ITIC.
Figure 6.2: Absorbance spectra of pristine PBDB-T (donor), pristine ITIC (ac-
ceptor), and the PBDB-T:ITIC blend. Also shown are the spectra of
the exciting laser pulses, showing selective excitation.
The material we investigated in this study is a bulk heterojunction of the
conjugated polymer PBDB-T, acting as an electron donor, and the molecule
ITIC, acting as an electron acceptor (Figure 6.1). A device based on this blend
was the first organic solar cell to reach a PCE above 10%, leading to a strong
increase in research into non-fullerene acceptors [8].
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(a) HOMO & LUMO levels (b) Excited state energies
Figure 6.3: Energy levels of PBDB-T:ITIC: (a) HOMO and LUMO levels of the
individual molecules as measured via cyclic voltametry. (b) Energies
of the excited states, as determined by the absorption onset (S1)
or the crossing point of absorption and electrolumnescience spectra
(ECT ). All values except ES1,PBDB−T taken from Reference [8].
To begin our characterisation of this material, we measured the absorption
spectra of a pristine PBDB-T film, a pristine ITIC film, and a blend of the two
components (Figure 6.2). The absorption of the blend is very similar to a linear
combination of the spectra from the pure components, indicating that interface
effects are weak. Based on these absorption spectra we tuned the pump pulses
to selectively excite the two components of the blend. The pulse centred around
535 nm is predominantly exciting the donor molecules, the pulse centred around
700 nm is predominantly exciting the acceptor molecules (shades in Figure 6.2).
To understand the excited state dynamics in this system it is important to
consider the alignment of the energy levels of donor and acceptor (Figure 6.3).
Comparing fullerene and non-fullerene acceptor, the HOMO energy of ITIC is
about 0.5 eV higher than the HOMO energy of PCBM (Figure 6.3a). This low-
ers the bandgap of the material, allowing it to absorb photons of lower energy.
Importantly, reducing the difference between the HOMO levels of donor and ac-
ceptor reduces the ‘excess energy’ available for hole transfer. For this system the
difference between the singlet energy S1 of the electron acceptor and the energy
of the CTE state was measured to be as low as 90meV [8] (Figure 6.3b). Nev-
ertheless, the hole transfer is efficient, with external quantum efficiencies around
75% [8].
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6.2 Identifying Components of PP Spectra
(a) PBDB-T (b) ITIC
Figure 6.4: Comparison of PP spectra at 0.1 ps of pristine PBDB-T (a) and pris-
tine ITIC (b) with absorbance and PL data. Ground state bleach
and stimulated emission spectra can be identified, as well as destinct
photoinduced absorption features.
To identify the characteristic PP features of the singlet excitons, we compare
the PP spectrum of PBDB-T to the steady-state absorption and PL data of the
same film (Figure 6.4a). We can distinguish the following components:
• GSB: a positive feature from below 530 - 660 nm, overlapping with the
absorption spectrum,
• SE: a positive feature from 680 - 880 nm, overlapping with the PL spectrum,
and
• PIA: a broad negative feature from 660 - 1300 nm, with a minimum around
1200 nm, overlapping with the other two features.
A similar comparison for ITIC (Figure 6.4b) shows a distinct PIA (negative fea-
ture from 840 - 1400 nm) and overlapping GSB and SE (positive features from
540 - 760 nm and 660 - 860 nm).
To identify the features of hole polarons on the donor, we also measured a
blend of PBDB-T and PCBM (Figure 6.5). Since PCBM has only a weak PP
response in this wavelength region (Appendix Figure B.1), spectral differences
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(a) Spectra (b) Kinetics
Figure 6.5: PP spectra (a) and kinetics (b) of the PBDB-T:PCBM blend.
between this blend and the pristine PBDB-T film (black line in Figure 6.5a) can be
attributed to the donor polaron. In this blend, the singlet exciton PIA from 1050 -
1400 nm almost completely disappears within the first 10 ps. Simultaneously,
a new negative feature from 680 - 920 nm appears, with minima at 690 nm and
820 nm, which is partially overlapping with the PIA of the exciton around 900 nm.
The GSB does not differ much from the GSB measured in the pure PBDB-T
film, as expected. Since efficient photovoltaic devices have been fabricated with
this material [8], we expect charge transfer to occur. The negative feature from
690 - 920 nm, that increases while the singlet PIA around 1200 nm decreases, can
therefore be attributed to hole polarons.
The negative feature on the red edge of the GSB could also be an electro-
absorption (EA) signal, caused by the microscopic electric field of separated
charges (see Chapter 3.3.4). Comparing the kinetic of this feature (red line in
Figure 6.5b, generated by integrating the spectrum from 660 - 680 nm) and the ki-
netic of the PIA at longer wavelengths (yellow line, integrated from 800 - 840 nm)
shows that the potential EA feature has a slower rise during the first picosecond.
The relative difference between these lines would correspond to the proportion of
charges that have not fully separated yet. However, it is difficult to draw conclu-
sions from this, since the feature is overlapping with the SE from the PBDB-T
singlet exciton.
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To summarise, we have identified the following species and their characteristic
features:
• Donor (PBDB-T) singlet exciton: GSB from 520 - 660 nm, SE from
700 - 840 nm, broad PIA which is strongest from 1180 to 1300 nm
• Donor (PBDB-T) hole polaron: GSB from 520 - 660 nm, PIA from 680 -
1000 nm
• Acceptor (ITIC) singlet exciton: GSB from 580 - 780 nm, SE from 720 -
850 nm, PIA from 840 - 1000 nm
Some of these features are overlapping, complicating the tracking of different
species. However, the overall donor population can be easily tracked by its GSB,
and the donor singlet population can be tracked via the PIA in the NIR.
6.3 Charge Generation
In the previous section we have analysed our PP data with the aim of assigning
spectral features to the excited states in our materials. After identifying the
features of singlet excitons and hole polarons on the donor, and singlet excitons
on the acceptor, we now proceed by studying these populations in the donor-
acceptor blend during the charge generation process.
6.3.1 Hole Transfer Dynamics
We first focus on the hole transfer dynamics, following selective excitation of the
acceptor. Figure 6.6a shows the PP spectra of the blend at different delays after
exciting the acceptor. For comparison we also reproduce the spectra described
in the previous section (Figure 6.6b). The initial spectrum of the blend (0.1 ps
after the pump) mainly consists of features of the acceptor singlet. The GSB
of the donor singlet is also present, most likely caused by the remaining direct
excitation of the donor. Another reason for the presence of this GSB at early
times could be charge transfer on timescales shorter than our time-resolution. At
later times we observe a simultaneous growth of the donor GSB and of the PIA
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(a) PBDB-T:ITIC after exciting ITIC
(b) Reference Spectra
Figure 6.6: Hole transfer dynamics. (a) PP spectra of PBDB-T:ITIC blend when
predominantly exciting the ITIC (donor) phase (700 nm). (b) Com-
ponents of the PP spectrum identified previously.
associated with charge formation on the donor. We also observe a quenching of
the acceptor singlet PIA around 900 nm, but since the donor hole polaron also
has a PIA in this region, there is a remaining signal in this wavelength region
at late times (> 10 ps). These spectral changes show the hole transfer from the
acceptor to the donor.
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(a) Spectra (b) Kinetics
Figure 6.7: Hole transfer dynamics as extracted via the genetic algorithm.
To extract the kinetics of the hole transfer we decompose the spectral dy-
namics with the genetic algorithm described in Section 3.4. After running the
algorithm with different parameters we can identify two main components (Figure
6.7):
• The spectrum that is dominant in the beginning (blue lines) closely resem-
bles the spectrum of the pure acceptor. It contains GSB, SE, and PIA
from the acceptor singlet exciton, as well as a smaller peak at 640 nm that
matches the donor GSB.
• The spectrum that is dominant at the end (>10 ps) is similar to the spec-
trum of the donor hole polaron. It contains the the donor GSB and the
hole PIA that is strongest near the GSB. However, instead of a minimum
at 660 nm it has a peak at 700 nm, corresponding to the acceptor GSB.
There is no positive signal between 700 - 850 nm, which would correspond
to SE from the acceptor. This is expected: The spectrum of electron po-
larons on the acceptor will consist of the same GSB as the singlet exciton.
Since polarons are not emissive, they lack the SE component.
Thus, the initial spectrum represents the state of the system before charge
generation occurs, the final spectrum represents the electron- and hole-polarons.
The kinetics extracted by the genetic algorithm therefore are the kinetics of the
charge generation process. Most of the charges (> 75%) are formed within 10 ps.
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(a) Spectra (b) Kinetics of Hole Transfer
Figure 6.8: PP data of PBDB-T:ITIC on a picosecond to nanosecond timescale
when exciting the acceptor molecules: (a) Spectra and (b) population
dynamics of initial excited state as extracted with the genetic algo-
rithm. Fitting a sum of exponentially modified Gaussian functions
yields two characteristic decay times.
We note that the spectra and kinetics shown here are a representative output
of the genetic algorithm. Multiple runs with different start parameters produced
similar results. When setting the algorithm to output three species instead of
two, it either produced two species that were very similar to each other in both
spectra and kinetics, or it produced two species that were compensating each
other (Appendix Figure B.2). This is a strong indicator that there are only two
significant species present in the data.
To monitor the complete charge generation process we measured the PP signal
in the picosecond to nanosecond range (Figure 6.8). To extract the charge transfer
kinetics, we again decomposed the PP spectra with the genetic algorithm. The
results were consistent with the dynamics described above (Appendix Figure B.3).
Again, two spectral species were extracted: the initial singlet excitons and the
final charge separated state, with a transition occurring on a timescale of 10 -
100 ps (Figure 6.8b).
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To extract the characteristic decay times of the hole transfer, we performed a
fit of a sum of exponentially modified Gaussian functions:∑
fi(x; t0, σ, ki), (6.1)
with
fi(x; t0, σ, ki) =
1
2
exp
(
ki
2
(2t0 + ki σ
2 − 2x)
)
erfc
(
t0 + ki σ
2 − x√
2σ
)
,
where erfc() is the complementary error function, t0 corresponds to the time
when the pump pulse arrives, σ is the instrument response (approximately the
duration of the pump pulse), and ki are the decay constants. The exponentially
modified Gaussian distribution results from a convolution of an exponential decay
e−ki (x−t0), representing the excited state dynamics, with a Gaussian distribution
ϕ(x, σ, t0) with standard deviation σ and mean t0, representing the instrument
response. It was possible to obtain a good fit with two exponentials (Figure 6.8b).
The extracted decay times ti = k−1i are 7.6 ps and 140 ps, with the initial decay
dominating. This is consistent with Figures 6.6a and 6.7, which show that most
of the charge generation occurs on a timescale of 10 ps. The weak slow component
of the charge separation could represent diffusion of singlet excitons towards the
interface.
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6.3.2 Electron Transfer Dynamics
(a) PBDB-T:ITIC after exciting PBDB-T)
(b) Reference Spectra
Figure 6.9: Electron transfer dynamics. (a) PP spectra of PBDB-T:ITIC blend
when predominantly exciting the PBDB-T (donor) phase. (b) Com-
ponents of the PP spectrum identified previously.
We now turn to the electron transfer dynamics, the second process of charge
generation in non-fullerene OPV systems. To investigate this process we use a
pump pulse centred around 535 nm (‘Excitation 1’ in Figure 6.2), predominantly
exciting the donor molecules. Figure 6.9a shows the resulting PP spectra. In this
case the initial spectrum is dominated by the donor singlet exciton, with contri-
butions from the acceptor singlet. The spectra at later times show a quenching
of the singlet exciton features around 1100 - 1200 nm and a growth of the features
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(a) Spectra (b) Kinetics
Figure 6.10: Electron transfer dynamics as extracted via the genetic algorithm.
associated with charge formation (negative signal from 720 - 920 nm). This shows
that electron transfer from the donor to the acceptor is occurring on a similar
timescale to the hole transfer described above (around 10 ps).
We again extracted the spectra and kinetics of the dominant populations with
the genetic algorithm (Figure 6.10). The result is similar to the the result when
exciting the acceptor: There is one species that corresponds to the initial state,
dominated by donor singlet excitons, and one species that corresponds to charge
polarons on both donor and acceptor. The timescale of this electron transfer is
similar to the timescale of hole transfer discussed above: 10 ps after the pump
most of the charges have transferred.
We also repeated the PP measurement in the picosecond to nanosecond range
under donor excitation (Figure 6.11a). In this case the polaron PIA (>750 nm)
does not change significantly after 10 ps. There is no evidence of a slower compo-
nent of this process, as it was the case for the hole transfer. This suggests that
exciton transport in the polymer is fast enough to not be a limiting factor.
To explore this further we extracted the spectra and kinetics with the genetic
algorithm and fitted Equation 6.1. In this case the best fit was obtained with
a single exponential (Figure 6.11b), confirming that there is no significant slow
component in the electron transfer process. The extracted decay time is 9 ps.
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(a) Spectra (b) Kinetics of Electron Transfer
Figure 6.11: PP spectra (a) of PBDB-T:ITIC on a picosecond to nanosecond
timescale when exciting the donor polymers, and fit of the kine-
tics extracted with the genetic algorithm (b). Most of the electron
transfer occurs within 10 ps.
We note that the spectrum at 1 ns does not depend on whether we excite the
donor or acceptor molecules. This is expected for efficient dissociation of excitons
into charges, since after charge transfer there are only holes on the ITIC molecules
and electrons on the PBDB-T. There is no evidence for the formation of other
excitations before the charge separation occurs.
6.4 Charge Recombination Dynamics
The previous sections were concerned with the generation of charges. However,
these charges can only be put to use in a solar cell if they are extracted before they
recombine and relax to the ground state. Understanding the charge recombination
dynamics is therefore crucial for optimising device performance. In this section
we present our studies of these dynamics, focusing on fluence dependent PP
measurements in the nanosecond to microsecond range.
6.4.1 Triplet Formation
A typical loss mechanism in OPV is the formation of triplet excitons, followed by
non-radiative recombination (see Section 2.2.5). Triplet formation often occurs
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(a) Pure PBDB-T: fluence dependence (b) Doped PBDB-T: time dependence
Figure 6.12: Triplet features in PBDB-T: PP spectra of pristine PBDB-T at
10 ns (a) and PBDB-T doped with PtOEP (b). There is a fluence-
dependent shift of the spectum in the pristine sample that matches
the time-dependent shift of the doped sample.
via bimolecular pathways, with rates increasing at high population densities. In
the case of pure PBDB-T we expect the dominant species to be singlet excitons
and therefore triplet generation to occur via singlet-singlet annihilation. Conse-
quently, measuring the signal at different excitation densities is a useful tool to
learn about this process [82, 83, 122, 123]. To identify the PP features of triplets
in PBDB-T, we measured the PP spectra of a pure film of this material at delays
in the ns to µs range at different excitation densities (Figure 6.12a). We observe
a clear difference in the spectra at 10 ns when we normalise to the main GSB
signal: With increasing fluence the blue side of the GSB (<620 nm) becomes less
positive, while the PIA on the red side (> 680 nm) becomes less negative.
We compared this with the spectra of a film made of PBDB-T molecules
doped with PtOEP. The platinum at the core of these porphyrin molecules leads
to efficient intersystem crossing [124] and the generated triplets can then transfer
into other molecules [125]. To isolate the effects of triplet injection into the
PBDB-T molecules while avoiding any bimolecular effects we encapsulated them
in a PMMA film. We then measured the PP spectra at different pump-probe
delays in the nanosecond to microsecond range, allowing us to track the injection
of triplets (Figure 6.12b). With increasing delay we observe an effect very similar
to the one observed at increasing fluences in the pristine material: a reduction in
signal on both sides of the main GSB peak.
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Figure 6.13: Fluence dependence of pure PBDB-T GSB decay (630 - 645 nm) in
the ns to µs range. With increasing excitation fluence the the kinetic
becomes similar to the GSB decay in the doped sample (dotted line).
To explore this correlation between the effects of doping and increasing ex-
citation densities, we compare the the lifetime of the excited state population
in both cases (Figure 6.13). The lifetime in the undoped sample increases with
increasing fluence and becomes more similar to the doped material. Since triplets
generally have longer lifetimes than singlets due to the forbidden transition to the
ground state, this is consistent with the spectral changes described above. Thus,
we observe similar effects in two different conditions that are likely to increase
the triplet population: exciting at high fluences, and injection from a material
that is known to generate triplets. We can therefore assign this change in the
spectrum to triplets.
We note that this implies that a surprisingly long lifetime of part of the
singlet population. Typical singlets exciton lifetimes in conjugated polymer films
for organic solar cells of the order of tens to hundreds of picoseconds [126], and
others have reported a singlet lifetime of 26 ps for PBDB-T [123]. However, a
recent study of a pure PBDB-T film found that 10% of the initial PL intensity
was still present at the end of the measurement window of 3 ns [127]. Thus, it is
possible that increasing the proportion of triplet population as compared to the
singlet population leads to differences in spectra and kinetics on the scale of tens
of nanoseconds.
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To conclude, we observe strong evidence of triplet formation in the pure poly-
mer sample. This differs from the way triplet formation is usually considered in
solar cell materials. Typically, it is described as a loss mechanism that competes
with charge separation, as triplets are formed from CTE states at the heterojunc-
tion. This has been reported for this PBDB-T:ITIC as well [128]. However, if
these triplets are generated in the pure polymer phase, there must be a pathway
for triplet generation from singlets in the polymer. To avoid this loss and achieve
higher PCE it is therefore important to find ways to reduce this direct triplet
generation from singlets, instead of focussing on the triplet generation from CTE
states.
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6.4.2 Recombination Pathways
Figure 6.14: Fluence dependence of PBDB-T:ITIC kinetics from 1ns to 100µs
(absolute signal intensity integrated from 590 - 760 nm).
To identify the dominant recombination mechanism, we measured the PP
signal in a wavelength region that spans the GSB of both donor and acceptor
(600 - 760 nm) at different excitation densities. When comparing the kinetics of
the absolute signal intensity (Figure 6.14) we observe a clear trend: the higher
the fluence of the pump pulse the faster the signal decays. This is to be ex-
pected in a solar cell with efficient charge separation. At long times after the
pump (>1ns) most of the excitated states are separated charges which combine
bimolecularly (see Section 2.2.4). The decay rate is therefore proportional to the
square of the excited states density. We note that this observation of predomi-
nantly bimolecular recombination differs from the observations of others for the
PffBT4T-2OD:O-IDFBR blend and other low-offset non-fullerene OPV systems
[52, 61]. These previous studies found no fluence dependence of the decay rate
and concluded that geminate-recombination of charges that fail to fully separate
are a major loss mechanism in these OSCs. This does not seem to be the case
for our sample.
We continue our analysis by investigating differences in the decay between
the hole and the electron populations. As described in the previous chapter,
we can distinguish between excited states on the donor polymers, which result
in a ground state bleach at wavelengths shorter than 650 nm, and populations
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(a) Time dependence (9.3µJ cm−2) (b) Fluence dependence (1 ns)
Figure 6.15: PP spectra of PBDB-T:ITIC on a 1 ns to 10µs timescale.
on the acceptor molecules, which result in a GSB around 700 nm. We observe
different lifetimes for these features, with the positive spectral feature around
700 nm decaying faster than the peak at 640 nm (Figure 6.15a). The PP spectrum
measured at 1 ns after the pump shows a clear acceptor GSB, while the spectrum
at 10µs only shows features from the donor. Thus, there must be an additional
decay channel for electrons.
To gain further insights into this process we compare the spectra at 1 ns at
different excitation densities (Figure 6.15b). At higher excitation densities the
electron GSB is still very pronounced, whereas at low fluences it has already
disappeared. This slower decay at higher excitation densities is characteristic of
a trap assisted process: At higher fluences the traps become saturated, which
increases the lifetime of the electrons. These traps could be lower energy sites
within the film, such as aggregates, or triplet states at donor-acceptor interfaces.
At all fluences the spectral dynamics are similar to the ones described above
(Figure 6.16), with the acceptor GSB decaying faster than the donor GSB.
It is important to note that the trap assisted process identified above can not
lead to electrons recombining faster than holes, as this would lead to a built-
up of charges. One possible explanation for the disappearing acceptor GSB is
that the electron transfers back into the PBDB-T phase, repopulating the donor
exciton population. However, the LUMO level of the donor is 0.86 eV higher than
that of the acceptor (see Figure 6.3). It is therefore unlikely that a significant
proportion of electrons can overcome this barrier. Thus, we propose that the
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(a) 5.8µJ cm−2 (b) 13.1µJ cm−2
(c) 26.2µJ cm−2 (d) 52.4µJ cm−2
Figure 6.16: PBDB-T:ITIC spectra on a 1 ns to 1µs timescale at excitation den-
sities ranging from 5.8µJ cm−2 (a), to 52.4µJ cm−2 (d).
electrons populate dark trap states, states that can not be excited directly. Since
these states are not visible in the absorption spectrum of the molecules, and
therefore not contribute to the GSB, electrons populating these states would lead
to a reduction in the acceptor GSB.
In addition to the disappearance of the acceptor GSB at lower fluences there
is a another effect: The lower the fluence the weaker is the second peak of the
donor GSB at 579 nm. This could be an indicator of triplet formation, similar
to the dynamics shown in Figure 6.12. However, there is no clear weakening of
the signal at longer wavelengths, e.g. > 750 nm. A possible explanation for this
is that the disappearing acceptor GSB, which leads to a more negative signal,
compensates the weakening of the PIA, which leads to a less negative signal.
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6.5 Insights from PPP
In an attempt to study the CTE population dynamics in this system, similar to
the analysis in the previous chapter, we turned to PPP measurements. The push
wavelength was set to 950 nm, where the PP spectra of all states discussed before
show a PIA (singlets in PBDB-T and ITIC, as well as hole polarons in PBDB-T,
see Figure 6.6b). We chose this wavelength to ensure that we push charges, while
avoiding any absorption of the push by the ground state of the ITIC. The pump
wavelength was 740 nm, predominantly exciting the acceptor molecules.
We start by presenting measurements of pristine samples with the push arriv-
ing directly after the pump, followed by the measurements on PBDB-T:PCBM,
and finally the PBDB-T:ITIC blend.
6.5.1 Pristine ITIC
(a) Spectra (b) Kinetics
Figure 6.17: PPP spectra (a) and kinetics (b) of pristine ITIC with a push delay
of 0.2 ps.
We began our PPP investigation by measuring a pristine ITIC film (Fig-
ure 6.17). Similar to the spectra described in Chapter 5, we observe a long-lived
component which is still present at the end of our measurement window 9ps after
the push. However, the spectrum after the initial dynamics still contains a strong
contribution from the positive ground state bleach. Overall, the spectrum changes
much less than the spectra in the previous chapter (Figure 5.3a and 5.3b). In
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Figure 6.18: Comparison of PPP spectra of pristine ITIC with the PP spectrum
and its derivative.
that chapter we attributed the initial spectrum, with its positive GSB, to charges
generated by the push. We attributed the long-lasting component, that matched
the inverted singlet PP spectrum, to a reduction in the singlet population.
For a similar analysis we compare the PPP spectrum integrated over push
delays of 2 to 5 ps with the PP spectrum and the inverted PP spectrum of the
same sample (Figure 6.18). Also shown is the derivative of the PP spectrum,
which is similar to the EA signal in this material. The positive signal in the PPP
spectrum around 900 nm matches the inverted PP spectrum. This indicates that
the push again reduces the singlet population. The PPP signal at wavelengths
below 850 nm can be explained as the derivative signal overlapped with an addi-
tional signal that is positive in the range below 700 nm, and negative signal above
700 nm. The presence of a derivative signal suggests the presence of separated
charges. The shape of the overlapping signal is consistent with this: The charge
signal of PBDB-T, as identified in Figure 6.6b, also has a negative feature on the
low-energy side of the GSB.
The combination of a longer-lived charge signal and a derivative signal, in ad-
dition to the inverted singlet signal, suggests the following interpretation: When
the push is absorbed by singlets it generates charges. These charges are suf-
ficiently separated to not recombine quickly, and to cause an EA signal. It is
not clear why the charges in this material are separated, while they remain in
close proximity and recombine within about 1 ps in P3TEA. Investigations into
differences in energy levels or morphology could provide additional insights.
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6.5.2 Pristine PBDB-T
(a) Spectra (b) Kinetics
Figure 6.19: PPP spectra (a) and kinetics (b) of pristine PBDB-T with a push
delay of 0.2 ps.
Figure 6.20: Comparison of PPP spectra of pristine PBDB-T with the inverted
PP spectrum and its derivative, and the PP spectrum of the PBDB-
T:PCBM blend.
As the next step, we measured the PPP response of a pristine PBDB-T film
(Figure 6.20). Similar to the ITIC film, the spectral shape remains largely con-
stant and the kinetics show a long-lived component. We again compare the PPP
spectrum to the inverted PP singlet spectrum and its derivative (Figure 6.20).
Additionally, we compare it to the PP spectrum of PBDB-T:PCBM which is dom-
inated by charges. The spectrum can once more be explained as a combination
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(a) Individual derivatives (b) Added derivatives
Figure 6.21: Comparison of the device EA signal of PBDB-T:ITIC with the
derivatives of the PP signal of pristine ITIC and PBDB-T films.
of these spectra. In this sample we also observe a blue shift of the zero-crossing
point around 660 nm. This indicates that the relative contribution of the EA
component increases with increasing push-probe delay. A possible explanation
for this is that the average separation of charges increases over time, as charges
are more likely to recombine when they are closer.
6.5.3 Components of the EA Signal
Before continuing the discussion of the PPP signals, we would like to comment
on the different components of the EA signal. Figure 6.21a compares the EA
signal measured on a device under continuous illumination with the derivatives
of the PP signal of the pristine PBDB-T and ITIC films. Figure 6.21b compares
the device EA with a linear combination of these derivative signals. The added
derivatives match well with the device EA signal, consistent with our explanation
in Section 3.1.3. By comparing the PPP signal with the derivatives of the indi-
vidual components, we can therefore track the movement of charges away from
the interface individually for the donor and the acceptor phase of the blend.
113
6 CHARGE DYNAMICS IN PBDB-T:ITIC
6.5.4 PBDB-T:PCBM Blend
(a) ∆push-probe: 0.2 to 0.3 ps (b) ∆push-probe: 2 to 3 ps
Figure 6.22: PPP spectra of a PBDB-T:PCBM blend at push delays from 0.2 to
200 ps, with push-probe delays integrated from 0.2 - 0.3 ps (a) and 2 -
3 ps (b) . Also shown are the PPP spectra of the pure donor (black
dashed line), and the inverted PP spectrum from the pure PBDB-T
film (black dotted line).
Similar to our discussion of our PP data in the previous sections, analysing
the PPP spectra of the PBDB-T:PCBM blend allows us to study the spectral
features of charges in the donor separated from any features of the acceptor
(Figure 6.22). The spectra shortly after the push (∆push-probe: 0.2 - 0.3 ps, Fig-
ure 6.22a) are very similar to the spectra of the pristine PBDB-T film (black line
in Figure 6.22a). As discussed in Section 6.5.2, this signal is caused by short-
lived charges that are generated when the push is absorbed by singlets on the
PBDB-T. However, at longer push-probe delays (2 - 3 ps, Figure 6.22b) the spec-
tra are different from the pure film. Below 720 nm the signal is negative, and
from 720 - 1100 nm the signal is positive. The change in spectrum matches with
the inverted PP spectrum of the pristine PBDB-T film (dotted line). This sug-
gests that the charges generated by the push recombine faster than in the pure
material, similar to the PPP dynamics in P3TEA:SFPDI2 (Chapter 5). Inter-
estingly, the PPP spectra do not change significantly over a large range of push
delays. Observing this signal that is related to the singlet population at pump-
push delays of 200 ps is surprising, since we do not expect a significant singlet
population at this long time after the initial excitation. A possible explanation
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for this long-lived singlet signal is that the push is absorbed by trapped singlets
that do not separate into charges and are still present 200 ps after the pump. We
note that we again normalise all PPP spectra in this chapter to the intensity of
the PP PIA near the push wavelength, compensating for changes in the overall
population density.
6.5.5 PBDB-T:ITIC Blend
(a) All push delays (b) 100 ps delay only
Figure 6.23: PPP spectra of a PBDB-T:ITIC blend directly after the push
(∆push-probe integrated from 0.2 - 0.3 ps) at pump-push delays from
0.2 - 100 ps (a). Comparison of the spectrum at a push delay of 100 ps
with the PP spectrum of pristine ITIC and its derivative (b).
Having discussed the PPP measurements on pristine donor and acceptor sam-
ples, we now turn towards the non-fullerene blend PBDB-T:ITIC. The pump was
set to 740 nm, predominantly exciting the ITIC molecules. We begin by dis-
cussing the PPP spectra at short push-probe delays (Figure 6.23a). In contrast
to the PBDB-T:PCBM blend, the initial PPP signal in the PBDB-T:ITIC blend
changes significantly with increasing pump-push delay. At short push delays
(∆pump-push = 0.2 ps), when the excited state population in the sample mainly
consists of singlet excitons on the ITIC, the spectrum is similar to the pristine
ITIC film (black line in Figure 6.23a). The main difference is a weaker positive
signal from 900 - 1100 nm. In Section 6.5.1 we discussed that this signal indi-
cates a reduced ITIC singlet population. This weaker contribution of this singlet
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component therefore suggests that when the push interacts with the singlets,
it either creates more charges than in the pristine ITIC sample, or the charges
have a longer lifetime. A longer lifetime could be explained by the presence of
a heterojunction in the blend. It is also possible that some of the charges are
generated from singlets on the PBDB-T. However, the singlet PIA at the push
wavelength is much stronger in the ITIC than in the PBDB-T, so that the push is
more strongly absorbed by singlets in the ITIC. Additionaly, the pump was tuned
to predominantly excite the ITIC molecules. Thus, we expect any contribution
arising from interaction of the push with singlets on the PBDB-T to be small.
At longer pump-push delays the spectrum differs to a greater extend from the
pristine samples. With increasing push delay the negative signal around 780 nm
and the positive signal around 700 nm become weaker. The positive signal from
900 - 1100 nm is also becoming weaker, disappearing completely at a push delay
of 100 ps. Comparing the signal at a delay of 100 ps with the derivatives of the
PP spectra in the pristine samples (Figure 6.23b), the PPP signal appears to
be a combination of both derivatives and no additional components. Thus, at
long push delays we observe an EA contribution from both types of molecules,
but no indication of a reduced singlet population. This suggests that the push is
absorbed by bound charges at the interface, which then increase their separation,
giving rise to an EA response as described before. Since we are observing the EA
signal from both donor and acceptor, which indicates an increase in electric field
in both phases of the heterojunction, it is likely that both holes and electrons
move away from the interface after interacting with the push.
As a last step in our analysis, we now discuss the PPP spectra at longer push-
probe delays (Figure 6.24). Here the blend spectrum deviates more from the
spectrum of the pristine ITIC sample, with a negative signal below 700 nm and
a positive signal above 1150 nm. This deviation can be explained by a stronger
contribution of the inverted singlet PP signal. Surprisingly, the contribution of
this singlet signal increases with increasing pump-push delay. This is especially
apparent at push-probe delays integrated from 7 - 8 ps (Figure 6.24b). At these
times after the pump there should not be many singlets present in the sample.
The reasons for this behaviour are unclear: It is possible that the few remaining
singlets are trapped in locations where they can not form charges, so that the only
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(a) ∆push-probe: 2 to 3 ps (b) ∆push-probe: 7 to 8 ps
Figure 6.24: PPP spectra and kinetics of a PBDB-T:ITIC blend at longer push-
probe delays (integrated from 2 - 3 ps (a) and 7 - 8 ps (b)) and push
delays from 0.2 to 100 ps.
effect of the push is to increase singlet-singlet annihilation. Another possibility is
that the charges generated from these singlets are trapped, so that they recombine
faster and have disappeared 7 ps after the push, leading to a stronger relative
contribution of the singlet signal.
We can conclude that the effect of the push on the PBDB-T:ITIC blend is
complicated and convoluted. The response of the pristine films already contains
an EA signal, the charge signal does not disappear quickly so that we can not
subtract the singlet component, and the EA and charge signals of donor and
acceptor overlap. These factors prevent us from clearly identifying the response
of charges bound at the interface, as we were able to do in the P3TEA:SF-PDI2
blend. It is therefore very difficult to use PPP spectroscopy to study the charge
dynamics in this materials system.
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6.6 Conclusions and Outlook
Figure 6.25: Overview of charge generation and recombination kinetics in
PBDB-T:ITIC.
To summarise, we have studied the charge generation and recombination pro-
cess in the efficient non-fullerene OPV system PBDB-T:ITIC. We have observed
both electron transfer and hole transfer and extracted transfer times of the or-
der of 10 ps for both processes. This charge generation time is several orders of
magnitude slower than in efficient fullerene based photovoltaic materials [49], and
approximately an order of magnitude slower than in most non-fullerene acceptor
systems reported so far. Similarly slow hole-transfer [129] and electron-transfer
[130] has been reported before for devices with lower photoconversion efficiencies.
Studying the charge recombination process we were able to extract the lifetimes
of charges. Figure 6.25 shows an overview of the charge generation and recom-
bination kinetics in this system. We note that with our methods we are unable
to distinguish whether the rate of charge generation is limited by diffusion of
excitons to the heterojunction or by the dissociation of excitons at the interface.
Additionally, we found strong evidence for triplet generation in the pristine
polymer sample. This shows that triplets can be directly formed from singlet
excitons in the donor, not only from CTE states at the donor-acceptor hetero-
junction. We did not find evidence of significant triplet formation in the PBDB-
T:ITIC blend, contrary to a previous report [128], suggesting that efficient charge
formation can significantly reduce triplet formation in the polymer. Furthermore,
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we found evidence for a trap assisted charge recombination pathway, in addition
to the bimolecular recombination.
Using PPP we found that the push pulse generates charges in a similar way to
the observations in P3TEA:SF-PDI2 discussed in the previous chapter. However,
in the PBDB-T:ITIC blend these initially generated charges separate and have
much longer lifetimes. Furthermore, the characteristic features of the PP spectra
overlap significantly. This makes it difficult to extract any useful information
from these measurements. Potential future measurements could explore the PP
and PPP spectral features further into the infrared wavelength region. Finding
PIA signals that are specific for charge polarons only, without overlap with the
singlet PIA, would allow to selectively excite charges. This would avoid many of
of the complications discussed in this chapter.
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Chapter 7
Summary and Outlook
7.1 Summary
In this work we studied the dynamics of charges in non-fullerene organic solar
cells (OSCs). We employed a range of established spectroscopic methods, such as
optical absorption, photoluminescence (PL), and pump-probe (PP) spectroscopy
measurements. Additionally, we continued the development of pump-push-probe
(PPP) spectroscopy, an advanced optical technique that allowed us to probe
bound charges at the interfaces of donor-acceptor blends. This enabled us to
determine the time-scales on which charge generation, separation, and recombi-
nation occur in the non-fullerene materials we studied. Importantly, we were able
to show that fast charge separation is not necessary for high efficiencies. Based
on the population dynamics we observed, we propose that the molecules continu-
ously transition between singlet excitons, charges bound at the interface (charge
transfer excitons, CTEs), and free charges, forming a thermodynamic equilib-
rium. We believe that this has important consequences for the development of
future solar cell materials.
The model OSC material we investigated first is P3TEA:SF-PDI2. This sys-
tem has shown highly efficient generation of photocurrent despite a negligible
offset between the molecular energy levels of donor and acceptor. This is con-
trary to previously expressed beliefs that an ‘excess’ energy is necessary to drive
charge separation. In our PP measurements we found that charges are present
at very short times after the pump, within hundreds of femtoseconds. In fact,
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we were unable to see a rise time of the corresponding signal, which could be an
indication of a hybridisation between the initially excited singlet state and the
CTE state. Further evidence for this hybridisation was observed in time-resolved
PL studies, where we measured emission from the the donor singlet exciton state
following charge recombination. This suggests either back transfer from CTE
states to the singlet, or a mixing of these two states. Additional PP measure-
ments revealed evidence for a slower component of exciton dissociation, indicating
additional formation of CTE states on a timescale of tens of picoseconds.
Despite this fast initial charge generation, we found that charge separation was
slow, occurring on a timescale of ∼ 100 ps. Since vibrational relaxation occurs on
a faster timescale (∼ 1 ps), charges must separate from thermally relaxed CTE
states. We concluded that charge separation is a thermally activated process
that requires an activation energy to overcome the Coulomb binding energy of
the CTE state. This was supported by temperature dependent PP experiments,
showing that charges separate slower at lower temperatures.
To explore this further, we turned towards PPP spectroscopy, where a ‘push’
excites the sample a second time before it is probed. We began by carefully
analysing the PPP spectra in a pure donor sample and found that the push creates
a temporary charge population and reduces the overall excited state population.
After taking into account the spectral features of these effects, we were able to
identify a third component in the PPP spectra of the donor-acceptor blend: a
derivative-like shape that matches the electroabsorption (EA) spectrum measured
on a device. This feature is caused by charges separated by the push and is
proportional to the population of CTE states.
The EA signal enabled us to directly monitor the dynamics of the CTE states.
We found that the population of these bound charges is only slowly decreasing,
even after the population of free charges is not increasing significantly any more.
Since the internal quantum efficiency of these devices is ∼ 90%, these charges
must eventually separate. This led us to propose that a thermodynamic equilib-
rium is formed between these states, where charges continuously recombine and
re-separate. In addition, our PPP measurements at lower temperatures showed
a reduced amount of CTE states per initially excited singlet state. This shift
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of the equilibrium towards bound CTE states is further evidence for a thermal
activation of charge separation.
The second low-offset non-fullerene OPV system we studied was PBDB-T:ITIC.
Here, our PP spectra showed a clear rise in the charge signal, with a time-constant
of ∼ 10 ps for both electron and hole transfer. Thus, for highly efficient solar cells
neither fast charge generation nor fast separation is necessary.
In this material we identified two pathways for non-radiative recombination,
a major loss mechanism in OSCs. Firstly, we found strong evidence for triplet
generation. Triplets are more likely to undergo non-radiative transitions to the
ground state, followed by vibrational relaxation. Secondly, we discovered that
trap assisted recombination occurs in this blend, which could also lead to non-
radiative recombination.
Our attempts to study the CTE population via PPP spectroscopy were largely
unsuccessful, due to the overlapping spectral features and complicated dynamics
in this blend, demonstrating the limits of this technique.
The formation of a thermodynamic equilibrium between singlet excitons, CTE
states, and free charges indicates new pathways for increasing solar cell perfor-
mance. Instead of developing systems to drive charge separation via reversible
processes, they should be designed to remove all irreversible processes. In par-
ticular, the CTE energy should be isoenergetic with the singlet energy of either
the donor or the acceptor. This should enable us to reduce voltage losses without
sacrificing charge separation efficiency. Device design efforts should then focus on
removing non-radiative voltage losses, such as triplet formation and trap assisted
recombination. For example, lowering the polymer triplet energy could reduce
triplet formation due to the energy gap law, and improving film homogeneity by
optimising the sample preparation procedures could remove traps.
7.2 Outlook
As mentioned above, we believe that our findings provide a new perspective on
the mechanism behind charge separation, with implications for chemists, material
scientists, and device physicists. In addition to optimising the absorption spectra
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and transport properties of the molecules, design efforts should aim to remove
any non-reversible steps from charge generation.
From a spectroscopy perspective there are open questions as well. To begin
with, it is still unclear under which conditions efficient charge separation can
occur without a driving force. As shown in a recent study, increasing the energy
offset of the CTE state increases the quantum efficiency for many non-fullerene
systems [52]. However, some donor polymers show a much stronger dependence
on the excess energy than others. A systematic PP and PPP study comparing
these systems could provide insights into these dynamics.
Additionally, for PPP spectroscopy, finding a way of very selectively exciting
charges would greatly facilitate the interpretation of the spectra. This is especially
important in blends with overlapping absorption and emission spectra, such as
PBDB-T:ITIC. For example, PP measurements in the infrared wavelength region
could reveal PIA signals that are specific to charges. Tuning the push to excite
these could lead to clearer signals.
Another valuable experiment would be to repeat the temperature dependent
PPP measurement with longer push-probe delays. This might enable us to fully
extract the kinetic of the CTE population for different temperatures. Further-
more, exploring the influence of pump and push fluence on the CTE kinetic could
show how the equilibrium between free charges, CTE states, and singlet exci-
tons depends on the population density. However, PPP measurements are very
time-intensive, so this large parameter space has to be explored systematically.
The measures suggested above could allow further increases in OSC efficien-
cies, exceeding a PCE of 20%. If current trends continue, future high performance
solar cells could be made of abundant, non-toxic organic materials, produced
with energy-efficient methods. Optimising scalable industrial processes such as
roll-to-roll printing for these new non-fullerene solar cells could enable them to
outcompete silicon and perovskite based technologies, and contribute to global
efforts against climate change.
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Appendix A
Supporting Figures for
P3TEA:SF-PDI2
A.1 Supporting Measurements
(a) Current - Voltage (b) External Quantum Efficiency
Figure A.1: J-V and EQE curves of P3TEA:SF-PDI2 and other non-fullerene
blends. Measurements and plots by Dr Philip Chow and co-workers,
used with permission.
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Figure A.2: Fit of PP kinetics of pristine P3TEA film with a sum of exponential
decays (see Section 6.3.1 for details).
(a) Pristine P3TEA
(b) P3TEA:SF-PDI2
Figure A.3: Charge generation and separation: Non-normalised PP spectra of
pristine P3TEA (a) and the P3TEA:SF-PDI2 blend (b) at the higher
pump fluences used in PPP measurements (≈ 1µJ/cm−2)).
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A.1 Supporting Measurements
Figure A.4: Temperature dependence of P3TEA:PCBM PP spectra. Measure-
ments and plots by Dr Philip Chow and co-workers, used with per-
mission.
Figure A.5: Temperature dependence of device photocurrent. Data was mea-
sured at short-circuit condition. The photocurrent of non-
fullerene P3TEA:SF-PDI2 device drops more significantly than
P3TEA:PCBM. This is consistent with the temperature dependence
found for the spectroscopy data. Data for annealed P3HT:PCBM,
MEH-PPV:PCBM, PTB7:PCBM, and Si (reproduced from Refer-
ence [110, 112, 113, 131]) are shown for comparison. The devices
were under sufficiently low intensity to avoid current drop due to bi-
molecular recombination, as described in detail by Gao et al. [110],
with the exception of PTB7:PCBM (measured under simulated so-
lar illumination). Measurements, plot, and description by Dr Philip
Chow and co-workers, used with permission.
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A.2 Additional Samples
Figure A.6: Chemical structures of electron donor (blue labels) and acceptor mol-
ecules (orange labels) used to study the dynamics of CTE states.
Figure by Dr Philip Chow, used with permission.
Figure A.7: Energy levels of materials used in study on CTE dynamics as esti-
mated from cyclic voltammetry. Measurements and plot by Dr Philip
Chow and co-workers, used with permission.
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A.2 Additional Samples
Figure A.8: Comparison of PP and PPP spectra of P3TEA:FTTB-PDI4,
P3TAE:SF-PDI2 and PffBT2T-TT:O-IDTBR. PPP data in bottom
panel and all PP and EA data measured by Dr Philip Chow and
co-workers. Plot by Dr Philip Chow and co-workers, used with per-
mission.
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(a) P3TAE:SF-PDI2
(b) P3TEA:FTTB-PDI4
(c) PffBT2T-TT:O-IDTBR
Figure A.9: PPP data of additional samples. Data in panel (c) measured and
plotted by Dr Philip Chow and co-workers.
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Appendix B
Supporting Figures for
PBDB-T:ITIC
Figure B.1: Comparison of PP signal of pristine PBDB-T and PCBM. The
PBDBT film was excited at 520 nm with a 50µW beam, the PCBM
film at 488 nm with a 70µW beam. Despite the higher excitation
intensity, the signal of the PCBM film is much weaker.
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(a) 3 Species
(b) 2 Species
Figure B.2: Examples of different outputs of the genetic algorithm:
Species and corresponding kinetics for data showing hole-transfer in
PBDB-T:ITIC.
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(a) Spectra (b) Kinetics
Figure B.3: Hole transfer dynamics on a picosecond to nanosecond timescale as
extracted via the genetic algorithm.
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