In this research paper, I have performed time series analysis and forecasted the monthly value of housing starts for the year 2019 using several econometric methods -ARIMA(X), VARX, (G)ARCH and machine learning algorithms -artificial neural networks, ridge regression, K-Nearest Neighbors, and support vector regression, and created an ensemble model. The ensemble model stacks the predictions from various individual models, and gives a weighted average of all predictions. The analyses suggest that the ensemble model has performed the best among all the models as the prediction errors are the lowest, while the econometric models have higher error rates.
Introduction 1
In this empirical paper, I have forecasted the housing starts in the United States. Housing starts are the number of new residential construction projects that have begun in a month. The common techniques of forecasting include econometric time series modeling and machine learning (ML). I have chosen housing starts as it is a leading indicator in the real estate or mortgage market . This forward looking variable estimates a good gauge for future levels of real estate supply, and creates a ripple effect in the overall economy. Its is primarily of interest as the inception and collapse of the housing bubble in 2007-08 were the turning points in the subsequent developments that embroiled the American and the Eurozone economies in a deep-seated financial meltdown. Buying new houses also increases the demand of complementary durable goods such as furniture, refrigerators, etc. Thus, new residential construction boosts employment in construction, raw materials, banking and other manufacturing sectors. Mortgage rates directly affect housing activity as higher interest rates raise the housing expenses. This lowers the number of qualified borrowers, declining home sales, and housing starts. Contrarily, lower interest rates make houses affordable, spurring housing starts and home sales. The next section describes the data and methods used. To ensure that all the variables in the time series are stationary, the ACF and PACF plots below check if the series is autocorrelated.
Figure 1: Plot of the Autocorrelation Function (ACF) of the US Housing Starts shows serial correlation as the ACF dies down
Because the housing starts series has autocorrelation, it is not white noise. From figure 2, we will include 3 lags.
The number of significant correlations (spikes greater than than the significance lines) indicate the term of the p AR model.
Figure 2: Partial Autocorrelation Function (ACF) of the US Housing Starts as PACF cuts off after 3 lags
The ACF of the differenced housing starts doesn't look like that of a white noise series. First differencing removed the trend in the residuals, resulting in uncorrelated errors. Both the error rates are higher than those of Figure 5 below shows the plot of residuals of the RIM AX (2, , ) .
model to check if the series is discrete white noise (DWN):
2 In R, I had looped over several combinations of p,d and q and stored the fitted model of ARIMA(p,d,q). Given any order of ARIMA, if the current AIC value is less than the previously generated AIC, then the current AIC is the final AIC and that order is chosen. After terminating the loop, the order obtained was ARIMA(3,1,2).
Figure 5:
The ACF plot of the residuals of ARIMA (3, 1, 2) shows that the errors are not serially correlated.
The correlogram seems to follow discrete white noise. The qq-plot of the standardised residuals, suggests that the fitted standardised skew-t conditional distribution is good. Using the above model, I have forecasted housing starts for the year 2019 which is shown in section 3:
Results. Now, I will discuss some of the advanced methods that necessitates me to check first if the explanatory variables have common stochastic trends, or are cointegrated.
Cointegration
When the trends and patterns of two series are similar, then they are cointegrated. The cointegration test measures whether the residuals from the regression below are stationary. 
Vector Error Correction Model (VECM)
Unlike the error correction model which is a single equation, a VECM is a multiple equation model used when series are non-stationary and cointegrated. Using the same variables used to check for cointegration, I made a VECM model with 3 lags and 2 cointegrating relations (check Table 1 in the Appendix for the full model). The value of lag which results in the minimum information criteria (in this case, AIC) is chosen as the order of the model. Table 5 depicts only the error correction terms (ECT1 and ECT2) and the p-values of the the four variables.
As the p-values are extremely small, the coefficient estimates are significant at the 5 percent critical value. the results section. But "a good forecast does more than provide a current 'best estimate'-it identifies the key 5 Difference between VARX and ARIMAX: VARX is devoid of MA terms and uses autoregressive lags to approximate MA terms.
Variables
It's solution is a less parsimonious solution than when we directly include MA terms in the ARIMAX model. OLS or GLS can estimate VARX quickly, whereas maximum likelihood method estimates ARIMAX model, which is usually slow. In IRF, we shock one variable and propagate it through the fitted VARX model for a number of periods. We can trace this through the VARX model and see if it impacts the other variables in a statistically significant way. When there is a shock in housing starts by mortgage rate, the value of housing starts traverses negatively at a fixed rate away from the mean, creating a momentum effect. After three periods, it hovers around a constant rate, creating a persistantance effect, and doesn't return to its historical mean. The dotted lines show the 95 percent interval estimates of these effects. The VARX function prints the values corresponding to the impulse response graphs .
The impulse response of private houses completed on housing starts shows that with a one unit shock by private houses completed causes housing starts to slightly increases, then fall towards zero into the negative territory at a constant rate as the effect of shock dies, followed by a slight upward movement as housing starts reverts to the mean. An impulse (shock) to housing starts from housing supply at time zero has large effects the next period as housing starts falls precipitously. The downward momentum persists, and even after six periods of shock, the value of housing starts does not revert to the mean. Neural Networks. Machine learning relies on cross-validation to prevent overfitting and underfitting. Together these aforementioned base learners in the ensemble enhance the predictive accuracy and robustness, which is otherwise not possible from using each of them separately. In setting up the ensemble, I specified the base algorithms used with specific parameters of each model and train each of them in the training set. Then, I
conducted an 18-fold cross validation on each of the learners and obtained the cross-validated predictions from 7 each of them. Models which are more accurate are assigned higher weights in stacked ensemble. The predictive accuracy increases when the ensemble uses diverse set of initial base learners with different hyperparameters and feature subsets. However, such fine-tuning to generate complex models may cause the problem of overfitting where the model perfectly fits the training set, but generalizes poorly in the test set.
Principal Component Analysis for Data Preparation
The variables in the whole dataset are highly correlated with each other, causing multicollinearity. These are redundant variables as they add nothing new to the model. 7 Unsure of the best way to evaluate time series models while forecasting, economists and statisticians often evaluate a model's performance in the test set or out of sample (OOS) set. Cross validation does not account for unit roots and serially correlated variables when using econometric models. The former method evaluates in only one set, while the latter (CV method) evaluates in multiple sets. OOS evaluation is a standard procedure as conventional models such as ARIMA are completely iterative i.e. they start estimating from the beginning of the series. Opsomer et. al (2001) explain that if errors are highly autocorrelated, then cross validation "underestimates bandwidths in a kernel estimator regression framework", overfitting the model. Nonetheless, such problems are immaterial when applying ML methods, so we use CV.
is the proportion of total information explained by the principal component.
In PCA, every variable is centered at zero so that we can easily compare each principal component to the mean.
Centering also removes problems arising the scale of each variable. The components are always sorted by how important they are, so the most important components will always be the first few. In this dataset, accounts C1 P for more 60 percent of total variance in the data. After creating a new dataset with these six principal components and the response variable, housing starts, I split the dataset into training and test the first 80 percent of the observations are in the training set and the last 20 − percent are in the test set. Next, I have explained the individual models used to make the stacked ensemble.
Dimension

K-Nearest Neighbors
K-Nearest Neighbors (KNN) is one of the simplest machine learning models that is mostly used to classify data points based on how the neighbors are classified (separated into different categories), but also used in regression to predict values. KNN algorithm stores all the available cases and classifies the new case based on how similar it is to the k nearest cases. To find the nearest neighbors, we calculate the Euclidean distance between the new point and each point in the training set :
We chose the k value which determines the number of neighbors to consider before establishing the value to the new observation. The final prediction for the point is the average value of the k training observations (x ) f 0 x 0 y i that are closest to , represented by .
In the KNN model with six predictors on the training set, k is set from 0 to 10. Ten different models with all ten values of k are trained and ultimately we select the model with the lowest error. When , the error rate is k = 2 lowest and thereafter, it rises. The test set MAPE of and a negative bias of 7.9% 2 8.15%. 1
Support Vector Regression
Just as we minimize the error rates in simple regression, in Support Vector Regression, the goal is to fit the error within a particular threshold. In L1-SVM, we optimize the following: inimize m
In L2-SVM, we optimize the following: inimize m
regularization term added to avoid overfitting, w = is the penalty parameter. We can tune model performance to ensure a balance between the regularization C ∈ R term and loss function by setting various values of C.
The L1 loss function is called the least absolute deviations (LAD) or error (LAE) and the L2 loss function is also known as the least squares error. In support vector regression, we draw a hyperplane that minimizes the loss function. Hyperplanes change when the loss function changes. We apply the kernel trick to lift the feature space, or convert the lower dimension data into a higher dimension, resulting in a non-linear decision boundary. From the analysis, the model outputs the MAPE in the test set is and bias is when the cost is 16 and loss is .53% 9 .33% 3 L2. Ridge regression is another model that uses the L2 penalty on the weights of the equation, i.e. it minimizes the L2-regularized squared error instead of only the squared error.
Ridge Regression
When predictors in a regression are strongly correlated, regression coefficients of a variable depends on other predictors in the model. Ridge regression adds bias to alleviate multicollinearity. We fit a model with all p predictors and regularize or constrain the coefficient estimates, i.e. use a method that shrinks the coefficient towards 0 to reduce the variance of the variable. Similar to least square estimates, the ridge regression coefficient estimates by minimizing: β
The penalty term, is the tuning parameter (or the hyperparameter) that is separately determined. , and the weights are Thereby, the C , C , .., C P 1 P 2 . P 6 , , ..w . w 1 w 2 . 6 output is , where inputs.
Before building neural network models, I had scaled or normalized data to a standard format to improve the accuracy and speed of training set performance. First, I combined the six principal components with the housing starts variable into a dataframe and then scaled all the explanatory variables: to . Since, I have applied C1 P C6 P the logistical function, I scaled or normalized the the principal components to the interval (0, 1). Then, I further split the dataset into training and test set and created time slices using the same procedure outlined for cross-validation. After pre-processing, I created a neural network model with explanatory variables as to C1 P and response variable as housing starts. I added a decay parameter to regularize the network towards C6 P reducing bias and variance, so that the models do not overfit the data and generated a neural network of one layer.
With the size ranging from 1 to 10, and decay from 0.1 to 4, the the test set MAPE is and bias is 0.31% 1 .63%. Combining predictions from these independent, and less correlated models, reduces variance, and consequently, diminishes the overall test set bias and MAPE.
After obtaining the predictions in the test set and the error rates, I forecasted the values of housing starts from January to December, 2019. We need values of other variables to forecast housing starts in the future, so indirectly I had to predict the principal components as well. We cannot directly use machine learning algorithm for multi-step forecasting. I have made a multivariate multi-step time series forecasting model that forecasts housing over the next twelve months, given the recent and historic level of housing starts and other exogenous variables. So, I have used the ML models recursively to make multi-step forecasts. This procedure predicts one step at a time, feeds the predicted values in the model as inputs to forecast the value for next month. I had iterated this process twelve 10 times to get values from January, 2019 to December, 2019.
Results
Checking the final models based on the cross-validated performance, I stacked them via ridge regression and obtained the predictions in the test set to compare them with the actual number of housing starts. Finally, Table 10 has forecasts from the machine learning models. For all models, except for KNN, the forecasts appear to be cointegrated as they have the same stochastic trends. The lowest forecasts correspond to the SVR model with the lowest MAPE, followed by ridge, ANN and the ensemble model. They follow a downward trend and reach the nadir in October, after which they skyrocket in October-November. The forecasts from KNN are flat till September, then stumble for a month, before spiking and converging with the forecasts from other models. The two plots in the Appendix gives diagrammatically represents the forecasts from both econometric and ML models 
Conclusion
In this empirical analysis, I have conducted time series analysis and forecasted housing starts using various econometric and machine learning models. From the results, I observed that the ML models outperform the econometric models. The ensemble ML model had a MAPE of 6.51 percent compared to the MAPE of which was 35.7 percent lowest among all other econometric models. This suggests that RIM AX(2, , )
economists engaged in forecasting macroeconomic variables should explore forecasting from ML based models.
These models can discover complex non-linear relationships in the data, without assuming anything about the exogenous factors. They can determine the relative importance of each variable without being affected by multicollinearity. However, we also have to be prudent when deciding which models to use, particularly, as they cannot be interpreted and can overfit in the training sets.
In both time series and ML models, performance of forecasts differ depending on the dataset. As we often assume that past patterns can indicate the behavior of a series, they are projected. Consequently, if the patterns continue, the forecasts will be precise, but if the patterns abruptly deflect, the projections may heavily differ from the actual value, as noticed from the flat KNN predictions. This creates a "black swan" event wherein the event deviates beyond its generally expected path and is hard to project. So, we have to retrain the model repeatedly to account for newer information. ML models can capably model any type of patterns, compared to time series forecasting methods where we have first ensure homoskedastic errors and same probability distribution throughout the − series. Hence, I have conducted several tests such as (G)ARCH for conditional heteroskedasticity, and Johansen test of cointegration, among others. Thereafter, I have forecasted housing starts. ---------------------------------------------hous_st, pvt_house_comp, mortgR, house_supply
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