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CONTINUOUS DEPENDENCE OF CAUCHY PROBLEM
FOR NONLINEAR SCHRO¨DINGER EQUATION IN Hs
WEI DAI, WEIHUA YANG AND DAOMIN CAO
Abstract. We consider the Cauchy problem for the nonlinear Schro¨dinger
equation i∂tu + ∆u = λ0u + λ1|u|
αu in RN , where λ0, λ1 ∈ C, in H
s
subcritical and critical case: 0 < α ≤ 4
N−2s
when 1 < s < N
2
and
0 < α < +∞ when s ≥ N
2
. We show that the solution depends continu-
ously on the initial value in the standard sense in Hs(RN) if α satisfies
certain assumptions.
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1. INTRODUCTION
In this paper we are concerned with the following Cauchy problem for the
nonlinear Schro¨dinger equation
(1.1)
{
i∂tu+∆u = g(u),
u(0, x) = φ(x),
where φ ∈ Hs(RN ), N ≥ 1 and s ≥ min{1, N/2}. We assume that the
nonlinearity g = g0 + g1, where g0(u) = λ0u with λ0 ∈ C and the nonlinear
term g1 is H
s-subcritical or critical and of class C(α, s) for some 0 < α <∞.
Definition 1.1. Let f : C → C, 0 < α < ∞, [s] denotes the largest
integer which is less than s and k-th order complex partial derivative Dk
with k ∈ N be defined under the identification C = R2(see Section 2). When
0 < s ≤ N/2, we say that f is of class C(α, s) provided it satisfies both the
two assumptions:
(i) f ∈ C [s]+1(C,C) with f(0) = 0;
(ii) if f(z) is a polynomial in z and z¯, then 1 < deg(f) = 1+α ≤ 1+ 4N−2s(1 <
deg(f) = 1 + α <∞, if s = N/2); if f is not a polynomial, then
(1.2) |Dkf(u)| ≤ C|u|α+1−k
for any 0 ≤ k ≤ [s] + 1 and u ∈ C, and
(1.3) |D[s]+1(f(u)− f(v))| ≤ C|u− v|min(α−[s],1)(|u|+ |v|)max(0,α−1−[s])
for any u, v ∈ C, where [s] < α ≤ 4N−2s([s] < α < ∞, if s = N/2). When
s > N/2, we say that f is of class C(α, s) if f ∈ C [s]+1(C,C) with f(0) = 0.
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Remark 1.2. Assume that if s < N/2, 0 < α ≤ 4N−2s and if s ≥ N/2,
0 < α < ∞. If α is not an even integer, assume further that α > [s]. One
easily verifies that the nonlinearity g(u) = λ|u|αu with λ ∈ C is a model
case of class C(α, s)(see [11, 20, 21]).
The Cauchy problem (1.1) in the Sobolev space Hs(RN )(s ≥ 0) has been
quite extensively studied (see [3, 4, 5, 8, 9, 16, 18, 13, 22, 25, 33]). For
s = 0, 1, 2, the local well-posedness for Cauchy problem (1.1) with local
nonlinearity g(u) has been studied(see [3, 5, 16, 33]). For general 0 < s <
N/2, local well-posedness results for (1.1) were established when g(u) =
λ|u|αu, where λ ∈ C and α > 0 satisfying certain regularity assumptions,
and the following result is well known now(see theorem 1.1 in [4], see also
theorem 4.9.9 and theorem 4.9.10 in [5]).
Theorem 1.3. ([4, 5]) Assume N ≥ 3, 1 < s < N2 . Let g(u) = λ|u|αu with
λ ∈ C and
(1.4) 0 ≤ α ≤ 4
N − 2s .
If α is not an even integer, suppose further that
(1.5) α > [s],
where [s] denotes the largest integer which is less than s([s] = s−1 if s is an
integer). Then for any given φ ∈ Hs(RN ), there exist Tmax, Tmin ∈ (0,∞]
and a unique, maximal solution u ∈ C((−Tmin, Tmax),Hs(RN )) of Cauchy
problem (1.1). Moreover, the following properties hold:
(i) u ∈ Lqloc((−Tmin(φ), Tmax(φ)), Bsr,2(RN )) for every admissible pair
(q, r).
(ii) u depends continuously on φ in the following sense. There exists
0 < T < Tmax(φ), Tmin(φ) such that if φn → φ in Hs and if un denote the
solution of (1.1) with the initial value φn, then 0 < T < Tmax(φn), Tmin(φn)
for all sufficiently large n and un is bounded in L
q((−T, T ), Bsr,2(RN )) for
every admissible pair (q, r). Moreover, un → u in Lq((−T, T ), Bs−εr,2 (RN ))
for all ε > 0 and admissible pair (q, r) as n→∞. In particular, un → u in
C([−T, T ],Hs−ε(RN )) for all ε > 0.
Remark 1.4. In general, for 0 < s < ∞ and nonlinearity g of class C(α, s),
the local well-posedness for Cauchy problem (1.1) was also established by
T. Kato in [18], and the solution u of Cauchy problem (1.1) depends con-
tinuously on initial value φ in the sense of (ii) of Theorem 1.3(see [18]).
Let (eit∆)t∈R be the Schro¨dinger group. The existence of solutions in
Theorem 1.3 is established by using fixed point theorem to the equivalent
integral equation(Duhamel’s formula)
(1.6) u(t) = eit∆φ− i
∫ t
0
ei(t−τ)∆g(u(τ))dτ
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in an appropriate space. So one would expect that the dependence of the
solution on the initial value is locally Lipschitz in spaces of order s dif-
ferentiability. However, the metric space in which one applies Banach’s
fixed point theorem involves Sobolev (or Besov) norms of order s, while the
distance only involves Lebesgue norms(The reason for that choice of the
distance is that the nonlinearity need not be locally Lipschitz for Sobolev
or Besov norms of positive order). Thus the flow is locally Lipschitz for
Lebesgue norms, and continuous dependence in the sense of Theorem 1.3
(ii) follows by interpolation inequalities(see [4, 18]).
As for the statement of continuous dependence, it was pointed out in [5]
that the above results are weaker than what would be “standard”, that is,
ε = 0(see remark 4.9.6 for subcritical case and theorem 4.9.10 for critical
case in [5], see also [4, 18]). We wonder if ε = 0 is allowed, that is, if the
solution depends continuously on the initial data in the sense that the local
solution flow is continuous Hs(RN ) → Hs(RN ), it is not known until very
recently. A positive answer was given recently by Cazenave, Fang and Han
in [6], where under the condition that 0 < s < min{1, N2 }, the continuous
dependence in Hs in the standard sense was obtained.
In addition, when s = 0, 1, 2(subcritical case), or s = m, m > N/2 is
an integer(with nonlinearity g(u) satisfying g ∈ Cm(C,C) in the real sense
and g(0) = 0), the standard continuous dependence in Hs(RN ) has been
proved(see [4, 5, 14, 16, 31]).
In this paper, we mainly consider nonlinearity g(u) = λ0u + g1(u) with
g1 ∈ C(α, s)(specially, a typical form g(u) = λ0u + λ1|u|αu) and address
the question of Hs(RN ) continuous dependence for non-integer and integer
s ≥ min{1, N2 }. We show that continuous dependence holds in Hs(RN ) in
the standard sense in virtually all the cases where local existence of solution
to (1.1) is known. Under more restrictive conditions, we show that the
dependence is locally Lipschitz(see Theorem 1.6 and Corollary 1.7).
To state our result and explain our strategy of its proof let us give some
of the notation to be used in this paper first. We use the notation [x] to
denote the largest integer which is less than x, and the remainder part of x
is denoted by {x}, namely, 0 < {x} := x− [x] ≤ 1, in particular, if x is an
integer, then [x] = x− 1 and {x} = 1. We denote by p′ the conjugate of the
exponent p ∈ [1,∞] defined by 1p + 1p′ = 1. We will use the usual notation
for various complex-valued function spaces: Lebesgue space Lr = Lr(RN ),
Sobolev spaces Hs,r = Hs,r(RN ) := (I − ∆)−s/2Lr, homogeneous Sobolev
spaces H˙s,r = H˙s,r(RN ) := (−∆)−s/2Lr, Besov spaces Bsr,b = Bsr,b(RN ) and
homogeneous Besov spaces B˙sr,b = B˙
s
r,b(R
N ). For the definitions of these
spaces and the corresponding interpolation and embedding properties, refer
to [1, 10, 26, 29]. For any interval I ⊂ R and any Banach space X just
mentioned, we denote by C(I,X) the space of strongly continuous functions
from I to X and by Lq(I,X) the space of measurable functions u from I to
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X such that ‖u(·)‖X ∈ Lq(I). As usual, we define the “admissible pair” as
below, which plays an important role in our space-time estimates.
Definition 1.5. We say that a pair (q, r) is admissible if
(1.7)
2
q
= δ(r) = N(
1
2
− 1
r
)
and 2 ≤ r ≤ 2NN−2 (2 ≤ r ≤ ∞ if N = 1, 2 ≤ r <∞ if N = 2).
Note that if (q, r) is an admissible pair, then 2 ≤ q ≤ ∞, the pair (∞, 2) is
always admissible, and the pair (2, 2NN−2) is admissible if N ≥ 3.
In this paper we always assume the following condition for α and s,
(1.8)
{
0 < α ≤ 4N−2s , if 0 ≤ s < N/2,
0 < α <∞, if s ≥ N/2.
Moreover, since we are working in spaces of order s differentiability, we need
the nonlinear map u 7→ |u|αu to have certain regularity, which will some-
times be expressed by the condition given by (1.5).
The main result in this paper is the following.
Theorem 1.6. Assume N ≥ 1, s > 1 or s ≥ N/2. Let g(u) = g0(u)+g1(u),
where g0(u) = λ0u with λ0 ∈ C and g1 is of class C(α, s). Then for any given
φ ∈ Hs(RN ), the corresponding solution u of Cauchy problem (1.1) obtained
in [4, 18] depends continuously on the initial value φ in the following sense:
(i) the mappings φ 7→ Tmin(φ), Tmax(φ) are lower semi-continuous Hs(RN )→
(0,∞],
(ii) for every interval [−S, T ] ⊂ (−Tmin(φ), Tmax(φ)), and every admissible
pair (q, r), if φn → φ in Hs(RN ) and if un denotes the solution of (1.1) with
the initial value φn, then un → u in Lq((−S, T ), Bsr,2(RN )) as n → ∞. In
particular, un → u in C([−S, T ],Hs(RN )).
In addition, for s ≤ N/2, if g1(u) is a polynomial in u and u¯, or if g1 is
not a polynomial, we assume further that α ≥ [s] + 1; or for s > N/2, if
g1 ∈ C [s]+2(C,C); then the dependence is locally Lipschitz.
By Remark 1.2, Theorem 1.6 applies in particular to the model case
g(u) = λ0u + λ1|u|αu with λ0, λ1 ∈ C and α > 0. We summarize the
corresponding results in the following corollary.
Corollary 1.7. Assume N ≥ 1, s > 1 or s ≥ N/2. Let g(u) = λ0u +
λ1|u|αu, where λ0, λ1 ∈ C. Suppose that α > 0 satisfies (1.8), and suppose
further that (1.5) holds if α is not an even integer. Then for any given
φ ∈ Hs(RN ), the corresponding solution u of Cauchy problem (1.1) obtained
in [4, 18] depends continuously on the initial value φ in the sense of Theorem
1.6. In addition, if α is an even integer, or if α is not an even integer, we
assume further that α ≥ [s] + 1, then the dependence is locally Lipschitz.
Remark 1.8. The conclusions of Theorem 1.6 and Corollary 1.7 also contains
cases that s equals an integer, note that in such cases [s] = s− 1.
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Remark 1.9. Note that Corollary 1.7 applies in particular to the single power
case g(u) = λ|u|αu with λ ∈ C and α > 0.
The key ingredient in the proof of Theorem 1.6 is an estimate showing
that g1(un) − g1(u) is bounded in Besov spaces by a Lipschitz term(i.e.,
with a factor un − u in some Besov space of order s) plus a lower order
Kato’s remainder term K(un, u) of Ho¨lder type. The Lipschitz term is easily
absorbed by the left-hand side of the inequality, and what we need to do is
showing that the Kato’s remainder term K(un, u) converges to 0. Note that
convergence in Lebesgue spaces holds by the contraction mapping estimates,
thus for s ≥ N/2, we can take advantage of the embedding Hs →֒ L∞(resp.,
Hs,r →֒ L∞ with r > 2, if s = N2 ) to obtain the conclusions. Our proof
of the covergence of the remainder term K(un, u) for s < N/2 is partly
based on the method used by T. Kato to prove continuous dependence in
H1(RN ), which is actually a contradiction argument by using dominated
convergence theorem; we also apply the idea presented by T. Tao and M.
Visan in [31] of using intermediate Besov spaces of lower order(see Lemma
3.1 below), which is based on Strichartz’s estimates for non-admissible pairs
and can be extended to solve the critical case(see Claim 3.2, Claim 3.3, note
that γ = α + 2 in the critical case). Therefore, by applying Strichartz’s
estimates, the main difficulty in proving Theorem 1.6 is to estimate terms
like ‖g1(u) − g1(v)‖B˙sr,2 , where
2N
N+2 ≤ r ≤ 2. Because H˙s,r →֒ B˙sr,2 for
2N
N+2 ≤ r ≤ 2, we will estimate ‖g1(u)− g1(v)‖H˙s,r instead.
Remark 1.10. In fact, when s ≤ N/2, we can write the Kato’s remainder
term K(un, u) in a general form(see (3.26) and (3.45) in Section 3)
K(un, u) = ‖u‖[s]+1Bsρ,2 ‖D
[s]+1g1(un)−D[s]+1g1(u)‖
L
ρ∗0
α−[s]
.
Therefore, in order to obtain the continuity of the solution map φ 7→ u,
we can also only assume (1.2) in definition 1.1(without assuming (1.3))
and apply dominated convergence theorem to the Kato’s remainder term
K(un, u)(except when s equals an integer in the critical case, see the proof of
Claim 3.3, in which we need the assumption (1.3)). It’s obvious that assump-
tion (1.2) is enough for us to construct the dominating function, but we won’t
konw when the flow is locally Lipschitz. Here the general assumption (1.3)
is presented as an alternative criterion between Ho¨lder continuity and Lip-
schitz continuity of the solution map. Therefore, when 0 < s < min{1, N2 },
if we assume further that |g′(u)−g′(v)| ≤ C|u−v|min(α,1)(|u|+ |v|)max(0,α−1)
for any u, v ∈ C, then the continuous dependence obtained by Cazenave,
Fang and Han in Theorem 1.2 in [6] will be locally Lipschitz if α ≥ 1, this
gives an answer to the question raised by the authors in [6].
The rest of this paper is organized as follows. In section 2 we give some
useful notation and preliminary knowledge. In section 3 we prove Theorem
1.6 by dealing with four cases.
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2. Notation and preliminary knowledge
In this section we collect some preliminary knowledge which will be ap-
plied to show Theorem 1.6 in section 3.
2.1. Some notation. Throughout this paper, we use the following nota-
tion. z¯ is the conjugate of the complex number z, ℜz and ℑz are respectively
the real the imaginary part of the complex number z. All function spaces
involved are spaces of complex valued functions. Let Lqt (R, L
r
x(R
N )) denote
the Banach space with norm
‖u‖Lq(R,Lr) = (
∫
R
(
∫
RN
|u(t, x)|rdx)q/rdt)1/q,
with the usual modifications when q or r is infinity, or when the domain
R× RN is replaced by a smaller region of spacetime such as I × RN .
We use the convention 〈x〉 = (1 + |x|2)1/2 and 〈∇〉 = √I −∆.
We use the notation [x] to denote the largest integer which is less than x,
and the remainder part of x is denoted by {x}, namely, 0 < {x} = x−[x] ≤ 1.
The positive part of a real number x is defined by (x)+, that is, (x)+ :=
max{x, 0}, the negative part of x is defined by (x)− := −min{x, 0}.
For a function f(z) defined for a single complex variable z and for a
positive integer k, we denote by f
(k)
z\z¯(z) one of the k + 1 derivatives of this
form: ∂
kf
∂zk
, ∂
kf
∂zk−1∂z¯
, · · · , ∂kf
∂z∂z¯k−1
, ∂
kf
∂z¯k
, that is, f
(k)
z\z¯(z) := D
kf(z), where we
use the convention a\b to denote the logical relationship “a or b”. f (1)z\z¯ will be
denoted by fz\z¯ simply, where fz, fz¯ are the usual complex derivatives(under
the identification C = R2) defined by
fz := Dzf =
1
2
(
∂f
∂x
− i∂f
∂y
), fz¯ := Dz¯f =
1
2
(
∂f
∂x
+ i
∂f
∂y
).
For 0 ≤ s < N/2 and α satisfying (1.8) there is a particular admissible
pair (γ, ρ), defined by
(2.1) γ =
4(α+ 2)
α(N − 2s) , ρ =
N(α+ 2)
N + sα
,
which will play an important role in our discussion.
In what follows positive constants will be denoted by C and will change
from line to line. If necessary, by C⋆,··· ,⋆ we denote positive constants de-
pending only on the quantities appearing in subscript continuously.
The following proposition concerns the various parameters that occur in
our paper.
Proposition 2.1. Suppose that α, s, ρ, and γ satisfy (1.8) and (2.1). For
any 2 ≤ r < N/s and 0 ≤ j ≤ [s], we define indices r∗j by
1
r∗j
=
1
r
− s− j
N
.
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Then:
(i) 2 < ρ < 2NN−2 , 2 < γ <∞;
(ii) ρ < N/s and ρ∗j > ρ for any 0 ≤ j ≤ [s];
(iii) 1ρ′ +
αj
N =
α
ρ∗j
+ 1ρ , and in particular
1
ρ′ =
α
ρ∗0
+ 1ρ ;
(iv) 1γ′ =
4−α(N−2s)
4 +
α+1
γ ≥ α/γ+1/γ, with equality if and only if α = 4N−2s ;
(v) 1r∗j
= js · 1r + (1− js) 1r∗0 , from which we can deduce that B
s
r,2 →֒ Hj, r
∗
j .
Proof. The proof of (i)-(iv) needs only simple calculations. For (v), it’s easy
to note that 1r∗j
= js · 1r + (1 − js) 1r∗0 , B
s
r,2 →֒ Hs,r and Bsr,2 →֒ Lr
∗
0 . Then by
Gagliardo-Nirenberg’s inequality and Ho¨lder’s inequality, we deduce that
‖|∇|jf‖
L
r∗
j
≤ C ′‖|∇|sf‖j/sLr · ‖f‖1−j/sLr∗0 ≤ C‖f‖Bsr,2 ,
‖f‖
L
r∗
j
≤ C ′′‖f‖j/sLr · ‖f‖1−j/sLr∗0 ≤ C‖f‖Bsr,2 ,
for every f ∈ Bsr,2. Thus, we have Bsr,2 →֒ Hj, r
∗
j . 
2.2. Basic harmonic analysis. Let ℘ be an annulus in momentum space
R
N
ξ given by
℘ = {ξ : 3
4
≤ |ξ| ≤ 8
3
},
and let χ(ξ) be a radial bump function supported in the ball {ξ ∈ RN : |ξ| ≤
4/3} and equal to 1 on the ball {ξ ∈ RN : |ξ| ≤ 3/4}, ϕˆ(ξ) = χ(ξ/2) − χ(ξ)
be a radial bump function supported in the annulus ℘ respectively, such that
0 ≤ χ(ξ), ϕ̂(ξ) ≤ 1.
So we can define decomposition of the whole momentum space RNξ ,

χ(ξ) +
∑
j≥0 ϕ̂(2
−jξ) = 1, ∀ξ ∈ RNξ (inhomogeneous),∑
j∈Z ϕ̂(2
−jξ) = 1, ∀ξ ∈ RNξ \ {0} (homogeneous),
with the following properties:
i) supp ϕ̂(2−j ·)⋂ supp ϕ̂(2−j′ ·) = φ, for ∀j, j′ ∈ Z such that |j − j′| ≥ 2;
ii) suppχ(·)⋂ supp ϕ̂(2−j ·) = φ, for ∀j ≥ 1.
Now setting h(x) = F−1(χ(ξ)), ϕ(x) = F−1(ϕ̂(ξ)), then we can define
the Fourier multipliers as following

∆ju = F−1(ϕ̂(2−jξ)û(ξ)) = 2jN
∫
RN ϕ(2
jy)u(x− y)dy, j ∈ Z,
S<ju = F−1(χ(2−jξ)û(ξ)) = 2jN
∫
RN h(2
jy)u(x− y)dy, j ∈ Z,
S≥ju = u− S<ju = F−1((1− χ(2−jξ))û(ξ)), j ∈ Z.
Similarly, we can define S≤j, S>j and Si≤·<j := S<j−S<i. Due to identity
ϕ̂(ξ/2j) = χ(ξ/2j+1)−χ(ξ/2j), we have ∆ju = (S<j+1−S<j)u for any j ∈ Z.
So for any u ∈ S ′(RN ), we have inhomogeneous Littlewood-Paley dyadic
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decomposition u = S<0u+
∑
j≥0∆ju and homogeneous decomposition u =∑
j∈Z∆ju in S ′(RN ), respectively.
As with all Fourier multipliers, the Littlewood-Paley operators commute
with the Schro¨dinger group eit∆, as well as with differential operators such
as i∂t + ∆. We will use basic properties of these operators frequently, for
instance, in the following lemma(see [7, 31]).
Lemma 2.2. (Bernstein estimates). For 1 ≤ p ≤ q ≤ ∞, s ≥ 0, we have
‖|∇|±s∆jf‖Lpx(RN ) ∼ 2±js‖∆jf‖Lpx(RN ),
‖|∇|sS≤jf‖Lpx(RN ) ≤ C2js‖S≤jf‖Lpx(RN ),
‖∆jf‖Lqx(RN ) ≤ C2
j(N
p
−N
q
)‖∆jf‖Lpx(RN ),
‖S≤jf‖Lqx(RN ) ≤ C2
j(N
p
−N
q
)‖S≤jf‖Lpx(RN ),
‖S≥jf‖Lpx(RN ) ≤ C2−js‖|∇|sS≥jf‖Lpx(RN ).
The next result, which can be found in [30](see lecture note 6, corollary
7.2 in [30]), provides important tools for dealing with the fractional power
appearing in the nonlinearity.
Lemma 2.3. Let u be Schwartz. If F is a Lipschitz nonlinearity then
‖F (u)‖Hs,q (RN ) ≤ Cs,q,N‖u‖Hs,q(RN )
for all 1 < q < ∞ and 0 < s < 1. If instead F is a power-type nonlinearity
with exponent p ≥ 1, that is, |F (z)− F (ω)| ≤ Cp(|z|p−1 + |ω|p−1)|z − ω| for
all z, ω ∈ C, then
‖F (u)‖Hs,q (RN ) ≤ Cs,q,N‖u‖p−1Lr(RN )‖u‖Hs,t(RN )
whenever 1 < q, r, t <∞ and 0 < s < 1 such that 1/q = (p− 1)/r + 1/t.
For any u, v ∈ S′(RN ), we have Littlewood-Paley decomposition
u =
∑
j
∆ju, v =
∑
j′
∆j′v, uv =
∑
j,j′
∆ju∆j′v.
Therefore, the Bony’s paraproducts decomposition of the product uv can be
expressed as(see [2])
uv =
∑
j
S<j−1u∆jv +
∑
j
S<j−1v∆ju+
∑
|j−j′|≤1
∆ju∆j′v.
By applying the paraproduct estimates in Besov spaces, one can get the fol-
lowing Morse type product estimates(see R. Danchin [7], proposition 1.4.3).
Lemma 2.4. (Morse type inequality). Let s > 0 and 1 ≤ p, r ≤ ∞. Then
Bsp,r ∩ L∞ is an algebra, and there exists constant Cs > 0 depending on s,
such that the following estimate holds
‖uv‖Bsp,r ≤ Cs(‖u‖L∞‖v‖Bsp,r + ‖v‖L∞‖u‖Bsp,r ).
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We have the following alternative definition of the Besov spaces(see [26,
29]), which is very convenient for nonlinear estimates.
Lemma 2.5. Assume that s > 0 is not an integer. Let 1 ≤ p ≤ ∞ and
1 ≤ q <∞, then
(2.2) ‖f‖Bsp,q ∼ ‖f‖Lp +
N∑
j=1
(
∫ ∞
0
(t[s]−s sup
|y|≤t
‖∆y∂[s]xj f‖Lp)q
dt
t
)1/q,
where [s] denotes the largest integer which is less than s and ∆y denotes the
first order difference operator.
From theorem 1, p. 119 in Stein [27], we have
Lemma 2.6. (Hardy-Littlewood-Sobolev fractional integration inequality).
Let N ≥ 1, 0 < s < N , and 1 < p < q <∞ be such that Nq = Np − s.
Then we have∥∥|∇|−sf∥∥
Lqx(RN )
∼
∥∥∥∥
∫
RN
f(x)
|x− y|N−s dx
∥∥∥∥
Lqy(RN )
≤ CN,s,p,q‖f‖Lpx(RN )
for all f ∈ Lpx(RN ).
2.3. Estimates of products in fractional order Sobolev spaces.
Definition 2.7. Let s ≥ 0. A homogeneous symbol of order s is a symbol
m : RN → C which obeys the estimates: |∇jm(ξ)| ≤ Cj,s,N |ξ|s−j for all
j ≥ 0 and ξ 6= 0; and an inhomogeneous symbol of order s is a symbol
m : RN → C which obeys the estimates: |∇jm(ξ)| ≤ Cj,s,N〈ξ〉s−j . The
corresponding Fourier multipliers m(D) are referred to as homogeneous and
inhomogeneous Fourier multipliers of order s respectively.
Here we mainly consider the homogeneous Fourier multiplier D˙s = |∇|s
and we need estimate of ‖D˙s(fg)‖Lr . Now let 0 < s < 1 and s1, s2 > 0
such that s1 + s2 = s, applying Bony’s paraproducts decomposition and
Kato-Ponce type commutator identities(see [2, 30]), we have the fractional
Leibnitz rule:
D˙s(fg)− (D˙sf)g − f(D˙sg) = π(|∇|s1f, |∇|s2g)
for some linear combination π of Coifman-Meyer and residual paraproducts.
Thus one can deduce, from Moving derivatives rule and Coifman-Meyer
and Residual multiplier theorem(see [30]), the following product rule in frac-
tional order Sobolev spaces(for the proof, refer to [17, 19]).
Proposition 2.8. (Kato-Ponce inequality). Let 0 < s < 1 and let 1 <
p1, q1, p2, q2, r <∞ be such that 1r = 1p1 + 1q1 = 1p2 + 1q2 . Then:
‖fg‖H˙s,r(RN ) ≤ Cp1,p2,r,s,N
{
‖f‖H˙s,p1 (RN )‖g‖Lq1 (RN ) + ‖f‖Lp2(RN )‖g‖H˙s,q2 (RN )
}
for all Schwartz f, g.
10 WEI DAI, WEIHUA YANG AND DAOMIN CAO
2.4. Properties of the Schro¨dinger group (eit∆)t∈R. We denote by
(eit∆)t∈R the Schro¨dinger group, which is isometric on H
s and H˙s for every
s ≥ 0, and satisfies the Dispersive estimate and Strichartz’s estimates(for
more details, see Keel and Tao [15]). We will use freely the well-known
properties of of the Schro¨dinger group (eit∆)t∈R(see [5] for an account of
these properties). Here we only mention specially the Strichartz’s estimates
for non-admissible pair as below, which can be found in [5, 31].
Lemma 2.9. (Strichartz’s estimates for non-admissible pairs). Let I be
an interval of R (bounded or not), set J = I¯, let t0 ∈ J , and consider Φ
defined by: t 7→ Φf (t) =
∫ t
t0
ei(t−s)∆f(s)ds for t ∈ I. Assume 2 < r <
2N/(N − 2)(2 < r ≤ ∞ if N = 1) and let 1 < a, a˜ <∞ satisfy
1
a˜
+
1
a
= δ(r) = N(
1
2
− 1
r
).
It follows that Φf ∈ La(I, Lr(RN )) for every f ∈ La˜′(I, Lr′(RN )). Moreover,
there exists a constant C independent of I such that
‖Φf‖La(I,Lr) ≤ C‖f‖La˜′(I,Lr′),
for every f ∈ La˜′(I, Lr′(RN )).
3. PROOF OF THEOREM 1.6
In this section we will assume N ≥ 1, s > 1 or s ≥ N/2. Let g(u) =
g0(u) + g1(u), where g0(u) = λ0u with λ0 ∈ C and g1 is of class C(α, s)(see
Definition 1.1).
Proof of Theorem 1.6.
It follows from [5](see also [4, 18]) that given φ ∈ Hs(RN ), there exist
Tmax, Tmin ∈ (0,∞] such that Cauchy problem (1.1) has a unique, maximal
solution u ∈ C((−Tmin, Tmax),Hs(RN )). There exists 0 < T < Tmax, Tmin
such that if φn → φ in Hs(RN ) and if un denotes the solution of (1.1)
with the initial value φn, then ‖φn‖Hs ≤ 2‖φ‖Hs for n large, and we have
0 < T < Tmax(φn), Tmin(φn) for all sufficiently large n and un is bounded
in Lq((−T, T ), Bsr,2(RN )) for any admissible pair (q, r).
Since u, un satisfy integral equation
u(t) = eit∆φ− i
∫ t
0
ei(t−τ)∆g(u(τ))dτ,
un(t) = e
it∆φn − i
∫ t
0
ei(t−τ)∆g(un(τ))dτ,
respectively. It follows directly that
(3.1) un(t)− u(t) = eit∆(φn − φ)− i
∫ t
0
ei(t−τ)∆[g(un(τ))− g(u(τ))]dτ.
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Moreover, un → u in Lq((−T, T ), Lr(RN )) as n→∞. In particular,
(3.2) un → u in Lq((−T, T ), Bs−εr,2 (RN )) ∩C([−T, T ],Hs−ε(RN ))
for all admissible pair (q, r) and ε > 0. As a consequence of (3.2), we can
deduce easily from Proposition 2.1 that, if s < N2 ,
(3.3) un → u in Lγ−δ((−T, T ),Hj, ρ
∗
j )
as n→∞, for all 0 ≤ j ≤ [s] and 0 < δ ≤ γ − 1, and
(3.4) un → u in Lp((−T, T ),Hj, 2
∗
j )
as n→∞, for all 0 ≤ j ≤ [s] and 1 ≤ p <∞, where 12∗j =
1
2 − s−jN . Indeed,
given η > 0 and small, by Proposition 2.1, we have B
s− ηN
ρ(ρ+η)
ρ+η,2 →֒ Hj, ρ
∗
j for
all 0 ≤ j ≤ [s]. If η is sufficiently small, ρ+ η < 2NN−2 so that there exists γη
such that (γη , ρ + η) is an admissible pair, and we deduce from (3.2) that
un → u in Lγη ((−T, T ),Hj, ρ
∗
j ) for all 0 ≤ j ≤ [s]. Since γη → γ as η → 0, we
conclude that (3.3) holds. The convergence (3.4) can be obtained similarly.
We are to prove that as n→∞, for every admissible pair (q, r),
(3.5) un → u in Lq((−T, T ), Bsr,2(RN )).
Suppose that this is done then Theorem 1.6 follows by iterating this prop-
erty in order to cover any compact subset of (−Tmin, Tmax) in the subcritical
case or a standard compact argument in the critical case. To show (3.5), let
us define I = (−T, T ), and
Xn(I) := ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lγ (I,Bsρ,2).
We will carry out our proof of (3.5) by discussing the following four cases
respectively:
Case I. 1 < s < N/2 and α < 4N−2s ;
Case II. 1 < s < N/2 and α = 4N−2s ;
Case III. The borderline case s = N/2, α <∞;
Case IV. s > N/2.
Let us start with Case I. 1 < s < N/2 and α < 4N−2s .
First, we will prove a refinement of the convergence (3.3).
Lemma 3.1. If we assume further that α > 4{s}N−2s , then as n→∞,
(3.6) un → u in Lγ((−T, T ),Hj,ρ
∗
j (RN ))
for every 0 ≤ j ≤ [s].
Proof. To prove Lemma 3.1, we resort to Strichartz’s estimates for non-
admissible pairs(see Lemma 2.9) and the fact un → u in Lp((−T, T ),H [s],2
∗
[s])
for every 1 ≤ p <∞(see (3.4)). One can easily verify that the Dispersive and
Strichartz’s estimates for (eit∆)t∈R and (e
it(∆−λ0))t∈R are the same modulo
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at most a factor e|ℑλ0|T (see [24]), thus we may assume λ0 = 0 here without
loss of generality.
For any 2 ≤ x < 2NN−2 and 0 < η ≤ 1, let (y, x) be an admissible pair, we
define index τx,η by:
1
τx,η
= 1− α( 1
x
− s
N
)− (1− η)( 1
x
− {s}
N
)− η(1
2
− {s}
N
).
Note that for α > 4{s}N−2s , 1/τx,η → 1−α(12 − sN )−(12− {s}N ) < N−2{s}2N as η ↑ 1
and x ↓ 2, 1/τx,η → 1− [s]N −(α+1)(12− 1N − sN )+ > 1/ρ∗[s] > N−2{s}−22N as η ↓ 0
and x ↑ min{ 2NN−2 , Ns }, so we can choose 2 ≤ x = ρ1 < min{ 2NN−2 , Ns }, y = γ1
and 0 < η = η0 ≤ 1 such that 2NN−2{s} < τ = τρ1,η0 < ρ∗[s], and there exists
some 2 < τ˜ < ρ such that 1τ =
1
τ˜ − {s}N , which implies B
{s}
τ˜ ,2 (R
N ) →֒ Lτ (RN ).
Let 2a =
N
2 − Nτ −{s} and 2a˜ = N2 − Nτ + {s}. Then (a, τ˜ ) is an admissible
pair and
(3.7)
1
τ ′
= α(
1
ρ1
− s
N
) + (1− η0)( 1
ρ1
− {s}
N
) + η0(
1
2
− {s}
N
),
(3.8)
1
a˜′
=
α+ 1− η0
γ1
+ 1− α(N − 2s)
4
.
Set p = 44−α(N−2s) , then p ∈ (1,∞). We recall the formula
‖|∇|[s](g(un)− g(u))‖Lτ ′
≤∑[s]k=1∑|β1|+···+|βk|=[s],|βj|≥1{‖(g(k)z\z¯(un)− g(k)z\z¯(u))∏kj=1 ∂βj(u\u¯)‖Lτ ′
+
∑
(w1,··· ,wk)
‖g(k)z\z¯(un)
∏k
j=1 ∂
βjwj‖Lτ ′},
where all the wj’s are equal to un, u¯n or u, u¯, except one which is equal to
un − u or its conjugate. Since g1 is of class C(α, s), we deduce from the
above formula, (1.2), Strichartz’s estimates for non-admissible pairs(Lemma
2.9), the indices and embedding relationships obtained above and Ho¨lder’s
inequality that
(3.9)
‖|∇|[s](un − u)‖La(I,Lτ ) ≤ C‖φn − φ‖Hs
+CT
1−η0
p (‖un‖α+1−η0Lγ1 (I,Bsρ1,2) + ‖u‖
α+1−η0
Lγ1 (I,Bsρ1,2
))‖〈∇〉[s](un − u)‖η0
Lp(I,L
2N
N−2{s} )
.
Therefore, from (3.9) and the following facts,
‖u‖Lγ1 (I,Bsρ1,2) + supn≥1 ‖un‖L
γ1 (I,Bsρ1,2
) <∞,
φn → φ in Hs, un → u in Lp((−T, T ),H [s],2
∗
[s]),
we infer that
‖|∇|[s](un − u)‖La((−T,T ),Lτ (RN )) → 0, as n→∞.
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Note that 2a =
N
2 − Nτ − {s} and 2γ = N2 − Nρ∗
[s]
− {s}, then un → u in
Lγ((−T, T ),H [s],ρ∗[s]) as n → ∞ can be obtained from interpolation easily.
In fact, we have un → u in Lq((−T, T ),H [s],
rN
N−r{s} ) as n → ∞ for every
r ∈ (2, 2NN−2 ) and admissible pair (q, r). Note that by Proposition 2.1, we
have embedding Hj,ρ
∗
j (RN ) →֒ H [s],ρ∗[s](RN ) for every 0 ≤ j ≤ [s], this closes
our proof. 
We will discuss Case I by the following two subcases respectively.

subcase 1 : 1 < s ≤ 2 and s < N/2,
subcase 2 : 2 < s < N/2.
First, we consider simpler subcase 1: 1 < s ≤ 2 and s < N/2.
By Strichartz’s estimate, we have
(3.10)
Xn = ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lγ (I,Bsρ,2)
≤ C‖φn − φ‖Hs + CT‖un(t)− u(t)‖L∞(I,Hs) +E1 + E2,
where E1 = ‖g1(un)− g1(u)‖Lγ′ (I,Lρ′), E2 = ‖g1(un)− g1(u)‖Lγ′ (I,B˙s
ρ′,2
).
For E1, we have
(3.11) E1 ≤ CT
4−α(N−2s)
4 (‖un‖αLγ(I,Bsρ,2) + ‖u‖
α
Lγ (I,Bsρ,2)
)‖un − u‖Lγ(I,Lρ).
As to E2, noting that H˙
s,ρ′ →֒ B˙sρ′,2, we have
(3.12) ‖g1(un)− g1(u)‖B˙s
ρ′ ,2
≤ C‖|∇|s(g1(un)− g1(u))‖Lρ′ ,
and
(3.13)
‖|∇|s(g1(un)− g1(u))‖Lρ′
= ‖|∇|{s}[∇ung1z(un) +∇u¯ng1z¯(un)−∇ug1z(u)−∇u¯g1z¯(u)]‖Lρ′
≤ ‖|∇|{s}[g1z(un)∇(un − u)]‖Lρ′ + ‖|∇|{s}[(g1z(un)− g1z(u))∇u]‖Lρ′
+‖|∇|{s}[g1z¯(un)∇(u¯n − u¯)]‖Lρ′ + ‖|∇|{s}[(g1z¯(un)− g1z¯(u))∇u¯]‖Lρ′
=: A1 +A2 +A3 +A4.
In the sequel we apply Proposition 2.1 and Proposition 2.8 to estimate
A1, A2, A3, A4.
Since g1 is of class C(α, s), we deduce from (1.2), Proposition 2.1 and
Proposition 2.8 that
A1 = ‖|∇|{s}[g1z(un)∇(un − u)]‖Lρ′
≤ C{‖|un|α‖Lρ∗0/α‖un − u‖H˙s,ρ + ‖g1z(un)‖H˙{s},σ‖∇(un − u)‖Lρ∗1 },
where 1/ρ′ = 1/ρ+ α/ρ∗0 = 1/σ + 1/ρ
∗
1.
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It follows that 1/σ = (α − 1)/ρ∗0 + 1/t, where t = NρN−ρ . Then by (1.2)
and Lemma 2.3, we infer that
(3.14) ‖g1z(un)‖H˙{s},σ ≤ C{s},σ,N‖un‖α−1Lρ∗0 ‖un‖H{s},t .
Thus we deduce from Bsρ,2 →֒ Lρ
∗
0 , Bsρ,2 →֒ Hs,ρ, Bsρ,2 →֒ H1,ρ
∗
1 and
Bsρ,2 →֒ H{s},t that
(3.15) A1 ≤ C‖un‖αBsρ,2‖un − u‖Bsρ,2 .
From Proposition 2.1 and Proposition 2.8, we have
(3.16)
A2 = ‖|∇|{s}[(g1z(un)− g1z(u))∇u]‖Lρ′
≤ C‖|∇|{s}(g1z(un)− g1z(u))‖Lσ‖∇u‖Lρ∗1
+C‖g1z(un)− g1z(u)‖Lρ∗0/α‖u‖H˙s,ρ ,
where 1/ρ′ = 1/ρ+ α/ρ∗0 = 1/σ + 1/ρ
∗
1.
It follows easily from (1.2) and Bsρ,2 →֒ Lρ
∗
0 that
‖g1z(un)− g1z(u)‖Lρ∗0/α ≤ C(‖un‖
α−1
Bsρ,2
+ ‖u‖α−1Bsρ,2)‖un − u‖Bsρ,2 .
By Hardy-Littlewood-Sobolev inequality(which will be called HLS in-
equality simply hereafter) and Proposition 2.1, we have
‖|∇|{s}(g1z(un)− g1z(u))‖Lσ ≤ C‖∇(g1z(un)− g1z(u))‖Lν ,
where 1/ν = 1/σ − s−2N = 1/ρ∗1 + (α− 1)/ρ∗0.
Since g1 is of class C(α, s), by (1.2), we have pointwise estimate:
|∇(g1z(un)− g1z(u))| ≤ |D2(g1(un)− g1(u))| · |∇u|+C|∇(un − u)| · |un|α−1.
So by (1.3), Bsρ,2 →֒ Lρ
∗
0 , Bsρ,2 →֒ H1,ρ
∗
1 and Ho¨lder’s inequality, we get:
(i) if g1(u) is a polynomial in u and u¯, or if not, we assume further that
α ≥ [s] + 1 = 2, then
(3.17)
‖∇(g1z(un)− g1z(u))‖Lν
≤ C{(‖un‖α−2
Lρ
∗
0
+ ‖u‖α−2
Lρ
∗
0
)‖un − u‖Lρ∗0 ‖∇u‖Lρ∗1 + ‖∇(un − u)‖Lρ∗1‖un‖
α−1
Lρ
∗
0
}
≤ C(‖un‖α−1Bsρ,2 + ‖u‖
α−1
Bsρ,2
)‖un − u‖Bsρ,2 ;
(ii) if g1 is not a polynomial and 1 = [s] < α < 2, then
(3.18)
‖∇(g1z(un)− g1z(u))‖Lν
≤ C{‖D2(g1(un)− g1(u))‖
L
ρ∗
0
α−1
‖u‖Bsρ,2 + ‖un − u‖Bsρ,2‖un‖α−1Bsρ,2}.
By (3.16), (3.17) and (3.18) we have the following estimates for A2:
(i) if g1(u) is a polynomial in u and u¯, or if not, we assume further that
α ≥ [s] + 1 = 2, then
(3.19) A2 ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 ;
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(ii) otherwise,
(3.20)
A2 ≤ C{‖D2(g1(un)−g1(u))‖
L
ρ∗
0
α−1
‖u‖2Bsρ,2+(‖un‖
α
Bsρ,2
+‖u‖αBsρ,2)‖un−u‖Bsρ,2}.
The estimate of A3 is similar to A1. From (1.2), Proposition 2.1 and
Proposition 2.8, we obtain
(3.21)
A3 = ‖|∇|{s}[g1z¯(un)∇(u¯n − u¯)]‖Lρ′
≤ C{‖|un|α‖Lρ∗0/α‖un − u‖H˙s,ρ + ‖g1z¯(un)‖H˙{s},σ‖∇(un − u)‖Lρ∗1 },
where 1/ρ′ = 1/ρ+ α/ρ∗0 = 1/σ + 1/ρ
∗
1.
Then completely similar to the estimate of A1, we deduce from (1.2),
Lemma 2.3 and the embedding relationships that
(3.22) A3 ≤ C‖un‖αBsρ,2‖un − u‖Bsρ,2 .
Now we turn to A4, from Proposition 2.1 and Proposition 2.8, we get
(3.23)
A4 = ‖|∇|{s}[(g1z¯(un)− g1z¯(u))∇u¯]‖Lρ′
≤ C‖|∇|{s}(g1z¯(un)− g1z¯(u))‖Lσ‖∇u‖Lρ∗1
+C‖g1z¯(un)− g1z¯(u)‖Lρ∗0/α‖u‖H˙s,ρ ,
where 1/ρ′ = 1/ρ+ α/ρ∗0 = 1/σ + 1/ρ
∗
1.
Then completely similar to the estimate of A2, we deduce from (1.2),
(1.3), Proposition 2.1, Ho¨lder’s and HLS inequalities that
(i) if g1(u) is a polynomial in u and u¯, or if not, we assume further that
α ≥ [s] + 1 = 2, then
(3.24) A4 ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 ;
(ii) otherwise,
(3.25)
A4 ≤ C{‖D2(g1(un)−g1(u))‖
L
ρ∗0
α−1
‖u‖2Bsρ,2+(‖un‖
α
Bsρ,2
+‖u‖αBsρ,2)‖un−u‖Bsρ,2}.
Finally by the estimates of A1,A2,A3 and A4, applying Ho¨lder’s inequality
on time, we get estimate of E2 = ‖g1(un)− g1(u)‖Lγ′ (I,B˙s
ρ′,2
) as following:
(i) if g1(u) is a polynomial in u and u¯, or if not, we assume further that
α ≥ [s] + 1 = 2, then
E2 ≤ CT σ(‖un‖αLγ(I,Bsρ,2) + ‖u‖
α
Lγ (I,Bsρ,2)
)‖un − u‖Lγ(I,Bsρ,2);
(ii) if g1 is not a polynomial and 1 = [s] < α < 2, then
E2 ≤ C{T σ(‖un‖αLγ(I,Bsρ,2)+‖u‖
α
Lγ (I,Bsρ,2)
)‖un−u‖Lγ(I,Bsρ,2)+‖K(un, u)‖Lγ′ (I)};
where σ = 4−α(N−2s)4 and the Kato’s remainder term K(un, u) is defined by
(3.26) K(un, u) = ‖u‖2Bsρ,2‖D
2g1(un)−D2g1(u)‖
L
ρ∗0
α−1
.
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As ‖un‖Lγ(I,Bsρ,2) is bounded, there exists
M = ‖u‖Lγ (I,Bsρ,2) + sup
n≥1
‖un‖Lγ(I,Bsρ,2) <∞
such that ‖u‖Lγ(I,Bsρ,2) ≤M and ‖un‖Lγ (I,Bsρ,2) ≤M . Inserting the estimates
of E1 and E2 into the original Strichartz estimate (3.10), we get the following
two cases:
Case (i) if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1 = 2, then
(3.27) Xn ≤ C‖φn − φ‖Hs + CTXn + CT σMαXn;
Case (ii) if g1 is not a polynomial and 1 = [s] < α < 2, then
(3.28) Xn ≤ C‖φn− φ‖Hs +C{TXn+ T σMαXn+ ‖K(un, u)‖Lγ′ ((−T,T ))};
where σ = 4−α(N−2s)4 . Here we need assumption α <
4
N−2s such that σ > 0.
For case (i), we can choose T sufficiently small so that C(T+T σMα) ≤ 12 ,
and deduce from (3.27) that as n→∞,
Xn = ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lγ (I,Bsρ,2) ≤ C‖φn − φ‖Hs → 0,
so the solution flow is locally Lipschitz.
For case (ii), we can use the Kato’s method, but we will apply a direct
way of proving based on Lemma 3.1 first. By (3.26), (1.3) and applying
Ho¨lder’s estimates, we obtain
(3.29) ‖K(un, u)‖Lγ′ (I) ≤ CT σM2‖un − u‖α−1Lγ(I,Lρ∗0 ),
where σ = 4−α(N−2s)4 . Using (3.29) combined with (3.28), we get
(3.30) Xn ≤ C{‖φn − φ‖Hs + ‖un − u‖α−1
Lγ((−T,T ),Lρ
∗
0 )
},
for T sufficiently small. As a consequence of Lemma 3.1, we know if α >
4{s}
N−2s , then
‖un − u‖Lγ((−T,T ),Lρ∗0 ) → 0, as n→∞,
which yields the desired convergence: Xn → 0 as n→∞, by (3.30).
To deal with the cases that 1 = [s] < α ≤ 4{s}N−2s , we resort to Kato’s
method(see [6]). It follows from (1.2), (3.26) and Ho¨lder’s estimates that
(3.31) K(un, u) ≤ C‖u‖2Bsρ,2(‖un‖
α−1
Lρ
∗
0
+ ‖u‖α−1
Lρ
∗
0
).
We can also deduce from (3.28) that
Xn ≤ C{‖φn − φ‖Hs + ‖K(un, u)‖Lγ′ (−T,T )}
for T sufficiently small. Therefore, to prove Xn → 0 it suffices to show that
(3.32) ‖K(un, u)‖Lγ′ (−T,T ) → 0, as n→∞.
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To show (3.32) we argue by contradiction. Suppose that there exist ε > 0,
and a subsequence, which is still denoted by {un}n≥1, such that
(3.33) ‖K(un, u)‖Lγ′ (−T,T ) ≥ ε.
Since (α−1)γγ−3 < γ, using (3.3)(taking j = 0 there) and by possibly extracting
a subsequence, we can assume that un → u a.e. on (−T, T )× RN and that
‖un+1 − un‖
L
(α−1)γ
γ−3 (I,Lρ
∗
0 (RN ))
< 2−n.
So if we let ω = |u1| +
∑∞
n=1 |un+1 − un|, then ω ∈ L
(α−1)γ
γ−3 (I, Lρ
∗
0(RN ))
and |un| ≤ ω a.e. on (−T, T ) × RN . Consequently, by (3.31) and Young’s
inequality, there is a constant C > 0 such that
K(un, u)
γ′ ≤ C(‖ω‖
(α−1)γ
γ−3
Lρ
∗
0
+ ‖u‖
(α−1)γ
γ−3
Lρ
∗
0
+ ‖u‖γBsρ,2) ∈ L
1((−T, T )).
On the other hand, note that by (1.2), we have
|D2g1(un)−D2g1(u))|
ρ∗0
α−1 ≤ C(|un|ρ∗0 + |u|ρ∗0);
note also that since g1 ∈ C2(C,C), D2g1 is continuous, hence we can de-
duce from un → u that D2g1(un) → D2g1(u). Therefore, by dominated
convergence theorem and a standard contradiction argument as above, after
possibly extracting a subsequence again, we can obtain from un(t)→ u(t) in
Lρ
∗
0(RN ) for a.a. t ∈ (−T, T ) that ‖D2g1(un)−D2g1(u)‖
L
ρ∗0
α−1
→ 0 for a.a.
t ∈ (−T, T ), which implies that K(un, u)→ 0 as n→∞ for a.a. t ∈ (−T, T )
by (3.26).
Now we can use dominated convergence theorem to infer that
‖K(un, u)‖Lγ′ (−T,T ) → 0,
which contradicts (3.33). Hence (3.32) holds.
Thus we have proved Xn → 0 as n → ∞ for T sufficiently small in both
case (i) and (ii). The convergence for arbitrary admissible pair (q, r) follows
from Strichartz’s estimates. The conclusions (i) and (ii) of Theorem 1.6 fol-
low by iterating this property to cover any compact subset of (−Tmin, Tmax).
Moreover, if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1 = 2, then the continuous dependence is locally Lipschitz.
Now we turn to subcase 2: 2 < s < N2 .
Applying Strichartz’s estimate to the difference equation (3.1), we find
that the main difficulty is still how to estimate ‖g1(un) − g1(u)‖Lγ′ (I,B˙s
ρ′,2
),
or more precisely, how to estimate ‖|∇|s(g1(un) − g1(u))‖Lρ′ . By the Lp
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boundedness of Riesz transforms, we have the following formula
‖|∇|s(g1(un)− g1(u))‖Lρ′ = ‖|∇|s−[s][|∇|[s](g1(un)− g1(u))]‖Lρ′
≤∑[s]k=1∑|β1|+···+|βk|=[s],|βj|≥1 ‖|∇|{s}[(g(k)1,z\z¯(un)− g(k)1,z\z¯(u))∏kj=1 ∂βj (u\u¯)
+g
(k)
1,z\z¯(un)
∑
(w1,··· ,wk)
∏k
j=1 ∂
βjwj]‖Lρ′ ,
where k ∈ {1, · · · , [s]} and the βj ’s are multi-indices such that [s] = |β1| +
· · · + |βk| and |βj | ≥ 1 for j = 1, · · · , k, all the wj’s are equal to un, u¯n or
u, u¯, except one which is equal to un − u or its conjugate.
We deduce from the above formula and Proposition 2.8 that
‖|∇|s(g1(un)− g1(u))‖Lρ′
≤ C
[s]∑
k=1
∑
∑k
j=1 |βj|=[s],|βj|≥1
{‖|∇|{s}(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))‖Lσ1‖
k∏
j=1
∂βju‖Lt1
+‖g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u)‖Lσ2‖|∇|{s}(
k∏
j=1
∂βju)‖Lt2
+‖|∇|{s}(g(k)1,z\z¯(un))‖Lσ3
∑
(w1,··· ,wk)
‖
k∏
j=1
∂βjwj‖Lt3
+‖g(k)1,z\z¯(un)‖Lσ4
∑
(w1,··· ,wk)
‖|∇|{s}(
k∏
j=1
∂βjwj)‖Lt4}
=: B1 +B2 +B3 +B4,
where the exponents σi, ti(i = 1, · · · , 4) depend on k and satisfy 1/ρ′ =
1/σ1 + 1/t1 = 1/σ2 + 1/t2 = 1/σ3 + 1/t3 = 1/σ4 + 1/t4 with 1/t1 = 1/t3 =∑k
j=1 1/ρ
∗
|βj |
, 1σ2 =
1
σ4
= α+1−kρ∗0
.
First let us estimate B1. Note that 1/t1 =
∑k
j=1 1/ρ
∗
|βj |
, by using Ho¨lder’s
inequality and Proposition 2.1, we get for any k ∈ {1, · · · , [s]},
‖
k∏
j=1
∂βju‖Lt1 ≤ C
k∏
j=1
‖u‖
H
|βj |,ρ
∗
|βj |
≤ C‖u‖kBsρ,2 .
By HLS inequality(see Lemma 2.6) and Proposition 2.1, we have
(3.34) ‖|∇|{s}(g(k)1,z\z¯(un)−g
(k)
1,z\z¯(u))‖Lσ1 ≤ C‖∇(g
(k)
1,z\z¯(un)−g
(k)
1,z\z¯(u))‖Lν1 ,
where 1/ν1 = 1/σ1 − s−[s]−1N = 1/ρ′ −
∑k
j=1 1/ρ
∗
|βj |
− s−[s]−1N = 1ρ∗1 +
α−k
ρ∗0
.
Since g1 is of class C(α, s), by (1.2), we have pointwise estimate:
|∇(g(k)1,z\z¯(un)−g
(k)
1,z\z¯(u))| ≤ C|un|α−k|∇(un−u)|+|Dk+1(g1(un)−g1(u))|·|∇u|,
for any k ∈ {1, · · · , [s]}.
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Noting that 1ν1 =
1
ρ∗1
+ α−kρ∗0
, by (3.34), (1.2), (1.3), Bsρ,2 →֒ Lρ
∗
0 , Bsρ,2 →֒
H1,ρ
∗
1 and Ho¨lder’s inequality, we get two cases:
(i) if g1(u) is a polynomial in u and u¯, or if not, we assume further that
α ≥ [s] + 1, then for any k ∈ {1, · · · , [s]},
‖|∇|{s}(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))‖Lσ1 ≤ C(‖un‖α−kBsρ,2 + ‖u‖
α−k
Bsρ,2
)‖un − u‖Bsρ,2 ,
thus
B1 ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 ;
(ii) if g1 is not a polynomial and [s] < α < [s] + 1, then for any k ∈
{1, · · · , [s]− 1}, we have
‖|∇|{s}(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))‖Lσ1 ≤ C(‖un‖α−kBsρ,2 + ‖u‖
α−k
Bsρ,2
)‖un − u‖Bsρ,2 ,
except when k = [s], we have
‖|∇|{s}(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))‖Lσ1
≤ C‖∇(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))‖Lν1
≤ C{(‖un‖α−[s]Bsρ,2 + ‖u‖
α−[s]
Bsρ,2
)‖un − u‖Bsρ,2
+‖D[s]+1(g1(un)− g1(u))‖
L
ρ∗
0
α−[s]
‖u‖Bsρ,2},
thus
B1 ≤ C{(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2
+‖D[s]+1(g1(un)− g1(u))‖
L
ρ∗0
α−[s]
‖u‖[s]+1Bsρ,2 }.
Let us now estimate B2. Since g1 is of class C(α, s), by (1.2) and the mean
value theorem, we get for any k ∈ {1, · · · , [s]},
|g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u)| ≤ C(|un|α−k + |u|α−k)|un − u|.
Noting that 1σ2 =
α+1−k
ρ∗0
, by Ho¨lder’s inequality and Bsρ,2 →֒ Lρ
∗
0 , we infer
that for any k ∈ {1, · · · , [s]},
(3.35) ‖g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u)‖Lσ2 ≤ C(‖un‖α−kBsρ,2 + ‖u‖
α−k
Bsρ,2
)‖un − u‖Bsρ,2 .
When k = 1, we deduce from Proposition 2.1 that t2 = ρ, thus we have
(3.36) ‖|∇|{s}(
k∏
j=1
∂βju)‖Lt2 ≤ C‖u‖Bsρ,2 .
When k ∈ {2, · · · , [s]}, by HLS inequality and Proposition 2.1, we have
‖|∇|{s}(
k∏
j=1
∂βju)‖Lt2 ≤ C‖∇(
k∏
j=1
∂βju)‖Lν2 ,
where 1/ν2 = 1/t2− s−[s]−1N = 1/ρ′− α+1−kρ∗0 −
s−[s]−1
N =
∑k
j=1 1/ρ
∗
|βj |
+1/N .
For fixed i = 1, · · · , k, define βˆji = βj for j 6= i, and |βˆji| = |βj | + 1 for
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j = i. For a fixed i = 1, · · · , k, 1/ν2 =
∑k
j=1 1/ρ
∗
|βˆji|
, by applying Ho¨lder’s
inequality, we deduce that for any k ∈ {2, · · · , [s]},
(3.37)
‖|∇|{s}(∏kj=1 ∂βju)‖Lt2 ≤ C‖∇(∏kj=1 ∂βju)‖Lν2 ≤ C∑ki=1 ‖∏kj=1 ∂βˆjiu‖Lν2
≤ C∑ki=1∏kj=1 ‖u‖
H
βˆji,ρ
∗
|βˆji|
≤ C‖u‖kBsρ,2 .
Here we have used the fact that Bsρ,2 →֒ H
βˆji,ρ∗
|βˆji| , which can been deduced
from Proposition 2.1. From (3.35), (3.36) and (3.37), we get
B2 ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 .
Next we estimate B3. First note that 1/t3 =
∑k
j=1 1/ρ
∗
|βj |
, by using
Ho¨lder’s inequality and Proposition 2.1, we get
‖
k∏
j=1
∂βjwj‖Lt3 ≤ C
k∏
j=1
‖wj‖
H
|βj |,ρ
∗
|βj |
≤ C
k∏
j=1
‖wj‖Bsρ,2 .
Noting that the wj ’s are equal to un, u¯n or u, u¯, except one which is equal
to un − u or its conjugate, we have for any k ∈ {1, · · · , [s]},
(3.38) ‖
k∏
j=1
∂βjwj‖Lt3 ≤ C(‖un‖k−1Bsρ,2 + ‖u‖
k−1
Bsρ,2
)‖un − u‖Bsρ,2 .
Since 1/σ3 = 1/ρ
′ −∑kj=1 1/ρ∗|βj | = α−kρ∗0 + 1ρ − [s]N , we deduce from (1.2)
and Lemma 2.3 that for any k ∈ {1, · · · , [s]},
‖|∇|{s}(g(k)1,z\z¯(un))‖Lσ3 ≤ C‖un‖α−kLρ∗0 ‖un‖H˙{s},t ,
where t = ρNN−[s]ρ . It’s easy to see that B
s
ρ,2 →֒ H˙{s},t, thus
(3.39) ‖|∇|{s}(g(k)1,z\z¯(un))‖Lσ3 ≤ C‖un‖α+1−kBsρ,2 .
From (3.38) and (3.39), we get
B3 ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 .
Finally we estimate B4. Note that
1
σ4
= α+1−kρ∗0
, we deduce from (1.2) and
Ho¨lder’s inequality that for any k ∈ {1, · · · , [s]},
(3.40) ‖g(k)1,z\z¯(un)‖Lσ4 ≤ C‖un‖α+1−kLρ∗0 ≤ C‖un‖
α+1−k
Bsρ,2
.
When k = 1, we deduce from Proposition 2.1 that t4 = ρ, note also that
|β1| = [s] and w1 is equal to un − u or its conjugate, so we have
(3.41) ‖|∇|{s}(
k∏
j=1
∂βjwj)‖Lt4 ≤ C‖un − u‖Bsρ,2 .
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When k ∈ {2, · · · , [s]}, by HLS inequality and Proposition 2.1, we have
‖|∇|{s}(
k∏
j=1
∂βjwj)‖Lt4 ≤ C‖∇(
k∏
j=1
∂βjwj)‖Lν4 ,
where 1/ν4 = 1/t4− s−[s]−1N = 1/ρ′− α+1−kρ∗0 −
s−[s]−1
N =
∑k
j=1 1/ρ
∗
|βj |
+1/N .
For fixed i = 1, · · · , k, define βˆji = βj for j 6= i, and |βˆji| = |βj | + 1 for
j = i. For a fixed i = 1, · · · , k, 1/ν4 =
∑k
j=1 1/ρ
∗
|βˆji|
, by applying Ho¨lder’s
inequality, we deduce that for any k ∈ {2, · · · , [s]},
(3.42)
‖|∇|{s}(∏kj=1 ∂βjwj)‖Lt4 ≤ C‖∇(∏kj=1 ∂βjwj)‖Lν4
≤ C∑ki=1 ‖∏kj=1 ∂βˆjiwj‖Lν4 ≤ C∑ki=1∏kj=1 ‖wj‖
H
βˆji,ρ
∗
|βˆji|
≤ C∏kj=1 ‖wj‖Bsρ,2 ≤ C(‖un‖k−1Bsρ,2 + ‖u‖k−1Bsρ,2)‖un − u‖Bsρ,2 .
In the above estimate we have used the fact Bsρ,2 →֒ H
βˆji,ρ
∗
|βˆji| , which is
deduced from Proposition 2.1. From (3.40), (3.41) and (3.42), we get
(3.43) B4 ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 .
Combining the estimates for B1, B2, B3 and B4, we have the following
two cases for the estimate of ‖|∇|s(g1(un)− g1(u))‖Lρ′ :
(i) if g1(u) is a polynomial in u and u¯, or if not, we assume further that
α ≥ [s] + 1, then
‖|∇|s(g1(un)− g1(u))‖Lρ′ ≤ C(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2 .
(ii) if g1 is not a polynomial and [s] < α < [s] + 1, then
(3.44)
‖|∇|s(g1(un)− g1(u))‖Lρ′ ≤ C{(‖un‖αBsρ,2 + ‖u‖
α
Bsρ,2
)‖un − u‖Bsρ,2
+‖D[s]+1(g1(un)− g1(u))‖
L
ρ∗
0
α−[s]
‖u‖[s]+1Bsρ,2 }.
We can see that the difference between two nonlinear interactions can be
estimated by a Lipschitz term plus a lower order term, the Kato’s remainder
term K(un, u) can be defined by
(3.45) K(un, u) = ‖D[s]+1g1(un)−D[s]+1g1(u)‖
L
ρ∗0
α−[s]
‖u‖[s]+1Bsρ,2 .
Since ‖un‖Lγ(I,Bsρ,2) is bounded, there exists
M = ‖u‖Lγ (I,Bsρ,2) + sup
n≥1
‖un‖Lγ(I,Bsρ,2) <∞
such that ‖u‖Lγ (I,Bsρ,2) ≤ M and ‖un‖Lγ (I,Bsρ,2) ≤ M . Thus, by using
Ho¨lder’s inequality on time and the original Strichartz estimate to the dif-
ference equation, we can obtain estimate for Xn by considering the following
two cases respectively:
22 WEI DAI, WEIHUA YANG AND DAOMIN CAO
Case (i) if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1, then
(3.46) Xn ≤ C‖φn − φ‖Hs + CTXn + CT σMαXn;
Case (ii) if g1 is not a polynomial and [s] < α < [s] + 1, then
(3.47) Xn ≤ C‖φn − φ‖Hs + C{TXn + T σMαXn + ‖K(un, u)‖Lγ′ (−T,T )};
where σ = 4−α(N−2s)4 . Here we need assumption α <
4
N−2s such that σ > 0.
For case (i), we can choose T sufficiently small so that C(T+T σMα) ≤ 12 ,
and deduce from (3.46) that as n→∞,
Xn = ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lγ (I,Bsρ,2) ≤ C‖φn − φ‖Hs → 0,
so the solution flow is locally Lipschitz.
For case (ii), we can use the Kato’s method, but we will apply a direct
way of proving based on Lemma 3.1 first. By (3.45), (1.3) and applying
Ho¨lder’s estimates, we obtain
(3.48) ‖K(un, u)‖Lγ′ (I) ≤ CT σM [s]+1‖un − u‖
α−[s]
Lγ(I,Lρ
∗
0 )
,
where σ = 4−α(N−2s)4 . Using (3.48) combined with (3.47), we get
(3.49) Xn ≤ C{‖φn − φ‖Hs + ‖un − u‖α−[s]
Lγ((−T,T ),Lρ
∗
0 )
},
for T sufficiently small. As a consequence of Lemma 3.1, we know if α >
4{s}
N−2s , then
‖un − u‖Lγ((−T,T ),Lρ∗0 ) → 0, as n→∞,
which yields the desired convergence: Xn → 0 as n→∞, by (3.49).
To deal with the cases that [s] < α ≤ 4{s}N−2s , we resort to Kato’s method.
It follows from (1.2), (3.45) and Ho¨lder’s estimates that
(3.50) K(un, u) ≤ C‖u‖[s]+1Bsρ,2 (‖un‖
α−[s]
Lρ
∗
0
+ ‖u‖α−[s]
Lρ
∗
0
).
We can also deduce from (3.47) that
Xn ≤ C{‖φn − φ‖Hs + ‖K(un, u)‖Lγ′ (−T,T )}
for T sufficiently small. Therefore, to show Xn → 0 it suffices to show that
(3.51) ‖K(un, u)‖Lγ′ (−T,T ) → 0, as n→∞.
To show (3.51) we argue by contradiction. Suppose that there exist ε > 0,
and a subsequence, which is still denoted by {un}n≥1, such that
(3.52) ‖K(un, u)‖Lγ′ (−T,T ) ≥ ε.
Since (α−[s])γγ−[s]−2 < γ, using (3.3)(taking j = 0 there) and by possibly extracting
a subsequence, we can assume that un → u a.e. on (−T, T )× RN and that
‖un+1 − un‖
L
(α−[s])γ
γ−[s]−2 (I,Lρ
∗
0 (RN ))
< 2−n.
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As before(subcase 1), if we set ω = |u1| +
∑∞
n=1 |un+1 − un|, then ω ∈
L
(α−[s])γ
γ−[s]−2 (I, Lρ
∗
0(RN )) and |un| ≤ ω a.e. on (−T, T ) × RN . Therefore, by
(3.50) and Young’s inequality, there is a constant C > 0 such that
K(un, u)
γ′ ≤ C(‖ω‖
(α−[s])γ
γ−[s]−2
Lρ
∗
0
+ ‖u‖
(α−[s])γ
γ−[s]−2
Lρ
∗
0
+ ‖u‖γBsρ,2) ∈ L
1((−T, T )).
On the other hand, note that by (1.2), we have
|D[s]+1(g1(un)− g1(u))|
ρ∗0
α−[s] ≤ C(|un|ρ∗0 + |u|ρ∗0);
note also that since g1 ∈ C [s]+1(C,C), D[s]+1g1 is continuous, hence we can
deduce from un → u that D[s]+1g1(un)→ D[s]+1g1(u). Therefore, by domi-
nated convergence theorem and a standard contradiction argument as above,
after possibly extracting a subsequence again, we can obtain from un(t) →
u(t) in Lρ
∗
0(RN ) for a.a. t ∈ (−T, T ) that ‖D[s]+1(g1(un)−g1(u))‖
L
ρ∗
0
α−[s]
→ 0
for a.a. t ∈ (−T, T ), which implies that K(un, u) → 0 as n → ∞ for a.a.
t ∈ (−T, T ) by (3.45).
Now we can use dominated convergence theorem to infer that
‖K(un, u)‖Lγ′ (−T,T ) → 0,
which contradicts (3.52). Hence (3.51) holds.
Thus we have proved Xn → 0 as n→∞ if T is sufficiently small in both
case (i) and (ii). The convergence for arbitrary admissible pair (q, r) follows
from Strichartz’s estimates. The conclusions (i) and (ii) of Theorem 1.6 fol-
low by iterating this property to cover any compact subset of (−Tmin, Tmax).
Moreover, if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1, then the continuous dependence is locally Lipschitz.
Case II. 1 < s < N/2 and α = 4N−2s .
One can easily verify that the Dispersive and Strichartz’s estimates for
(eit∆)t∈R and (e
it(∆−λ0))t∈R are the same modulo at most a factor e
|ℑλ0|T (see
[24]), thus we may assume λ0 = 0 here without loss of generality, then the
nonlinearity g = g1 is of class C(α, s)(see Definition 1.1).
From (1.2), Proposition 2.1, Lemma 2.5 and Ho¨lder’s estimates, it follows
that
‖g(u)‖Lγ′ (I,Bs
ρ′,2
) ≤ C‖u‖α+1Lγ (I,Bsρ,2),
and
‖g(un)− g(u)‖Lγ′ (I,Lρ′) ≤ C(‖un‖αLγ(I,Bsρ,2) + ‖u‖
α
Lγ (I,Bsρ,2)
)‖un − u‖Lγ (I,Lρ).
Then one can solve the Cauchy problem (1.1) by using the fixed point ar-
gument in the set
E = {u ∈ Lγ(I,Bsρ,2(RN )); ‖u‖Lγ (I,Bsρ,2) ≤ η}
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equipped with the distance d(u, v) = ‖u − v‖Lγ (I,Lρ), where η > 0 is suffi-
ciently small. By applying Strichartz’s estimates in Besov spaces, we get
‖u‖Lq(I,Bsr,2) ≤ ‖ei·∆φ‖Lq(I,Bsr,2) + C‖u‖
α+1
Lγ(I,Bsρ,2)
,
‖un‖Lq(I,Bsr,2) ≤ ‖ei·∆φn‖Lq(I,Bsr,2) + C‖un‖α+1Lγ(I,Bsρ,2),
and
‖un − u‖Lq(I,Lr) ≤ ‖ei·∆(φn − φ)‖Lq(I,Lr)
+C(‖un‖αLγ(I,Bsρ,2) + ‖u‖
α
Lγ (I,Bsρ,2)
)‖un − u‖Lγ(I,Lρ),
where I = (−T, T ), (q, r) is an arbitrary admissible pair and C is a positive
constant independent of T and n. Considering K larger than the constant
C appearing in the above three estimates for the particular choice of the
admissible pair (q, r) = (γ, ρ), there exists δ > 0 small enough such that
(3.53) K(4δ)α < 1/2.
Since by Strichartz’s estimates in Besov spaces, for any admissible pair
(q, r), ‖ei·∆φ‖Lq(I,Bsr,2) ≤ C‖φ‖Hs , we have
‖ei·∆φn‖Lq(I,Bsr,2) ≤ ‖e
i·∆φ‖Lq(I,Bsr,2) + C‖φn − φ‖Hs .
Thus by dominated convergence theorem, if we choose T > 0 sufficiently
small such that ‖ei·∆φ‖Lγ(I,Bsρ,2) < δ, then we also have
‖ei·∆φn‖Lγ(I,Bsρ,2) < δ
for n sufficiently large. So we can construct solutions u and un(n large
enough) on interval I by using the fixed point argument in the set
E = {u ∈ Lγ(I,Bsρ,2(RN )); ‖u‖Lγ (I,Bsρ,2) ≤ 2δ}
equipped with the distance d(u, v) = ‖u− v‖Lγ (I,Lρ), which means Tmax(φ),
Tmin(φ) > T and Tmax(φn), Tmin(φn) > T for n large. Applying continuity
arguments, we deduce easily that
(3.54) max{‖u‖Lγ (I,Bsρ,2), ‖un‖Lγ(I,Bsρ,2)} ≤ 2δ,
for all sufficiently large n. Furthermore, by Strichartz’s estimates in Besov
spaces, we see that given any admissible pair (q, r), there exists a constant
Cq,r such that
(3.55) max{‖u‖Lq(I,Bsr,2), ‖un‖Lq(I,Bsr,2)} ≤ Cq,rδ,
for all sufficiently large n.
Claim 3.2. (Non-integer case). We claim that by possibly choosing T
smaller, for any non-integer s ∈ (1, N/2), we have as n→∞,
(3.56) un → u in Lγ((−T, T ),Hj,ρ
∗
j (RN ))
for every 0 ≤ j ≤ [s].
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Proof. To prove our claim, fixing ε > 0 such that
0 < εN < min
{
1− {s}, 2
N − 2s
}
,
and for N ≥ 3, we define non-admissible pair (a, τ) by
(3.57) τ =
2N
N − 2 + 2εN , a =
2
1− {s} − εN , a˜ =
2
1 + {s} − εN ,
and admissible pair (γ1, ρ1) by
(3.58) γ1 =
4
εN(N − 2s) , ρ1 =
2
1− ε(N − 2s) .
It follows from (3.57) and (3.58) that
(3.59)
1
a
+
1
a˜
= N(
1
2
− 1
τ
),
2
a
= N(
1
2
− 1
τ
)− {s}, 1
a˜′
=
α
γ1
+
1
a
.
Since 2 < ρ1 < N/s, we can define indices (ρ1)
∗
j by
1
(ρ1)∗j
= 1ρ1 −
s−j
N for any
0 ≤ j ≤ [s]. Consequently, we have the embedding Bsρ1,2 →֒ Hj,(ρ1)
∗
j for any
0 ≤ j ≤ [s] and 1τ ′ = α(ρ1)∗0 +
1
τ . Set τ˜ =
2N
N−2+2{s}+2εN , then (a, τ˜ ) is an
admissible pair and B
{s}
τ˜ ,2 →֒ Lτ .
We recall the formula
‖|∇|[s](g(un)− g(u))‖Lτ ′
≤∑[s]k=1∑|β1|+···+|βk|=[s],|βj|≥1{‖(g(k)z\z¯(un)− g(k)z\z¯(u))∏kj=1 ∂βj(u\u¯)‖Lτ ′
+
∑
(w1,··· ,wk)
‖g(k)z\z¯(un)
∏k
j=1 ∂
βjwj‖Lτ ′},
where all the wj’s are equal to un, u¯n or u, u¯, except one which is equal to
un − u or its conjugate. Since g is of class C(α, s), we can deduce from the
above formula, (1.2), Strichartz’s estimates for non-admissible pairs(Lemma
2.9), the indices and embedding relationships obtained above and Ho¨lder’s
inequality that
‖|∇|[s](un − u)‖La(I,Lτ )
≤ C‖ei·∆(φn − φ)‖La(I,Bsτ˜,2) + C‖|∇|
[s](g(un)− g(u))‖La˜′ (I,Lτ ′)
≤ C‖φn − φ‖Hs + C(‖un‖αLγ1 (I,Bsρ1,2) + ‖u‖
α
Lγ1 (I,Bsρ1,2
))‖|∇|[s](un − u)‖La(I,Lτ ).
Thus by (3.55), we have for all sufficiently large n,
‖|∇|[s](un − u)‖La(I,Lτ ) ≤ C‖φn − φ‖Hs + Cδα‖|∇|[s](un − u)‖La(I,Lτ ).
Therefore, by possibly choosing δ smaller, and choosing T smaller if neces-
sary, such that
(3.60) Cδα < 1/2,
we deduce that as n→∞, ‖|∇|[s](un − u)‖La(I,Lτ ) → 0.
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Since 2γ =
N
2 − Nρ∗
[s]
−{s} and 2a = N2 − Nτ −{s}, so by (3.55), there always
exists some admissible pair (q, r) and index r∗[s] defined by
1
r∗
[s]
= 1r − {s}N
such that either ρ ∈ (r, τ˜ ] or ρ ∈ [τ˜ , r), and
sup
n≥1
‖|∇|[s](un − u)‖
Lq(I,L
r∗
[s])
<∞,
then ‖|∇|[s](un − u)‖
Lγ (I,L
ρ∗
[s])
→ 0, as n → ∞ follows from interpola-
tion. Hence, by the convergence of Lebesgue norms, we have un → u in
Lγ(I,H
[s],ρ∗
[s]) as n→∞. Note that by Proposition 2.1, we have embedding
Hj,ρ
∗
j (RN ) →֒ H [s],ρ∗[s](RN ) for every 0 ≤ j ≤ [s], this closes our proof. 
Claim 3.3. (Integer case). We claim that for any integer s ∈ (1, N/2),
assume g(u) is not a polynomial in u and u¯ and s−1 = [s] < α < [s]+1 = s,
then by possibly choosing T smaller, we have as n→∞,
(3.61) un → u in Lγ((−T, T ),Hj,ρ
∗
j (RN ))
for every 0 ≤ j ≤ [s] = s− 1.
Proof. We will prove our claim in the spirit of Tao and Visan [31]. First, we
should note that the restrictions in Claim 3.3 admit only one case, that is,
s = 2, N = 7 and α = 4/3, so the nonlinearity g is of class C(43 , 2). Second,
we have to avoid taking full derivatives of order 2, since this is what turns
the nonlinearity from Lipschitz into just Ho¨lder continuous of order 13 , we
need to take fewer than 43 but more than 1 derivatives instead. To this end,
we will use the norms U = U(I × R7) and V = V (I × R7) defined by
(3.62) ‖u‖U = (
∑
k∈Z
2
k
2 ‖∆k(∇u)‖2L16(I,L8/3(R7)))1/2,
(3.63) ‖f‖V = (
∑
k∈Z
2
k
2 ‖∆k(∇f)‖2
L
16
3 (I,L8/5(R7))
)1/2,
which require roughly 54 degrees of differentiability. Choosing a particular
admissible pair (q1, r1) = (
32
3 ,
112
53 ), we will also need the Strichartz space
W˙ = W˙ (I×RN) defined as the closure of the test functions under the norm
(3.64) ‖u‖W˙ = ‖u‖Lq1 (I,B˙2r1,2(R7)).
As the Littlewood-Paley operators commute with the free evolution, we
can deduce from Strichartz’s estimates for non-admissible pairs(Lemma 2.9)
that, there exists a constant C independent of I such that for any f ∈ V ,
‖∆k(∇
∫ t
t0
ei(t−s)∆f(s)ds)‖L16(I,L8/3(R7)) ≤ C‖∆k(∇f)‖L 163 (I,L8/5(R7)).
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Squaring the above inequality, multiplying by 2
k
2 , and summing over all
integer k’s, we obtain the exotic Strichartz estimate, that is, for any f ∈ V ,
(3.65) ‖
∫ t
t0
ei(t−s)∆f(s)ds‖U ≤ C‖f‖V .
The proof of Lemma 3.4 in [31] can be adapted to give us the following
frequency-localized nonlinear estimate
max{‖∆k(g(2)z\z¯(w)v∇u)‖
L
16
3
t L
8
5
x
, ‖∆k(g(2)z\z¯(w)∇vu)‖
L
16
3
t L
8
5
x
}(3.66)
≤ C‖w‖1/3
W˙
‖v‖W˙
∑
l∈Z
min{1, 2 l−k3 }‖∆l(∇u)‖L16t L8/3x
for any k ∈ Z, where all space-time norms are on I × R7.
Indeed, by scaling, we only need to show (3.66) for k = 0. To this end,
by Littlewood-Paley decomposition(see Section 2), we first slip w into its
low-frequency part wlo = S<0w and high-frequency part whi = S≥0w. Since
g is of class C(43 , 2), we deduce from (1.3) that
(3.67) g
(2)
z\z¯(w) = g
(2)
z\z¯(wlo) +O(|whi|
1
3 ),
where O denotes the Landau’s symbol. By Minkowski’s inequality, we have
(3.68) ‖∆0(g(2)z\z¯(w)v∇u)‖L 163t L
8
5
x
≤
∑
l∈Z
‖∆0(g(2)z\z¯(w)v∆l(∇u))‖L 163t L
8
5
x
.
To bound the right-hand side of (3.68), by using (1.2), (3.64) and Ho¨lder’s
inequality, note that B˙2r1,2(R
7) →֒ L
16
3
x (R7), we get
(3.69)∑
l≥−2
‖∆0(g(2)z\z¯(w)v∆l(∇u))‖L 163t L
8
5
x
≤ C‖w‖1/3
W˙
‖v‖W˙
∑
l≥−2
‖∆l(∇u)‖L16t L8/3x .
On the other hand, by Ho¨lder’s and Bernstein estimates(see Lemma 2.2),
we have ∑
l≤−3
‖∆0(g(2)z\z¯(w)v∆l(∇u))‖L 163t L
8
5
x
≤ C‖S≥−1(g(2)z\z¯(w)v)‖
L8tL
84
25
x
∑
l≤−3
‖∆l(∇u)‖
L16t L
168
55
x
(3.70)
≤ C‖S≥−1(g(2)z\z¯(w)v)‖
L8tL
84
25
x
∑
l≤−3
2
l
3‖∆l(∇u)‖L16t L8/3x .
Since by (3.67), we get
(3.71)
‖S≥−1(g(2)z\z¯(w)v)‖L8tL
84
25
x
≤ ‖S≥−1(g(2)z\z¯(wlo)v)‖L8tL
84
25
x
+‖S≥−1(O(|whi|
1
3 )v)‖
L8tL
84
25
x
;
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moreover, by Ho¨lder’s inequality, Bernstein estimates and the embedding
B˙2r1,2(R
7) →֒ H˙1, 11237 (R7) →֒ L
16
3
x (R7), we have
(3.72)
‖S≥−1(O(|whi|
1
3 )v)‖
L8tL
84
25
x
≤ C‖∇(whi)‖1/3
L
32
3
t L
112
37
x
‖v‖
L
32
3
t L
16
3
x
≤ C‖w‖1/3
W˙
‖v‖W˙ ;
therefore, we only have the task of estimating ‖S≥−1(g(2)z\z¯(wlo)v)‖
L8tL
84
25
x
.
One easily verifies that for any spatial function F and 1 ≤ p ≤ ∞, we
have the bound(see [31])
(3.73) ‖S≥−1F‖Lpx ≤ C sup
|h|≤1
‖τhF − F‖Lpx ,
where τhF (x) := F (x−h) is the translation operator. Note that g is of class
C(43 , 2), by (1.3), we have
(3.74) τhg
(2)
z\z¯(wlo)− g
(2)
z\z¯(wlo) = O(|τhwlo − wlo|
1
3 ).
Thus we can deduce from the identity
(3.75) τh(fg)− fg = (τhf − f)τhg + (τhg − g)f
for any functions f , g, (1.2), (3.73), (3.74), Ho¨lder’s inequality and the
fundamental theorem of calculus that
‖S≥−1(g(2)z\z¯(wlo)v)‖L 8425x(3.76)
≤ C sup
|h|≤1
{‖τhwlo − wlo‖
1
3
L
112
37
x
‖τhv‖
L
16
3
x
+ ‖τhv − v‖
1
3
L
112
37
x
‖v‖
2
3
L
16
3
x
‖wlo‖
1
3
L
16
3
x
}
≤ C{‖∇wlo‖
1
3
L
112
37
x
‖v‖
L
16
3
x
+ ‖∇v‖
1
3
L
112
37
x
‖v‖
2
3
L
16
3
x
‖wlo‖
1
3
L
16
3
x
}
≤ C‖w‖1/3
B˙2r1,2
‖v‖B˙2r1,2
and hence, it follows from Ho¨lder’s inequality on time that
(3.77) ‖S≥−1(g(2)z\z¯(wlo)v)‖L8tL
84
25
x
≤ C‖w‖1/3
W˙
‖v‖W˙ .
By combining the estimates (3.68)-(3.72) and (3.77), we infer that
(3.78)
‖∆0(g(2)z\z¯(w)v∇u)‖L 163t L
8
5
x
≤ C‖w‖1/3
W˙
‖v‖W˙
∑
l∈Z
min{1, 2 l3}‖∆l(∇u)‖L16t L8/3x .
Similarly, we can estimate ‖∆0(g(2)z\z¯(w)∇vu)‖L 163t L
8
5
x
. First, by Minkowski’s
inequality, we have
(3.79) ‖∆0(g(2)z\z¯(w)∇vu)‖
L
16
3
t L
8
5
x
≤
∑
l∈Z
‖∆0(g(2)z\z¯(w)∇v∆lu)‖
L
16
3
t L
8
5
x
.
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To bound the right-hand side of (3.79), on one hand, by using (1.2), (3.64),
Ho¨lder’s inequality and the embedding B˙2r1,2(R
7) →֒ H˙1, 11237 (R7) →֒ L
16
3
x (R7),
H˙1,
8
3 (R7) →֒ L
56
13
x (R7), we get
(3.80)∑
l≥−2
‖∆0(g(2)z\z¯(w)∇v∆lu)‖L 163t L
8
5
x
≤ C‖w‖1/3
W˙
‖v‖W˙
∑
l≥−2
‖∆l(∇u)‖L16t L8/3x ;
on the other hand, by Ho¨lder’s and Bernstein estimates, we have∑
l≤−3
‖∆0(g(2)z\z¯(w)∇v∆lu)‖
L
16
3
t L
8
5
x
≤ C‖S≥−1(g(2)z\z¯(w)∇v)‖L8tL
84
37
x
∑
l≤−3
‖∆lu‖
L16t L
168
31
x
(3.81)
≤ C‖S≥−1(g(2)z\z¯(w)∇v)‖L8tL
84
37
x
∑
l≤−3
2
l
3‖∆l(∇u)‖L16t L8/3x .
Since by (3.67), we get
‖S≥−1(g(2)z\z¯(w)∇v)‖L8tL
84
37
x
(3.82)
≤ ‖S≥−1(g(2)z\z¯(wlo)∇v)‖L8tL
84
37
x
+ ‖S≥−1(O(|whi|
1
3 )∇v)‖
L8tL
84
37
x
;
moreover, by Ho¨lder’s inequality, Bernstein estimates and the embedding
B˙2r1,2(R
7) →֒ H˙1, 11237 (R7), we have
(3.83)
‖S≥−1(O(|whi|
1
3 )∇v)‖
L8tL
84
37
x
≤ C‖∇(whi)‖1/3
L
32
3
t L
112
37
x
‖∇v‖
L
32
3
t L
112
37
x
≤ C‖w‖1/3
W˙
‖v‖W˙ ;
therefore, we only have the task of estimating ‖S≥−1(g(2)z\z¯(wlo)∇v)‖L8tL
84
37
x
.
We can deduce from (1.2), (3.73), (3.74), (3.75), Ho¨lder’s inequality and
the fundamental theorem of calculus that
‖S≥−1(g(2)z\z¯(wlo)∇v)‖
L
84
37
x
(3.84)
≤ C sup
|h|≤1
{‖∆hwlo‖
1
3
L
112
37
x
‖∇v‖
L
112
37
x
+ ‖∆h(∇v)‖
1
3
L
112
53
x
‖∇v‖
2
3
L
112
37
x
‖wlo‖
1
3
L
16
3
x
}
≤ C{‖∇wlo‖
1
3
L
112
37
x
‖∇v‖
L
112
37
x
+ ‖v‖
1
3
H˙2,r1
‖∇v‖
2
3
L
112
37
x
‖wlo‖
1
3
L
16
3
x
}
≤ C‖w‖1/3
B˙2r1,2
‖v‖B˙2r1,2 ,
where ∆hF := τhF − F is the first order difference operator. Hence, it
follows from Ho¨lder’s inequality on time that
(3.85) ‖S≥−1(g(2)z\z¯(wlo)∇v)‖L8tL
84
37
x
≤ C‖w‖1/3
W˙
‖v‖W˙ .
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By combining the estimates (3.79)-(3.83) and (3.85), we infer that
(3.86)
‖∆0(g(2)z\z¯(w)∇vu)‖
L
16
3
t L
8
5
x
≤ C‖w‖1/3
W˙
‖v‖W˙
∑
l∈Z
min{1, 2 l3}‖∆l(∇u)‖L16t L8/3x .
It follows from (3.78) and (3.86) that (3.66) holds for k = 0, then by
scaling, we know it holds for any k ∈ Z, this completes the proof of (3.66).
We can rewrite (3.66) as
2
k
4 ‖∆k(∇(gz\z¯(v)u))‖L 163 (I,L8/5(R7))(3.87)
≤ C‖v‖4/3
W˙
∑
l∈Z
min{2k−l4 , 2 l−k12 }2 l4‖∆l(∇u)‖L16(I,L8/3(R7))
for any k ∈ Z. Therefore, we deduce from (3.62), (3.63), (3.87) and Schur’s
test the following nonlinear estimate:
(3.88) ‖gz\z¯(v)u‖V ≤ C‖v‖4/3W˙ ‖u‖U ,
whenever the right-hand side makes sense.
Note that (16, 5627 ) is an admissible pair and H˙
3
4
, 56
27 (R7) →֒ L 83 (R7), we
deduce from exotic Strichartz estimate (3.65) combined with nonlinear esti-
mate (3.88) that
‖un − u‖U ≤ C(
∑
k∈Z
‖ei·∆(∆k(φn − φ))‖2
L16(I,H˙2,
56
27 )
)1/2 + C‖(g(un)− g(u))‖V
≤ C‖φn − φ‖H˙2 + C(‖un‖
4/3
W˙
+ ‖u‖4/3
W˙
)‖un − u‖U .
Thus by (3.55), we have for all sufficiently large n,
‖un − u‖U ≤ C‖φn − φ‖H˙2 + Cδ4/3‖un − u‖U .
Therefore, by possibly choosing δ smaller, and choosing T smaller if neces-
sary, such that
(3.89) Cδ4/3 < 1/2,
we can deduce that as n→∞, ‖un − u‖U → 0.
Since H˙
5
4
, 8
3 (R7) →֒ H˙1, 5619 (R7), we deduce from (3.62) and Minkowski’s
inequality that
(3.90) ‖un − u‖
L16(I,H˙1,
56
19 )
≤ C‖un − u‖
L16(I,H˙
5
4 ,
8
3 )
≤ C‖un − u‖U → 0,
as n→∞. Note that (γ, ρ) = (103 , 7029) and 2γ = 7(12 − 1ρ∗1 )−1, it follows from
(3.55), (3.90) and interpolations that
‖∇(un − u)‖Lγ ((−T,T ),Lρ∗1 ) → 0, as n→∞.
Hence, from H˙1,ρ
∗
1(R7) →֒ Lρ∗0(R7) and the convergence of Lebesgue norms,
we deduce that as n → ∞, un → u in Lγ((−T, T ),Hj,ρ
∗
j (R7)) for j = 0, 1,
this closes our proof. 
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Now let us fix δ > 0 small enough so that (3.53), (3.60) and (3.89) hold.
For sufficiently small T > 0 satisfying ‖ei·∆φ‖Lγ((−T,T ),Bsρ,2) < δ, we are to
show that ‖un − u‖Lq(I,Bsr,2) → 0 as n→∞, where I = (−T, T ) and (q, r) is
an arbitrary admissible pair.
Let Yn(I) := ‖un − u‖Lγ (I,Bsρ,2), arguing the same as in the subcritical
case and noting that T σ = T
4−α(N−2s)
4 = 1, by (3.54), we have the following
two cases(see the proof of Case I, more precisely, see (3.27), (3.28), (3.46)
and (3.47)):
Case (i) if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1, then
(3.91) Yn ≤ C‖φn − φ‖Hs + C(4δ)αYn;
Case (ii) if g1 is not a polynomial and [s] < α < [s] + 1, then
(3.92) Yn ≤ C‖φn − φ‖Hs + C{(4δ)αYn + ‖K(un, u)‖Lγ′ (−T,T )};
where n is large enough and K(un, u) is defined by (3.26) and (3.45).
For case (i), it follows from (3.53) that C(4δ)α ≤ 1/2, so we can deduce
from (3.91) that Yn ≤ C‖φn − φ‖Hs → 0, as n→∞, which implies that
‖g(un)− g(u)‖Lγ′ (I,Bs
ρ′,2
) ≤ C(4δ)αYn ≤ C‖φn − φ‖Hs → 0,
as n → ∞. Applying Strichartz’s estimates, we conclude that for all ad-
missible pair (q, r), ‖un − u‖Lq(I,Bsr,2) → 0, as n → ∞, and the continuous
dependence is locally Lipschitz.
As to case (ii), by making use of the convergence stated in Claim 3.2
and Claim 3.3, we certainly can apply the contradiction argument as in the
subcritical case(see Case I), which won’t rely on the assumption (1.3) if s is
not an integer. It is completely similar to the subcritical case, so we omit the
details. Here, for the sake of simplicity, we prefer to deal with the problem
in a simple and direct way, which will rely on (1.3).
Indeed, it follows from (3.53) that C(4δ)α ≤ 1/2, so we can deduce from
(3.29), (3.48), (3.54) and (3.92) that
(3.93) Yn ≤ C{‖φn − φ‖Hs + ‖un − u‖α−[s]
Lγ((−T,T ),Lρ
∗
0 )
}
for n large enough. As a consequence of Claim 3.2 and Claim 3.3, we know
‖un − u‖Lγ ((−T,T ),Lρ∗0 ) → 0, as n→∞,
which yields the desired convergence, by (3.93). The convergence for arbi-
trary admissible pair (q, r) follows from Strichartz’s estimates.
Thus we have proved that in both case (i) and (ii), there exists 0 <
T < Tmax(φ), Tmin(φ) sufficiently small such that if φn → φ in Hs(RN ),
then Tmax(φn), Tmin(φn) > T for all sufficiently large n and un → u in
Lq((−T, T ), Bsr,2(RN )) as n→∞ for every admissible pair (q, r).
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For simplicity, we only argue forwards in time, as arguing backwards in
time can be handled similarly. Let T˜+(resp., T˜−) be the supremum of all
0 < T < Tmax(φ)(resp., 0 < T < Tmin(φ)) such that if φn → φ in Hs(RN ),
then Tmax(φn) > T (resp., Tmin(φn) > T ) for all sufficiently large n and
un → u in Lq((0, T ), Bsr,2(RN ))(resp., Lq((−T, 0), Bsr,2(RN ))) as n → ∞ for
every admissible pair (q, r). We have already proved that T˜+ > 0, and by
definition T˜+ ≤ Tmax(φ). We claim that T˜+ = Tmax(φ). If not, then we have
T˜+ < Tmax(φ). Since u ∈ C([0, T˜+],Hs(RN )),
⋃
0≤t≤T˜+
{u(t)} is a compact
subset of Hs(RN ) and hence
⋃
0≤t≤T˜+
{u(t)} has a finite “ε-net” in Hs(RN )
for any ε > 0. Therefore, it follows from Strichartz’s estimates that there
exists 0 < τ < Tmax(φ) − T˜+ such that
sup
0≤t≤T˜+
‖ei·∆u(t)‖Lγ ((0,τ),Bsρ,2) < δ,
where δ > 0 is fixed to be small enough so that (3.53), (3.60) and (3.89)
hold. As 0 < T˜+ < Tmax(φ), we can fix 0 < T
′ < T˜+ such that T˜+ < T
′+τ <
Tmax(φ), then Tmax(φn) > T
′ for all sufficiently large n and un(T
′)→ u(T ′)
in Hs(RN ) as n→∞. Thus we can deduce from
‖ei·∆u(T ′)‖Lγ((0,τ),Bsρ,2) < δ
and the preceding arguments(apply forwards in time) that Tmax(un(T
′)) > τ
for all n large enough and that un(T
′+ ·)→ u(T ′+ ·) in Lq((0, τ), Bsr,2(RN ))
for all admissible pair (q, r). So we have Tmax(φn) > T
′ + τ for all n large
enough and un → u in Lq((0, T ′+ τ), Bsr,2(RN )) as n→∞ for all admissible
pair (q, r). Then by the definition of T˜+, we obtain T
′ + τ ≤ T˜+, which is
a contradiction. Thus T˜+ = Tmax(φ). By a similar argument, we can show
that T˜− = Tmin(φ).
Thus we see that for any 0 < T < Tmax(φ) and 0 < S < Tmin(φ), if
φn → φ in Hs(RN ), then Tmax(φn) > T and Tmin(φn) > S for all sufficiently
large n and un → u in Lq((−S, T ), Bsr,2(RN )) as n → ∞ for all admissible
pair (q, r), which proves the conclusions (i) and (ii) of the Theorem 1.6.
Moreover, if g1(u) is a polynomial in u and u¯, or if not, we assume further
that [s]+1 ≤ α = 4N−2s , then the continuous dependence is locally Lipschitz.
Case III. The borderline case s = N/2, α <∞.
When s = N/2, the embedding H
N
2 (RN ) →֒ Lp(RN ) for all 2 ≤ p < ∞
makes if possible to obtain local existence for (sufficiently regular) nonlinear-
ities with arbitrary polynomial growth. In particular, there is local existence
in the model case g(u) = λ|u|αu for any α > 0 such that α > [s](see [18]).
Using Trudinger’s inequality, one can also consider nonlinearities of expo-
nential growth(see [22]).
The case s = N/2 may be regarded as the “borderline” in two aspects.
First, different from the cases s < N/2, no power behavior of interaction
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amounts to the critical nonlinearity at the level of H
N
2 . Second, since the
embeddingH
N
2 →֒ L∞ falls down, pointwise control of solutions falls beyond
the scope of the H
N
2 -theory, therefore, without any specific control on the
growth of interaction, any argument similar to that of the Hs-theory with
s > N/2 breaks down, even for local theory.
We will carry out our discussion by considering the following two cases
respectively: N is even and N is odd.
Since g1 is of class C(α, s) with s = N/2 and 0 < α <∞, we can fix δ > 0
sufficiently small so that

0 < δ < min{χ(α− [s]), 8N(α+2)−4 , 2N−1}, if N ≥ 3,
0 < δ < min{α, 4α , 1}, if N = 2,
0 < δ < min{α, 8
(α−2)+
, 1}, if N = 1,
where χ(x) := x if x > 0 and χ(x) := 1 if x ≤ 0. Let r = 2+ δ, (q, r) be the
corresponding admissible pair and let p = (1 + 2δ )(α− [s]) provided α > [s],
then we have r < N/[s] for N ≥ 3, q > α+ 2, r < p <∞ and
(3.94)
1
r′
=
α− [s]
p
+
1
r
.
Let us define
X˜n(I) := ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lq(I,Bsr,2),
where I = (−T, T ). Since ‖un‖Lq(I,Bsr,2) is bounded, we can define
(3.95) M := ‖u‖Lq(I,Bsr,2) + sup
n≥1
‖un‖Lq(I,Bsr,2) <∞
such that ‖u‖Lq(I,Bsr,2) ≤M and ‖un‖Lq(I,Bsr,2) ≤M for any n ≥ 1.
First, we will consider the cases that the spatial dimension N is even.
Note that [s] = N2 − 1 in such cases. By Strichartz’s estimate, we have
(3.96) X˜n ≤ C‖φn − φ‖Hs + C{TX˜n + ‖g1(un)− g1(u)‖Lq′ (I,Hs,r′)}.
To get our conclusion, we are to prove that X˜n → 0 as n → ∞, thus we
need to estimate ‖g1(un)− g1(u)‖Lq′ (I,Hs,r′).
For a start, we assume that g1 is not a polynomial, then by Definition
1.1, we have [s] < α <∞, thus the exponent p is well defined. Note that by
(1.2), (3.94) and Ho¨lder’s inequality, we have
‖g1(un)−g1(u)‖Lr′ ≤ C(‖un‖Lp+‖u‖Lp)α+1−
N
2 (‖un‖L∞+‖u‖L∞)
N
2
−1‖un−u‖Lr ,
thus we deduce from Ho¨lder’s estimate on time, (3.95) and the embedding
Bsr,2 →֒ Lp, Bsr,2 →֒ L∞ that
(3.97) ‖g1(un)− g1(u)‖Lq′ (I,Lr′) ≤ CT 1−
α+2
q Mα‖un − u‖Lq(I,Lr).
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For the part of derivative estimate, by Lp boundedness of Riesz trans-
forms, we have the formula
‖|∇|N2 (g1(un)− g1(u))‖Lr′(3.98)
≤
N/2∑
k=1
∑
|β1|+···+|βk|=
N
2
,|βj |≥1
{‖(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))
k∏
j=1
∂βj(u\u¯)‖Lr′
+
∑
(w1,··· ,wk)
‖g(k)1,z\z¯(un)
k∏
j=1
∂βjwj‖Lr′} =: S1 + S2,
where k ∈ {1, · · · , N/2} and the βj ’s are multi-indices such that N2 = |β1|+· · · + |βk| and |βj | ≥ 1 for j = 1, · · · , k, all the wj ’s are equal to un, u¯n
or u, u¯, except one which is equal to un − u or its conjugate. For any
k ∈ {1, · · · , N/2}, we define indices rj(1 ≤ j ≤ k) by rj = Nr2|βj | , then we
have
(3.99)
1
r′
=
α+ 1− N2
p
+
k∑
j=1
1
rj
.
Since g1 is of class C(α, s), for the estimate of S1, we have two cases:
(i) if we assume further that α ≥ [s] + 1 = N2 , then we deduce from (1.2),
(1.3), (3.99), Ho¨lder’s estimate and the embedding Bsr,2 →֒ Lp, Bsr,2 →֒ L∞,
Bsr,2 →֒ H |βj |,rj that for any k ∈ {1, · · · , N/2},
‖(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))
k∏
j=1
∂βj(u\u¯)‖Lr′
≤ C(‖un‖Lp + ‖u‖Lp)α−
N
2 (‖un‖L∞ + ‖u‖L∞)
N
2
−k‖un − u‖Lp
k∏
j=1
‖∂βju‖Lrj
≤ C(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)‖un − u‖Bsr,2 ,
thus
(3.100) S1 ≤ C(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)‖un − u‖Bsr,2 ;
(ii) if N2 − 1 = [s] < α < [s] + 1 = N/2, by (1.2), we argue as above and get
that, for any k ∈ {1, · · · , N2 − 1},
‖(g(k)1,z\z¯(un)−g
(k)
1,z\z¯(u))
k∏
j=1
∂βj(u\u¯)‖Lr′ ≤ C(‖un‖αBsr,2+‖u‖
α
Bsr,2
)‖un−u‖Bsr,2 ,
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except when k = N/2, we deduce from (3.99) and Ho¨lder’s inequality that
‖(g(
N
2
)
1,z\z¯(un)− g
(N
2
)
1,z\z¯(u))
N/2∏
j=1
∂βj(u\u¯)‖Lr′
≤ C‖DN2 (g1(un)− g1(u))‖
L
p
α−[s]
N/2∏
j=1
‖∂βju‖Lrj
≤ C‖u‖[s]+1Bsr,2 ‖D
[s]+1(g1(un)− g1(u))‖
L
p
α−[s]
,
thus
(3.101)
S1 ≤ C{(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)‖un − u‖Bsr,2
+‖D[s]+1(g1(un)− g1(u))‖
L
p
α−[s]
‖u‖[s]+1Bsr,2 }.
As to the estimate of S2, note that all the wj ’s are equal to un, u¯n or u, u¯,
except one which is equal to un − u or its conjugate, we deduce from (1.2),
(3.99), Ho¨lder’s inequality and Sobolev embedding that
S2 ≤ C
N/2∑
k=1
∑
∑k
j=1 |βj |=
N
2
,|βj|≥1
∑
(w1,··· ,wk)
‖un‖α+1−
N
2
Lp ‖un‖
N
2
−k
L∞
k∏
j=1
‖∂βjwj‖Lrj
≤ C(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)‖un − u‖Bsr,2 .
By inserting the estimates for S1 and S2 into (3.98) and applying Ho¨lder’s
estimates on time, we have the following two cases for the estimate of
‖g1(un)− g1(u)‖Lq′ (I,H˙s,r′):
(i) if g1 is not a polynomial and α ≥ [s] + 1 = N2 , then
‖g1(un)− g1(u)‖Lq′ (I,H˙s,r′)(3.102)
≤ CT 1−α+2q (‖un‖αLq(I,Bsr,2) + ‖u‖
α
Lq(I,Bsr,2)
)‖un − u‖Lq(I,Bsr,2);
(ii) if g1 is not a polynomial and
N
2 − 1 = [s] < α < [s] + 1 = N/2, then
(3.103)
‖g1(un)− g1(u)‖Lq′ (I,H˙s,r′) ≤ C{T 1−
α+2
q (‖un‖αLq(I,Bsr,2)
+‖u‖αLq(I,Bsr,2))‖un − u‖Lq(I,Bsr,2) + ‖K(un, u)‖Lq′ (I)},
where the Kato’s remainder term K(un, u) can be defined by
(3.104) K(un, u) = ‖D[s]+1g1(un)−D[s]+1g1(u)‖
L
p
α−[s]
‖u‖[s]+1Bsr,2 .
As to the cases that g1(u) is a polynomial in u and u¯, note that α ≥ 1 in
such cases, we define p˜ = 1 + 2δ , then we have r < p˜ <∞, Bsr,2 →֒ Lp˜ and
1
r′
=
1
p˜
+
1
r
.
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Then similar to the cases that g1 is not a polynomial as above, by Ho¨lder’s
estimate, it follows from a similar but much simpler argument that
‖g1(un)− g1(u)‖Lq′ (I,Hs,r′)(3.105)
≤ CT 1−α+2q (‖un‖αLq(I,Bsr,2) + ‖u‖
α
Lq(I,Bsr,2)
)‖un − u‖Lq(I,Bsr,2).
Therefore, by inserting (3.97), (3.102), (3.103) and (3.105) into the origi-
nal Strichartz’s estimate (3.96) and using (3.95), we can obtain estimate for
X˜n by considering the following two cases respectively:
Case (i) if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1, then
(3.106) X˜n ≤ C‖φn − φ‖Hs + CTX˜n + CT σMαX˜n;
Case (ii) if g1 is not a polynomial and [s] < α < [s] + 1, then
(3.107) X˜n ≤ C‖φn − φ‖Hs +C{TX˜n + T σMαX˜n + ‖K(un, u)‖Lq′ (−T,T )};
where σ = 1− α+2q > 0.
For case (i), we can choose T sufficiently small so that C(T+T σMα) ≤ 12 ,
and deduce from (3.118) that as n→∞,
X˜n = ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lq(I,Bsr,2) ≤ C‖φn − φ‖Hs → 0,
and hence the solution flow is locally Lipschitz.
As to case (ii), we can see that the key point is to show that the Kato’s
remainder term ‖K(un, u)‖Lq′ (−T,T ) → 0 as n → ∞, which will yield the
desired convergence of X˜n for T small enough immediately. To this end,
there are two different method for us to choose.
First, entirely similar to the subcritical case for s < N/2(see Case I), we
can prove the convergence of K(un, u) by a standard contradiction argument
based on dominated convergence theorem, which will only rely on (1.2).
Since we have known that un → u in Lq(I,Bs−εr,2 ) for arbitrary ε > 0, we
deduce easily that un → u in Lq(I, Lp). Note that by (1.2) and (3.104), we
have
K(un, u) ≤ C‖u‖[s]+1Bsr,2 (‖un‖
α−[s]
Lp + ‖u‖α−[s]Lp ),
thus by un → u in Lq(I, Lp) and q > α + 2, we can construct a control
function ω ∈ L
(α−[s])q
q−[s]−2 (I, Lp(RN )) such that |un| ≤ ω a.e. on (−T, T ) × RN
and
K(un, u)
q′ ≤ C(‖ω‖
(α−[s])q
q−[s]−2
Lp + ‖u‖
(α−[s])q
q−[s]−2
Lp + ‖u‖qBsr,2) ∈ L
1((−T, T )).
Then we can apply the dominated convergence theorem to obtain a contra-
diction, we omit the rest of details here(refer to Case I).
Second, we can make use of assumption (1.3) to obtain a Ho¨lder type
estimate of K(un, u):
‖K(un, u)‖Lq′ (I) ≤ CT 1−
α+2
q ‖u‖[s]+1Lq(I,Bsr,2)‖un − u‖
α−[s]
Lq(I,Lp)
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and hence, it follows from un → u in Lq(I, Lp) that
‖K(un, u)‖Lq′ (−T,T ) → 0, as n→∞.
Therefore, for the cases that N is even, we have proved X˜n → 0 as n→∞
if T is sufficiently small in both case (i) and (ii).
Now we turn to the cases that the spatial dimension N is odd. Note that
[s] = N−12 in such cases. By Strichartz’s estimate, we have
(3.108) X˜n ≤ C‖φn − φ‖Hs + C{TX˜n + ‖g1(un)− g1(u)‖Lq′ (I,Bs
r′,2
)}.
To get our conclusion, we are to prove that X˜n → 0 as n → ∞, thus we
need to estimate ‖g1(un)− g1(u)‖Lq′ (I,Bs
r′,2
). By Lemma 2.5, we have
(3.109) ‖f‖Bs
r′,2
∼ ‖f‖Lr′ +
N∑
j=1
(
∫ ∞
0
(t−
1
2 sup
|y|≤t
‖∆y∂[s]xj f‖Lr′ )2
dt
t
)1/2,
where ∆y denotes the first order difference operator. Therefore, we can see
that the key ingredient is how to estimate ‖∆y∂[s]xj (g1(un) − g1(u))‖Lr′ for
j = 1, · · · , N .
For a start, we assume that g1 is not a polynomial, then by Definition
1.1, we have [s] < α <∞, thus the exponent p is well defined.
If N = 1, s = 12 , by (1.2), (3.94), the fundamental theorem of calculus
and Ho¨lder’s estimate, we have
‖∆y(g1(un)− g1(u))‖Lr′(3.110)
≤ C{‖∆y(un − u)
∫ 1
0
Dg1([τyun, un]θ)dθ‖Lr′
+‖∆yu
∫ 1
0
[Dg1([τyun, un]θ)−Dg1([τyu, u]θ)]dθ‖Lr′}
≤ C{‖∆y(un − u)‖Lr‖un‖αBsr,2
+‖∆yu‖Lr
∫ 1
0
‖Dg1([τyun, un]θ)−Dg1([τyu, u]θ)‖L pα dθ},
where τyF (x) := F (x − y) is the translation operator and [v, u]θ := θv +
(1− θ)u for 0 ≤ θ ≤ 1. Moreover, if we assume further that α ≥ [s] + 1 = 1,
then by (1.3) and Bsr,2 →֒ Lp, we have
(3.111)
‖∆y(g1(un)− g1(u))‖Lr′ ≤ C{‖un‖αBsr,2‖∆y(un − u)‖Lr
+‖∆yu‖Lr(‖un‖α−1Bsr,2 + ‖u‖
α−1
Bsr,2
)‖un − u‖Bsr,2}.
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Now we assume N ≥ 3, for any j = 1, · · · , N , let ∂j denotes the partial
derivative ∂xj , by simple calculations, we get the following estimate
‖∆y∂[s]j (g1(un)− g1(u))‖Lr′
≤
[s]∑
k=1
∑
∑k
1 βi=[s],βi≥1
{‖∆y(un − u)
∫ 1
0
Dk+1g1([τyun, un]θ)dθ
k∏
i=1
∂βij τyu‖Lr′
+‖∆yu
∫ 1
0
[Dk+1g1([τyun, un]θ)−Dk+1g1([τyu, u]θ)]dθ
k∏
i=1
∂βij τyu‖Lr′
+
∑
(v1,··· ,vk)
‖(Dkg1(τyun)−Dkg1(un))
k∏
i=1
∂βij τyvi‖Lr′
+
∑
(w1,··· ,wk)
‖(Dkg1(un)−Dkg1(u))
k∏
i=1
∂βij wi‖Lr′
+
∑
(µ1,··· ,µk)
‖Dkg1(u)
k∏
i=1
∂βij µi‖Lr′ +
∑
(ν1,··· ,νk)
‖Dkg1(u)
k∏
i=1
∂βij νi‖Lr′}
=: G1 +G2 +G3 +G4 +G5 +G6,
where τyF (x) := F (x− y) is the translation operator; all the vi’s are equal
to un or u, except one which is equal to un−u; all the wi’s are equal to τyun
or un, except one which is equal to ∆yun; if k = 1, µ1 = 0, if 2 ≤ k ≤ [s],
µi’s are equal to un, u or τyun, τyu, except two of them, one is equal to
∆yun, the other one is equal to τy(un − u) or un − u; all the νi’s are equal
to τyu or u, except one which is equal to ∆y(un − u).
Since g1 is of class C(α, s), by (1.2), (3.94), Ho¨lder’s estimates and the
embedding Bsr,2 →֒ Lp, Bsr,2 →֒ L∞, Bsr,2 →֒ Hβi,
N
βi , we get the following
estimate for G1:
G1 ≤ C‖∆y(un − u)‖
L
rN
N−r[s]
‖un‖α−[s]Lp
∑[s]
k=1{‖un‖[s]−kL∞
∑
β1+···+βk=[s],βi≥1∏k
i=1 ‖∂βij u‖LN/βi} ≤ C(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)
∑N
j=1 ‖∆y∂[s]j (un − u)‖Lr .
By (1.2), (1.3), (3.94) and Ho¨lder’s estimates, we get two cases for the
estimate of G2 respectively:
(i) if g1 is not a polynomial and α ≥ [s] + 1 = N+12 , then
G2 ≤ C‖∆yu‖
L
rN
N−r[s]
(‖un‖Lp + ‖u‖Lp)α−[s]−1‖un − u‖Lp
∑[s]
k=1{
(‖un‖L∞ + ‖u‖L∞)[s]−k
∑
β1+···+βk=[s],βi≥1
∏k
i=1 ‖∂βij u‖LN/βi}
≤ C(‖un‖Bsr,2 + ‖u‖Bsr,2)α−1‖un − u‖Bsr,2
∑N
j=1 ‖∆y∂[s]j u‖Lr ;
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(ii) if g1 is not a polynomial and
N−1
2 = [s] < α < [s] + 1 =
N+1
2 , then
G2 ≤ C{(‖un‖Bsr,2 + ‖u‖Bsr,2)α−1‖un − u‖Bsr,2 +
∫ 1
0 ‖D[s]+1g1([τyun, un]θ)
−D[s]+1g1([τyu, u]θ)‖
L
p
α−[s]
dθ‖u‖[s]Bsr,2}
∑N
j=1 ‖∆y∂[s]j u‖Lr .
For G3, note that all the vi’s are equal to un or u, except one which is
equal to un − u, we deduce from (1.2), (3.94) and Ho¨lder’s estimates that
G3 ≤ C‖∆yun‖
L
rN
N−r[s]
‖un‖α−[s]Lp
∑[s]
k=1{‖un‖[s]−kL∞∑
β1+···+βk=[s],βi≥1
∑
(v1,··· ,vk)
∏k
i=1 ‖∂βij vi‖LN/βi}
≤ C(‖un‖Bsr,2 + ‖u‖Bsr,2)α−1‖un − u‖Bsr,2
∑N
j=1 ‖∆y∂[s]j un‖Lr .
For k ∈ {1, · · · , [s]} and βi ≥ 1(1 ≤ i ≤ k) such that
∑k
i=1 βi = [s], we
define indices pi(1 ≤ i ≤ k) by p1 = rNN−r([s]−β1) and pi = Nβi for 2 ≤ i ≤ k.
For the estimate of G4, without loss of generality, we may assume w1 =
∆yun, then we deduce from (1.2), (3.94), Ho¨lder’s estimates and Sobolev
embedding H˙ [s],r →֒ H˙β1,p1 , Bsr,2 →֒ Hβi,pi that
G4 ≤ C‖un − u‖L∞(‖un‖Lp + ‖u‖Lp)α−[s]
∑[s]
k=1{(‖un‖L∞ + ‖u‖L∞)[s]−k∑
β1+···+βk=[s],βi≥1
∑
(w1,··· ,wk)
‖∂β1j ∆yun‖Lp1
∏k
i=2 ‖∂βij wi‖Lpi}
≤ C(‖un‖Bsr,2 + ‖u‖Bsr,2)α−1‖un − u‖Bsr,2
∑N
j=1 ‖∆y∂[s]j un‖Lr .
For G5, we know if k = 1, µ1 = 0; if 2 ≤ k ≤ [s], we may assume without
loss of generality that µ1 = ∆yun and µ2 is equal to τy(un−u) or un−u. It
follows from (1.2), (3.94), Ho¨lder’s estimates and Sobolev embedding that
G5 ≤ C‖u‖α−[s]Lp
∑[s]
k=2{‖u‖[s]+1−kL∞
∑
β1+···+βk=[s],βi≥1
∑
(µ1,··· ,µk)
‖∂β1j ∆yun‖Lp1
∏k
i=2 ‖∂βij µi‖Lpi}
≤ C(‖un‖Bsr,2 + ‖u‖Bsr,2)α−1‖un − u‖Bsr,2
∑N
j=1 ‖∆y∂[s]j un‖Lr .
As to G6, similarly, we may assume without loss of generality that ν1 =
∆y(un − u), then we deduce from (1.2), (3.94), Ho¨lder’s estimates and
Sobolev embedding that
G6 ≤ C‖u‖α−[s]Lp
∑[s]
k=1{‖u‖[s]+1−kL∞
∑
β1+···+βk=[s],βi≥1
∑
(ν1,··· ,νk)
‖∂β1j ∆y(un − u)‖Lp1
∏k
i=2 ‖∂βij νi‖Lpi}
≤ C‖u‖αBsr,2
∑N
j=1 ‖∆y∂[s]j (un − u)‖Lr .
Therefore, under the assumption that g1 is not a polynomial, by combin-
ing the estimates ofG1-G6, we get two cases for the estimate of ‖∆y∂[s]xj (g1(un)−
g1(u))‖Lr′ for N ≥ 3, that is, for any j = 1, · · · , N ,
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(i) if g1 is not a polynomial and α ≥ [s] + 1 = N+12 , then
(3.112)
‖∆y∂[s]xj (g1(un)− g1(u))‖Lr′ ≤ C{(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)∑N
j=1 ‖∆y∂[s]j (un − u)‖Lr + (‖un‖Bsr,2 + ‖u‖Bsr,2)α−1∑N
j=1(‖∆y∂[s]j un‖Lr + ‖∆y∂[s]j u‖Lr)‖un − u‖Bsr,2};
(ii) if g1 is not a polynomial and
N−1
2 = [s] < α < [s] + 1 =
N+1
2 , then
(3.113)
‖∆y∂[s]xj (g1(un)− g1(u))‖Lr′ ≤ C{(‖un‖αBsr,2 + ‖u‖
α
Bsr,2
)∑N
j=1 ‖∆y∂[s]j (un − u)‖Lr + (‖un‖Bsr,2 + ‖u‖Bsr,2)α−1
∑N
j=1(‖∆y∂[s]j un‖Lr
+‖∆y∂[s]j u‖Lr )‖un − u‖Bsr,2 +
∫ 1
0 ‖D[s]+1g1([τyun, un]θ)
−D[s]+1g1([τyu, u]θ)‖
L
p
α−[s]
dθ‖u‖[s]Bsr,2
∑N
j=1 ‖∆y∂[s]j u‖Lr}.
Therefore, if N is odd and the nonlinearity g1 ∈ C(α, s) is not a poly-
nomial, by inserting (3.110), (3.111), (3.112) and (3.113) into (3.109) and
applying Ho¨lder’s inequality on time, we have the following two cases for
the estimate of ‖g1(un)− g1(u)‖Lq′ (I,Bs
r′,2
):
(i) if g1 is not a polynomial and α ≥ [s] + 1 = N+12 , then
‖g1(un)− g1(u)‖Lq′ (I,Bs
r′,2
)(3.114)
≤ CT 1−α+2q (‖un‖αLq(I,Bsr,2) + ‖u‖
α
Lq(I,Bsr,2)
)‖un − u‖Lq(I,Bsr,2);
(ii) if g1 is not a polynomial and
N−1
2 = [s] < α < [s] + 1 =
N+1
2 , then
(3.115)
‖g1(un)− g1(u)‖Lq′ (I,Bs
r′,2
) ≤ C{T 1−
α+2
q (‖un‖αLq(I,Bsr,2)
+‖u‖αLq(I,Bsr,2))‖un − u‖Lq(I,Bsr,2) + ‖K(un, u)‖Lq′ (I)},
where the Kato’s remainder term K(un, u) can be defined by
(3.116)
K(un, u) := ‖u‖[s]+1Bsr,2
∫ 1
0 ‖D[s]+1g1([τyun, un]θ)
−D[s]+1g1([τyu, u]θ)‖
L
p
α−[s]
dθ.
As to the cases that g1(u) is a polynomial in u and u¯, note that α ≥ 1 in
such cases, we define p˜ = 1 + 2δ , then we have r < p˜ <∞, Bsr,2 →֒ Lp˜ and
1
r′
=
1
p˜
+
1
r
.
Then similar to the arguments for the cases that g1 is not a polynomial as
above, by Ho¨lder’s estimates, it follows from a similar but much simpler
argument that
‖g1(un)− g1(u)‖Lq′ (I,Bs
r′,2
)(3.117)
≤ CT 1−α+2q (‖un‖αLq(I,Bsr,2) + ‖u‖
α
Lq(I,Bsr,2)
)‖un − u‖Lq(I,Bsr,2).
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Therefore, by inserting (3.114), (3.115) and (3.117) into the original Strichartz’s
estimate (3.108) and using (3.95), we can obtain estimate for X˜n by consid-
ering the following two cases respectively:
Case (i) if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1, then
(3.118) X˜n ≤ C‖φn − φ‖Hs + CTX˜n + CT σMαX˜n;
Case (ii) if g1 is not a polynomial and [s] < α < [s] + 1, then
(3.119) X˜n ≤ C‖φn − φ‖Hs +C{TX˜n + T σMαX˜n + ‖K(un, u)‖Lq′ (−T,T )};
where σ = 1− α+2q > 0.
For case (i), we can choose T sufficiently small so that C(T+T σMα) ≤ 12 ,
and deduce from (3.118) that as n→∞,
X˜n = ‖un(t)− u(t)‖L∞(I,Hs) + ‖un(t)− u(t)‖Lq(I,Bsr,2) ≤ C‖φn − φ‖Hs → 0,
and hence the solution flow is locally Lipschitz.
As to case (ii), we can see that the key point is to show that the Kato’s
remainder term ‖K(un, u)‖Lq′ (−T,T ) → 0 as n → ∞, which will yield the
desired convergence of X˜n for T small enough immediately. By making use
of (1.2) and the convergence un → u in Lq(I, Lp), we certainly can construct
a control function ω ∈ L
(α−[s])q
q−[s]−2 (I, Lp(RN )) and apply the contradiction ar-
gument as in Case I and the even dimensional case, which won’t rely on the
assumption (1.3). It is completely similar to the even dimensional case and
Case I, so we omit the details here. We can also make use of assumption
(1.3) to obtain a Ho¨lder type estimate of K(un, u):
‖K(un, u)‖Lq′ (I) ≤ CT 1−
α+2
q ‖u‖[s]+1Lq(I,Bsr,2)‖un − u‖
α−[s]
Lq(I,Lp)
and hence, it follows from un → u in Lq(I, Lp) that
‖K(un, u)‖Lq′ (−T,T ) → 0, as n→∞.
Therefore, for the cases that N is odd, we have proved X˜n → 0 as n→∞
if T is sufficiently small in both case (i) and (ii).
In a word, we have proved X˜n → 0 as n→∞ if T is sufficiently small for
both N even and odd. The convergence for arbitrary admissible pair follows
from Strichartz’s estimates. The conclusions (i) and (ii) of Theorem 1.6 fol-
low by iterating this property to cover any compact subset of (−Tmin, Tmax).
Moreover, if g1(u) is a polynomial in u and u¯, or if not, we assume further
that α ≥ [s] + 1, then the continuous dependence is locally Lipschitz.
Case IV. s > N2 .
Since s > N/2, we know that Hs = Bs2,2 →֒ L∞ and Hs is an algebra. Let
Zn(I) := ‖un−u‖L∞(I,Hs), where I = (−T, T ). We deduce from Strichartz’s
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estimate that
(3.120) Zn ≤ C‖ϕn − ϕ‖Hs + CTZn + C‖g1(un)− g1(u)‖L1(I,Hs).
To get our conclusion, we are to prove that Zn → 0 as n→∞, thus we need
to estimate ‖g1(un)− g1(u)‖L1(I,Hs).
Since ‖un‖L∞(I,Hs) is bounded, we define
(3.121) M := ‖u‖L∞(I,Hs) + sup
n≥1
‖un‖L∞(I,Hs) <∞
such that ‖u‖L∞(I,Hs) ≤M and ‖un‖L∞(I,Hs) ≤M for any n ≥ 1.
First, let us consider the simpler case s ∈ N. We have the formula
‖|∇|s(g1(un)− g1(u))‖L2(3.122)
≤
s∑
k=1
∑
|β1|+···+|βk|=s,|βj|≥1
{‖(g(k)1,z\z¯(un)− g
(k)
1,z\z¯(u))
k∏
j=1
∂βj (u\u¯)‖L2
+
∑
(w1,··· ,wk)
‖g(k)1,z\z¯(un)
k∏
j=1
∂βjwj‖L2} =: (I) + (II),
where k ∈ {1, · · · , s} and the βj ’s are multi-indices such that s = |β1| +
· · · + |βk| and |βj | ≥ 1 for j = 1, · · · , k, all the wj’s are equal to un, u¯n or
u, u¯, except one which is equal to un−u or its conjugate. Since g1 is of class
C(α, s), for the estimate of (I), we have two cases:
(i) if g1 ∈ C [s]+2(C,C), then Dkg1(k = 1, · · · , s) is Lipschitz on bounded
sets, thus we deduce from (3.122) and Hs →֒ H |βj|,
2s
|βj | that
(I) ≤ CM‖un − u‖L∞
s∑
k=1
∑
|β1|+···+|βk|=s,|βj|≥1
k∏
j=1
‖∂βju‖
L2s/|βj |
≤ CM‖un − u‖Hs ;
(ii) otherwise, since g1 is of class C(α, s), we have Dkg1(k = 1, · · · , s− 1) is
Lipschitz on bounded sets, except Dsg1, which is uniformly continuous on
bounded sets, so we deduce from (3.122) and Hs →֒ H |βj |,
2s
|βj | that
(I) ≤ CM{‖un − u‖Hs + εM (‖un − u‖L∞)},
where εM (t) → 0 as t ↓ 0. As to (II), note that all the wj ’s are equal
to un, u¯n or u, u¯, except one which is equal to un − u or its conjugate, by
Ho¨lder’s eatimates, we have
(II) ≤ C
s∑
k=1
∑
∑k
j=1 |βj|=s,|βj|≥1
∑
(w1,··· ,wk)
‖g(k)1,z\z¯(un)‖L∞
k∏
j=1
‖∂βjwj‖L2s/|βj |
≤ CM‖un − u‖Hs .
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Therefore, by inserting the estimates of (I) and (II) into (3.122) and apply-
ing Ho¨lder’s inequality on time, we get two cases:
(i) if g1 ∈ C [s]+2(C,C), then
(3.123) ‖g1(un)− g1(u)‖L1(I,Hs) ≤ CT‖un − u‖L∞(I,Hs);
(ii) otherwise, we can deduce from the convergence in L∞ norm that
(3.124) ‖g1(un)− g1(u)‖L1(I,Hs) ≤ εn + CT‖un − u‖L∞(I,Hs),
where εn → 0 as n→∞.
Now we turn to the cases that s is not an integer.
First, let us consider a special case, that is, the nonlinearity g1 is of class
C(α, s) with a further assumption g1 ∈ C [s]+2(C,C). By the fundamental
theorem of calculus, we can write
(3.125) g1(un)−g1(u) =
∫ 1
0
[g1z([un, u]θ)(un−u)+g1z¯([un, u]θ)(u¯n− u¯)]dθ,
where [un, u]θ := θun + (1 − θ)u for 0 ≤ θ ≤ 1. Thus, by Morse type
inequality(see Lemma 2.4), we have
(3.126) ‖g1(un)− g1(u)‖H˙s ≤ C
∫ 1
0
‖Dg1([un, u]θ)‖H˙s∩L∞‖un − u‖Hsdθ.
By resorting to the technique of multilinear paradifferential expansions(see
[28]), we have the following Schauder estimate for homogeneous spaces.
Lemma 3.4. (Schauder estimate). Let V be a finite-dimensional normed
vector space and let f ∈ H˙sx(RN → V )
⋂
L∞x (R
N → V ) for some s ≥ 0. If
F ∈ C [s]+1loc (V → V ), then F (f) ∈ H˙sx(RN → V ) as well. Moreover, we have
a bound of the form
‖F (f)‖H˙sx(RN ) ≤ CF,‖f‖L∞x ,V,s,N‖f‖H˙sx(RN ).
For the proof of Lemma 3.4, we refer to Lemma A.9 in [32].
Since g1 ∈ C [s]+2(C,C), we deduce from (3.121) and Lemma 3.4 that
(3.127) ‖Dg1([un, u]θ)‖H˙s ≤ CM,s,N‖[un, u]θ‖H˙s ≤ C.
Note that ‖[un, u]θ‖L∞ ≤ CM , so we have ‖Dg1([un, u]θ)‖L∞ ≤ CM , then
it follows from (3.126) and (3.127) that
(3.128) ‖g1(un)− g1(u)‖H˙s ≤ C‖un − u‖Hs
and hence, by applying Ho¨lder’s inequality on time, we get
(3.129) ‖g1(un)− g1(u)‖L1(I,Hs) ≤ CT‖un − u‖L∞(I,Hs).
For the general case that g1 is of class C(α, s), by Lemma 2.5, we have
(3.130) ‖f‖Hs ∼ ‖f‖L2 +
N∑
j=1
(
∫ ∞
0
(t−{s} sup
|y|≤t
‖∆y∂[s]xj f‖L2)2
dt
t
)1/2,
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where ∆yf := τyf −f denotes the first order difference operator. Therefore,
we can see that the key ingredient is how to estimate ‖∆y∂[s]xj (g1(un) −
g1(u))‖L2 for j = 1, · · · , N .
If N = 1, 12 < s < 1, since g1 ∈ C1(C,C), by (3.121), the fundamental
theorem of calculus and Ho¨lder’s estimate, we have
‖∆y(g1(un)− g1(u))‖L2(3.131)
≤ C{‖∆y(un − u)
∫ 1
0
Dg1([τyun, un]θ)dθ‖L2
+‖∆yu
∫ 1
0
[Dg1([τyun, un]θ)−Dg1([τyu, u]θ)]dθ‖L2}
≤ C{‖∆y(un − u)‖L2 + εM (‖un − u‖L∞)‖∆yu‖L2},
where τyF (x) := F (x−y) is the translation operator, [v, u]θ := θv+(1−θ)u
for 0 ≤ θ ≤ 1 and εM (t)→ 0 as t ↓ 0.
Now we assume s > max{1, N/2} and let ∂j denotes the partial derivative
∂xj for j = 1, · · · , N . By simple calculations, we get the following estimate
for any j = 1, · · · , N ,
‖∆y∂[s]j (g1(un)− g1(u))‖L2
≤
[s]∑
k=1
∑
∑k
1 βi=[s],βi≥1
{‖∆y(un − u)
∫ 1
0
Dk+1g1([τyun, un]θ)dθ
k∏
i=1
∂βij τyu‖L2
+‖∆yu
∫ 1
0
[Dk+1g1([τyun, un]θ)−Dk+1g1([τyu, u]θ)]dθ
k∏
i=1
∂βij τyu‖L2
+
∑
(v1,··· ,vk)
‖(Dkg1(τyun)−Dkg1(un))
k∏
i=1
∂βij τyvi‖L2
+
∑
(w1,··· ,wk)
‖(Dkg1(un)−Dkg1(u))
k∏
i=1
∂βij wi‖L2
+
∑
(µ1,··· ,µk)
‖Dkg1(u)
k∏
i=1
∂βij µi‖L2 +
∑
(ν1,··· ,νk)
‖Dkg1(u)
k∏
i=1
∂βij νi‖L2}
=: H1 +H2 +H3 +H4 +H5 +H6,
where τyF (x) := F (x− y) is the translation operator; all the vi’s are equal
to un or u, except one which is equal to un−u; all the wi’s are equal to τyun
or un, except one which is equal to ∆yun; if k = 1, µ1 = 0, if 2 ≤ k ≤ [s],
µi’s are equal to un, u or τyun, τyu, except two of them, one is equal to
∆yun, the other one is equal to τy(un − u) or un − u; all the νi’s are equal
to τyu or u, except one which is equal to ∆y(un − u).
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Since g1 ∈ C [s]+1(C,C), by (3.121), Ho¨lder’s estimates and Sobolev em-
bedding theorem, we get the following estimates for H1-H3:
H1 ≤ CM‖∆y(un − u)‖
L
2s
{s}
[s]∑
k=1
∑
∑k
i=1 βi=[s],βi≥1
k∏
i=1
‖∂βij u‖L2s/βi
≤ C(‖∆y(un − u)‖L2 +
N∑
j=1
‖∆y∂[s]j (un − u)‖L2);
H2 ≤ C(‖∆yu‖L2 +
N∑
j=1
‖∆y∂[s]j u‖L2)(‖un − u‖Hs + εM (‖un − u‖L∞));
H3 ≤ CM‖∆yun‖
L
2s
{s}
[s]∑
k=1
∑
∑k
i=1 βi=[s],βi≥1
∑
(v1,··· ,vk)
k∏
i=1
‖∂βij vi‖L2s/βi
≤ C(‖∆yun‖L2 +
N∑
j=1
‖∆y∂[s]j un‖L2)‖un − u‖Hs ;
where εM (t)→ 0 as t ↓ 0.
For k ∈ {1, · · · , [s]} and βi ≥ 1(1 ≤ i ≤ k) such that
∑k
i=1 βi = [s], we
will define indices pi(1 ≤ i ≤ k) as following. If [s] ≥ N2 , we let pi = 2[s]βi for
1 ≤ i ≤ k; if [s] < N2 , let p1 = 2NN−2([s]−β1) and pi = Nβi for 2 ≤ i ≤ k.
For the estimate of H4, without loss of generality, we may assume w1 =
∆yun, then we deduce from (3.121), Ho¨lder’s estimates and Sobolev embed-
ding that
H4 ≤ C‖un − u‖L∞
[s]∑
k=1
∑
∑k
1 βi=[s],βi≥1
∑
(w1,··· ,wk)
‖∂β1j ∆yun‖Lp1
k∏
i=2
‖∂βij wi‖Lpi
≤ C(‖∆yun‖L2 +
N∑
j=1
‖∆y∂[s]j un‖L2)‖un − u‖Hs .
For H5, we know if k = 1, µ1 = 0; if 2 ≤ k ≤ [s], we may assume without
loss of generality that µ1 = ∆yun and µ2 is equal to τy(un − u) or un − u.
By (3.121), Ho¨lder’s estimates and Sobolev embedding, we have
H5 ≤ C
[s]∑
k=2
∑
∑k
i=1 βi=[s],βi≥1
∑
(µ1,··· ,µk)
‖∂β1j ∆yun‖Lp1
k∏
i=2
‖∂βij µi‖Lpi
≤ C(‖∆yun‖L2 +
N∑
j=1
‖∆y∂[s]j un‖L2)‖un − u‖Hs .
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As to H6, similarly, we may assume without loss of generality that ν1 =
∆y(un − u), then we deduce from (3.121), Ho¨lder’s estimates and Sobolev
embedding that
H6 ≤ C
[s]∑
k=1
∑
∑k
i=1 βi=[s],βi≥1
∑
(ν1,··· ,νk)
‖∂β1j ∆y(un − u)‖Lp1
k∏
i=2
‖∂βij νi‖Lpi
≤ C(‖∆y(un − u)‖L2 +
N∑
j=1
‖∆y∂[s]j (un − u)‖L2).
Combining the estimates ofH1-H6, we get the estimate of ‖∆y∂[s]xj (g1(un)−
g1(u))‖L2 for s > max{1, N/2}, that is, for any j = 1, · · · , N ,
(3.132)
‖∆y∂[s]xj (g1(un)− g1(u))‖L2 ≤ C{(‖∆y(un − u)‖L2
+
∑N
j=1 ‖∆y∂[s]xj (un − u)‖L2) + [(‖∆yu‖L2 +
∑N
j=1 ‖∆y∂[s]xju‖L2)
+(‖∆yun‖L2 +
∑N
j=1 ‖∆y∂[s]xjun‖L2)]‖un − u‖Hs
+(‖∆yu‖L2 +
∑N
j=1 ‖∆y∂[s]xju‖L2)εM (‖un − u‖L∞)},
where εM (t)→ 0 as t ↓ 0.
Therefore, if s > N/2 is not an integer and the nonlinearity g1 is of class
C(α, s), by inserting (3.131) and (3.132) into (3.130) and applying Ho¨lder’s
inequality on time, we deduce from the convergence of L∞ norm that
(3.133) ‖g1(un)− g1(u)‖L1(I,Hs) ≤ εn + CT‖un − u‖L∞(I,Hs),
where εn → 0 as n→∞.
From (3.131) and the estimate of H2, we can easily observe that if we
assume further g1 ∈ C [s]+2(C,C), then D[s]+1g1 is Lipschitz on bounded
sets, thus a Lipschitz type estimate (3.129) will hold, this gives another way
to show (3.129), which doesn’t rely on the Schauder estimate(Lemma 3.4).
By inserting (3.123), (3.124), (3.129) and (3.133) into the original Strichartz’s
estimate (3.120), we have the following two cases:
Case (i) if g1 ∈ C [s]+2(C,C), then
(3.134) Zn ≤ C‖ϕn − ϕ‖Hs + CTZn;
Case (ii) otherwise, we have
(3.135) Zn ≤ C‖ϕn − ϕ‖Hs + CTZn + εn,
where εn → 0 as n→∞.
For case (i), by choosing T sufficiently small such that CT ≤ 1/2, we get
Zn ≤ C‖ϕn − ϕ‖Hs ,
hence Zn = ‖un−u‖L∞(I,Hs) → 0 as n→∞, and the solution flow is locally
Lipshcitz in Hs(RN ).
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As to case (ii), by choosing T sufficiently small such that CT ≤ 1/2, we
infer from (3.135) that
Zn ≤ C‖ϕn − ϕ‖Hs + εn,
thus εn → 0 as n→∞ yields the desired convergence.
Thus we have proved Zn → 0 as n→∞ if T is sufficiently small in both
case (i) and (ii). The convergence for arbitrary admissible pair (q, r) follows
from Strichartz’s estimates. The conclusions (i) and (ii) of Theorem 1.6 fol-
low by iterating this property to cover any compact subset of (−Tmin, Tmax).
Moreover, if we assume further g1 ∈ C [s]+2(C,C), then the continuous de-
pendence is locally Lipschitz.
This completes the proof of Theorem 1.6.
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