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Abstract— The practitioner interested in reducing software 
verification effort may found herself lost in the many alternative 
definitions of Graphical User Interface (GUI) testing that exist 
and their relation to the notion of system testing. One result of 
these many definitions is that one may end up testing twice the 
same parts of the Software Under Test (SUT), specifically the 
application logic code. To clarify two important testing activities 
for the avoidance of duplicate testing effort, this paper studies 
possible differences between GUI testing and system testing 
experimentally. Specifically, we selected a SUT equipped with 
system tests that directly exercise the application code; We used 
GUITAR, a well-known GUI testing software to GUI test this 
SUT. Experimental results show important differences between 
system testing and GUI testing in terms of structural coverage 
and test cost.  
Keywords—System testing; GUI testing; Entity-Control-
Boundary design principle 
I. INTRODUCTION 
Advances in technology used as platforms for Graphical 
User Interface (GUI) software lead to more complex, platform-
independent GUI-based software. Current GUI software are 
capable of serving different types of users with different levels 
of abilities (e.g. ordinary user, user with disability, Web user, 
or Mobile user). These advances in technology produce 
challenges for software testers who are responsible for 
software verification of those GUI-based software. As a result, 
software testers find themselves in front of several testing types 
to choose and use, such as GUI testing and system testing.  
A well accepted definition of software system testing is that 
it is a phase of software testing conducted on the complete 
software to evaluate its compliance with its requirements, be 
they functional or non-functional [1]. However, there is 
confusion about alternative definitions of GUI testing one can 
find in the literature. For example, Ammann and Offutt 
classified GUI testing into usability testing and functional 
testing and further classified the latter into GUI system testing, 
regression testing, input validation testing and GUI testing [2]. 
They argue that GUI system testing is system testing of the 
entire software through its GUI while GUI testing is verifying 
that the GUI works correctly without verifying the underlying 
application code. Memon et al. defined GUI testing as system 
testing for software that has a graphical user interface [3]. We 
conclude that Memon’s notion of GUI testing encompasses 
both notions of GUI testing and GUI system testing of 
Ammann and Offutt. As further shown by our study of 
literature on the topic (section  II), we conclude that the reader 
interested in testing a GUI-based software may found herself 
lost in the many alternative definitions of GUI testing that exist 
and their relation to the notion of system testing. For instance, 
using Memon’s definition of GUI testing, one can use a tool 
like GUITAR [4] to trigger both the GUI and the underlying 
functionalities whereas when using Ammann and Offutt’s 
definitions one can use JUnit to directly test the application 
code, bypassing the GUI, and verify the GUI separately. One 
risk of using incompatible definitions for GUI testing and 
system testing is to duplicate testing effort: One conducts 
system testing of the application logic by bypassing the GUI 
and conducts GUI testing of the software with GUITAR [5], 
thereby testing the application logic twice.  
The paper therefore attempts to answer the following 
research questions: 
Research Question 1. What are available definitions of system 
and GUI testing and how they relate to each other? 
Research Question 2. How system testing (bypassing the UI) 
and GUI testing compare in terms of structural coverage and 
test cost?  
Fig. 1 shows the focus of this paper. It illustrates several 
software testing definitions by showing the software divided in 
its GUI layer and its application logic layer. It illustrates that 
system testing can focus on the functional aspects of the 
System Under Test (SUT), referred to as functional system 
testing, or the non-functional aspects of the SUT also 
sometimes referred to as the “alities”, referred to as non-
functional system testing. Both can trigger only the GUI (an 
arrow stops at the GUI layer), the GUI and the underlying 
application logic layer (arrow to the GUI layer, going through 
the GUI as dashed line and triggering the application logic 
layer) or only the application logic layer. It also shows that our 
scope, non-greyed-out part, is limited to functional system 
testing and does not deal with the alities of the SUT. When 
functional system testing is applied through the GUI, we call it 
GUI system testing in order to distinguish it from functional 
system testing applied to the logic application directly.  
We focus on desktop applications since such applications 
typically require more robust UIs [6, 7]. Another motivation is 
the difficulty, to the point of impracticality, of GUI system 
testing for any SUT with non-trivial UI: for instance, using 
GUITAR [4] on Microsoft WordPad in Windows 7 [5], which 
contains over 50 GUI events, is extremely expensive (in terms 
of number of tests). This is confirmed by the experiment we 
discuss in this paper. 
The rest of this paper is organized as follows. Section  II 
surveys possible definitions of GUI testing and shows how 
  
they relate to one another. In doing so we reveal a risk of 
redundancies in testing effort between GUI testing and system 
testing and we introduce definitions we will rely on in the 
remainder of the paper. Section  III presents the 
experiment, including: the case study we will use
measurement, the executions of tests. Results (Section 
show differences between the two testing techniques in terms 
of test cost and structural coverage and confirm the risks of 
redundant efforts when conducting GUI testing and system 
testing. Section  V presents related work. Section
conclusions. Section  VII presents an appendix.
II. DEFINITONS 
We present some definitions of system testing, GUI testing, 
and other testing activities. As discussed below, these 
definitions warrant the study of differences (if any) between 
system testing and GUI testing. The intent of this 
to report on a systematic mapping study on GUI testing 
definitions and other testing definitions. We simply report on 
representative definitions of main software testing terms to 
answer  Research Question 1: What are available definitions 
system and GUI testing and how they relate to each other?
We used a systematic method, though not a systematic 
literature review or systematic mapping study, to identify 
relevant definitions. The method started by identifying books 
available in the Software Quality Engineering Laboratory 
(SQUALL) at Carleton University and Carleton University 
library in the area of software engineering and software testing. 
In the case of library books, this meant using the Library 
search engine to identify books using the following keywords: 
testing, software GUI testing, software verificatio
testing. Then, we identified chapters of those books which 
discuss software testing and in particular GUI testing by 
browsing through the tables of contents and skimming through 
pages, looking for keywords like “GUI testing” or “system 
testing”. Section  VII presents an appendix that contains t
complete list of 52 books, both from the research laboratory 
and the Library. We believe that, for our search for definitions, 
looking into textbooks is an adequate procedure, rather than for 
instance searching in academic paper databases.
We nevertheless surveyed by searching online resources, 
i.e., Google Scholar, IEEE Xplore, Science Direct, ACM, 
Engineering Village and Scopus using the following sear
strings: Graphical User Interface Testing, GUI testing, GUI 
testing "AND" system testing, definition of GUI testing, Oracle 
FIG. 1. Functional and non-functional system testing
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Computer Science Bibliography [8]
related the GUI testing when needed for a specific author. 
The rest of this section is structured as follows. 
Subsection  II.A reports on definitions about system testing. 
Subsection  II.B describes definitions of GUI testing. 
Subsection  II.C concludes and presents the definitions we will 
rely on in the reminder of this manuscript.
A. System testing 
System testing is defined as a “testing phase conducted on 
the complete integrated system to evaluate the system 
compliance with its specified requirements on functional and 
non-functional aspects” [1]. This definition is in accordance 
with other authors’ definitions [1, 9
definition of software system testing 
guide to the Software Engineering Body of Knowledge 
(SWEBOK guide) [15].  
Ammann and Offutt define system testing as deriving tests 
from external descriptions of the software including 
specifications, requirements and design 
define functional system testing as deriving tests that verify the 
system as thoroughly as possible ove
requirements specified in the requirements specification 
document, including requirements about the GUI 
defines black-box functional testing as a way to test conditions 
on the basis of the program or system's functionality 
[page. 39].  
System testing evaluates the functionality and performance 
of the whole application. Beside evaluating the functional 
requirements of the application, sys
variety of tests including [17] [page. 233]: 
testing, which measures the system against predefined 
objectives by comparing the actual and required performance 
levels; Security testing, which evaluates the presence and 
appropriate functioning of the security of the application to 
ensure the integrity and confidentiality of the data; 
testing, which investigates the behaviour of the system under 
conditions that overload its resources a
on the system processing time; Compatibility testing
tests the compatibility of the application to interact with other 
applications or systems; Conversion testing
whether the software is robust to changes o
Usability testing, that decides how well the user is able to use 
and understand the application; Documentation testing
verifies that the user documentation is accurate and ensures 
that the manual procedures work correctly; 
which verifies the ability of the system to back up its data so as 
to be robust to software or hardware failure; 
which verifies the system’s ability to recover from a software 
or hardware failure;  Installation testing
ability to install the system successfully. This taxonomy of 
system test activities can be divided further 
out of the scope of this paper.  
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System testing is also said to exercise system-level 
behaviour, triggering behaviour from a system-level input, 
through the software, to a system-level output [18] [page. 191]. 
Acceptance testing [1, 19] is typically conducted by the 
customers or their representatives, who define a set of test 
cases that will be executed to qualify and accept the software 
product according to acceptance criteria [16]. The set of tests is 
usually a subset of the set of system tests [11, 17], including 
both functional and non-functional tests. As a consequence, 
since system testing, according to previous definitions, 
includes the verification of the GUI, acceptance testing does 
also involve some verification of the GUI [10].  
B. GUI testing 
While searching for definitions of GUI testing, the general 
observation we can make is that most of the authors do not 
provide a clear definition of GUI testing. This is not the case 
for other types of testing even with those which are close to the 
notion of GUI testing like system testing. Few published 
documents defined GUI testing as system testing. We discuss 
below two views of GUI testing that are representative of what 
we have found in our search for definitions. 
GUI testing can be defined as system testing for software 
that has a GUI [3, 5], that is system testing of the entire 
software performed through its GUI. Tests are then sequences 
of events developed to exercise the GUI’s widgets (e.g., text 
fields, buttons and dropdown lists) [3]. Similarly, Grilo et al. 
defined GUI testing as an activity for increasing confidence in 
the SUT and its correctness by finding defects in the GUI itself 
or the whole software application [20]. 
Memon defined GUI testing as a process that consists of a 
number of steps [21] which are similar to any testing activity: 
e.g., creating tests, executing tests.. 
Assuming the standard, IEEE definition of system testing 
we already discussed, we argue that GUI testing as defined by 
Memon creates tests that do not address performance, usability, 
safety, installation, nor other “alities” (Section  II.A). Except 
perhaps for some robustness tests, which may incidentally be 
created by GUITAR, Memon’s notion of GUI testing is more 
about functional characteristics of the GUI-based software than 
its non-functional characteristics. This illustrates a major 
difference between system testing and Memon’s definition of 
GUI testing. 
According to Ammann and Offutt, determining whether the 
GUI and the logic of a GUI-based software behave as 
expected1 includes usability testing and functional testing [2]. 
The former refers to the assessment of how usable the interface 
is according to principles of user interface design. The latter 
refers to whether the user interface works as intended. They 
further classified functional testing in this context into four 
categories: GUI system testing, regression testing, input 
                                                          
1
 Ammann and Offutt discuss that usability testing and functional testing are 
the two activities of GUI testing. They then split functional testing into four 
categories, including GUI testing, which results in a circular definition of the 
notion of GUI testing. We believe this circular definition was not intentional. 
To avoid this circular definition, we write that usability testing and functional 
testing are the two activities involved in determining whether the GUI and the 
logic of a GUI-based software behave as expected. 
validation testing and GUI testing. GUI system testing refers to 
“the process of conducting system testing through the GUI”. 
Regression testing is about “testing of GUI after changes are 
made” [2]. We note the authors do not specify whether these 
changes are made to the user interface only, the logic of the 
software or both of them. We assume it is the latter. Input 
validation testing aims to verify whether the GUI “recognize[s] 
the user input and respond[s] correctly to invalid input” [2]. 
This is similar to robustness testing, which has been defined by 
the IEEE as a test to measure the degree to which a system or 
component can function correctly in the presence of invalid 
input” [22]. In this decomposition of functional testing in the 
context of a GUI-based software, GUI testing (the last of the 
four categories) is about assessing whether the GUI works, that 
is whether the UI controls work and allow the user of the UI to 
navigate between screens.  
We first notice that Ammann and Offutt’s definitions do 
not account for alternative non-functional requirements of the 
UI to usability and robustness (input validation), which also 
need to be verified. Also, well-known discussions about 
testability and sensitization [23] tell us that exercising the SUT 
through its UI (GUI system testing) and verifying the UI itself 
(GUI testing) separately would not be sufficient to ensure the 
entire SUT behaves as expected. Some separate verification of 
the application logic itself would be necessary.  
Contrasting Amman and Offutt’s definition to Memon’s 
definition, we see that Memon’s notion of GUI testing is 
identical to the notion of GUI system testing by Ammann and 
Offutt, except with regards to non-functional requirements. 
C. Conclusion 
In line with the majority of the references on the topic, 
including the IEEE definition, we abide by the definition that 
states that system testing is about evaluating compliance of an 
entire software system with its specified functional and non-
functional requirements. It follows that, although prominent 
definitions of system testing [1, 9, 10, 17] do not explicitly 
mention the GUI, in case the software system has a GUI, 
system testing encompasses the evaluation of the GUI against 
(GUI-specific) functional and non-functional requirements 
because system testing works on the entire product. This 
confirms that system testing includes GUI testing, which is 
very much like, though slightly different to, Ammann & Offutt 
definition, as discussed earlier. 
Fig. 2 illustrates the main definitions we have encountered 
in our survey and that we have discussed in previous sections. 
It shows that a GUI-based SUT can be decomposed into its UI 
and its application logic layers and their respective functional 
and non-functional (“alities”) characteristics (left and right 
hand sides of the layers, respectively). Arrows point to the 
layer that is directly exercised by tests and whether tests go 
through the UI layer (dotted lines) or not. When an arrow 
points to the UI layer and does not continue, through the UI 
layer, to the application logic layer, this means the UI is 
verified in isolation from the underlying application logic. 
The figure illustrates the general definition of system 
testing we abide to (orange arrows): directly exercising the UI 
or the application logic layers (direct, plain arrows), possibly 
  
exercising the latter through the former (dotted arrows). Those 
tests focus on either functional or non
characteristics, which we refer to as functional system testing 
and non-functional system testing, respectively. 
In red the figure illustrates Ammann & Offutt's definitions. 
GUI testing is about the functional aspects of the GUI, 
focusing only on the UI layer, so the arrows goes to the 
functional part of the GUI and stops there. From their 
definitions, we do not have evidence that GUI testing also 
focuses on non-functional characteristics, especially since 
usability testing is a separate activity in their discussion
Usability testing is about an "ality" so the arrow goes to the 
"alities" part of the GUI and stops there. GUI system testing is 
system testing through the UI so arrows go to the UI (both 
functional and non-functional) and go through to the 
application logic. We already discussed that Memon’s 
definition of GUI testing is identical to Ammann & Offutt’s 
definition of GUI system testing, though only focusing on the 
functional characteristics (only the left arrow for GUI system 
testing in the figure).  
To summarize, we define Functional System Testing
checking conformance of the entire GUI
against its functional requirements, either by directly 
interacting with the application logic (arrow 3 in
isolating and focusing only on the UI (arrow 2), by focusing on 
the UI in combination with the application logic (arrows 1 and 
2), or a combination of those. We also define 
System Testing as checking conformance of the entire GUI
based software against its non-functional requirements, either 
by directly interacting with the application logic (arrow 6), by 
isolating and focusing only on the UI (arrow 4), by focusing on 
the UI in combination with the application logic (arrows 4 and 
5), or a combination of those.  
GUI system testing can be either functional or non
functional. So we use the term GUI functional system testing 
for our GUI testing experiments. As for GUI non
system testing, it is out of our scope. Functional system testing 
is one part of system testing, the other 
functional system testing, and they both include some form of 
GUI testing. In our experiments we refer to system 
application logic code, so we use the term function
logic testing in the rest of this paper. As for 
system logic testing, it is out of our scope. 
FIG. 2. RELATIONSHIP BETWEEN DIFFERENT TESTING TY
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III. EXPERIMENT
In this section we discuss an experiment we conducted 
whereby we compare GUI functional system testing
functional system logic testing 
application logic, in an attempt to answer 
How system testing (bypassing the UI) and GUI testing 
compare in terms of structural coverage and test cost
introduce the case study software we use in the experiment
(section  III.A). This software comes with functional system 
tests directly interacting with the application logic code. Next 
(section  III.B) we discuss the measure
experiment to answer the research question. Sections 
and  III.D discuss executing the functional system tests directly 
on the application logic code and the system tests created and 
executed through the GUI by GUITAR, respectively. Threats 
to validity are discussed in section  III.E
A. Software Under Test (SUT) 
The GUI-based SUT provides three functionalities
work on Boolean expressions. The 
buttons. Clicking on any of the button(s) generates a child 
window to handle the corresponding functionality.
table window accepts a string 
expression (TextField) and generates its truth table upon 
request (“Compute Truth Table” button) according to different 
user-selected formats (with strings 
characters ‘F’ and ‘T’, or characters 
table of the provided Boolean expression is shown in a 
TextArea at the bottom of the window. 
window computes (“Compute DNF
normal form of the Boolean expression provided in 
and displays the result in a text area. The third 
interface for an implementation of the variable negation testing 
technique [24]. The input must be provided as a series of terms 
of the DNF of a Boolean expression. The user must enter those 
terms in input TextField(s), one term per TextField. If the three 
default TextFields are not enough (i.e., the DNF has more than 
three terms), the user clicks the AddProductTerm button to add 
a new TextField. The user then can click the 
Neg.” button and the result appears in 
user can press on the “Show Text Cases
program shows a table with a set of entries satisfying the test 
objectives of the variable negation testing technique.
Each time a computation is asked (button), if 
entered a string that is not recognized as a Boolean expression 
by the parser (according to the grammar it uses), a parsing error 
message appears in a different pop
computation is actually triggered. 
The overall architecture of the SUT follows the Entity
Control-Boundary (ECB) design principle which divides 
classes over three main kinds of responsibilities 
classes realize the UI, entity classes hold the data, control 
classes realize functionalities. 
We had to update the GUI of the 
fit the GUI testing tool, namely GUITAR. For instance, the 
original UI was made of tabbed panes, one pane for each of the 
three functionalities; Panes are not correctly handled by 
GUITAR and we changed that to new windows created upon 
clicking on buttons as discussed earlier. Thanks to the use of 
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the ECB design principle, those changes had no impact on the 
control and entity classes and therefore no impact on the 
system level JUnit tests.  
B. Measurement 
We measure structural coverage of each testing campaign, 
specifically line and branch coverage (i.e., the percentage of 
lines and branches executed by test runs) using COBERTURA 
[26]. In order to have a fair comparison between GUI system 
tests and functional system tests, since system tests interact 
directly with control classes, thereby bypassing the GUI, we do 
not measure coverage of GUI classes, system test classes, nor 
the main class. In other words we only measure coverage of 
individual control and entity classes which code should be 
exercised by both system tests and GUI tests, and total 
coverage for those classes. We measure coverage of the same 
12 classes when executing each test suite. 
We are also interested in test cost. Since each system test 
case executing directly on the application logic is made of a 
single call to a method of a control class realizing one 
functionality, we measure test suite cost as the number of test 
cases in a test suite. Each GUITAR test is made of a series of 
widget triggers and we measure the cost of a GUITAR test 
suite as the number of its test cases. As discussed later in the 
paper, an automatically generated GUITAR test does not 
necessarily click on a “Compute” button and therefore not 
every GUITAR test actually triggers a functionality of the 
SUT. To obtain a cost measure of GUITAR test suites that is 
comparable to the test suite cost measure of system test suites 
interacting directly with the application logic, we also count the 
number of GUITAR tests that contain a click on a “Compute” 
button as a measure of a GUITAR test suite. 
C. Experiments—Functional system testing to the application 
logic code  
The system test suite exercising the application logic code 
consists of 11 JUnit black-box tests. Six of them test the truth 
table functionality and hence they are applied on class 
TruthTableControl. Two test the DNF generation functionality 
and therefore exercise the DNFControl class. Three test the 
variable negation functionality and therefore exercise the 
VariableNegationControl class. Functional system testing was 
performed by the original author of the software, prior to our 
experiments and the test cases were not subsequently changed. 
Specifically, we did not try to improve the test suite, for 
instance to improve structural coverage since we are using it as 
a basis of comparison with GUI tests.  
Using this test suite we devised the following experiments. 
Experiment F only uses the truth table system test cases, which 
each use one Boolean expression as an input, specifically: x 
AND (y OR Z), a xor b, a or (not b), a XNOR (b 
nand R), a NOR b, (A AND d) XOR (not(C XNOR (NOT 
b))). Experiment G only uses the DNF system test cases, 
which each use one Boolean expression: (a or b) and c, 
and (a AND b) XOR c. Experiment H only uses the three test 
cases exercising the variable negation functionality. The first 
test case has two input Boolean expressions: a and b and 
not c, and a and d. The second test case has four input 
Boolean expressions: x and not y and z, y and w, not 
x and w, and y and not z. The third test case has two input 
Boolean expressions: x and not y and z, and y and w. 
Experiment I contains all 11 test cases. 
D. Experiments—GUI functional system testing  
When using GUITAR for GUI functional system testing on 
our case study, we generated a test suite using GUITAR’s 
default setting as this proved to be effective in a number of 
experiments [5]. We obtained 200 test cases by using the 
default value L=3. Each of those tests is a traversal of a graph 
(so-called the Event Flow Graph—EFG) representing the entire 
GUI of the SUT and that GUITAR’s Ripper creates made of a 
triplet (L=3) of GUI widgets with a shortest path prefix: each 
triplet of GUI widgets of the EFG is exercised at least once. 
So, in theory, each test case may trigger events for widgets 
related to none of the functionalities (e.g., a test containing 
only menu items), one of the functionalities, two of the 
functionalities or all three functionalities, though not 
necessarily triggering the application logic code that realizes 
those functionalities. For instance we obtained a test case that 
provides a text input for a text field used in the truth table 
functionality and then a text input for a text field used in the 
DNF functionality, without any button click (i.e., no 
application logic code triggered).  
Analyzing the 200 test cases, we found that 17 provide an 
input (through a text field) to the truth table functionality, 11 
provide an input (through a text field) to the DNF functionality, 
and 129 provide an input (through several text fields) to the 
variable negation functionality. The different numbers of tests 
in simply due to the larger number of widgets of the latter 
window (recall several text fields are needed). We also note 
that GUITAR does not know when, in a test case, i.e., in a 
sequence of events, to actually trigger a functionality, i.e., 
when to click on a “compute” button: a user would click only 
after filling the required text field(s). As a result, when a test 
case has events to fill a text field used in the truth table 
functionality, this event is not necessarily followed by a “click” 
on the “Compute truth Table” button to actually trigger the 
functionality; the text case may very well continue with a 
different window, for a different functionality without 
triggering the truth table functionality (code). What we know 
as a fact, after having checked the 200 tests, is that in the 17 
(resp., 11, 129) tests2 that provide a string to a text field used 
for the truth table (resp., DNF, variable negation) functionality, 
at least one test case has a text field followed by a click on a 
“compute” button, ensuring that the application logic code of 
each functionality is at least triggered once. We also know that 
out of the 200 tests, 77 do not use any text field that is required 
by any of the three functionalities. A compute button triggering 
some functionality of the application logic was clicked eight 
times within the replay of 200 test cases. 
Last we note that GUITAR uses, during the replaying 
process, its own set of strings for text fields and these are not 
Boolean expressions. Using the defaults strings provided by 
GUITAR would not trigger functionalities but would result in 
parsing errors: The application code starts to parse the input 
                                                          
2
 Some of those tests provide a string to text fields belonging to more than one 
functionality window; a test may therefore contribute to more than one of 
these three sets with 17, 11, and 129 elements. So it would be wrong to sum 
up these numbers and compare the result to the total number of tests (200). 
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string and reports a parsing error (in an error window) if the 
string is not a Boolean expression. One can specify test inputs 
(i.e., Boolean expressions) for GUITAR tests in many different 
ways. In an attempt to be as systematic as possible and obtain 
coverage results that can be compared to those obtained by 
system tests, we devised a number of experiments each one 
having a specific test input selection procedure.  
Experiment A for truth table. This experiment tests the truth 
table functionality only. A Boolean expression is used each 
time a TextField for the truth table functionality appears in a 
test case, and we use GUITAR’s default strings, which are not 
Boolean expressions, for any other TextField. The question is 
however: which Boolean expression to use when a GUITAR 
test case needs one to exercise the truth table functionality? To 
have a fair comparison with system tests we used their input 
Boolean expressions and split Experiment A into seven 
experiments. Since the system tests use six different Boolean 
expressions, we design six variations of experiment A where 
each one systematically uses one of those six Boolean 
expressions systematically when the TextField for the truth 
table functionality needs an input. Specifically, in experiment 
A.1, we use input “x AND (y OR Z)” each time we need 
such an input for a TextField that is needed for truth table. In 
experiment A.2, we use “a xor b”. In A.3, we use “a or 
(not b)”. In A.4, we use “a XNOR (b nand R)”. In A.5, 
we use “a NOR b”. In A.6, we use “ (A AND d) XOR 
(not(C XNOR (NOT b)))”. A seventh variation of 
experiment A randomly assigns those Boolean expressions to 
text fields for the truth table functionality, ensuring that each 
Boolean expression is used at least once. 
Experiment B for DNF. This experiment tests the DNF 
functionality only. A Boolean expression is used each time a 
TextField for the DNF functionality appears in a test case, and 
we use GUITAR’s default strings for any other TextField. 
Similarly to experiment A, and since the system test suite uses 
two inputs for this functionality, we create two sub-
experiments where each input is systematically used; and we 
create a third experiment where test inputs for DNF are 
randomly selected from these two inputs ensuring that each 
Boolean expression is used at least once. 
Experiment C for variable negation. Similarly to previous 
A and B, a Boolean expression is used each time a TextField 
for the variable negation functionality appears in a test case, 
and we use GUITAR’s default strings for any other TextField. 
Again, we split this experiment, reusing inputs we used for 
functional system testing. In experiment C.1, each time the 
variable negation functionality needs an input (i.e., a series of 
Boolean expressions) we use the following three terms: “x 
and not y and z”, “y and w”, and “not x and w”. Notice 
that this is the second system test input for variable negation, 
except that the last term has been omitted. The reason is that 
the GUI tests only use three inputs for variable negation: not 
more, not less. The variable negation GUI provides three 
TextFields to the user and a button to add more TextFields if 
needed. GUITAR systematically and only uses three. The Add 
product term button is sometimes clicked, thereby adding a 
fourth text field, but when this is the case, the fourth text field 
is not used to provide a value. The second experiment (C.2) 
uses the first system test input systematically each time the 
GUITAR test cases requires an input for variable negation. 
Since this input has two terms and GUITAR systematically 
fills the three TextFields, we use GUITAR’s default input for 
the third input. The third experiment (C.3) uses the third 
system test input, with two terms, similarly to C.2. The last 
experiment (C.4) is a random selection of the inputs used in the 
first three experiments, ensuring that each input is used at least 
once. 
Experiment D for the three functionalities. This experiment 
works on all three functionalities together. We performed two 
sub-experiments. In experiment D.1, each time an input is 
needed for truth table (resp., DNF, Variable negation) we used 
that of experiment A.1 (resp. B.1, C.1). In the second sub-
experiment, we used the randomized selection of the previous 
experiments, i.e., as in A.7, B.3, and C.4. The decision to use 
these combinations of experiments A, B and C in both sub-
experiments was made prior to conducting any of the 
experiments we report on in this document, i.e., prior to 
obtaining the results of GUI functional system testing coverage 
and selection was picked up in random way. 
Experiment E using expressions from the Internet. This 
experiment works on the three functionalities together. 
However, instead of using GUITAR’s default values or the 
values used during functional system testing, we used Boolean 
expressions we collected from the Internet  [27-34] such that 
each time a Boolean expression is needed in GUITAR’s test 
cases we used a different one: the 200 GUITAR test cases 
require 213 Boolean test inputs. The Boolean expressions were 
mostly available in websites related to academic mathematical 
topics and computer circuits design. In doing so we attempt to 
simulate what a user may do with GUITAR test cases when 
testing our case study. 
E. Threats to validity 
Similarly to any experiment, our work is subject to threats 
to validity [35].  
Threats to construct validity relate to our choice of 
measurement as a way to compare system testing and GUI 
testing. Although many different criteria can be considered 
when comparing two different testing techniques, structural 
coverage is a well-know measurement for such an objective, 
and statement and branch coverage are two standard criteria 
that are extensively used. We also measure cost. The cost of 
testing a system can depend on the time and resources required 
for executing the tests [23]. Further these factors are typically 
directly proportional to the size of the test suite: The greater the 
number of tests the more resources will be utilized. We 
therefore measure, similarly to many others before us, in the 
context of unit test [36] or GUI tests [37], the cost of a test 
suite as the number of test cases of that test suite.  
Conclusion validity is about the relation between what we 
manipulate and what we observe. Threats to conclusion 
validity are concerned with issues that affect the ability to draw 
the correct conclusion about relations between the 
manipulation and the observation of an experiment. We tried to 
set up our experiments as systematically as possible, 
accounting for possible points of variation (e.g., input selection 
for GUI tests) in, we believe, an as fair as possible way. 
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GUITAR exhibits a stochastic behaviour: several executions 
can result in different test suites. Although several executions 
of GUITAR would be needed to obtain a more thorough 
comparison, we only executed GUITAR once. We believe 
however that results of other executions would be similar, 
which we have observed, because test cases highly depend on 
the characteristics of the GUI, which did not change: e.g., 
regardless of the execution of GUITAR, there would be many 
more tests exercising the Variable Negation functionality 
because of the larger number of widgets, randomly, GUITAR 
would generate a similar number of tests that do not click on a 
“Compute” button. We therefore consider our GUITAR test 
suite representative and this threat to conclusion very low. 
Internal validity is about the set up of our experiments. 
Threats to internal validity are influences that can affect the 
independent variable (structural and branch coverage in our 
experiment) with respect to causality, without our knowledge. 
We started from a system test suite that we did not create and 
that achieves a very decent level of coverage; We used the 
default GUITAR settings which have been shown by others to 
work well; We systematically designed our experiments, prior 
to conducting them, to ensure a fair comparison.  
Threats to external validity limit our ability to generalize 
results. We acknowledge we used only one case study, one 
system test suite, one GUITAR test suite, which hurts external 
validity. We qualitatively explain results so they become less 
dependent on the case study and test suites, to give our results a 
better chance of being generalizable. 
IV. RESULTS 
We first discuss the results of experiments F, G, H and I 
about functional system testing directly applied on the 
application logic (i.e., control) classes (section  IV.A) and then 
the results of experiments A, B, C, D and E on functional 
system testing through the GUI with GUITAR (section  IV.B). 
We summarize the results in section  IV.C. 
A. Results about functional system logic testing (F, G, H, I) 
TABLE I shows coverage levels achieved in experiments 
F, G, H and I. We notice that although the target of experiment 
F is the truth table functionality, which is directly supported by 
the TruthTableControl class, only 92% of the lines and 
branches of this class are covered in experiment F. It appears 
from experiments G, H and I that TruthTableControl offers 
unique services to the other two control classes (DNFControl 
and VariableNegationControl), specifically in terms of 
presenting truth table information in specific formats: e.g., in 
experiments G and H, the coverage of TruthTableControl is not 
null. We confirmed that without those specific services, i.e., 
methods in class TruthTableControl that are only used by other 
control classes, experiment F would achieve 100% line and 
branch coverage of class TruthTableControl. Because the test 
suite specifically targets the truth table functionality, the 
coverage of the two other control classes, as well as 
accompanying classes (e.g., Cube) is zero (line and branch).  
The test suite specifically targeting the DNF construction 
functionality (Experiment G) achieves 100% line and branch 
coverage of the DNFControl class, i.e., the control class that 
implements the logic of the functionality being tested. Not 
surprisingly, the test suite does not trigger the third 
functionality: 0 line and branch coverage of 
VariableNegationControl.  
The test suite exercising the variable negation functionality 
(Experiment H) achieves 84% line and 87% branch coverage 
of class VariableNegationControl. The uncovered code was a 
single method that is responsible for printing results in specific 
format for program debugging. Similarly the previous 
experiment, it is not surprising that the test suite does not cover 
at all class DNFControl, and we observe that 
TruthTableControl is somewhat covered.  
The union of the three previous test suites (experiment I) 
achieves 100% line and branch coverage for 
TruthTableControl and DNFControl, and only 84% line and 
87% branch coverage of VariableNegationControl. 
B. Results about GUI functional system testing 
In experiment A (TABLE II), results show how coverage 
increases with the increase of complexity of the test input 
Boolean expression: as a simple measure of complexity, we 
consider that the more terms and variety of Boolean 
expressions the higher the complexity of the Boolean 
expression). For example, in experiment A.6 line and branch 
coverage are maximum, whereas they are minimum in 
experiment A.2. In experiment A.7, the coverage values are at 
their minimum, which may look like a contradiction since we 
TABLE I.  LINE AND BRANCH COVERAGE FOR EXPERIMENTS F, G, H AND I (N/A WHEN NO BTRANCH TO MEASURE) 
  Experiment F Experiment G Experiment H Experiment I 
Class # Classes in this Package Line  Branch  Line  Branch  Line  Branch  Line  Branch  
1 BinaryExpressionSolver 0.37 0.30 0.30 0.25 0.25 0.23 0.37 0.30 
2 BinaryExpressionSolverTokenManager 0.59 0.49 0.43 0.26 0.39 0.22 0.59 0.49 
3 BooleanVariable 0.80 N/A 0.80 N/A 0.80 N/A 0.80 N/A 
4 Cube 0.00 0.00 0.00 0.00 0.95 0.94 0.95 0.94 
5 DNFControl 0.00 0.00 1.00 1.00 0.00 0.00 1.00 1.00 
6 LogicalExpressionParser 0.37 0.26 0.33 0.21 0.34 0.23 0.37 0.26 
7 LogicalExpressionParserTokenManager 0.65 0.60 0.56 0.42 0.52 0.37 0.65 0.60 
8 SetOfBooleanVariables 0.93 0.77 0.93 0.77 0.93 0.77 0.93 0.77 
9 SimpleCharStream 0.37 0.35 0.30 0.25 0.30 0.25 0.37 0.35 
10 Token 0.75 1.00 0.75 1.00 0.75 1.00 0.75 1.00 
11 TruthTableControl 0.92 0.92 0.60 0.40 0.70 0.44 1.00 1.00 
12 VariableNegationControl 0.00 0.00 0.00 0.00 0.84 0.87 0.84 0.87 
 Total coverage 0.42 0.39 0.36 0.27 0.49 0.40 0.60 0.57 
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use all test inputs. However, remember that not every filled 
TextField for truth table is followed by a click on the 
“Compute” button in test cases; In experiment A.7, it just 
happened that when a click happens, the Boolean expression 
we selected at random for the TextField was always the 
simplest one (a xor b).  
We make similar observations for experiment B, regarding 
the low coverage value obtained with the random selection of 
inputs. We note that experiment B1 and B2 use expressions of 
similar complexity, resulting in similar coverage values.  
For experiment C, it is noticeable that in experiments C.2 
and C.3, we obtained low coverage values for each of line and 
branch coverage. We justify this by the lack of a third valid 
(Boolean) input in both experiments. The SUT parses all 
inputs, discovers that one is not a valid Boolean expression 
(parsing error), brings this to the attention of the user and stops: 
the application logic does not execute. This observation shows 
how the input affects the coverage in our experiment and hence 
justifies our controlled test selection procedure.  
For experiment D, the overall results are better than when 
testing each functionality separately, as expected since all 
functionalities are exercised with some Boolean expressions, 
but coverage only reaches 58% (line) and 52% (branch) even 
though we used the same test inputs as with functional system 
logic testing. This is again due to the fact that not all TextField 
input is followed by a button click in GUITAR tests. The 
random selection of Boolean expressions in experiment D.2 
proved to give the same line coverage as when we used one 
arbitrary Boolean expression as in experiment D.1. However, 
the branch coverage is higher and this indicates more 
sensitivity of branch coverage to the test input. In other words, 
it is a different observation from experiment A where we got 
the same coverage in two experiments (random and normal) 
when those experiments depended on the same input (i.e., the 
same Boolean expression).  
With retrospect, in light of the results of GUI functional 
system testing coverage, another interesting combination 
would have been A.6, B.2 and C.1 because this maximizes 
coverage for each functionality separately. We did not a 
posteriori consider this combination because we did not expect 
drastically different (improved) coverage results.  
For experiment E (TABLE III), we notice that the control 
classes got the highest coverage value of all the classes in the 
SUT. This is due to the structure of the software: Beside the 
control classes, the rest of the software is basically a parser 
whose code was automatically generated by JavaCC; and the 
parser is only triggered through the control classes which 
causes problems of controllability of its code. Unit tests of the 
parser would help us increase this coverage.  
One general issue with software testing is how to provide 
the right values to the software. Software controllability 
describes how easy it is to provide a program with the needed 
inputs, in terms of values, operations, and behaviours [2]. For 
example, it is easy to control a piece of software for which all 
inputs are values entered from a keyboard [2, 38, 39]. On the 
other hand, when the software gets its input values from 
sensors, it is difficult to control. Typically, a tester has less 
control with component/system testing than with unit testing. 
Controllability can also mean the ease to reach some 
predefined level of coverage, i.e., to exercise specific 
behaviour or pieces of code: it is more difficult to reach 
coverage of units with system testing than with unit testing. In 
general with a higher level of testing (e.g., system testing) it is 
harder to trigger specific elements of the code/functionality 
provided by lower levels of the code than with a lower level of 
testing (e.g., unit testing). When doing integration testing, it is 
harder to trigger specific statements of the code than with 
testing those units of the code directly. Similarly, when doing 
GUI functional system testing, it is harder to trigger elements 
of the code than when doing functional system logic testing, 
and even more so than when doing unit testing. 
TABLE II.  TOTAL LINE AND BRANCH COVERAGE FOR EXPERIMENTS A, B, C AND D 
Experiment A Experiment B Experiment C 
Exp # Boolean Expression 
Line 
Coverage 
Branch 
Coverage 
Exp # Boolean Expression 
Line 
Coverage 
Branch 
Coverage 
Exp # 
Line 
Coverage 
Branch 
Coverage 
A.1 x  AND (y OR Z) 0.35 0.25 B.1 (a or b) and c 0.36 0.25 C.1 0.52 0.43 
A.2 a xor b 0.33 0.23 B.2 (a AND b) XOR c 0.37 0.27 C.2 0.16 0.10 
A.3 a or (not b) 0.36 0.26 B.3 
Random Boolean 
expressions 
0.36 0.25 C.3 0.16 0.10 
A.4 a XNOR (b nand R) 0.37 0.28 Experiment D  C.4 0.52 0.43 
A.5 a NOR b 0.34 0.24 Exp # Line Coverage 
Branch 
Coverage 
    
A.6 (A AND d) XOR (not(C XNOR (NOT b))) 0.40 0.33 D.1 0.58 0.50     
A.7 Random Boolean expressions 0.33 0.23 D.2 0.58 0.52     
 
TABLE III.  LINE AND BRANCH COVERAGE FOR EXPERIMENT E 
Class # Classes Name 
Line 
Coverage 
Branch 
Coverage 
1 BinaryExpressionSolver 0.29 0.25 
2 BinaryExpressionSolverTokenManager 0.50 0.34 
3 BooleanVariable 0.80 N/A 
4 Cube 0.95 0.94 
5 DNFControl 1.00 1.00 
6 LogicalExpressionParser 0.37 0.26 
7 LogicalExpressionParserTokenManager 0.62 0.53 
8 SetOfBooleanVariables 0.93 0.81 
9 SimpleCharStream 0.30 0.25 
10 Token 0.75 1.00 
11 TruthTableControl 0.96 0.84 
12 VariableNegationControl 0.94 0.95 
 Total coverage  0.57 0.51 
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C. Results Analysis—System testing vs. GUI functional system 
testing 
As alluded to earlier when we discussed the setup of 
GUITAR and the tailoring of the tests it generates to our SUT 
(i.e., the test input selection), using GUITAR involved a lot of 
effort (e.g., looking at the details of the EFG and the generated 
tests) and therefore time. It took significantly less effort and 
time to the original author of the code to generate system tests. 
Although we do not have precise measurements of these two 
time efforts, we conjecture there is a difference of more than an 
order of magnitude between the two. It terms of test suite 
execution, executing the entire system test suite is almost 
instantaneous; A single replay of the GUI test suite takes 
around 20 minutes on an ordinary computer with Intel(R) 
Core(TM) i7-2670QM CPU @ 2.2 GHz with 8 GB of RAM. 
Yet another comparison one can make is about the number of 
tests: the system test suite has eleven tests; the GUI test suite 
has 200 tests. All tests for functional system logic testing call 
the functionality while GUI system tests call the functionality 
eight times. 
The overall coverage results of our experiments are 
reported in TABLE IV: since we have sub-experiments for 
GUI experiments we show the average coverage values and 
standard deviations (in parenthesis).  
Results show that the coverage of functional system logic 
testing is better than that of GUI functional system testing in all 
pairs of comparable experiments, i.e., for experiments targeting 
the same functionality: F and A, H and C, and I, D and E; 
except for experiment (G and B) in which they are equal. 
Experiment C has the highest values of standard deviation. 
This is due to the lack of one input in two sub experiments 
(only partial input was provided in the test because a test does 
not have to fill all Boolean terms).  
For comparison purpoess we excluded some classes from 
the instrumentation. In particular we excluded classes that were 
not covered (0% line coverage) by system tests. These classes 
are handling parsing errors: e.g., ParseException, and 
TokenMgrError. We omitted them because they are not part of 
the core functionalities that are tested by functional system 
tests (e.g., computing a truth table). We acknowledge the GUI 
tests do exercise these classes (coverage greater than 0). This is 
however only due to the fact that we rely on GUITAR’s default 
input values, which are not Boolean expressions. Should the 
system tests also include robustness test, these classes would 
also be covered.  
The difference of coverage between functional system logic 
testing and GUI functional system testing shows the values of 
difference is greater than or equal to zero except for two outlier 
classes; which we discuss next. The first outlier is branch 
coverage for class SetOfBooleanVariables in the parser. We 
inspected the source code and found that the only difference in 
coverage between GUI functional system testing and functional 
system logic testing is one branch, which is covered in GUI 
functional system testing but not in functional system logic 
testing. The branch is triggered when the Boolean expression 
test input uses several times the same Boolean variable: this 
never happens in the system test inputs, but this happens in 
Boolean expressions we collected from the Internet.  
The second outlier is for class VariableNegationControl. 
By inspecting the code we found a method in this class that is 
covered by GUI tests but not by system tests. The method 
breaks the Boundary-Control-Entity principle as it provides 
GUI functionality but is placed in a control class: it implements 
a service offered by the control class to present data in a 
specific format. Hence, the functional system tests do not 
trigger this method.  
To summarize, the second outlier is due to code that is 
misplaced and should not be counted when measuring 
structural coverage of functional system tests, and the first 
outlier would not take place if a Boolean expression with twice 
the same Boolean variable were used as test input.  
We simulated, by considering the lines and branches these 
methods contribute, the coverage one would obtain if (1) the 
Entity-Boundary-Control principle were adequately followed, 
i.e., the code missed by original system tests were not in a 
control class but more adequately placed in a GUI class, and 
(2) at least one Boolean expression with at least twice the same 
Boolean variable were used in system test inputs. TABLE V 
shows the values of line coverage and branch coverage for 
experiment E, experiment I and the simulated improvement of 
experiment I (Simulated-I). In experiment Simulated-I, line and 
branch coverage would reach 94% and 98.9%, respectively. 
We conclude that values for line coverage and branch coverage 
of control classes for functional system logic testing are better 
than those obtained with GUI functional system testing even 
when accounting for the two outliers. We conclude that GUI 
functional system testing is more expensive than functional 
system logic testing. 
V.  RELATED WORK 
Though we have not found any study like ours in the 
literature, we can relate to some related work on GUI testing. 
Then, we move to discuss tools for GUI testing and hence we 
justify our choose of GUITAR.  
TABLE IV.  LINE AND BRANCH COVERAGE FOR ALL THE EXPERIMENTS 
 ID Main Experiment Line Coverage  Branch Coverage  
Average Total (Standard Deviation) 
G
U
I 
A Truth table 0.35 (0.03) 0.26 (0.04) 
B DNF  0.36 (0.01) 0.26 (0.01) 
C Variable negation 0.34 (0.21) 0.27 (0.19) 
D All three operations 0.58 (0.01) 0.51 (0.02) 
E Expressions from Internet 0.57 0.51 
Sy
st
em
 
F Truth table 0.42 0.39 
G DNF  0.36 0.27 
H Variable negation 0.49 0.40 
I All three operations 0.60 0.57 
 
TABLE V.  LINE AND BRANCH COVERAGE FOR CONTROL CLASSES 
 Experiment E Experiment I Simulated-I 
Class# Line  Branch  Line  Branch  Line  Branch  
DNFControl 1 1 1 1 1 1 
TruthTableControl 0.96 0.84 1 1 1 1 
VariableNegationControl 0.94 0.95 0.84 0.87 94 98.9 
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Memon’s PhD thesis [40] presents a framework for GUI 
testing, called GUITAR [5], that generates, runs, and assesses 
GUI tests [6]. Descriptions of the main components of that 
framework with further optimizations and improvements of the 
process may be found for reverse engineering [41], coverage 
analysis of test cases [42], test oracle generation [43], and 
regression testing [44, 45]. GUITAR is a tool that performs 
GUI system testing per authors definitions, but GUI functional 
system testing and input validation testing based on our 
experience with it. Another approach for GUI functional 
system testing is to represent the behavior of the GUI as a state 
model, possibly with technology to avoid the state explosion 
problem [46], to generate tests [47]. Just as in every level of 
testing, GUI tests must consider both valid and invalid inputs 
and hence we tried to apply both inputs when doing GUI 
testing. From a tool perspective, many tools exist for capturing 
manually entered sequences. In this “capture/replay” paradigm, 
test case selection involves entering every input sequence of 
events manually. Model-based testing (MBT) approaches for 
GUI-testing present a test case selection process which 
constructs test cases based on the model [48, 49].  
Script-based tools are widely used such as JFCUnit, 
Selenium WebDriver, Robotium, Abbot, and SOAtest [5]. As 
another example, the Sikuli testing framework [50] employs 
computer vision techniques to develop a visual language for 
writing test scripts. MBT approaches employ tool support for 
automated test case generation. Several tools exist for 
generating test cases automatically. Automated test planning 
[51] uses AI planning to generate test cases based on the state 
of a GUI before and after executing a user-defined operation 
[5]. GUI variants [52] enable testers to convert business logic 
test cases into presentation logic test cases. The PETTool [53] 
identifies patterns in GUIs and generates generic testing 
solutions based on the patterns.  
Beside Memon's work, reverse engineering approaches 
include Silva and colleagues’ [48] which automatically reverse 
engineers a behavioral model of the GUI from the source code 
of Java Swing-based GUI applications, and Pavia and 
colleagues’ [54] which reverse engineers a GUI into a 
specification model which can be used by Spec Explorer [55] 
to generate test cases [5]. Amalfitano et al. presented a 
tool [56] that is a similar MBT tool using a reverse engineering 
technique to automatically construct the GUI model. The tool 
automatically generates test cases from the state machine 
whose results can be automatically checked against pre-defined 
constraints for mobile applications. Tools such as Crawljax 
[49] and Revangie [57] employ similar techniques for web 
applications.  
REST [58] enables a user to evolve test scripts when the 
GUI changes. The tool detects differences between the original 
and modified versions of a GUI and generates a warning if a 
script needs correction. 
To provide appropriate context for our discussion of 
GUITAR, we now consider how GUITAR, from an 
automation engineering perspective, compares to existing 
alternatives. GUITAR proved to be a superior alternative over 
other tools in a comparative study [5] that included a 
comparison between: (1) GUITAR [4], a research tool that 
handles the complete life cycle of automated GUI testing from 
ripping the SUT to replaying test cases; (2) NModel [59], a 
model-based testing framework for C# programs; (3) Quick 
Test Pro [60], a popular, proprietary, multi-platform tool for 
test automation; (4) Selenium [61] WebDriver, a popular API 
for browser automation. It was also found to be superior to (6) 
Marathon [62], a capture/reply tool that uses Paython, (7) 
Sikuli [50], a reverse engineering tool that uses image 
recognition techniques (8) JAutomate [63], a tool for GUI 
testing based on image recognition.  
GUITAR generates a set of XML files when testing a GUI-
based application. Based on our experience, it is possible to use 
Gephi [64] in order to visualize the Event-Flow-Graph of the 
SUT. This is an advantage of using GUITAR as visualization 
allows manual verification of models. 
VI. CONCLUSION 
We presented an experimental investigation of the concept 
of GUI testing in term of definitions, steps, requirements, 
design and capture/replay. The paper investigated relationships 
between GUI testing and other types of testing such as system 
testing. We noted disagreements about what GUI testing is, in 
comparison with system testing. We therefore decided to 
conduct an experiment whereby we study the differences in 
terms of structural coverage of the application logic code 
between system tests and GUI tests.  
The experiments used GUITAR to perform GUI functional 
system testing for a GUI-based Software Under Test (SUT). 
Results show that coverage achieved by functional system 
logic testing is better than, though close to, that of GUI 
functional system testing. Moreover, our experiments show 
that GUI testing “à la” GUITAR requires more time and 
computation cost than system testing. Although replications of 
our experiments are necessary to precisely understand the 
phenomenon we have encountered, our results empirically 
prove the existence of duplicate effort when using GUI testing 
and system testing simultaneously. Our investigation suggests 
that the use of system testing on the application logic code 
would be a less costly verification technique of the application 
logic of the SUT than GUI testing.  
The validity threats were evaluated. This is important to do 
upfront to ensure that the threats are minimized [35]. It is close 
to impossible to avoid all threats [35]. But all threats in our 
experiment were identified and whenever possible mitigated. 
Based on our evaluation, we were hopefully ready to run the 
experiment and it is possible to repeat the experiment several 
times when we had any doubt in coverage results when 
conducting the experiment. For example, many of our GUI 
testing experiments were repeated many times using two 
versions of GUITAR and with two types of integration with  
COBERTURA with ANT [65] and with shell script. We 
believe our results are valid and generalizable.  
To summarize, we believe the software testing research 
community and testing practitioners need to better define what 
GUI testing is in comparison to system testing and when GUI 
testing “à la” GUITAR should be used.  
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