Optical flow methods are accurate algorithms for estimating the displacement and velocity fields of objects in a wide variety of applications, being their performance dependent on the configuration of a set of parameters. Since there is a lack of research that aims to automatically tune such parameters, in this work, we have proposed an optimization-based framework for such task based on social-spider optimization, harmony search, particle swarm optimization, and Nelder-Mead algorithm. The proposed framework employed the well-known large displacement optical flow (LDOF) approach as a basis algorithm over the Middlebury and Sintel public datasets, with promising results considering the baseline proposed by the authors of LDOF.
Introduction
Optical flow estimation is one of the most important research areas in computer vision, and it aims at identifying the patterns of motion of objects and surfaces in a visual scene, i.e., to approximate the motion field from a time-varying image intensity. The literature is wide, being some very recent works related to optical flow estimation using Laplacian mesh structures [1] , total generalized variation [2] , probabilistic motion detection [3] , and as an optimization problem in a high-dimensional motion field [4] , just to name a few. The importance of optical flow estimation can be evidenced in image segmentation [5] , rigid object reconstruction [6] , cell tracking [7] , video stabilization [8] , among others. Some parallel-based implementations can be found in [9] [10] [11] as well.
Recently, Sun et al. [12] stressed that the theoretical foundations of a broad range of optical flow methods have changed little since the seminal work of Horn and Schunck [13] . Basically, they argued that, although the results have improved over the past years, the vast majority of optical flow methods rely on the same basis of the work proposed by Horn and Schunck. Another shortcoming related to the optical flow-based techniques relies on the estimation of their parameters, which poses a *Correspondence: dpereira@ic.unicamp.br 1 São Paulo State University, Av. Eng. Luiz Edmundo Carrijo Coube, 14-01, 17033-360, Bauru, SP, Brazil Full list of author information is available at the end of the article big challenge to the field. Since most of techniques are parameter-dependent, a grid-search for a set of nearoptimal/optimal parameters in video content may not be a viable task [14] . Therefore, many works often set the parameters by hand, which may limit our understanding about how well the considered optical flow method can generalize unseen data. As a matter of fact, the problem of estimating the parameters of optical flow techniques may be seen as a large-scale learning problem. Albeit, we usually need to estimate a few parameters only, the huge amount of data to be processed for such estimation in video datasets demands a high computational effort.
Although the reader can face several works that cope with the problem of estimating/calibrating camera parameters, only a few of them deal with the problem of parameter estimation in optical flow techniques. Heas et al. [15] and Krajsek and Mester [16] , for instance, employed a Bayesian optimization framework for such purpose, and Li and Huttenlocher [17] presented an interesting stochastic optimization approach based on Markov random fields for optical flow parameter estimation. The authors state several arguments concerning the advantages of optimizing an error criterion instead of using a maximum likelihood approach for that, as employed by the work of Roth and Black [18] . The reader can refer to a few other works that model the task of optical flow parameter estimation as an optimization task by means of metaheuristic techniques. Delpiano et al. [19] , for instance, proposed a multi-objective approach for parameter estimation aiming at optimizing both the training loss and the computational load. Later on, Pereira et al. [20] applied metaheuristic optimization algorithms for the same task considering the large displacement optical flow (LDOF) technique [21] , being the results of social-spider optimization (SSO) [22] , harmony search (HS) [23] , and particle swarm optimization (PSO) [24] compared against each other in the wellknown Middlebury dataset. Although one can find several other optical flow-based implementations out there [25] [26] [27] , we opted to use LDOF due to its simplicity, reliability, and good rank in Sintel website. LDOF implementation is very accurate, but computationally expensive, thus being an interesting choice for applications that require high accuracy, but does not require very short execution times.
In order to fill the lack of research regarding model selection in optical flow environments, we extended the work of Pereira et al. [20] by adding two more optimization techniques, being one of them based on exact computations called Nelder-Mead (NM) [28] and the other one a 'baseline' using the parameters proposed by the authors of the LDOF technique [21] , as well as we added one more dataset to the experimental section. Additionally, the work of Pereira et al. [20] proposed a local approach to estimate the parameters of LDOF: in short, the idea of their work is to optimize each sequence separately and then to employ the best set of parameters to optimize the remaining sequences. We propose here to optimize the techniques globally, which means we consider all sequences from a given dataset for parameter optimization, being the results more accurate than the ones reported by Pereira et al. [20] . The remainder of this paper is organized as follows: Section 2 presents a brief theoretical background about optical flow, and Section 3 revisits the techniques employed in this paper for comparison purposes. The proposed methodology and experimental results are discussed in Sections 4 and 5, respectively. Section 6 states the conclusions and future works.
Optical flow
Optical flow (OF) is a vector field representing 'the distribution of apparent velocities of movement of brightness patterns in an image' [13] . The idea contains two basic assumptions: the 'grey value constancy' and the 'smooth flow of the intensity values' between two successive images. Some articles still maintain the grey value constancy (as an example, see [29] ), while other works report the necessity to loosen this assumption [30] .
The OF constraint, given in Equation 1, is derived from the 'grey value constancy' assumption. It relates the spatial and temporal derivatives of a 2D image g at time step t and the OF vector φ, and it has a strong analogy with mass conservation in fluid mechanics, shown in Equation 2, where φ is the fluid speed and ρ is the fluid density. As fluid mass, image intensity is often supposed to remain constant under deformation and motion. However, Equations 1 and 2 would be equivalent when ∇φ = 0 only. This condition matches the smooth flow assumption that is considered when regularizing the flow field:
The early work presented in [13] stated the need for an extra constraint to compute the optical flow field from an image sequence and proposed one ad hoc constraint based on the assumption of flow smoothness. Another research work [31] proposed to consider the OF equation for several neighboring pixels in order to avoid the need for an extra constraint. More than 10 years later, Barron et al. [32] provided a comparison of several OF methods, mainly with respect to their average angular error (AAE) when applied to some image sequences. The experiments showed that the method in [31] was one of the most reliable methods at the moment.
Recently, several image datasets have been compiled for a more precise evaluation and comparison of OF methods [33, 34] . Many shortcomings of the original methods have been overcome, and the accuracy of OF methods on the top of the rankings has grown continuously. Additionally, several researchers have tried to preserve the discontinuity of natural motion fields [35] , overcoming the original assumption of OF smoothness in [13] . After the work by [32] , there have been further attempts to compare different methods. Liu et al. [36] , for instance, showed a tradeoff between computational time and angular error using operation curves to compare different OF techniques. It is also interesting to consider the time comparison among OF algorithms given by [37] , since the authors provide a picture of the computational load of some OF algorithms. More recently, a group of researchers presented a series of real image sequences and their respective ground truth obtained by tracking hidden fluorescent textures [33] . The authors also suggest a method to evaluate OF-based algorithms.
Large displacement optical flow
Given a sequence of m frames I = {I 1 , I 2 , . . . , I m }, let φ = (a, b) T be the optical flow for a pair of consecutive frames I i , I i+1 , i = 1, 2, . . . , m − 1, being such frame pre-smoothed using a Gaussian filter with parameter σ . The large displacement optical flow method proposed by Brox and Malik [21] solves the energy functional given by:
where the term E color represents the common assumption of grey value or color constancy; E gradient represents gradient constancy, which is invariant to a uniform illumination change; E smooth enforces regularity of the resulting optical flow; E match stands for an energy related to point correspondences; and the minimization of E desc assures descriptor matching. The quantity φ 1 is an auxiliary variable which allows integrating descriptor matching into a continuous approach. The implementation available for LDOF [38] has a reduced number of parameters, which means we can consider all of them for optimization purposes. Such implementation allows the user to fine-tune four parameters: (i) σ is related to the Gaussian presmoothing of the images (pre-processing parameter), (ii) α controls the importance attributed to smoothness of the resulting optical flow, (iii) β enforces the matching of points in both images, and (iv) γ regulates the penalization of violations to the gradient constancy assumption. It is important to highlight that this set of parameters influences significantly the accuracy (consequently the error metrics) and the computational load.
Optimization background
In this section, we describe the techniques employed in this paper for comparison purposes. The methods can be divided in two classes: (i) metaheuristic algorithms and (ii) exact methods. Concerning the former approaches, we used social-spider optimization, particle swarm optimization, and harmony search, and with respect to exact methods, we employed the Nelder-Mead, which is a deterministic algorithm for convex functions that employs a simplex for optimization purposes.
Social-spider optimization
Social-spider optimization is based on the cooperative behavior of social spiders [22] , and it takes into account two genders of search spiders: males and females. Depending on the gender, each agent is conducted by a set of different operators emulating a cooperative behavior in a colony. The search space is assumed as a communal web, and a spider's position represents an optimal (near optimal) solution.
An interesting characteristic of social spiders is the female-biased population. The number of male spiders hardly reaches 30% of the total colony members. The number of females N f is randomly selected within a range of 65% to 90% of the entire population N, being calculated as follows:
where ξ ∼ U (0, 1). The number of male spiders N m is given by:
Each spider i receives a weight φ i according to the fitness value of its solution:
where fitness i is the fitness value obtained by the evaluation of the ith spider's position i = 1, 2, . . . , N. The worst and best mean the worst fitness value and best fitness value of the entire population, respectively. The communal web is used as a mechanism to transmit information among the colony members. The information is encoded as small vibrations and depends on the weight and distance of the spider which have generated them:
where d i,j is the Euclidean distance between the spider i and j. We can consider three special relationships: Social spiders perform cooperative interaction over other colony members depending on the gender. In order to emulate the cooperative behavior of the female spider, a new operator is defined in Equation 8 . The movement of attraction or repulsion ϕ i of a female spider i at time step t + 1 is developed over other spiders according to their vibrations, which are emitted over the communal web:
where θ, α, β, γ , and rand are uniform random numbers between [ 0, 1], PF is an input parameter, and s c and s b represent the nearest member to i that holds a higher weight and the best spider of the entire population, respectively.
The male spider population is divided into two classes: dominant and non-dominant. The dominant class spider has better fitness in comparison to non-dominant, and they are attracted to the closest female spider in the communal web. On the other hand, non-dominant male spiders tend to concentrate in the center of the male population as a strategy to take advantage of resources that are wasted by dominant males. The movement of male spiders is given by:
where s f represents the nearest female spider to the male spider i andφ is the median weight of male spider population. Thus, the reader can observe that we have distinct movement equations for male and female spiders. Notice that we are using φ N f +i to denote the male spiders, since we consider φ as a vector containing the fitness of every spider within the web, being the first N f spiders the female ones.
Mating is performed by dominant males and female members in a social-spider colony. Considering r (calculated by Equation 10) as being the radius, when a dominant male spider locates female members inside r, it mates, forming a new brood:
where n is the dimension of the problem, and l high j and l low j are the upper and lower bounds, respectively. Once the new spider is formed, it is compared to the worst spider of the colony. If the new spider is better, the worst spider is replaced by the new one.
Harmony search
Harmony search is a metaheuristic technique based on the improvisation process of musicians searching for a good harmony [39] . The main idea is to generate a new har-
at each iteration, based on memory considerations and pitch adjustment. In this case, N stands for the number of decision variables to be optimized.
The idea of the memorization step is to model the process of creating songs, in which the musician can use his/her memories of good musical notes to create a new song. This process is modeled by the harmony memory considering rate (HMCR), as follows:
with probability (1-HMCR),
where M and ψ j are the number of harmonies and the set of ranges for each decision variable j, respectively. Therefore, HMCR ∈[ 0, 1] is the probability of choosing one value from the historic values stored in the harmony memory, and (1-HMCR) is the probability of randomly choosing one feasible value. Further, if the new harmony has been created with probability HMCR, every component j of the new harmony vector h new is examined to determine whether it should be pitch-adjusted or not, which is controlled by the pitch adjusting rate (PAR) variable:
h j new ← Yes, with probability PAR No, with probability (1-PAR).
The pitch adjustment is often used to improve solutions and to avoid local optima. This mechanism concerns shifting the neighbouring values of some decision variable in the harmony. As such, if the pitch adjustment decision for the decision variable h j new is Yes, then h j new is replaced as follows:
where τ is an arbitrary distance (bandwidth) for the continuous design variable, and δ j ∼ U (0, 1) is an ad hoc parameter. Recently, several researches have focused on developing variants of traditional HS. In our implementation, we employed the novel global harmony search (NGHS) [40] , which has demonstrated better results than vanilla HS in our experiments. The NGHS does not employ PAR and HMCR parameters, but it introduces a new parameter P that denotes the probability of occurring an improvisation schema during a new harmony's creation, and therefore modifies the improvisation process. Another difference between NGHS and the HS is that a new harmony always replaces the worst one, even when the new one does not improve the worst harmony.
Particle swarm optimization
Particle swarm optimization can be seen as a search algorithm based on stochastic processes [24] , where the learning of social behavior allows each possible solution (particle) 'fly' onto that space (swarm) looking for other particles that have the best features and thus minimizing or maximizing the objective function.
Each particle has a memory that stores its best local solution (local maxima or minima) and the best global solution (global maximum or minimum). Besides, each particle has the ability to imitate others that provide the best positions in the swarm. This mechanism can be summarized in three principles: (i) evaluation, (ii) comparison, and (iii) imitation. Each particle can evaluate others within your neighborhood through some objective function; it can compare with your own value and finally decide whether it is a good choice to imitate it or not.
The swarm is modeled as a multidimensional space R N , where each particle l i = (λ i , κ i ) ∈ R N has two main features: (i) position λ i and (ii) velocity κ i . The best local λ i and global G solutions (position in the swarm) are also known. After setting the size of the swarm (the number of particles), each particle is initialized with random values for both velocity and position. Each particle is then evaluated with respect to some objective function, and its local maxima/minima is updated. The global maximum/minimum value is updated with the particle that reached the best position in the swarm. This process is repeated until some convergence criterion is met. The position and velocity of the particle l i at time step t + 1 are updated by Equations 14 and 15, respectively:
and
where is the inertia force that controls the interaction power between particles, and r 1 , r 2 ∈ [0, 1] are random variables that give the idea of stochasticity concerning PSO. The constants c 1 and c 2 are also used to guide the particles (input parameters for the algorithm) onto good solutions.
Nelder-Mead method
The Nelder-Mead is an iterative heuristic of direct search approach (it does not compute derivatives) used to find stationary points (minimum or maximum) in multidimensional unconstrained functions [28] . This approach is commonly used in problems where the derivative is not known, or when the computational cost to compute it is prohibitive. Given a function f : R n → R and an initial guess x 0 , the Nelder-Mead method creates a simplex S 0 = {p 0 , p 1 , ..., p n } ∈ R n around the initial guess x 0 with n + 1 sample points. There are different approaches to generate an initial simplex S 0 , and its size can influence the solution to be obtained. In our implementation, we generate the initial simplex S 0 using the classical approach described by Equation 16 :
where s is the step size that determines the simplex size and e = {1, 1, ..., 1} ∈ R n is a diagonal vector with size √ n. Thus, the initial simplex S 0 has all edges with the same size s.
After the construction of simplex S i , the Nelder-Mead starts the iterative process to find a stationary point x * . The first step is to compute all sample values f j = f (p j ) ∀ 0 ≤ j ≤ n. Next, we determine the indices w, v, and b, which represent the worst, second worst, and best samples' indexes, respectively. Soon after, we compute the centroid c = 1 n j =w p j of all sample points except the worst once.
Further, we compute the reflect point p r = c+ϑ(c−p w ): if f b ≤ fr < fv, then we replace the simplex sample p w by p r , and the iteration ends. Otherwise, if f r < f b , we compute the expansion point p e = c + ς(p r − c) and its sample value f e = f (p e ). If f e < f r , then we select p e and discard p w ; otherwise, we accept p r and discard p w . Now, if f r ≥ f w , we compute the contraction point p c (Equation 17 ) using the best sample between p r and p v :
We denote p brv as the point with the lowest sample value between p r and p v , i.e., p brv = p r if f r ≤ f w , and p brv = p w otherwise. If f c ≤ f bpv , we accept p c ; otherwise, it is necessary to create a new shrink simplex, which can be calculated by updating the vertices as follows:
where j = 1, 2, . . . , n. The iterative process is repeated until the maximum number of iterations is reached, Figure 1 Images from the Middlebury dataset used in the experiments. From left to right: Dimetrodon, Grove2, Grove3, Hydrangea, Urban2, Urban3, RubberWhale, and Venus. or some convergence criterion is met. Notice that the Nelder-Mead algorithm has the following parameters: ϑ, ϕ, ρ, and ς.
Methodology
This section describes the experimental setup employed in this paper to validate the optimization algorithms to set up parameters of LDOF. We used two well-known public datasets composed of image sequences and their respective ground truths: Middlebury [33, 41] and Sintel [42, 43] , which have been frequently used to evaluate different OF methods [21, 33] . The Middlebury dataset contains eight synthetic and laboratory sequences with a dense ground truth (Figure 1) , and the Sintel dataset contains artificial naturalistic video sequence ( Figure 2) . We employed the LDOF technique (Section 2.1) together with our implementation of SSO, NGHS, PSO, and NM. The main reason behind the use of such techniques is to alleviate the high computational burden often required by optimization techniques. In light of such shortcoming, we opted to use techniques with easy implementation, which usually reflects in their complexity. For the sake of comparison, we computed the average of 'end point error' (EPE) [44] values obtained over five runnings for each optimization technique, which is basically the difference between the ground truth and estimated optical flow.
Let u e = (u e , v e ) be the estimated optical flow, and u gt = (u gt , v gt ) be the ground truth of the optical flow. Therefore, the EPE can be calculated as follows: Table 1 presents the parameters used for each of them: NM parameters were set according to the work of Lagarias et al. [45] . Additionally, we also employed LDOF with the parameters recommended by Brox and Malik [21] , in which we refer here as the 'baseline. ' SSO, NGHS, and PSO parameters were fine-tuned according to the work of Pereira et al. [20] . A search space with 20 agents and 200 iterations for SSO, NGHS, and PSO, and 100 iterations for NM. a Since the solution of NM algorithm is strongly influenced by the initial guess, we used random initial guesses for that. Roughly speaking, the main idea is to find out the set of LDOF parameters that minimize the EPE measure. Therefore, instead of employing a random or empirical approach for that, we make use of an optimization framework to perform a faster and more reliable search for such parameters. As such, the fitness function to be minimized is the one given by EPE measure. The experiments were divided in two rounds, as depicted in Figure 3 . In the first round, we estimated the best set of parameters (the ones with minimum EPE) using the aforementioned optimization algorithms applied on the eight Middlebury sequences. In the second round, we applied the same algorithms on ten sequences of images from the Sintel dataset. In order to compare the optimization algorithms, we also employed a 'baseline' set of parameters proposed by Brox and Malik [21] .
The methodology employed in this paper differs from the one used by Pereira et al. [20] , which optimized each dataset image individually, i.e., they aimed at fine-tuning LDOF for each image, being the final result the average over all images considering the AAE metric. In this work, we conducted the optimization process over the whole dataset, i.e., we aimed at fine-tuning LDOF considering all images of the dataset at the same time. Therefore, the fitness function adopted in this work was the one given by the average of EPE values of all dataset images. 
Table 1 Parameters used for each optimization technique

Experimental results
This section presents the results obtained by SSO, NGHS, PSO, and NM for optical flow parameter optimization purposes. We would like to stress that we did not consider the runtime (computational load), since our goal is to minimize the EPE metric only. Furthermore, the parameters to be optimized have a strong influence on both EPE and runtime.
In regard to the first round of experiments, Table 2 shows the EPE values concerning SSO, NGHS, PSO, NM, and LDOF baseline in the eight ground-truth image sequences of the Middlebury dataset. In the first round, PSO obtained the best average results with EPE equals to 0.325, followed by SSO (EPE equals to 0.330). Notice both methods presented better results than the baseline approach. Additionally, PSO obtained the best results in three out of eight Middlebury sequences (RubberWhale, Urban3, and Urban2), SSO achieved the best results in three out of eight Middlebury sequences (Dimetrodon, Grove3, and Venus), and the baseline achieved the best results for two sequences (Grove2 and Hydrangea). NGHS and NM did not achieve the best result in any image sequence. Although Brox and Malik [21] did not present the methodology used to find the baseline parameters, this experiment highlighted the need for a fine-tune of parameters using optimization algorithms.
In regard to the second round of experiments, Table 3 shows the EPE values concerning SSO, NGHS, PSO, NM, and baseline on ten image sequences considering the Sintel dataset. In this experiment, we used the first two frames of the following sequences: alley_1, ambush_2, bamboo_1, bandage_1, cave_2, market_2, mountain_1, shaman_1, sleeping_1, and temple_2. We can observe that the optimization techniques presented similar results, being all of them more accurate than the baseline (except for cave_2, where the baseline approach achieved similar results to PSO). PSO obtained the best results in four out of ten Sintel sequences (alley_1, bamboo_1, cave_2, and temple_2), SSO achieved the best results in three out ten Sintel sequences (bandage_1, market_2, and shaman_1), NGHS obtained the best result in one out of ten Sintel sequences (ambush_2). Figure 4 depicts the average EPE values considering all sequences for the Middlebury and Sintel datasets, as well as the average between these two. Therefore, the main idea of this work is to highlight the importance of using optimization algorithms to fine-tune the parameters for OF-based techniques. Considering the average results of both experiments, all optimization techniques obtained better results than the baseline. Furthermore, the experiments show that the parameters shall be selected specifically for each dataset or application. An additional experiment showed the computational load of each technique, which is measured here in terms of the number of calls to the LDOF algorithm and presented in Figure 5 . If we are interested in a fast model selection, the best approach might be NGHS, since it has obtained reasonable results with less computational effort than swarm-based approaches. However, if we decide to apply an off-line fine-tuning, both SSO and PSO seem to be interesting approaches, being the former slightly more accurate.
Conclusions
In this paper, we have validated the optimization algorithms in the context of model selection in optical flow-based applications, which play an important role in computer vision systems. The experimental section compared the baseline parameters obtained by Brox and Malik [21] against with four optimization techniques: SSO, NGHS, PSO, and NM. Two rounds of experiments have been conducted over the well-known Middlebury and Sintel datasets: (i) the first round aimed at learning the best set of parameters (i.e., the ones that minimizes the end point error criterion) over the Middlebury dataset and (ii) the second phase performed the same over the Sintel dataset. In the first round, two optimization algorithms (SSO and PSO) achieved better results than the baseline parameters, and in the second round, all optimization algorithms achieved better results than the baseline. Therefore, this paper highlighted the need for an automatic fine-tuning of the parameters of optical flow techniques. In addition, the computational load of the compared techniques have been assessed in terms of the number of calls to the LDOF technique, evidencing the lower computational burden of NGHS and NM techniques. Endnote a The number of agents and iterations have been chosen based on previous experiments [20] .
