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Path-integral studies of quantum statistical
effects in vibrational spectroscopy
Raz Lior Benson
We examine the role of nuclear quantum statistical effects in the vibrational spectroscopy of
molecular systems at finite temperatures.
Our starting point is Matsubara dynamics, which rigorously combines quantum Boltzmann
statistics with classical real-time trajectories, by filtering out the high-frequency components
of the imaginary-time Feynman paths that are responsible for quantum coherence. Using a
simplemodel of perturbed harmonic oscillators, it is shown thatmost of the intensity differences
between quantum and classical non-fundamental (overtone, combination, and difference) bands
can be accounted for by the anharmonic coupling between the imaginary-time path centroid
and the fluctuations around it. This coupling causes the amplitudes of the relevant centroid
vibrations to be ‘Matsubara heated’ to an effective temperature that is consistent with the
underlying quantum distribution. Quantum coherence thus appears to play no major role in
describing such features, contrary to what has sometimes been assumed in the literature.
Practical path-integral methods for calculating vibrational spectra, such as centroid and
thermostatted ring-polymer molecular dynamics, faithfully capture the harmonic behaviour of
the centroid but make drastic approximations to the fluctuation dynamics. We explain how
these approximations render such methods incapable of predicting non-fundamental bands
with significantly more accuracy than classical mechanics. This is borne out by illustrative
simulations of water in its gas, liquid, and ice phases; the linearised semiclassical initial value
representation is shown to be the only established trajectory-based approach that reproduces
most non-fundamental bands with qualitative accuracy, even though it suffers severe zero-point
energy leakage on a sub-picosecond timescale. However, a simple quantum–classical correction
formula (derived from first-order perturbation theory) is shown to bring the predictions of
path-integral methods into much closer agreement with exact quantum results.
Finally, a simple model of the carbon dioxide molecule is studied numerically to establish
that ‘Matsubara heating’ accounts for the quantum (temperature quasi-independent) behaviour
of the Fermi resonance splitting, which is underestimated by path-integral methods analogously
to overtone band intensities.
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Quantum theory provides a remarkably accurate description of the atomic-scale physics of
molecular systems [1, 2]. Under the Born–Oppenheimer approximation, the motion of the
electrons is treated as being adiabatically separated from that of the much heavier nuclei [3],
andmany sophisticated computational methods have been developed to solve the electronic part
of the problem with a high degree of accuracy [4, 5]. Much of the complexity that continues
to drive research in this area arises because an accurate description of electronic structure is
impossible if one does not account properly for fermionic exchange interaction. In contrast,
nuclei often interact at distances far exceeding their average de Broglie wavelengths, so such
exchange effects can be safely neglected, regardless of the true nuclear spin statistics [6].
The accurate quantum mechanical modelling of nuclei is met with its own challenges,
however. Unlike electrons, which can often be regarded to a first approximation as dynamically
(almost) uncorrelated, nuclei interact with one another in a highly localised manner that
is mediated by the Born–Oppenheimer potential energy surface (PES). Furthermore, many
molecular systems are unlikely to be thermally excited from their electronic ground states,
whereas this is rarely the case for all the nuclear degrees of freedom except at extremely
low temperatures. With current state-of-the-art methods, fully quantum mechanical, non-
perturbative treatments of nuclear vibrational dynamics are feasible for systems with less than
about twenty atoms [7–9]. These methods usually involve diagonalising the (ro)vibrational
Hamiltonian (which may be approximated) in a finite basis set, to yield a finite number of
energy eigenstates and eigenvalues. However, alternative approaches based on grid-based
representations of the wave function are sometimes preferable, such as when the PES is highly
anharmonic [10–12]. One especially popular approach—which may be considered a hybrid of
basis expansion and purely grid-based techniques—is to use a discrete variable representation
(DVR) of the Hamiltonian, which turns it into a matrix with a high degree of sparsity that can
be exploited using well-known diagonalisation algorithms [13–15].
For larger systems, particularly those in condensed phases, computational chemists usually
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resort to classical descriptions of the nuclei. Classical molecular dynamics (MD) and Monte
Carlo (MC) simulations are employed routinely to study the thermodynamic, structural, and
dynamical properties of a wide range of substances [6, 16], from the phase diagram of bulk
water [17] to the folding of proteins [18] to radiation damage in glasses [19]. In MD, one
propagates explicit classical trajectories by numerically integrating Newton’s equations of
motion, often attaching a thermostat of some description to encourage efficient sampling of the
canonical ensemble of configurations and momenta. In contrast, MC simulations traditionally
sample just the configurational part of the ensemble distribution via a series of random jumps
(although the term refers in general to a much broader class of stochastic techniques) [16].
In their most primitive formulations, both MD and MC are applicable to the calculation of
thermodynamic and structural (collectively static) properties, whereas MD can also be used to
calculate dynamical properties, such as vibrational spectra and chemical reaction rate constants.
The broad success of classical approximations to nuclear motion can be attributed to several
key factors. First, quantum coherence, which is a consequence of the interference between
quantum probability amplitudes, usually dies away rapidly in condensed-phase systems at
finite temperatures, as a result of the interactions between very large numbers of degrees
of freedom [20–22]. Second, many of the nuclear degrees of freedom (especially those of
translational and rotational nature) are close to the high-temperature limit, in that the spacing
of their energy levels is small in comparison with :B) (where :B is the Boltzmann constant
and ) is temperature); indeed, the high-temperature () →∞) and classical (ℏ→ 0) limits may
be viewed as essentially equivalent [6]. Third, classical dynamics faithfully reproduces the
expected quantum time dependence of linear observables for a harmonic oscillator (a corollary
of Ehrenfest’s theorem), and nuclear degrees of freedom that are highly quantised—typically
vibrational—often carry fairly mild anharmonicities. Fourth, the empirical atomistic PESs,
also known as force fields, that are often employed in MD/MC simulations are parametrised by
fitting to experimental data. They therefore account implicitly for some nuclear quantum effects
(NQEs) [23, 24]. That said, one must be cautious about extrapolating to conditions different
from those for which the parametrisations have been performed; the theory underpinning
the centroid molecular dynamics method—see below—reveals that such ‘effective classical
potentials’ ought to vary with temperature.
In spite of these factors, NQEs can play a critical, sometimes overlooked role in determining
the properties of many condensed-phase systems, especially those containing light atoms
such as hydrogen [25, 26]. For example, proton delocalisation either strengthens or weakens
the hydrogen bonding of DNA base pairs depending on the temperature [27], and redshifts
the intramolecular stretching frequencies of liquid water and its isotopes by many tens of
reciprocal centimetres [28–30]. In general, the degree of ‘quantumness’ in amildly anharmonic
nuclear coordinate can be crudely quantified by the dimensionless quantity Vℏ|Ω|, where
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V = 1/(:B)) and Ω is the frequency (under the harmonic approximation) characteristic of
motion along the coordinate [26, 31]. NQEs are then most likely to be significant if Vℏ|Ω|  1.
When Ω is real, corresponding to vibrational motion, the most relevant quantum mechanical
phenomenon is vibrational zero-point energy, which pushes the system into more anharmonic
regions of the PES than would be classically accessible at the same temperature. When Ω is
imaginary, corresponding tomotion over a potential barrier (such as during a chemical reaction),
the most relevant phenomenon is quantum tunnelling, which increases the rates of barrier
crossings beyond those predicted by classical rate theories [32]. In this work, we will focus
primarily on the former scenario and its importance in vibrational spectroscopy, but it should be
noted that spectral lineshapes can also be affected by condensed-phase (incoherent) tunnelling
phenomena, albeit less directly. For instance, the singlet nature of the O–H stretch fundamental
band in the room-temperature infrared (IR) spectrumof liquidwater is thought to be attributable,
in part, to tunnelling in the hydrogen bond network [33]. Water is a particularly popular target
of study in general, owing to the highly quantal nature of its vibrations and hydrogen bond
network, coupled with its unparalleled importance across the natural sciences [34, 35].
Even though both zero-point energy and incoherent tunnelling can be of relevance to
dynamical properties, they are considered quantum statistical effects, because they are fully
captured in the specification of quantum initial conditions. This contrasts with real-time
coherence effects, which are inherently dynamical. Statistical and dynamical effects are, of
course, intricately connected, and in an abstract sense may be viewed as analytic continuations
of one another. This is because, under conditions of thermal equilibrium, the relevant statistics
are those of the quantum canonical ensemble, encapsulated by the Boltzmann operator (also
known as the thermal or canonical densitymatrix) [6, 36]. TheBoltzmann operator is equivalent
to the time-evolution operator, but with the time parameter C set to the imaginary value −iVℏ.
Stated differently, the thermal density matrix is equivalent to the imaginary-time propagator.
While the real-time propagator can only be resolved numerically for the smallest of sys-
tems (e.g. by solving the Schrödinger equation), a highly practical means of imaginary-time
propagation—applicable to much larger systems—is provided by Feynman’s celebrated path-
integral formulation [37, 38]. This maps the quantum canonical ensemble onto the classical
canonical ensemble of an extended system, which comprises # → ∞ copies of the original
system connected cyclically by temperature-dependent, harmonic springs. Each nucleus is thus
represented by a ‘ring polymer’ of # ‘beads’, which may be viewed as the discretisation of
a cyclic path in imaginary time. Note that the form of this so-called ‘classical isomorphism’
becomes considerably more complicated if one chooses not to ignore exchange effects [6, 39].
The imaginary-time path-integral formalism enables static quantum properties to be com-
puted by sampling the phase space of the ring polymer, using relatively straightforward gener-
alisations of classical MD/MC techniques [6, 40, 41]. The cost of such a path-integral MD/MC
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(PIMD/MC) simulation is primitively about # time the cost of the corresponding classical
simulation, where the number of beads per polymer # required for convergence depends heav-
ily both on the system and on the property being calculated [25]. Already this circumvents
the exponential scaling associated with explicit diagonalisation of the Hamiltonian. However,
a number of elegant approaches have been developed to accelerate the convergence of PIMD
in particular, including the ring-polymer contraction method [31], coloured-noise (generalised
Langevin) thermostatting [42, 43], and higher-order discretisations of the imaginary-time prop-
agator [44]. Combined with accurate ab initio PESs, PIMD simulation techniques have been
applied to study statistical NQEs in a range of systems [25, 26] such as liquid water [45, 46],
biomolecules [27, 47], and organic molecules adsorbed on surfaces [48]. In recent years,
generalisations to bosonic [49] and fermionic [50] systems have also been proposed.
While PIMD is formally exact for static properties, it is not obvious how one can generalise
it to dynamical properties—usually encoded in time-correlation functions (TCFs)—given the
difficulties associated with real-time propagation that were mentioned above. Within the path-
integral formalism, this manifests as a sign problem, whereby real-time paths would need
to be sampled over a highly oscillatory phase factor that is unamenable to normal methods
of importance sampling (although ways of substantially mitigating this have been developed
for models of dissipative systems) [51]. Fortunately, for condensed-phase systems, the rapid
quenching of quantum coherencemeans that real-time propagation at such a high level of theory
is rarely necessary. A more pragmatic option is to combine quantum statistical sampling with
classical dynamics. Two main classes of approaches have been developed to do this, which
can loosely be regarded as interpolating between the high-temperature and harmonic limits in
which the classical evolution of linear observables is exact.
The first class of quantum statistics–classical dynamics methods is based on Wigner’s
phase-space formulation of quantum mechanics [36]. The Wigner transform of the Boltz-
mann operator gives a quantum analogue of the classical phase-space distribution, known as
the Wigner quasi-probability distribution (so called because it is not necessarily everywhere
positive for anharmonic systems). Correspondingly, exact quantum real-time propagation is
encoded in a quantum analogue of the classical Poisson bracket, known as the Moyal bracket
(which can be obtained as the Wigner transform of a commutator) [52]. Straightforwardly
replacing the Moyal bracket with the Poisson bracket, which is its ℏ → 0 limit, yields an
approximation to quantum time-correlation functions known usually as the linearised semi-
classical initial value representation (LSC-IVR, also the classical Wigner method or linearised
path integral) [53], and was developed chiefly byMiller and co-workers [20, 54–56]. It amounts
to propagating classical Newtonian trajectories, but with initial conditions sampled from the
Wigner distribution. Its name derives from the fact that it can also be obtained by linearising
the differences between forward and backward paths in Van Vleck’s semiclassical initial value
5
representation of the real-time propagator [54, 55]. For large systems, the sampling step has
to be performed approximately, employing one of the many techniques that have been devel-
oped for this purpose [57–66], hence LSC-IVR is not strictly a method in itself but the parent
approximation to a class of methods.
LSC-IVR has been applied with some success to calculate dynamical properties such as
the IR [33, 67, 68] and Raman [69] spectra of liquid water, and vibrational energy relaxation
rates in simple molecular liquids [70, 71]. It has the attractive property of reproducing
exact quantum TCFs in the harmonic, high-temperature, and short-time limits for any pair of
observables, both in and out of thermal equilibrium (assuming the Wigner distribution can be
sampled exactly, which is rarely true in practice). However, it suffers the potentially serious
drawback of violating detailed balance—outside of the harmonic and high-temperature limits,
ensembles of classical Newtonian trajectories do not generally conserve the quantum Wigner
distribution from which they were initially sampled [72]. This has been shown to manifest as
severe zero-point energy ‘leakage’ from intramolecular to intermolecular degrees of freedom,
leading to artificial lineshape broadening in the predicted IR spectrum of liquid water at room
temperature [33].
The second class of methods extend PIMD to dynamical properties, by considering ex-
plicitly the classical real-time evolution of imaginary-time Feynman paths. The theory that
rigorously formalises this, known asMatsubara dynamics, was developed only rather recently
by Althorpe and co-workers [73–77]. They found the surprising result that classical trajecto-
ries arise naturally when the high-frequency ‘jagged’ components of the imaginary-time paths
are discarded [73] or mean-field averaged [76]. This constrains the explicitly sampled phase
space to that of smooth paths, in which the effective Planck constant is zero. The smooth
paths are defined by their Fourier components or ‘Matsubara modes’, whereas the discarded
‘non-Matsubara’ modes are responsible for quantum coherence. Matsubara dynamics may be
viewed as a refinement of LSC-IVR—it is formally exact in all the same limits, with the added
benefit of satisfying detailed balance, which LSC-IVR violates because the non-Matsubara
modes couple to the Matsubara modes and corrupt their trajectories. However, Matsubara
dynamics is far from a practical method for condensed-phase systems, owing to a highly os-
cillatory phase factor in the Matsubara distribution that presents a sign problem akin to that of
real-time path integrals (and plays the same role as the harmonic spring terms of PIMD/MC in
accounting for momentum–position correlations) [73]. Instead, it is a theoretical framework
within which practical methods can be analysed, improved, and devised.
The most well-known extensions of PIMD to dynamical properties are the centroid molec-
ular dynamics (CMD) of Voth and co-workers [78–81], and ring-polymer molecular dynamics
(RPMD) of Manolopoulos and co-workers [82, 83]. These were originally proposed heuristi-
cally but are now recognised as approximations to Matsubara dynamics [84]. CMD propagates
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the centroids (centres of mass) of the imaginary-time paths along Newtonian trajectories on a
temperature-dependent potential of mean force (PMF), which may be regarded as an effective
classical potential, and is obtained by mean-field averaging the dynamics of the fluctuations
about the centroids. In the Matsubara phase space, this amounts to an average over all the
non-zero frequencyMatsubara modes, known collectively as ‘fluctuation modes’ to distinguish
them from the zero-frequency centroid modes. CMD circumvents the Matsubara sign problem
because the Matsubara phase is independent of the centroid modes [84].
RPMD is somewhat more straightforward conceptually, as it approximates quantum TCFs
directly from the classical evolution of ring-polymer beads [82, 83]. It can be derived from
Matsubara dynamics starting with a non-canonical coordinate transformation that exchanges
the Matsubara phase for the harmonic springs of PIMD, followed by analytic continuation to
shift the new momentum coordinates onto the real axis. In itself, this is not necessarily an
approximation [85], but does result in numerically unstable, complex trajectories that appear
to be no easier to treat than the original sign problem [75]. The RPMD approximation is then
simply to discard the imaginary parts of the equations of motion [84]. By construction, both
CMD and RPMD obey detailed balance and are exact in the high-temperature limit. RPMD
is also exact in the short-time limit, whereas for CMD this holds true only for a TCF of two
linear observables. In the harmonic limit, RPMD is exact if at least one of the observables is
linear, whereas for CMD, both observables must be linear.
CMD and RPMD have been applied successfully to calculate a range of condensed-phase
dynamical properties, such as transport coefficients [34, 86–93] and reaction rate constants [94,
95]. For vibrational spectra, CMD gives very good descriptions of fundamental bands at
reasonably high temperatures, such as for high-temperature compressed liquid water [29] and,
to some extent, room-temperature liquid water [29, 96–98]. However, at low temperatures,
the mean-field approximation can break down catastrophically, particularly if a high-frequency
vibration is coupled to a low-frequency rotation or libration. This is because the imaginary-
time paths (or ring polymers) can delocalise along curved valleys in the PES in a way that
displaces them from their centroids, which has been shown to cause artificial redshifts and line
broadening in stretch bands. This is known as the curvature problem [76, 99, 100]. RPMD
avoids the curvature problem, but is usually unsuitable for spectrum prediction because the
fictitious, high-frequency oscillations of the ring-polymer fluctuations couple to the physical
vibrations of the centroid. This can lead to erroneous peaks and unphysical peak splitting,
behaviour often referred to as the spurious resonance problem [99–101].
A simple but effective way to mitigate the spurious resonance problem was proposed by
Rossi et al. [102]. A Langevin thermostat is attached independently to each ring-polymer
fluctuation mode, which formally arises if the imaginary part of the (analytically contin-
ued) Matsubara dynamics is replaced by Langevin dynamics (rather than simply being dis-
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carded) [85]. The resultant damping of the fluctuation modes prevents the appearance of
artificial peaks and peak splitting in vibrational spectra. This method, known as thermostatted
RPMD (TRPMD), is exact in all the same limits as RPMD, and has been applied successfully
to calculate fundamental bands in the vibrational spectra of condensed-phase water [29, 98],
organic molecules [103, 104], and protonated water clusters [102, 105]. Its main drawback
is the artificial broadening of spectral lineshapes that stems from the interactions between the
thermostats and the centroids, especially at low temperatures. It has been shown that one
can reduce some of this broadening by using appropriately tuned, coloured-noise thermostats
in place of the standard (white-noise) thermostats, with the stipulation that this corrupts the
low-frequency part of the spectrum [104, 106].
A method that generalises CMD to avoid both the curvature and spurious resonance prob-
lems was conceived very recently by Trenins et al. [77, 107]. Named quasi-centroid molecular
dynamics (QCMD), it is based on the premise that there is no a priori reason why the coordi-
nates used to define the PMF should correspond to the Cartesian ring-polymer centres of mass.
Instead, one introduces a curvilinear generalisation of the centroid that is defined in terms
of bond lengths and bond angles, in such a way that the ring polymers are highly unlikely to
delocalise around it. So far, QCMD simulations have been limited to gas- and condensed-phase
water (as well as toy models), for which they give excellent predictions of fundamental bands
that considerably outperform those of CMD or TRPMD at low temperatures [107]. Further
work is required to generalise the method to other molecular systems, but the results for water
are certainly very promising.
The most significant limitation common to path-integral methods such as [Q]CMD and
[T]RPMD lies in their improper treatment of the Matsubara fluctuation dynamics, which
[Q]CMD treats at the mean-field level and [T]RPMD corrupts with the ring-polymer internal
springs or stochastic thermostats [77, 84, 85]. The usual justification for this is that the
quantum statistics of linear observables depends explicitly only on the centroids, which are
not directly affected by such approximations. However, the approximations break down for
nonlinear observables, which depend explicitly also on the fluctuation modes [108]. In the
context of vibrational spectroscopy, the relevant observables are the dipole moment and the
polarisability for IR and Raman spectroscopy, respectively; we will focus mostly on the former.
Nonlinearities in the dipole moment are known as electrical anharmonicity—distinct from
mechanical anharmonicity, which is nonlinearity in the force. Small amounts of electrical
anharmonicity are not usually too problematic for the calculation of (IR) fundamental bands,
which are dominated by harmonic contributions, but can have much larger effects on the
intensities of anharmonic features such as overtone, combination, and difference bands [109].
Even in the total absence of electrical anharmonicity, as is the case for point-charge models
of dipole moment surfaces (DMSs) like q-TIP4P/F for water [33], the intensities of (symmetry-
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allowed) overtone, combination, and difference bands may have non-zero contributions due
to the mechanical anharmonicity of the PES. For instance, wave function–based calculations
reveal that the spectrum of q-TIP4P/F ice Ih contains a pronounced bend–libration combina-
tion band [29]. Such anharmonic features are of considerable interest to the spectroscopy
community [110]—they dominate the near-IR regions of most vibrational spectra, which, for
aqueous systems, are typically better resolved than the mid-IR regions, and therefore act as
useful sources of structural and dynamical information [111]. Furthermore, the frequency shift
associated with hydrogen bonding is greater for the first overtone of the O–H stretch than for
the fundamental [112], whereas the reverse is true of changes to their intensities, so detailed
information about the state of hydrogen bonding is easier to deduce from the overtone band than
from the fundamental band [113]. The relevance of the underlying physics also extends beyond
linear spectroscopy; nonlinear spectroscopy, such as two-dimensional IR, is often performed
with the explicit goal of probing anharmonic couplings by analysing overtone and combination
bands [114], and the corresponding vibrational transitions play a key role in chemically relevant
processes such as vibrational energy relaxation [2].
In spite of this, relatively little attention has been paid in the literature to the path-integral
theoretic description of anharmonic spectral features, probably because they are assumed
to be inherently linked to quantum coherence and thus inaccessible to quantum statistics–
classical dynamics methods. It is known, for instance, that the ‘centroid-following’ methods
CMD, TRPMD, and QCMD all miss the bend–libration combination band of q-TIP4P/F ice
Ih [29, 107]. However, the neglect of coherence seems to be an unlikely explanation, given
that LSC-IVR has been found to be successful in capturing the same feature in the IR [68] and
Raman [69] spectra of liquid water, albeit with different choices of PES and DMS. In an effort
to combine the detailed balance of centroid-followingmethods with the generality of LSC-IVR,
Smith et al. [115] and later Willatt et al. [75, 116] developed the ‘planetary model’—a method
designed with the express aim of treating linear and nonlinear observables on a equal footing.
It is based on a locally harmonic approximation to the Matsubara potential, which allows one
to integrate out the Matsubara phase and capture the leading-order dynamics of the fluctuation
modes by propagating trajectories for a single point on the imaginary-time path [75]. This point
is termed the ‘planet’, which is attached to the centroid via a quasi-harmonic spring. Because the
planetary model considers the fluctuation dynamics explicitly, there is no reason that it should
be incapable of describing electrically anharmonic contributions to overtone and combination
intensity. However, it would be somewhat surprising if it could capture the mechanically
anharmonic contributions any more successfully than centroid-following methods, given the
locally harmonic approximation upon which it is grounded.
After reviewing the necessary background theory in Chapter 2, in Chapter 3 of this work,
we take a step back and focus on a simple model of coupled harmonic oscillators to tackle the
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question of whether (and if so, how)Matsubara dynamics is capable of accurately capturing the
intensities of anharmonic spectral features. For the sake of simplicity, we limit the discussion
to first overtones and binary combination and difference bands, assumed in all cases to be well
separated fromany other band of the same symmetry, and so free from the effects of statemixing.
Our analysis begins with the derivation of formal expressions for the integrated intensities of
quantum, classical, and Matsubara IR absorption bands at thermal equilibrium, then we apply
first-order quantum and classical perturbation theories to evaluate the intensities of anharmonic
bands up to second order in the perturbation parameter (the first-order contributions can be
seen to vanish because the rate of a quantum transition scales approximately with the squared
magnitude of the transition dipole moment). We find that Matsubara dynamics reproduces
the (second-order) quantum intensities when all the fluctuation modes are included. This
confirms that the quantummechanical intensification of first overtones and binary combination
bands, and corresponding de-intensification of binary difference bands, is mainly a statistical
effect. Quantum coherence plays a minor role if any, at least for our simple model. The
(de-)intensification is shown to be related to the anharmonic coupling between the centroids
and the fluctuation modes, which increases the amplitudes of the non-fundamental centroid
vibrations to what they would be in the corresponding classical system with the oscillators
prepared at their quantum effective temperatures. We refer to this phenomenon as ‘Matsubara
heating’, and show that it can also be interpreted in terms of the corresponding heating of
a point or ‘bead’ on the imaginary-time path. We explain that centroid-following methods
like [Q]CMD and [T]RPMD do not account for the effects of Matsubara heating any better
than classical MD, because they neglect or corrupt the dynamics of the fluctuation modes;
the essential property of Matsubara dynamics is seen to be that the fluctuations oscillate with
the same fundamental frequencies as the centroids. While the planetary model respects this
property, it fails to account for the contributions of mechanical anharmonicity to absorption
intensities, because it neglects both local anharmonicity in the dynamics of the planets and
centroid–fluctuation coupling in the dynamics of the centroids. We illustrate the validity of
our results in one dimension for the O–H stretch part of the q-TIP4P/F potential, and propose a
very simple quantum–classical scaling factor to use as a post-processing correction to classical
or path-integral anharmonic absorption intensities. The results of Chapter 3 complement those
of Plé et al., who used a different, but equivalent, formulation of classical perturbation theory
to arrive at similar conclusions regarding the role of centroid–fluctuation coupling [65, 117].
In Chapter 4, we report the results of illustrative simulations of q-TIP4P/F water in its gas,
liquid, and ice Ih phases. We assess the descriptions of IR spectra given by classical MD,
TRPMD, QCMD, and LSC-IVR, where for the LSC-IVR simulations we employ the local
Gaussian approximation (LGA) of Liu and Miller [60] to sample from the Wigner distribution.
We argue that QCMD provides the best description of fundamental bands of any known
10 Introduction
quantum statistics–classical dynamics method, whereas TRPMD provides a (much cheaper)
damped version, and LSC-IVR is desirable if one requires a qualitatively reasonable description
of anharmonic absorption intensities. We find that our post-processing scaling factor, despite its
simplicity, brings the intensities in the classical and QCMD gas-phase spectra into much closer
agreement with exact quantum results. The approach is further validated by application to
the classical spectrum of gas-phase ammonia, where it performs just as well. Unsurprisingly,
it is less applicable to the condensed-phase water spectra, which contain many overlapping
bands, but it does nonetheless bring the classical absorption intensities into somewhat closer
agreement with experiment when paired with the accurate MB-pol and MB-` surfaces of
Paesani and co-workers [97, 118–120].
Chapter 5 is devoted to the phenomenon of Fermi resonance, the special but important case
of an overtone or combination band mixing with a fundamental band of identical symmetry
and similar frequency. It is known from the perturbative analysis of Basire et al. that classical
dynamics severely underestimates Fermi splittings in CO2 and similar systems [121], and
recent numerical work by Plé et al. revealed that centroid-following methods suffer the same
drawback. We focus on the CO2 model of refs. 65, 117, 121, 122 (among others), showing
numerically that including the lowest six Matsubara fluctuation modes amplifies the Fermi
splitting beyond the classical estimate. We then introduce a phase-free ‘harmonic decorrelated’
(HD) approximation to Matsubara dynamics, and a related approach to simulating classical
dynamics with ‘imitated Matsubara heating’ (IMH), which allow us to investigate the effects
of including many more fluctuation modes than would be possible by brute force. Our results
suggest that Matsubara dynamics would be likely to give a Fermi splitting within a few
reciprocal centimetres of the quantum result if all the fluctuation modes could be included,
and that the mechanism responsible for this is Matsubara heating. For completeness, we also
consider the simplest two-dimensional model to display 2 : 1 Fermi resonance, consisting of
two cubically coupled harmonic oscillators. In addition to the expected Fermi splitting, we
observe a secondary splitting of comparable magnitude in the classical power spectrum of the
low-frequency oscillator. Both splittings increase upon including Matsubara fluctuations, but
the secondary splitting disappears when an additional physical degree of freedom is introduced.
Using ideas from semiclassical theory, we argue that the secondary splitting is an artefact of
neglecting quantum coherence in two dimensions.
Finally, in Chapter 6, we conclude by addressing the scope and limitations of our results.
We suggest areas for further work, and speculate that a physically-motivated combination of
path-integral and wave function–based approaches might be the most pragmatic way to obtain
reliable results for condensed-phase vibrational spectra.
Chapter 2
Background theory
2.1 Molecular systems at thermal equilibrium
Under the Born–Oppenheimer approximation and non-relativistic conditions, a molecular sys-
tem in its electronic ground state and in the absence of any external forces can be characterised




p̂ ·M−1p̂ ++ (q̂), (2.1)
where q̂ ≡ (@̂1, . . . , @̂)T are the nuclear position operators, p̂ ≡ ( ?̂1, . . . , ?̂)T their conjugate
momentum operators, M is the positive-definite mass matrix, and  is the number of relevant
nuclear degrees of freedom [3]. The mass matrix is diagonal if q̂ corresponds to Cartesian
nuclear coordinates. The function + contains contributions from the total electronic ground
state energy, aswell as direct Coulombic repulsion between the nuclei, and is called the potential
energy surface (PES).
When the system is isolated from its surroundings, its microscopic state is fully described
by a state vector |k〉, normalised such that 〈k |k〉 = 1 [38]. Observable properties are described
by the (real) eigenvalues of Hermitian operators that act on |k〉; ?̂8 and @̂8 defined above
are examples of such operators, as are any operators constructed from them such as the
Hamiltonian, ̂. The eigenvalues {0, . . . , ∞} of the Hamiltonian are obtained by solving
the time-independent Schrödinger equation,
̂ |k=〉 = = |k=〉, (2.2)
and represent the total energy of the system prepared in the eigenstate |k=〉 [38].
Consider some observable  that depends explicitly on momentum and/or position, but not
on time. Defining the state operator d̂ = |k〉〈k |, the expectation value of  can be written in
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where Tr[·] denotes the quantum mechanical trace and ̂(C) is the Hermitian operator











in which ℏ is the reduced Planck constant and [· , ·] denotes the commutator. The formal
solution to Eq. (2.4) is
̂(C) = *̂ (−C) ̂*̂ (C), (2.5)
where
*̂ (C) = e−i̂C/ℏ (2.6)
is known as the time-evolution operator [36, 38, 123]. Alternatively, one may adopt the
Schrödinger picture, in which the time dependence of observables is associated with the state








d̂(C) = |k(C)〉〈k(C) | (2.8)
and |k(C)〉 = *̂ (C) |k〉 formally solves the time-dependent Schrödinger equation (TDSE),
iℏ | ¤k(C)〉 = iℏ d
dC
|k(C)〉 = ̂ |k(C)〉. (2.9)
In what follows, we employ the Heisenberg picture unless otherwise specified.
In practice, molecular systems are not isolated from their surroundings, but interact with
them in an intricate way. It is then not generally possible to specify a unique state vector but
one can still define a density operator (or density matrix), d̂, to describe a statistical ensemble
of systems so that Eq. (2.3) remains valid [6, 36]. We limit our discussions to the canonical
ensemble, which arises when the system is allowed to reach thermal equilibrium with its








where V = 1/(:B)) is the inverse temperature (in units of the Boltzmann constant :B, with )
2.1 Molecular systems at thermal equilibrium 13






is the quantum partition function. As indicated in Eq. (2.10), the Boltzmann operator is
equivalent (up to a proportionality constant) to the time-evolution operator with ‘imaginary
time’ g = iC = Vℏ. The real and imaginary-time–evolution operators clearly commute with one
another, thus using the cyclic property of the trace one finds that
〈(C)〉q = 〈(0)〉q ≡ 〈〉q , (2.12)
i.e., thermal expectation values (canonical ensemble averages) are time-invariant. This very
important result enables thermodynamic and structural properties of the system, collectively
static properties, to be cast in terms of thermal expectation values with appropriate choices of
̂ [6].
2.1.1 The classical limit
While quantum mechanics provides the most accurate description of molecular systems, at
sufficiently high temperatures their behaviours become very well-approximated by classical
mechanics, which may formally be considered the ℏ→ 0 limit of quantum mechanics [6]. In
particular, for systems at thermal equilibrium, classical equations of motion apply when :B)
is large compared to the spacing between the energy levels, =.
The classical analogue of the Hamiltonian given in Eq. (2.1) is
 (p, q) = 1
2
p ·M−1p ++ (q), (2.13)
in which momentum and position are now represented by the variables p ≡ (?1, . . . , ?)T
and q ≡ (@1, . . . , @)T. Collectively, the so-called dynamical variables (p, q) fully specify
the microscopic state of the classical molecular system. They evolve in time according to
Hamilton’s equations of motion [6, 124],
¤p = dp
dC
= −∇q (p, q) = −∇q+ (q) (2.14a)
¤q = dq
dC
= ∇p (p, q) = M−1p, (2.14b)
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From the chain rule it follows that the observable  ≡ (p, q) evolves in time according to
¤ = d
dC
= −{, } = L, (2.16)
where the Liouvillian (or Liouville operator) is defined as
L ≡ −{, · } ≡ −
[←−∇q · −→∇p −←−∇p · −→∇q] (2.17a)
= p ·M−1∇q − ∇q+ (q) · ∇p, (2.17b)
and {· , ·} denotes a Poisson bracket [6, 16]. The overhead arrows in Eq. (2.17a) are used
to indicate in which direction the gradient operators act. It is important to recognise that
Eq. (2.17a) is very general, in that it still holds if (p, q) are replaced by some general set of
canonical coordinates such as action-angle variables (see Section 3.1.2); in contrast, Eq. (2.17b)
is specific to our choice of coordinate system, in which the mass matrix has been assumed
implicitly not to depend on position. The formal solution to Eq. (2.16) is




= eLC(p, q). (2.18)
When the classical system is brought into thermal equilibrium with its surroundings, its
statistics follow the classical analogue of the quantum canonical ensemble described above.
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´ ∞













dq deq(p, q) (2.21)
is the classical partition function [6]. Since deq is a function of theHamiltonian, we trivially have
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Ldeq = 0, while Liouville’s theorem states that (p, q) → (eLCp, eLCq) constitutes a canonical
transformation and thus has unit Jacobian. It follows that classical thermal expectation values
obey Eq. (2.12), which could of course also be deduced simply by recognising them to be the
ℏ→ 0 limits of quantum expectation values.
2.1.2 Time-correlation functions
A time-correlation function (TCF) of observables  and  can be expressed in general as
〈(C0)(C0 + C)〉q/c. Linear response theory relates equilibriumdynamical properties to thermal
TCFs in particular, which, from Eq. (2.12), are independent of the time origin C0, and may thus
be expressed more concisely as 〈(0)(C)〉q/c [2, 125].
In the case of classical dynamics, there exists one unique definition of the (thermal) TCF,
namely




dq deq(p, q)(p, q)eLC(p, q). (2.22)
However, properties of the classical canonical (Boltzmann) distribution give rise to certain
symmetries that enable the classical TCF to be expressed in several equivalent ways [2]. Most
trivially, the reality of  and  implies that the TCF is itself real, giving
2 (V; C) = 2∗ (V; C). (2.23)
Furthermore, exploiting the independence of C0 noted above, we can replace (p, q)eLC(p, q)
with (p, q)e−LC(p, q) in the integrand of Eq. (2.22) (equivalent to setting C0 = −C), which
yields
2 (V; C) = 2 (V;−C). (2.24)




2 (V; C) = 2 ¤ (V; C) = −2 ¤ (V; C). (2.25)
A special case of Eq. (2.25) that applies to the autocorrelation function (ACF), 2 (V; C), is
m2
mC2
2 (V; C) = −2 ¤ ¤ (V; C), (2.26)
the usefulness of which will become apparent in Section 2.1.3.
Naively, one may promote the classical distribution function, deq, and variables  and  to
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their corresponding quantum operators, to yield













which is often known the standard (quantum) TCF. This has fewer symmetries than the classical
TCF; because the commutator [ ̂, ̂] is in general non-vanishing, the standard TCF is not
required to be real [2, 6]. It does, however, obey the quantum detailed balance condition
 (V; C) = ∗ (V;−C), (2.28)
which follows from well-known properties of the trace; the classical analogue of this result is
Eq. (2.24). The time derivative of the standard TCF satisfies
m
mC
 (V; C) =  ¤ (V; C) = −∗¤ (V; C), (2.29)
analogous to Eq. (2.25). Crucially, however, the non-commutativity of ̂ and ̂ implies that
the function Tr[deq(V)̂(C) ̂] is just as sensible a choice as Tr[deq(V) ̂̂(C)] for the quantum
analogue of the classical TCF, and indeed also converges to it in the limit ℏ→ 0. In fact, these
two quantities capture identical information about the dynamics of the quantum system, as it is



















That is to say, there is ambiguity regarding atwhich end of the imaginary-time path (0 6 g < Vℏ)
the observable  is recorded. The most general form of quantum TCF places the observation
at some arbitrary point along this path, and is equivalent to analytically continuing the standard
TCF into the complex plane i.e.,










(V; C) in the limit g → Vℏ. For any choice of g,  (V; C + ig) can be related
to the standard TCF by defining the (real-time) Fourier transform





dC e−ilC (V; C + ig), (2.32)
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then making the substitution B = C + ig to give





dB e−ilB (V; B). (2.33)
Since the integrand in Eq. (2.33) is an entire function of B, the integration variable may be
shifted onto the real axis to give
 (V;l, g) = e−lg (V;l, 0) ≡ e−lg (V;l). (2.34)
Combining Eqs. (2.28), (2.30), (2.31), and (2.33) leads to a frequency-domain expression of
quantum detailed balance,
 (V;−l) = e−Vℏl (V;l). (2.35)
Note that in the classical limit, Eq. (2.35) holds without the factor of e−Vℏl.
The most symmetric and ‘democratic’ form of quantum TCF, which arises naturally in
quantum linear response theory, may be obtained by averaging over the imaginary-time coor-
dinate, g, in what is known as a Kubo transform [2, 125]. The Kubo-transformed TCF is then
defined as





dg  (V; C + ig). (2.36)

















can be derived from Eq. (2.34). The Kubo-transformed TCF has all the same symmetries as
the classical TCF, most importantly
̃ (V; C) = ̃∗ (V; C) (2.39)
and
̃ (V; C) = ̃ (V;−C), (2.40)
which is yet another statement of quantum detailed balance. In the frequency domain, this can
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be expressed as
̃ (V, l) = ̃ (V,−l). (2.41)
Of all the possible equilibrium quantum TCFs, the Kubo-transformed version is often
considered the ‘most classical’, because it has the same symmetries as the classical TCF, and
can be shown to be equal to it in the harmonic limit as long as both ̂ and ̂ are linear functions
of the position and/or momentum operators [6, 73, 74, 82]. For this reason, the frequency-
dependent prefactor defined inEq. (2.38) is known in some literature as the ‘harmonic correction
factor’. However, the real part of the standard TCF also satisfies the classical symmetries, and
is the most natural target for some simulation methods (e.g. LSC-IVR—see Section 2.3 and












 (V; C) + ∗ (V; C)
]
, (2.42)
and is therefore sometimes known as the symmetrised or ‘symmetric-split’ TCF. Its Fourier
transform,  [R]









in which the prefactor is sometimes called the ‘standard correction factor’ [126, 127].
2.1.3 Vibrational spectroscopy
At ambient temperatures, the nuclear degrees of freedom for which quantum and classical
descriptions differ the most are typically vibrational in nature. This is because the vibrational
frequencies (and thus energy level spacings) are often large relative to :B) . Vibrational
spectroscopy is a powerful tool for probing the associated dynamics, and in this section we
focus chiefly on infrared (IR) spectroscopy, where pulses of IR radiation induce transitions
between vibrational energy levels. The rates of these transitions are proportional to the squared
magnitudes of the transition dipole moments, 〈kinitial | -̂ |kfinal〉, where -̂ ≡ -(q̂) is the dipole
moment operator, and the function - is called the dipolemoment surface (DMS). The arguments
that follow, however, can be easily modified to apply to Raman spectroscopy, for which the
relevant operator is the polarisability operator [2, 6, 128].
Suppose the electric field component of an electromagnetic pulse has a field strength E
that is constant over the frequency range of interest. Assuming the system starts out in thermal
equilibrium, Fermi’s Golden Rule gives the net energy absorption spectrum in terms of energy
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-̂k=′〉 · 〈k=′-̂k=〉X (=′−=+ℏl) . (2.44)
The theoretical quantity (q(V;l) is directly proportional to the absorbance multiplied by the
frequency-dependent refractive index; in practice, the latter can be obtained from the former
using the Kramers–Kronig relations (and its frequency dependence is often fairly weak),
thus (q(V;l) is a reasonable proxy for the IR spectrum [6]. In deriving Eq. (2.44), one
must account explicitly for detailed balance, which is to recognise that the magnitude of the
absorption observed at frequency l = (=′ − =)/ℏ includes both positive contributions from
the transition |=〉 → |=′〉 and negative contributions from |=′〉 → |=〉. The net absorption is
necessarily non-negative at thermal equilibrium, where there is no population inversion.













=′ − = + ℏl
)
, (2.45)
the Fourier-space representation of the Dirac delta function
X
(








and the eigenvalue relation *̂ (C) |k=〉 = e−i=C/ℏ |k=〉, Eq. (2.44) can be re-expressed as [6]
















*̂ (−iVℏ) -̂k=′〉 · 〈k=′*̂ (−C) -̂*̂ (C)k=〉. (2.47)
Since resolution of the identity in the energy basis gives 1̂ =
∑∞
=′=0 |k=′〉 〈k=′ |, it is clear that
the term on the second line of Eq. (2.47) is just the Fourier transform of the standard dipole
moment autocorrelation function (ACF) i.e., Eq. (2.27) with ̂ = ̂ = -̂. Thus




where `` is shorthand for -·-. Alternatively, we can use Eq. (2.37) to write the spectrum
in terms of the Kubo-transformed ACF as
(q(V;l) = 2c |E |2Vl2̃`` (V;l), (2.49)
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or Eq. (2.43) to write it in terms of the symmetrised ACF as





Using quantum analogues of Eq. (2.26), each of Eqs. (2.48–2.50) may be recast in terms of
dipole-derivative ACFs as
(q(V;l) = 2c |E |2V
1 − e−Vℏl
Vℏl
 ¤̀ ¤̀ (V;l) (2.51a)
= 2c |E |2V tanh(Vℏl/2)
Vℏl/2 
[R]
¤̀ ¤̀ (V;l) (2.51b)
= 2c |E |2V̃ ¤̀ ¤̀ (V;l), (2.51c)
where e.g.  ¤̀ ¤̀ ≡  ¤-· ¤-. Expressed in words, Eq. (2.51c) says that the energy absorption
spectrum is directly proportional to the Fourier transform of the Kubo-transformed dipole-
derivative ACF, which makes the latter a particularly attractive target quantity for molecular
simulations.
In the classical limit, the standard, symmetrised, and Kubo-transformed ACFs become
equivalent. The energy absorption spectrum is then given by
(c(V;l) = 2c |E |2Vl26`` (V;l) (2.52a)
= 2c |E |2V6 ¤̀ ¤̀ (V;l), (2.52b)
where 6`` (V;l) is the Fourier transform of the classical dipole moment ACF, 2`` (V; C) (given
by Eq. (2.22) with  =  = -), and similarly for 6 ¤̀ ¤̀ (V;l). In practice, however, the classical
ACF is often employed as the starting point for IR spectrum prediction even far from the
classical limit [129–131], owing to the intractability of the nuclear Schrödinger equation for
large molecular systems. It is therefore pertinent to ask which of the quantum ACFs described
above—standard, Kubo-transformed, or symmetrised—is best approximated by the classical
result. Comparing Eq. (2.49) with Eq. (2.52a) suggests the Kubo-transformed ACF to be
the best candidate, and this is supported by the general result noted in Section 2.1.2 that the
classical and Kubo-transformed TCFs of linear observables are equal in the harmonic limit.
Of particular interest to us are the ways in which the accurate, quantum descriptions of IR
(and Raman) spectra differ from their classical counterparts. This comes under the general ban-
ner of nuclear quantum effects (NQEs) [25], named so because (under the Born–Oppenheimer
approximation) the electronic degrees of freedom are treated implicitly as quantummechanical,
even if the nuclei are not. For a system with only a small number of interacting vibrations, such
as gas-phase water, the quantisation of vibrational and rotational energy can have a drastic,
qualitative effect on the appearance of its spectra. For instance, vibrational excitations can
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occur simultaneously with rotational transitions, giving rise to detailed rotational fine structure
in vibrational absorption bands—with sufficiently high resolution, each observed rovibrational
transition manifests as a single, sharp line [128].a In the time domain, this corresponds to long-
time recurrences in TCFs, otherwise known as coherence. Such coherence is preserved in the
classical limit only for harmonic vibrations [22]; otherwise, vibrational absorption bands adopt
broad lineshapes. ‘Quantum coherence’ in this context thus refers to the long-time recurrences
present in the dynamics of anharmonic degrees of freedom.
In condensed-phase systems, the number of interacting degrees of freedom is increased
dramatically. Molecular translations and rotations become frustrated (i.e., rotations become
librations) and couple more strongly with the (intramolecular) vibrations. In this regime, quan-
tum coherence effects are usually assumed to be negligible, with any long-time recurrences in
TCFs becoming unobservable on the time scale of vibrational spectroscopy [20–22]. How-
ever, other NQEs may still be at play, including zero-point energy and (incoherent) quantum
tunnelling—both connected directly to quantum uncertainty, or delocalisation. In contrast to
coherence, which is inherently dynamical, zero-point energy and tunnelling are considered
quantum statistical effects, as they are captured entirely by the initial phase-space distribution.
The concept of quantum phase-space distributions is formalised in Sections 2.2 and 2.3. Zero-
point energy is of particular relevance to vibrational spectroscopy, as it can cause frequency
shifts of up to many tens of reciprocal centimetres [28–30, 104, 105].
Even in the condensed phase, certain spectral features exhibit drastic NQEs. Namely, the
intensities of overtones and combination bands are significantly underestimated by classical
mechanics, as are the magnitudes of Fermi resonance splittings. These effects will be explored
in detail in subsequent chapters. What they have in common is that they are inherently
anharmonic, meaning they are not observed at all when the PES is quadratic (mechanically
harmonic) and the DMS is linear (electrically harmonic). Whether they are purely statistical
effects, or if quantum coherence plays some role, has been a matter of some disagreement [69,
102].
aIn practice, homogeneous broadening effects cause spectral lines to have approximately Lorentzian
profiles with small, but finite, widths, even at infinite resolution [2]. However, this is beyond the scope
of our discussion.
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2.2 Path-integral molecular dynamics
2.2.1 Phase-space path integrals
Consider the Trotter decomposition of the time-evolution operator in one dimension ( = 1),
*̂ (C) = e−i̂C/ℏ = lim
#→∞
(
e−i+̂ C# /ℏe−i)̂ C# /ℏ
)#
, (2.53)
where )̂ = ?̂2/2< and +̂ ≡ + (@̂) are the kinetic and potential operators, respectively, and
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d@ |@〉〈@ | , (2.55)
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(2.56)
where we have dropped the integration limits for brevity. Then, using
e−i)̂ C# /ℏ




@〉 = exp(− iC#+ (@)
ℏ
)@〉 (2.57b)
and 〈? |@〉 = e−i?@/ℏ, Eq. (2.56) simplifies to [38]
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Note @# is not yet an integration variable in Eq. (2.58); the factor of e−i?# @# /ℏ on the first line
is included to eliminate e+i?# @# /ℏ on the second line. Thus, using 〈@0 |@〉 = X(@0 − @), we can
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write a general matrix element of the time-evolution operator in the position basis as
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also known as the propagator or kernel [38], where p ≡ (?1, . . . , ?# )T and likewise for q (note
that these differ from the definitions of p and q used in Section 2.1, where multiple molecular
degrees of freedom were involved). More generally, for a function of the position operator
̂ ≡ (@̂), we can use 〈@# |(@̂) |?#〉 = (@# )ei?# @# /ℏ to write
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To obtain the quantum partition function, we simply set C = −iVℏ and @ = @0 in Eq. (2.59),















d#q e−V# [# (p,q)+i\# (p,q)] , (2.62)
in which V# = V/# and it is understood that (?; , @;) ≡ (?;+# , @;+# ). We have defined a
Hamiltonian for the cyclic imaginary-time pathb
# (p, q) =
#∑
;=1
 (?; , @;), (2.63)
and a phase
\# (p, q) = −
#∑
;=1
?; (@; − @;−1)
V#ℏ
= −p ·Wq, (2.64)
in which W is a matrix with elementsW;,; ′ = (X;,; ′ − X;,; ′+1)/V#ℏ, and it is understood that
Kronecker deltas are defined modulo # i.e., X;,; ′ = 1 if ; ≡ ;′ mod #; 0 otherwise. Thermal
bThe replacement  (?;, @;−1) →  (?;, @;) is justified because the Hamiltonian does not mix
momentum with position.
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d#q e−V# [# (p,q)+i\# (p,q)]# (q),
(2.65)
where we have defined the path-integral estimator # (q) analogously to # (p, q).
Defining the imaginary time variable g = ;V#ℏ, such that the phase space (p, q) is rep-
resented by the periodic functions (?(g), @(g)) = (?(g + Vℏ), @(g + Vℏ)) ≡ (?; , @;), gives
rise to an elegant ‘continuum’ notation for the imaginary-time phase-space path integrals of




































d#q denotes integration over all possible cyclic
paths. An analogous expression may be written for the partition function. However, Eq. (2.66)
is not as rigorous as Eq. (2.65); since the functions (?(g), @(g)) are not generally smooth,
it is not generally legitimate to interpret the summand in Eq. (2.64) as a finite-difference
derivative [38]. This idea will be built upon in the discussion of Matsubara dynamics in
Section 2.4.
2.2.2 Ring-polymer formulation
Eq. (2.65) is of limited utility for practical calculations of expectation values, as # (q) has to
be sampled over a highly oscillatory phase factor, which is not usually amenable to importance
sampling. However, making the substitution p = (M/<)−1/2p + i<Wq then analytically










d#q e−V# '# (p,q)# (q), (2.67)
where we have defined a new Hamiltonian
'# (p, q) =
1
2
p ·M−1p + 1
2
q ·Kq ++# (q). (2.68)
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2X;,; ′ − X;,; ′−1 − X;,; ′+1
)
, (2.69)
and +# (q) is defined analogously to # (p, q) and # (q). The matrix M, known as the
Parrinello–Rahman mass matrix [41], is required to be symmetric and positive-definite but the
values of its elements are otherwise arbitrary. With  dependent only on position, p can be















q ·Kq ++# (q)
])
# (q). (2.70)
Comparing Eqs. (2.70) and (2.67) (and analogous expressions for /q(V)) with Eqs. (2.19)
and (2.21) reveals a formal equivalence in the # →∞ limit between the Boltzmann statistics of
a quantum system at temperature ) , and that of a classical ‘ring polymer’ at temperature #) , in
which # replicas of the system (‘beads’) are cyclically connected by harmonic springs [6, 39].
The variables p represent the ‘momenta’ of the ring-polymer beads, even though p bears a
stronger physical relationship to the momentum of the original quantum system.
In path-integral molecular dynamics (PIMD) simulations, quantum thermal expectation
values are obtained by sampling the configuration spaces of ring polymers along thermostatted
classical trajectories [6, 41, 132]. The number of beads, # , is treated as a convergence
parameter, with # = 1 being equivalent to classical MD, whereas exact quantum statistics is
achieved with #  VℏΩmax, whereΩmax is the largest physical frequency (usually vibrational)
characteristic of the system under study [25]. The values of the elements of the Parrinello–
Rahman mass matrix, M, may be tuned so as to maximise the efficiency of importance
sampling. Using PIMD, numerically exact static thermal averages can be calculated as a matter
of routine, even with expensive ab initio PESs [45–47, 133].
2.3 Linearised semiclassical initial value representation
2.3.1 Wigner phase-space formulation
Section 2.2 outlined one way to cast quantum Boltzmann statistics in terms of a phase-space
probability distribution. Another approach employs the Wigner transforms of quantum opera-
tors. By inserting resolutions of the identity in the position basis, it is straightforward to show









d 〈q + /2| d̂ |q − /2〉〈q − /2| ̂(C) |q + /2〉 (2.71)
26 Background theory
(where we have returned to the multidimensional scenario, so p ≡ (?1, . . . , ?)T and likewise


































d eip·/ℏ 〈q + /2|$̂ |q − /2〉 . (2.74)
By similar argument, the standard quantum TCF may be written as [63, 134]



























The Kubo-transformed TCF may be obtained by replacing *̂ (−iVℏ) ̂ in Eq. (2.75) with
(Vℏ)−1
´ Vℏ
0 dg *̂ (−i(Vℏ − g)) ̂*̂ (−ig). The Wigner transform of the density operator,
(2cℏ)−/−1q (V) [*̂ (−iVℏ)]W(p, q), appearing in Eq. (2.76) is known as the Wigner quasi-
probability distribution function.
If the observable  depends only on position, then the zero-time Wigner transform
[ ̂]W(q) ≡ [(q̂)]W(q) can shown to be equivalent to the classical variable, (q). An
analogous result holds for functions of only momentum, and since the Hamiltonian does not
mix momentum with position, it follows that its Wigner transform is similarly equivalent to
the corresponding classical variable i.e., [̂]W(p, q) =  (p, q). The time dependence of a



























in which {{· , ·}} denotes the Moyal bracket (the quantum phase-space analogue of the Poisson
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bracket) [52], and the quantum (Wigner) phase-space Liouvillian is given by







[←−∇q · −→∇p −←−∇p · −→∇q] ) (2.78)











The formal solution to Eq. (2.77) is[
̂(C)
]
W(p, q) = e
LWC [ ̂]W(p, q). (2.80)
2.3.2 Linearisation of the dynamics
Evaluating Eq. (2.80) exactly amounts to solving an infinite series of partial differential equa-
tions, and is certainly no easier than solving the TDSE by conventional means. For Eq. (2.75)
to be useful for large (e.g. condensed-phase) molecular systems, drastic approximations are
necessary. When quantum coherence can be neglected, the most obvious approximation is
to truncate the Taylor expansion of Eq. (2.79) at O(ℏ0), giving the much simpler classical
Liouvillian, L [53]. This is known as the linearised semiclassical initial value representation
(LSC-IVR) or classical Wigner method [20, 54–56], with TCFs approximated by











LC [̂]W(p, q), (2.81)










the time evolution in Eq. (2.81) is captured by normal Newtonian trajectories, which are
usually straightforward to evaluate numerically. In the case that  depends only on position,





LCq) (likewise for momentum).
Provided with an efficient means for sampling over [*̂ (−iVℏ) ̂]W(p, q) (see e.g. Ap-
pendix A.3 and refs. 57–66), LSC-IVR is a practical method that combines accurate, quantum
Boltzmann statistics with classical real-time propagation. It is thus an attractive and, histor-
ically, popular choice for approximating the quantum TCFs of condensed-phase systems. It
has been applied with some success to calculate a range of dynamical properties, including the
IR [33, 67, 68] and Raman [69] spectra of liquid water. However, it suffers the significant draw-
back of violating detailed balance; that is, the classical trajectories do not conserve the quantum
Wigner distribution. In condensed-phase molecular systems like liquid water, this manifests
as zero-point energy ‘leakage’, whereby energy flows unphysically from high-frequency in-
tramolecular modes to low-frequency intermolecular modes. This can lead to artificially fast
decay in TCFs, and a corresponding erroneous lineshape broadening in vibrational spectra [33].
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2.4 Matsubara dynamics and its approximations
Using the phase-space path-integral representation of the imaginary-time–evolution operator,
and resolving the trace in a basis of position eigenstates |@#〉, the analytically continued TCF
defined in Eq. (2.31) may be expressed formally as
















 (?; , @;−1) −





where ;′ ∈ {0, . . . , #}, and we have assumed that  depends only on position. Assuming the
same for , then using 〈@0 |@#〉 = X(@0 − @# ), the TCF simplifies at time C = 0 to







d#q e−V# [# (p,q)+i\# (p,q)](@; ′)(@# ).
(2.83)
In systems for which quantum coherence can safely be neglected, one would expect the real-
time evolution to be captured accurately by some flavour of classical trajectories. This requires
a momentum coordinate conjugate to every position coordinate, and can only be achieved in
Eq. (2.82) if @0 remains collapsed onto @# at finite times. Physically, one can regard this as
resulting from the vanishing separation between forward and backward real-time paths (since
it is this separation that enables the paths to interfere, leading to coherence) [73]. Thus we seek








d#q e−V# [# (p,q)+i\# (p,q)](@; ′)eL̃C(@# ) (2.84)
gives the best possible approximation to  (V; C + i;′V#ℏ) at finite times.
The most obvious choice would be to set ̃ (p, q) = # (p, q) i.e., have the Hamiltonian
# (p, q) generate the classical trajectories. Since # (p, q) is a simple linear combination
of ‘bead’ Hamiltonians  (?; , @;), such dynamics would amount to propagating # replicas of
the system independently from one another. The problem with this approach is that it fails in
general to conserve the phase \# (p, q) i.e., L#\# (p, q) ≠ 0, which causes detailed balance
to be violated. Thermal expectation values calculated in this way would depend erroneously
on time, except in the harmonic limit. Some deeper insight can be gained from the schematic
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fromwhich we can see that the phase \# (p, q) resembles a generalised momentum variable that
is canonically conjugate to imaginary time. In other words, the phase would be the conserved
quantity corresponding (by Noether’s theorem [124]) to imaginary-time translation invariance,
if said invariance were to constitute a differentiable symmetry. The paths (?(g), @(g)) are not
generally smooth, so m@(g)/mg is not usually a well-defined quantity. But if we could constrain
the ‘jagged’ components of paths and propagate only the smooth components, the phase would
be conserved and detailed balance observed.
To accomplish this, we consider the discrete Fourier decomposition
q =
√
#TQ ⇐⇒ Q = 1√
#
TTq, (2.86)




1/# : = 0√
2/# sin(2c;:/#) : ∈ {1, . . . , #}√
2/# cos(2c;:/#) : ∈ {1, . . . , #},
(2.87)
and # = (# − 1)/2. Note that Q ≡ (&−# , . . . , &# )T are proportional to the normal mode
coordinates of a free ring polymer, and a set of momentum coordinates P are defined analo-
gously [31]. In the limit # →∞, this Fourier decomposition provides a natural way to separate
smooth and jagged components of the imaginary-time path. We define some odd, positive inte-
ger "  # , such that a linear combination of only the lowest " Fourier components (known
as ‘Matsubara modes’) is a smooth function of g [73]. The smoothed path is then given by the
truncated Fourier series















are known as Matsubara frequencies. The phase partitions neatly into












where the ‘Matsubara phase’ is given by



























+ *̃" (Q), (2.92)











The corresponding ‘Matsubara Liouvillian’,














conserves the Matsubara phase \̃" (P,Q) (and, trivially, the remainder \# (p, q) − #\̃" (P,Q)
as this depends only on non-Matsubara modes). It does not necessarily conserve the original
Hamiltonian # (p, q), which mixes Matsubara modes with non-Matsubara modes in the
potential. However, provided we choose " such that the largest Matsubara frequency greatly
exceeds the largest relevant physical frequency (i.e., l
"
 Ωmax), one can show that the
non-Matsubara part of the distribution integrates out analytically at C = 0 [135, 136]. That is,






























d"Q e−V[̃" (P,Q)+i\̃" (P,Q)] , (2.96b)
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in which U" = ℏ1−""!2 is the system-independent contribution to the partition function from
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d"Q e−V[̃" (P,Q)+i\̃" (P,Q)] ̃" (Q)eL̃" C̃" (Q), (2.97)
where ̃" and ̃" are defined analogously to *̃" , converges at C = 0 to the exact Kubo-




(V; C) = ̃ ["]

(V;−C). (2.98)
The approach we have outlined, known as Matsubara dynamics [73], thus combines exact
quantum Boltzmann statistics (i.e., exact imaginary-time evolution) with classical real-time
evolution that conserves the quantum distribution.
Although the presentation of Matsubara dynamics here has been heuristic, Althorpe and
co-workers derived it rigorously by expressing the exact Kubo-transformed TCF in terms
of generalised Wigner transforms defined for the extended phase space (p, q). Classical
trajectories were shown to arise upon discarding the jagged components of the generalised
Wigner phase-space Liouvillian, because the space restricted to smooth paths has an effective
Planck constant of zero [73–75]. More recently, Trenins and Althorpe showed that Matsubara
dynamics can be formulated alternatively as a mean-field approximation to exact quantum
dynamics. Rather than assuming the jagged components of the Liouvillian can be discarded
a priori, the whole Liouvillian is replaced by its mean-field average over the # − " non-
Matsubara modes [76]. This yields a TCF identical to Eq. (2.97), but with *̃" (Q) replaced by
the free energy F̃" (Q), where




































It is expected that the two formulations of Matsubara dynamics would yield identical results
in the limit " → ∞ (or, more strictly, when l
"
 Ωmax). However, let us define a new odd
integer "′ = 2"′ + 1, satisfying " < "′  # . Provided l
"
′  Ωmax, the components of
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the imaginary-time path with |: | > "′ can be integrated out analytically in Eq. (2.99), giving
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′d&−" ′ . (2.101)
The right-hand side of Eq. (2.100) conveniently involves only Matsubara mode (|: | 6 "′)
coordinates, so for small values of " , mean-field Matsubara dynamics can be viewed as
approximating the " → ∞ limit of the original Matsubara dynamics (and could indeed be
derived by mean-field averaging over the original Matsubara Liouvillian). This is a superior
approximation to that which arises from simply choosing a small value of" in Eq. (2.97), since
it preserves the exact short-time limit of the TCF for linear observables. However, the original
‘truncated’ form is easier to implement numerically, and easier to study mathematically, since
the truncated potential *̃" (Q) can more often be written in closed form than the mean-field
potential (or free energy) F̃" (Q). For this reason, except where otherwise specified, the
term ‘Matsubara dynamics’ used throughout the remainder of this work refers to the truncated
formulation.
Numerical tests on toy models have indicated that both formulations of Matsubara dynam-
ics provide good approximations to quantum Kubo-transformed TCFs, assuming that quantum
coherence can be ignored [73, 75–77]. Of particular relevance here are the mean-field Mat-
subara simulations carried out on a two-dimensional model of an O–H molecule in ref. 76
(see also ref. 77), which show that near-perfect agreement with exact quantum dynamics (up to
quantum coherence) can be achieved at realistic temperatures with " < 7; the exact number
of modes required for convergence decreases with temperature. However, Matsubara dynam-
ics is not a practical method for systems with more than a few degrees of freedom. This is
because the phase factor e−iV\̃" (P,Q) in the Matsubara distribution is highly oscillatory—the
near-cancellation of positive and negative contributions make it unamenable to importance
sampling. In many-body theory this is known as a sign problem.
In spite of the sign problem, Matsubara dynamics provides a powerful theoretical frame-
work for combining quantum statistics (i.e., imaginary-time propagation) with classical real-
time propagation. It is useful for analysing established path-integral dynamics methods such as
[thermostatted] ring-polymer molecular dynamics ([T]RPMD), centroid molecular dynamics
(CMD), and the planetary model [75, 116], and was recently used to devise the quasi-centroid
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molecular dynamics (QCMD) method for calculating accurate vibrational spectra of aqueous
systems [107]. In what follows we present each of these methods within the unified Matsubara
dynamics framework. We point out here that an exciting, recent generalisation of Matsubara
dynamics to multi-time correlation functions has enabled the formulation of corresponding
multi-time generalisations of [T]RPMD and CMD, which are applicable to calculating nonlin-
ear vibrational spectra [137–139], but this is outside the scope of the present work.
2.4.1 [Thermostatted] ring-polymer molecular dynamics
Following ref. 84, let us consider the effect of the substitution %: = %: − i<l:&−: on
the Matsubara TCF. This is equivalent (under the assumption |: |  ") to the substitution





































+ *̃" (Q), (2.103)
L̃ [RP]
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At time C = 0, and at C > 0 for a wide range of potentials, P can be safely analytically continued
onto the real axis in Eq. (2.102) to yield the same expression but with themomentum integration
limits shifted onto the real axis [85]. The Matsubara phase thus appears to be eliminated by
this transformation. However, this is not enough to turn Matsubara dynamics into a practical









:/(2<) becoming negative, causing numerical instability as the
system is able to sample regions of the potential that are normally thermally inaccessible [75].c
Ring-polymer molecular dynamics (RPMD) [82, 83] is the approximation that arises from
cWork is underway by Althorpe and co-workers to determine whether these trajectories can be
stabilised in specific cases by the addition of a suitable stochastic thermostat, without significantly
compromising the information accessible about the dynamics of the physical system.
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discarding the imaginary part of the Liouvillian, L̃ [I]
"
[84]. In practical terms, it amounts to
a straightforward extension of PIMD; the classical (microcanonical) ring-polymer trajectories
are interpreted literally as a means to probe the real-time evolution of the quantum system.
Explicitly, Kubo-transformed TCFs are approximated by
























= −{'# , · } and it is understood thatM = <I. The equivalence of Eqs. (2.106a)
and (2.106b) follows because the non-Matsubara spring terms in Eq. (2.106b) integrate out
and cancel with equivalent terms in the partition function. Eq. (2.106b) is more practical to
implement numerically and is known to converge more favourably at C = 0 [136]. However,
in what follows we will frame our discussions mostly in terms of Eq. (2.106a), given its more
direct connection with Matsubara dynamics.
TCFs calculated using RPMD satisfy detailed balance, and reproduce exact Kubo-
transformed TCFs in the classical, high-temperature and short-time limits. In the case that 
and/or  are linear in position, RPMD is also exact in the harmonic limit, but it fails even for
harmonic systems when both observables are nonlinear [82]. This is because, when  ≡ (@)
is linear, the corresponding estimator " (Q) depends only on the centroid (centre-of-mass) co-
ordinate&0, whereas the estimators for nonlinear observables depend also on the non-centroid,
or ‘fluctuation’, coordinates &:≠0. For a harmonic oscillator with frequency Ω, the frequency




, whereas inMatsubara dynamics
it is Ω. Nonlinear estimators in the former therefore introduce unphysical oscillations into the
TCF.
While RPMD can be used to successfully predict some properties, such as diffusion coef-
ficients and reaction rate constants [89, 90, 140], for vibrational spectroscopy the unphysical
vibrations of the fluctuation modes can be a significant source of error. This is true even if the
DMS is linear, because the anharmonicity in the potential couples the centroid to the fluctua-
tions, which can lead to erroneous, temperature-dependent peaks in the spectrum. Furthermore,
at specific temperatures, the low-frequency fluctuations can come into resonance with the cen-
troid, leading to artificial peak splitting and intensity borrowing. This is sometimes known as
the spurious resonance problem of RPMD [99–101].
In thermostatted RPMD (TRPMD), the spurious resonance problem is mitigated by at-
taching a Langevin thermostat to each fluctuation mode [102]. Formally, instead of simply
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discarding iL̃ [I]
"

















which generate friction and a random force on each fluctuation mode [85]. The friction
coefficients are usually chosen as W: = |l: |, which yields optimal damping [102].d TRPMD
is exact in the same limits as RPMD, and usually gives better predictions of vibrational
spectra because the damping of the fluctuation modes washes out spurious peaks and prevents
significant intensity borrowing from the centroid vibrations, thus reducing or eliminating
the spurious resonance problem. However, it has the disadvantage that the damping causes
considerable artificial lineshape broadening, which becomes more severe as the temperature is
lowered [102].
2.4.2 [Quasi-]centroid molecular dynamics
As noted above, for observables that are linear functions of position, the path-integral esti-
mators depend only on the centroid coordinate. One therefore does not need to keep track
of the detailed, real-time dynamics of the fluctuation modes. Since the Matsubara phase is
independent of the centroid, one way to eliminate the sign problem (while preserving detailed
balance) is to approximate the effect of the fluctuations at the mean-field level. The centroid
then evolves on an effective classical potential. This is the basis of the centroid molecular
dynamics (CMD) method due to Voth and co-workers [78–81], which we now understand to
be a special case of mean-field Matsubara dynamics in which " is set to unity [76]. In other
words, it is the lowest in a hierarchy of mean-field approximations to exact quantum dynamics,
but has the important advantage of being phase-free.
Written explicitly, CMD approximates the Kubo-transformed TCF by
















where F (&0) ≡ F̃1(Q), and the Liouvillian is









dIn practice, since TRPMD is usually implemented by simulating the full #-bead ring-polymer
rather than just its Matsubara modes, the friction coefficients are set to the natural frequencies of the
ring-polymer, W: = 2 sin(V# ℏ|l: |/2)/V# ℏ. It is easy to show that this gives |l: | in the limit # →∞.
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where the equivalence of Eqs. (2.110) and (2.111) results from cancellation of the non-
Matsubara spring terms in the latter. Physically, these expressions represent the centroid-
constrained thermal average over the force acting on the centroid, hence F (&0) is often called
the centroid potential of mean force (PMF) [81]. In practice, neither expression is usually
implemented explicitly, which would require centroid-constrained importance sampling (i.e.,
centroid-constrained PIMD/MC) to be carried out at every time step of the simulation. Instead,
CMD is implemented in a way that is algorithmically identical to TRPMD other than in the
choice of Parrinello–Rahman mass matrix, M. Whereas for TRPMD one sets M = <I, for
CMD one sets M to be diagonal only in the eigenbasis of K, with elements scaled to yield
a natural frequency of Γ/V#ℏ for each ring-polymer fluctuation mode [88, 101, 141]. In the
limit Γ→∞, the fluctuations become adiabatically separated from the (much slower) centroid
motion; in practice Γ is treated as a convergence parameter. This is known as the [partially]
adiabatic implementation of CMD, or [P]A-CMD.
As a special case of (mean-field) Matsubara dynamics, CMD satisfies detailed balance and
is exact in the classical and high-temperature limits. In the short-time and harmonic limits, it
is exact in the special case that both  and  are linear, but remains inherently approximate for
nonlinear observables because the fluctuation modes are absent from the CMD phase space;
implicitly in Eq. (2.108) we have made the approximation " (Q) ≈ (&0), and likewise for
.
In the context of vibrational spectroscopy, CMD works well provided the temperature is
high enough for the ring-polymer distribution around the centroid to remain compact. In this
regime, it gives more accurate spectra than TRPMD, since the centroid motion is uncorrupted
by the thermostat (but it is more expensive, since a smaller time step is required to cope with
the high-frequency oscillations of the fluctuation modes). It also works surprisingly well for
one-dimensional systems at extremely low temperatures—this anomalous behaviour was first
explained by Ramírez et al. [142–144] and is discussed further in Section 3.4.4. However,
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for low-temperature molecular (multidimensional) systems, the mean-field approximation can
break down, in particular when a high-frequency vibration is coupled to a low-frequency
rotation or libration. Consider, for instance, an O–H bond in a water molecule: if the centroids
of O and H are constrained to the short-range repulsive region of the bond potential, their
associated ring polymers might be able to minimise their potential energies by spreading out
into crescents that curve around the centroids. The result is an unphysical ‘flattening’ of the
centroid PMF, and a corresponding reduction in vibrational frequency, leading to artificial
redshifts and lineshape broadening in the stretch fundamental region of the IR spectrum. This
in known as the curvature problem [99, 100]. It is now understood that the onset of the
curvature problem is related to the formation of artificial instantons in centroid-constrained
trajectories, which is found to occur in gas-phase water below about 250 K [76, 77].
The curvature problemmay be viewed as an artefact of using Cartesian coordinates to define
the centroid in multidimensional systems. When the ring-polymer bead distribution is localised
to a curved valley in the PES, its mode will be offset from the Cartesian centroid. In quasi-
centroid molecular dynamics (QCMD), one transforms to a curvilinear coordinate system
designed such that upon constraining the (now curvilinear) centroids, the bead distribution
remains compact. To obtain mean-field dynamics that is real and phase-free, Trenins showed
that the definition of the curvilinear centroid must be invariant with respect to both translation
and reversal in imaginary time [77].
QCMD is most easily motivated for a two-dimensional system with Cartesian coordinates
(G, H) = (A cos(\), A sin(\)). In terms of corresponding ring-polymer (rather than Matsubara)













where (G; , H;) = (A; cos(\;), A; sin(\;)). We can then define the polar centroid coordinates













Classical trajectories are obtained bymean-field averaging the quantum (orMatsubara) Liouvil-
lian about (',Θ). The ‘quasi-centroid’ coordinates (-QC, .QC), used to estimate observables
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such as the dipole moment, are defined as
-QC = ' cos(Θ) (2.114a)
.QC = ' sin(Θ), (2.114b)
and will satisfy (-QC, .QC) ' (-0, .0) provided the ring-polymer bead distribution remains
compact.
The reader is referred to ref. 77 for a much more detailed exposition of QCMD, including
its practical implementation and generalisation to gas- and condensed-phase water. The key
point is that it is exact in all the same limits as CMD, while avoiding the significant drawback of
the curvature problem at low temperatures. The quasi-centroid PMF does not suffer the same
artificial ‘flattening’ as the centroid PMF, because the coordinate system is explicitly chosen
to respect the curvature of the PES. Accordingly, as discussed further in Chapter 4, QCMD
provides the best approximation of any known path-integral method to the fundamental bands
in the IR spectra of condensed-phase water. Further work will be required to generalise this
promising method to more complex molecular systems.
2.4.3 The planetary model
Viewed as approximations to Matsubara dynamics, the main drawback that [T]RPMD and
[Q]CMD have in common is of corrupting, or completely neglecting, the dynamics of the
Matsubara fluctuations. This makes them largely inapplicable to calculating TCFs of nonlinear
observables, such as ab initio dipole moments in the context of IR spectroscopy. In general this
seems to be a necessary evil for constructing practical methods to probe the dynamics of the
centroid, due to the sign problem that otherwise arises from the large Matsubara phase factor.
It is interesting, however, that for harmonic systems the fluctuations can be integrated out
analytically. The centroid–fluctuation coupling is an inherently anharmonic phenomenon, but
provided the effect of this coupling is small, one should expect to be able to devise a phase-free,
quasi-harmonic approximation to the fluctuation dynamics to complement ‘centroid-following’
methods like [T]RPMD and [Q]CMD.
This is the premise of the planetary model [75, 116], which is a generalisation of the
Feynman–Kleinert quasi-classical Wigner ‘method 1’ due to Smith et al. [115]. One starts
with a locally harmonic approximation to the Matsubara potential,







where the functional forms of ! (&0) and Ω(&0) are yet to be specified. The corresponding
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where a prime indicates differentiation with respect to&0, and we have used braces to highlight
the variables upon which the various contributions to the Liouvillian operate. The next
approximation is to replace the centroid term with its mean-field average over the fluctuation


































This approximation is fairly drastic, eliminating any influence of the dynamics of the fluctuations
on those of the centroid. However, it is practically useful, as it enables the formulation of a
phase-free approximation toMatsubara dynamics in which one is permitted to choose whatever
forms of ! (&0) and Ω(&0) are the most convenient for simulating centroid trajectories.
The locally harmonic form of Eq. (2.115), combined with the independence of, (&0) on
the fluctuations, allows us to integrate out all but a single pair of fluctuation variables from
the Matsubara TCF at finite times. In particular, we can probe the standard quantum TCF
by focusing not on an arbitrary Matsubara mode (%: , &: ), but a linear combination of modes
( ?̃X, @̃X) representing the displacement of a single point on the imaginary-time path from the
centroid i.e.,
?̃X = ?̃(g) − %0 (2.119a)
@̃X = @̃(g) −&0 (2.119b)
for arbitrary 0 6 g < Vℏ. We refer to the pseudo-particle represented by (%0 + ?̃X, &0 + @̃X) as
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is the static estimator for observable , and the Liouvillian is














m ?̃X︸                             ︷︷                             ︸
fluctuation
. (2.123)
However, since ( ?̃X, @̃X) are sampled from a distribution dependent on the position, &0, of
the centroid, the dynamics of (2.123) violates detailed balance (and, in effect, conservation of
energy). Detailed balance is recovered by modifying the Liouvillian to










































which defines the dynamics of the planetary model [75].
All that remains is to specify the functional forms of ! (&0) and Ω(&0), though in practice
it is more sensible to choose convenient forms of , (&0) and Ω(&0), then let ! (&0) be
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defined implicitly. In the original formulation, Poulsen and co-workers derived them using
Feynman–Kleinert variational theory [145], yielding, (&0) as an approximation to the centroid
PMF. An obvious refinement would be to use the exact PMF, such that the centroids undergo
CMD. However, Willatt et al. pointed out that it is more efficient (and more accurate at low
temperatures) to propagate the centroids using TRPMD [75, 116]. In this formulation,, (&0)
is not a well-defined quantity, but that presents no issue for detailed balance, given that the
centroid and fluctuation distributions are still independently conserved. The same authors




































which can be calculated via centroid-constrained PIMD/MC.
For further details of the planetary model, including its multidimensional generalisation
and implementation, the reader is referred to ref. 75. Unlike [T]RPMD and [Q]CMD, it is
exact in the harmonic limit even for nonlinear observables. For anharmonic systems, it is exact
in the classical and high-temperature limits, but only approximately correct in the short-time
limit on account of the locally harmonic distribution of fluctuation variables ( ?̃X, @̃X). The
method has been shown to give reasonably good descriptions of the fundamental bands in the
IR spectra of gas- and condensed-phase water, with lineshapes improved substantially upon
those that can be obtained from TRPMD centroid trajectories alone. One significant limitation
is in the descriptions of rotational and librational motions, which are poorly captured by the




As mentioned in Section 2.1.3, nuclear quantum effects (NQEs) on vibrational spectra range
from exceedingly subtle to very dramatic. Condensed-phase spectra do not typically exhibit the
same marked real-time quantum dynamical effects as gas-phase spectra, due to the quenching
of quantum coherence by the coupling between large numbers of intramolecular and inter-
molecular degrees of freedom [22]. However, quantum statistical effects can be significant,
and motivate the development of methods such as [T]RPMD and [Q]CMD for approximating
the real-time propagation of imaginary-time Feynman paths.
A great deal of attention has been given in the literature to understanding the role of
quantum statistical effects on the appearances of fundamental bands, and the accuracies of path-
integral methods in describing them, particularly in condensed-phase water [28–30, 33, 34, 96–
98, 107, 116, 146, 147]. For instance, zero-point energy in the intramolecular vibrations of
liquid water causes the stretch and bend fundamental bands to redshift relative to classical
predictions; combined with accurate many-body potential energy and dipole moment surfaces,
CMD has been shown to be capable of reproducing this effect over a range of temperatures [30].
Path-integral descriptions of the fundamental band regions of some more complex molecular
systems have also been studied, mainly using TRPMD [102–105, 148].
On the other hand, relatively little attention has been given to path-integral descriptions
of inherently anharmonic spectral features. Among the most interesting of these are Fermi
resonances, a detailed discussion of which will be reserved for Chapter 5. Here we focus
instead on the intensities of overtone, combination, and difference bands when they are well
separated in frequency from other bands of the same symmetry (i.e., they are non-resonant).
We restrict the discussion for simplicity to linear (one-dimensional) IR spectroscopy, but note
that much of the interest in describing anharmonic features arises from their relevance to
nonlinear spectroscopies, such as two-dimensional IR [114]. Limited earlier studies have
suggested that centroid-following methods are incapable of accurately capturing these features,
significantly underestimating the intensities of combination bands in particular [102, 107].
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It is tempting to blame this on the neglect of quantum coherence, but this explanation is
unconvincing given that LSC-IVR (which also neglects coherence) does not appear to suffer
the same drawback [68, 69]. When electrical anharmonicity is significant (i.e., the dipole
moment is highly nonlinear), we know that part of the problem is the mapping of nonlinear
operators to functions on the Matsubara phase space that depend explicitly on the fluctuation
modes—we expect the planetarymodel to correct for this [75]. Otherwise, the question remains
of which approximations made by centroid-following path-integral methods are responsible for
the discrepancies, and how to correct for them.
Given the connection of these methods to Matsubara dynamics (see Section 2.4), devel-
oping a unified understanding of absorption intensities under the Matsubara framework would
be a sensible starting point. We begin in Section 3.1 by formalising the quantum, classical,
and Matsubara descriptions of absorption bands for a simplified—yet fairly general—model
of molecular vibrations, providing general expressions for the integrated intensities. In Sec-
tion 3.2, we use first-order perturbation theories to evaluate these expressions for the specific
class of absorptions in which the vibrational quantum numbers change by a total magnitude
of two, namely first overtone, binary combination, and binary difference bands. We find that
Matsubara dynamics, in the " → ∞ limit, reproduces the quantum integrated intensities
exactly up to second order in the perturbation parameter. In Section 3.3, we explain how this
results from the coupling of the centroid to the fluctuation modes, which ‘Matsubara heat’ the
amplitudes of the relevant centroid vibrations to what they would be in a classical system with
each oscillator prepared at its quantum effective temperature. In Section 3.4, we discuss the
implications of our results for the accuracies of path-integral methods, using a one-dimensional
model of an O–H bond for illustrative purposes. We also propose a simple, post-processing
correction procedure to bring the results of classical or path-integral calculations into closer
agreement with exact quantum mechanics.
3.1 Formal expressions for integrated absorption intensities
3.1.1 Quantum spectra
Consider again the molecular system with the Hamiltonian of Eq. (2.1). Since we are primarily
interested in vibrational dynamics with minimal rovibrational coupling, it is convenient to
focus only on () vibrational degrees of freedom. We assume that the system only accesses the
basin of a single potential energy minimum, and choose p̂ and q̂ to be the corresponding mass-
weighted normal mode momentum and position operators, respectively. The Hamiltonian then
simplifies to
̂ = ̂ (0) + Y+̂ (1) , (3.1)



























and the leading-order terms in+ (1) are at least cubic. For future convenience, we have factored
out a real, dimensionless constant Y from the anharmonic part of the potential. If Y is small,
it is useful to regard the system as resulting from a weak, time-independent perturbation Y+̂ (1)
to a set of uncoupled harmonic oscillators. We make the further, significant assumption that
the eigenvalue spectrum of ̂ (0) contains no degeneracies, meaning the harmonic frequencies

 ≡ (Ω1, . . . ,Ω)T are not rationally related.
In Chapter 2, energy eigenstates were indexed by the single quantum number = ∈
{0, . . . ,∞}, but here it will prove more convenient to use the full set of vibrational quan-
tum numbers n ≡ (=1, . . . , =)T. More precisely, as Y → 0, the wave functions are assumed to
vary smoothly from |kn〉 to |k (0)n 〉, where
|k (0)n 〉 ≡ |n〉 ≡ |=1, . . . , =〉 ≡ |=1〉 ⊗ · · · ⊗ |=〉 , (3.4)











In the equilibrium IR spectrum, a stimulated transition from |kn〉 to |kn′〉 gives rise to net








 + O(Y). (3.7)
In the harmonic (Y → 0) limit, this absorption frequency clearly depends only on the change in
quantum numbers, Δn = n′ − n, thus peaks corresponding to the same Δn will be superposed.
When Y is finite but still small, it is convenient to consider the envelope of peaks of equal Δn
as a single entity, often known as an ‘(absorption) band system’. Because we will mostly be
unconcerned with the fine structure of such features, in what follows we refer to them simply
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as ‘bands’,a and label them either by Δn or (more conventionally) Δ=1a1 + · · · + Δ=a . Here
a8 ' Ω8/2c represents the fundamental (ordinary) frequency of oscillator 8.
In general, the dipole moment of the system is a three-dimensional vector - ≡ (`G , `H, `I)T,
which depends on all the normal mode coordinates q as well as the spatial orientation of the
molecule. However, since we are assuming negligible rovibrational coupling, we can simplify
the algebra by considering just one arbitrary (scalar) component of - in the body-fixed frame.
We denote this component ` ≡ `(q), with corresponding quantum operator ˆ̀ ≡ `(q̂).












) 〈kn | ˆ̀ |kn′〉2X (n′ − n + ℏl) , (3.8)
where
∑
n is shorthand for
∑∞
=1=0 . . .
∑∞
==0. It follows that the integrated intensity of the Δn
band must be given by
I [q]
















n | ∀8 ∈ {1, . . . , }, =8 + Δ=8 > 0
}
(3.10)
specifies the set of states |kn〉 for which |kn+Δn〉 exists. Typically only the lowest-energy states
in orig(Δn) contribute appreciably to I [q]
Δn (V).
3.1.2 Classical spectra
As indicated in Section 2.1.3, the classical energy absorption spectrum is given by
(c(V;l) = lim
ℏ→0
(q(V;l) = |E |2Vl2
ˆ ∞
−∞
dC e−ilC2`` (V; C), (3.11)
where 2`` (V; C) is the classical dipolemoment ACF. Eq. (3.11) is useful because the ACF can be
computed directly via classical MD simulations, but it does not provide any obvious means by
which to partition the spectrum into well-defined bands (as was straightforward in the energy
basis of the quantum system). To proceed, we assume that the Hamilton–Jacobi equation
is completely separable in (p, q), such that there exists some set of canonical action-angle
aHowever, we will use the term ‘band system’ in Chapter 4 to refer to a collection of overlapping
bands, such as the a1/a3 band system of gas-phase water.
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d@8 implies a line integral over a complete period of the orbit in the (?8, @8) plane [124].
The Hamiltonian is independent of the conjugate angles, 5 ≡ (q1, . . . , q)T, so may be written
as
 (p, q) =  (J). (3.13)
The classical Liouvillian is thus given by







which implies that the angles vary linearly in time according to
eLC5 = 5 + $(J)C. (3.16)
In general, each of the position variables @8 is implicitly a periodic function of all q1, . . . , q ,





and likewise for p. Hence $(J) can be interpreted as the vector of (action-dependent) frequen-
cies that characterise the dynamics. Note that in order for q to be real, we require qn = q∗−n.










with `n(J) = `∗−n(J). Using Liouville’s theorem (that the Jacobian for a canonical transforma-
tion is unity) and Eq. (3.18), the classical dipole moment ACF may be expressed as













dJ e−V (J) , (3.20)
48 Anharmonic absorption intensities








`n(J)2 [n · $(J)]2X (l − n · $(J)) . (3.21)
Note that the action variables can take only non-negative values, thus
´
dJ is shorthand for´ ∞
0 d1 . . .
´ ∞
0 d .
We now note that the action-angle variables (J(0) , 5(0)) for the unperturbed Hamiltonian,




























 · J(0) . (3.23)
It follows that
$(J) = 
 + O(Y), (3.24)
so for small Y, one can partition Eq. (3.21) into bands labelled by the vector of integers n; to
emphasise the connection with the quantummechanical bands defined in Section 3.1.1, we will
relabel n as Δn. The classical integrated intensity of a band centred at frequency lΔn ' Δn ·








`Δn(J)2 [Δn · $(J)]2. (3.25)
3.1.3 Matsubara spectra
We now seek to generalise Eq. (3.25) to Matsubara dynamics. For the time being, we limit the
discussion for simplicity to one physical degree of vibrational freedom ( = 1). TheMatsubara
Hamiltonian is then
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Let us assume, similar to the classical system in Section 3.1.2, that there exists a canonical






̃" (P,Q) = ̃" (J), (3.30)
























The indices ñ ≡ (=̃−" , . . . , =̃")T take non-negative integer values. The Matsubara dipole
moment ACF is then given by
̃
["]








d"> e−V[̃" (J)+iΘ̃" (J,>)]












d"> e−V[̃" (J)+iΘ̃" (J,>)] , (3.37)
from which it follows that the energy absorption spectrum is given by
(" (V;l) =







d"> e−V[̃" (J)+iΘ̃" (J,>)]
× ˜̀∗",ñ′ (J) ˜̀",ñ(J)e
i(ñ−ñ′)·> [ñ · $̃" (J)]2X (l − ñ · $̃" (J)) . (3.38)
Analogous to the classical system, the action-angle variables (J (0) , >(0)) for the unper-





























(P,Q) = ̃ (0)
(
J






$̃" (J) = (Ω, . . . ,Ω)T + O(Y), (3.41)
so for small Y, one can partition Eq. (3.38) into bands by recognising that the only terms









The integrated absorption intensity is therefore given by
I ["]
Δ=










d"> e−V[̃" (J)+iΘ̃" (J,>)]
× ˜̀∗",ñ′ (J) ˜̀",ñ(J)e
i(ñ−ñ′)·> [ñ · $̃" (J)]2. (3.43)
Because of the dependence of theMatsubara phase on >, Eq. (3.43) has a form considerably
more complicated than its classical counterpart, Eq. (3.25). We can simplify it slightly knowing
that the phase is a constant of the motion, which implies that all finite-frequency Fourier
components of the Matsubara distribution must vanish. The only non-vanishing terms in
Eq. (3.43) must therefore satisfy ñ − ñ′ ∈ tot" (0) =⇒ ñ′ ∈ tot" (Δ=), giving
I ["]
Δ=








d"> e−V[̃" (J)+iΘ̃" (J,>)]
× ˜̀∗",ñ′ (J) ˜̀",ñ(J)e
i(ñ−ñ′)·> [ñ · $̃" (J)]2. (3.44)
Setting " = 1 in Eq. (3.44) recovers the classical result i.e., I [1]
Δ=
(V) ≡ I [c]
Δ=
(V).
3.2 Perturbative evaluation of integrated absorption intensities 51
3.2 Perturbative evaluation of integrated absorption inten-
sities
3.2.1 Choice of potential energy and dipole moment surfaces
Our primary objective is to assess the ability of classical and path integral–based approaches to
capture non-fundamental bands in vibrational spectra; using the terminology of Section 3.1.1,
these are defined by the condition ‖Δn‖1 > 1, where ‖ . . . ‖1 denotes the ℓ1 or ‘taxicab’ norm.b
For simplicity, we limit our discussion to ‖Δn‖1 = 2 bands, which are usually expected to be
the most intense (aside from fundamental bands). They include:
• first overtone bands, where a single oscillator is doubly excited;
• binary combination bands, where two different oscillators are singly excited;
• binary difference bands, where one oscillator is singly excited and another is singly
de-excited.
Of these, difference bands tend to be the least intense, since they necessarily involve only
transitions from excited states (i.e., they are always ‘hot bands’).
In Section 3.1, we specified that our PES is weakly anharmonic, which allowed us to
meaningfully partition the absorption spectrum into distinct bands indexed by the change in
quantum numbers, Δn. We can also split the DMS into linear and nonlinear components
according to
`(q) = `(0) (q) + Y`(1) (q), (3.45)
where
`(0) (q) = `0 + / · q, (3.46)
in which `0 is the permanent dipole contribution (which has no effect on the IR spectrum),
/ ≡ (b1, . . . , b)T has dimensions of charge, and `(1) is a function in which the leading-order
terms are at least quadratic. This nonlinearity in the DMS is sometimes called electrical
anharmonicity. Making the assumption that this is small, we have factored out the constant
Y, just as we did in Eq. (3.1) to emphasise the smallness of the mechanical anharmonicity in
the PES. While fundamental bands are observable in the absence of any type of anharmonicity
(i.e., in the limit Y → 0), the leading-order contributions to ‖Δn‖1 = 2 bands are from cubic
terms in the PES and/or quadratic terms in the DMS. We will restrict out discussions to such
bIn contrast, | . . . | is used in this work to denote (of a vector) the ℓ2 or Euclidean norm, which may
also be written as ‖ . . . ‖2.
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contributions, assuming the perturbations








[8 9 :@8@ 9@: (3.47)
and






^8 9@8@ 9 , (3.48)
where constants [8 9 : and ^8 9 are the elements of symmetric tensors.
3.2.2 Quantum spectra
Following standard non-degenerate Rayleigh–Schrödinger perturbation theory (PT), the eigen-










k (U)n 〉, (3.49b)
where we recall that  (0)n and |k
(0)
n 〉 ≡ |n〉 are the energy eigenvalues and eigenkets for the
harmonic reference system (see Eq. (3.4–3.6)), and we impose the orthonormality condition
〈k (U)n |k
(U′)
n 〉 = XUU′ without loss of generality [123]. We will only be concerned here with the






+̂ (1) n〉 (3.50)
and k (1)n 〉 = ∑
n′≠n
n′〉〈n′+̂ (1) n〉
ℏ(n − n′) ·
 . (3.51)
Assuming the PES and DMS specified in Section 3.2.1, we show in Appendix B.1 that, for a
‖Δn‖1 = 2 band, Eq. (3.9) for the integrated intensity reduces to
I [q]a8±a 9 = Y
2
[q]





a8±a 9 (V) = C8 9 ((, /, +,
) ̃
[q] (V;Ω8,±Ω 9 ), (3.53)
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in which
̃ [q] (V;Ω8,Ω 9 ) =















C8 9 ((, /, +,
) =







(Ω8 ±Ω 9 )2 −Ω2:
]2
. (3.55)
Eq. (3.53) applies to overtone (2a8), combination (a8 + a 9 ), and difference (a8 − a 9 ) bands, and
is equivalent to the result obtained in 1976 by Yao and Overend using Van Vleck canonical
transformations (the quantum analogue of classical canonical PT; see Section 3.2.3) [149].
The special case of a mechanically harmonic system was treated earlier by Breeze et al. [109].
Interestingly, the scaling of the intensity with respect to temperature is governed entirely
by the functional form of ̃ [q] (V;Ω8,Ω 9 ); it is independent of whether the anharmonicity is
mechanical, electrical, or both.
3.2.3 Classical spectra
The classical expression for the second-order intensity can be easily obtained by taking the
ℏ→ 0 limit of Eq. (3.54),
̃ [c] (V;Ω8,Ω 9 ) = lim
ℏ→0
̃ [q] (V;Ω8,Ω 9 ) =






However, it will be instructive to derive this result directly from the classical equations of
motion, using classical canonical PT (CPT) as summarised in Appendix A.2.
It is evident that the Fourier components of the dipole moment for ‖Δn‖1 > 1 must satisfy
|`Δn(J) |2 = O(Y2). Thus, for non-fundamental bands, Eq. (3.25) simplifies to
I [c]
Δn (V) = Y
2
[c]
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is the zeroth-order classical partition function. Because the distribution in Eq. (3.58) is factoris-
able into independent contributions from each oscillator, the expression is easily generalised
to a multiple-temperature scenario, in which each oscillator (8, q8) is prepared at its own
temperature )8 = 1/(:BV8). The relevance of such a setup will become clear in Section 3.3.













where B = diag(V1, . . . , V). To take care of the frequency-dependent prefactor, we recognise
its origin as being the classical limit of the l(1− e−Vℏl) prefactor that appears in Eq. (2.48) to













) (Δn · B
). (3.62)






















In Appendix B.2, we show that classical CPT gives the position coordinate of oscillator 8

















cos(q 9 + q: )
(Ω 9 +Ω: )2 −Ω28
−
cos(q 9 − q: )




Substituting Eq. (3.64) into the dipolemoment (given by Eq. (3.45) with Eqs. (3.46) and (3.48)),
then substituting the resultant expression into Eq. (3.63), yields

[c]
a8±a 9 (B) =




2 − X8 9
4





= C8 9 ((, /, +,
) ̃ [c] (B;Ω8,±Ω 9 ) (3.66)
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for a general ‖Δn‖1 = 2 band, where
̃ [c] (B;Ω8,Ω 9 ) =







This reduces to Eq. (3.56) in the single-temperature case, B = VI, which was derived indepen-
dently by Plé et al. using an alternative formulation of classical PT based on a Dyson series
expansion of the classical propagator, eLC [65].
3.2.4 Matsubara spectra
Here we introduce ‘Matsubara CPT’, which is just the special case of classical CPT applied to













































(0) )eiñ·> (0) (3.70)
be the Matsubara analogue of + (1) (J(0) , 5(0)). The formulation of Matsubara CPT could










is the same for all : ∈ {−", . . . , "}, meaning the reference system is degenerate. The
arguments outlined in Appendix A.2 can thus formally break down, with the first-order Fourier
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becoming undefined when ñ ∈ tot" (0). However, for cubic perturbations to the potential, we
will find that
∀ñ ∈ tot" (0), *̃
(1)
",ñ(J) = 0, (3.73)
implying that the resonances are only manifested at second order in Y. In the present work, we
are concerned only with first-order corrections to the dynamical variables, so it is justified to
proceed as if the system were non-resonant. The corresponding zero-frequency components
of the generating function will be undetermined in principle, but each of them produces only a
constant phase shift and can thus be set to zero without loss of generality i.e.,
∀ñ ∈ tot" (0), .̃ (1)",ñ(J) = 0. (3.74)
Another important result, shown in Appendix B.3.1, is that the first-order perturbation to
the Matsubara phase vanishes. That is,

























In the case of a cubic perturbation to the potential, we also have ̃" (J) = ̃ (0)" (J) + O(Y
2),
hence Eq. (3.43) can be expanded to second order as
I ["]
Δ=
(V) = Y2 ["]
Δ=










































If the perturbation is specifically given by
+ (1) (@) = [
6
@3, (3.80)
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&2: + . . . , (3.81)
where ‘. . . ’ has been used to denote a sum of centroid-independent terms (see Appendix B.3.2












































+ . . . ,
(3.82)
Following the standard CPT procedure of Appendix A.2, we find





































cos(2i: ) + 3
]
+ O(Y2). (3.84)
This shows that all theMatsubaramodes&−" , . . . , &" make equal contributions to the overtone
component of &0. This symmetric dependence could perhaps have been anticipated from the












The intensity of the first overtone (Δ= = 2) band is obtained by substituting Eq. (3.84) into
the dipole moment estimator
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(J,>)]e2i(i:−i: ′):: ′ .
(3.87)
To make progress towards evaluating this integral, by analogy with Eq. (3.39) we define
Π: =
√































(,X)+i\̃" (,X)] (Π: + iΩX: )2 (Π: ′ − iΩX: ′)2. (3.89)

















In Appendix B.3.2, we show that the mean-field Matsubara potential, F̃" (Q), is equivalent
to the truncated Matsubara potential, *̃" (Q), up to O(Y) for a one-dimensional oscillator with
only cubic anharmonicity. It follows that the arguments presented above leading to Eq. (3.90)
are equally applicable to both formalisms. In Appendix B.3.3, we show how one can generalise
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3.3 The physical interpretation: ‘Matsubara heating’
Eq. (3.91) can be interpreted as follows: the Matsubara intensity of a ‖Δn‖1 = 2 band at
temperature ) = 1/(:BV) is equal (to leading order) to the corresponding classical intensity
with the oscillators prepared at the Matsubara effective temperatures ) ["]
8
= 1/(:BV["]8 ). In
the limit " →∞, these tend to the quantum effective temperatures ) [∞]
8

































a8±a 9 (V), (3.94)
as also shown by Plé et al. using the Dyson series approach to classical PT [65]. In what
follows, we rationalise this ‘Matsubara heating’ behaviour, by inspecting more closely the
effect of perturbing a single Matsubara oscillator as described in Section 3.2.4.
3.3.1 Matsubara mode picture
Consider again Eq. (3.84), which gives the centroid coordinate &0 in terms of the perturbed
action-angle variables (J, >). To zeroth order, every cos(2i: ) term oscillates at the overtone























where 〈. . .〉" denotes an average over the Matsubara distribution. When " = 1, the right-
hand side of Eq. (3.95) reduces to Y/(VΩ) + O(Y2). Hence we can say that the amplitudes of
the centroid overtone vibrations are ‘Matsubara heated’ to what they would be for a classical
oscillator at temperature ) ["] , owing to the cubic coupling of the centroid to the fluctuation
modes. We stress that this phenomenon is possible because, to zeroth order, all"−1 fluctuation
modes oscillate in concert with the centroid at the fundamental frequency,Ω. It follows that the
force on the centroid, given by Eq. (3.85), contains (at zeroth order) only Fourier components
with frequencies ±2Ω and amplitudes that grow monotonically with " .
In the case of electrical anharmonicity, it is not the overtone vibrations of the centroid
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variable&0 that are relevant, but the fundamental vibrations of all the Matsubara modes. They
contribute with equal weight to the quadratic component of the DMS, giving rise to overtone










J: sin2(i: ) + O(Y2). (3.96)
The total, thermally averaged amplitude of these oscillations is clearly proportional to 1/V["] ,
analogous to the mechanically anharmonic contribution discussed above. The Matsubara
heating interpretation is therefore still applicable. This is unsurprising in retrospect; both the
mechanical and electrical contributions to the overtone arise from @2 nonlinearity, only one is
in the force and the other is in the dipole moment.
3.3.2 Matsubara ‘bead’ picture
To give more weight to the validity of the Matsubara heating interpretation, we introduce the













where T̃ is defined like T of Eq. (2.87) but with # = " . These ‘bead-like’ variables satisfy
(c; , j;) = ( ?̃; , @̃;) + O(Y), where @̃; = @̃(g = ;Vℏ/") and likewise for ?̃; . Hence, evaluating
absorption intensities in the bead picture is analogous to working in the imaginary-time domain,
rather than the corresponding (Matsubara) frequency domain symbolised by the mode picture.
To see why defining these bead-like variables is a useful starting point for understanding
Matsubara heating, consider the Matsubara distribution expressed in terms of (0, 6) = (p̃, q̃)


































































































































which is just the classical canonical distribution function at the effective temperature ) ["] .
The beads therefore follow effective classical Boltzmann statistics that are consistent with
Matsubara heating.
To evaluate ‖Δn‖1 = 2 intensities directly from the perturbed dynamics of q̃ would be
cumbersome, because the Matsubara potential couples each bead with every other bead. Thus,
for example, @̃0 has first-order contributions from each (c; , j;), ; ≠ 0. However, we can recast
Eq. (3.89) (which was derived from the perturbed dynamics of&0) as an integral over bead-like
variables, so as to probe the ensemble of O(Y) bead-like trajectories implicitly. Substituting
Eq. (3.97) into Eq. (3.89), and exploiting the cyclic permutational symmetry of the Matsubara



























(c0 − iΩj0)2(c; + iΩj;)2.
(3.103)
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Within each summand of Eq. (3.103), for ;′ ∉ {0, ;}, the only dependence on (c; ′, j; ′) lies in
the distribution function. We can therefore immediately integrate these variables out to yield
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3.3 The physical interpretation: ‘Matsubara heating’ 63
Comparing Eq. (3.109) with the one-dimensional case of Eq. (3.65) reveals an isomorphism
between the classical and Matsubara overtone intensities evaluated at temperatures of ) ["] and
) , respectively. The Matsubara heating of ‖Δn‖1 = 2 bands can be attributed to the elevated
effective temperatures of the Matsubara beads, which is consistent with the effects of quantum
mechanical zero-point energy in the " →∞ limit.
3.3.3 The peculiar case of difference bands
The Matsubara heating of difference bands is, at a glance, counter-intuitive, as it results in a
lowering of the intensity in the " → ∞ limit. Physically, this is a consequence of quantum
detailed balance; when VℏΩmax  1, the quantum effective temperatures become inversely
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therefore becomes vanishingly small. Of course, this is consistent with the quantum statistical
effects expected based on the Schrödinger picture: since difference bands arise from transitions
in which one quantum number is lowered, the initial state is always vibrationally excited and
therefore has a vanishingly small population.
In Fig. 3.1, we illustrate how the Matsubara intensities of ‖Δn‖1 = 2 bands vary with
respect to " for two coupled oscillators with frequencies Ω1 = 1 a.u. and Ω2 =
√
2 a.u. We





















(Ω8 ±Ω 9 )
, (3.112)
against " at three different temperatures. It is interesting to note that, while the overtone and
combination band intensities always increase monotonically with " , the difference band inten-
sity decreases monotonically at high temperatures, but peaks at " > 1 at lower temperatures
(specifically, one can show, when Vℏ
√
Ω1Ω2 > 2c). This makes it computationally challenging
to illustrate the fluctuation-induced lessening of difference band intensity in simulations, even
for toy models such as the one presented in Fig. 3.1, because the severity of the Matsubara sign
problem increases dramatically both with temperature and with the number of modes (i.e., it is
worsened both by actual heating and by Matsubara heating).
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Figure 3.1: Ratio ofMatsubara to classical ‖Δn‖1 = 2 intensities for a two-dimensional system
with Ω1 = 1 a.u. and Ω2 =
√
2 a.u..
3.4 Numerical illustration and discussion
3.4.1 One-dimensional model of O–H
In this section, to illustrate the effects of Matsubara heating, we study a simple one-dimensional
model of an O–H bond at 300 K. We employ the q-TIP4P/F interatomic potential of ref. 33,
which is given by
+OH(@) = 0
[
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where @ represents the (unweighted) displacement from equilibrium bond length, 0 =
0.185001 a.u., and U = 1.21023 a.u. Eq. (3.113) is just a fourth-order Taylor series ap-
proximation to a Morse potential with the same parameters. The (reduced) mass is set to
< = 1741.05 a.u, and the dipole moment is taken to be linear, such that the quantum IR
spectrum is proportional to the Fourier transform of the Kubo-transformed velocity ACF as per
Eq. (2.51c).
We stress from the outset that these one-dimensional calculations should not be interpreted
as tests of the overall performances of Matsubara dynamics or any of its approximations. Such
imaginary-time path-integral dynamics approaches have been developed specifically for the
purposes of simulating condensed-phase systems, which will be explored in Chapter 4. In a
one-dimensional anharmonic oscillator, real-time quantum coherence has a very large effect
on the dynamics, which we would certainly not expect Matsubara dynamics to be capable
of capturing (and in fact, increasing the number of fluctuation modes reduces the amount of
coherence captured by the dynamics—an artefact upon which we will expand in Section 3.4.4).
Within the context of integrated ‖Δn‖1 = 2 absorption intensities, however, it is a valid
system to use for illustrating the effects of Matsubara heating (or neglect thereof) outlined in
Sections 3.3, because coherence does not play a role up to O(Y2). To aid visual comparisons,







with F = 0.25 ps, which one may regard as crudely imitating the effects of decoherence
that would be expected to occur in the condensed phase. In practice, the convolution was
achieved in the time domain, by damping the Kubo-transformed dipole-derivative ACFs (or








Further computational details are given in Appendix D.1.
We also point out that Matsubara dynamics is known to suffer long convergence ‘tails’
with respect to " at low temperatures, as found similarly in the calculation of some static
properties [135]. Since the severity of the sign problem grows with the size of the fluctuations,
we will thus be unable to reach the number of modes (likely hundreds) required to converge
the Matsubara dynamics spectra. The slow convergence of anharmonic absorption intensities
is already evident from Fig. 3.1, which is relevant to both the truncated and mean-field formu-
lations of the theory. Truncated Matsubara dynamics exhibits similarly slow convergence for
peak positions, but mean-field averaging almost entirely alleviates this, by capturing the effects
of zero-point energy on the fundamental oscillation frequencies [77].
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Figure 3.2: IR absorption spectra calculated for the one-dimensional q-TIP4P/F oscillator
at 300 K. The predictions of truncated Matsubara dynamics are compared against the exact
quantum spectrum. The absorbances in the two panels are scaled as 1 : 50 (left-to-right).
In Fig. 3.2, we compare the IR spectra calculated with (truncated) Matsubara dynamics
to the exact quantum result, which was obtained using the discrete variable representation
(DVR) of Colbert and Miller [14]. Examining first the fundamental band near 3800 cm−1,
we find that increasing the number of Matsubara modes from " = 1 (equivalent to classical
dynamics) to " = 5 causes the peak to redshift slightly, bringing it closer to the exact quantum
result. This is to be expected, given that the dominant anharmonicity is cubic, and quantum
zero-point energy enables more sampling of the shallow, outer wall of the potential than is
allowed by the classical distribution (which is also the origin of Matsubara heating, although
the O(Y2) redshift is beyond the scope of the first-order perturbative analysis of Section 3.2).
However, the integrated intensity is hardly affected, with all the Matsubara predictions within
∼2% of the quantum result. This is because the fundamental band has a leading zeroth-order
contribution from the linear (i.e., harmonic) part of the centroid force, which is independent
of " , so any difference in the intensity must be O(Y). It is consistent with Matsubara heating,
since the fundamental band intensity for a harmonic oscillator is independent of temperature.
In spite of this, the overall lineshape of the fundamental band slightly broadens as " increases,
which might seem paradoxical given the relative sharpness of the quantum peak; this effect is
discussed further in Section 3.4.4.
Turning to the overtone band near 7500 cm−1, the Matsubara peak position, while more
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strongly blueshifted, follows the same overall trend with increasing " . In contrast, the inte-
grated intensity shows qualitatively different behaviour to that of the fundamental band, with
the classical prediction only about one tenth of the quantum result. The intensity increases with
the number of Matsubara modes, reaching about half the quantum intensity at " = 5. This is
the behaviour expected from the perturbative analysis of Section 3.2; the cubic coupling of the
fluctuations to the centroid increases the amplitude of the overtone vibrations of the latter, in
accordance with Matsubara heating (the quartic part of the potential plays no significant role
in this context). For " > 5, the Matsubara sign problem becomes too severe to converge the
spectra numerically, but we expect that near-quantitative agreement with the exact overtone
intensity would be achieved, hypothetically, in the " →∞ limit.
One peculiarity of theMatsubara results presented in Fig. 3.2 is the bifurcation of the" = 3
and " = 5 overtone bands, not observed in the quantum spectrum. To understand why this
is the case, in Fig. 3.3(a) we compare the power spectrum of the centroid mode, (%0, &0), to
that of the fluctuation modes, (%±1, &±1), for the case " = 3 (obtained by taking the Fourier
transforms of the relevant velocity ACFs, so the centroid power spectrum is proportional to
the " = 3 IR spectrum plotted in Fig. 3.2). We find that the fluctuation modes oscillate,
on average, with a fundamental frequency about 20 cm−1 higher than the centroid mode—an
effect not captured by the first-order perturbative analysis of Section 3.2. The &2±1 driving
terms will thus cause centroid overtone vibrations at a slightly higher frequency than the &20
terms, consistent with a bifurcated overtone band.
This artefact turns out to be avoided ifwe account for the higher-frequencyfluctuationmodes
at the mean-field level; Fig. 3.3(b) shows that the frequency discrepancy between centroid and
fluctuation " = 3 power spectra frequencies is removed almost entirely when recalculated
using mean-field Matsubara dynamics (so the " = 1 dynamics is now equivalent to CMD).
The mean-field Matsubara IR spectra are plotted in Fig. 3.4 where we find, reassuringly, that
the overtone band is no longer bifurcated. As expected, the integrated intensities are again
consistent with Matsubara heating, and the mean-field averaging considerably improves the
positions of both peaks.
As more concrete evidence of the validity of the results of Section 3.2, in Table 3.1 we give
the integrated intensities of the Matsubara fundamental and overtone bands as percentages of
the exact quantum intensities. In the final column, we compare these to the expected results





















20U2/< = 0.0176426 a.u. We find that the mean-field Matsubara spectra follow
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Figure 3.3: Comparison of power spectra for truncated and mean-field " = 3 Matsubara
dynamics of the one-dimensional q-TIP4P/F oscillator at 300 K.
the expected trend fairly closely, while truncated Matsubara dynamics deviates from it by
15–20%.
3.4.2 Limitations of path-integral methods
As discussed in Section 2.4, path-integral methods such as [Q]CMD, [T]RPMD, and the plan-
etary model avoid the sign problem of Matsubara dynamics by making drastic approximations
to the time evolution of the fluctuation modes. The perturbative analysis of Section 3.2 enables
us to assess the impact of these approximations on the ability of path-integral methods to
capture ‖Δn‖1 = 2 band intensities faithfully. While we continue focus on a one-dimensional
oscillator for now, in Chapter 4, we will extend our investigations to more realistic gas- and
condensed-phase systems. Computational details of the calculations reported in this section
are given in Appendix D.1.
CMD is equivalent to mean-field Matsubara dynamics with " = 1, which, as indicated in
Section 3.2.4 and proved in Appendix B.3.2, gives first-order perturbative results identical to
classical dynamics (i.e., truncated Matsubara dynamics with " = 1). Indeed, the results of
Figs. 3.4 and Table 3.1 demonstrate numerically that CMD drastically underestimates the first
overtone intensity for the q-TIP4P/F O–H oscillator. In general, Matsubara heating of the cen-
troid ‖Δn‖1 = 2 vibrations will clearly be impossible when the centroid–fluctuation coupling
is accounted for only at the mean-field level. The electrically anharmonic contributions are
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Figure 3.4: As in Fig. 3.2, but using the mean-field version of Matsubara dynamics.
likewise neglected, since the proper path-integral estimator for a nonlinear quantum operator
depends explicitly on the fluctuation modes. Similar arguments apply to QCMD, so both meth-
ods are expected to treat ‖Δn‖1 = 2 band intensities at a level comparable to classical MD. Of
course, they are generally expected to improve the peak positions, except at low temperatures
where CMD is plagued by the curvature problem for certain vibrations [76, 99, 100].
TheRPMDandTRPMDspectra for the q-TIP4P/F oscillator are comparedwith the classical
and quantum results in Fig. 3.5. In RPMD, an effect of discarding the imaginary part of the
Liouvillian is to shift the oscillation frequencies of the fluctuationmodes away from those of the
centroid. As noted in Section 2.4, for a harmonic oscillator with frequencyΩ, the frequency of




. In the perturbing force on the centroid
given by Eq. (3.85), the &2
:≠0 driving terms will therefore oscillate at the wrong frequencies
to be able to contribute to the overtone band at l ' 2Ω. Instead, they give rise to " spurious




, |: | ∈ {1, . . . , "}, two of which are captured in Fig. 3.5.
Electrical anharmonicity (specifically, quadratic terms in the DMS) would contribute intensity
at the same frequencies. Sometimes, particularly in multidimensional systems, the spurious
peaksmay happen to occur near genuine overtone or combination frequencies, and thus could be
mistaken for physical overtone or combination bands; in Appendix C.3, we discuss an example
of this occurring for the SPC/F model of liquid water of ref. 150. In TRPMD, the internal
vibrations of the ring polymer are damped off by the presence of a Langevin thermostat attached
to each fluctuation mode, which mitigates the problem of spurious peaks in the spectrum, but
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Table 3.1: Integrated intensities of the Matsubara fundamental (a) and first overtone (2a)
bands, as percentages of those given by exact quantum mechanics, for the one-dimensional
q-TIP4P/F oscillator at 300 K. For the overtone, we compare our numerical results with the
predictions of first-order PT.
a band 2a band
" Trunc MF Trunc MF PT
1 102% 102% 13% 12% 11%
3 101% 102% 36% 32% 30%
5 101% 100% 52% 48% 45%
Figure 3.5: IR absorption spectra calculated for the one-dimensional q-TIP4P/F oscillator
at 300 K. The predictions of RPMD and TRPMD are compared against the exact quantum
spectrum. Also included is the spectrum given by TRPMD with the friction coefficients
doubled to W: = 2|l: |. The absorbances in the two panels are scaled as 1 : 50 (left-to-right).
does nothing otherwise to improve the description of quantum ‖Δn‖1 = 2 bands.
For a one-dimensional harmonic oscillator, Hele pointed out in ref. 85 that the time-evolved
phase-space density
eA" C&0 = e−W: C/2
[












oscillates with the correct physical frequency, Ω, if one sets W: = 2|l: |, rather than the more
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One may expect, naively, that setting W: = 2|l: | should therefore yield the correct overtone
intensity, but in Fig. 3.5 we find that the only significant effect of increasing the friction is
to intensify the artificial damping of the spectrum.c This is because the phase-space density
of Eq. (3.117) does not represent a deterministic trajectory, but a probability distribution of
thermostatted trajectories.
Unlike other path-integral methods, the planetary model was proposed with the explicit
aim of calculating TCFs of nonlinear observables. As shown in ref. 75 and discussed in
Section 2.4.3, it can be derived as a locally harmonic approximation to Matsubara dynamics,
whereby the Matsubara potential is expanded to second order about the centroid, and the
force exerted by the fluctuations on the centroid is treated at the CMD or TRPMD level.
In the (mechanically) harmonic limit, this force vanishes anyway, so the planetary model is
exact. It can therefore faithfully capture ‖Δn‖1 = 2 bands, and indeed all other absorption
bands, if they are caused purely by nonlinearity in the DMS. However, in the case of a cubic
perturbation to the potential, it is precisely the anharmonic centroid–fluctuation coupling that
enables Matsubara heating of the ‖Δn‖1 = 2 bands. For a linear DMS, we therefore would
not expect the planetary model to perform any better than classical dynamics at capturing the
correct ‖Δn‖1 = 2 intensities, and this is borne out for the q-TIP4P/F oscillator in Fig. 3.6.
Following Willatt et al. [75, 116], we have used TRPMD to propagate the centroids in our
planetary model simulations.
We also include in Fig. 3.6 the spectrum given by LSC-IVR, which is found to reproduce
the quantum overtone intensity far more closely than any of the centroid-following methods
discussed above. This is consistent with the results of refs. 65, 117, in which Plé et al. showed
that LSC-IVR captures ‖Δn‖1 = 2 intensities exactly up to second order in Y. Heuristically, we
can go some way towards understanding this as follows: LSC-IVR approximates the dynamics
of a single Matsubara bead by removing the constraint of imaginary-time smoothness, such that
each ( ?̃; , @̃;) is propagated along independent, Newtonian trajectories. For an oscillator with
purely cubic anharmonicity, the force on the Matsubara centroid (Eq. (3.85)) is equivalent to






 ( ?̃; , @̃;).
Within the scope of first-order PT, it thus makes no difference to the dynamics of the centroid
cBecause TRPMD was implemented by simulating the full #-bead ring-polymer, rather than just its
Matsubara modes, in practice the friction coefficients were set to W: = 4 sin(V# ℏ|l: |/2)/V# ℏ.
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Figure 3.6: IR absorption spectra calculated for the one-dimensional q-TIP4P/F oscillator at
300 K. The predictions of the planetary model and LSC-IVR are compared against the exact
quantum spectrum. The absorbances in the two panels are scaled as 1 : 50 (left-to-right).
whether or not the imaginary-time paths are constrained to be smooth. Of course, LSC-IVR
does not explicitly consider the dynamics of the centroid, so for the more rigorous derivation
the reader is referred to refs. 65, 117. It is also important to note the drawbacks of this method
that arise from the violation of detailed balance; for our one-dimensional q-TIP4P/F oscillator,
this manifests as artificial broadening of the spectral lineshapes, and small regions of negative
absorbance. In condensed-phase systems, it can lead to severe zero-point energy ‘leakage’ on
the timescale of a typical simulation, discussed further in Chapter 4.
3.4.3 A simple post-processing correction procedure
The results presented thus far in Section 3.4 suggest a class of very simple scaling factors one
could apply to ‖Δn‖1 = 2 bands in classical or path-integral spectra to bring their intensities
into better agreement with exact quantum mechanics. Namely, to leading order in Y, the
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It is interesting that we could have obtained this without doing any classical PT explicitly,
and certainly without knowledge of Matsubara dynamics; all that is required is to divide the
quantum PT result of Section 3.2.2 by its ℏ→ 0 limit. Nonetheless, even though the quantum
result has been known since 1976 [149], nobody to our knowledge has yet proposed employing
Eq. (3.119) as a means of post-processing correction.
In a broader sense, the idea of scaling classical spectra during post-processing is, of course,
not new. Indeed the ‘standard’ and ‘harmonic’ correction factors mentioned in Section 2.1.2
have often been applied to obtain inexpensive (but crude) approximations to quantum spectra
from classical data. Another well-known approach involves the ‘Schofield’ correction factor,
eVℏl/2. Each of these have been studied in some depth and are suited to correlation spectra
involving different types of observables [82, 126, 127, 151, 152]. However, despite having
similar functional forms, they are unrelated to the scaling factors of Eq. (3.119). The standard,
harmonic, and Schofield correction factors are functions of the continuous variable l and are
designed to recover the correct harmonic behaviour when multiplied by the entire classical
spectrum. They have been largely superseded by path-integral methods. In contrast, our
scaling factors depend on the system-dependent, harmonic frequencies Ω8, and are designed to
be applied to specific bands to account for the anharmonic effects that path-integral methods
fail to capture.
The theoretical analysis of Section 3.2, and the numerical results of Fig. 3.4 and Table 3.1,
justify using Eq. (3.119) to correct the spectra given by CMD or QCMD. This is because
these methods are expected to yield intensities similar to those of classical MD (within the
limits of their respective applicabilities). Application to TRPMD spectra might be justified
in principle, but in practice, the unphysical lineshape broadening can cause bands that should
be well separated to overlap too significantly for one to isolate the contributions in need of
‘correcting’. Application to planetary model spectra could only be justified in the case of a
linear DMS, otherwise the electrically anharmonic contributions to the intensity (which the
planetary model treats accurately) would be double-counted.
















In Fig. 3.7, we verify that scaling the classical or CMD first overtone band of the one-
dimensional q-TIP4P/F oscillator by this quantity brings its intensity into far better agreement
with exact quantum mechanics. In Chapter 4, we will validate this post-processing correction
approach more strongly, by applying it to accurate models of gas-phase water and ammonia.
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Figure 3.7: First overtone regions of IR absorption spectra calculated for the one-dimensional
q-TIP4P/F oscillator at 300 K, corrected by applying the post-processing scaling factors of
Eq. (3.120), taking Ω in each case to be the first moment of the corresponding fundamental
band. The predictions of classical MD and CMD are compared against the exact quantum
spectrum. Note that the uncorrected results are identical to the " = 1 results from Figs. 3.2
(classical) and 3.4 (CMD)
.
3.4.4 A word on lineshape broadening
Figs. 3.2 and 3.4 illustrate an interesting and apparently paradoxical effect. As the number of
modes " increases, the lineshapes of the Matsubara spectra are erroneously broadened relative
to the quantum lineshapes (which, of course, would be infinitely narrow had we not applied
Gaussian damping to mimic decoherence). This contrasts with the positions and intensities
of the peaks, which, as discussed above, come into closer agreement with the quantum result.
Making the reasonable assumption that this trend continues as " → ∞, it would seem as
though converged Matsubara dynamics misses some quantum coherence that is captured by
CMD, RPMD, and even classical dynamics.
Mechanically, we can understand this as a side effect of Matsubara heating. In the ‘bead
picture’, the broadening mechanism is analogous to that which occurs when the temperature is
raised; namely, the beads access regions of configuration space with stronger anharmonicity,
and thus sample a wider range of frequencies (recalling that the frequency of oscillation
along any given trajectory depends on the action). In the ‘mode picture’, the fluctuation
modes vibrate with fundamental frequencies close to that of the centroid, so energy is easily
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Figure 3.8: Typical centroid trajectories from truncated Matsubara dynamics simulations
of the q-TIP4P/F oscillator described in Section 3.4.1, illustrating the characteristic beating
pattern that occurs for " > 1 as a result of centroid–fluctuation coupling. Similar behaviour
is observed in mean-field Matsubara dynamics.
transferred among them in the presence of an anharmonic perturbation. This causes the centroid
to undergo a pronounced beating pattern, as illustrated in Fig. 3.8, such that more than one
oscillation frequency contributes to each trajectory. In CMD, however, one can regard the
frequencies of the fluctuation modes as being raised so as to achieve adiabatic separation from
the centroid motion. Any energy flow is substantially reduced, and occurs on a timescale that is
instantaneous relative to the period of oscillation of the centroid. The beating pattern therefore
vanishes, giving rise to a much sharper spectrum.
Still, this behaviour is somewhat surprising, given that CMD may be derived as an ap-
proximation to Matsubara dynamics. For further insight, we turn to the theoretical analysis of
Ramírez et al. [142]. They showed that, for one-dimensional systems in the low-temperature
limit, the second derivative of the centroid PMF at equilibrium gives an approximation to the





F ′′(&min) ' 1 − 0, (3.121)
where F ′(&min) = 0. This holds even for raw potentials, + (@), that are highly anharmonic,
such as quartic potentials that themselves have vanishing second derivatives at equilibrium,
and double well potentials for which 1 − 0 corresponds to a tunnelling splitting [142]. At
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sufficiently low temperatures (:B)  1 − 0), each centroid trajectory of a CMD simulation
must therefore contain a harmonic component, the frequency of which is close to the quantum
fundamental frequency, (1−0)/ℏ. This implies that CMD can capture some of the effects of
quantum coherence in this regime. In the ) → 0 limit, it may be formally viewed as mapping
the coherent oscillations between the two lowest-energy eigenstates onto the classical dynamics
of a harmonic oscillator with potential F (&0).
The q-TIP4P/F oscillator considered in this chapter carries relatively mild anharmonicity,
so one does not require knowledge of ‘Ramírez oscillations’ to justify the reasonable prediction
that CMD gives for the fundamental band frequency. The sharpness of the lineshape, however,
can probably be attributed (at least in part) to the ability of CMD to probe the corresponding
energy quantisation. Insofar as lineshape is concerned, RPMD and classical MD may then
be regarded as approximations to CMD—RPMD, because the fluctuation frequencies are
shifted only part of the way towards adiabatic separation, and classical MD, because + (@)
and F (&0) happen to be equivalent up to O(Y) (see Appendix B.3.2). While CMD can, at
sufficiently high temperatures, give excellent predictions of fundamental bands for condensed-
phase systems [29, 96–98], Ramírez oscillations are an artefact of restricting the dynamics to
a very small number of degrees of freedom. In condensed-phase systems, most degrees of
freedom possess characteristic frequencies that are small relative to :B) , resulting in many
closely-spaced energy levels. CMD clearly does not behave as a two-state mapping model in
this regime.
Chapter 4
Simulations of infrared absorption spectra
In Chapter 3, we showed that the underestimation by centroid-following path-integral methods
of first overtone and binary combination band intensities, and the corresponding overestimation
of binary difference band intensities, results from neglecting the ‘Matsubara heating’ of the
relevant centroid vibrations. Using the notation of Section 3.1, such absorption bands are
collectively labelled as ‖Δn‖1 = 2. We proposed a simple class of scaling factors that one can
apply to the ‖Δn‖1 = 2 bands given by centroid-following methods, or even by classical MD,
to bring their intensities into closer agreement with quantum mechanics. However, so far we
have only tested this post-processing approach on a one-dimensional model of a single O–H
bond, which is far from being representative of real molecular systems.
The main goal of the present chapter is to test the applicability of the scaling factors to
more challenging systems. In generating the IR spectra for these systems, we also take the
opportunity to overview the capabilities of classical and path-integral methods over the whole
range of frequencies up to and including the near-IR region. Section 4.1 focuses on gas-phase
water, Section 4.2 on gas-phase ammonia, and Sections 4.3–4.4 on condensed-phase water.
We find that the scaling factors work very well for gas-phase systems, especially considering
the simplicity of the model used to derive them. In the condensed phase, where features are
less well resolved and might be affected by highly anharmonic couplings that are difficult to
treat perturbatively, the approach is found not to be as successful. However, we propose that
it could still serve a purpose as a first step towards improving the outcomes of path-integral
simulations. In the case of water, we also assess the performance of LSC-IVR, which we expect
to give reasonable anharmonic absorption intensities, but lineshapes potentially distorted by
the degradation of the quantum Boltzmann distribution.
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4.1 Gas-phase water
Here we examine the IR spectra of gas-phase water predicted by various approximate methods,
namely classical MD, QCMD, TRPMD, and LSC-IVR. We omit the results of CMD and
unthermostatted RPMD, which suffer well-known defects at low temperatures that have been
studied in depth elsewhere [76, 99–101] (see Section 2.4 for a summary). We also assess the
effectiveness of the scaling factors proposed in Section 3.4.3 as a means of post-processing
intensity correction for ‖Δn‖1 = 2 bands.
4.1.1 Computational details
The raw data from QCMD simulations were provided by G. Trenins. Details of these simu-
lations can be found in ref. 107, where they were also used to generate IR spectra (but only
the mid- to far-IR regions were reported). To enable fair comparisons with the QCMD results,
our classical, TRPMD, LSC-IVR, and quantum calculations employed the same PES [153]
and DMS [154] originally due to Partridge and Schwenke. The quantum results were obtained
using the DVR3D package of Tennyson et al. [15].
In the classical simulations, the dipole moments of several independent water molecules
were recorded along microcanonical production runs, each of length 2 ps, to yield a total of
105 single-molecule Newtonian trajectories. Prior to each production run, the molecules were
subject to a 0.125 ps equilibration run under the influence of a local Langevin thermostat [155,
156] with friction coefficient 10 ps−1 (OBABO propagator splitting in the notation of ref. 157).
A time step of 0.125 fs was used throughout. The dipole-derivative ACF was calculated for
0 6 C < 1 ps by time averaging over the production runs.
The TRPMD simulations were carried out in a similar fashion, but with each atom now
represented by # = 32 ring-polymer beads at 300 K, and # = 64 at 150 K (the same
numbers required to converge QCMD [107]). The ring polymers were subject to a path-integral
Langevin equation (PILE) thermostat, as described in ref. 132. For the production runs, only
the fluctuation modes were thermostatted, with friction coefficients set to the corresponding
natural frequencies 2 sin(V#ℏ|l: |/2)/V#ℏ, whereas for equilibration, the centroid was subject
to the same thermostatting employed in the classical simulations. Under the conventions laid
out in ref. 132, this combination of PILE with local Langevin thermostatting of the centroid is
denoted PILE-L. As per Eq. (2.106b), the dipole moment averaged over the ring-polymer beads
was used to evaluate the TRPMD approximation to the Kubo-transformed dipole-derivative
ACF.
For the LSC-IVR simulations, we employed the local Gaussian approximation (LGA) of
Liu and Miller [60] to sample from the Wigner quasi-probability distribution, so the method is
more accurately described as LSC-IVR+LGA. The LGA is an extension of the local harmonic
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approximation (LHA) due to Shi andGeva [57], and is described inmore detail inAppendixA.3.
As for classical MD, the LSC-IVR+LGA production runs constituted Newtonian trajectories of
several independent molecules, along which their dipole moments were evaluated. However,
the procedure for sampling initial conditions was more involved. In order to sample from the
marginal position probability density of the Wigner distribution, a set of ring polymers with
the same specifications as for TRPMD were propagated under PILE-L for 2.5 ns, with one
system replica (i.e., set of beads with the same index) being randomly selected at intervals of
0.125 ps. The configuration of that replica was then used to initialise a production run. The
mass-weighted Hessian of the PES was evaluated at the same configuration by finite difference,
so that its eigenvectors and eigenvalues could be used to sample initial momenta from the
LGA conditional momentum distribution of Eq. (A.28). However, to mitigate artefacts that
would arise from treating the free rotations as locally harmonic, the eigenvalues corresponding
to free rotation were set to zero, such that the momentum distribution became Maxwellian
for those degrees of freedom. Five sets of initial momenta were sampled independently
for each initial configuration, yielding a total of 5 × 105 single-molecule trajectories. The
LSC-IVR+LGA approximation to the symmetrised dipole-derivative ACF (equivalent to the
real part of the standard ACF) was evaluated as per Eq. (2.81), with Eq. (A.32). Because
Newtonian trajectories do not conserve the Wigner distribution, time averaging could not be
performed, hence the ACF was obtained by averaging over the initial conditions only.
The IR spectra were obtained as per Eq. (2.51c) (quantum, QCMD, TRPMD), Eq. (2.51b)





where F = 0.75 ps, which is equivalent to damping the Kubo-transformed dipole-derivative
ACFs using the Hann windowa [158]
5H(C) =

cos2(cC/2F) |C | 6 F
0 |C | > F.
(4.2)
In the exact quantum case, this serves to mimic quantum decoherence, washing out some of the
rotational fine structure usually observed in the gas phase (so that each band is represented by
a smooth peak, rather than a series of lines). For the approximate methods, it serves to damp
the long-time tails of the ACFs (which are difficult to converge numerically), reducing ringing
artefacts in the corresponding spectra.
aIn practice the raw LSC-IVR+LGA result, which approximates the symmetrised ACF, was first
converted to the Kubo-transformed version using Eq. (2.37) and (2.43) to make the desired convolution
easier to achieve.
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4.1.2 Comparison of methods
In Fig. 4.1, we plot the classical, QCMD, and quantum IR spectra for gas-phase water at 300 K
and 150 K. The quantum spectra are replotted with the TRPMD and LSC-IVR+LGA spectra
in Fig. 4.2. The peaks are assigned up to ‖Δn‖1 = 2 following ref. 153, using a1, . . . , a3 to
denote the frequencies of the symmetric stretch, bend, and antisymmetric stretch respectively.
Focusing first on the fundamental bands, which dominate the mid- to far-IR regions (0–
4250 cm−1) of the spectra, we find that classical MD gives generally good agreement with exact
quantum mechanics, except that the stretch fundamental (a1/a3) band system has the wrong
internal structure and is blueshifted by ∼150 cm−1 (slightly more at the lower temperature).
The bend fundamental (a2) band is also blueshifted, but by a much smaller amount. These
blueshifts are easily explained as the result of classical MD missing the quantum zero-point
energy, whereas the incorrect internal structure is probably caused by the neglect of real-time
coherence effects on the rovibrational coupling.
QCMD produces spectra with similar lineshapes to classical MD, but the position of the
a1/a3 band system is improved significantly, with its blueshift reduced to ∼60 cm−1. The cause
of this residual, temperature-independent blueshift is not well-understood—it could be related
to the inaccurate treatment of centroid–fluctuation coupling, or perhaps the neglect real-time
coherence. Yu and Bowman suggested the latter explanation for the much larger blueshifts that
they observed in TRPMD simulations of a highly anharmonic, protonated water cluster [105].
Nonetheless, QCMD gives overall excellent agreement with the exact quantum spectrum in the
mid- to far-IR region. The reader is referred to refs. 77, 107 for more detailed discussions of
this method.
TRPMD gives similar predictions to QCMD for the peak positions, but the lineshapes are
unphysically broadened and under-structured, owing to the effect of the thermostat coupling
weakly to the centroid vibrations. This is especially apparent in the lower temperature spec-
trum. Essentially, TRPMD gives damped versions of the QCMD spectra, but at much lower
computational cost, since one is not required to achieve near-adiabatic separation between the
(quasi-)centroid and the fluctuations around it. The unphysical broadening problem could be
somewhat mitigated by using appropriately tuned, coloured-noise thermostats, in place of the
conventional white-noise thermostats attached to the fluctuation modes [104, 106].
The LSC-IVR+LGA method predicts a a1/a3 band system that is visually very similar to
that of TRPMD, but the cause of unphysical broadening is now the degradation of the initial
quantum distribution, rather than any sort of thermostatting. While zero-point energy ‘leakage’
into intramolecular degrees of freedom is clearly impossible in a simulation of non-interacting
molecules, the damping can be regarded partly as a consequence of the jagged (non-Matsubara)
fluctuation modes participating in the dynamics [73].
The contrast between the methods is more pronounced when we turn to overtone and
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Figure 4.1: Classical, QCMD, and quantum IR absorption spectra calculated for gas-phase
water using the Partridge–Schwenke PES [153] and DMS [154]. The QCMD results have been
adapted from ref. 107. We also show (as dashed lines) the effects of correcting the classical
and QCMD ‖Δn‖1 = 2 band intensities as a post-processing step, where possible, using the
scaling factors of Eq. (3.119). The absorbances in the three panels of each graph are scaled as
1 : 5 : 70 (left-to-right), while the absorbances in the insets are each scaled by a factor of 70
relative to the panels in which they appear.
combination bands, which dominate the near-IR regions (4700–8000 cm−1) of the spectra. In
the quantum spectra, the a1 + a2/a2 + a3 combination band system at ∼5300 cm−1 obtains most
of its intensity from a2+a3, whereas the a1+a3/2a1/2a3 system at ∼7300 cm−1 may be referred
to colloquially as the ‘stretch overtone’, but is actually dominated by a1 + a3 [153]. We also
observe the 2a2 band at ∼3200 cm−1. As expected from the analysis of Chapter 3, the centroid-
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Figure 4.2: TRPMD, LSC-IVR+LGA, and quantum IR absorption spectra calculated for gas-
phase water using the Partridge–Schwenke surfaces. The absorbances in the three panels of
each graph are scaled as 1 : 5 : 70 (left-to-right), while the absorbances in the insets are each
scaled by a factor of 25 relative to the panels in which they appear. The assignments of the
features visible in the insets are omitted here for clarity, but are given in Fig. 4.1.
following methods (QCMD and TRPMD) capture only small fractions of the true intensities of
these bands, performing no better than classical MD in this respect. In fact, the damping effect
of the thermostat in TRPMD results in the high-frequency tails of one or more fundamental
bands extending into the near-IR region, overlapping with the combination bands so that they
appear almost washed out, whereas the 2a2 band (which almost coincides with a1/a3) is washed
out entirely. Classical MD and QCMD additionally predict absorption at ∼2200 cm−1, which
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corresponds to the a1− a2/a3− a2 difference band system and is too weak to be visible in either
of the quantum spectra. This is consistent with the counterintuitive diminishing of difference
band intensity caused by Matsubara heating, as discussed in Section 3.3.3. Finally, it is notable
that the residual blueshift of the centroid-following methods, mentioned above for the a1/a3
system, is enhanced by a factor of ∼3 for a1 + a3/2a1/2a3.
On the other hand, LSC-IVR+LGA reproduces ∼80% of the integrated intensity of
a1 + a2/a2 + a3, and more than 90% of that of a1 + a3/2a1/2a3 (taking the boundary between
the two band systems to be at 5800 cm−1). While ostensibly promising, the near-quantitative
accuracy of the latter intensity is almost certainly due, in part, to fortuitous cancellation of
errors; Plé et al. showed that the neglect by the LGA of non-local correlations between mo-
mentum and position can lead overtone and combination band intensities to be overestimated,
assuming the DMS is linear [65]. Our simulations employed the nonlinear Partridge-Schwenke
DMS, however, and utilised a crude approximation to the static dipole-derivative estimator that
effectively neglects its dependence on the non-Matsubara modes (see Appendix A.3). Even
so, it is clear that LSC-IVR is the only one of the approximate methods capable of providing
a reasonable description of this part of the spectrum without modification. The anharmonic
features in the mid-IR region are described less well, with 2a2 washed out by the artificial
broadening of a1/a3, and a1 − a2/a3 − a2 corrupted by a region of non-negligible negative
absorbance. This negative absorbance is a clear manifestation of the violation of detailed bal-
ance. However, LSC-IVR is expected to perform better when combined with a more accurate
(but expensive) method to sample from the Wigner conditional momentum distribution that
accounts properly for quantum correlations, such as the Edgeworth conditional momentum
approximation (ECMA) [65].
For completeness, in Appendix C.1, we plot the spectra obtained using the simpler
q-TIP4P/F PES and DMS [33]. For LSC-IVR+LGA and exact quantum mechanics we also
include the 300 K ‘mixed’ spectra, obtained using the Partridge–Schwenke PES combined
with the q-TIP4P/F DMS and vice versa, in an effort to disentangle the effects that changing
each surface has on the absorption bands. Most notably, we find that changing the DMS from
nonlinear (Partridge–Schwenke) to linear (q-TIP4P/F) brings the LSC-IVR+LGA combination
band intensities into apparently worse agreement with exact quantum mechanics, but better
agreement with the PT results of Plé et al. [65].
4.1.3 Post-processing correction
We would ideally like to combine the quality of the lineshapes predicted by QCMD with
intensities as least as accurate as those of LSC-IVR+LGA. In principle, we believe that
Matsubara dynamics would achieve this goal, but it is too expensive to converge for even a
system as small as a single water molecule. A more practical option is to apply the scaling
84 Simulations of infrared absorption spectra
factors of Eq. (3.119) to the overtone and combination bands, taking Ω8 and Ω 9 in each case
to be the first moments of the corresponding fundamental bands or band systems. Fig. 4.1
shows the resulting QCMD spectra at 300 K and 150 K. The QCMD a1 + a2/a2 + a3 and
a1 + a3/2a1/2a3 intensities are each raised to ∼110% of the corresponding quantum intensities,
which is remarkably close given the simplicity of the model used to derive Eq. (3.119). The 2a2
band is raised to ∼105% of the quantum intensity at 150 K, but we do not attempt to correct it in
the 300 K spectrum, where it overlaps more significantly with the a1/a3 band. We also opt not
to show the result of applying Eq. (3.119) to the difference band system at either temperature,
which would essentially amount to removing the feature entirely. Since classical MD gives
intensities in close agreement with QCMD, we include the results of applying the overtone
and combination scaling factors to the classical spectra as well, illustrating that the usefulness
of this post-processing approach is not necessarily limited to systems for which the results of
expensive path-integral simulations are available (provided that one is not too concerned with
the accuracies of the peak positions).
4.2 Gas-phase ammonia
To provide a more challenging test for our post-processing correction approach, we calculated
the classical spectra of ammonia at 300 K and 150 K. We employed the PES-2 surface and
AQZfc DMS described by Yurchenko et al. in ref. 159. The peaks are assigned up to ‖Δn‖1 = 2
following ref. 159, using a1, . . . , a4 for the symmetric stretch, symmetric bend, asymmetric
stretch, and asymmetric bend respectively (notation originally due to Herzberg [160]).
4.2.1 Computational details
The quantum spectra were obtained directly using the line list data supplied as Supporting
Information to ref. 159.
In the classical simulations, the dipole moments of several independent ammonia molecules
were recorded along microcanonical production runs, each of length 1 ps, to yield a total of
105 single-molecule Newtonian trajectories. Prior to each production run, the molecules were
subject to an equilibration run of average length 0.1 ps, under the influence of a local Langevin
thermostat [155, 156] with friction coefficient 10 ps−1 (OBABO propagator splitting [157]).
A time step of 0.125 fs was used throughout. The dipole-derivative ACF was calculated for
0 6 C < 1 ps by time averaging over the production runs.
As for gas-phase water, the classical ammonia ACFs were damped prior to Fourier trans-
formation using a Hann window of width F = 0.75 ps. For the quantum spectra, the same
effect was achieved in the frequency domain, simply representing each spectral line by the
(appropriately shifted and scaled) Hann filter 5̃H(l) of Eq. (4.1).
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4.2.2 Results and post-processing correction
The classical and quantum gas-phase ammonia spectra are plotted in Fig. 4.3. Compared to
water, ammonia has a more crowded series of non-fundamental bands, including the a1 − a2
difference band which coincides with a2+ a4 around 2600 cm−1 (and, unlike the a1− a2/a3− a2
system of water, is intense enough to be resolved in the quantum absorbance). The peaks
at 6000 cm−1 and 7800 cm−1 comprise ‖Δn‖1 > 2 bands, which are beyond the scope of
the present discussion, as is the 3a2 band that coincides (with comparable intensity) with the
a1 − a2/a2 + a4 system. We have also neglected to label any non-fundamental bands that are
dwarfed by close-by fundamental bands, such as 2a4, which overlaps with a1/a3.b
Similar to water, the lineshapes of the fundamental bands are fairly well captured by
classical MD, but the neglect of zero-point energy causes a considerable blueshift to the a1/a3
band system. The combination bands and overtone that involve stretching vibrations are more
severely blueshifted and, as expected, their intensities underestimated. In contrast, the classical
a1 − a2/a2 + a4 system is an order of magnitude too intense; based on the analysis of Chapter 3,
we would expect the main contribution to this peak to come from a1 − a2, with the a2 + a4
contribution underestimated by a comparably large factor.
We also include in Fig. 4.3 the ‘corrected’ classical spectra that result from applying the
scaling factors of Eq. (3.119) to the ‖Δn‖1 = 2 band systems. The classical intensities of the
overtone and combination band systems are brought into much closer agreement with quantum
results. Treating the difference band requires some more care, however, as it overlaps with two
combination bands (a2 + a4 and 3a2). While it seems safe to assume that any contributions
from the combination bands to the classical peak are small enough to ignore, this certainly
does not hold true for the quantum spectra. To allow for a fair comparison, we include insets
in which the assignments of ref. 159 have been used to isolate the a1 − a2 contributions to the
quantum spectra. We find that the appropriate scaling factor reduces the classical intensity to
∼80% of the quantum intensity at 300 K, and ∼50% at 150 K.
4.3 Condensed-phase q-TIP4P/F water
The accuracies of path integral–based and other approximations to the vibrational spectra of
condensed-phase water have already been studied extensively in the literature [28–30, 33, 34,
56, 67–69, 96, 97, 107, 116, 146, 147, 164]. However, the focus has almost entirely been on
fundamental bands. The present section may be considered an extension of several previous
studies in which TRPMD [29], QCMD [107], and LSC-IVR+LGA [28] were assessed for
bIn fact, the 2a4 band is in Fermi resonance with the a1 band, an effect more pronounced in the
polarised Raman spectrum of the liquid [161–163]. Fermi resonances will be explored further in
Chapter 5.
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Figure 4.3: Classical and quantum IR absorption spectra calculated for gas-phase ammonia
using the PES-2 surface and AQZfc DMS of Yurchenko et al. [159]. The quantum spectra were
obtained directly using the line list data supplied as Supporting Information to ref. 159. We
also show (as dashed lines) the effects of correcting the classical ‖Δn‖1 = 2 band intensities as
a post-processing step using the scaling factors of Eq. (3.119). Note that the scaling factor for
the a1 − a2 difference band reduces its intensity (see inset—the ‘uncorrected’ difference band
is too intense at 150 K to be visible in the inset of (b)). The absorbances in the two panels of
each graph are scaled as 1 : 15 (left-to-right), while the absorbances in the insets are scaled by
factors of (a) 1.6 × 103 (b) 1.6 × 105 relative to the panels in which they appear.
their performances in calculating the IR spectra of liquid water at 300 K and ice Ih at 150 K.
To be consistent with all these studies, we have employed the q-TIP4P/F PES and associated
point-charge (linear) DMS due to Habershon et al. [33]. These have the advantage of being
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cheap, but are not accurate enough to allow for meaningful comparisons with experimental
spectra. Furthermore, exact quantum calculations are unfeasible for systems of this size.
Nevertheless, we will be able to make some cautious conclusions about the capabilities of the
various methods, by drawing upon analogies with the gas-phase spectra of Section 4.1 and
Appendix C.1.
4.3.1 Computational details
The rawdata from classicalMD,TRPMD, andQCMDsimulationswere provided byG. Trenins.
Details of the TRPMD and QCMD simulations are given in ref. 107, where they were also used
to generate IR spectra. The classical simulations were performed in an algorithmically identical
fashion to TRPMD, but with the number of beads reduced to one. To be consistent with the
other methods, the number of beads used for the PIMD component of our LSC-IVR+LGA
simulations was # = 32 for 300 K liquid water and # = 64 for 150 K ice Ih. These are also
consistent with our gas-phase simulations at the same temperatures. The liquid simulations
employed periodic boundary conditions applied to cubic cells of side length 15.6404 Å, each
containing 128 molecules. For ice, we used orthorhombic cells with dimensions 13.5552 ×
15.6522 × 14.7570 Å3, each containing 96 molecules. A time step of 0.125 fs was used
throughout.
For both the liquid and ice phases, the LSC-IVR+LGA simulations began with eight
independently equilibrated ring-polymer simulation cells, which were taken from the TRPMD
simulations of ref. 107. These were propagated for approximately 5 ns under the influence
of a PILE-G thermostat, which combines PILE for the fluctuations with global Langevin
thermostatting of the centroid [132]. The friction coefficients for the fluctuation modes were
set to the corresponding natural frequencies 2 sin(V#ℏ|l: |/2)/V#ℏ, and that of the centroid
to 10 ps−1. The configuration of one replica was recorded at time intervals of 1 ps, yielding
about 4×104 independent initial configurations, implicitly sampled from the marginal position
probability density of the Wigner distribution.
The mass-weighted Hessian of the PES was evaluated at each of these configurations
by finite difference, so that its eigenvectors and eigenvalues could be used to sample initial
momenta from the LGA conditional momentum distribution of Eq. (A.28). Note that, in
order to reduce the storage requirements for the Hessian matrices, they were sparsified prior to
diagonalisation by setting to zero any off-diagonal elements corresponding to atoms separated
by more than 2.6459 Å (5 a.u.). One set of initial momenta was sampled for each initial
configuration, yielding a total of ∼4×104 phase-space points, from each of which a Newtonian
trajectory of length 1 ps was propagated. The Newtonian trajectories were then used to estimate
the symmetrised dipole-derivative ACF, as per Eq. (2.81) with Eq. (A.32).
The ∼40 ns thermostatted master trajectories were propagated using an in-house code
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provided by G. Trenins, while the subsequent LGA sampling and Newtonian propagation were
carried out using a modified version of the i-PI package due to Ceriotti and co-workers, with
the included q-TIP4P/F driver [165].
As mentioned in Section 2.1.3, the energy absorption spectrum, (q/c(V;l), does not
precisely correspond to the IR absorption spectrum. Rather, assuming three spatial dimensions,
it is related to the Beer–Lambert absorption coefficient, U(l), (which is proportional to the





where V is the volume of the sample, 2 is the speed of light in a vacuum, and Y0 is the
vacuum permittivity [101]. To achieve the closest possible connection with the quantities
that would be measured experimentally for hypothetical quantum or classical q-TIP4P/F water,
we choose to represent IR spectra by =(l)U(l), calculated using Eq. (4.3) with Eq. (2.51c)
(QCMD, TRPMD), Eq. (2.51b) (LSC-IVR+LGA), or Eq. (2.52b) (classical), and takingV to
be the volume of the simulation cell. The liquid-phase ACFs were damped prior to Fourier
transformation using a Hann window of width F = 0.6 ps, whereas for ice, a broader window of
width F = 0.8 ps was required to fully resolve the classical and QCMD spectra (on account of
the splitting of the stretch band into symmetric and antisymmetric components—see Fig. 4.4—
which is an artefact of the q-TIP4P/F potential).
4.3.2 Comparison of methods
In Fig. 4.4, we plot the IR spectra for liquid water at 300 K and ice Ih at 150 K, as given by
classical MD, QCMD, TRPMD, and LSC-IVR+LGA.c The most prominent peaks have been
assigned by analogy with the gas-phase spectra, but since intermolecular coupling causes the
wave functions of individual molecules to be ill-defined, we label bands just by the nature of
the vibrations involved (stretch, bend, or libration), rather than the specific normal modes being
excited.
cNote that the LSC-IVR+LGA results for the liquid were calculated using very similar parameters to
those employed in ref. 28, but there are small discrepancies between the resulting spectra, because ours
was obtained from the symmetrised ACF and the spectrum in ref. 28 from the Kubo-transformed ACF.
We found that using symmetrised ACFs resulted in less noisy spectra, especially in the near-IR regions,
but that the low-frequency (librational) regions ended up in slightly worse agreement with classical MD
(which is expected to be accurate there). We plot the spectra obtained from the Kubo-transformed ACFs
in Appendix C.2.
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Figure 4.4: Classical, QCMD, TRPMD, and LSC-IVR+LGA IR absorption spectra calculated
for liquid water and ice Ih using the q-TIP4P/F PES and DMS [33]. The QCMD and TRPMD
results have been adapted from ref. 107, and the classical results (calculated in a similar
fashion) were provided by G. Trenins. The inset of (b) magnifies the region of the bend–
libration combination band, as well as the suspected stretch–libration difference band (not
labelled), which carries erroneously negative absorbance in the LSC-IVR+LGA spectrum.
Fundamental bands and zero-point energy leakage
In the mid- to far-IR region, classical MD, QCMD, and TRPMD behave similarly as they do
in the gas phase. Namely, TRPMD gives broadened versions of the QCMD spectra, which
we suspect gives fundamental bands close to what would be obtained from exact quantum
calculations. Classical MD, on the other hand, gives lineshapes in very good agreement
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with QCMD, but the neglect of zero-point energy causes the stretch band to be considerably
blueshifted (especially in the ice spectrum).
The LSC-IVR+LGA results are in reasonable agreement with QCMD overall, but the
broadening of the bend and stretch bands is more severe than in the gas phase. The bend
suffers a blueshift that grows upon decreasing the temperature, while the libration suffers an
increasing redshift. While deficiencies of the LGA (especially applied to the very anharmonic
librational degrees of freedom) may have some part to play, these artefacts are thought to
be due predominantly to the violation of detailed balance, which in the condensed phase
causes zero-point energy to ‘leak’ into the intermolecular degrees of freedom. Habershon and
Manolopoulos investigated this phenomenon in their LSC-IVR+LGA simulations of the 300 K



















increases by almost 400 K over the course of the 1 ps simulation [28], where TA (p) is the
classical centre-of-mass kinetic energy of water molecule A and the Wigner distribution is here
understood to be approximated by the LGA. The leakage thus raises the effective temperature
of the libration (which is intermolecular), while lowering that of the bend (which is intramolec-
ular). We can rationalise the blueshift of the bend and redshift of the libration by observing that
both the corresponding bands in the classical spectrum are blueshifted as the temperature is
lowered. The stretch is not as severely affected, probably because it does not couple as strongly
to the librational modes (the bending motion being closer in frequency to the libration).
Relative to the initial distribution, our simulations of 150 K ice suffer an even larger
zero-point energy leakage, with )cm(C) rising by ∼300 K as shown in Fig. 4.5. This was
calculated by averaging over ∼5000 LSC-IVR+LGA trajectories. Superimposed on the graph
are visualisations of the ice simulation cell at several points along a typical one of these
trajectories, which reveal that the observed rise in )cm(C) is sufficient to melt the contents of the
cell within 1 ps. While the deterioration of the (approximate) quantum Boltzmann distribution
appears rather dramatic based on Fig. 4.5, it is important to remember that it occurs on a similar
timescale to the decorrelation of the dipole-derivative ACF. This is why it does not lead to a
similarly dramatic deterioration of the IR spectrum.
Overtone and combination bands
The lack of free rotation in the condensed phase gives rise to certain peaks not present in the gas-
phase spectra, most notably the bend–libration combination band around 2300 cm−1 in the ice
spectrum (in the liquid spectrum, this becomes difficult to separate from the bend fundamental
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Figure 4.5: Plot of instantaneous centre-of-mass temperature, as defined in Eq. (4.4), against
time for ice Ih. Superimposed on the graph are visualisations of the ice simulation cell at 250 fs
intervals along a typical LSC-IVR+LGA trajectory. The crystalline order has visibly deterio-
rated by 1 ps, as a result of intramolecular zero-point energy ‘leaking’ into the intermolecular
degrees of freedom.
band). This assignment was confirmed in ref. 29 using the local monomer (LMon) method,
whereby the time-independent Schrödinger equation is solved numerically for a small number
of individual molecules selected from snapshots of the PIMD simulation cell, while freezing
most of the intermolecular degrees of freedom [166, 167]. In Fig. 4.6 we replot the QCMD and
LSC-IVR+LGA results alongside those of LMon-4, for which a single intermolecular mode
was un-frozen (in addition to the three intramolecular modes). The raw LMon-4 line spectra,
which were provided by the authors of ref. 29, have been convolved with the appropriate Hann
filter (see Eq. (4.1)) and scaled such that the intensity integrated over 3000–4250 cm−1 matches
that of QCMD.
Since LMon-4 neglects most of the intermolecular dynamics, it gives fairly poor predictions
of the libration bands, but good agreement with QCMD for the bend and stretch bands. On the
other hand, QCMD captures only a small fraction of the bend–libration combination intensity
that is predicted by LMon-4. This was also noted in ref. 107, where it was speculated that this
feature depends on an accurate description of Matsubara fluctuations; the perturbative analysis
of Chapter 3 confirms this interpretation. Classical MD and QCMD each give an artefact
at ∼2900 cm−1, which we suspect could be a stretch–libration difference band that has been
erroneously intensified by the neglect of Matsubara heating, whereas LMon-4 gives a bend
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Figure 4.6: The same QCMD and LSC-IVR+LGA results as in Fig. 4.4, compared against
the LMon-4 results from ref. 29. ‘Correcting’ the QCMD bend–libration combination band
(dashed line) using the appropriate scaling factor (Eq. (3.119)) brings its intensity closer to
that predicted by LMon-4, but the theoretical justification of this post-processing procedure is
somewhat questionable in the condensed phase.
overtone at ∼3200 cm−1. It is likely that this overtone borrows some intensity from the stretch
fundamental band as a result of Fermi resonance (see Chapter 5). LSC-IVR+LGA seems to give
a reasonable prediction of the combination band, and a broadened version of the overtone that
has the effect of skewing the stretch fundamental band. However, the spectrum is contaminated
by a significant region of negative absorbance where the difference band would be; this is
clearly an artefact brought about by the violation of detailed balance, and is consistent with Plé
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et al.’s perturbative analysis of LSC-IVR+LGA difference bands at low temperatures [65].
One would expect our post-processing correction approach, which interprets Eq. (3.119) as
a class of scaling factors for ‖Δn‖1 = 2 bands, to be much less reliable for the condensed phase
than for the gas phase. For condensed-phase water in particular, the intensities are affected
by anharmonic coupling through hydrogen bonds, and such effects are clearly missing from
the simple perturbative model considered in Chapter 3. Furthermore, the peaks in condensed-
phase spectra tend to be less well separated and more difficult to assign. Nevertheless, in the
inset of Fig. 4.6, we include the ‘corrected’ QCMD bend–libration combination band as a proof
of principle. Indeed, it is intensified such that it somewhat more resembles the corresponding
LMon-4 peak, but the validity of the rescaling is especially dubious here, given the significant
extent to which the combination band overlaps with other peaks, as well as the somewhat
arbitrary way in which the LMon-4 data was scaled in the first place.
Turning to the near-IR region, LSC-IVR+LGA predicts much stronger intensities than
classical MD, QCMD, and TRPMD, just as in the gas-phase spectra. Unfortunately, converged
LMon-4 data is not available for this region of the spectrum, so we have no benchmark against
which to assess the accuracies of the trajectory-based methods. However, based on our gas-
phase results, it seems likely that LSC-IVR+LGA captures intensities reasonably close to
what would have been obtained from an exact quantum calculation, but with the lineshapes
erroneously broadened because of the violation of detailed balance. The broadening problem
is probably worse in the condensed phase than in the gas phase, given the large zero-point
energy leakage phenomenon described above.
The relative intensities of the LSC-IVR+LGA ‖Δn‖1 = 2 bands in the condensed phase
are different from those of their gas-phase counterparts in Fig. 4.2: the stretch overtone
at ∼7000 cm−1 is much stronger than the stretch–bend combination band at ∼5200 cm−1.
However, this is almost certainly a result of the different choice of (monomer) DMS, given that
a similar change in intensity is found when the gas-phase calculations are repeated using the
q-TIP4P/F DMS. These results are reported in Appendix C.1. Another difference from the gas-
phase is the feature at ∼4000 cm−1 (visible in Fig. 4.4 but not magnified), which appears as a
shoulder on the stretch fundamental band for the liquid, but for ice separates into a well-defined
peak. Based on its frequency, we suggest that this feature is a stretch–libration combination
band.
4.4 A more accurate model of liquid water: MB-pol/MB-`
There is little to be achieved by applying our post-processing correction approach to the near-IR
regions of the q-TIP4P/F condensed-phase spectra, since we lack a reliably accurate benchmark
against which to assess the results. More sophisticated water surfaces have been developed,
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however, that allow path-integral simulations (or wave function–based approaches such as
LMon) to reproduce experimental properties with far greater accuracy. In particular, the
WHBB PES due to Bowman and co-workers [56, 164, 166, 168, 169] and the MB-pol PES due
to Paesani and co-workers [30, 97, 118–120, 146, 147, 170] both employ the spectroscopically
accurate Partridge–Schwenke PES for the intramolecular contributions, and a many-body
expansion fitted to ab initio electronic structure data for the intermolecular contributions [171].
Here we report the classical spectrum of liquid water at 298.15 K, calculated by G. Trenins
using the MB-pol PES [118–120] and associated MB-` DMS [97]. Unlike q-TIP4P/F, the
MB-` DMS includes induced dipole effects, which allows it to yield far better agreement
with experimental spectral intensities. The q-TIP4P/F bend fundamental band, for instance,
is comparable in intensity to the stretch band, whereas experimentally it is much weaker. For
water, the choice of DMS is somewhat more important than the choice of PES for capturing
the relative intensities of vibrational absorption bands, as demonstrated in refs. 164, 170, and
also evident from our ‘mixed’ gas-phase spectroscopy results in Appendix C.1. This is because
the IR activity of a given vibration is largely controlled by the derivative of the dipole moment
along the corresponding normal mode coordinate, whereas the underlying potential mostly
controls the positions and widths of the peaks.
The classical simulation involved eight independent, cubic cells of side length 18.6428 Å,
each containing 216 water molecules and subject to periodic boundary conditions. They
were equilibrated by propagating for 250 ps under a global Langevin thermostat [155, 156]
(BAOAB propagator splitting [157]) with friction coefficient 10 ps−1, using a time step of
0.2 fs. The dipole-derivative ACF was then calculated for 0 6 C 6 0.6 ps by time averaging
over a 100 ps production run, in which each cell was propagated under the same conditions
as for equilibration. The spectrum =(l)U(l) was calculated using Eq. (4.3) with Eq. (2.51c),
damping the ACF prior to Fourier transformation with a Hann window of width F = 0.6 ps.
In Fig. 4.7, we plot the classical IR spectrum alongside the experimental spectrum of Bertie
and Lan [172]. The high quality of the PES and DMS suggest that the main differences arise
from the approximate treatment of the quantum statistics and dynamics inherent to classical
MD. The fundamental band intensities are mostly in reasonable agreement with experiment,
with the ∼40% underestimate of the integrated stretch intensity probably due mostly to the
neglect of quantum statistical sampling of the nonlinear dipole moment. The poor treatment
of the bend overtone component by classical MD could also be partly responsible. Note that
the MB-pol/MB-` CMD spectrum of ref. 97 also underestimates the integrated intensity of the
stretch fundamental band, but only by ∼20%.
As expected, classical MD strongly underestimates the intensities of the stretch overtone,
as well as the bend–libration and stretch–bend combination bands. While the theoretical
justification for applying the scaling factors of Eq (3.119) to condensed-phase spectra may
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Figure 4.7: Classical IR spectrum of liquid water at 298.15 K, computed using the MB-pol
PES [118–120] and MB-` DMS [97], compared with the experimental spectrum of ref. 172.
To enable direct comparison with MD results, the experimental spectrum is represented by
=(l)U(l), calculated from the raw experimental data downloaded from ref. 173. ‘Correcting’
the classical non-fundamental intensities using the appropriate scaling factors (Eq. (3.119))
brings their intensities somewhat closer to those predicted by experiment.
be questionable, in this case we find that it brings each of the ‖Δn‖1 = 2 bands qualitatively
somewhat closer to experimental results. It is least successful for the stretch–bend combination
band, which ends up considerably more intense than its experimental counterpart.
4.5 Discussion
Each of the simulation methods discussed in this chapter has its advantages within the context
of condensed-phase vibrational spectroscopy. For condensed-phase water, QCMD provides
highly accurate descriptions of the fundamental bands, although further work is required to
generalise this method to other systems. TRPMD provides damped versions of the QCMD
spectra at much lower computational cost, and for now has the significant advantage of being
formulated generally, so it is applicable to other molecular systems. In fact, aside from
classical MD, TRPMD is probably the closest to a ‘black-box’ method of all those considered.
LSC-IVR+LGA gives comparable accuracy to TRPMD for the fundamental bands, but has the
advantage over centroid-following methods of giving a qualitatively reasonable description of
anharmonic (non-fundamental) absorption intensities, in particular those of ‖Δn‖1 = 2 bands
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(but excluding binary difference bands, for which one requires a more accurate approximation
to the Wigner distribution that accounts for the C = 0 momentum–position correlations [65]).
LMon provides a crude description of intermolecular dynamics, but unlike trajectory-based
approaches, involves explicitly solving the time-independent Schrödinger equation and is thus
able to treat fundamental and non-fundamental bands on an equal footing. Even classical
MD, the cheapest method, is not necessarily useless for systems with highly quantum nuclei,
provided both the mechanical and electrical anharmonicities are reasonably small as is the case
for q-TIP4P/F water.
LSC-IVR+LGA is unreliable at low temperatures, where zero-point energy leakage causes
q-TIP4P/F ice Ih to melt on a sub-picosecond timescale (an effect that would presumably be
replicated by LSC-IVR proper if it could be simulated for such a large system—the leakage is
not thought to be strongly related to our choice of the LGA to sample the momenta). In this
regime, a preferable approach to predicting ‖Δn‖1 = 2 intensities might be to apply the scaling
factors of Eq. (3.119) as post-processing corrections to the QCMD spectrum, however this is
limited to systems for which the ‖Δn‖1 = 2 bands are well separated and can be assigned.
Alternatively, provided with a highly accurate PES and DMS, the scaling factors could be
employed to help confirm whether a proposed assignment is reasonable (by comparing the
‘corrected’ [Q]CMD or classical intensities with experimental results). There is also no reason
Eq. (3.119) could not be generalised to ‖Δn‖1 > 2 bands, although it is unclear whether its
physical origin would still be interpretable as Matsubara heating.
Chapter 5
Fermi resonances
The results of Chapters 3 and 4 demonstrate that the effects responsible for making quantum
overtone and combination bands more intense (and difference bands less intense) than their
classical counterparts can be mostly captured by first-order perturbation theories applied to a
harmonic reference system. The intensity differences were shown to result from the Matsubara
fluctuation modes coupling to the centroid, and ‘Matsubara heating’ the ‖Δn‖1 = 2 vibrations
to those of a classical system held at frequency-dependent, quantum effective temperatures.
These perturbative arguments, however, have assumed a system free of degeneracy or
near-degeneracy, and have therefore ignored the possibility of two or more vibrations coming
into resonance with one another. Most generally, degeneracy in the reference system occurs
when the harmonic frequencies are rationally related, meaning that j · 
 = 0 for some set of
integers j = ( 91, . . . , 9)T ≠ 0. Near-degeneracy refers to the scenario where |j · 
| is small
relative to the frequency shifts induced by the perturbation. The specific case of ‖j‖1 = 3 is
of greatest relevance to us, because there will then be some cubic perturbation that is capable,
if present, of lifting the (near-)degeneracy and causing resonant behaviour. In the context of
vibrational spectroscopy, this means that a ‖Δn‖1 = 1 band and a ‖Δn‖1 = 2 band, which
would otherwise be almost coincident, instead mix and ‘repel’ one another. The ‖Δn‖1 = 2
band is said to ‘borrow’ intensity from the ‖Δn‖1 = 1 band, such that their intensities become
comparable. This effect, known as Fermi resonance, gives the appearance of a bifurcated
‖Δn‖1 = 1 (fundamental) band or ‘Fermi dyad’, with the distance between the two peaks
referred to as the ‘Fermi splitting’. Unlike non-resonant overtone intensities, which scale as
O(Y2), Fermi splittings scale as O(Y) [122].
Liu and Liu showed, by comparison with experiment, that LSC-IVR+LGA gives a rea-
sonable description of the Fermi resonance between the stretch fundamental and the first
bend overtone in the isotropic Raman spectrum of liquid water (using the POLI2VS poten-
tial) [69]. More recently, Plé et al. showed that LSC-IVR (with or without the LGA) yields
near-quantitative agreement with exact quantum Fermi splittings for a simplified model of
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CO2 [65, 117]. Similar to water, the resonance in CO2 occurs between the symmetric stretch
fundamental and the first overtone of the (here doubly degenerate) bendmode [122]. In contrast
to LSC-IVR, the centroid-following path-integral methods CMD and TRPMD were shown to
yield only the classical Fermi splitting, which is considerably smaller than the quantum split-
ting [117]. This is somewhat unsurprising, given the failure of these methods to capture the
correct quantum overtone intensity in the non-resonant case of Chapter 3. The difficulty faced
by CMD and TRPMD in describing the CO2 Fermi resonance supports earlier findings due to
Rossi et al. for the Zundel cation H5O2+ [102], although it should be noted that the resonance in
that system is of the higher-order type ‖j‖1 = 5 (involving a ‖Δn‖1 = 1 band and a ‖Δn‖1 = 4
band) [174].
It is already clear that quantum coherence is not necessarily required for an accurate
description of Fermi splittings, otherwise LSC-IVR would fail in this regard. In this chapter,
we show that the enhancement of the quantum splitting over the classical one is attributable to
Matsubara heating. Section 5.1 examines the three-dimensional model of the CO2 resonance
studied in refs. 65, 117, 121, 122. Exploiting the weak anharmonicity of this system, we
introduce a ‘harmonic decorrelation’ (HD) approximation to Matsubara dynamics, which
allows us to run simulations with up to 45 Matsubara modes (albeit at the expense of detailed
balance). We find that this is almost enough to achieve agreement with the quantum Fermi
splitting, and demonstrate the relevance of Matsubara heating via purely classical simulations
with the oscillators prepared at their Matsubara effective temperatures.
For completeness and for the benefit of other researchers investigating the quasi-classical
behaviour of Fermi resonances, in Section 5.2, we discuss some anomalous behaviour ob-
served for the simplest case of two coupled oscillators. In particular, we observe a splitting in
the classical power spectrum of the low-frequency oscillator that is of comparable magnitude
to the normal Fermi splitting (which occurs in the spectrum of the high-frequency oscilla-
tor). Introducing centroid–fluctuation coupling enhances both splittings, even though only
the Fermi splitting is observed quantum mechanically. Based on the semiclassical analysis of
Noid et al. [175], and comparisons with an analogous three-dimensional model in which the
secondary splitting is absent, we argue that this splitting is an artefact of neglecting quantum
coherence.
5.1 Numerical studies of a simplified model of CO2
Intended to capture the relevant dynamics of the symmetric stretch and bend modes of CO2,
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where G represents the symmetric stretch coordinate and (H, I) are the degenerate bend co-
ordinates. This is, of course, a special case of the system of coupled oscillators defined in
Section 3.2.1. Basire et al. calculated the first-order quantum and classical Fermi splittings for
this model by using a mode-localisation procedure to obtain maximally decorrelated spectra,
finding that the classical splitting exhibits (approximately) an erroneous)1/2 dependence [121].
While it might be possible to generalise this approach to Matsubara dynamics, or indeed to
follow a canonical PT analysis along the lines of Section 3.2, this would be long and involveda
and is unlikely to offer significant physical insight beyond what can be obtained from numerical
studies. We therefore adopt the latter strategy.
We parametrise the CO2 model following ref. 65 with the values given in Table 5.1, which
satisfy Ω1 ≈ 2Ω2 as required. Only the dynamics of the IR-inactive stretch vibration, which
exhibits Fermi resonance, are presently of interest. As a simplified proxy for the Raman
spectrum, we consider the product of inverse temperature with the Fourier transform of the
Kubo-transformed stretch velocity ACF (or velocity autocorrelation spectrum for short),
'(l) ∼ V̃ ¤G ¤G (l). (5.3)
Eq. (5.3), and its classical analogue '(l) ∼ V6 ¤G ¤G (l), are based on the assumption that the
polarisability is linear in G. In Fig. 5.1(a), we plot the quantum, classical, and" = 3 Matsubara
spectra calculated at 150 K. All the spectra have been convolved with the Gaussian filter of
Eq. (3.114), taking F = 0.5 ps. Further computational details are provided in Appendix D.2.1.
Following Basire et al., we define the Fermi splitting as the distance between the first
moments of the two components of the dyad. We find that the classical (" = 1) splitting is
only 54% of the quantum splitting, whereas " = 3 gives 76%.
aCanonical PT is made considerably more complicated by the presence of near-degeneracy, owing
to the problem of small denominators; for a discussion see e.g. ref. 176.
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Figure 5.1: Matsubara, HD Matsubara, IMH, and quantum velocity autocorrelation spectra,
scaled by inverse (effective) temperature, at 150 K for the simplified CO2 model of Eqs. (5.1–
5.2) as parametrised in ref. 65 (see also Table 5.1). The Fermi splitting predicted by Matsubara
dynamics approaches the quantum result as the number of modes per degree of freedom, " , is
increased.
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5.1.1 Harmonic decorrelated Matsubara dynamics
It is computationally unfeasible to converge brute-forceMatsubara dynamics simulations of the
CO2 model, except with a very small number of modes (" 6 3 at 150 K), because the phase
\̃" (P,Q) becomes too oscillatory to integrate over numerically. However, we can investigate
the effect of including more modes by introducing a phase-free ‘harmonic decorrelation’ (HD)
approximation, which is a globally harmonic analogue of the locally harmonic approximation














in the Matsubara distribution can be replaced by the product of the marginal distributions in





















provided the function to be integrated over does not containmixed products of %8,: and&8,−: . In
the HD approximation, we sample (P,Q) from the harmonic part of the Matsubara distribution
approximated thus, but propagate the (truncated) Matsubara dynamics exactly. Within the
context of studying the Fermi resonance of the CO2 model, we expect this to be a very good
approximation, because the perturbative dependence of the centroid on the fluctuation modes
is likely to be dominated by quadratic terms. Mixed products involving %8,: and &8,−: (where
Q: ≡ (-: , .: , /: )T and similarly for P) can appear only at quartic or higher powers,b which
are O(Y2) and therefore small enough to ignore. A key drawback of the HD approximation is
that it breaks detailed balance, but this is of limited relevance over the timescales required to
measure the Fermi splitting.
Fig. 5.1(b) shows that theHDapproximation yields an" = 3 spectrumalmost indistinguish-
able from that calculated with brute-force sampling. The inclusion of additional fluctuation
modes pushes the HD Matsubara Fermi splitting closer to the quantum result, reaching 96% at
" = 15.
5.1.2 Imitated Matsubara heating
In Section 3.3, we showed that the coupling of the Matsubara fluctuation modes to the centroid
increases the overtone and combination intensities to what would be obtained from a classical
calculation with the oscillators prepared at the effective temperatures ) ["]
8
= 1/(:BV["]8 ),
bThis is easily proved by noting that functions that are odd powers of %8,: or &8,−: , with : > 0, are
antisymmetric with respect to imaginary-time inversion.
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Figure 5.2: Matsubara, HD Matsubara, and IMH Fermi splittings plotted as a function of " ,
including the results for intermediate values of " not included in Fig. 5.1. The Fermi splitting
is defined as the distance between the first moments of the two components of the Fermi dyad.
The dashed lines represent the exact quantum splitting (black) and the " → ∞ limit of the
IMH splitting (green), which are in agreement to within 2 cm−1.
where V["]
8
was defined in Eq. (3.92). To show that the increase in the low-temperature
Fermi splitting for the CO2 model behaves analogously, we plot in Fig. 5.1(c) the spectra
V
["]
G 6 ¤G ¤G (#["] ;l) obtained from purely classical calculations with ‘imitated Matsubara heat-
ing’ (IMH). In this approach, (?8, @8) were sampled from the classical harmonic oscillator
Boltzmann distribution with frequency Ω8 and temperature ) ["]8 , then propagated under the
full classical equations of motion (where q = (G, H, I)T and similarly for p). The ACFs were
thus obtained as effective thermal averages over the distribution involving the classical reference
Hamiltonian,  (0)CO2 (p, q), while the dynamics were generated by the perturbed Hamiltonian
CO2 (q). In this scenario, (?8, @8) represent approximations to the dynamical variables of a
single Matsubara ‘bead’, ( ?̃8,; , @̃8,;), as defined in Section 3.3.2.
For " = 1, IMH is equivalent to HD Matsubara dynamics. For " > 1, the IMH spectra
are still very close to the corresponding HD Matsubara spectra, and the two sets of splittings
are almost indistinguishable up to " = 15 as plotted in Fig. 5.2. It is also evident from the
slope of the curve in Fig. 5.2 that the convergence with respect to " > 15 is slow, which
is to be expected given the long Matsubara convergence ‘tails’ found in calculations of some
static properties [135]. However, the Fermi splitting in the " → ∞ limit seems to be tending
to within a few cm−1 of the exact quantum result, notwithstanding small discrepancies in the
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lineshape of the Fermi dyad. To consolidate this, we repeated the IMH calculations with the
oscillators prepared at the quantum effective temperatures ) [∞]
8
= ℏΩ8 coth(VℏΩ8/2)/(2:B),
obtaining a Fermi splitting accurate to within 2 cm−1 (see Figs. 5.1 and 5.2).
5.2 Anomalous classical behaviour of a two-dimensional
model
The simplest model system with a 2 : 1 Fermi resonance, which we will call FR2, has a






















This is a special case of the system considered by Noid et al. in ref. 175. The eigenstates of
the reference Hamiltonian ̂ (0)FR2 can be fully characterised by the Cartesian quantum numbers










It is more instructive, however, to define a principal quantum number = ∈ {0, . . . ,∞} that
determines the energy via  (0)= = (= + 3/2)ℏΩ, and a second quantum number
ℓ ∈

{0,±1, . . . ,±=/4} = divisible by 4
{0,±1, . . . ,±(= − 1)/4} = − 1 disivible by 4
{±1, . . . ,±(= + 2)/4} = even, not divisible by 4
{±1 . . . ,±(= + 1)4} = − 1 even, not divisible by 4,
(5.9)
such that eigenstates are characterised as |=, ℓ〉 (each ofwhich is, in general, a linear combination
of several degenerate |=G , =H〉 states). From Eq. (5.9), the degeneracy is (=/2) +1 if = is even or
(= + 1)/2 if = is odd [175]. Semiclassically, Noid et al. showed that states with ℓ < 0 and ℓ > 0
correspond to trajectories localised either side of a separatrix defined by the surface  = 0,
where










and ( (0)G , q(0)G ) and ( (0)H , q(0)H ) are action-angle variables defined in the usual way (see Sec-
tion 3.1.2). Accordingly, the smaller number of states with ℓ = 0 correspond to trajectories
that are localised on the separatrix [175].
Consider, as a simplified proxy for the IR or Raman spectrum, the full velocity autocorre-
lation spectrum scaled by inverse temperature,
V̃EE (V;l) = V̃ ¤G ¤G (V;l) + V̃ ¤H ¤H (V;l). (5.11)
Let us examine the contributions to Eq. (5.11) that arise from only the four lowest-energy
eigenstates of ̂ (0)FR2,
|= = 0, ℓ = 0〉 = |=G = 0, =H = 0〉 (5.12a)
|= = 1, ℓ = 0〉 = |=G = 0, =H = 1〉 (5.12b)
|= = 2, ℓ = +1〉 = 1√
2
(
|=G = 1, =H = 0〉 + |=G = 0, =H = 2〉
)
(5.12c)
|= = 2, ℓ = −1〉 = 1√
2
(
|=G = 1, =H = 0〉 − |=G = 0, =H = 2〉
)
. (5.12d)
To O(Y), the perturbation of Eq. (5.7b) lifts the degeneracy of |= = 2, ℓ = +1〉 and
|= = 2, ℓ = −1〉 without mixing them. Therefore, V̃ ¤G ¤G (V;l) is expected to exhibit a Fermi
dyad centred at l ' 2Ω, corresponding to the transitions between each of these two states and
the ground state. In contrast, the strongest contribution to V̃ ¤H ¤H (V;l) is a singlet at l ' Ω,
corresponding to the transition |= = 0, ℓ = 0〉 → |= = 1, ℓ = 0〉. To illustrate this, the quantum
spectra V̃ ¤G ¤G (V;l) and V̃ ¤H ¤H (V;l) are plotted for two different temperatures in Fig. 5.3, with
the parameters of the potential set to Ω = 0.5 a.u. and Y[ = −0.08 a.u. Since both the tempera-
tures considered satisfy VℏΩ  1 (i.e., :B) is small relative to the first excitation energy), the
Fermi splitting is roughly independent of temperature. This is consistent with the perturbative
analysis carried out by Basire et al. on the CO2 model of Section 5.1. Note that all the spectra
reported in this section have been convolved with the Gaussian filter of Eq. (3.114), taking
F = 250 a.u; further computational details are provided in Appendix D.2.2.
Also in Fig. 5.3, we plot the classical (power) spectra V6 ¤G ¤G (V;l) and V6 ¤H ¤H (V;l) for the
same system. Similar to the quantum case, V6 ¤G ¤G (V;l) exhibits a Fermi dyad centred at
l ' 2Ω, but the Fermi splitting is considerably smaller than its quantum counterpart, scaling
approximately as)1/2. This is, again, consistent with the results of ref. 121, and reflects the fact
that classical mechanics misses the zero-point energy that ensures a non-zero quantum Fermi
splitting in the limit ) → 0. As alluded to earlier, the two components of the classical Fermi
dyad correspond to perturbed trajectories initiated either side of the  = 0 separatrix (although
the separatrix is no longer strictly defined for Y ≠ 0, since  is no longer a conserved quantity).
Fig. 5.3 shows that the splitting is enhanced when the lowest two Matsubara fluctuation modes
5.2 Anomalous classical behaviour of a two-dimensional model 105
Figure 5.3: Matsubara and quantumKubo-transformed velocity autocorrelation spectra, scaled
by inverse temperature, for the FR2 system with Ω = 0.5 a.u. and Y[ = −0.08 a.u. Note " = 1
Matsubara dynamics is equivalent to classical dynamics. In addition to the expected Fermi
splittings in the spectra of oscillator G, classical dynamics gives pronounced splittings in the
spectra of oscillator H that grow in magnitude upon including the lowest four fluctuation modes.
This is believed to be an artefact caused by the neglect of quantum coherence, specific to this
two-dimensional model. The intensities in (b) and (d) are scaled by 1.5 relative to those in (a)
and (c).
for each oscillator are allowed to interact with the centroid (i.e., " = 3 truncated Matsubara
dynamics, involving a total of six Matsubara modes).
The most striking feature of Fig. 5.3, which has not to our knowledge been previously
discussed, is the doublet centred at l ' Ω observed in V6 ¤H ¤H (V;l). This is drastically different
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from the singlet observed in its quantum analogue, V̃ ¤H ¤H (V;l). From a classical mechanics
perspective, however, the additional bifurcation is unsurprising: the average perturbed oscilla-
tion frequency of eLC ¤H is expected to differ for the two ensembles of trajectories either side of
the separatrix, just as for eLC ¤G. Similar to the classical Fermi splitting, we find numerically that
the size of this secondary splitting scales approximately as )1/2. Fig. 5.3(a) also reveals that
including the lowest four Matsubara fluctuation modes enhances the secondary splitting, just
as we found for the Fermi splitting. To contrast with this behaviour, in Fig. 5.4 we plot V = 20














in which we have introduced a new physical oscillator I that is degenerate to H. This is clearly
very closely related to the CO2 model of Section 5.1, with the main difference being that the
resonance condition Ω1 = 2Ω2 is met exactly for FR3 (for which Ω1 = 2Ω2 = 2Ω) but only
approximately for CO2. We find that the presence of oscillator I eliminates the splitting in the
classical and Matsubara power spectra of oscillator H, so that they appear in qualitatively better
agreement with quantum mechanics.
Given the enhancement of the secondary splitting upon including fluctuation modes in
two physical dimensions, and its absence altogether in three physical dimensions, we propose
that it is an artefact of neglecting quantum coherence. To understand this, consider that the
splitting does not occur in the quantum spectra because the = = 1 eigenstate is non-degenerate;
this non-degeneracy can be attributed to the Einstein–Brillouin–Keller quantisation of  ≠ 0
trajectories yielding only states with = > 2 [175]. In contrast, the  = 0 trajectories that
quantise to give ℓ = 0 states occupy (in the Y → 0 limit) an infinitesimal volume of the classical
phase space, so the classical spectrum is dominated by contributions from  ≠ 0.
Further work will be required to substantiate, or otherwise, this interpretation of the sec-
ondary splitting. The important thing for now is that it appears to be an artefact of restricting
the dynamics to two physical dimensions, which is clearly not a realistic scenario for any
condensed-phase system.
5.3 Discussion
The numerical results of this chapter support the view that Matsubara heating is responsible for
the quantum mechanical enhancement of Fermi splittings in the vibrational (Raman) spectra
of CO2 and similar systems. Our investigations were limited to simple models comprising two
or three harmonic oscillators coupled by cubic contributions to the PES, so we cannot make
any definitive conclusions about the Fermi resonances of systems that lie outside of this scope,
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Figure 5.4: Matsubara and quantumKubo-transformed velocity autocorrelation spectra for the
FR3 system with Ω = 0.5 a.u. and Y[ = −0.08 a.u. Unlike its two-dimensional analogue, FR2
(see Fig. 5.3), this model does not display a splitting in the Matsubara H mode spectra. The
" = H mode spectrum does have a noticeable shoulder to the right of the fundamental band,
which can probably be assigned to the binary difference band. The intensity in (b) is scaled by
1.5 relative to that in (a).
such as the Zundel cation [174]. However, as noted by Basire et al. [121], models of the kind
considered here are known to be effective for a range of other molecules [161–163, 178–180].
These include ammonia, for which the a1/2a2 resonance is particularly pronounced in the
liquid phase [161–163].
At their core, the models studied in this chapter differ from those of Chapter 3 only in
the relative values of their frequencies—our perturbative analysis of anharmonic absorption
intensities in Chapter 3 was simplified by the assumption of non-resonance. While we have
not attempted to carry out a similar analysis of Fermi resonances, given the similarity of the
models it is unsurprising that the same fundamental physical phenomenon (i.e., Matsubara




The primary aim of this work was to better understand the descriptions of vibrational spectra
given by path-integral approaches to combining quantum statistics with classical dynamics. We
paid particular attention to identifying the underlying physics responsible for the poor treatment
by many such methods of anharmonic spectral features such as overtones, combination bands,
and Fermi resonances [29, 65, 107]. By applying first-order perturbation theory (PT) to a sim-
ple model of coupled harmonic oscillators, we derived analytic expressions for the quantum,
classical, and Matsubara dynamics [73] integrated infrared (IR) absorption intensities of first
overtones, and binary combination and difference bands (collectively ‖Δn‖1 = 2 bands using
the notation introduced in Section 3.1). We found the reassuring result that Matsubara dynam-
ics properly accounts for the quantum intensification of overtone and combination bands—and
de-intensification of difference bands—in the limit that the number of modes, " , per degree
of freedom tends to infinity. This was argued to be the case for both the original, ‘truncated’
formulation of the theory and for the mean-field formulation due to Trenins and Althorpe [76].
The recent work of Plé et al. supports our conclusions—they used an alternative, but equiva-
lent, formulation of PT to derive the same results for Matsubara ‖Δn‖1 = 2 band intensities
independently [65, 117].
The mechanism responsible for the (de-)intensification of ‖Δn‖1 = 2 bands was shown to
be ‘Matsubara heating’, whereby the centroid–fluctuation coupling increases the amplitudes
of the relevant centroid vibrations to those expected of classical oscillators prepared at their
quantum (frequency-dependent) effective temperatures. The improper treatment of the Mat-
subara fluctuation dynamics by centroid-following methods, such as [quasi-]centroid molecu-
lar dynamics ([Q]CMD) [78–81, 107] and [thermostatted] ring-polymer molecular dynamics
([T]RPMD) [82, 83, 102], was shown to be responsible for their failure to treat anharmonic
absorption intensities any more accurately than classical MD. Even the planetary model, which
follows the approximate time-evolution of one fluctuation coordinate [75, 115, 116], is only
able to capture the contributions from electrical anharmonicity.
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As an attempt to rectify this, we proposed a very simple form of scaling factor that one
can apply to ‖Δn‖1 = 2 intensities in classical or path-integral spectra (we suggest QCMD)
as a means of post-processing correction, derived from the ratio of integrated intensities given
by quantum and classical perturbation theories. This was found to work well for a simple
one-dimensional model of an O–H bond and, more surprisingly, for accurate models of gas-
phase water and ammonia based on fits to ab initio potential energies and dipole moments.
The ‘corrected’ QCMD spectra of gas-phase water in particular show excellent agreement with
exact quantum results across the whole range of frequencies considered. We anticipate that
QCMDwill yield similarly impressive results for gas-phase ammonia and similar systems once
appropriate definitions of the quasi-centroid coordinates have been devised.
Our gas-phase water simulation results also support the theoretical analysis of Plé et al. [65],
which shows the linearised semiclassical initial value representation (LSC-IVR) [20, 54–56] to
reproduce the quantum intensities of most ‖Δn‖1 = 2 bands with reasonable accuracy. To our
knowledge, it is the only established quantum statistics–classical dynamics method (or, more
strictly, class of methods) that is capable of doing so. However, it suffers the potentially serious
drawback of violating detailed balance, resulting in spectral lineshapes that are too broad. While
our simulations employed the local Gaussian approximation (LGA) of Liu and Miller [60] to
sample from the Wigner distribution, other choices are available [58, 59, 61, 62, 64, 65], and
indeed Plé et al. demonstrated that more accurate approaches such as the Edgeworth conditional
momentum approximation (ECMA) yield better results for anharmonic absorption intensities.
This is because, unlike the LGA, the ECMA accounts for non-local quantum correlations
between momentum and position [65].
Turning to condensed-phase water, we extended the results of refs. 28, 29, 107 to assess the
performances of classical MD, TRPMD, QCMD, and LSC-IVR+LGA across a wider range of
frequencies than had previously been considered. The overall picture is broadly as for the gas
phase—QCMD provides the best description of fundamental bands, TRPMD gives damped
versions of the QCMD spectra, and LSC-IVR+LGA is the only one of these methods suitable
for obtaining a qualitatively reasonable description of anharmonic spectral features. However,
the violation of detailed balance by LSC-IVR+LGA results in considerable zero-point energy
leakage from the high-frequency intramolecular degrees of freedom to the low-frequency
intermolecular degrees of freedom, as first analysed by Habershon and Manolopoulos [28].
This becomes particularly severe for ice Ih, which to our knowledge had not previously been
simulated using LSC-IVR—apparently for good reason, given that the ∼2:B) leakage is
sufficient to melt the contents of the simulation cell on a sub-picosecond timescale.
Unsurprisingly, our post-processing correction procedure did not yield results as impressive
for the condensed phase as it did for the gas phase. This is partly on account of the difficulty
of applying the appropriate scaling to bands that are not well separated, but the validity of
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the approach is likely also compromised by other effects that lie beyond the scope of our
perturbative analysis, such as highly anharmonic coupling through the hydrogen bond network.
For example, when tested on a classical spectrum of liquid water computed using the highly
accurate MB-pol and MB-` surfaces [97, 118–120], it was found to improve the descriptions
of overtone and combination band intensities, but only crudely. In particular, the stretch–bend
combination band became considerably overstated. It is also significant that even the intensity
of the stretch fundamental band is badly underestimated by classical MD, which we attributed
mainly to the poor treatment of electrical anharmonicity; the classical time-correlation function
(TCF) is only a reasonable proxy for the quantumKubo-transformed TCFwhen the observables
concerned are approximately linear.
Our numerical studies on the prototypical model of Fermi resonance in CO2 [65, 121,
122] suggested that one can invoke Matsubara heating to account for quantum mechanics
predicting a larger Fermi splitting than classical mechanics. This builds on the discovery of
ref. 65 that LSC-IVR also gives good agreement with the quantum splitting, proving beyond
reasonable doubt that real-time quantum coherence plays, at most, a minor role in governing
its magnitude. Basire et al. developed a scheme for post-processing correction that is based
on fitting the parameters of the Hamiltonian using the analytic results of classical perturbation
theory (PT) [121]. This could complement our own post-processing correction approach for
non-resonant ‖Δn‖1 = 2 band intensities. An even simpler option than explicitly fitting the
parameters would be simply to interpret the ratio of PT results for quantum and classical Fermi
splittings as a temperature-dependent scaling factor, analogous to the intensity scaling factors
derived in this work.
One obvious task for future work is to test the intensity scaling factors on the vibrational
spectra of more complex systems, and to generalise them to ‖Δn‖1 > 2 bands by extending
the perturbative analysis to different types of anharmonicity, (near-)degenerate systems, and
possibly higher orders of perturbation. Until the QCMD method has been generalised, the
preferable candidate for post-processing correction is CMD at temperatures for which the
curvature problem is not too severe, or classical MD at lower temperatures. Coloured-noise
(generalised Langevin equation) TRPMD [104, 106] may also be a viable option if the artificial
broadening can be mitigated enough to prevent the non-fundamental bands from being too
washed out. It is important to note that one does not necessarily need to use very expensive
potential energy surfaces to obtain absorption intensities of acceptable accuracy; the results
of refs. 164, 170 demonstrate that the choice of the dipole moment surface (or presumably
polarisability surface for Raman spectra) is somewhat more important.
While post-processing correction of intensities might have its place, its scope it very much
limited by the requirement for bands to be unambiguously assigned, which is rarely a trivial task.
They also need to be reasonably well separated. It may find use as a quick and efficient method
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to help confirm proposed assignments, by comparing the ‘corrected’ classical or path-integral
intensities with those given by experiment. Ultimately, though, we hope to discover a more
general and reliable simulation method to account for Matsubara fluctuations in vibrational
spectroscopy, ideally without requiring a priori knowledge of the expected spectral features.
Given the high accuracy of LSC-IVR at short times (i.e., before the quantum distribution has
significantly deteriorated), it is tempting to propose using the mean-field Matsubara dynamics
of a single point on the imaginary-time path as a detailed balance–observing refinement of this
method. However, the symmetry arguments of Trenins reveal that the corresponding phase-
space distribution would not be phase-free, because the coordinate of a single point on the path
is neither invariant with respect to translation nor to reversal in imaginary time [77].
It may be possible to devise a scheme similar to the planetary model, in which the dynamics
of the fluctuations would be represented (perhaps at a first-order PT level) by a single fluctuation
coordinate, butwithout ignoring the coupling to the centroidmode that is required forMatsubara
heating. It is currently unknown, however, whether one could achieve this in a way that
eliminates enough of the Matsubara sign problem while also respecting detailed balance. An
efficient and promising alternative to path-integral methods is given by the adaptive quantum
thermal bath (adQTB). Proposed by Mangaud et al., this is a heuristic method that accounts for
quantum statistical effects using a coloured-noise thermostat, and mitigates zero-point energy
leakage by updating the parameters of the thermostat on the fly so as to enforce the quantum
fluctuation dissipation theorem [181]. Plé et al. showed that, like Matsubara dynamics and
LSC-IVR, adQTB gives correct ‖Δn‖1 = 2 integrated intensities up to second order in the
perturbation parameter. For condensed-phase water, it gives IR spectra of broadly similar
accuracy LSC-IVR+LGA, but without suffering severe zero-point energy leakage, so that ice
retains its structural integrity over the full length of a simulated trajectory [65, 117, 182].
Taking a pragmatic view, the best way to obtain reliable theoretical predictions of
condensed-phase vibrational spectra may not be to rely on a single ‘black-box’ method, but to
use different methods for different ranges of frequencies. For example, one might decide to
trust classical MD if they are only interested in the low-frequency (far-IR) region of a spectrum,
which is typically dominated by librations and restricted translations. For the mid-IR region
containing bend and stretch fundamental bands, QCMD would give a better account of the
peak positions. If one is specifically interested in anharmonic spectral features, which typically
dominate the near-IR region but are often found also at lower frequencies (especially difference
bands), the most reliable option currently available is probably to turn to an approximate wave
function–based scheme like the local monomer (LMon) method [166, 167]. It might also be
possible to use LMon or a similar method to refine our procedure for post-processing intensity
correction—one could envisage running an wave function calculation to obtain acceptably
accurate estimates of the integrated intensities, then scaling the peaks in a QCMD spectrum
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accordingly. This would be likely to result in more accurate overall lineshapes than can be
obtained from LMon calculations alone.
We finish with a reminder of a point noted in Chapters 1 and 3, that much of the interest
among the spectroscopy community in describing anharmonic spectral features arises from their
special relevance in nonlinear spectroscopy. For instance, two-dimensional IR experiments
and computations can be used to obtain much more detailed information about anharmonic
coupling strengths than is easily accessible via one-dimensional IR. Furthermore, the two-
dimensional spectroscopic signature of a Fermi resonance is less ambiguous than the simple
doublet observed in one-dimensional spectra, which sometimes has more than one plausible
physical origin [114]. An interesting, but likely challenging, direction for future work would
be to extend our perturbative analysis to the multi-time formulation of Matsubara dynamics
developed by Jung et al. [138, 139], in order to determine whether an accurate account of
the nuclear quantum statistics is sufficient to capture the two-dimensional representations of




A.1 Multidimensional Matsubara dynamics
In the Matsubara dynamics of a system with  physical degrees of freedom, the particles are
represented in the phase space of smooth, imaginary-time paths (p̃(g), q̃(g)), where
q̃(g) ≡
(











Here the Q: ≡ (&1,: , . . . , &,: )T are vectors of Matsubara mode coordinates, which can
be gathered for convenience into the vector of vectors Q ≡ (QT
−#
, . . . ,QT
#
)T. Analogous



























The Matsubara Liouvillian is given correspondingly by
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and the phase is
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converges to the exact quantum partition function in the limit " →∞.
A.2 Classical canonical perturbation theory
Detailed derivations and applications of classical CPT may be found in many standard texts
on analytical mechanics, such as ref. 124. One first rewrites the Hamiltonian in terms of the
















(1) (J(0) , 5(0) ) = + (1) (p, q). (A.10)
Since ?8 and @8 are periodic in q(0)8 , the perturbation +
(1) must have a Fourier-series represen-
tation,
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where + (1)n = (+
(1)
−n )∗. We then assume that the transformed Hamiltonian can be expressed as




YU (U) (J). (A.12)
The aim of CPT is to find a series of canonical transformations, starting from (J(0) , 5(0)), that
remove the angle-dependence of the Hamiltonian to progressively higher orders of Y. However,




















= J · 5(0) , (A.14)






















































for n ≠ 0, and that the first-order energy correction is
 (1) (J) = + (1)0 (J), (A.18)
which is the average of the perturbation over one period of oscillation. The zero-frequency
component of the generating function, . (1)0 (J), gives only a constant phase shift, thus we can
choose to set . (1)0 (J) = 0 without loss of generality. Using Eq. (A.15), the old variables
expressed in terms of the new ones are



















Finally, these expression can be substituted into Eq. (3.22) to obtain the original dynamical
variables, (p, q), in terms of the new action-angle variables, (J, 5).
118 Further background theory
A.3 Local Gaussian approximation














































The LGA of Liu and Miller [60] is an extension of the local harmonic approximation (LHA),
proposed earlier by Shi and Geva [57]. To derive the LHA, the PES is approximated by its
second-order Taylor expansion about configuration q, giving










It can be shown [57, 60] that the corresponding approximation to the imaginary-time propagator
is 〈
q + /2
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for the conditional momentum distribution. This is the LHA. To obtain the LGA, one simply
replaces 5 (W8 (q)) by 1/ 5 ( |W8 (q) |) for each eigenvalue W28 (q) of K(q) that is negative and
for which Vℏ|W8 (q) | > c. This ad hoc modification ensures that the momentum distribution
remains normalisable at barriers [60].
In a typical LSC-IVR+LGA simulation, the marginal position distribution 〈q|*̂ (−iVℏ) |q〉
(appropriately normalised) is sampled using PIMD (or PIMC). The momenta are then sampled
from the right-hand size of (A.28) in the basis of instantaneous normal modes (i.e., the
eigenbasis of K(q)) [60]. To be able to calculate symmetrised TCFs, one also requires an
efficient way to evaluate the estimators 5 [sym]

(p, q) and [̂]W(p, q); this can be formulated on
a case-by-case basis. In the case that ̂ and ̂ are both the dipole moment operator -̂ ≡ -(q̂),




W(p, q) = -(p, q). (A.29)
To obtain a tractable expression for 5 [sym]- (p, q), one expands the matrix elements of *̂ (−iVℏ) -̂
to O() to obtain
5
[sym]
- (p, q) ' -(q), (A.30)
which is exact in the case that the DMS is linear. If the DMS is nonlinear, the leading error
in Eq. (A.30) is O(ℏ2), and may be viewed in the phase space of imaginary-time Feynman
paths as a consequence of neglecting the dependence of the dipole moment on the non-
Matsubara modes [73]. If, instead, ̂ and ̂ are both the dipole-derivative operator ¤̂- =
(i/ℏ) [̂, -(q̂)], then it is straightforward to show (by applying the quantum phase-space
Liouvillian to Eqs. (A.29–A.30)) that [68][
¤̂-
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To calculate LSC-IVR+LGA approximations to Kubo-transformed TCFs, the procedure
120 Further background theory
is the same, except that the static estimator 5 [sym]
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to show that the lowest-order approximation to this estimator is [68]
5
[Kubo]




B.1 Quantum ‖Δn‖1 = 2 intensities to second order
Our goal here is to evaluate the quantum integrated ‖Δn‖1 = 2 intensities, up to second order
in Y, for the system of coupled harmonic oscillators defined in Section 3.2.1. Let us start by
considering the simplified perturbations,
+ (1) (q) = [8 9 :@8@ 9@: + [8 9 ;@8@ 9@; (B.1)
and
`(1) (q) = ^8 9@8@ 9 , (B.2)
with 8 ≠ 9 and :, ; ∉ {8, 9}. Later on, we will generalise to account for all the summands of
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|. . . , =8, . . .〉 =
√
=8 + 1 |. . . , =8 + 1, . . .〉 (B.4a)
0̂8 |. . . , =8, . . .〉 =
√
=8 |. . . , =8 − 1, . . .〉 , (B.4b)
we find that Eq. (3.50) and (3.51) reduce straightforwardly to

(1)
n = 0 (B.5)
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− (Ω8 +Ω 9 +Ω: ′)−1 |. . . , =8 + 1, . . . , = 9 + 1, . . . , =: ′ + 1, . . .〉
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For the a8 ± a 9 combination/difference band, Eq. (3.9) for the integrated intensity reduces to
I [q]a8±a 9 = Y
2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(B.8)
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in which Δ=: ′ = X8: ′ ± X 9 : ′. Substituting Eq. (B.6) into Eq. (B.8) yields, after some algebra,

[q]
a8±a 9 (V) = c |E |
2e−Vℏ(Ω 9∓Ω 9 )/2
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e−Vℏ(=8Ω8+= 9Ω 9 ) (=8 + 1) (= 9 + 1).
(B.9)
The infinite sums are readily evaluated by applying standard formulae for geometric series and
their derivatives, leading to
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̃ [q] (V;Ω8,±Ω 9 ), (B.10)
where
̃ [q] (V;Ω8,Ω 9 ) =














One can refine Eq. (B.10) by repeating the preceding derivation with 8 = 9 and finding that,
for the overtone band 2a8, a factor of 1/2 emerges. Furthermore, if : ∈ {8, 9} or ; ∈ {8, 9},
one obtains an additional factor of 1/2 if 8 ≠ 9 , or 1/3 if 8 = 9 . If +̂ (1) is now chosen to be
defined as in Eq. (3.47), and ˆ̀ as in Eq. (3.46), one must in turn alter Eq. (B.10) to sum over
all :, ; ∈ {1, . . . , }. Accounting carefully for the numbers of unique permutations of indices,
as well as the emerging factors of 1/2 and 1/3 noted above, the final result is

[q]
a8±a 9 (V) = C8 9 ((, /, +,
) ̃
[q] (V;Ω8,±Ω 9 ), (B.12)
where
C8 9 ((, /, +,
) =







(Ω8 ±Ω 9 )2 −Ω2:
]2
, (B.13)
as quoted in Eqs. (3.53–3.55).
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B.2 Classical perturbation theory of coupled harmonic os-
cillators
Here we apply classical CPT, as outlined in Appendix 3.2.3, to the system of coupled harmonic
oscillators defined in Section 3.2.1. The cubic perturbation of Eq. (3.47) may be written in
terms of the old action-angle variables as
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From Eqs. (A.18) and (A.19) we then obtain
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which was quoted in Eq. (3.64)
B.3 Matsubara perturbation theory
B.3.1 Vanishing first-order perturbation to the Matsubara phase
To show that the Matsubara phase is unperturbed to first order in Y, consider that the phase is
itself a constant of the motion. Thus, we expect there to exist a canonical transformation from
(P,Q) to a set of action-angle variables (!, . . . , q! , . . .), where
! = − Vℏ
2c




is one of the action coordinates and q! is its conjugate angle, such that
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mq!













The dynamical variables of the Matsubara modes depend implicitly on the imaginary-time
origin, g0, through
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(B.21a)
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+ X! , (B.25)
where X! is an arbitrary, constant phase shift. Since the Matsubara potential is imaginary-time
translation invariant, and thus independent of q! , it follows from Eq. (A.19a) that
Θ̃" (J, >) = Θ̃(0)" (J, >) + O(Y
2), (B.26)
which was quoted in Eq. (3.75) and is what we set out to show.
B.3.2 Equivalence of perturbations in truncated andmean-fieldMatsub-
ara dynamics
Here we show that, for a one-dimensional oscillator with only cubic anharmonicity, the mean-
field and truncated Matsubara potentials are equivalent to first order in the perturbation pa-
rameter, up to a constant shift in the position of equilibrium. The quantum Hamiltonian
is
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Performing the integration over Q|: |>" , and using the definition of Matsubara effective inverse






















Finally, redefining the centroid position























which, to first order, is equivalent to the truncated force with a constant shift in the position of
equilibrium. It follows that the expressions for spectral intensities given in Chapter 3, which
were derived by applying first-order canonical perturbation theory to truncated Matsubara
dynamics, apply with equal validity to the mean-field formulation.
B.3.3 MultidimensionalMatsubara ‖Δn‖1 = 2 intensities to second order
Here we outline the multidimensional analogue of the Matsubara CPT described in Sec-
tion 3.2.4, with the PES and DMS as specified in Section 3.2.1. The action-angle variables,
J: ≡ (J1,: , . . . ,J,: )T and >: ≡ (i1,: , . . . , i,: )T, are defined analogously to their one-
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(B.40)
Following the standard CPT procedure then gives the centroid variable of oscillator 8 in terms














[8 9 9 ′
√
J9 ,:J9 ′,:
Ω 9Ω 9 ′
[
cos(i 9 ,: + i 9 ′,: )
(Ω 9 +Ω 9 ′)2 −Ω28
−
cos(i 9 ,: − i 9 ′,: )




B.3 Matsubara perturbation theory 129
The dipole moment estimator is given by
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and the Matsubara integrated intensity of band a8 ± a 9 is given by
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The variables (: ,X: ) = (P: ,Q: ) + O(Y) are defined analogously to their one-dimensional
counterparts. Eq. (B.44) may be evaluated by analytically continuing  =  + il:X−: onto
the real axis, leading to
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C.1 Gas-phase q-TIP4P/F water
In Figs. C.1 and C.2, we plot IR spectra for gas-phase water that have been calculated using
the intramolecular part of the q-TIP4P/F PES with its associated point-charge DMS [33]. The
computational details are otherwise as described in Section 4.1.1, with the QCMD results
provided by G. Trenins calculated analogously to those of ref. 107.
The overall behaviour of each method is broadly the same as we observed for the more
sophisticated Partridge–Schwenke surfaces (Figs. 4.1 and 4.2), with LSC-IVR+LGA the only
quantum statistics–classical dynamics method able to give a reasonable description of the
‖Δn‖1 = 2 band intensities. In fact, the lineshapes of the LSC-IVR+LGA ‖Δn‖1 = 2 bands
are considerably improved for the q-TIP4P/F model, with hardly any unphysical broadening
relative to the corresponding quantum results. Upon closer inspection, however, we find
that the integrated intensities of some of these bands are quite considerably overestimated,
with ∼190% (∼230%) of the quantum a1 + a2/a2 + a3 intensity and ∼130% (∼120%) of the
quantum a1 + a3/2a1/2a3 predicted at 300 K (150 K). This is consistent with the perturbative
analysis of Plé et al., which showed that erroneously high intensity can be a consequence of
the LGA neglecting non-local correlations between momentum and position. Interestingly, the
2a2 band—which LSC-IVR+LGA was unable to resolve for the Partridge–Schwenke model—
appears to be described the most accurately of all the ‖Δn‖1 = 2 bands for the q-TIP4P/F
model.
In Fig. C.1, we also apply the post-processing scaling factors of Eq. (3.119) to the classical
and QCMD results. Like earlier, we have taken Ω8 and Ω 9 in each case to be the first moments
of the corresponding fundamental bands or band systems. Similar to the Partridge–Schwenke
model, we find that the post-processing correction brings the ‖Δn‖1 = 2 band regions of the
QCMD spectrum especially into good agreement with exact quantum mechanics.
To help disentangle the effects that changing each surface has on the IR absorption bands, in
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Figure C.1: As in Fig. 4.1, but using the q-TIP4P/F surfaces of ref. 33. The absorbances in
the three panels of each graph are scaled as 1 : 2 : 100 (left-to-right), while the absorbances in
the insets are each scaled by a factor of 25 relative to the panels in which they appear.
Fig. C.3, we plot the quantum and LSC-IVR+LGA spectra obtained at 300 K by mixing (a) the
Partridge–Schwenke PES with the q-TIP4P/F DMS, and (b) vice versa. We see by comparing
with Figs. 4.2(a) and C.2(a) that, as expected, the choice of DMS has a much greater effect
on the absorption intensities than the choice of PES. The latter mostly controls the positions
and lineshapes, and we note in particular that LSC-IVR+LGA gives better descriptions of the
‖Δn‖1 = 2 lineshapes for the q-TIP4P/F PES than for the Partridge–Schwenke PES (regardless
of the DMS), which is probably attributable to the milder anharmonicity of q-TIP4P/F. On the
other hand, the a1 + a2/a2 + a3 and a1 + a2/a2 + a3 intensities are considerably overestimated
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Figure C.2: As in Fig. 4.2, but using the q-TIP4P/F surfaces of ref. 33. The absorbances in
the three panels of each graph are scaled as 1 : 2 : 100 (left-to-right), while the absorbances in
the insets are each scaled by a factor of 15 relative to the panels in which they appear.
by LSC-IVR+LGA whenever the DMS is linear (q-TIP4P/F), whereas they are (on average)
slightly underestimated when the DMS is nonlinear (Partridge–Schwenke). This is consistent
with the perturbative analysis of Plé et al., which assumed a linear DMS [65]. As noted in
Section 4.1.2, the net underestimation of ‖Δn‖1 = 2 intensities for a nonlinear DMS is almost
certainly a result, at least in part, of neglecting O(ℏ2) and higher terms in Eq. (A.32) for the
static dipole-derivative estimator.
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Figure C.3: LSC-IVR+LGA and quantum spectra of gas-phase water at 300 K, computed
by combining the Partridge–Schwenke PES with the q-TIP4P/F DMS and vice versa. The
absorbances in the three panels of each graph are scaled as (a) 1 : 2 : 100 (b) 1 : 5 : 70
(left-to-right), while the absorbances in the insets are scaled by factors of (a) 25 (b) 15 relative
to the panels in which they appear.
C.2 Variants of LSC-IVR+LGA for condensed-phase water
Fig. C.4 shows how the IR spectra given by LSC-IVR+LGA, for condensed-phased q-TIP4P/F
water, vary depending on whether one uses the simulation output to approximate the sym-
metrised or Kubo-transformed dipole-derivative ACFs. In what follows, we refer to these just
as ‘symmetrised spectra’ and ‘Kubo spectra’, respectively. The symmetrised spectra in Fig. C.4
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Figure C.4: Comparison of IR absorption spectra calculated with LSC-IVR+LGA for
condensed-phase q-TIP4P/F water, as obtained from the symmetrised and Kubo-transformed
dipole-derivative ACFs. The symmetrised spectra were plotted earlier in Figs. 4.4 and 4.6, and
we also include the classical spectra from Fig. 4.4 for reference. Note that the Kubo spectra
are probably under-converged in the near-IR region.
are the same as those plotted in Figs. 4.4 and 4.6. The Kubo spectra were obtained in the same
way (as described in Section 4.3.1), but using Eq. (A.37) instead of Eq. (A.32) for the static
dipole-derivative estimator, and Eq. (2.51c) instead of Eq. (2.51b) to process the ACFs. The
classical spectra of Fig. 4.4 are also replotted in Fig. C.4, for reference.
Below 4500 cm−1, the Kubo spectrum for the 300 K liquid is in good agreement with that
reported by Habershon and Manolopoulos in ref. 28. Both the Kubo spectra are generally
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close in this region to the corresponding symmetrised spectra, aside from the libration bands,
which show slightly better agreement with classical MD (which we expect to be accurate at
such low frequencies). Specifically, the libration bands in the symmetrised spectra exhibit
larger erroneous redshifts than they do in the Kubo spectra. We attributed these redshifts
in Section 4.3.2 to the effects of zero-point energy leakage. It is possible that the superior
accuracy of the Kubo libration bands arises from fortuitous cancellation of errors; the estimator
of Eq. (A.37) used in calculating the Kubo-transformed ACF is approximate even when DMS
is linear, having been derived under the LGA. In contrast, Eq. (A.32) used in calculating the
symmetrised ACF is exact when the DMS is linear, even without assuming the LGA.
More pronounced differences are apparent above 4500 cm−1, where theKubo spectra exhibit
high levels of noise. For ice Ih at 150 K, the noise is sufficient to overshadow the stretch–bend
combination band completely. Some of this noise could probably be reduced by increasing the
number of production runs used to calculate the ACFs, but symmetrised ACFs are clearly the
preferable choice if one requires a qualitatively reasonable description of the near-IR region.
C.3 Artefacts in RPMD spectra of liquid SPC/F water
In ref. 101, Habershon et al. reported the RPMD spectrum of liquid water at 300 K, calculated
using the simple SPC/F PES and DMS of ref. 150. Similar to q-TIP4P/F, SPC/F is a point-
charge model in which the dipole is linear. The objective of the Habershon et al. study was to
illustrate the contamination of the stretch fundamental band by spurious resonance, even in the
absence of electrical anharmonicity. However, upon close inspection of the spectrum, one also
notices a small peak at ∼2750 cm−1 that is absent in the classical and partially adiabatic CMD
spectra [101], and somewhat resembles the bend–libration combination band that is observed
experimentally (albeit at a lower frequency—see Fig. 4.7). This would be a surprising result
given that, as discussed in Chapter 3, RPMD is incapable of properly describing the Matsubara
heating of ‖Δn‖1 = 2 band intensities.
To investigate this further, we reproduced the SPC/F RPMD spectrum of ref. 101, mostly
following the simulation strategy described therein. However, instead of using an Andersen
thermostat, we equilibrated the system using the PILE-G thermostat of Section 4.3.1. We found
that the spectrum reached an acceptable level of convergence using just two microcanonical
production of runs of length 25 ps, for 12 independently equilibrated simulation cells. The
simulation was performed using the i-PI package due to Ceriotti and co-workers [165].
The resulting spectrum is plotted in Fig. C.5, and shows good agreement with that of
ref. 101. We have magnified the region of the ‘combination band’ in the inset. Repeating
the calculation at the slightly higher temperature of 350 K, however, provides evidence that
this peak is nothing but a manifestation of the unphysical internal oscillations of the ring-
C.3 Artefacts in RPMD spectra of liquid SPC/F water 137
Figure C.5: IR absorption spectra of liquid water, calculated with RPMD using the SPC/F
PES and DMS of ref. 150. Varying the temperature reveals that the feature resembling a
bend–libration combination band at 300 K is in fact an artefact of the internal ring-polymer
vibrations.
polymer. If it were a true combination band, once would expect it to persist at roughly the same
frequency of ∼2750 cm−1 as the temperature is increased. Instead, we find that is replaced by
one peak of lower intensity at ∼2600 cm−1 and one of higher intensity at ∼3200 cm−1. This
strong temperature dependence is characteristic of spurious peaks and resonances in RPMD,





D.1 One-dimensional q-TIP4P/F O–H calculations
Quantum calculations
The Hamiltonian was diagonalised in the DVR of Colbert and Miller [14], on a grid of 200
points evenly spaced over the interval −5 a.u. 6 @ < 5 a.u. Matrix elements were evaluated
from the wave functions interpolated using cubic splines on a finer grid of 29 + 1 = 513 points.
Kubo-transformed ACFs were then evaluated from the energies and matrix elements of the 50
lowest eigenstates.
Truncated Matsubara calculations
Prior to the truncated Matsubara simulations, closed-form expressions for the required Mat-
subara potentials and forces were computed as a function of the Matsubara mode coordinates
&−" , · · · , &" , using Eq. (2.93) with Eq. (2.88). As noted in ref. 73, this is possible provided
that the raw potential+ (@) can be written as a polynomial in @, and avoids the need to discretise
the imaginary-time path.
To evaluate the Matsubara approximations to the Kubo-transformed velocity ACF, for each
value of " , 100 instances of the system were propagated along 104 microcanonical production
runs of length 1 ps. These were each preceded by an equilibration run of length 0.125 ps,
during which a local Langevin thermostat [155, 156] (OBABO propagator splitting [157])
with friction coefficient 1.03353 fs−1 was attached to each mode. A time step of 0.125 fs
was used throughout. This thermostatting enabled sampling of the strictly positive, classical
Boltzmann–like part of the Matsubara distribution, which in its unnormalised form is given by
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e−V̃" (P,Q) . The phase factor, however, had to be accounted for explicitly, using
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and the averaging was performed over time as well as initial conditions. The " = 3 power
spectra (see Fig. 3.3) were calculated analogously.
Mean-field Matsubara calculations
Mean-field Matsubara forces cannot generally be written in closed form, even when the raw
potential is polynomial in position. Instead, they were computed on the fly following the
adiabatic algorithm of ref. 76, using # = 64 ring-polymer beads and an adiabaticity parameter
of Γ = 64, meaning that the masses of the # − " modes subject to mean-field averaging were
scaled so as tomake their natural frequencies equalΓ/(V#ℏ). A local Langevin thermostat [155,
156] (OBABO propagator splitting [157]) with friction coefficient 2Γ/(V#ℏ) was attached to
each of these modes during production as well as equilibration. In contrast, the " Matsubara
modes were only thermostatted during equilibration, with friction coefficients 1.03353 fs−1.
A small time step of 0.125/Γ = 0.001953125 fs was required, owing to the high oscillation
frequencies of the mean-field averaged modes.
To evaluate the mean-field Matsubara approximations to the Kubo-transformed velocity
ACF, for each value of " , two instances of the system were propagated along 104 production
runs of length 1 ps, each preceded by an equilibration run of length 0.125 ps. Averaging
over the Matsubara phase space was accomplished in the same way as it was for the truncated
Matsubara calculations. The " = 3 power spectra (see Fig. 3.3) were calculated analogously.
[T]RPMD calculations
The [T]RPMD simulations employed # = 64 beads for each of 20 ring polymers, which were
propagated along 1000 production runs of length 1 ps. The RPMD production runs were
unthermostatted (microcanonical), whereas for TRPMD, the fluctuation modes were subject to
the PILE thermostat of ref. 132, with friction coefficients set to either 2 sin(V#ℏ|l: |/2)/V#ℏ
or 4 sin(V#ℏ|l: |/2)/V#ℏ as specified in Section 3.4.2. For both methods, each production run
was preceded by a PILE-L equilibration run of length 0.125 ps, with the friction coefficients of
the fluctuation modes set to 2 sin(V#ℏ|l: |/2)/V#ℏ and those of the centroids to 1.03353 fs−1.
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A time step of 0.125 fs was used throughout. The Kubo-transformed velocity ACFs were
approximated by time averaging over production runs.
Planetary model calculations
The time step and number of ring-polymer beads employed for the planetary model simulations
were the same as for the [T]RPMD simulations described above. The PILE(-L) thermostat-
ting [132] employed friction coefficients of 2 sin(V#ℏ|l: |/2)/V#ℏ for the fluctuation modes,
and 1.03353 fs−1 for the centroid mode where appropriate.
First, the path-integral frequency Ω(&0) of Eq. (2.125) was evaluated at 2000 evenly
spaced points spanning −5 a.u. 6 &0 < 5 a.u. This was achieved by time averaging over 10
independent, centroid-constrained PIMD trajectories at each grid point, each of length 6250 fs
and subject to PILE thermostatting. Following this, the centroid position and momentum were
recorded along 104 TRPMD production runs of length 2 ps for each of 10 independent ring
polymers. Each production run was preceded by a PILE-L equilibration run of length 0.125 ps.
For each centroid trajectory, 64 independent planets were initialised by sampling ( ?̃X, @̃X)
from their (locally) Gaussian distributions of Eq. (2.120). Rather than integrating their equa-
tions of motion directly, which would require time derivatives of Ω2(&0) and 02(&0), we
carried out real-time propagation in the dimensionless basis ( ?̃X/0(&0), @̃X/[<Ω(&0)0(&0)])
as described in ref. 75. The symmetrised velocity ACF was approximated for 0 6 C < 1 ps by
time averaging over all 6.4 × 106 planetary trajectories.
LSC-IVR calculations
The LSC-IVR approximation to the symmetrised velocity ACF is given by the real part of
Eq. (2.81), with ̂ = ̂ = ¤̂@ = ?̂/<. A discretisation of the accessible phase space was
constructed from the Cartesian product of a 513-point position grid spanning −5 a.u. 6 @ <
5 a.u with a 1539-point momentum grid spanning −80.373 a.u. 6 ? 6 80.373 a.u (both evenly





















was then computed by propagating the entire set of phase-space points for 1 ps, using the
standard velocity Verlet algorithm with time step 0.0125 fs.
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D.2 Fermi resonance calculations
D.2.1 CO2 model
Quantum calculations
The Hamiltonian ̂CO2 of Eq. (5.1) was diagonalised in the in the eigenbasis of the harmonic
oscillator Hamiltonian ̂ (0)CO2 of Eq. (5.2a), truncated so as to include only states for which the
three vibrational quantum numbers =G , =H, =I ∈ {0, . . . , 10}. Kubo-transformed ACFs were
then evaluated from the energies and matrix elements of the 50 lowest eigenstates of ̂CO2 .
Truncated Matsubara calculations
The Matsubara forces were computed analytically, analogously to the one-dimensional case
described in Section D.1 (although with multiple physical degrees of freedom, the relevant
equations are Eqs. (A.1) and A.3)). For each value of " , 64 instances of the system were prop-
agated along 2000 microcanonical production runs of length 10 ps. These were each preceded
by an equilibration run of length 0.5 ps, during which a local Langevin thermostat [155, 156]
(OBABO propagator splitting [157]) with friction coefficient 0.25 fs−1 was attached to each
mode. A time step of 0.1 fs was used throughout. The Matsubara approximations to the
Kubo-transformed velocity ACFs were obtained by time averaging over production runs using
the straightforward generalisation of Eq. (D.1) to multiple degrees of freedom.
HDMatsubara calculations
The HDMatsubara simulations were carried out in a similar fashion to the truncatedMatsubara
simulations. However, in place of Langevin-thermostatted equilibration runs, the initial phase-
space points were sampled directly from the (much simpler) HDMatsubara distribution defined
in Section 5.1.1. Because the effects of theMatsubara phase are accounted for implicitly (albeit
approximately) within this distribution, the phase did not need to be sampled over in the explicit
way that was required in truncated Matsubara simulations. Furthermore, since Matsubara
trajectories do not rigorously conserve the HD Matsubara distribution, time averaging could
not be performed, hence the ACFs were approximated by averaging over the initial conditions
only.
IMH calculations
The IMH simulations were algorithmically equivalent to the" = 1HDMatsubara simulations,
except that the sampling of phase-space points was performed at the appropriate Matsubara
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effective temperatures, ) ["]
8
= 1/(:BV["]8 ), as defined in Eq. (3.92) (rather than the actual
temperature, ) = 1/(:BV)).
D.2.2 FR2 and FR3 models
Quantum calculations
These were performed analogously to the quantum calculations for the CO2 model as described
in Section D.2.2.
Truncated Matsubara calculations
The Matsubara forces were computed analytically as for the CO2 model. In this case, for
each value of " , just one instance of the system was propagated along 2000 microcanonical
production runs of length 2000 a.u. These were each preceded by an equilibration run of
length 200 a.u., during which a local Langevin thermostat [155, 156] (OBABO propagator
splitting [157]) with friction coefficient 1 a.u. was attached to each mode. A time step of
0.05 a.u. was used throughout. The Matsubara approximations to the Kubo-transformed
velocity ACFs were obtained by time averaging over production runs using the straightforward
generalisation of Eq. (D.1) to multiple degrees of freedom.
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