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We examine the question of the influence of sparse long-range communications on the synchroniza-
tion in parallel discrete event simulations (PDES). We build a model of the evolution of local virtual
times (LVT) in a conservative algorithm including several choices of local links. All network realiza-
tions belong to the small-world network class. We find that synchronization depends on the average
shortest path of the network. The time profile dynamics are similar to the surface profile growth,
which helps to analyze synchronization effects using a statistical physics approach. Without long-
range links of the nodes, the model belongs to the universality class of the Kardar–Parisi–Zhang
equation for surface growth. We find that the critical exponents depend logarithmically on the
fraction of long-range links. We present the results of simulations and discuss our observations.
I. INTRODUCTION
Progress in computation hardware in the last decade
has been mainly in the direction of multicore/distributed
systems. It is a big challenge to use modern hardware
effectively, and creating a single program able to orches-
trate a huge number of nodes and cores is not trivial [1, 2].
Here, we discuss the problem of synchronization within
one family of parallel simulations. The class of consid-
ered systems comprises very many individual elements
interacting asynchronously with each other, and events
occur at some discrete instants. Simulating such sys-
tems using sequential algorithms requires a vast amount
of processing time and memory. The method for simu-
lating systems on parallel/distributed computers, which
allows implementing a faithful synchronization, is called
parallel discrete event simulation (PDES) [3, 4].
The simulation technique is used in many areas of
physics; examples include simulation of granular dynam-
ics [5], kinetic Monte Carlo simulations [6], and simula-
tion of 3D sintering [7]. It is proved to work on millions
of cores [8].
It was shown in [9] that evolution of the simulated time
profile in PDES is analogous to the evolution of nonequi-
librium surface growth. A model of the time profile evo-
lution was proposed, and in the case where the processing
elements (PEs) communicate only with neighbors, such a
model can be mapped on the (1+1)-dimensional Kardar–
Parisi–Zhang (KPZ) equation [10]. This finding helps to
understand the synchronization problem in the language
of statistical physics. For example, (i) the positivity of
the profile speed is mapped on the property of deadlock
absence, and (ii) the evolution of the profile width, which
is described with the KPZ critical exponents, reflects the
desynchronization of the PEs. Taking these into account,
we mainly use the language of statistical physics instead
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of computational science in what follows.
Assuming local communication between the PEs re-
stricts the model application to a relatively small number
of applications. Generally, long-range communications
between processor elements do occur in simulations. It is
reasonable to investigate a more realistic link topology.
Here, we consider PDES on small-world (SW) net-
works [11]. The current state of research with SW net-
works is presented in Section III. The main topologi-
cal feature of a SW network is that for relatively small
amount of long-range links, the average distance changes
from a linear to a logarithmic dependence on the sys-
tem size [12]. Clearly, this should drastically change the
behavior of the whole system. It was found in [13, 14]
that random long-range links between PEs strongly in-
fluence synchronization properties and the scalability of
PDES. A synchronization scheme with additional long-
range links introduces a relaxation term in the evolution
of the virtual time profile. This term implies the absence
of large-amplitude long-wavelength modes [14] in the sur-
face. Consequently, the average width of the profile be-
comes finite, while the average progress rate remains a
nonzero constant in the limit of infinite system size. In
other words, (i) introducing long-range links does not
change the important property of the local conservative
algorithm, the deadlock absence; (ii) the long-range links
increases the synchronization of simulations. It was also
found that the average width in sufficiently large sys-
tems is proportional to the correlation length ξ(p), and
ξ(p) ∼ p−0.84, where p is the probability of the long-range
interactions.
We construct the topology of the communications be-
tween PEs in the framework of the SW approach [11].
The concentration p of long-range communications is the
main parameter in our research. We find that the cluster-
ing coefficient value does not qualitatively influence the
development of surface growth. The quantitative change
of the rate of surface growth and the surface width be-
havior is independent of the local connectivity. For this,
we analyze networks with only nearest neighbors, with
nearest and next-nearest neighbors, and so on. We thus
2find some universal properties. Our main conclusion is
that the average length of the network and number of
local connections govern the surface growth dynamics.
The average length is a function of the parameter p and
is known to behave logarithmically for values that are not
too small. It is important that we do not change the up-
date scheme of the conservative PDES algorithms as in
the papers [13, 14]. Our purpose is to investigate how the
SW topology of the communication links influences the
synchronization properties of PDES, i.e., the statistical
properties of the surface growth [15].
We build our model on two types of SW networks.
Both have a small average shortest path (the main cri-
terion of “small-worldness”). One SW realization has a
zero clustering coefficient (the second feature of SW net-
works [16] is a nonzero clustering coefficient). We find
that the average speed profile decreases slowly as the pa-
rameter p increases and the speed is always positive. The
average profile width becomes finite in the limit of an
infinite system size in accordance with the result in [14].
Another new result here is an estimate of the dependence
of the growth exponent β on the SW parameter p: the
dependence is logarithmic.
This paper is organized as follows. In section II,
we describe the conservative model for PDES [9]. Sec-
tion III contains a detailed description and an analysis
of SW topologies. In section IV, we describe our one-
dimensional SW scheme and present the results. In sec-
tion V, we analyze the dependence of the measured quan-
tities on the number of local links. In section VI, we
summarize our work and discuss the results.
II. BASIC CONSERVATIVE PDES SCHEME
Parallel discrete event simulation is a subclass of par-
allel simulation where changes in the components of the
system from one state to another occur instantaneously.
These changes are called events. The system being simu-
lated is divided into disjoint subsystems. Subsystems are
processed by PEs, which are hardware dependent and
may be a computing node, CPU, core, or thread. In the
simplest case, each PE carries only one site of the under-
lying system (e.g., one spin in a magnetic model). The
important feature of PDES is that the PEs communicate
with each other asynchronously and via messages. Each
PE progresses at its own pace and has its own simulated
time, also called the local virtual time (LVT) [17]. Differ-
ent synchronization schemes are possible for preserving
the causality of computations [18]. We focus our discus-
sion on a conservative algorithm, which avoids the pos-
sibility of any type of causality error by checking every
causality relation at each update attempt [3].
The model of the time profile evolution regards LVT as
Poisson arrivals. In the basic one-dimensional case, the
network topology is a ring [9], and PEs hence interact
only with nearest neighbors. Let N be the number of
PEs and t be the number of parallel steps. The set of
LVTs {τi(t)}Ni=1 constitutes the virtual time profile. At
each time step, only those PEs whose LVTs are not larger
than the LVTs of their nearest neighbors may increment
their LVTs by an exponentially distributed random value.
These PEs are said to be active. Otherwise, if the LVT
of a PE is larger than the LVT of some neighbor, this
PE is not updated and is said to be passive. The relative
amount of active PEs (those simulating system evolution)
is called the utilization
〈u(t, N)〉 =
〈
N(t)active
N
〉
(1)
and is an important characteristic of the evolution of the
LVT profile. The average 〈 · 〉 is taken over many inde-
pendent realizations. In the basic conservative scheme,
the utilization at the given instant is equal to the den-
sity of local minima of the profile, Nmin/N . The value
of the utilization can be used as a measure of algorithm
effectiveness.
The second important observable is the spread or width
of the LVT profile, defined as
〈w2(N, t)〉 =
〈
1
N
N∑
i=1
[τi(t)− τ(t)]2
〉
, (2)
where τ (t) = 1N
∑N
i=1 τi(t) is the mean height of the time
profile.
As the number of PEs in a parallel architecture in-
creases to hundreds of thousands, a fundamental question
of the scalability of the underlying algorithm emerges. To
be scalable, a PDES algorithm must have the following
properties: (1) the LVT profile should progress on aver-
age with a nonzero rate, and (2) the width of the profile
should be bounded by a constant as the number of PEs
goes to infinity. A PDES algorithm is said to be fully
scalable if both conditions are satisfied [19]. It is inter-
esting that the scalability of computations is defined in
the limit of an infinite system size. This is one more anal-
ogy with the corresponding physical system for which the
thermodynamic limit is reached in the same limit.
We briefly recall the main results of a study of the basic
conservative scheme [9]. The LVT profile width increases
with time and then saturates to the steady-state regime
after some time t×. Before saturation, the width grows
as 〈w2(t)〉 ∼ t2β , where β = 0.326(5). In the steady
state, the width is stationary and depends on the system
size 〈w2∞〉 ∼ N2α, α = 0.49(1). The two values of the
exponents α and β are close to those of the KPZ univer-
sality class [10], α = 1/2 and β = 1/3. The estimate of
the utilization of the algorithm (measure of the algorithm
effectiveness) given in [18] is 〈u〉∞ = 0.246410(7). There-
fore, the basic conservative algorithm is computationally
scalable in one dimension because the average utilization
is greater than zero. But the width of the LVT profile
diverges as the number of nodes increases, which means
that the PEs became less synchronized. Therefore, the
conservative PDES algorithm is not fully scalable. In
3other words, the algorithm is still applicable for any large
system (it somehow progresses in time with positive uti-
lization) although it becomes less and less effective as
the number of PEs increases because the PEs become
more and more desynchronized as the simulation pro-
gresses (the width of the time increases with the number
of PEs).
III. SMALL-WORLD NETWORKS
Small-world networks comprise a class of networks usu-
ally characterized by a small average shortest path length
and a high degree of clustering. These properties are
observed in many real technological, biological, social,
and information networks. There is no rigid definition
of “small-worldness,” and different criteria for classifying
networks into regular, SW, and random classes have been
proposed during the last decade [16, 20–22].
For precision, we first give some basic definitions and
notations. We consider a one-dimensional lattice with pe-
riodic boundary conditions, where each node is connected
with 2k neighbors (Fig. 1a). We call two nodes neighbors
if there is an edge between them. The total number of
nodes is denoted by N . We also need a parameter p,
which can be interpreted as a degree of randomness. We
consider two structural properties of networks, the aver-
age shortest path and the clustering coefficient.
There are several ways to construct networks with
long-range links. Given a one-dimensional lattice with
each node connected to 2k closest nodes (see Fig. 1a),
each edge of the graph is randomly rewired with proba-
bility p, i.e., one end of the edge is moved to a node chosen
at random from the rest of the lattice nodes (see Fig. 1b).
Another way to build a network is by adding links with
probability p above the regular lattice (see Fig. 2).
We conduct our study on three different networks
based on both constructions described above. For sim-
plicity, we give a short code names to the networks: “A
(add) or R (rewrite) – parameter k”. The construction
algorithms are:
1. A–k1. (1) Start with a ring lattice with N nodes
where each node is connected to its k=1 closest
nodes. (2) Randomly add exactly pN edges above
the regular lattice (Fig. 2a).
2. A–k2. (1) Start with a ring lattice with N nodes
where each node is connected to its k=2 closest
nodes (Fig. 1a). (2) Randomly add exactly pN
edges above the regular lattice (Fig. 2b).
3. R–k2. (1) Start with a ring lattice with N nodes
where each node is connected to its k=2 closest
nodes. (2) Randomly choose exactly pN edges and
rewrite them randomly (Fig. 1b).
The parameter p thus can be regarded as the average
number of random long-range links per node.
a)
b)
FIG. 1. (a) A one-dimensional lattice with each site connected
to its 2k neighbors with periodic boundary conditions: in this
case k = 2, (b) The Watts and Strogatz model, where a small
fraction of the links are rewired to new sites chosen randomly,
or R–k2 model.
a) b)
FIG. 2. SW networks with each site connected to its 2k neigh-
bors and a small fraction of links added above the regular
lattice with periodic boundary conditions: (a) A–k1, and (b)
A–k2.
a. Average shortest path. The average shortest path
l(N, p) is defined as
l(N, p) =
1
N(N − 1)
∑
i6=j
dij , (3)
where dij is a chemical distance [23], the minimum num-
ber of nodes between vertices i and j.
In regular lattices, the average shortest path grows lin-
early with the system size:
l(N, 0) =
N(N + 2k − 2)
4k(N − 1) ∼ N/4k.
For p = 1 the length l(N, 1) grows as:
l(N, 1) ∼ ln(N)
ln(2k − 1) .
For SW networks, we have the scaling relation [24, 25]
l(N, k, p˜) =
N
k
f((p˜k)1/dN), (4)
where d is a lattice dimension, p˜ = p/k is the concentra-
tion of long-range links normalized with the number of
4local connections, and f(x) is a universal scaling func-
tion,
f(x) =
{
const if x≪ 1,
ln(x)/x if x≫ 1. (5)
The above relation indicates a crossover transition be-
tween regular and SW networks. The number of rewired
or added links (pN) must be small but finite. The regime
with x = pN ≪ 1 is not easily attained in practice for
networks of a finite size N .
b. Clustering coefficient. The clustering coefficient
C(p) quantifies a “cliquishness” of a network. It is de-
fined as follows. Let ci be the number of neighbors of
a node i. Node i can have at most ci(ci − 1)/2 possi-
ble links between all its neighbors. Let Ni be the ac-
tual number of such links. Then the local clustering is
Ci = Ni/(ci(ci−1)/2), and the clustering coefficient C(p)
is the average local clustering over all N nodes [23].
The clustering coefficient of a regular lattice is high:
C(0) = 3(k − 1)/2(2k − 1). In contrast, random net-
works are not clustered: Crand ∼ k/N . There are several
analytic estimates of the clustering coefficient of SW net-
works [16, 23, 26].
For example, Barrat and Weight [23] derived expres-
sion (6) for the clustering coefficient based on the reason-
ing that the local clustering coefficient in the SW network
remains the same as in a regular lattice if all three edges
connecting the node to its two neighbors and the neigh-
bors between themselves are not rewired. This happens
with probability (1− p˜)3:
C(p˜) ≈ C(0)(1− p˜)3. (6)
Watts in his book [16] used a more complex analysis of
clustering phenomena and derived his expression (7) via
the effective local degree and the effective global degree
(for more detail, see Chapter 4 in the book [16]):
C(p˜) ≈
3
4 (1 − p˜)2(2k − 23 )− (1− p˜)
2k − 1 . (7)
One more formula is Newman’s [26] equation
C(p˜) ≈ 3k(k − 1)
2k(2k − 1) + 8p˜k2 + 4p˜2k2 . (8)
In this formula, C(p) decreases slowly with p and hence
remains sufficiently high for a small amount of long-range
links (Fig. 3). These three formulas are derived for the
SW-networks constructed by rewiring links, it is R–k2 in
our case. It is seen from Fig. 3, that clustering coefficient
for the network A–k2 follow the formulas only for a very
small value of p. For a SW network A–k1 with p = 0,
we have C(0) = 0. Adding long-range links increases the
probability of a nonzero clustering coefficient in such a
network, namely, the clustering coefficient C(p) ∼ p/N2
for A–k1.
The informal SW definition at the beginning of this
section can now be formulated more precisely: “a SW
graph is a large-N , sparsely connected, decentralized
graph (N ≫ k ≫ 1) with a characteristic path length
close to that of an equivalent random graph (l ≈ lrand)
but with a much greater clustering coefficient (C ≫
Crand)” [27].
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FIG. 3. The clustering coefficient C(p) of SW networks as
a function of the parameter p˜ = p/k: triangles are A–k2,
dimonds are R–k2, the solid line indicates equation (6), the
dotted line indicates equation (7), and the dashed line indi-
cates equation (8). Error bars are of the symbol size.
To ensure that the constructed networks are indeed
SW networks, we analyze the dependence of the average
shortest path length l on the parameter p and the system
size N . We find that l depends logarithmically on N for
all p > 0 for all networks (Fig. 4). Scaling relation (4) is
also observed in our data. We plot the average shortest
path as a function of the parameter p for the network of
size N = 105, and it is well approximated (see Fig. 5) by
l = A
ln(pN)
pk
+D. (9)
We also calculate clustering coefficients in our models.
For the network A–k1, C(p) ≈ 0. Strictly speaking, this
model does not fully satisfy the criteria for SW networks.
For the networks A–k2 and R–k2, we plot C(p) and com-
pare the results with different analytic estimates (Fig. 3).
The agreement is good for small p (p < 0.01), and the
clustering coefficient for A–k2 and R–k2 is close to C(0),
which equals 1/2 for k = 2.
IV. SMALL-WORLD SYNCHRONIZATION
SCHEME
A. Model of time evolution in the conservative
algorithm
The key property of the conservative synchronization
scheme for PDES is the preservation of causality. In the
5103 104 105
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FIG. 4. The average shortest path as a function of the num-
ber of nodes for SW networks for p = 0.002: circles are A–k1,
triangles are A–k2, diamonds are R–k2, and dashed lines in-
dicate fit functions.
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FIG. 5. The average shortest path length as a function of
the parameter p for systems of size N = 105: circles are A–
k1, triangles are A–k2, diamonds are R–k2, and dashed lines
indicate fit functions of form (9) in all three cases. Error bars
are of the symbol size.
general case, causality is defined in terms of the depen-
dency matrix with elements D(i, j), where D(i, j) = 1
if the process simulated by PEi depends on PEj, and
D(i, j) = 0 otherwise. Causality is preserved if the local
virtual time (LVT) of PEi is lower than LVT of those
PEj on which PEi depends.
The time evolution begins with a flat profile τi(0) =
0, i = 1, 2, . . . , N . To preserve causality, we randomly
update those LVTs of PEs that are lower than LVTs of
the PEs on which they depend, i.e., using links defined
by the dependency matrix D. This leads to the rule
τi(t+ 1) =
{
τi(t) + ηi if τi(t) ≤ {τj(t)}D(i,j)=1,
τi(t) otherwise,
(10)
where ηi is a random value drawn from the Poisson dis-
tribution, {τj(t)}D(i,j)=1 is the set of all local times of
the PEs connected to PEi by local or long-range commu-
nication links, i = 1, 2, . . . , N .
As is known, the model on the regular one-dimensional
lattice belongs to the KPZ universality class [9]. This can
be seen by the following reasoning. First, we represent
Eq. (10) in the form
τi(t+1) = τi(t)+Θ[τi−1(t)− τi(t)]Θ[τi+1(t)− τi(t)]ηi(t),
(11)
neglecting long-range links and using the Heaviside step
function Θ.
Second, replacing differences between local times with
the local slope
φi = τi − τi−1, (12)
we obtain the equation for the density of local minima
(or the utilization):
u(t) =
1
N
N∑
i=1
Θ[−φi(t)]Θ[φi+1(t)]. (13)
It was shown in [28] that there is a finite-size correction
to the growth rate. The finite-size behavior of the average
profile speed is
〈u(N)〉 ≃ 〈u(∞)〉+ const
N2(1−α)
, (14)
where 〈u(∞)〉 is the value of the average speed in the
asymptotic infinite number of PEs and α is the rough-
ness exponent. Equation (14) is confirmed by simulating
LVT profile growth. For the KPZ model 〈u(∞)〉 = 1/4,
while in the model of evolution of the LVT profile,
〈u(∞)〉 ≈ 0.24641. This is due to nonuniversal short-
range correlations between the slopes in the profile.
The average speed depends weakly on the type of dis-
tribution of the random variable ηi. For p = 0, it was
shown in [18] that the average speed 〈u〉U = 0.267(4)
for a uniform distribution of ηi, 〈u〉G = 0.258(5) for a
Gaussian distribution of ηi, and 〈u〉 = 0.246410(7) for a
Possion distribution of ηi.
It was argued by Korniss et al. [9] that the coarse-
grained slope φˆ(x, tˆ) of the time horizon in the continuum
limit is evaluated according to the Burgers equation [10]
∂φˆ
∂tˆ
=
∂2φˆ
∂x2
− λ∂φˆ
2
∂x
(15)
and the coarse-grained time profile τˆ , φˆ = ∂tˆ/∂x satisfies
the KPZ equation
∂τˆ
∂tˆ
=
∂2τˆ
∂x2
− λ
(
∂τˆ
∂x
)2
, (16)
which should be extended with noise to capture the fluc-
tuations.
6We can expect that the evolution of the time profile
belongs to the KPZ universality class. Numerical analy-
sis [9, 18] supports this expectation. In the case of long-
range links, we can expect deviation from KPZ univer-
sality class.
In the case of long-range links, we can rewrite Eq. (11)
as
τi(t+ 1) = τi(t) + Θ[τi−1(t)− τi(t)]Θ[τi+1(t)− τi(t)]∏
{D′(i,j)=1}
Θ[τj(t)− τi(t)]ηi(t),
(17)
where the product is computed only for long-range links
coming from the node PEi, which is denoted by the prime
in {D′(i, j) = 1}. The average time profile speed in this
case is
〈u(t)〉 = 〈Θ[−φi(t)]Θ[−φi+1(t)]
∏
{D′(i,j)=1}
Θ[φ˜j(t)]〉,
(18)
where φ˜j(t) = τj − τi. It is clear from Eq. (18) that ad-
ditional dependencies decrease the LVT profile speed. In
other words, adding long-range links decreases the uti-
lization. Simulations confirm this observation.
B. Simulations
The simulation parameters are the number N of PEs,
the concentration p of long-range links per PE, and the
number t of discrete simulation steps. The matrix D is
randomly initialized with one of the construction algo-
rithms described in section III.
The average speed 〈u〉 and the average profile width
〈w2〉 are calculated after each update using the respective
expressions (1) and (2). For each set of parameters N
and p, we use 1500 different realizations of the random
process running in parallel. The parameter p changes
from 0.002 to 0.1, and the number N of PEs ranges from
103 to 105.
1. Average speed
Figure 6 shows the dependence of the average speed 〈u〉
on the concentration p for three realizations of the SW
networks A–k1, A–k2, and R–k2: they are the respec-
tive networks with two closest neighbors and pN ran-
domly added links, with four closest neighbors and pN
randomly added links, and with four closest neighbors
and pN randomly rewired links.
It can be seen in Fig. 6 that the average speed 〈u〉 de-
creases as the concentration p increases and is smaller for
the networks A–k2, and R–k2 because of the dependence
on the next-to-neighbors. Strictly speaking, we should
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0.15
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p
a) A–k1
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c) R–k2
FIG. 6. The average speed 〈u〉 as a function of the concen-
tration p of long-range links for different number of PEs: cir-
cles for N = 103, triangles for N = 104, and diamonds for
N = 105. Error bars are of the symbol size. The speed is
averaged over time with the first 1000 time steps omitted.
7rewrite Eqs. (17) and (18) in this case as
τi(t+ 1) = τi(t) + Θ[τi−1(t)− τi(t)]Θ[τi+1(t)− τi(t)]
Θ[τi−2(t)− τi(t)]Θ[τi+2(t)− τi(t)]∏
{D′(i,j)=1}
Θ[τj(t)− τi(t)]ηi(t),
(19)
Using Eq. (12), we obtain the expression for the average
profile speed on the network A–k2
〈u(t)〉 = 〈Θ[−φi(t)]Θ[φi+1(t)]
Θ[−φi−1(t)− φi(t)]Θ[φi+2(t) + φi+1(t)]∏
{D′(i,j)=1}
Θ[φ˜j(t)]〉,
(20)
The presence of next-to-neighbors reduces the average
speed 〈u〉, and the average speed 〈u0〉 = 0.14674(7)
for p = 0. It can be seen that the speed remains
positive for small concentrations p, which means that
the SW-synchronized simulation scheme maintains a
nonzero average utilization. For example, we have 〈u〉 =
0.221370(7) in A–k1 for p = 0.01 and 〈u0〉 = 0.246410(7)
for p = 0. It is seen from Figures 6, that the average
speed 〈u〉 is hardly different for N = 104 and N = 105.
Figure 7 shows the difference of the average speed de-
pending on the SW network realization in the systems
of N = 105 PEs. For small values of the parameter p,
the difference between the average speed on the network
A–k1 and networks A–k2 and R–k2 is significant. This is
expected from Eqs. (18) and (20). In the latter equation,
the additional terms slow the interface growth speed.
For p close to unity, the average speeds on the net-
works A–k1 and R–k2 are approximately the same. This
can be explained by comparing the average amount of
dependencies in these networks. For p = 1, the network
A–k1 has N(1+p)=2N links between the PEs, and the
network R–k2 also has 2N links. We can conclude that
the average speed of the LVT profile on SW networks
mainly depends on the number of links in the communi-
cation network.
The dependence of the average speed 〈u〉 on the pa-
rameter p is nonlinear. Let ∆u be the difference between
the average speed 〈u〉 on a SW network and the average
speed 〈u0〉 on a regular lattice:
∆u = 〈u0〉 − 〈u〉.
The difference ∆u between the speeds is well approxi-
mated by a power-law function (Fig. 8):
∆u(p,N) ∼ pB(N). (21)
The values of the exponent B(N) are given in Table I.
It can be seen from the table that the exponent B(N)
decreases with the number of PEs. Figure 9 shows the
exponent B(N) for three SW network realizations. We
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FIG. 7. Comparison of the average speeds 〈u〉 on three net-
work realizations: circles for A–k1, triangles for A–k2, and
diamonds for R–k2 for N = 105. Error bars are of the symbol
size.
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FIG. 8. The difference between the speeds ∆u = 〈u〉−〈u0〉 as
a function of the concentration p of long-range links for N =
105 for three network realizations: circles for A–k1, triangles
for A–k2, diamonds for R–k2, and dashed lines for fit (21).
Error bars are of the symbol size.
find the asymptotic behavior of B(N) in the limit of a
large number of PEs by approximating with the function
B(N) ≈ B +A lnN√
N
. (22)
In the limit as N → ∞, the exponent B(N) ap-
proaches the values B = 0.306(4) for the network A–k1,
B = 0.439(2) for the network A–k2, and B = 0.450(2)
for the network R–k2.
The behavior of the average speed in all three cases is
not universal. The exponents B in the last two networks
are very close to each other but differ from the expo-
nent B in the network A–k1. This is probably due to the
topological differences between the networks. The most
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FIG. 9. The exponent B as a function of the number N of
PEs for three network realizations: circles for A–k1, triangles
for A–k2, diamonds for R–k2, and dashed lines for fits (see
discussion in the text). Error bars are of the symbol size.
significant topological difference between the network A–
k1 and the networks A–k2 and R–k2 is the presence of
clustering. The network A–k1 has a zero clustering co-
efficient, while the other two networks are highly clus-
tered. We can also conclude that the particular way the
SW topology is constructed (by either adding or rewiring
links) does not play an important role. More investi-
gations should be done with more networks of different
topologies for the detailed classification of system be-
haviour.
TABLE I. Exponent B (see Eq.(21)) for three realizations of
the SW networks and for different numbers N of PEs.
N A–k1 A–k2 R–k2
103 0.509(2) 0.613(4) 0.62(1)
104 0.407(4) 0.508(1) 0.515(2)
105 0.344(7) 0.467(4) 0.472(8)
∞ 0.306(4) 0.439(2) 0.450(2)
2. Average profile width
Figure 10 shows the time dependence of the average
width 〈w2〉 for three SW network realizations with N =
104 PEs. It can be seen that the profile width grows
exponentially with time,
〈w2(t)〉 ∼ t2β , (23)
and saturates after a time t×. The larger the value of p is,
the slower the width grows, and the lower the saturation
value 〈w2∞〉 is. The width saturates much earlier in the
presence of long-range links than in the case p = 0. The
width saturates after a sufficiently large time t× ≈ 106 on
a regular lattice of size N = 104 [9] and after a time t× <
104 on SW networks, even for a very small concentration
p.
It can also be seen from Fig. 11 that the growth ex-
ponent β for systems with sufficiently many PEs (N >
2 ·103) becomes constant and independent of N . We find
the asymptotic values of β as N → ∞ using an approx-
imation with power-law corrections. The values of β for
systems on three SW realizations and various values of
the parameter p are listed in Table II. Clearly, the growth
exponent β decreases as the concentration p increases.
Figure 12 shows the exponent β as a function of the
parameter p. We find that for p > 0, the exponent β
depends logarithmically on the concentration p:
β(p) ∼ − ln(p) (24)
It is important that change of the exponent β from
SW lattices to regular lattices is singular, as can be seen
from Table II. Even a very small value of p changes the
exponent dependence from 1/3 to − ln(p).
TABLE II. Dependence of the exponent β on the concentra-
tion p of long-range links.
p A–k1 A–k2 R–k2
0 0.33280(4) 0.333(4) 0.333(4)
0.002 0.833(3) 0.629(6) 0.547(6)
0.004 0.756(3) 0.511(5) 0.43(2)
0.006 0.699(2) 0.439(8) 0.371(9)
0.008 0.649(2) 0.38(1) 0.321(3)
0.01 0.617(4) 0.343(4) 0.293(6)
0.02 0.4949(8) 0.232(3) 0.191(4)
0.04 0.3783(7) 0.144(1) 0.124(2)
0.06 0.312(1) 0.1106(8) 0.101(2)
0.08 0.2646(8) 0.093(1) 0.0836(3)
0.1 0.2341(3) 0.0791(5) 0.0745(2)
For each set of parameters N and p, we measure the
saturation value 〈w2∞(N, p)〉 of the width by averaging
the width over times t≫ tx. Figure 13 shows the steady-
state width 〈w2∞〉 as a function of the number N of PEs
for different concentrations p. In the case p = 0, the
steady-state width scales as
〈w2∞〉 ∼ N2α (25)
where α is the roughness exponent approximately equals
to 1/2 (KPZ universality class).
In contrast to expression (25), the average width on
SW networks does not increase with the number of
PEs, 〈w2∞(N)〉 = const, i.e., the roughness exponent
α = 0. The asymptotic values of 〈w2∞〉 in the limit of
infinitely many PEs for all three SW network realizations
and different values of the parameter p are shown in Ta-
ble III. The average LVT profile width 〈w2∞〉 decreases as
the parameter p increases. Therefore, desynchronization
is finite, and its value decreases as p increases.
It can also be seen from Fig. 13 that the saturation
value 〈w2∞〉 is one order of magnitude less on the SW
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FIG. 10. (Color online) The average width 〈w2〉 as a function
of time for the system size N = 104 and different values of the
parameter p: the average is taken over 1500 independent runs.
The black dotted line corresponds to p = 0 (KPZ universality
class), and the solid lines correspond to different values of
parameter p > 0. The order of solid lines from top to bottom
corresponds to the figure legend.
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FIG. 11. (Color online) The growth exponent β as function of
the system size N : the values of p change from top to bottom:
0.002, 0.004, 0.006, 0.008, 0.01, 0.02, 0.04, 0.06, 0.08, 0.1;
the dashed line with solid squares corresponds to the regular
network with p = 0. Error bars are of the symbol size.
networks A–k2 and R–k2 than on the network A–k1.
The reason is that additional dependencies in the sys-
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FIG. 12. The exponent β as a function of the concentration
p: the solid line shows the value β = 1/3, the dashed lines are
results of the fitting, circles correspond to A–k1 with the fit
β ∼ −0.311(2) ln(p), triangles correspond to A–k2 with the fit
β ∼ −0.179(2) ln(p), and diamonds correspond to R–k2 with
the fit β ∼ −0.161(3) ln(p). Error bars are of the symbol size.
TABLE III. Steady-state width 〈w2∞〉 for various SW network
realizations.
p A–k1 A–k2 R–k2
0 ∼ N ∼ N ∼ N
0.002 2401 ± 687 107(5) 76(3)
0.004 1092 ± 295 40(3) 25.1(8)
0.006 537± 203 20.8(6) 15.3(7)
0.008 273 ± 45 13.3(3) 11.1(4)
0.01 151± 5 10.7(7) 8.3(1)
0.02 46± 3 4.88(8) 4.26(6)
0.04 16.7 ± 0.7 2.81(1) 2.69(2)
0.06 9.4± 0.2 2.22(1) 2.201(8)
0.08 6.70± 0.07 1.951(4) 1.943(6)
0.1 5.18± 0.05 1.783(5) 1.827(8)
tem cause additional synchronization between PEs.
For large p, the average LVT profile width 〈w2∞〉 on
systems with various numbers of PEs has approximately
the same small value (Fig. 14). A small average width
indicates that PEs are well synchronized, but the utiliza-
tion (average speed) is low in this case. This indicates
that there is some tradeoff between synchronization and
utilization, and a compromise can be achieved with a
suitable rearrangement of the communication network.
Figure 15 shows the collapse of the curves with a nor-
malized average width 〈w2∞〉/N as a function of the nor-
malized long-range links pN . The data collapse is good
for the networks A–k2 and R–k2 but rather poor for the
network A–k1. This is another argument that clustering
affects properties of the LVT evolution model for small
p.
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FIG. 13. (Color online) The average steady-state width as a
function of the number N of PEs. Dashed line corresponds to
p = 0. The order of solid lines from top to bottom corresponds
to the figure legend.
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FIG. 14. (Color online) The average steady-state width 〈w2∞〉
as a function of the parameter p. The order of lines from top
to bottom corresponds to the figure legend.
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FIG. 15. (Color online) The steady-state width 〈w2∞〉 normal-
ized on N as a function of the number pN of added or rewired
links. The order of lines from top to bottom corresponds to
the figure legend.
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V. DEPENDENCE ON THE LOCAL
CONNECTIVITY
Real systems in the natural sciences often have large
values of k. In this section, we demonstrate how our
results are sensitive to the variation of k. We present a
comparative study of the network properties and PDES
behavior for one-dimensional networks with the number
of neighbors varying from 2 to 16, i.e., for k = 1, 2, 4, 8. In
our classification (see Section III), they are respectively
called A–k1, A–k2, A–k4, and A–k8.
The variation of the clustering coefficient with the con-
centration p of long-range links is shown in Figure 16. It
can be seen that values of the normalized clustering co-
efficient coincide well for the networks A–k2, A–k4, and
A–k8 (we recall that the value of the clustering coefficient
C(0) for the network A–k1 is zero). For comparison, we
plot the variation of the clustering coefficient for the net-
work R–k2 and the corresponding approximation (8).
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FIG. 16. The normalized clustering coefficient of SW net-
works as a function of the parameter p˜ = p/k: triangles are
A–k2, circles are A–k4, squares are A–k8, diamonds are R–k2,
and the dashed line is equation (8). Error bars are of the
symbol size.
The average shortest path l is shown in Figure 17 as a
function of the concentration of long-range links and in
Figure 18 as a function of the system size. In all cases,
the behavior of l for the presented range of p andN is well
approximated by Equation (9). It is interesting that the
resulting fit in the values of A varies slightly around the
value A = 0.30(1) and the values of D are practically the
same, D = 7.7(1), for all investigated networks except
A-k1, for which D is much smaller, D = 6.1(2).
Simulation of the PDES on the SW networks with dif-
ferent k leads to some interesting observations. First,
we found that the average speed 〈u〉 of the time pro-
file can be collapsed on one curve as a function of the
concentration p. Figures 19 clearly show a good data
collapse for 〈u〉 for the networks A–k2, A–k4, and A–k8
and rather poor collapse for the network A–k1. Hence,
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FIG. 17. The average shortest path l as a function of the
parameter p for systems of size N = 105: stars are A–k1,
triangles are A–k2, circles are A–k4, squares are A–k8, and
dashed lines indicate fits using Equation (9). Error bars are
of the symbol size.
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FIG. 18. The average shortest path l as a function of the
number of nodes for SW networks for p = 0.002: stars are
A–k1, triangles are A–k2, circles are A–k4, squares are A–k8,
and dashed lines indicate fits using Equation (9).
a zero value of the clustering coefficient C(0) selects the
network A–k1 as a special case, while networks with a
nonzero value of C(0) demonstrate a universal behavior.
Values of 〈u0〉, i.e., the average speed on the time profile
for the network with p = 0, are presented in Table IV.
Another interesting observation is that 〈u0〉 scales with
k as 〈u0〉 ∝ k−0.84(1). The data collapse shown in Fig-
ure 19 can therefore be treated in the rescaled variables(〈u〉 k0.84) and (p/k).
The data collapse is even more nicely visible for the
function ∆u normalized by dividing by u0 (or, equiva-
lently, multiplied by k0.84) as shown in Figure 20. There-
fore, the exponent B given by expressions (21) and (22),
which characterize the behavior of ∆u ∝ pB for small
13
values of p is indeed seems universal for k = 2, 4, and 8
with B ≈ 0.44(1).
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FIG. 19. The average speed 〈u〉 divided by 〈u0〉 as a function
of the parameter p˜ = p/k for N = 105 for network realiza-
tions: stars are A–k1, triangles are A–k2, circles are A–k4,
and squares are A–k8. Error bars are of the symbol size.
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FIG. 20. The difference between the speed ∆u = 〈u〉 − 〈u0〉
divided by 〈u0〉 as a function of the parameter p˜ = p/k for
N = 105 . Network realizations: stars are A–k1, triangles are
A–k2, circles are A–k4, and squares are A–k8.
The behavior of the average width on regular (p = 0)
lattices A–k1, A–k2, A–k4, and A–k8 demonstrates the
same behavior with the growth exponent of KPZ univer-
sality class 2β = 2/3 as shown in Figure 21. The larger
the value of k is, the longer the time required for entering
the scaling regime.
Estimates of the values of β as a function of p are pre-
sented in Table V. It can be seen that attaining the scal-
ing regime t2/3 for p = 0 is shifted to the larger network
sizes.
In another words, translating our findings into com-
puter science terms, larger values of k work in different
TABLE IV. Dependence of the average speed 〈u0〉 in a regular
lattice (p = 0) on the parameter k.
Network type 〈u0〉
A–k1 0.246410(7)
A–k2 0.14674(7)
A–k4 0.08127(4)
A–k8 0.04299(3)
directions: they suppress desynchronization (width be-
havior), which is a positive sign, and suppress utilization
of processing time (average speed behavior).
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FIG. 21. The average width 〈w2〉 as a function of time on a
regular lattice with p = 0 and different values of the parameter
k from top to bottom: k = 1, k = 2, k = 4, and k = 8. The
system size N = 105. The dashed line is a guide line for t2/3.
TABLE V. Dependence of the exponent β on the concentra-
tion p of long-range links.
A–k4 A–k8
p N = 104 N = 105 N = 104 N = 105
0 0.22(2) 0.291(1) 0.118(5) 0.25(1)
0.002 0.218(8) 0.27(1) 0.045(2) 0.06(1)
0.004 0.148(4) 0.18(1) 0.0315(4) 0.040(2)
0.006 0.113(2) 0.140(6) 0.027(2) 0.031(4)
0.008 0.094(2) 0.114(5) 0.024(2) 0.027(1)
0.01 0.083(3) 0.095(3) 0.022(2) 0.023(1)
0.02 0.055(2) 0.059(4) 0.0158(3) 0.165(1)
0.04 0.038(2) 0.039(2) 0.0113(3) 0.0116(4)
0.06 0.032(1) 0.0313(5) 0.0104(5) 0.0098(5)
0.08 0.0261(2) 0.0272(3) 0.0078(7) 0.0086(4)
0.1 0.0240(2) 0.0239(3) 0.0069(4) 0.0074(1)
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VI. CONCLUSION
We have investigated the influence of the SW commu-
nication topology on the synchronization properties in
the conservative PDES algorithm using a model of the
evolution of the LVT profile. We simulated the model on
several SW network realizations, which differed in their
local properties and the procedure for inserting the long-
range links. The time evolution of the model on a regular
network (with only short-range interaction between PEs)
belongs to the KPZ universality class with the critical ex-
ponent values α = 1/2 and β = 1/3. In contrast, even
a small number of long-range links changes the behavior
drastically. The growth exponent β depends logarithmi-
cally on the concentration of long-range links, β ∼ − ln p,
and the roughness exponent α drops to zero. The average
profile speed decreases as a power of the concentration p,
〈u〉 = 〈u0〉− const pB with B = 0.306(4) for the network
A–k1. It seems take universal value B ≈ 0.44(1) for the
networks A–k2, A–k4, and A–k8, and it is B = 0.450(2)
for the network R–k2. We found a data collapse of the
profile width as a function of the concentration p for the
two realizations of the topology with a nonzero clustering
coefficient. The absence of data collapse for the network
A–k1 can probably be attributed to the zero clustering
coefficient. In other words, the network A–k1 is not quite
a conventional SW network: it lacks clustering.
A model of time evolution for the conservative PDES
was investigated in [14, 29] for an underlying network of
the mean-field type where any site is connected by a sin-
gle link to a randomly chosen site and each site hence
has exactly three links and each non-neighbor link is ac-
tivated with probability p. The results in [14, 29] seem
similar to some of our results (we use the conventional
SW network topology) but not all results coincide. The
common feature of the two approaches is that the aver-
age shortest path grows logarithmically with the number
of PEs. For small p, it was found in [14] that the average
speed of the profile growth is
〈u〉 ≃ 1
4
+
√
p
4pi
−O(p). (26)
In contrast, the average speed 〈u〉 in our simulations de-
creases for any values of p with a power-law dependence
on p, 〈u〉 ≃ 〈u0〉 − const pB. The value of the exponent
B is universal for the networks with a nonzero cluster-
ing coefficient and takes a different value for the network
with a zero clustering coefficient.
The same qualitative behavior for the average profile
speed 〈u〉 and average profile width 〈w2∞〉 was reported
in [14, 29], but the dependence of the exponents α and β
on p and of the average speed 〈u〉 on the concentration p
of long-range links were not analyzed.
We found that value of the clustering coefficient influ-
ences the progress of the profile, and we argue that the
larger the average coordination number, the slower the
profile speed.
In the language of computation processes, the results
are as follows. First, additional random long-range com-
munication links in the communication topology of PEs
links cause more dependency checks during simulations
and reduce the average utilization of PEs, but the uti-
lization remains positive, i.e., the conservative PDES al-
gorithm on SW networks remains free from deadlock.
Second, desynchronization becomes finite and decreases
with the amount of long-range communications. This en-
hances data collection and state savings in PDES. The
conservative synchronization algorithm of PDES hence
becomes fully scalable: (1) the progress rate of simula-
tions remains positive, and (2) desyncronization of the
LVT profile becomes finite in the limit of a large number
of PEs.
We compared the results on different SW network re-
alizations. All have a short average path, but they differ
in the clustering property and the construction method.
One SW network has a zero clustering coefficient, and
the others are highly clustered. The highly clustered
networks differ in their construction (random long-range
links were either added or rewired). Qualitatively, the
same results were obtained in all cases, i.e., the communi-
cation network can be rearranged in any of the presented
ways to obtain a well-synchronized PDES algorithm. We
found that the model properties depend mainly on the
number of long-range communication links and weakly
on the way the SW network is constructed. But there
is no universal behavior for all cases. For example, the
average utilization decreases faster with p in the case of
SW network with a zero clustering coefficient compared
with the SW networks with a high clustering coefficient.
A detailed analysis of the synchronization model of the
conservative PDES algorithm on the SW networks al-
lows associating the parameters of the considered model
with the example of simulations of the particular mod-
els. These in turn can shed light on how to optimize the
simulations.
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