A b s t r a c t The logical configuration of a WDM network can be changed by reassigning wavelengths to tunable transceivers of nodes. In this paper, we develop reconfiguration algorithms to obtain an optimal node placement of multihop networks with regular topology. The algorithms are based on meta-heuristics such as simulated annealing, threshold acceptance, and multistart local search. We compare the performance of these algorithms in terms of their calculation time required to reach a solution with accuracy of some given degree.
pose, the reconfiguration will be executed in a way logically to place a node close to another one to (and/or from) which it sends (and/or receives) a large amount of traffic. This can result in reducing the transit traffic which wastes network link capacity and thus improving network performance. Therefore, the network can accommodate more traffic flows under the optimal node placement than under the initial one because of the efficient use of the network bandwidth.
Before actually reconfiguring the network, we must obtain an optimal node placement. The related problems have a Kyushu Institute of Technology, 820-0067 Japan.
computational complexity of NP-hard. Thus, we have developed a heuristic algorithm based on greedy method in order to obtain a near-optimal node placement of BMSN 16). Furthermore, in [SI, we have developed rearrangement algorithms based on meta-heuristics (see, e.g., [lo] ) such as local search (LS), tabu search (TS), and genetic algorithms (GA). Meta-heuristics are described in [IO] as follows: metaheuristics are a class of approximate methods, that are designed to attack hard combinatorial optimization problems where classical heuristics have failed to be effective and efficient. Some heuristic algorithms for node rearrangement in a linear bus network (41 and ShuffleNet [5, 71 were proposed.
In this paper, we expand our previous paper of [SI. We develop rearrangement algorithms based on other metaheuristics such as simulated annealing (SA), threshold acceptance (TA), and multistart local search (MLS). Then, we compare the performance of all algorithms including the ones developed in [6, S] in terms of their calculation time required to reach a solution with accuracy of some given degree. A design of problem instances is presented as follows. Only two kinds of traffic flow are defined for simplicity: heavy traffic flow, t H , and light traffic flow, t~. Fig. 1 (a) shows a node placement before the reconfiguration is executed, and Fig. 1 (b) is obtained through the reconfiguration. An arrow indicates a heavy traffic flow. We assign traffic flows between every pair of nodes as follows. Since each node has four outgoing links, the total number of outgoing links in the network is equal to 4M. With parameter a that takes a positive value less than or equal to 1, the number of 14aMJ links are randomly selected among 4M outgoing links, and heavy traffic flows are allocated on them. Next, light traffic flows are assigned between every pair of nodes except ones already assigned heavy traffic flows. The reconfiguration is executed in a way to minimize the amount of transit traffic. For this reason, as many heavy traffic flows as possible are made to be of single hop in length. In this sense, we can see that Fig. 1 (b) is an optimal node placement because all heavy traffic flows are of single hop. After randomly replacing nodes in Fig. 1 (b) , we use the resulting node place- ment as an initial one, which will be reconfigured later (see Fig. 1 (a) ). The average weighted hop distance (5, 71 , denoted by F(T, R), is defined as follows:
Network reconfiguration
The optimal node placement matrix, denoted by Rapt, minimizes the average weighted hop distance. Note that the average weighted hop distance has a wider range for larger t H , t L and M . In order to evaluate rearrangement algorithms for any t H , t L and M , we introduce a measure with the range [0,1]. This measure denoted by Q(T, R) is defined as follows:
(3)
The optimal node placement leads to the maximum value of Q ( T , R ) , i.e., Q(T,ROpt) = 1. On the other hand, we generally discuss quality of approximate solutions by using the percentage of error from optimal solution, denoted by E . The percentage of error E is defined as follows: 
Reconfiguration algorithms
In the paper, we develop reconfiguration algorithms based on simulated annealing (SA), threshold acceptance (TA), and multistart local search (MLS), all of which are belong to a category of meta-heuristics. Furthermore, as a way of generating initial solutions, we apply two methods: the random sampling method and the greedy method (61. The algorithms developed in our previous papers of [6, 8) are described in Appendix.
The execution of the algorithms based on meta-heuristics will be terminated if a solution with accuracy of some given degree, denoted by Qtargetr is obtained. A neighborhood is defined as a finite set of feasible solutions derived by s w a p ping a pair of nodes in the incumbent.
In the following, we will explain three algorithms developed here in tern.
Simulated annealing
First, we describe the algorithm based on simulated annealing (SA) as follows:
Step 01 0 Set the initial temperature, tini, the iterative number of operations in each step, Nrepr and the decreasing factor of the current temperature, cy (0 < cy < 1); 
Threshold acceptance
Next, the algorithm based on threshold acceptance (TA) is described as follows: (ii). Evaluate R';
End] Output R*.
Multistart local search
Finally, we describe the algorithm based on multistart local search (MLS):
Step 01 i.e., Q(T, R*) = maxi{Q(T, R:)};
Step k] i.e., Q ( T , R*) = maxi{Q(T,R;));
[End] Output R* .
It should be noted that the algorithm based on MLS corresponds to the algorithm based on local search (LS) as long as the number of initial solutions r is set as T = 1.
Methods of generating initial solutions
We consider the following two methods for generating the initial solutions: 0 the random sampling method, 0 the greedy method (described in Appendix). From now on, the algorithms using the random sampling method for generating initial solutions ar I ' simply abbreviated to SA, T A , MLS, LS, T S , and GA. Moreover, the algorithms using the greedy method for generating initial solutions are abbreviated to, e.g., SA+Greedy.
Numerical results
The experiments were executed on SGI Origin200 with RlOOOO dual processors and the main memory of 1024MB. The source code written in C has been compiled with gcc 2.8.1. The results shown here represent the average value obtained from 100 different traffic patterns. In this section, we set the associated parameters unless otherwise stated as The reason is the following. Since the temperature gradually decreases for a relatively larger a, the probability e-Alt takes a relatively larger value. Therefore, the average number of steps and the mean process time increase with a. Fig. 4 shows the mean process time as a function of the initial temperature tin, for SA, in which we fix Nrep = 200 and a = 0.1. We can see from the figure that the value of tint is not sensitive to the mean process time so much.
Simulated annealing

Threshold acceptance
fOllOWS: M = 16, tH = 1, tB = 0, a = 0.5, and Lma, = 3. e.g., from about 300 t o 500 when Qtarget = 0.9.
Multistart local search Fig. 7 shows the mean process time as a function of the number of initial solutions, T , for MLS, where we fix d = 5. Note that the property for T = 1 corresponds to that for LS. From the figure, solutions with higher quality can be obtained for larger T : e.g., when T = 500, optimal solutions for all traffic patterns of one hundred can be obtained, whereas when T = 1, the solution with quality of only about 0.66 can be obtained. As shown in the figure, the solution obtained by
MLS is limited in terms of its quality for a relatively smaller
T . This is because a local optimum is obtained. On the other hand, we can see from the figure that the mean process time becomes longer with T .
very likely to be updated even if A > 0. 
Performance comparison
Figs. 9 (a) and (b) show the mean process time required t o reach a solution with accuracy of some given degree, Qtarget.
As a way of generating initial solutions, the random sampling method is used in Fig. 9 (a) and the greedy method is used in Fig. 9 (b) , the parameter associated with Greedy is set as H = 1. In Fig. 9 (a) , we also show the performance of random search labeled by Random (which is not described in the paper). From Fig. 9 (a) , we can see that TA developed in the paper and TS developed in [8] outperform the others.
In addition, SA developed here achieves good performance close t o those of TA and TS. For example, the mean process . It is shown that the performance of all the algorithms in Fig. 9 (b) improves notably. This is because initial solutions with higher quality are generated by the greedy method (Greedy). In particular, the performance of TS+Greedy is excellent for higher Qtarget: e.g., the mean process time required to reach the solution with Qtarget of 1.0 is about 0.105 seconds. On the other hand, for a range from about 0.6 t o 0.85 of Qtarget, MLS+Greedy attains good performance. This is because one of the T initial solutions generated by Greedy already satisfies Qtarget or almost satisfies that. Fig. 10 shows the mean process time as a function of Qtarget, in which we fix M = 36. This graph is obtained by using Greedy for generating initial solutions. The associated parameters are set as follows: Nrep = 5000, tini = 1000, (Y = 0.01 for SA+Greedy, Nrep = 3000, Th = 0.005 for TA+Greedy, d = 1, T = 3000 for MLS+Greedy, d = 1 for LS+Greedy, d = 50, q = 10 for TS+Greedy, s = 8, m = 0.005, c = 0.001 for GA+Greedy, and H = 2 for Greedy. Moreover, the parameter associated with Greedy is set as H = 2. We can see from the figure that TS+Greedy outperforms the others. For example, by using TSfGreedy, the mean process time required to reach the solution with Qtarget of 1.0 is about 93 seconds. As compared with this, the mean process time required to reach the solution with Qtarget of 1.0 is about 470 seconds by using TA+Greedy; about 551 seconds by using SA+Greedy.
Conclusions
In the paper, we developed rearrangement algorithms based on meta-heuristics for multihop WDM networks with regular topology. We introduced a measure with a range of 0 to 1, which is denoted by Q. Then we compared the performance of the algorithms in terms of their calculation time required to reach a solution with some given degree Q. As a way of generating initial solutions, we have used the random sampling method and the greedy method (Greedy).
From numerical results, for the network with 16 nodes, algorithms based on threshold acceptance and tabu search combined with the random sampling method (TA and TS) showed better performance than other algorithms with the random sampling method. It was also shown that the performance of all the algorithms using Greedy for generating initial solutions improves. In particular, for a relatively higher Q, the performance of algorithms based on threshold acceptance and simulated annealing combined with Greedy (TA+Greedy and SA+Greedy) is similar to that of TSSGreedy. Furthermore, for the network with 36 nodes, TS+Greedy outperforms the others. 
A Algorithms developed in our previous papers
In this appendix, we describe the rearrangement algorithms developed in our previous papers of [6, 81. 
Greedy method [6]
Let U denote the set of unlocated nodes whose element is U E U and let fib) denote the total amount of offered traffic between node U located at the specific place and each node already located at the places which are h hops away from the specific place. We describe the dgorithm based on greedy method, abbreviated to Greedy, as follows: The weight of the evaluation function is set as ah = 1/2h-'.
Local search [8]
Refer to Section 3.
Tabu search [8]
In tabu search, a set of solutions in some past steps, called the tabu list, is introduced. The number of elements of the tabu list, called the tabu list length, is denoted by q. The description of the algorithm based on tabu search (TS) is as follows:
:
Step 01 :End] Output R*.
Genetic algorithms [8]
Let us explain some terminologies in terms of genetic algorithms (GA). A set of individuals is called a population. An individual is characterized by a chromosome that has M genes. Each gene means the node number in this dissertation. A chromosome is represented in all operations except crossover as follows: On the other hand, when operating crossover, we use the ordinal representation. However, this is not described here.
Furthermore, we use the quality of solution Q(T, R ) as the fitness function.
In the following, the algorithm based on genetic algorithms (GA) is described.
Step 01 0 Set the number of individuals s, the probability of mu- k := k + 1; goto Step k ;
[End] Output R*.
